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HIGHER COMPLEX TORSION AND
THE FRAMING PRINCIPLE
KIYOSHI IGUSA
Abstract. We prove the Framing Principle in full generality and use it to
compute the higher FR-torsion for all smooth bundles with oriented closed
even dimensional manifold fibers. We also show that the higher complex tor-
sion invariants of bundles with closed almost complex fibers are multiples of
generalized Miller-Morita-Mumford classes.
Introduction
This manuscript is a combination of two papers. The first paper is about “higher
complex torsion,” which is a generalization of higher Franz-Reidemeister (FR) tor-
sion to smooth bundles with almost complex fibers. The rest of the manuscript is
a summary of basic facts about higher Franz-Reidemeister torsion. Among these
“basic facts” there are several new result, such as the general Framing Principle
and its applications and the transfer theorem, but the rest was already explained
with full details in [Igu02a].
There are several reasons why these two papers appear together as one manu-
script. One is heuristic. The general Framing Principle allows us to compute the
higher FR torsion for smooth bundles with even dimensional fibers. This is needed
to show that the complex torsion is a generalization of the “real torsion.” The
second reason is that the proof of the main theorem about higher complex torsion
(the “Complex Framing Principle”) is the same as the proof of the Framing Prin-
ciple. Finally, the facts about higher FR torsion are not widely known, so it would
be difficult for anyone to read the article about higher complex torsion without a
summary of the definition and main properties of the higher FR torsion.
0.1. Higher FR-torsion. Higher Franz-Reidemeister torsion is an invariant of
smooth bundles
(1) M → E → B
whereM,E,B are compact smooth manifolds. In this introduction we will concen-
trate on the case of untwisted coefficients and assume that π1B acts trivially on the
rational homology of M . In other words, our bundle (1) is classified by a mapping
ξE : B → BDiff0(M)
of B into the classifying space of the group Diff0(M) of diffeomorphisms of M
which induce the identity on the rational homology of M .
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Here are two examples.
(1) Diff0(S
n) is the group of orientation preserving diffeomorphisms of Sn.
(2) Diff0(Σg) ≃ π0(Diff0(Σg)) = Tg is the Torelli group if Σg is a closed
oriented surface of genus g.
Using Morse theory and Waldhausen K-theory, John Klein [Kle89] and I [IK93],
[Igu02a] constructed a cohomology invariant
τ2k(E) ∈ H
4k(B;R)
which is the pull-backs of a universal higher FR-torsion invariant, i.e., τ2k(E) =
ξ∗E(τ2k) where
τ2k ∈ H
4k(BDiff0(M);R).
In 1995 Bismut and Lott [BL95] constructed similar classes called higher analytic
torsion classes. Sebastian Goette [Goe] explained why these cohomology classes
agree in many cases. Basically, it is because both definitions use a canonical A∞
functor associated to a smooth fiber bundle as we explain later in this introduction.
The homotopy type of the diffeomorphism groups of spheres was determined by
Farrell and Hsiang in the 1970’s. Using the higher FR-torsion their result can be
stated as follows.
Theorem 0.1 (Farrell-Hsiang[FH78]). (a) For even dimensional spheres we have
H∗(BDiff0(S
2N );R) ∼= R[τ2, τ4, · · · ] ∼= R[p1, p2, · · · ]
in the stable range (up to degree 2N3 − 3 according to [Igu02a]).
(b) For odd dimensional spheres we have twice as much cohomology:
H∗(BDiff0(S
2N+1);R) ∼= R[p1, τ2, p2, τ4, · · · ]
in the stable range.
Remark 0.2 (Newton polynomials). For even dimensional spheres, the relationship
between the higher torsion classes τ2k and the Pontrjagin classes pj is given by
τ2k = (−1)
kζ(2k + 1)
(
1
(2k)!
Nk(p1, p2, · · · )
)
where Nk is the Newton polynomial which expresses
∑
i x
k
i in terms of the elemen-
tary symmetric functions of xi and ζ(s) =
∑
n≥1 n
−s is the Riemann zeta function.
For odd spheres a similar relation holds for the restriction of the classes τ2k and pj
to BSO(2N + 2). (See Remark 4.2.)
The higher torsion of the Torelli group was first studied by John Klein in [Kle93].
Klein conjectured that the higher FR-forsion classes of Tg were proportional to the
Miller-Morita-Mumford classes. This was verified by R. Hain, R. Penner and the
author in 1992 but the original argument was never published. In [Igu02a], using
the Framing Principle, a precise formula was obtained:
(2) τ2k(T
s
g ) = (−1)
kζ(2k + 1)
κ2k
2(2k)!
∈ H4k(T sg ;R).
Here T sg is the Torelli group of a surface Σ
s
g of genus g with s ≥ 1 marked points.
One of the purposes of this paper is to extend this formula to odd Miller-Morita-
Mumford classes.
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0.2. Construction of τk. The basic construction behind the definition of higher
Franz-Reidemeister torsion goes back to early work of Ed Brown [Bro59] where
he defined the concept of a twisted cochain φ. These can be written as sums of
cochains φ =
∑
p≥0 φp defined on the base space B of a fiber bundle E → B so
that
δφ = φ′ ∪ φ
where φ′ =
∑
(−1)pφp. Here φp is a p-cochain with coefficients in the degree p− 1
part of a graded endomorphism ring EndR(PR) where P is a partially ordered
graded set. If we add the identity endomorphism of the free R-module RP to φ1
we get an A∞-functor given on morphisms by Φp = φp for p 6= 1, Φ1 = I + φ1
and on objects by Φ(X) = (RP, φ0(X)). This is a contravariant A∞ functor from
the category of generic small simplices in B to the differential graded category of
finitely generated free R-complexes. (Remark 2.9.)
Bismut and Lott use flat Z-graded superconnections of total degree 1. These
are linear operators which in local coordinates can be written as D = d+A where
A =
∑
p≥0Ap and Ap is a p-form on B with coefficients in the degree 1 − p part
of a graded endomorphism ring End(E) where E is a graded vector bundle over B.
The superconnection D is flat if it satisfies the condition
−dA = A ∧ A.
In other words, A is an infinitesmal twisted cochain up to sign. An A∞-functor Φ
is given on objects by Φ(σ) = (Eb, A0(b)) where b is the barycenter of σ ⊆ B. To
obtain Φp (up to sign) on the morphisms we need to integrate Ap for p 6= 1 and
I − A1 for p = 1. This process is independent of the choice of coordinates. For
example, Φ1 is parallel transport by the connection d + A1 along the edges of the
first barycentric subdivision of B. (See [Goe], [Igu02b] for more details.)
Brown showed that the homology of the total space of a fiber bundle E → B
could be given by the twisted tensor product
C∗(B)⊗φ C∗(F )
which is the ordinary tensor product complex with boundary map ∂φ which is
twisted by a twisted cochain φ. If we take coefficients in Q (or any other field) we
can replace C∗(F ) by the graded homology H∗(F ;Q) which has an A∞ functor Ψ
induced by Φ = I+φ. If π1B acts trivially on H∗(F ;Q), there is an induced twisted
cochain ψ so that Ψ = I + ψ where I is the identity map on H∗(F ;Q). Then we
get another twisted tensor product
(3) C∗(B;Q)⊗ψ C∗(F ;Q) ≃ C∗(E;Q).
In the case when E → B is a smooth bundle with compact manifold fiber M , we
can find a fiberwise “generalized Morse function” f : E → R which gives a finitely
generated cellular chain complex for the fiber over each generic small transverse
simplex in B. This Morse theory construction defines another twisted cochain and
another twisted tensor product
(4) C∗(B)⊗φ C∗(f)
which is rationally fiberwise quasi-isomorphic to (3). In other words, they are
equivalent as A∞-functors. However, they are not simplicially equivalent as twisted
cochains on B. There is a well-defined algebraic K-theory obstruction to deforming
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one twisted cochain into the other. The higher Franz-Reidemeister torsion is a
numerical invariant which depends on this K-theory class.
This numerical invariant is given by first interpolating the twisted cochain so that
it becomes an infinitesmal twisted cochain, i.e., a flat Z graded superconnection and
integrating an even degree form derived from the odd degree Kamber-Tondeur form.
This process, explained in detail in [Igu02a], is summarized in subsection 2.8.
0.3. Framing Principle. The Framing Principle is the main tool used to com-
pute the higher Franz-Reidemeister torsion. The original version of the Framing
Principle in [Igu02a] has a restriction on the birth-death singularities of a family of
oriented generalized Morse functions. In this paper we remove this condition and
prove the Framing Principle for all families of oriented generalized Morse functions.
The general Framing Principle gives us new insight into the nature of higher
Franz-Reidemeister torsion. The higher FR torsion is a sum of two invariants: one is
a tangential invariant which depends only on the fiber homotopy type of the vertical
tangent bundle and the other is an “exotic” diffeomorphism invariant which detects
different smooth structures on the same fiberwise tangential homeomorphism type.
The tangential invariant T2k(E) is similar in description to the Miller-Morita-
Mumford classes for oriented surface bundles. This invariant is equal to the higher
FR torsion for all oriented closed even dimensional fibers and equal to zero for
oriented closed odd dimensional fibers. Equivalently, the exotic component is zero
in the first case and equal to the entire higher torsion invariant in the second case.
For oriented even dimensional fibers with boundary, the higher FR torsion is
given by the tangential invariant plus half the torsion of the boundary:
(5) τ2k(E) =
1
2
τ2k(∂E)︸ ︷︷ ︸
exotic component
+
1
2
(−1)kζ(2k + 1)
1
(2k)!
T2k(E)︸ ︷︷ ︸
tangential component
.
For oriented odd dimensional fibers with boundary the tangential invariant comes
entirely from the boundary.
These facts can be summarized by saying that the exotic torsion comes entirely
from oriented odd dimensional fibers in all cases. (For oriented even dimensional
fibers the exotic torsion is merely detecting the exotic smooth structure of the
boundary. For unoriented fibers we go to either the oriented cover or the oriented
disk bundle, whichever is odd dimensional.)
0.4. Complex torsion. Finally we come the the main point of this paper which is
to give a generalization of higher FR torsion for bundles with almost complex (AC)
fibers. One of the main motivations is to extend the Klein-Hain-I-Penner relation
(2) to all of the Miller-Morita-Mumford classes (not just the even ones).
The complex torsion of a bundle E → B with AC fiber M is a sequence of
cohomology classes τCk (E, ζ)m defined using the equivariant higher FR torsion of
the vertical tangent lens space bundle S2n−1(E)/Zm. It is related to the generalized
Miller-Morita-Mumford classes
Tk(E) := tr
E
B(k!chk(T
vE)) ∈ H2k(B;Z)
by the following formula assuming that M is a closed AC manifold
(6) τCk (E, ζ)m =
1
2
mkLk+1(ζ)
1
k!
Tk(E)
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where Lk+1(ζ) is the polylogarithm function
Lk+1(ζ) = R
(
1
ik
∞∑
n=1
ζn
nk+1
)
.
As a special case we obtain the complex torsion of Mg, the mapping class group of
a surface of genus g:
(7) τCk (Mg, ζ)m =
1
2
mkLk+1(ζ)
κk
k!
.
This is the generalization of equation (2) that we were looking for.
Both of the main theorems of this paper, the general Framing Principle and the
computation of higher complex torsion, are examples of the transfer theorem for
higher FR torsion. This theorem says that the higher FR torsion commutes with
transfer in the sense that, if D → E is a bundle with fiber Y and F is a Hermitian
coefficient system on D for which Y is acyclic, then the FR torsion of D as a bundle
over B is the transfer of the FR torsion of D as a bundle over E:
(8) τk(D;F)B = tr
E
B(τk(D;F)E).
The transfer theorem and the explanation of the Framing Principle in terms of
the transfer were inspired by the work of Dwyer, Weiss and Williams [DWW].
Analogous formulas for higher analytic torsion were given by Xiaonan Ma [Ma97].
We note that the transfer formula also explains the presence of polylogarithms
in the formula for higher FR torsion. (See subsection 3.7.)
Outline:
(1) Complex torsion
(a) Definition for closed AC fibers
(b) Generalized Miller-Morita-Mumford classes
(c) Complex Framing Principle
(d) Nonempty boundary case
(2) Definition of higher FR torsion
(a) Generalized Morse functions
(b) Families of chain complexes
(c) Monomial functors
(d) Filtered chain complexes
(e) Subfunctors
(f) The Whitehead category
(g) Definition of higher FR torsion
(h) Families of matrices as flat superconnections
(i) Independence of birth-death points
(j) Positive suspension lemma
(3) Basic properties of higher FR-torsion
(a) Basic properties
(b) Suspension theorem
(c) Additivity, Splitting Lemma
(d) Applications of the Splitting Lemma
(e) Local equivalence lemma
(f) Product formula
(g) Transfer for coverings
(h) More transfer formulas
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(4) The Framing Principle
(a) Statement for Morse bundles
(b) General statement
(c) Push-down/transfer
(d) The Framing Principle
(5) Proof of the Framing Principle
(a) Transfer theorem
(b) Stratified deformation lemma
(c) Proof of transfer theorem
(d) Proof of Framing Principle
(6) Applications of the Framing Principle
(a) Torelli group
(b) Even dimensional fibers
(c) Unoriented fibers
(d) Vertical normal disk bundle
I would like to thank Bernhard Keller who directed me to the work of Kadeishvilli
[Kad80] and thereby also alerted me to the earlier work of my colleague Ed Brown
[Bro59]. I should also thank Sebastian Goette for explaining his work on higher
analytic torsion [BG00], [Goe]. It was in correspondences with Goette that I realized
the importance of proving the Framing Principle in full generality. Finally, I would
like to thank Ed Brown and Gordana Todorov who helped me to sort out my ideas
about twisted cochains and A∞-functors.
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1. Complex torsion
(1) Definition for closed AC fibers
(2) Generalized Miller-Morita-Mumford classes
(3) Complex Framing Principle
(4) Nonempty boundary case
In this section we consider smooth bundles
(9) M2n → E → B
where the fibers are almost complex (AC) manifolds, i.e., the vertical tangent bundle
T vE has an almost complex structure J . We call this a bundle with almost complex
fibers. We assume that B is a connected closed manifold but M is only assumed to
be compact. We consider separately the cases when M is closed and when it has a
boundary.
We will define “higher complex torsion” invariants
τCk (E, ζ)m ∈ H
2k(B;R)
having properties analogous to the higher FR torsion invariants for smooth bundles
with even dimensional manifold fibers. The definition is a complexified version of
Theorems 6.15 and 6.16.
1.1. Definition for closed AC fibers. Although the almost complex fibers of
p : E → B are diffeomorphic they do not necessarily have corresponding almost
complex structures (i.e., the diffeomorphism does not preserve J). Thus bundles
(9) are not classified by the group of diffeomorphisms of M which preserve its
almost complex structure. We use instead a standard simplicial construction for
the classifying space.
Definition 1.1 (the classifying space MC(M)). If M2n is an even dimensional
real manifold let MC(M) be the geometric realization of the simplicial set whose
k-simplices are manifolds E diffeomorphic to M × ∆k together with an almost
complex structure on the vertical tangent bundle of E over ∆k.
There is a canonical bundle
(10) M → EC(M)→MC(M)
which has an almost complex structure on its vertical tangent bundle.
Proposition 1.2 (MC(M) as classifying space). Any smooth bundle M → E → B
with almost complex fibers is classified by a map B →MC(M) which is unique up
to homotopy.
Proof. Any smooth triangulation of B gives a map B → MC(M). Any smooth
triangulation of B × ∂I extends to a triangulation of B × I giving a homotopy
between any two classifying maps. 
Since all complex bundle admit Hermitian metrics which are unique up to isotopy
we can construct the vertical tangent sphere bundle:
S2n−1 → S2n−1(E)→ E.
The circle group S1 = U(1) acts fiberwise on the sphere bundle S2n−1(E) so we
get a free action of every cyclic group
Zm = {ζ ∈ C | ζ
m = 1} ⊆ S1 = U(1).
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The quotient is a bundle over B:
(11) S2n−1(M)/Zm → S
2n−1(E)/Zm → B.
For any ζ ∈ Zm let ρζ be the one dimensional representation of π1(S2n−1(M)/Zm)
given by composing the canonical epimorphism
π1(S
2n−1(M)/Zm)։ Zm
with the homomorphism Zm → Zm which sends the generator e2πi/m to ζ. Then
H∗(S
2n−1(M)/Zm; ρζ) = 0
for any ζ 6= 1 in Zm. Consequently, the higher torsion of (11) with coefficients in
ρz are defined for z 6= 1.
Definition 1.3 (higher complex torsion for closed fibers). We define the higher
complex torsion of a bundle with closed almost complex fibers (10) to be the family
of cohomology classes τCk (E, ζ)m ∈ H
2k(B;R) for all k,m ≥ 1 and nontrivial m-th
roots of unity ζ given by
(12) τCk (E, ζ)m := −
1
2
τk(S
2n−1(E)/Zm; ρζ).
For the universal bundle (10) for a closed 2n-manifold M this gives the universal
higher complex torsion classes
τCk (ζ)m ∈ H
2k(MC(M);R).
If the action of π1B on the rational homology of M is upper triangular then so
is its action on S2n−1(M)/Zm by the Gysin sequence:
· · · → Hp+1(M ;Q)→ Hp+2n(S
2n−1(M)/Zm;Q)→ Hp+2n(M ;Q)→ · · · .
So, τk(E, 1)m can be defined by (12) in that case.
These invariants are related by the following transfer formula which follows from
the transfer formula for cyclic groups (3.32).
Proposition 1.4 (transfer formula for complex torsion). If z is a nontrivial m-th
root of unity then
(13) τCk (E, z)m =
∑
ζr=z
τCk (E, ζ)mr .
This also holds for z = 1 if H∗(M ;Q) is π1B-upper triangular.
The formula for higher complex torsion (12) is a complexified version of Theo-
rem 6.15 where, instead of taking the normal bundle, we take the tangent bundle
and changed the sign of the torsion. The following theorem shows that higher
complex torsion is a generalization of higher FR torsion.
Theorem 1.5 (complex torsion generalizes real torsion). Suppose that the action
of π1B on H∗(M ;Q) is upper triangular. Then
τC2k(E, 1)1 = τ2k(E)
for all k ≥ 1.
This follows from Theorem 6.15 and the following lemma.
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Lemma 1.6 (torsion of complementary sphere bundles). Let S(E) be the vertical
normal sphere bundle of E (as in Theorem 6.15) and suppose that the action of
π1B on H∗(M ;Q) is upper triangular. Then
τ2k(S(E)) + τ2k(S
2n−1(E)) = 0.
Remark 1.7 (true definition of higher complex torsion). It would not be necessary
to invoke this lemma if we used the sphere bundle of the complex vertical normal
bundle of E instead of that of the vertical tangent bundle as in Definition 1.3. In
other words, it makes more sense to use the following equivalent definition.
τCk (E, ζ)m =
1
2
τk(S(E)/Zm; ρζ).
Proof. The Whitney sum of the vertical tangent bundle and the vertical normal
bundle is trivial of real dimension 2N . This implies that the trivial sphere bundle
E× S2N−1 over E is the fiberwise join of the tangent sphere bundle S2n−1(E) and
the normal sphere bundle S(E). Consequently, we can take any smooth functions
f : S2n−1(E)→ [0, 1], g : S(E)→ [2, 3]
and extend them to a smooth function
h : E × S2N−1 → [0, 3]
which looks locally like f(x) + t2 near S2n−1(E) and g(y)− t2 near S(E) (t being
the join parameter) and is nonsingular everywhere else. This makes the cellular
chain complex C∗(h) of h into an extension of C∗(f) by Σ
2nC∗(g). Then by the
Splitting Lemma, we have
τ2k(S(E)) + τ2k(S
2n−1(E)) = τ2k(E × S
2N−1),
where
τ2k(E × S
2N−1) = χ(S2N−1)τ2k(E) = 0.
by the product formula (Lemma 3.29). 
1.2. Generalized Miller-Morita-Mumford classes. To state the theoremwhich
computes the higher complex torsion for closed fibers we need the complex version
of Definition 6.3. This definition arose out of a conversation with S. Morita.
Definition 1.8 (generalized MMM classes). Given a smooth bundle p : E → B
with almost complex fibers let
Tk(E) = tr
E
B (k! chk(T
vE)) ∈ H2k(B;Z).
Proposition 1.9 (Tk generalized MMM classes). a)When k is even, Definition 1.8
agrees with Definition 6.3.
b) When M is a closed oriented surface, Tk(E) is equal to the Miller-Morita-
Mumford class
Tk(E) = κk(E).
c) When M is an oriented surface with boundary, Tk(E) is equal to the punctured
Miller-Morita-Mumford class
Tk(E) = κ
∂
k(E).
Proof. By equation (71). 
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Because of Proposition 1.9 (b) we call Tk(E) the generalized Miller-Morita-
Mumford classes of E. Note that these invariants are high dimensional stable
invariants.
Proposition 1.10 (stability of Tk).
Tk(E) = Tk(E ×D
2N ).
Using these generalized MMM classes Tk we have the following formula for the
higher complex torsion in the case of closed AC fibers.
Theorem 1.11 (complex torsion for closed AC fibers). Suppose that M2n → E →
B is a smooth bundle with closed almost complex fibers. Then
τCk (E, ζ)m =
1
2
mkLk+1(ζ)
1
k!
Tk(E)
where Lk+1(ζ) is the polylogarithm function
Lk+1(ζ) = R
(
1
ik
∞∑
n=1
ζn
nk+1
)
.
Remark 1.12 (polylogarithm term is forced). As we explain in section 3.7, the
polylogarithm term is forced by the transfer formula (13).
An important special case is the higher complex torsion of the mapping class
group Mg (the group of isotopy classes of orientation preserving self-diffeomorphisms
of a surface Σg of genus g).
Corollary 1.13 (MMM class as complex torsion). The higher complex torsion of
the canonical surface bundle over the classifying space BMg of the mapping class
group Mg is
τCk (Mg, ζ)m =
1
2
mkLk+1(ζ)
κk
k!
.
Proof of Theorem 1.11. Let
D = S2n−1(E)/Zm.
This is a lens space bundle over E. So, by the formula for the higher FR-torsion of
a lens space bundle (3.34) we have
τk(D, ρζ)E = −m
kLk+1(ζ)chk(T
vE).
By the transfer theorem (5.1), this is related to the torsion of D over B by
τk(D; ρζ)B = tr
E
B(τk(D; ρζ)E) = −m
kLk+1(ζ)
1
k!
Tk(E).
Multiply this by − 12 to get τ
C
k (E; ζ)m. 
1.3. Complex Framing Principle. In order to be able to compute the higher
complex torsion we need to rephrase Theorem 1.11 in terms of a smooth function
f : E → R as in the Framing Principle.
Corollary 1.14 (Complex Framing Principle). Let E → B be a smooth bundle
with closed almost complex fibers, let f : E → R be any generic smooth function
and let Σ(f) be the singular set of f . Then
τCk (E, ζ)m =
1
2
mkLk+1(ζ)p
Σ
∗ (chk(T
vE)|Σ(f))
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where the push-down operator
p∗ : H
2k(Σ(f))→ H2k(B),
with real or integral coefficients, is given in subsection 4.3.
Proof. This is equivalent to Theorem 1.11 by the commuting diagram in Proposi-
tion 4.8. 
We give an example of how the Complex Framing Principle is used and how it
compares with the (real) Framing Principle.
Take a complex m-plane bundle ξ over B. Let
CPm−1 → P (ξ)→ B
be the associated projective bundle. Since U(m) is connected, π1B acts trivially on
the homology of the fiber. Consequently, all of the higher real and complex torsion
invariants are defined.
We first compute the real torsion. By the splitting principle, we may assume
that ξ is a sum of line bundles ξ = ⊕λi. Then we choose a Morse function g
on CPm−1 with exactly m critical points at the coordinate axes of Cm so that
g is U(1)m−1 invariant. This gives a fiberwise Morse function f on P (ξ) with m
critical points x1, · · · , xm of indices 0, 2, 4, · · · , 2m− 2 with corresponding negative
eigenspace bundles
γi ∼= HomC(λi, λ1 ⊕ · · · ⊕ λi−1) ∼=
⊕
j<i
Hom(λi, λj).
Since there can be no algebraic incidences between these critical points, the associ-
ated twisted cochain is zero so C∗(f) has zero torsion. Thus the higher FR torsion
of P (ξ) is given by the correction term in the Framing Principle (4.11):
τ2k(P (ξ)) = (−1)
kζ(2k + 1)
∑
i>j
ch2k(HomC(λi, λj))
= (−1)kζ(2k + 1)
1
2
ch2k(HomC(ξ, ξ))
Now we compute the higher complex torsion using the Complex Framing Prin-
ciple 1.14 which tells us to use the entire complex vertical tangent bundle along
xi:
HomC(λi+1, λ1 ⊕ · · · ⊕ λ̂i+1 ⊕ · · · ⊕ λn).
Since HomC(λi+1, λi+1) is trivial, this is stably equivalent to HomC(λi+1, ξ). Taking
the sum over all i we get
τCk (P (ξ), ζ)m =
1
2
mkR
(
1
ik
Lk+1(ζ)
)
chk(EndC(ξ)).
We see in this example that the factor of 12 compensates for the fact that we
are using the entire vertical tangent bundle instead of just the negative eigenspace
bundle.
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1.4. Nonempty boundary case. We now assume that E → B is a smooth bundle
with compact almost complex fibers M2n having real dimension 2n and nonempty
boundary. We assume B is closed so that ∂E is a bundle over B with fiber ∂M .
When the fibersM have nonempty boundary, a correction term should be added
to the definition of higher complex torsion.
Definition 1.15 (complex torsion with boundary). We define the complex torsion
of E → B to be the family of cohomology classes τCk (E; ζ)m ∈ H
2k(B;R) for all
k,m ≥ 1 and nontrivial m-th roots of unity ζ given by
(14) τCk (E; ζ)m :=
1
2m
τk(∂E)−
1
2
τk(S
2n−1(E)/Zm; ρζ).
This differs from the closed fiber case by the boundary correction term:
(15)
1
2m
τk(∂E).
This correction term is zero for k odd and, for k even, is defined only under the
assumption that H∗(∂M ;Q) is π1B-upper triangular.
As in the closed fiber case these invariants are related by the following transfer
equation whenever the terms are defined.
τCk (E, z)m =
∑
ζr=z
τCk (E, ζ)mr .
The boundary correction term comes from Theorem 6.16 and its proof. Without
this correction term, the following theorem would not be true.
Theorem 1.16 (complex vs real torsion in boundary case). Suppose that the action
of π1B on H∗(M ;Q) and H∗(∂M ;Q) is upper triangular. Then
τC2k(E, 1)1 = τ2k(E)
for all k ≥ 1.
Proof. In Theorem 6.16 and its proof we show that
τ2k(E) =
1
2
τ2k(∂E) +
1
2
τ2k(S(E)) −
1
2
τ2k(S(E)|∂E)
and we also note that the last term is zero by Theorem 6.6 since S(E)|∂E has
closed even dimensional stably parallelizable fibers. This agrees with the definition
of τC2k(E, 1)1 by Corollary 1.6. 
As we remarked in 1.7, a more natural way to write the definition of complex
torsion is the following
(16) τCk (E; ζ)m =
1
2m
τk(∂E) +
1
2
τk(S(E)/Zm; ρζ)
where S(E) is the sphere bundle of the complex vertical normal bundle of E.
As in the case of the generalized MMM classes, the higher complex torsion is
stable when defined.
Theorem 1.17 (stability of complex torsion in boundary case). If H∗(M ;Q) and
H∗(∂M ;Q) are π1B upper triangular then
τCk (E, ζ)m = τ
C
k (E ×D
2N , ζ)m.
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Proof. By stability of Tk, we only need to show that the boundary correction terms
for τCk (E, ζ)m and τ
C
k (E ×D
2N , ζ)m agree.
When M has no boundary the boundary correction term of τCk (E ×D
2N , ζ)m is
1
2m
τCk (E × S
2N−1, ζ)m =
1
2m
χ(S2N−1)τk(E) = 0.
When M has a boundary this correction term is given by the gluing formula (3.18)
as follows.
1
2m
τk(∂(E ×D
2N )) =
1
2m
(
τk(∂E ×D
2N ) + τk(E × S
2N−1)− τk(∂E × S
2N−1)
)
=
1
2m
τk(∂E).
The other two terms are zero by the product formula (since χ(S2N−1) = 0). 
Finally, we note that the Complex Framing Principle still holds with the same
proof but it does not compute the complex torsion in the boundary case because
of the boundary correction term.
Theorem 1.18 (Complex Framing Principle in boundary case). Let f : E → R
be any generic smooth function whose fiberwise gradient points outward along ∂E.
Let Σ(f) be the singular set of f . Then
τCk (E, ζ)m =
1
2
mkLk+1(ζ)
1
k!
Tk(E) +
1
2m
τk(∂E)
=
1
2
mkLk+1(ζ)p
Σ
∗ (chk(T
vE)|Σ(f)) +
1
2m
τk(∂E).
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2. Definition of higher FR-torsion
(1) Generalized Morse functions
(2) Families of chain complexes
(3) Monomial functors
(4) Filtered chain complex
(5) Subfunctors
(6) The Whitehead category
(7) Definition of higher FR torsion
(8) Families of matrices as flat superconnections
(9) Independence of birth-death points
(10) Positive suspension lemma
In this section we review the definition of higher Franz-Reidemeister torsion
and, more generally, the cellular chain complex functor associated to any fiberwise
oriented generalized Morse function.
Suppose we have a smooth bundle
M → E → B
whereB is a closed manifold andM is a compact n-manifold with ∂M = ∂0M
∐
∂1M .
Let ∂E = ∂0E
∐
∂1E where ∂iE is a bundle over B with fiber ∂iM .
Given a fiberwise generalized Morse function
f : (E, d0E, ∂1E)→ (I, 0, 1)
and a representation ρ : π1E → G where G is a subgroup of the group of units of
a ring R we construct a family of cellular chain complexes C∗(f ;R), with twisted
R-coefficients, giving an (R,G)-expansion functor
C∗(f ;R) : B →Wh•(R,G)
where Wh•(R,G) is the Whitehead category. The expansion functor consists of a
poset functor and a twisted cochain in the sense of [Bro59].
In the special case when (R,G) = (Mr(C), U(r)), we have cohomology classes
τk ∈ H
2k(Whh•(Mr(C), U(r));R)
which we call the universal Franz-Reidemeister torsion invariants. Here,Whh•(−,−)
is the simplicial full subcategory of Wh•(−,−) given by acyclic chain complexes.
Thus, in the basic construction, we obtain higher FR torsion invariants for (E, ∂0E)
in the case when we have a Hermitian coefficient system F on E with respect to
which (M,∂0M) is acyclic. They are given by
τk(E, ∂0E;F) = C∗(f ;F)
∗(τk) ∈ H
2k(B;R).
2.1. Generalized Morse functions. A generalized Morse function (GMF) on a
smooth n-manifold M is a smooth function
f :M → R
having Morse (nondegenerate) and birth-death (b-d) singularities. We recall that,
at a Morse singularity, the function f can be written in the form
(17) f(x, y) = −‖x‖2 + ‖y‖2 + C
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with respect to local coordinates (x, y) ∈ Ri×Rn−i for M and C is a constant (the
critical value). At a birth-death point, f can be written as
(18) f(x, y) = −‖(x1, · · · , xi−1)‖
2 + x3i + ‖y‖
2 + C.
We choose a Riemannian metric on M which we will assume to be standard in
a coordinate neighborhood of each critical point. By this we simply mean that the
x-plane is perpendicular to the y-plane at each point in a small neighborhood. In
the case of a birth-death point we also require the xi direction be perpendicular to
the tangent plane spanned by ∂∂xj for j = 1, · · · , i − 1 in a small neighborhood of
the b-d point.
To begin, we choose the metric onM so that the coordinate chart given by (x, y)
is an isometry. We say in that case that the coordinates are isometric. Then the
gradient of f will be the transpose of the derivative, i.e,
∇f(x, y) = (−2x, 2y)t = −
∑
2xj
∂
∂xj
+
∑
2yk
∂
∂yk
near a Morse point and
∇f(x, y) = (−2x1, · · · ,−2xi−1, 3x
3
i , 2y1, · · · , 2yn−i)
t
near a b-d point.
If the coordinates are not isometric but the metric is still standard then the
subsets of the coordinate neighborhood given by x = 0 and y = 0 will still be
totally geodesic in both cases as will the subset given by xi = 0 and the xi-axis in
the b-d case. Consequently, the union of the set of trajectories of ∇f converging
to the critical point is unchanged.
The b-d singularity given in (18) has index i − 1 since this is the index of the
second derivative D2f of f . The vectors ∂∂xj span the negative eigenspace of D
2f .
The negative eigenspace is a subspace of the tangent space ofM at any critical point
which depends on the choice of metric. However, it is unique up to convex choice.
An orientation for f is defined to be an orientation for the negative eigenspace of
D2f at every critical point of f .
In a generic p-parameter family of GMF’s birth-death points will occur on a
codimension one subset of the parameter space. Each b-d point will be generically
unfolded in the sense that the family of functions ft has the form:
(19) ft(x, y) = −‖(x1, · · · , xi−1)‖
2 + x3i + t0xi + ‖y‖
2 + C
with respect to parameter coordinates t0, t1, · · · , tp−1 and t-dependent local coor-
dinates (x, y) for M . The singular set Σ(f) is a smooth manifold given in this
coordinate patch by
t0 = −3x
2
i
(and all other coordinates equal to zero). Choose a t-dependent metric for M so
that the coordinates x, y are isometric for each t. Then, for each t, the metric will
be standard at the Morse points of ft. [If we reparametrize the xi coordinate so
that the nondegenerate quadratic singularities that occur when t0 < 0 have the
form ±x2i as required by (17) then the coordinate xi will no longer be isometric,
but it will still be perpendicular to the other coordinates.]
Given an oriented Morse function
f :M → [0, 1]
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with the property that the boundary of M is the disjoint union of ∂0M = f
−1(0)
and ∂1M = f
−1(1) we get a cellular chain complex C∗(f) which is a free Z[G]-
complex (G = π1M) with a basis which is well-defined up to permutation and
multiplication by elements of G. The homology of the cellular chain complex is the
relative homology
Hk(C∗(f)) = Hk(M,∂0M ;Z[G]).
In a generic family of GMF’s, the orientations of negative eigenspaces should be
chosen in such a way that the incidence between the cancelling critical points at a
birth-death point is positive (+g for some g ∈ G).
Definition 2.1 (fiberwise oriented GMF). A fiberwise oriented GMF on a smooth
bundle E → B is defined to be a smooth function
f : E → R
which is a GMF on each fiber M together with a continuous family of orientations
for the negative eigenspace of D2ft so that the incidence coefficients of cancelling
critical points is positive.
There are two problems with fiberwise oriented GMF’s. The first is that they
may not exist and the second is that they may not be unique. For the existence
we know that a fiberwise oriented GMF exists for a smooth bundle E → B whose
fiber dimension is greater than or equal to its base dimension:
dimM ≥ dimB.
There are also special arguments in the case dimM ≤ 2. To make the fiber dimen-
sion arbitrarily large, we can take the product with a large even dimensional sphere
S2N . This multiplies all higher torsion invariants by 2 (the Euler characteristic
of S2N ) so we can divide by 2 to get the invariant for the original bundle. (This
procedure is justified by Lemma 3.29 below.) We could also take the product with
any large dimensional disk and round off the corners.
For the uniqueness problem we take a special type of fiberwise oriented GMF
called a fiberwise “framed function.”
Definition 2.2 (framed function). A framed function on a smooth manifold M is
a GMF f : M → R together with a framing of the negative eigenspace of D2f at
each critical point. At a birth-death point of index i − 1 we also choose the i-th
framing vector to be
vi =
∂
∂xi
in standard coordinates (18). A fiberwise framed function on a smooth bundle
E → B is a smooth function f : E → R together with continuous families of
tangent vectors v1, v2, · · · giving the restriction ft : Mt → R of f to each fiber the
structure of a framed function.
Remark 2.3 (orientation of a framed function). A fiberwise framed function gives
a fiberwise oriented GMF if we take the orientation given by reversing the framing
vectors: (vi, · · · , v1).
Theorem 2.4 (Framed Function Theorem[Igu87]). The space of framed functions
on a compact smooth n-manifold M is n − 1 connected. Consequently, a smooth
bundle E → B admits a fiberwise framed function f : E → R if dimM ≥ dimB
and f is unique up to framed homotopy if dimM > dimB (i.e., given two fiberwise
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framed functions f, g there is a fiberwise framed function on the bundle E × I →
B × I which restricts to f, g on E × 0 and E × 1).
Remark 2.5 (C1-local framed function theorem). In [Igu90] it was show (under
the same dimension restrictions) that the fiberwise framed function f can be chosen
to be arbitrarily C1-close to any given smooth function g. Furthermore, f can be
chosen to be equal to g outside of an arbitrarily small neighborhood of the set on
which g is not fiberwise framed. In particular Σ(f) will lie in an arbitrarily small
neighborhood of Σ(g).
2.2. Families of chain complexes. Given a fiberwise oriented GMF f on the
total space of a smooth bundle E → B and a vertical metric on E (i.e., a metric
on the vertical tangent space T vE) which we always assume is standard near each
critical point, we get a family of chain complexes parametrized by B. We call it
C∗(f).
If f is chosen to be fiberwise framed then C∗(f) will be unique up to homotopy by
the Framed Function Theorem (and the uniqueness up to homotopy of the vertical
metric) and we use it to define the higher FR torsion invariants. If f is not framed
we can still recover the higher FR torsion from the Framing Principle. Thus, it is
useful to consider C∗(f) even when it is not canonical.
In this subsection we will describe what we mean by a “family of chain com-
plexes.” For the technical details, we refer to [Igu02a]. To (hopefully) simplify
the presentation we reverse the direction of the arrows. Since every category is
homotopy equivalent to its opposite category, this does not change anything.
The ideas is simple. We take a small k simplex σ in the base B. Assume first
that the function f is Morse over every point in σ. Then the singular set forms a
disjoint union of sheets
Σ(f |σ) ∼= Σ(fb)×∆
k
where b ∈ σ is, say, the barycenter. If f has b-d points over σ we delete all
components of Σ(f |σ) which contain b-d points. The remaining set of sheets forms
a poset (partially ordered set) P with a standard ordering given by x < y if the
critical value of x is less than the critical value of y over every point in σ:
x < y ⇔ (∀t ∈ σ)ft(x) < ft(y).
In this paper we will not use the standard partial ordering on P . We use instead
the (adjusted) minimal partial ordering which is given as follows. Let P+(σ) be the
set of all components of Σ(f |σ). We assume that σ is transverse to the bifurcation
set of f (the set of all t ∈ B for which ft is not Morse). So, this will be a finite
set. We take the transitive relation on P+(σ) generated by the relation x < y if for
some t ∈ σ a trajectory of ∇ft goes from a point in x up to a point in y.
Proposition 2.6 (minimal partial ordering). If σ is sufficiently small this transitive
relation will also be anti-reflexive. A fortiori, it will satisfy the following. If x < y
in P+(σ) then
ft(xi) < ft(yj)
for every t ∈ σ, xi ∈ x ∩ Σ(ft) and yj ∈ y ∩ Σ(ft).
Let P = P (σ) be the subset of P+(σ) of Morse components with the induced
partial ordering. Then the proposition above tells us that the standard ordering on
P is a refinement of the minimal ordering. The minimal ordering depends on the
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vertical metric which we always assume is standard near the critical points. Later,
in subsection 2.9, we will adjust the partial orderings of both P (σ) and P+(σ).
Note that P is graded since every element x ∈ P has a degree given by the index
of f at x. However, it is useful not to assume any relationship between the partial
ordering and the grading.
Over each vertex vi of σ we obtain, by standard Morse theory, a cellular chain
complex C∗(fvi). Recall that the definition of this complex requires that a path
be chosen from the base point of E to each critical point of fvi . Since ∆
k is
contractible, this can be done consistently over every point in σ. We also need an
orientation of the topological cells associated to each critical point. This choice is
given by the orientation of f .
With these choices, C∗(fvi) is a free based chain complex over some ring R.
(R = Z[G] with G = π1E is the universal case.) The basis set will be the graded
poset P for each vertex vi. However the boundary map will depend on i. We call
the boundary map φ0(i). Thus
C∗(fvi) = (PR, φ0(i))
where PR = RP denotes the free right R-module generated by P . Note that φ0(i)
is an endomorphism of PR satisfying the following.
(1) φ0(i) is homogeneous of degree −1.
(2) φ0(i)(x) is an R-linear combination of elements y < x of P .
(3) φ0(i)
2 = 0
Any endomorphism of PR satisfying condition (2) will be called strictly upper
triangular. (If the condition is weakened to y ≤ x we call it upper triangular.)
Over each edge (vi, vj) in σ with i < j we have an upper triangular chain
isomorphism
Φ1(i, j) : C∗(fvj ) = (PR, φ0(j))
≈
−→ (PR, φ0(i)) = C∗(fvi).
This chain isomorphism is “close” to the identity map on PR so we write it as
Φ1(i, j) = 1 + φ1(i, j).
Then φ1(i, j) will be a strictly upper triangular endomorphism of PR of degree 0
satisfying the equation
φ0(i)(1 + φ1(i, j)) = (1 + φ1(i, j))φ0(j),
which can also be written as
(20) φ0(i)φ1(i, j)− φ1(i, j)φ0(j) = φ0(j)− φ0(i).
Given three vertices vi, vj , vk with i < j < k, the two-parameter family of
functions f over the corresponding triangular face of σ gives us a strictly upper
triangular chain homotopy
φ2(i, j, k) : Φ1(i, j)Φ1(j, k) ≃ Φ1(i, k).
This can be written in the form
(21) φ0(i)φ2(i, j, k)− φ1(i, j)φ1(j, k) + φ2(i, j, k)φ0(k)
= φ1(j, k)− φ1(i, k) + φ1(i, j).
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Definition 2.7 (∆k-family of chain complexes). Let R be any ring. Then by a
∆k-family of chain complexes over R we mean a pair (P, φ) where P is a finite
nonnegatively graded poset and φ is a system of endomorphism
φp(a0, · · · , ap) : PR→ PR
for all 0 ≤ a0 < a1 < · · · < ap ≤ k which are homogeneous of degree p− 1, which
are strictly upper triangular (φp(a)(x) is a linear comb. of y < x in P ) and which
satisfy the following (where φ−1() = 0).
(22)
p∑
i=0
(−1)iφi(a0, · · · , ai)φp−i(ai, · · · , ap) =
p∑
i=0
(−1)iφp−1(a0, · · · , âi, · · · , ap).
Let ∆k(R) denote the set of all ∆k-families of R-complexes where P lies in some
fixed universe Ω. These form a simplicial set ∆•(R) in an obvious way.
Condition (22) can be expressed in the following succinct form where φ =
∑
φp
is a sum of cocycles on ∆k with coefficients in the graded ring EndR(PR) and
φ′ =
∑
(−1)pφp.
(23) φ′ ∪ φ = δφ.
Remark 2.8 (twisted cochains). Ed Brown [Bro59] was the first to consider sums
of cochains φ satisfying (22), (23). He called them twisted cochains. To show that
these are the same, we can rewrite the conditions as
(24) ∂φp = φp−1∂ −
p−1∑
i=1
(−1)iφi ∪ φp−i
where ∂φp = φ0φp+(−1)pφpφ0. Since the differential φ0 varies from point to point,
φ is, strictly speaking, a twisted cochain with coefficients in a differential graded
(DG) category whose DG Hom sets have the form
(25) Hom(A,B) = Hom((PR, φ0(A)), (PR, φ0(B))).
To express the relationship between φ,R, P we say that φ is a twisted cochain over
R which is subordinate to P .
Remark 2.9 (A∞-functors). Let Φp be given by Φ1 = 1 + φ1 and Φp = φp for
p 6= 1. If φ is a twisted cochain on the nerve of a category C then Φ is an A∞-functor
from Cop to the DG category described above. To see this we convert notation as
follows.
δφ− φ′ ∪ φ =
p∑
i=0
(−1)iφp−1∂i − φ
′ ∪ φ
=
p−1∑
i=1
(−1)iΦp−1∂i − Φ
′ ∪ Φ
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Then note that:
Φp−1∂i = Φp−1(1
i−1,m2, 1
p−i−1)
Φ′ ∪ Φ =
p∑
i=0
(−1)im2(Φi,Φp−i)
=
p−1∑
i=1
(−1)im2(Φi,Φp−i) +m1(Φp),
where m2(f, g) = g ◦ f (f ◦ g in Cop) and m1 = ∂. Thus (23) becomes:
p−1∑
i=1
(−1)iΦp−1(1
i−1,m2, 1
p−i−1) = m1(Φp) +
p−1∑
i=1
(−1)im2(Φi,Φp−i).
For simplicity we follow the twisted cochain formalism. We will vary the poset to
obtain what we call “monomial functor” and later we will generalize the construc-
tion to an “expansion functor.” Just as in the case of A∞ functors, these are not
true functors. However, we will see that they can be reinterpreted as true functors
in Remark 2.17 below.
2.3. Monomial functors. Suppose that f : E → R is a fiberwise oriented Morse
function and R is an untwisted coefficient ring. Then, we can apply the construction
above to every small smooth simplex σ : ∆p → B to obtain p-cochains φp on B
with coefficients in the strictly upper triangular degree p−1 part of the graded ring
EndR(PR) whose sum φ =
∑
φp satisfies (23) above where P is a functor from
the category simpB of small smooth simplices in B to the category P of partially
ordered graded sets. (Morphisms in P are degree 0 order preserving bijections
α : P → Q, i.e., x < y ⇒ α(x) < α(y) and deg(x) = degα(x).)
We recall that the category of simplices simpX of any simplicial set X has as
objects all pairs (σ, [k]) where k ≥ 0 and σ ∈ Xk and morphisms (τ, [j]) → (σ, [k])
are defined to be (nondecreasing) maps a : [j]→ [k] so that τ = a∗(σ).
This construction needs to be generalized to twisted coefficients R (with G ⊆ R×
containing the image of π1E) as follows.
Definition 2.10 (the category P(G)). Let P(G) be the category whose objects are
finite partially ordered graded sets. A morphism in P(G) is a right G-equivariant
mapping
α˜ : P ×G→ Q ×G
so that the induced map on orbits α : P → Q is a degree 0 order preserving
bijection. We say that α : P → Q is a G-morphism to indicate that it is covered
by a G-equivariant mapping α˜.
If G ⊆ R×, the free right R-module PR is a functor on P(G). A G-morphism
α : P → Q induces an isomorphism α∗ : PR→ QR by
α∗
(∑
xiri
)
=
∑
πα˜(xi, 1)ri
where π(x, g)r = x(gr). The inverse of α∗ will be denoted r (for restriction).
Conjugation by α∗ gives a ring isomorphism
( )# : EndR(PR)→ EndR(QR)
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making EndR(PR) into a functor on P(G). If f is strictly upper triangular then
so is f#.
If f : E → R is a fiberwise oriented Morse function and R is a coefficient ring
twisted by a representation π1E → G ⊆ R× then the singular set of f , with the
minimal partial ordering, gives a functor
P = Σ(f) : simpB → P(G)
and for each p ≥ 0 we get a p-cochains φp on B with coefficients in the strictly
upper triangular degree p − 1 part of EndR(PR) whose sum φ =
∑
φp satisfies
(23). The functor P together with the twisted cochain φ forms what we call an
(R,G)-monomial functor (P, φ) on B.
Definition 2.11 ((R,G)-monomial functor). An (R,G)-monomial functor on a
simplicial set X is defined to be a pair (P, φ) where P is a functor
P : simpX → P(G)
and φ =
∑
φp where φp is a p-cochain on X with coefficients in the strictly upper
triangular degree p− 1 part of EndR(PR) so that δφ = φ′ ∪ φ. We say that φ is a
twisted cochain subordinate to the functor P .
To clarify this definition, when we say that φp is a p-cochain on X we mean
that φp is a function that takes every element x ∈ Xp to a strictly upper triangular
endomorphism φp(x) ∈ EndR(P (x)R). When we write δφ = φ
′ ∪ φ we mean:
n∑
i=0
(−1)iφn−1(∂ix)# =
∑
p+q=n
(−1)pφp(fp(x))#φq(bq(x))#
in EndR(P (x)R). In other words, we are inducing the endomorphisms on the faces
of x back up to x and the condition is that these form an element
(26) (P (x), φ#) ∈ ∆
k(R).
Definition 2.12 (twisted tensor product). Ed Brown’s twisted tensor product (giv-
ing the homology of the total space [Bro59]) is called the total complex of (P, φ) in
[Igu02a]:
(27) C∗(X)⊗φ (PR, φ0) = E∗(P, φ) =
⊕
n≥0
⊕
x∈Xn
x⊗ P (x)R
with boundary ∂φ given by:
∂φ(x⊗ y) = ∂x⊗ r(y) −
∑
p+q=n
(−1)pfp(x)⊗ r(φq(bq(x))#(y))
where each r represents the appropriate restriction map. For example,
∂x⊗ r(y) =
∑
(−1)i∂ix⊗ ∂
∗
i (y).
2.4. Filtered chain complexes. This subsection describes the transition from
Morse theory to the algebra of twisted cocycles. The basic idea is to take the total
singular complex of E|σ for each small k-simplex σ together with the filtration given
by a fiberwise oriented GMF. The theory of filtered chain complexes is joint work of
Klein and the author. This includes the existence of minimal filtered subcomplexes.
Minimal filtered chain complexes are shown to be isomorphic to twisted cochains
in [Igu02a]. However, I was not aware of the connection to Brown’s paper [Bro59]
until after I talked to Bernhard Keller.
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Suppose that, as above, we have a fiberwise oriented GMF f : E → R and a
small smooth k-simplex σ in B which is transverse to the bifurcation set of f . Then
we have an open subset of E|σ associated to closed subsets of the poset P+(σ) of
all components of Σ(f |σ).
A subset Q of a poset P is called closed if it contains every element of P which
is less than an element of Q. The complement of Q in P is denoted P/Q. (It is the
quotient.) For P = P+(σ), this means that there are no trajectories of ∇ft going
up from a point in P/Q up to a point in Q for any t ∈ σ.
For every closed subset Q+ of P+(σ) let EQ
+
|σ be the union over all t ∈ σ of
the set all points x in Mt so that the trajectory of ∇ft passing through x contains
an element of the set
(28) ∂0Mt
∐
Q+
in its closure. In other words, either x is an element of (28) or the trajectory of
∇ft through x comes from an element of (28). Another description of the same set
EQ
+
|σ is that it is the complement in E|σ of the set of points multiply incident
over P+(σ)/Q+.
Note that in the special case of the empty setQ+ = ∅, the spaceE∅|σ is homotopy
equivalent to ∂0E|σ.
Definition 2.13 (filtered chain complex). The filtered chain complex of f over σ
is defined to be the total singular complex S∗(E|σ; ρ) of E|σ with coefficients R
twisted by a representation
ρ : π1E → G ⊆ R
×
together with the array of subcomplexes given by the total singular complex of
EQ
+
|τ for all closed subsets Q+ of P+(σ) and all faces τ of σ and the dual classes
for Morse layers defined below.
Suppose that Q+ = A
∐
{x} where A is a closed subset of Q+ and x is a maximal
element. Then the layer of the filtered chain complex corresponding to (A, x, τ) is
the subquotient complex
(29)
S∗(E
Q+ |τ ; ρ)
S∗(EA|τ ; ρ) +
∑
S∗(EQ
+ |∂iτ ; ρ)
.
Depending on whether x is a Morse component of Σ(f |σ) or a component containing
b-d points, we call (29) a Morse or birth-death layer.
The birth-death layers are all acyclic. Morse layers are, however, nontrivial in
exactly one degree equal to the index i of x plus the dimension d of τ . In degree
i+ d the Morse layer (29) has homology isomorphic to R. The generator is dual to
the d + i dimensional cohomology class given by the ascending disks of the Morse
critical point of ft corresponding to x where t ranges through all interior points of
τ . Note that the orientation of the function f gives a Z-orientation of the normal
bundle of these ascending disks. If we choose paths from the base point of E to
each component of Σ(f |σ) we get an R-orientation, i.e., a generator of the d + i
cohomology of the layer (29). We call this cohomology generator the dual class. It
depends of the choice of paths from x to the base point of E.
The following theorem is the theorem from [IK95] on the existence of a “minimal
subcomplex” of a filtered chain complex reinterpreted in [Igu02a] and expressed in
the language of [Bro59].
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Theorem 2.14 (existence of twisted cochains). There exists a ∆k-family of chain
complexes (P (σ), φ(σ)) which is uniquely determined up to simplicial homotopy by
the fact that its total complex (the twisted tensor product),
C∗(∆
k)⊗φ(σ) P (σ)R
(Definition 2.12), together with the filtration given by closed subsets of P (σ) and
faces of σ, is filtered quasi-isomorphic to the total singular complex of the pair
(E|σ, ∂0E|σ) with twisted R-coefficients and so that the basis element of each layer
in the twisted tensor product is dual to the dual class of the filtered chain complex.
Here, filtered quasi-isomorphic means there is a filtration preserving chain map
which induces a quasi-isomorphism on every subcomplex (and thus on every layer).
The twisted tensor product is minimal in the sense that every Morse layer is free
of rank 1, every birth-death layer is zero as is the base layer corresponding to the
empty set.
Remark 2.15 (definition of FR torsion is an algebraic problem). Note that Brown’s
theorem (that the twisted tensor product gives the homology of the total space)
holds by construction over each simplex and thus, by Mayer-Vietoris, for the entire
bundle. The higher Franz-Reidemeister torsion is the obstruction to deforming the
twisted tensor product given by a fiberwise framed function on E to one given by a
canonical algebraically defined twisted cochain in situations when the latter exists.
Therefore, it is a purely algebraic problem to determine under what conditions
higher FR-torsion is defined.
2.5. Subfunctors. A subfunctor of a monomial functor (P, φ) is given by a system
of closed subsets of the poset functor P .
If φ is a twisted cochain over R subordinate to the constant poset P then any
closed subset Q of P defines a twisted cochain φQ with coefficients in End(QR):
For every vertex v, Q generates a subcomplex (QR, φQ(v)) of (PR, φ(v)). For every
edge (v0, v1), we get a commuting diagram of chain complexes:
(PR, φ(v1))
1+φ(v0,v1)
−−−−−−−→
≈
(PR, φ(v0))
⊆
x ⊆x
(QR, φQ(v1))
1+φQ(v0,v1)
−−−−−−−−→
≈
(QR, φQ(v2))
and so on. We also get a quotient twisted cochain φ/φQ subordinate to P/Q giving
the quotient complexes (PR, φ(v))/(QR, φQ(v)) at vertices, etc.
Given a poset functor P : C → P(G) a subfunctor Q is defined to be a closed
subset Q(A) of P (A) for each object A of C which is invariant in the sense that
f∗(Q(A)) = Q(B)
for all morphisms f : A → B in C. We also have the quotient functor P/Q given
by (P/Q)(A) = P (A)/Q(A).
Finally, if ξ = (P, φ) is an (R,G)-monomial functor then a poset subfunctor Q
of P gives a monomial subfunctor
η = (Q,φQ)
of ξ and we also have the monomial quotient functor
ξ/η = (P/Q, φ/φQ).
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We say that ξ is an extension of η by ξ/η.
We need one more definition. If a subset S of a poset P is both open and closed
we call it independent. In that case P is a disjoint union of two closed subsets Q,S,
i.e., the elements of Q are unrelated to the elements of S. We write
P = Q ∨ S
(although posets have no base points). If (P, φ) is a monomial functor and P = Q∨S
(a disjoint union of poset subfunctors) then
φ = φQ ⊕ φS
since upper triangular endomorphisms of PR have no cross terms (QR does not
map to SR and SR does not map to QR). Therefore,
(P, φ) = (Q,φQ)⊕ (S, φS).
2.6. The Whitehead category. We now need to construct two simplicial cate-
gories M•(R,G) and Wh•(R,G) which will serve as the target category for the
(R,G)-monomial functors defined above and for the more general (R,G)-expansion
functors, respectively. The arrows are reversed from the definitions of the same
terms in [Igu02a]. We will see that this makes no problems.
Definition 2.16 (Whitehead category). The Whitehead category Wh•(R,G) is
defined to be the simplicial category with simplicial set of objects equal to ∆•(R). A
morphism (P, φ)→ (Q,ψ) inWhk(R,G) is defined to be a decomposition P = A∨B
and a morphism α : A→ Q in P(G) so that
(1) The restriction φA of φ to A corresponds to ψ under the ring isomorphism
EndR(AR)→ EndR(QR)
induced by α, i.e., (φA)# = ψ.
(2) B = S1 ∨ · · · ∨ Sn where each Si = {x
+
i , x
−
i } so that φ0(j)(x
+
i ) = x
−
i (i.e.,
φ0(j)(x
+
i , 1) = (x
−
i , g) for some g ∈ G) for every j ∈ [k].
Let M•(R,G) denote the simplicial subcategory of Wh•(R,G) having all of the
objects but only monomial morphisms (i.e., those with P = A and B = ∅). The
pairs Si are called collapsing pairs in P . They are independent by assumption.
Morphisms in the Whitehead category factor uniquely:
(A ∨B, φA ⊕ φB)
c
−→ (A, φA)
α
−→ (Q,ψ).
The second morphism is monomial. The first is called a collapse (or inverse expan-
sion). (In the definition above, the morphism is an collapse if A = Q and α is the
identity morphism.) The induced mapping
EndR(AR⊕BR)։ EndR(AR)
≈
−→ EndR(QR)
is not a ring homomorphism. The first map is given by(
a b
c d
)
7→ a.
The second map is the isomorphism induced by α. However, we do get a homo-
morphisms of rings without unit on the strictly upper triangular endomorphisms
because, on that set, b and c in the matrix above are zero.
HIGHER COMPLEX TORSION AND FRAMING PRINCIPLE 25
Remark 2.17 (reinterpreting monomial functors). An (R,G)-monomial functor
ξ = (P, φ) on a simplicial set X can now be reinterpreted as an actual functor
ξ : simpX → diag simpM•(R,G)
from the category of simplices of X to the diagonal of the bicategory of simplices
in the simplicial category M•(R,G). It takes an object (x, [k]) of simpX to the
∆k family
ξ(x, [k]) = (P (x), φ#)
given in (26) above. For each map a : [j]→ [k] giving a morphism a∗ : (a∗(x), [j])→
(x, [k]) in simpX we get a monomial morphism
(P (a∗(x)), φ#)→ a
♯(P (x), φ#)
where a♯ is the simplicial operator on ∆•(R) induced by a. Writing y = a∗(x), we
can simplify the expression to
gyx : ξ(y)→ ξ(x)|y.
The functoriality of ξ can be expressed by the equations:
(30) gzx = gyx|z ◦ gzy, gxx = idξ(x).
To simplify the notation we write monomial functors simply as
ξ : simpX →M•(R,G).
Definition 2.18 (expansion functor). An (R,G)-expansion functor on a simplicial
set X is defined to be a functor, written as
ξ : simpX →Wh•(R,G),
from simpX to the diagonal of simpWh•(R,G) which has the form ξ(x, [k]) =
(P (x), φ(x)) ∈ ∆k(R) so that each map a : [j]→ [k] induces a morphism
gyx : ξ(y, [j]) = (P (y), φ(y))→ a
♯(P (x), φ(x)) = ξ(x, [k])|y
in Whj(R,G), where y = a∗(x), satisfying (30) above.
Suppose that we have a fiberwise oriented GMF f : E → R and a group homo-
morphism
ρ : π1E → G ⊆ R
×.
Let simpB be the category of small smooth transverse simplices in B. Then,
disregarding for a moment the problem of independence of b-d points, we get the
cellular chain complex functor
(31) C∗(f ; ρ) : simpB →Wh•(R,G).
This is the (R,G)-expansion functor which sends each small k-simplex σk in B to
the cellular chain complex of f |σ and each face or degeneracy (τ, [j]) → (σ, [k]) to
a morphism
C∗(f ; ρ)(τ)→ C∗(f ; ρ)(σ)|τ
in Whj(R,G). It induces a continuous mapping
|C∗(f ; ρ)| : B ≃ | simpB| → |Wh•(R,G)|.
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Conceptually, C∗(f ; ρ) represents a family of based free R-complexes, one for each
point in B, which locally varies by G-monomial change of basis, elementary expan-
sions, elementary basis change and other higher chain homotopies. So expansion
functors
ξ : simpB →Wh•(R,G)
will also be called families of chain complexes on B.
LetWhh•(R,G) be the simplicial full subcategory ofWh•(R,G) in which all chain
complexes are acyclic. Then we have the following theorem. (Since any category
is homotopy equivalent to its opposite category, the theorem remains true even
though the arrows are reversed.)
Theorem 2.19 (Igusa-Klein [IK95], [Igu02a]). There is a natural homotopy fiber
sequence
|Whh•(R,G)| → Ω
∞Σ∞(BG+)→ BGL(R)
+ × Z
where ()+ is the Quillen plus construction, ()+ means add a disjoint base point and
Z is the image of Z in K0R.
Remark 2.20 (Q(BG+) ≃ Ω|S•Wh•(R,G)op|). The middle term Ω∞Σ∞(BG+) is
theWaldhausen K-theory or group completion of (a Waldhausen category homotopy
equivalent to) Wh•(R,G) and the map from |Wh
h
•(R,G)| into it is induced by
inclusion. The first term |Whh•(R,G)| is already an infinite loop space so is equal
to its group completion.
In the special case when R = Z, G = 1 we conclude that
Corollary 2.21 (rational homotopy of Whh•(Z, 1)).
πiWh
h
•(Z, 1)⊗Q =
{
Q if i = 4k with k > 0,
0 otherwise.
This implies that the real cohomology ring of Whh•(Z, 1) is a polynomial ring in
generators
τ2k ∈ H
4k(Whh•(Z, 1);R).
A formula for these classes is given (more generally) as follows.
2.7. Definition of higher FR torsion. First we need to reduce to the two-index
case using the two-index theorem.
Theorem 2.22 (two-index theorem). For any ring R, subgroup G of R× and
integers 0 ≤ i < j, the simplicial full subcategory Whh[i,j]• (R,G) of Wh
h
•(R,G)
consisting of acyclic R-complexes with basis posets having elements only in degrees
i, i+ 1, · · · , j is a deformation retract.
Consequently, we have:
Whh[0,1]• (R,G) ≃ Wh
h
•(R,G).
We may regard Whh[0,1]• (R,G) as a space of invertible matrices with coefficients in
R which are only well-defined up to left and right multiplication by G-monomial
matrices.
Now restrict to the case (R,G) = (Mr(C), U(r)). Then
(32) Whh[0,1]• (R,G) =Wh
h[0,1]
• (Mr(C), U(r))
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is a space of invertible complex matrices which are well-defined up to left and
right multiplication by unitary matrices. We modify the definition so that every
k-simplex is actually equal to a smooth family of invertible matrices over C and
morphisms multiply these by unitary matrices. We will come back to this point in
the next subsection.
Next, we use the Kamber-Tondeur form ([KT74], [Dup76]). This gives a simpli-
cial 2k-cochain c2k on the smooth version of the simplicial category (32) given on
a smooth 2k-simplex ft, t ∈ ∆k, by
(33) c2k(ft) =
1
2ik(2k + 1)!
∫
(t,u)∈∆2k×I
Tr((h−ut dh
u
t )
2k+1)
where ht = ftf
∗
t . By adding certain polynomial correction terms to c2k we get a
cocycle D2k. We do not need to know what these correction terms are because the
higher FR torsion is a rational multiple of a polylogarithm and polylogarithms are
linearly independent from polynomials. ([Igu02a], Lemma 7.7.2.)
The result is that we have well-defined real cohomology classes
(34) τk = [D2k] ∈ H
2k(Whh•(Mr(C), U(r));R)
which we call the universal Franz-Reidemeister torsion invariants. (It is indepen-
dent of r is a natural sense.) To get invariants of smooth bundles we proceed as
follows.
Let (E, ∂0E) → B be a smooth bundle pair with fiber (M,∂0M) and let F be
a Hermitian coefficient system on E. This is given by a unitary representation
ρ : π1E → U(r). Suppose further that
(35) H∗(M,∂0M ;F) = 0.
Suppose there is a fiberwise framed function
f : (E, ∂0E)→ (I, 0)
which is unique up to framed homotopy. The Framed Function Theorem (2.4) says
this holds if dimM > dimB. Then, setting aside a problem with the b-d points,
the cellular chain complex functor (31) of f with coefficients in F is an expansion
functor
C∗(f ;F) : simpB →Wh
h
•(Mr(C), U(r)).
So, we can pull back the universal higher FR-torsion invariant τk to obtain a well-
defined cohomology class
τk(E, ∂0E;F) = C∗(f ;F)
∗(τk) ∈ H
2k(B;R).
This is called the higher Franz-Reidemeister torsion invariant of the pair (E, ∂0E)
with coefficients in F .
2.8. Families of matrices as flat superconnections. We will explain what we
mean by a smooth family of invertible matrices. By differentiating the components
of the structure we will obtain what is known as a flat Z-graded superconnection
of total degree 1 [BL95]. (See also Quillen’s original article on superconnections
[Qui85].) This is explained in detail in [Igu02a] although the superconnection for-
malism is not mentioned there. The relation to superconnections was observed by
Goette [Goe].
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Definition 2.23 (smooth category of invertible matrices). The smooth category of
invertible matrices is defined to be the simplicial category Wdiff• (Cr, U(r)) whose
objects in degree k are triples (P,C∗, E) where
(1) P = P0
∐
P1 is a graded poset with |P0| = |P1| = n for some n ≥ 0.
(2) C∗(t) = (PC ⊗ Cr, φ0(t)), t ∈ ∆k is a smooth ∆k-family of acyclic chain
complexes of the form
P1C⊗ C
r φ0(t)−−−→ P0C⊗ C
r
where the boundary map φ0(t) is strictly upper triangular and gives a
smooth mapping
φ0 : ∆
k → GLnr(C).
(3) E(s, t) is a smooth family of upper triangular chain isormorphisms
E(s, t) : C∗(t)
≈
−→ C∗(s)
for (s, t) ∈ ∆k ×∆k so that E(t, t = I (the identity map) and E(s, t)− I is
strictly upper triangular for all s, t.
(4) There exists a unique family of strictly upper triangular chain homotopies
S(s, t, u) : E(s, u) ≃ E(s, t)E(t, u)
for (s, t, u) ∈ ∆k ×∆k ×∆k so that S(s, t, u) = 0 if s, t, u are not distinct.
The morphisms will be given later.
Remark 2.24 (homotopy equivalence with the Whitehead category). The simpli-
cial category Wdiff• (Cr, U(r)) and its continuous counterpart Wcont• (C
r, U(r)) are
both homotopy equivalent to the combinatorial space Whh[0,1]• (Mr(C), U(r)). This
is Theorem 2.5.11(a) in [Igu02a]. The homotopy equivalence is given by forgetful
functors:
Wdiff• (C
r, U(r))
≃
−→Wcont• (C
r, U(r))
≃
−→Whh[0,1]• (Mr(C), U(r)).
By the two index theorem (2.22) these are all homotopy equivalent to the Whitehead
category Whh• (Mr(C), U(r)).
A smooth family of chain complexes (P,C∗) is equivalent to a flat Z-graded
superconnection on PC⊗Cr of total degree 1. This was observed by Goette [Goe].
The idea is to differentiate the structure maps. In our case there are only three
structure maps φ0(t), E(s, t) and S(s, t, u).
Since E(s, t) gives a chain isomorphisms C∗(t)→ C∗(s) we have:
E(s, t)φ0(t) = φ0(s)E(s, t).
Differentiating both sides with respect to s and put s = t we get
(d1E)φ0 = dφ0 + φ0d1E
where d1 means differential with respect to the first variable (so d1E + d2E = 0
since E(t, t) = I is constant). If we denote the matrix 1-form d1E by φ1 we get
(36) dφ0 = φ1φ0 − φ0φ1.
The chain maps E(s, t) are only required to form a functor up to homotopy by
S(s, t, u):
E(s, t)E(t, u) = E(s, u) + φ0(s)S(s, t, u) + S(s, t, u)φ0(u).
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When this equation is differentiated with respect to s and t and the variables are
equated, we get:
d1d2E + d1E d1E = φ0d1d2S + (d1d2S)φ0.
Denoting the matrix 2-form d1d2S by φ2 this becomes:
(37) −dφ1 = φ0φ2 − φ
2
1 + φ2φ0.
Lemma 2.25 (derivative of top form). The following equation follows from (36)
and (37).
(38) dφ2 = φ1φ2 − φ2φ1.
Proof. Differentiate (37) and replace dφ0 and dφ1 by their values as given in (36)
and (37). The result can then be written as
Zφ0 = φ0Z
where
Z = dφ2 − φ1φ2 + φ2φ1.
But Z maps C0 to C1 so we must have Zφ0 = φ0Z = 0 which implies that Z = 0. 
A Z-graded superconnection D = d+A0 +A1 +A2 of total degree 1 is flat if
−dA = A2.
However, Quillen’s notation [Qui85] places the forms on the left of the matrices. If
we use the supercommutator rules to put A2 in normal form by moving both forms
to the left of both matrices (See [Igu02b] for more details about this point) we get
the following.
(1) dA0 = A0A1 −A1A0
(2) −dA1 = A0A2 +A21 +A2A0
(3) dA2 = −A1A2 +A2A1
This matches (36), (37) and (38) if we let A0 = φ0, A1 = −φ1 and A2 = −φ2. So,
we get the following.
Proposition 2.26 (families of matrices give superconnections).
D = d+ φ0 − φ1 − φ2
is a flat superconnection on ∆k.
Remark 2.27 (notation change). In [Igu02a] the notation is different. We used
the symbols X,U, V,W, f to denote:
(1) f = φ0. (This is an isomorphism C1
≈
−→ C0.)
(2) (U, V ) = φ1. (So U = φ1|C0, V = φ1|C1.)
(3) W = φ2φ0. (Or φ2 =Wf
−1.)
(4) X = φ−10 dφ0. (Or dφ0 = fX .)
Remark 2.28 (role of superconnections in definition of higher FR torsion). The 2k-
cocycle D2k which gives the higher torsion is equal to C2k given in (33) plus a linear
combination of integrals of traces of products of X,V,W which are endomorphisms
of C1. (The term U is an endomorphism of C0 and occurs only in the form f
−1Uf =
−X − V .)
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Finally, we give the definition of the morphisms in the categoryWdiff• (Cr, U(r)).
They are just as in the Whitehead category. A morphism (P, φ) → (Q,ψ) is a
decomposition P = A∨B together with a morphism α : A→ Q in P(U(r)) so that
(1) For all t ∈ ∆k, the restriction φA(t) of φ(t) to A corresponds to ψ under
the isomorphism
Ω(∆k,End(AC⊗ Cr)) ∼= Ω(∆k,End(QC⊗ Cr))
induced by α.
(2) B = S1 ∨ · · · ∨ Sn where each Si is a collapsing pair x
+, x− with constant
φ0(t) ∈ U(r) and trivial φ1 and φ2.
2.9. Independence of birth-death points. We will discuss briefly a problem
with the b-d points and how it is solved. The problem is that the definition of an
expansion functor
simpB →Wh•(R,G)
assumes that collapsing pairs are independent. The independence of b-d points
would automatically imply this algebraic condition for the cellular chain functor
constructed above. However, even if b-d points are not independent, the condition
can still be achieved in a canonical algebraic way.
A b-d point x ofMt is called independent if x is not incident to any other critical
point of ft. In other words, {x} is an independent set in the poset P+(t) = Σ(ft).
Suppose for a moment that all b-d points are independent. Since independence is an
open condition, this would imply that, for any small smooth transverse simplex σ
in B, any component x ∈ P+(σ)−P (σ) (i.e., x is a component of Σ(f |σ) containing
a b-d point), will be independent in the poset P+(σ).
Since x /∈ P (σ), it does not directly appear as part of the expansion functor
ξ(σ) = (P (σ), φ♯(σ)). However, it may produce a collapsing pair on a face τ of σ.
This happens if x|τ has no b-d points. Then x|τ is necessarily a disjoint union of
two Morse components x+, x− which form a collapsing pair. The independence of
x implies that S = {x+, x−} is independent in P (τ) as required by Definition 2.16.
The condition of independence of b-d points does not hold in general. For exam-
ple, ifMt is a closed manifold, it is impossible for b-d points to be independent. One
way to get around this problem is by a combination of positive and negative sus-
pension. However, this produces manifold bundles with corners which complicates
the geometry. The method that we prefer is algebraic.
In [Igu02a], a rather complicated explicit algebraic formula is given to deform
a nonindependent collapsing pair into an independent one. The reason it is com-
plicated is because this deformation must be carried out simultaneously and in a
continuous way on all collapsing pairs which appear in the expansion functor ξ.
Here, we will use the local splitting lemma (Lemma 3.14 below) which tells us
that such a deformation exists and is unique up to homotopy since collapsing pairs
form an acyclic subquotient complex.
The preferred solution to our problem is as follows. We do not assume inde-
pendence of b-d points. Instead we choose the twisted cochains on the simplices
τ which are faces of some σ as described above so that the collapsing pairs are
algebraically independent. Then we alter the partial ordering on P (τ) so that each
collapsing pair is poset independent.
We also need to alter the partial ordering of P+(σ) in such a way that collapsing
pairs and “expanded pairs” act in unison. Here, a collapsing pair in P+(τ) is a
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pair of Morse components x+, x− which collapse (to one b-d component) in another
simplex σ of which τ is a face. A pair of Morse components x+, x− in P (σ) which
restricts to a collapsing pair on some face τ is an expanded pair. To make these
pairs act in unison we increase the partial ordering so x− < y implies x+ ≤ y and
z < x+ implies z ≤ x−. The poset P+(σ) is used to construct the filtered chain
complex of f over σ. We are just discarding those subcomplexes which separate the
members of a collapsing or expanded pair, i.e., we combined these into one layer.
With this solution of the independence of b-d point problem, the only topological
problem we have in the definition of higher FR torsion is the existence of fiberwise
framed functions. For the moment, we assume that the higher FR-torsion is only
defined when the fiber dimension is large. Later, using properties of the higher
torsion, we will be able to define the higher torsion of (E, ∂0E) to be half the
torsion of (E × S2N , ∂0 × S
2N ) for N large. (See Remark 3.30.)
In the absolute case, when ∂0E is empty (∂E = ∂1E), we can define the higher
FR-torsion of E to be that of E×DN (with corners rounded). This is well-defined
by the positive suspension lemma proved below.
2.10. Positive suspension lemma. Suppose that
f : (E, ∂E)→ (I, 1)
is a fiberwise oriented GMF. Let C∗(f ; ρ) be the (R,G)-expansion functor for f
with coefficients in a representation ρ : π1E → G ⊆ R×.
Definition 2.29 (positive suspension). Let π : D → E be the unit disk bundle of
an m-plane bundle on E. Then the positive suspension
h = σ+f : D → R
of f is the map given by
h(y) = f(x) + ‖y‖2
where x = π(y).
Then σ+f is an oriented fiberwise GMF with the same cellular chain complex as
f . We will prove this obvious statement. The proof will explain something about
the definition of C(f ; ρ) and will also give the definition of higher torsion for low
dimensional fibers as promised at the end of the last subsection.
Lemma 2.30 (positive suspension lemma). The (R,G)-expansion functors of f
and σ+f are equal.
C∗(σ+f ; ρ) = C∗(f) : simpB →Wh•(R,G).
Remark 2.31 (vertical metric on D). To define C∗(σ+f ; ρ) we need a vertical
metric on D as a bundle over B. As an O(m)-disk bundle, D has a vertical metric
over E. Choose a smooth horizontal distribution for D over E given by an O(m)-
connection. Then the horizontal directional derivatives of ‖y‖2 will be zero. At
each point y ∈ D let Ky be the kernel of the composition
TyD
Dπ
−−→ TxE
Dp
−−→ Tp(x)B
restricted to the horizontal plane at y. Then Ky maps isomorphically to the vertical
tangent plane of E at x:
(39) Dπ : Ky
≈
−→ T vxE.
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Pull back the vertical metric on E (the one which was used to define C(f ; ρ)) and
make Ky perpendicular to the fiber of D over x. This defines a vertical metric for
D over B.
Proof. By definition of the vertical metric of D over B, the gradient of h = σ+f
decomposes into vertical and horizontal components
(40) ∇h(y) = 2y + π∗∇f(x)
where π∗ is the inverse of Dπ in (39). Therefore, the critical points of h lie in the
zero section of E in D and coincide with the critical points of f (if we identify E
with its zero section in D). Furthermore, ∇h = ∇f on this zero section. Thus the
inclusion of the zero section is filtration preserving and thus induces a morphism
of filtered chain complexes from the total singular complex of E|σ to that of D|σ
for every small transverse simplex σ in B. By looking at the layers, we see that
this inclusion map is a filtered quasi-isomorphism preserving the dual classes. So
C(f ; ρ) and C∗(h; ρ) can be taken to be equal. (They are only well defined up to
simplicial homotopy.) 
This lemma can be used to define the cellular chain complex functor on any
smooth bundle E → B with ∂0E = ∅.
Theorem 2.32 (cellular chain complex for ∂0E empty). If E → B is a smooth
bundle and ρ is a representation of π1E in G ⊆ R
× then we get an (R,G)-expansion
functor
ξ : simpB →Wh•(R,G)
which is well-defined up to homotopy by taking ξ = C∗(f ; ρ) where f is a fiberwise
framed function on E ×DN for N large.
Proof. The statement is that ξ does not depend on N and f (up to homotopy). So
suppose that D is another disk bundle over E and g : D → R is a fiberwise framed
function whose gradient point outward on all faces of the boundary. Then we get
two positive suspensions
σ+f, σ+g : D ×D
N → R.
By the Framed Function Theorem, these are homotopic, so
C∗(f ; ρ) = C∗(σ+f ; ρ) ≃ C∗(σ+g; ρ) = C∗(g; ρ).

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3. Properties of higher FR torsion
(1) Basic properties
(2) Suspension theorem
(3) Additivity, Splitting Lemma
(4) Applications of the Splitting Lemma
(5) Local equivalence lemma
(6) Product formula
(7) Transfer for coverings
(8) More transfer formulas
We go over the basic properties of higher Franz-Reidemeister torsion. Properties
stated without proof are proved in [Igu02a].
3.1. Basic properties. First we state the obvious.
Proposition 3.1 (torsion of trivial bundle). If E = ∂0E × I then the relative
torsion with respect to any coefficient system is defined and equal to zero:
τk(∂0E × I, ∂0E;F) = 0.
Another obvious fact is the naturality of torsion.
Proposition 3.2 (naturality of torsion). The higher FR torsion invariants are
natural on those smooth bundles E → B on which they are defined, i.e., if E → B
is a smooth bundle and f : B′ → B is a smooth mapping then the torsion of the
pull-back f∗(E) of E is the pull-back of the torsion:
τk(f
∗(E), f∗(∂0E); f
∗(F) = f∗(τk(E, ∂0E;F))
assuming that τk(E, ∂0E;F) is defined.
The naturality of higher FR torsion extends to the case when the coefficient sheaf
f∗(F) is replaced by a locally equivalent sheaf. When we say that two Hermitian
coefficient systems F , F ′ on E are locally equivalent we mean that F and F ′ are
unitarily equivalent on E|σ for every small simplex σ in B. For example, if F is
the pull-back of a coefficient system on B then it is locally equivalent to the trivial
coefficient sheaf with the same fiber. We only need this in the case when the fiber
is acyclic.
Proposition 3.3 (locally equivalent coefficients). Suppose that F and F ′ are locally
equivalent Hermitian coefficient systems on E and H∗(M ;F) = H∗(M ;F ′) = 0.
Then
τk(E;F) = τk(E;F
′).
Proof. The reason is simple. Higher FR torsion is defined locally and is invariant
under unitary change of bases. First, we have to deform the cellular chain complex
functor into two indices. This can be done over each simplex of B. Thus, the
results will still be locally equivalent. This means we have families of complex
matrices which are conjugate by unitary matrices, i.e., g′t = UgtV where U, V are
fixed unitary matrices (depending only on the simplex σ).
But the higher FR torsion is given by integrals of traces of products of gt, g
∗
t and
their inverses and derivatives (d(gtg
∗
t )
u). These are always arranged in a natural
way so that the unitary matrices U , V cancel and do not appear when we replace
gt with g
′
t. Thus the trace terms are unchanged. So their integrals are equal. 
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The following lemma allows us to generalize the condition (35) under which τk
is defined. We need one definition. If K is a field and π is a group, we say that a
finite dimensional K[π]-module M is upper triangular if it contains a filtration by
K[π]-submodules (i.e., a composition series)
M =Mn ⊇Mn−1 ⊇ · · · ⊇ 0
so that π acts trivially on the subquotients Mi/Mi−1.
Lemma 3.4 (canonical cone). Let ξ be a family of chain complexes
ξ : B →Wh•(R,G)
satisfying either of the following two conditions where v ∈ B is any base point.
(1) The homology groups Hn(ξ(v);R) are projective R-modules with trivial π1B
action.
(2) R is a field and each Hn(ξ(v);R) is an upper triangular π1B-module.
Then there exists a family of acyclic chain complexes
C(ξ) : B →Whh•(R,G)
containing ξ as a subfunctor which is canonically defined up to simplicial homotopy.
We call C(ξ) the canonical cone of ξ.
Theorem 3.5 (when τk is defined). Suppose that (E, ∂0E)→ B is a smooth bundle
with fiber (M,∂0M) and let F be an r-dimensional Hermitian coefficient system
over E. Suppose also that either
(1) π1B acts trivially on H∗(M,∂0M ;F) or
(2) r = 1 and Hn(M,∂0M ;F) is an upper triangular π1B-module for all n ≥ 0.
Then the higher Franz-Reidemeister torsion invariants
τk(E, ∂0E;F) ∈ H
2k(B;R)
are defined.
Remark 3.6 (how τk is defined). These higher torsion invariants are given by
pulling back the universal invariants (34) along the canonical cone
C(C∗(f)) : B →Wh
h
•(Mr(C), U(r))
of the cellular chain complex C∗(f) associated to a fiberwise framed function
f : (E, ∂0E)→ (I, 0).
If f does not exist we can take the product with a large even dimensional sphere
and divide by 2:
τk(E, ∂0E;F) =
1
2
τk(E × S
2N , ∂0E × S
2N ;π∗F).
Here π∗(F) is the pull-back along π : E × S2N → E of the Hermitian coefficient
system F . (See Lemma 3.29 below.)
Another basic fact that we need in this paper is the involution property. This
relates the higher FR torsion invariant given by a fiberwise GMF f with that of
its negative −f . We need to assume that E is fiberwise oriented in the sense that
M is an oriented manifold and the action of π1B on M preserves the orientation
(otherwise, −f would not be fiberwise oriented).
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Theorem 3.7 (Involution property). Suppose that E → B is a fiberwise oriented
smooth bundle and F is a Hermitian coefficient system on E. Let
f : (E, ∂0E, ∂1E)→ (I, 0, 1)
be any fiberwise oriented GMF. Then the higher torsion invariants associated to f
and −f , if defined, differ by the sign (−1)n−1 where n = dimM :
τk(CC∗(f);F) = (−1)
n−1τk(CC∗(−f);F).
Proof. We outline the proof given in [Igu02a], Theorem 5.8.1. The proof has two
parts
(1) First consider the case n = 1. Geometrically, this corresponds to the case
when M is a circle. Algebraically, we can imagine that we have a family of
invertible matrices parametrized by B. The operation of inverse conjugate
transpose is an involution onGLn(C) which reverses the sign of the Kamber-
Tondeur form. Since inversion acts as −1 on additive cohomology classes,
conjugate transpose does not change the sign of the higher torsion so the
theorem holds for n = 1.
(2) In general, we use the two-index theorem. This puts the cellular chain
complex of f into degrees 0, 1 and that of −f into degrees n, n− 1. Then
we desuspend the cellular chain complex of −f n−1 times to reduce to the
n = 1 case. By the suspension theorem this changes the sign by (−1)n−1.

3.2. Suspension Theorem. One of the fundamental properties of the higher tor-
sion is that it anti-commutes with suspension. We will see later that this is geo-
metrically obvious. (See Corollary 3.20.)
Given a chain complex (C∗, ∂), the “alternating” suspension (ΣC, ∂
Σ) is given
by (ΣC)n = Cn−1 and ∂
Σ
n = ∂n−1. We do not alternate the signs as in the usual
definition. This version of the suspension map induces simplicial functors
Σ :Wh•(R,G)→Wh•(R,G), Σ :Wh
h
•(R,G)→Wh
h
•(R,G)
(If −1 ∈ G, the usual suspension operation will also induce such a functor and the
two suspension functors will be related by a natural transformation and thus be
homotopic.)
Theorem 3.8 (Suspension Theorem). The functor
Σ+ id :Whh•(R,G)→Wh
h
•(R,G)
sending ξ to Σξ ⊕ ξ is null homotopic.
Algebraic suspension is given by geometric negative suspension. This is simply
the upside down version of a positive suspension.
Suppose that
f : (E, ∂E)→ (I, 0)
is a fiberwise oriented GMF. Let C∗(f ; ρ) be the (R,G)-expansion functor for f
with coefficients in a representation ρ : π1E → G ⊆ R×.
Definition 3.9 (negative suspension). Let π : D → E be the unit disk bundle of
an oriented m-plane bundle on E. Then the negative suspension
h = σ−f : D → R
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of f is the map given by
h(y) = f(x)− ‖y‖2
where x = π(y).
Lemma 3.10 (negative suspension lemma). σ−f is an oriented fiberwise GMF
whose cellular chain complex functor is the m-fold suspension of C∗(f ; ρ).
C∗(σ−f ; ρ) = Σ
mC∗(f) : simpB →Wh•(R,G).
Proof. The proof is the same as for the positive suspension lemma. The degree
shift comes from the Thom isomorphism theorem.
We need to use the fact that the Thom isomorphism is given functorially at the
chain level by cap product with the Thom class. The total singular complex C∗ of
D|τ together with the system of subcomplexes given by all faces of τ and closed
subsets Q+ of P+(τ) is filtered chain homotopic to the subcomplex C′∗ generated
by simplices transverse to the zero section. On this subcomplex we have the Thom
isomorphism given as a degree shifting quasi-isomorphism
C′∗(D|τ, (∂D)|τ ; ρ) ≃ Σ
mC∗(E|τ, (∂E)|τ ; ρ)
which preserves the filtration structure and induces a filtered equivalence. 
If the disk bundle D is trivial (D = E × Dm) then the negative suspension of
any framed function will be framed. Thus we can combine the above statements
with the additivity property (Theorem 3.12 below) to give the following.
Theorem 3.11 (geometric suspension theorem).
τk(E ×D
n, ∂(E ×Dn);π∗F) = (−1)mτk(E, ∂E;F)
when the terms are defined.
3.3. Additivity, Splitting Lemma. Higher FR torsion satisfies two additivity
properties. One comes from coefficients and the other from filtrations of chain
complexes.
By additivity of coefficients we mean:
τk(E;F1 ⊕F2) = τk(E;F1) + τk(E;F2).
This is a special case of the following theorem.
Theorem 3.12 (additivity). Let ξ, η be two families of acyclic based chain com-
plexes
ξ, η : B →Whh•(Mn(C), U(n))
Then the higher torsion of their direct sum ξ⊕η is equal to the sum of their torsions:
τk(ξ ⊕ η) = τk(ξ) + τk(η).
These two properties follow from the additivity of the Kamber-Tondeur form
under direct sum of matrices: If f = f1 ⊕ f2 then h = h1 ⊕ h2 and
Tr((h−1dh)2k+1) = Tr((h−11 dh1)
2k+1) + Tr((h−12 dh2)
2k+1).
The polynomial correction terms are also additive with respect to direct sum.
One easy corollary of this is the following.
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Corollary 3.13 (torsion of disjoint union). The higher torsion of a disjoint union
is the sum of the torsions, i.e.,
τk(E1
∐
E2, ∂0E1
∐
∂0E2;F1
∐
F2) = τk(E1, ∂0E1;F1) + τk(E2, ∂0E2;F2),
assuming the terms are defined.
The following basic lemma allows us to extend the additivity of torsion to filtered
families of chain complexes. The proof is trivial but the lemma is difficult to state.
Let (P, φ) ∈ ∆k(R) be a ∆k-family of chain complexes and suppose that Q is a
closed subset of P . Then the endomorphisms φ(σ) will not send any element of Q
to any element of the complement P/Q. Thus it can be written as
φ(v∗) =
(
φQ(σ) f(σ)
0 ψ(σ)
)
where ψ = φ/φQ is the quotient twisted cochain. Note that f(v∗) is a homomor-
phism
f(σ) : (P/Q)R→ QR.
Lemma 3.14 (local splitting lemma). Suppose that every element of Q is less
than every element of P/Q. Suppose that either the subcomplex (Q,φQ) or quotient
complex (P/Q,ψ) is acyclic. Suppose also that f(σ) = 0 for all proper faces σ of
∆k. Then there is a simplicial homotopy of (P, φ) which is the identity on Q, on
P/Q and on all proper faces σ of ∆k and so that, at the end, f(∆k) is also zero:
(P, φ) ≃ (Q,φQ)⊕ (P/Q,ψ).
Remark 3.15 (uniqueness of local splitting). It follows from the lemma, applied to
the union of two homotopies, that the simplicial homotopy described in the lemma
is unique up to all higher homotopies, i.e., the space of such homotopies forms a
contractible space.
This lemma is meant to be used as follows. Given any (R,G)-expansion functor
ξ and subfunctor η so that either η or ξ/η is acyclic, we can deform ξ into a direct
sum
ξ ≃ η ⊕ ξ/η
in two steps:
(1) Deform the poset functor (with expansions) so that every generator of η is
less than every generator of ξ/η.
(2) Apply the lemma one simplex at a time on the domain complex to kill the
incidence f(σ) between ξ/η and η.
A jazzed-up version of this simple argument gives the following.
Theorem 3.16 (Splitting Lemma). Suppose that R is a ring G is a subgroup of
R× and B is a connected simplicial set with base point v ∈ B0. Let
ξ : B →Wh•(R,G)
be a family of based free chain complexes having a family of subcomplexes given by
a functor η. Suppose that either
(1) the homology of ξ(v), η(v) and ξ(v)/η(v) are projective R-modules on which
π1B acts trivially or
(2) R is a field and the homology of ξ(v), η(v) and ξ(v)/η(v) are upper trian-
gular as π1B-modules.
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Then the canonical cone of ξ splits up to homotopy:
C(ξ) ≃ C(η) ⊕ C(ξ/η).
In the special case when R =Mn(C) andG = U(n) this, together with additivity,
implies that the higher torsion invariant is a sum:
τk(C(ξ)) = τk(C(η)) + τk(C(ξ/η)).
3.4. Applications of the Splitting Lemma. In order to apply the Splitting
Lemma we need to construct a subfunctor of the expansion functor
ξ : simpB →Wh•(R,G)
given by a fiberwise oriented GMF
f : E → R.
The simplest case is if there is a regular value ct of ft : Mt → R which varies
smoothly with t ∈ B. Then the critical points of ft with critical value < ct generate
a family of subcomplexes Dt of C∗(ft;F) giving a subfunctor
η : simpB →Wh•(R,G)
of ξ. Geometrically, E decomposes as a union of two bundles E = E1 ∪ E2 along
∂1E1 = ∂0E2 where
E1 = {x ∈ E | ft(x) ≤ ct(t = p(x)}
E2 = {x ∈ E | ft(x) ≥ ct}
∂1E1 = d0E2 = {x ∈ E | ft(x) = ct}
We refer to this situation by saying that E2 is stacked on top of E1.
Corollary 3.17 (stacking lemma). Suppose that E1, E2 are smooth bundles over
B so that ∂1E1 = ∂0E2. Take the union of E1 and E2 along ∂1E1 = ∂0E2. Let
F1,F2 be the restrictions to E1, E2 of a Hermitian coefficient system F on E1∪E2.
Then
τk(E1 ∪ E2, ∂0E1;F) = τk(E1, ∂0E1;F1) + τk(E2, ∂1E2;F2)
assuming the terms are defined.
Proof. Suppose first that there is a fiberwise framed function f : E1 ∪ E2 → [0, 2]
so that Ei = f
−1[i− 1, i]. Then the Splitting Lemma says that the canonical cone
of ξ = C∗(f ;F) splits:
C(ξ) ≃ C(η) ⊕ C(ξ/η).
But η ∼= C∗(f |E1;F1) since E
Q
1 ≃ E
Q for every closed subset Q of P+1 (σ) and
ξ/η ∼= C∗(f |E2;F2) by excision of E1. (E1|σ is a closed subset of every EQ|σ when
Q contains P+1 (σ).)
If there is no fiberwise framed function we can first take the product with S2N
and divided all torsions by 2. 
As a consequence of this corollary we get a gluing formula. Suppose that E1, E2
are smooth bundles over B so that part of the boundary of E1 agrees with part of
the boundary of E2:
∂0E1 = ∂0E2.
Let E1 ∪ E2 denote the union of E1, E2 along ∂0E1 = ∂0E2.
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Corollary 3.18 (gluing formula).
τk(E1 ∪ E2;F) = τk(E1;F1) + τk(E2;F2)− τk(∂0E1;F0)
where F is a Hermitian coefficient system on E1 ∪E2 which restricts to F1,F2,F0
and where we assume that the terms are all defined.
Proof. Choose a collar neighborhoodD of ∂0E1 in E1∪E2. Then D is a disk bundle
over E1 so, by the positive suspension lemma (2.30, 2.32),
τk(D;F|D) = τk(∂0E1;F0),
assuming this torsion is defined.
The union E1 ∪E2 is given by stacking E1
∐
E2 on top of D. Therefore, by the
stacking lemma, we have
τk(E1 ∪ E2;F) = τk(D;F|D) + τk(E1
∐
E2;F)
= τk(∂0E1;F0) + τk(E1;F1) + τk(E2;F2),
where we use the obvious torsion of disjoint union formula (3.13). 
Another example of the same idea is the decomposition of the higher torsion of
a manifold bundle into the torsion of its boundary and the relative torsion.
Corollary 3.19 (relative torsion). Suppose that E → B is a smooth manifold
bundle whose fiber M has boundary ∂M = ∂0M
∐
∂1M where each ∂iM is the fiber
of a subbundle ∂iE of E. Then
τk(E;F) = τk(E, ∂0E;F) + τk(∂0E;F)
when the terms are defined.
Proof. This follows from the gluing formula since E is equivalent to the union of
∂0E × I and E along their common boundary d0E × 0. 
One final example of the same idea shows why the Suspension Theorem is “ge-
ometrically obvious.”
Corollary 3.20 (easy geometric suspension). Suppose that E → B is a bundle
with closed manifold fibers and F is a Hermitian coefficient system on E. Then
τk(E ×D
m, E × Sm−1;π∗F) = (−1)mτk(E;F)
assuming the terms are defined.
Proof. The theorem is a tautology for m = 0. So suppose by induction that the
theorem holds for m ≥ 0. Then, writing E×Sm as a union of E×Dm− and E×D
m
+
along E × Sm−1, the stacking lemma gives:
τk(E × S
m) = τk(E ×D
m
− ) + τk(E ×D
m
+ , E × S
m−1)
= τk(E) + (−1)
mτk(E)
by induction and Theorem 2.32. So, the relative torsion formula above gives
τk(E ×D
m+1, E × Sm) = τk(E ×D
m+1)− τk(E × S
m)
= [1− (1 + (−1)m)]τk(E) = (−1)
m+1τk(E).

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Suppose that Σ(f) is a disjoint union of topologically closed subsets
Σ(f) = X1
∐
X2
∐
· · ·
∐
Xm
so that X [i] = X1
∐
· · ·
∐
Xi is poset closed in Σ(f) over every simplex in B, i.e.,
so that there is no trajectory of ∇f going from any point in Xi to any point in Xj
for j > i . Then there are corresponding subfunctors ξ[i] of ξ = C∗(f ;F). If the
subquotients ξi = ξ[i]/ξ[i− 1] are acyclic then, by the Splitting Lemma the cellular
chain complex functor of f is homotopic to a disjoint union of these subquotients:
C∗(f ;F) = ξ ≃ ξ1 ⊕ · · · ⊕ ξm.
We need to know that the algebraic subquotients, ξi, are determined by the
geometry of the trajectories of ∇f coming out of the critical points in Xi. We call
this the local equivalence lemma.
3.5. Local equivalence lemma. We state the lemma first and give the defini-
tions afterwards. The local equivalence lemma assumes that we have two fiberwise
oriented GMF’s f : E → R, f ′ : E′ → R which are geometrically equivalent on
“convex” subsets S ⊆ E and S′ ⊆ E′ in the sense that there is a diffeomorphism
ψ : S → S′ over B which is an isometry on each fiber covered by an isomorphism
of coefficient sheaves ψ˜ : F → F ′ so that f ′ψ = f |S + ct where ct is a function of
t = p(x) ∈ B. In other words, the following diagram commutes.
F S E
F ′ S′ E′ B × R
✲
❄
ψ˜
✲⊆
❄
ψ
◗
◗
◗s
(p,f+cp)
✲ ✲⊆ ✲
(p′,f ′)
Note that, since ψ is a fiberwise isometry, its derivative takes ∇f to ∇f ′.
Lemma 3.21 (local equivalence lemma). Under these conditions, the local sub-
quotient of C∗(f ;F) corresponding to S is equivalent to the portion of C∗(f ′;F ′)
corresponding to S′. In particular, the cellular chain complex functor of S is well
defined without reference to the ambient bundle E.
The idea and basic properties of convex sets comes from discussions with Gabriel
Katz.
Definition 3.22 (convex set). Let T be a compact subset of B. Then a compact
subset S of E|T will be called convex over T (with respect to f : E → R and the
vertical metric) if there are functions a, b : T → R, written t 7→ at, bt with at < bt
for all t ∈ T , satisfying the following.
(1) The fiber St of S over t ∈ T is a codimension 0 submanifold of Mt (with
corners) which varies smoothly with t ∈ T . (See Figure 1.)
(2) All critical points y of ft in St have critical value
at < ft(y) < bt.
(3) The vertical gradient of f is nowhere zero on the vertical boundary of S,
i.e., ∇ft 6= 0 along ∂(St) for each t ∈ T .
(4) There are compact subsets At, Bt of ∂(St) which vary smoothly with t ∈ T
satisfying the following.
(a) ft(x) ≤ at for all x ∈ At.
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Figure 1. St (octagon) is called convex if At, Bt, at, bt exist.
(b) ft(x) ≥ bt for all x ∈ Bt.
(c) Every point in ∂(St) which is incident under a critical point of ft in
St lies in At and ∇ft points inward at that point (so that the smooth
flow of ∇ft carries At into the interior of St).
(d) Every point in ∂(St) which is incident over a critical point of ft in St
lies in Bt and ∇ft points outward at that point (so that the smooth
flow of −∇ft carries Bt into the interior of St).
One easy example of a convex set is given by
St = f
−1
t [at, bt]
where at < bt are regular values of ft which vary smoothly with t. Suppose also
that ∂0M ⊆ f−1(−∞, at) and ∂1Mt ⊆ f−1(bt,∞). Then we can take At = f
−1
t (at)
and Bt = f
−1
t (bt).
Another example is given, in two steps, as follows. First, let St be a cobordism
from At to Bt where these are codimension zero submanifolds of f
−1
t (at), f
−1
t (bt)
respectively where at < bt are regular values of ft and
∂St = At ∪Bt ∪ ∂At × I.
Here, the side set ∂At × I should be a union of trajectories of ∇ft going from ∂At
up to ∂Bt ∼= ∂At. There is a problem with this example. Along the corner set
∂At×∂I, the gradient of ft is tangent to part of the boundary. So, St is not convex
with this choice of At, Bt. But, if we delete a small collar neighborhood of the
boundary of both At and Bt, the same set St will be convex.
The main nontrivial example is the following.
Example 3.23 (main example). We start with a smooth bundle E → B with fiber
Y . Suppose that g : E → R is a fiberwise oriented GMF with the property that
∂0E ⊂ g−1(−∞, 0), ∂1E ⊆ g−1(3δ,∞) and, for each t ∈ B, the critical values of gt
in the closed interval [0, 3δ] lie in the open interval (δ, 2δ) for some δ > 0. Let
E[0, 3δ] = g−1[0, 3δ]
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with fibers Yt[0, 3δ] = g
−1
t [0, 3δ] (and, more generally, Yt(J) = g
−1
t (J) for any
J ⊆ R).
Let γ, γ′ be vector bundles over B of dimension m, m′ with structure groups
O(m), O(m′) and let ǫD, ǫD′ be the ǫ-disk bundles of γ, γ′ where ǫ is a positive
real number so that ǫ2 ≥ 2δ.
Let S be the fiber product of E[0, 3δ], ǫD and ǫD′ over B with the fiberwise
product metric. Thus each fiber is a product
St = Yt[0, 3δ]× ǫDt × ǫD
′
t
with the product metric. Let f : S → R be given on each fiber St by
ft(y, x, z) = gt(y)− ‖x‖
2 + ‖z‖2.
Then
∇ft(y, x, z) = (∇gt(y),−2x, 2z).
Consequently, the critical points of ft are the same as those of gt|Yt[0, 3δ].
Σ(ft) = Σ(gt|Yt[0, 3δ])× 0× 0.
Then we claim that S is a convex set with respect to f where
(1) T = B.
(2) at = 0.
(3) bt = 3δ.
(4) At = Yt(0)× ǫDt × 0 ∪ Yt[0, 2δ]× ∂(ǫDt)× 0.
(5) Bt = Yt(3δ)× 0× ǫD′t ∪ Yt[δ, 3δ]× 0× ∂(ǫD
′
t).
The definition is satisfied since all trajectories of∇ft emanating from critical points
of ft lie in Yt[δ, 3δ]× 0× ǫD′t and the intersection of this set with ∂St is exactly Bt.
Similarly, trajectories of∇ft going towards Σ(ft) lie in Yt[0, 2δ]×ǫDt×0 which meets
∂St along At. The inequality 2δ ≤ ǫ2 insures that ft ≤ 0 on Yt[0, 2δ]×∂(ǫDt)×0 ⊆
At and ft ≥ 3δ on Yt[δ, 3δ]× 0× ∂(ǫD′t) ⊆ Bt.
Sometimes we need to deform the function ft in the main example. This happens,
for example, when we need ft to be fiberwise framed.
Example 3.24 (deformation of main example). Take St = Yt[0, 3δ] × ǫDt × ǫD′t
and ft(y, x, z) = gt(y)− ‖x‖2 + ‖z‖2 as in the main example. Note that
Σ(ft) ⊆ Yt(δ, 2δ)× 0× 0.
Suppose that f˜t is a deformation of ft with support in a small neighborhood of
Σ(ft), say
(41) Yt[δ, 2δ]× βDt × βD
′
t
for some small β > 0. If
2β2 < δ
then we claim that S will be a convex set for the new function f˜ where
(1) T = B.
(2) at = δ/2.
(3) bt = 5δ/2.
(4) At = Yt(0)× ǫDt × βD′t ∪ Yt[0, 2δ]× ∂(ǫDt)× βD
′
t.
(5) Bt = Yt(3δ)× βDt × ǫD
′
t ∪ Yt[δ, 3δ]× βDt × ∂(ǫD
′
t).
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Any trajectory of ∇f˜t, before reaching ∂St must pass through the boundary of the
set (41). At that point it becomes equal to ∇ft and thus goes up to Bt as does any
point in the set Yt[δ, 3δ]× βDt × ǫD′t. Since the x-coordinate is now allowed to be
in βDt we need to subtract β
2 from bt.
Another example that we will use is the following.
Example 3.25 (second example). Let g : E → R, E[0, 3δ] with fibers Yt[0, 3δ] be
as in the main example. Also, let γ, γ′ be as before and let ǫD, ǫD′ be the ǫ-disk
bundles of γ, γ′ where ǫ is a positive real number so that
3δ ≤ ǫ3.
As before, let S be the fiber product of E[0, 3δ], ǫD and ǫD′ over B with the
fiberwise product metric. Take the product with J2 where J = [−ǫ, ǫ]. Then
W = S × J2 is a bundle over B × J whose fiber over (t, u) ∈ B × J is
Wt,u = St × J = Yt[0, 3δ]× ǫDt × ǫD
′
t × J.
We take the fiberwise product metric on W . Let f :W → R be given on each fiber
Wt,u by
ft,u(y, x, z, w) = gt(y)− ‖x‖
2 + ‖z‖2 + w3 − uw.
Then
∇ft,u(y, x, z, w) = (∇gt(y),−2x, 2z, 3w
2 − u).
So,
Σ(ft,u) = Σ(gt|Yt[0, 3δ])× 0× 0×±
√
u/3.
The function f has a problem. It may have a singularity of the form y3 + w3.
These bad singularities occur when x, z, w, u are all zero and x is a b-d singularity
of gt. To fix this we choose β > 0 so that β < 2ǫ/3 and 2β
2 < δ and note that the
bad set lies in the interior of the set
(42) Y [δ, 2δ]× βD × βD′ × [−β, β]×B × [− 2ǫ3 ,
2ǫ
3 ].
Suppose that h is a deformation of f with support in the interior of this set so that
h is a fiberwise oriented GMF. (For example, if g is fiberwise framed then so is f
outside of the set (42) so we can use the C1-local framed function theorem (2.5) to
find h.)
We claim that W is a convex set with respect to the new function h where
(1) T = B × J .
(2) at,u = δ/2.
(3) bt,u = 5δ/2.
(4) At,u = ∂St ∩
(
Yt[0, 2δ]× ǫDt × βD′t × [−ǫ,
2ǫ
3 ]
)
.
(5) Bt,u = ∂St ∩
(
Yt[δ, 3δ]× βDt × ǫD′t × [−
2ǫ
3 , ǫ]
)
.
The definition is satisfied since all trajectories of ∇ht,u emanating from critical
points of ht,u lie in Yt[δ, 3δ]×βDt×ǫD
′
t× [−
2ǫ
3 , ǫ] and similarly, those going towards
Σ(ht,u) lie in Yt[0, 2δ]× ǫDt × βD
′
t × [−ǫ,
2ǫ
3 ].
Before proving the local equivalence lemma we make some basic observations
about convex sets. A convex set S will contain all multiple trajectories of ∇ft (i.e.,
a sequence of trajectories so that the target of each is the source of the next) passing
between two critical points in St. The reason is that if a trajectory of ∇ft coming
from a critical point of ft in St passes out of St then it goes through a point in ∂St
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where ∇ft points outward (away from St) and ft ≥ bt. It has no chance to arrive
later at a point in ∂St where ∇ft points inward and ft ≤ at < bt.
Suppose that T = σ is a small simplex in B. Then this property of convex sets
implies that the subset Q of the poset P (σ) given by the critical points of f |σ in
S|σ is half closed (the intersection of an open and closed subset) provided that σ
is sufficiently small.
Combinatorially, a subset Q of a poset P is half closed if and only if x < y < z
in P with x, z ∈ Q implies that y ∈ Q. Since we are using the minimal partial
ordering, the critical points of ft in St for t fixed satisfies this property as we
explained above. However, for critical points in Q × σ ⊆ Σ(f)|σ it could happen
that
(x, t1) < (y, t1) and (y, t2) < (z, t2)
for two different points t1, t2 ∈ σ. But this would imply that ft1(y) > bt and
ft2(y) < at which will not happen if σ is chosen sufficiently small.
Definition 3.26 (local subquotient). A local subquotient of an expansion functor
ξ : simpX →Wh•(R,G)
is defined to be the expansion functor generated by a family of half closed subsets.
These are given by Q(x) ⊆ P (x) for each (x, [k]) in simpX so that the structure
morphisms
(P (y), φ(y))→ (P (x), φ(x))|y
send Q(y) onto Q(x) and so that, if one member of a collapsing pair lies in Q(y),
so does the other. (Recall that P (y) is a disjoint union of collapsing pairs x+i , x
−
i
and another set A which maps bijectively onto P (x).)
The purpose of local subquotients is to decompose the expansion functor ξ as
illustrated by the following proposition.
Proposition 3.27 (acyclic local subquotients). Suppose that ξ is an (R,G)-expansion
functor as above and Q1, · · ·Qm are families of half closed subsets of P so that
P (x) =
∐
Qi(x)
for every (x, [k]) ∈ simpX. Suppose further that the local subquotient ηi generated
by Qi is acyclic for every i. Then ξ is homotopic to a direct sum
ξ ≃
⊕
ηi.
Proof. Use the local splitting lemma (3.14). Over each simplex (x, [k]) in X the
∆k-family of chain complexes ξ(x) has a filtration with acyclic subquotients ηi(x).
Therefore, by induction on k, we can eliminate (make 0) all cross terms in the
twisted cochain φ(x). This defines a simplicial homotopy φ ≃
⊕
φi where φi is the
twisted cochain of Qi. But we also have a monomial equivalence⊕
ηi(x) = (∨Qi(x),
⊕
φi(x))→ (P (x),
⊕
φi(x)).

Proof of local equivalence lemma. By making at slightly larger and bt slightly smaller
we may assume that ft < at on At and ft > bt on Bt. Then the smooth flow gen-
erated by ∇ft translates At and Bt into compact subsets A
′
t and B
′
t of the level
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surfaces Xt = f
−1
t (at) and Yt = f
−1
t (bt). Since ∇ft points into the interior of St
along At, the set A
′
t will lie in the interior of St as will the set B
′
t.
Let V be the union over all t ∈ B of the set Vt of all points x ∈ St so that
at ≤ ft(x) ≤ bt.
Let Z = ∪t∈BZt where Zt is the set of points in Vt which are incident over Σ(ft|St).
Then V, Z are compact and
Zt ∩ Yt ⊆ B
′
t ⊆ Yt ∩ intSt.
Note that V, Z are intrinsic to S, i.e., independent of the embedding S ⊆ E. So we
can use them to construct the intrinsic subquotient functor given by S.
For every sufficiently small transverse simplex σ in B let Q+(σ) be the half-
closed subset of P+(σ) corresponding to the singularities of f |σ in S|σ. (Q+(σ)
is the set of components of Σ(f |σ) ∩ S.) For every closed subset L of Q+(σ) let
V L|σ be the subset of V |σ consisting of all points which are not incident over
Q+(σ)/L. In particular, V ∅(σ) = (S − Z)|σ. Take the total singular complex of
the pair (V |σ, V ∅|σ) together with the filtration given by the subsets V L|τ for all
faces τ of σ. We claim that this gives a filtered chain complex which is filtered
quasi-isomorphic to the total complex of the subquotient functor.
We need to compare this intrinsically defined filtered complex with the actual
subquotient functor. LetK+(σ) be the closure in P+(σ) of the set of all components
x containing elements with ft(x) < at. We also add toK
+(σ) members of collapsing
and expanded pairs whose mate is already in K+(σ). Then K+(σ) will be disjoint
from Q+(σ) and K+(σ)
∐
Q+(σ) will be closed. We also know, by Proposition 2.6,
that ft(x) < bt for every t ∈ σ and every x ∈ Σ(ft) in any component in K+(σ).
By definition of a convex set we also know that the set of all points in S|σ which
are incident over a point in the complement of Q+(σ) ∪K+(σ) is a closed subset
disjoint from Zt.
Given any closed subset L of Q+(σ) and any face τ of σ, the inclusion maps
(V L|τ, V ∅|τ)→ (EL∪K
+(σ) ∩W |τ, EK
+(σ) ∩W |τ)
≃
−→ (EL∪K
+(σ)|τ, EK
+(σ)|τ)
induce isomorphisms in homology. Here W is given by
Wt = f
−1
t (−∞, bt]
and the deformation retraction onto the intersection withW is given by the smooth
flow of −∇f . The first mapping is excisive.
By Theorem 2.14, the twisted cochain generated byQ+(σ) is intrinsically defined.
So the subquotient functor is isomorphic to the one for S′. 
If we take the construction of the intrinsically defined subquotient functor for S
applied to the main example (3.23), we get an m-fold suspension of the expansion
functor of f by the Thom isomorphism theorem (as in the case of the negative
suspension lemma 3.10).
Proposition 3.28 (subquotient functor of main example). The intrinsic cellular
chain complex functor for the convex set in Example 3.23 is the m-fold suspension
of the expansion functor for f : E → I:
C∗(h; ρ) = Σ
mC∗(f ; ρ).
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Now we discuss the second example (3.25). We will not obtain a complete
description of the subquotient functor because there is a problem with the b-d
points. The problem is that
h(x, y) = x3 + y3
is not an allowable singularity. Suspensions of these singularities occur in the second
example at the points where both f and g have b-d points.
3.6. Product formula. We are now ready to prove one of the main formulas.
Lemma 3.29 (product formula). Suppose Y is a compact smooth manifold so that
∂0E × ∂Y = ∅, i.e., either Y is closed or ∂0E is empty. Then,
τk(E × Y, ∂0E × Y ;F
′) = χ(Y )τk(E, ∂0E;F)
assuming that τk(E, ∂0E;F) is defined. Here F ′ is the pull-back of F along the
projection E × Y → E.
Remark 3.30 (definition of higher torsion). This is the key lemma that we are
using in this paper to circumvent one of the difficulties in the definition of higher
FR torsion in the relative case. The proof is the same as in [Igu02a] except that
we must be careful to avoid circular reasoning.
Proof. The assumption ∂0E × ∂Y = ∅ implies that the boundary of E × Y is a
disjoint union
∂(E × Y ) = ∂0E × Y
∐
(∂1E × Y ∪ E × ∂Y ).
Choose a Morse function g : Y → [0, n+1] so that g−1(n+1) = ∂Y with critical
points y0, y1, · · · , yn having distinct integer critical values g(yi) = i. Next, suppose
there exists a fiberwise framed function
f : (E, ∂0E)→ (I, 0)
so that f−1(1) = ∂1E. Consider the smooth function
h : E × Y → [0, n+ 2]
given by h(x, y) = f(x) + g(y).
For each t ∈ B we get a smooth function ht : Mt × Y → R with critical set
Σ(ht) = Σ(ft) × Σ(g). At each critical point (x, yi) we can rearrange the local
coordinates so that the negative quadratic terms for yi go to the beginning. This
gives h the structure of a fiberwise framed function.
Since the gradient of ht points inward along ∂0Mt × Y and outward along
∂1Mt × Y ∪Mt × ∂Y
for all t ∈ B we can modify h in a small neighborhood of ∂(E × Y ) without
introducing new critical points so that
h−1(0) = ∂0E × Y, ∂1E × Y ∪E × ∂Y ⊆ h
−1[n+ 1, n+ 2].
Then, h−1[0, i+1], i = 0, · · · , n gives a filtration of E×Y resulting in a filtration
ξ0 ⊆ ξ1 ⊆ · · · ⊆ ξn = ξ
of the family of chain complexes ξ = C∗(h;F ′). Since y0 has index 0, ξ0 ∼= C∗(f)
and, for each i, the quotient ξi/ξi−1 is isomorphic to a suspension of C∗(f ;F)
ξi/ξi−1 ∼= Σ
ind(yi)C∗(f ;F).
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By the Suspension Theorem this has torsion
τk(C(ξi/ξi−1)) = (−1)
ind(yi)τk(CC∗(f ;F)).
The lemma now follows from the Splitting Lemma
τk(E × Y, ∂0E × Y ;F
′) = τk(C(ξ)) =
∑
τk(C(ξi/ξi−1))
=
∑
(−1)ind(yi)τk(CC∗(f ;F)) = χ(Y )τk(E, ∂0E;F).
Now suppose that dimM < dimB and there is no fiberwise framed function for
(E, ∂0E). To avoid circular reasoning we cannot use the usual trick of taking the
product with an even dimensional sphere. Instead we take the product with two
spheres S2N , S2N
′
with N,N ′ very large.
Since E × S2N , E × S2N
′
have large dimensional fibers, the lemma holds for
them. Thus:
τk(E × S
2N , ∂0E × S
2N ;F ′) =
1
2
τk(E × S
2N × S2N
′
, ∂0E × S
2N × S2N
′
;F ′′′)
= τk(E × S
2N ′ , ∂0E × S
2N ′ ;F ′′).
Therefore, τk(E × S2N , ∂0E × S2N ;F ′) is independent of the choice of N as long
as N is sufficiently large. So, we can define τk(E, ∂0E;F) to be half of this:
(43) τk(E, ∂0E;F) :=
1
2
τk(E × S
2N , ∂0E × S
2N ;F ′).
The above argument shows that this equation holds whenever (E, ∂0E) admits a
fiberwise framed function.
Now we can complete the proof of the lemma (suppressing the coefficients and
the ∂0E terms from the notation).
τk(E × Y ) =
1
2
τk(E × Y × S
2N ) =
1
2
χ(Y )τk(E × S
2N ) = χ(Y )τk(E).

3.7. Transfer for coverings. A Morse function on a manifold M gives a Morse
function on any covering of M and the associated chain complexes are related by
a simple transfer formula. We use this elementary observation to explain why the
Riemann zeta function appears in the formula for the higher FR torsion invariant.
This argument is a simplification of an argument which appears in [Igu02a]. I
should thank William Hoffman and Neil Stoltzfus for helping me to clarify this idea.
Suppose that G is a finite group which acts freely on the total space E so that
the action is smooth and commutes with the projection p : E → B. Then we get
an induced bundle
EG = E/G→ B
with fiber MG = M/G. Note that E is a finite covering space of EG. If H is any
subgroup of G, then EH = E/H is also a finite covering space of EG and we have
covering maps
E → EH → EG.
Conversely, any finite connected covering X˜ → X has this form where G is the
quotient of π1X by the largest normal subgroup contained in the image of π1X˜ .
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Theorem 3.31 (transfer for coverings of E). Suppose that V is a unitary repre-
sentation of H so that π1B acts trivially on H∗(MH ;V ) ∼= H∗(MG; Ind
G
HV ). Then
τk(EG; Ind
G
HV ) = τk(EH ;V ).
Proof. Suppose first that there is a fiberwise framed function fG : EG → R. Com-
posing with the covering maps E → EH → EG we get induced fiberwise framed
functions fH : EH → R and f : E → R. The cellular chain complex C∗(f) is a
family of free CG-complexes over B and the higher torsion invariants τk(EH ;V )
are induced by
C∗(fH ;V ) = C∗(f)⊗CH V
∼= C∗(f)⊗CG CG⊗CH V
= C∗(f)⊗CG Ind
G
HV = C∗(fG; Ind
G
HV )
considered as a mapping from B into the space of acyclic chain complexes (using
the canonical cone construction). Consequently, they have the same torsion:
τk(EG; Ind
G
HV ) = τk(C∗(fG; Ind
G
HV )) = τk(C∗(fH ;V )) = τk(EH ;V ).
If the dimension of M is not large enough to admit a fiberwise framed function
we first take the product of all bundles with a large even dimensional sphere S2N .
Then there is a fiberwise framed function on EG × S2N and the above argument
tells us that
τk(EG × S
2N ; IndGHV ) = τk(EH × S
2N ;V ).
Divide by 2 to get the theorem. 
Now we specialize to cyclic groups. Let Zn = Z/n and for z any n-th root of
unity let
ρz : Zn → U(1)
be the 1-dimensional representation of Zn which sends the generator of Zn to z.
Then, by Frobenius reciprocity, we have
IndZnmZn (ρz) =
⊕
ρ|H=ρz
ρ =
⊕
ζm=z
ρζ
Consequently we have:
Corollary 3.32 (transfer for cyclic coverings).
τk(E/Zn; ρz) =
∑
ζm=z
τk(E/Znm; ρζ).
Now consider the special case whereM = S1 = U(1) and E → B is the universal
S1-bundle
EU(1)→ BU(1) = CP∞.
Then H∗(BU(1)) = Z[c] and the circle bundle EU(1)/Zm → BU(1) is classified by
a mapping
φm : BU(1)→ BU(1)
satisfying φ∗m(c) = mc (⇒ φ
∗
m(c
k) = mkck).
More generally, there is a morphism of S1-bundles:
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EU(1)/Znm −−−−→ EU(1)/Zny y
BU(1) −−−−→
φm
BU(1)
Consequently, by naturality of the higher FR torsion invariant, we have
τk(EU(1)/Znm; ρz) = m
kτk(EU(1)/Zn; ρz)
for any n-th root of unity z. Since this holds in the universal case, it holds for all
oriented S1-bundles. Combining this with the second transfer formula (3.32) we
get:
τk(E/Zs; ρz) = m
k
∑
ζm=z
τk(E/Zs; ρζ).
Here s = nm. Now we use the elementary fact that the polylogarithm function
(44) Lk+1(z) = ℜ
(
1
ik
∞∑
n=1
zn
nk+1
)
is the only smooth function on z ∈ U(1)− {1} satisfying the equation
Lk+1(z) = m
k
∑
ζm=z
Lk+1(ζ)
for all integers m. The conclusion is that
(45) τk(EU(1)/Zn; ρz) = n
kakLk+1(z)c
k
where ak is a real number depends only on k. See [Igu02a] for the missing steps in
this argument and for the proof that:
(46) ak = −
1
k!
for all k.
Theorem 3.33 (torsion of circle bundles). Let S1(λ) be the circle bundle associated
to the complex line bundle λ over B. Then
τk(S
1(λ)/Zn; ρz) = −
nk
k!
Lk+1(z)c1(λ)
k.
Taking the special case n = 1 = z we get the higher torsion of the universal
oriented S1-bundle:
(47) τ2k(EU(1)) = −
1
(2k)!
L2k+1(1)c
2k = (−1)k+1ζ(2k + 1)ch2k(γ)
where γ is the canonical complex line bundle over BU(1).
Corollary 3.34 (torsion of lens space bundles). Let S2n−1(ξ) → B be the sphere
bundle associated to a complex n-plane bundle ξ. Then
τk(S
2n−1(ξ)/Zm; ρz) = −m
kLk+1(z)chk(ξ)
where Lk+1(z) is given in (44) above.
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Proof. This is Theorem 5.7.12 in [Igu02a]. An outline of the proof goes as follows.
Using the splitting principle we may assume that ξ is a sum of line bundles
ξ = ⊕λi. This implies that the sphere bundle S2n−1(ξ) is a fiberwise join of the
circle bundles associated to the λi and
S2n−1(ξ)/Zm ∼= ∗iS
1(λi)/Zm.
Consequently, by the Splitting Lemma, we have
C∗(S
2n−1(ξ)/Zm) ∼=
⊕
i
C∗(S
1(λi)/Zm).
So,
τk(S
2n−1(ξ)/Zm; ρz) =
n∑
i=1
τk(S
1(λi)/Zm; ρz)
= −
mk
k!
Lk+1(z) = −m
kLk+1(z)chk(ξ).

3.8. More transfer formulas. Another way to do the transfer is on the base. If
π : B˜ → B
is a finite covering map then we recall that the transfer or push-down
tr = trB˜B = π∗ : H
q(B˜;A)→ Hq(B;A)
with any additive group coefficients A is defined at the chain level by
(48) 〈tr(cq), σ〉 =
∑
σ˜
〈cq, σ˜〉
for any q-cocycle cq on B˜ (with coefficients in A) and any singular q-simplex σ :
∆q → B. The sum is over all lifting σ˜ of σ to B˜.
Suppose that p : E → B˜ is a smooth bundle with ∂E = ∂0E
∐
∂1E and F is a
Hermitian coefficient system on E so that H∗(M,∂0M ;F) = 0. Then the higher
relative FR torsion of (E, ∂0E) as a bundle over both B˜ and B are defined and
related by transfer.
Theorem 3.35 (transfer for coverings of B).
τk(E, ∂0E;F)B = tr
B˜
B (τk(E, ∂0E;F)B˜).
Remark 3.36 (torsion commutes with transfer). At the cellular chain complex
level this theorem says that the torsion of the transfer is the transfer of the torsion,
i.e.,
(49) τk(tr
B˜
B (ξ)) = tr
B˜
B (τk(ξ))
where the transfer, trB˜B (ξ), of an expansion functor ξ on B˜ is the expansion functor
on B given by
(50) trB˜B(ξ)(σ) =
⊕
σ˜
ξ(σ˜).
where the direct sum is over all lifting σ˜ of σ to B˜.
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Proof. The proof is the same as that of the additivity theorem. We choose a
fiberwise framed function
f : (E, ∂0E)→ (I, 0),
taking the product of E with S2N if necessary. The cellular chain complex C∗(f ;F)
gives a (Mr(C), U(r))-expansion functor
ξ : simp B˜ →Whh•(Mr(C), U(r)).
For any small simplex σ in B, the inverse image of σ in E is a disjoint union,
E|σ =
∐
σ˜
E|σ˜,
over all liftings σ˜ of σ to B˜. Consequently, using the same function f , the resulting
expansion functor on B˜ is the transfer of ξ as given in (50). Thus it suffices to show
that transfer commutes with torsion (49).
Using the 2-index theorem (Theorem 2.22), we can deform ξ into a family of
complex matrices η parametrized by B˜. The homotopy ξ ≃ η give a homotopy
between the push-down expansion functors
ξ = trB˜B(ξ) : simpB →Wh
h
•(Mr(C), U(r))
η = trB˜B (η) : simpB →Wh
h[0,1]
• (Mr(C), U(r))
and it remains only to show that the higher torsion of η is the transfer of the higher
torsion of η.
The higher FR-torsion of ξ is given by integrating the Kamber-Tondeur form for
η plus polynomial correction terms. Both of these obviously satisfy the property
that they are additive with respect to direct sum. (They are both integrals of traces
of products of matrix 1-forms which preserve the direct sum structure of the input
matrices η.) In other words,
〈KTk(η), σ〉 =
∑
σ˜
〈KTk(η), σ˜〉
where KTk(η) is the 2k-cocycle on simpB which gives the higher FR-torsion η
∗(τk)
of (E, ∂0E;F) over B. Thus, τk(η) = trB˜B (τk(η)) at the chain level. 
Now suppose that
f : E → R
is a fiberwise framed Morse function, i.e., a fiberwise framed function without b-d
points. Then the singular set Σ = Σ(f) is a disjoint union
Σ(f) =
n∐
i=0
Σi(f)
where each Σi(f) is a finite covering space of B.
Suppose we have a smooth bundle
Y → D → E
and F is a Hermitian coefficient system over D with respect to which Y is acyclic,
i.e., H∗(Y ;F) = 0. We consider D as a bundle over B. This bundle has corners
which we can ignore since we will be enclosing the singular set of a fiberwise framed
function in a disjoint union of convex sets disjoint from the corner set.
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The transfer theorem for coverings of B (Theorem 3.35) applies to the restriction
of D to Σi = Σi(f) to give
(51) τk(D|Σ
i;F)B = tr
Σi
B (τk(D|Σ
i;F)Σi).
We claim that the alternating sum of these terms gives the higher torsion of D as
a bundle over B. This is a special case of the main theorem of this paper.
Theorem 3.37 (transfer without b-d points). Given a fiberwise framed Morse
function f : E → R, a smooth bundle D → E and Hermitian coefficient system F
over D as above, we get the following.
τk(D;F)B =
n∑
i=0
(−1)iτk(D|Σ
i;F)B.
Remark 3.38 (push-down without b-d points). By (51) this can be expressed as
τk(D;F) = p
Σ
∗ (τk(D|Σ;F)Σ)
where the push-down operator,
pΣ∗ : H
2k(Σ(f);R)→ H2k(B;R),
is given by the alternating sum of transfer maps:
pΣ∗ :=
n∑
i=0
(−1)itrΣ
i
B .
Proof. We will enclose the singular set of f in a subset T of E and find a fiberwise
framed function h on D which is locally equivalent over T to the convex set in the
main example (3.23). Then Proposition 3.28 will give us the expansion functor of
h.
Let T i ⊆ E be a tubular neighborhood of Σi = Σi(f) so that the fiber of the
projection map
π : T i → Σi
is a product of two disks, an i-disk and a twisted (n− i)-disk.
T i ∼= ǫDi × ǫDn−i(γi)
where ǫDi is the disk of radius ǫ in Ri:
ǫDi = {x ∈ Ri | ‖x‖ ≤ ǫ}
and ǫDn−i(γi) is the ǫ-disk bundle of an (n− i)-plane bundle γi over Σ
i. (γi is the
positive eigenspace bundle of D2f .)
By the parametrized Morse lemma we may assume that f |T i is given by
(52) f(x, z) = f(s)− ‖x‖2 + ‖z‖2
where s = π(z) ∈ Σi ⊆ E (assuming ǫ > 0 is sufficiently small).
Since π : T i → Σi is a bundle with contractible fibers, the smooth bundle
Y → D|T i → T i
is fiber diffeomorphic to π∗(D|Σi), i.e., we have a smooth family of diffeomorphisms
φw : Yw
≈
−→ Ys (s = π(w))
for all w ∈ T i so that φw = φs = id if w = s ∈ Σi. These diffeomorphisms give
(53) D|T is
∼= ǫDi × ǫDn−is × Ys
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Figure 2. w = (x, z) ∈ T is = π
−1(s) in E (box).
where T is = π
−1(s) and Ys = D|s is the fiber of D over s ∈ Σi.
Let g : D|Σ→ [1, 3] be a fiberwise framed function, i.e., giving a family of framed
functions
gs : (Ys, ∂Ys)→ ([1, 3], 3), s ∈ Σ
i
with critical values in [1, 2]. Then g extends to a fiberwise framed function on D|T
(T =
∐
T i) by
(54) gw = gs ◦ φw : Yw → Ys → I.
Let g : D → I be any smooth extension of g satisfying (54) for all w ∈ T .
Let h : D → R be given by
h(y) = f(w) + δg(y)
if y ∈ Yw where 0 < δ < ǫ2 is fixed. If y ∈ D|T i then, combining (52) and (54) we
have, in terms of the local coordinates (53),
h(x, z, y) = f(s)− ‖x‖2 + ‖z‖2 + δgs(y).
The fiberwise gradient of h (over B) is equal to zero (on D|T i) iff x = 0, z = 0 and
y ∈ Σ(g).
Adding the tangent vectors ∇x1, · · · ,∇xi in front of the framing vectors for g,
we obtain a framed structure on h restricted to D|T . If δ > 0 is chosen sufficiently
small then h will have no other critical points. (The gradient of f outside of T
is bounded below and the gradient of g is bounded above.) Consequently, h is
fiberwise framed with the same critical set as g:
Σ(h) = Σ(g).
For each i, the fiberwise framed function g on D|Σi gives an expansion functor
ξi : simpΣ
i →Whh•(Mr(C), U(r)),
where r is the dimension of the fibers of F . Since D|T is a convex set equivalent to
the main example (3.23), the local suspension lemma (3.28) tells us that Σi(ξi) is
a local subquotient functor of the cellular chain complex functor of h. Since Σi(ξi)
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is acyclic, we can use the local splitting lemma as in Proposition 3.27 (acyclic local
subquotients) to simplicially homotope C∗(h;F) into a local direct sum:
(55) C∗(h;F) ≃
n⊕
i=0
trΣ
i
B (Σ
i(ξi)).
Equation (55) proves the theorem since, by additivity, suspension theorem and
the “transfer commutes with torsion” formula (49), we have:
τk
(⊕
trΣ
i
B (Σ
i(ξi))
)
=
∑
trΣ
i
B (τk(Σ
i(ξi)))
=
∑
(−1)itrΣ
i
B (τk(ξi))
=
∑
(−1)itrΣ
i
B (τk(D|Σi;F)Σi).

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4. The Framing Principle
(1) Statement for Morse bundles
(2) General statement
(3) Push-down/transfer
(4) The Framing Principle
4.1. Statement for Morse bundles. We first state the Framing Principle in the
case when there is a fiberwise oriented Morse function f : E → R. In that case the
singular set Σ(f) is a finite covering space of B. It is a disjoint union of covering
spaces
Σ(f) =
∐
Σi(f).
For each i ≥ 0, we have an i-dimensional vector bundle γi over Σi(f) given by the
negative eigenspace of the second derivative of f (equal to the tangent plane to the
descending manifold).
If each of these vector bundles γi is trivial then f admits a framed structure so
it can be used to define the higher torsion of the smooth bundle E.
τ2k(E) := τ2k(C∗(f)) ∈ H
4k(B;R)
where τ2k(C∗(f)) := τ2k(C(C∗(f))) is the torsion of the canonical cone (Lemma 3.4)
of the family of chain complexes defined by f . If the bundles γi are nontrivial then
this formula must be modified.
(56) τ2k(E) = τ2k(C∗(f)) +
∑
i≥0
(−1)i+kζ(2k + 1)
(
p|Σi(f)
)
∗
(
1
2ch2k(γ
i ⊗ C)
)
where ch2k is the degree 4k component of the Chern character and(
p|Σi(f)
)
∗
: H∗(Σi(f);R)→ H∗(B;R)
is the push-down operator given by summing over the sheets of the covering:〈(
p|Σi(f)
)
∗
(c), σ
〉
=
∑
σ˜
〈c, σ˜〉 .
(A cocycle c is evaluated on a singular simplex σ in B by taking the sum of the
values of c on the liftings σ˜ of σ to Σi(f).)
Equation (56) is called the Framing Principle. Thus equation (56) says that the
Framing Principle holds for fiberwise oriented Morse functions.
The basic example of the use of the Framing Principle is the following (from
[Igu02a]). U. Bunke [Bun] had already proven the analogous statement for higher
analytic torsion.
Theorem 4.1 (torsion of sphere bundles). Let Sn−1 → E(ξ) → B be the sphere
bundle of an oriented n-plane bundle ξ over B. Then
τ2k(E(ξ)) = (−1)
k+n−1ζ(2k + 1)
(
1
2ch2k(ξ ⊗ C)
)
.
Remark 4.2 (relation to Pontrjagin classes). To express this formula in terms of
the Pontrjagin classes pi(ξ) of ξ (as in the introduction), we need to substitute
1
2ch2k(ξ ⊗ C) =
1
(2k)!
Nk(p1(ξ), p2(ξ), · · · )
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whereNk is the k-thNewton polynomial, i.e., the integer polynomial which expresses
the power sum ∑
xki
in terms of the elementary symmetric functions of xi.
Remark 4.3 (logic is reversed). This theorem is actually a lemma in the proof
of the Framing Principle. The higher torsion of oriented linear sphere bundles
is computed directly in [Igu02a] and this calculation was used there to prove a
restricted version of the Framing Principle. Thus, the following argument actually
shows that Theorem 4.1 is equivalent to the Framing Principle in the special case
of fiberwise oriented Morse functions.
Proof. Let D(ξ) be the disk bundle of ξ. Then E(ξ) = ∂D(ξ). So, Corollary 3.19
gives:
τ2k(E(ξ)) = τ2k(D(ξ))− τ2k(D(ξ), E(ξ)).
To compute τ2k(D(ξ)) we take the fiberwise Morse function f : D(ξ)→ R given by
f(x) = ‖x‖2.
This is fiberwise framed. It has a constant family of chain complexes (0 → Z → 0
on every fiber). Thus
τ2k(D(ξ)) = 0.
To compute the relative torsion τ2k(D(ξ), E(ξ)) we take the fiberwise Morse func-
tion
1− f : (D(ξ), E(ξ))→ (I, 0).
The chain complex of the fiber is again constant. However, 1 − f is not framed
since it has a critical point of index n with descending disk bundle γn = ξ. Thus
the Framing Principle (56) gives:
τ2k(D(ξ), E(ξ)) = (−1)
n+kζ(2k + 1)
(
1
2ch2k(ξ ⊗ C)
)
.
The theorem follows. 
4.2. General statement. Suppose now that f : (E, ∂0E) → (I, 0) is a fiberwise
oriented GMF. Then the singular set Σ(f) is a smooth submanifold of E. It is a
union of closed subsets
Σ(f) =
⋃
Σ
i
(f)
which intersect along the birth-death sets
Σi1(f) = Σ
i
(f) ∩ Σ
i+1
(f).
The negative eigenspace bundle γi is defined over all of Σ
i
(f) and is a subbundle
of γi+1 over Σi1(f). The complementary line bundle is the kernel of D
2(f). This has
an intrinsic orientation given by the intrinsic third derivative of f . By definition of
an oriented GMF, the orientation of γi+1 is given by the orientation of γi together
with the intrinsic orientation of the complementary line bundle.
Definition 4.4 (stable bundle). For any oriented fiberwise GMF f : (E, ∂0E) →
(I, 0) we define the stable bundle γf be the n-dimensional vector bundle over Σ(f)
(where n = dimM) given by the following clutching construction. The restriction
of γf to Σ
i
(f) is equal to γi plus a trivial n − i plane bundle spanned by vector
fields vi+1, · · · , vn. Along the birth-death set Σ
i
1(f), let vi+1 be identified with the
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Figure 3. vi rotates to ui.
positive cubic direction of the kernel of D2(f) and let vi+2, · · · , vn be identified
so that they extend continuously to Σ
i
(f) ∪ Σ
i+1
(f). Thus each vector field vj is
continuous over its domain.
Proposition 4.5 (stable + unstable). If f : (E, ∂0E, ∂1E)→ (I, 0, 1) is an oriented
fiberwise GMF so that −f is also oriented (i.e., the fibers Mt are oriented in a
coherent way), then γf ⊕ γ−f is stably isomorphic to the normal bundle of Σ(f) in
E.
Remark 4.6 (normal=vertical tangent bundle). Since Σ(f) is the transverse in-
verse image of the zero section of the vertical tangent bundle of E, the normal
bundle of Σ(f) in E is isomorphic to the restriction to Σ(f) of the vertical tangent
bundle of E.
Proof. Along the index i Morse point set Σi0(f), the normal bundle is
ν(Σi0(f)) = γ
i
f ⊕ γ
n−i
−f .
If we add a trivial n-plane bundle ǫn to ν(Σi0(f)) we get an isomorphism
φ : (γf ⊕ γ−f )|Σi
0
(f)
≈
−→ ν(Σi0(f))⊕ ǫ
n
by sending the auxiliary vectors
vi+1, vi+2, · · · , vn, v
−
n−i+1, · · · , v
−
n
to the basis vectors ei+1, · · · , en, ei, · · · , e0, respectively. If we use the notation
uj = v
−
n−j+1
then the isomorphism φ sends uj to ej and vk to ek.
Near the birth-death set Σi−11 (f) the auxiliary vectors vi and ui are identified
with ∂∂xi ∈ γ
i
f over Σ
i(f) and − ∂∂xi ∈ γ
n−i+1
−f over Σ
n−i+1(−f) = Σi−1(f), respec-
tively. (See Figure 3.)
The isomorphism φ : γf ⊕ γ−f → ν(Σ(f))⊕ ǫn can thus be defined near Σ
i−1
1 by
φ(x, y,
∑
ajuj,
∑
bkvk) = x+ y + (−ai sin θ + bi cos θ)
∂
∂xi
− sin θ cos θ
∂
∂t0
+
i−1∑
j=1
ajej + (ai cos θ + bi sin θ)ei +
n∑
k=i+1
bkek.

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If f is a fiberwise framed function then γf is a trivial bundle over Σ(f). If f is
not framed then the Framing Principle says:
(57) τ2k(E, ∂0E) = τ2k(C∗(f)) + (−1)
kζ(2k + 1)p∗
(
1
2ch2k(γf ⊗ C)
)
where the push-down operator p∗ is defined below.
4.3. Push-down/transfer. In deRham cohomology, the push-down operator
pE∗ : H
q+n(E, ∂E;R)→ Hq(B;R)
is given by integration along the fibers which must be oriented. (See, e.g., [BT82].)
Thus, if σ is a smooth q-simplex in B and ω is a closed q + n form on E which
is zero on ∂E then the value of ω on σ is just the integral of its restriction to
p−1σ ∼= σq ×Mn. It is well-known [Mor01] that this can also be given integrally as
the Gysin homomorphism:
(58) Hq+n(E, ∂E;Z)։ Eq,n∞ →֒ E
q,n
2
∼= Hq(B;Hn(M ;Z)) ∼= Hq(B;Z)
where we use the orientation of M to identify Hn(M ;Z) with Z.
Definition 4.7 (relative Euler class). The relative Euler class
eE,∂0 = e(E, ∂0E) ∈ H
n(E, ∂E;Z)
is defined to be the pull-back of the Thom class of the verical tangent bundle T vE
along any section, i.e., vertical vector field, v : E → T vE which points inward along
∂0E and outward along ∂1E. If ∂0E is empty we write eE = e(E, ∅).
The relative Euler class depends on the choice of ∂0E. For example, e(∂0E ×
I, ∂0E) = 0 but e∂0E×I = Σe∂0E where Σ is the isomorphism
Σ : Hn−1(∂0E;Z)
≈
−→ Hn(∂0E × I, ∂0E × ∂I;Z).
If we compose the Gysin homomorphism with the cup product with eE,∂0 ∈
Hn(E, ∂E;Z) we get the relative transfer homomorphism
(59) trE,∂0B : H
q(E;Z)
∪eE,∂0−−−−→ Hq+n(E, ∂E;Z)
pE
∗−−→ Hq(B;Z)
which can be expressed in terms of the usual transfer by
trE,∂0B = tr
E
B − j
∗tr∂0EB
where j : ∂0E → E is the inclusion map. The transfer does not require oriented
fibers. It is defined when the fiber is just a finite cell complex [BG75].
In the Framing Principle (57) we use the push-down operator
(60) pΣ∗ : H
q(Σ(f);R)→ Hq(B;R)
for q = 4k which can be described (for all q ≥ 0) in two ways.
The first definition is in terms of differential forms. It does not require f to
be a fiberwise oriented GMF. We only need f to be a generic smooth function
on E whose fiberwise gradient points inward along ∂0E and outward along ∂1E.
Since Σ(f) is normally oriented with codimension n, it has a dual form ηΣ which
is a closed n-form with support in a small tubular neighborhood T of Σ(f) in E
representing the Thom class of the normal bundle of Σ(f) in E. We define the
push-down operator (60) to be given on a closed q-form ω on Σ(f) by:
(61) pΣ∗ (ω) = p
E
∗ (π
∗(ω) ∧ ηΣ)
where π∗(ω) is the pull-back of ω along the projection π : T → Σ(f).
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Although (61) is in terms of differential forms it actually gives an integral oper-
ation
pΣ∗ : H
q(Σ(f);Z)→ Hq(B;Z).
To see this note that the singular set Σ(f) is the inverse image of the zero section
of the vertical tangent bundle of E under a transverse mapping ∇f which points
inward along ∂0E and outward along ∂1E. Thus the Thom class of the normal
bundle of Σ(f) in E, which is an integral class
[ηΣ] ∈ H
n(T, ∂T ;Z)
maps to the relative Euler class eE,∂0 ∈ H
n(E, ∂E;Z) under the mapping
k∗ : Hn(T, ∂T ;Z) ∼= Hn(E,E − intT ;Z)→ Hn(E, ∂E;Z)
given by excision and restriction. Thus (61) is the composition of the maps
(62) Hq(Σ(f))
π∗
−→ Hq(T )
∪[ηΣ]
−−−→ Hq+n(T, ∂T )
k∗
−→ Hq+n(E, ∂E)
pE
∗−−→ Hq(B).
Proposition 4.8 (push-down/transfer diagram). The following diagram commutes
where i∗, j∗ are restriction maps.
Hq(T ;Z) Hq+n(T, ∂T ;Z)
Hq(Σ(f);Z) Hq(E;Z) Hq+n(E, ∂E;Z)
Hq(B;Z)
✲∪[ηΣ]
❄
k∗
✟✟
✟✟
✟✯
π∗
❍❍❍❍❍❥p
Σ
∗ ❄
tr
E,∂0
B
✻
j∗
✲∪eE,∂0✛ i
∗
✟✟✟✟✟✙ p
E
∗
We now give another description of the integral push-down operator pΣ∗ in the
case when f is a fiberwise oriented GMF. Basically, it is the alternating sum of the
push-downs on Σi(f), the set of index i critical points of f .
The projection map p : E → B gives a codimension one immersion on the
birth-death set:
p : Σi1(f)→ B.
This immersion is two-sided in the sense that its normal bundle is oriented. For t
on the inside of p(Σi1(f)) the function ft has two cancelling critical points of index
i and i + 1. The outward direction is the normal direction in which these critical
points vanish. However, there is still a “ghost” of a critical point which we define to
be a lifting Ghi of an exterior immersed open collar of p(Σi1(f)) in B. This lifting
should start at the set Σi1(f) and extend outward. (See Figure 4.)
In local coordinates we have:
ft(x) = −x
2
1 − · · · − x
2
i + x
3
i+1 + t0xi+1 + x
2
i+2 + · · ·+ x
2
n
where dt0 is the outward normal direction to p(Σ
i
1(f)). For t0 < 0 we have two
critical points which converge to the birth-death point x = 0 at t0 = 0. For
0 < t0 < ǫ we take the point x = 0 to be the ghost point. The limit points (where
t0 = ǫ) form the end of the ghost set.
Let Σ̂i(f) be the union of Σ
i
(f) with the two exterior open collars Ghi and
Ghi−1:
Σ̂i(f) = Σ
i
(f) ∪Ghi ∪Ghi−1.
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Figure 4. The ghost set Ghi is attached to Σi1(f).
Then Σ̂i(f) is a topological manifold with the same dimension as B and
p : Σ̂i(f)→ B
is locally a homeomorphism. (In Figure 4, Ghi and Σi form the displayed part
of Σ̂i(f) and Ghi ∪ Σi+1 is the displayed part of Σ̂i+1(f). The ghost set Ghi is
transverse to the singular set so Σ̂i(f), Σ̂i+1(f) are not smooth manifolds.)
For any q-cocycle cq defined in a neighborhood of Σ(f) in E let p∗(c) be the q-
cocycle on B whose value on any sufficiently small (diameter < ǫ) singular simplex
σ : ∆q → B
is given by the alternating sum of the values of c on the liftings σ˜ of σ to Σ̂i(f):
(63) 〈p∗(c), σ〉 =
n∑
i=0
(−1)i
∑
σ˜
〈c, σ˜〉 .
If σ˜ : ∆q → Σ̂i(f) has image in a ghost set Ghi or Ghi−1 then it is cancelled by
another lifting to Σ̂i+1(f) or Σ̂i−1(f), respectively. Therefore, we may take the sum
in (63) over only those lifting σ˜ of σ to Σ̂i(f) whose image does not lie entirely in
the ghost set.
Proposition 4.9 (equivalence of push-downs). These two definitions (61), ( 63)
of the push-down operator (60) agree.
Remark 4.10 (orientation not needed). The integral push-down formula (63) does
not require an orientation of the fibers of E.
Proof. This is an elementary exercise. However, since it plays a crucial role in the
proof of the Framing Principle, we will go through the proof quickly.
First, we smooth out the sets Σ̂i(f) as indicated in Figure 5 so that they become
smooth manifolds locally diffeomorphic to B. We call these Σ˜i(f). Since the smooth
versions Σ˜i(f) of the topological manifolds Σ̂i(f) are vertical deformations of these
topological local sections with differences only in an arbitrarily small neighborhood
of the birth-death set of f , we may use lifting of σ to Σ˜i(f) instead of Σ̂i(f) in the
formula (63) without changing the cohomology class of p∗(c). As before, the terms
in which σ˜ lie entirely in the ghost set cancel.
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Figure 5. Smoothings of Σ̂i(f) and Σ̂i+1(f).
Now suppose that the cocycle cq in (63) is given by integration of the q-form
π∗ω in (61). Since each Σ˜i(f) is a smooth submanifold of E, it has a dual n-form
ηi which is defined in the complement of the ends of the ghost sets Gh
i and Ghi−1
and which has support in T (the tubular neighborhood of Σ(f)). This form has the
property that
(64)
∑
σ˜
〈c, σ˜〉 =
∫
σ∗E
π∗ω ∧ ηi + 〈bi, ∂σ˜〉
where bi is a q − 1 form which is equal to bi+1 on Σ˜i(f) ∩ Σ˜i+1(f).
Since the manifolds Σ˜i(f) and Σ˜i+1(f) agree near the end of Ghi, the forms ηi
and ηi+1 can be chosen to agree near the end of Gh
i. Consequently, the alternating
sum
η =
n∑
i=0
(−1)iηi
is a well-defined n-form on all of E and it has support in the tubular neighborhood
T of Σ(f). Combining (64) and (63) we get
(65) 〈p∗(c), σ〉 =
∫
σ∗E
π∗ω ∧ η + 〈b, ∂σ〉
where the value of bq−1 on a small singular q − 1 simplex τ in B is given by the
alternating sum of the values of bi on the liftings τ˜ of τ to Σ˜i(F ):
〈b, τ〉 =
n∑
i=0
(−1)i
∑
τ˜
〈bi, τ˜〉 .
The bundle map π : T → Σ(f) can be chosen to be vertical (parallel to the fibers
of E) except near the birth-death set Σ1(f). Consequently, we may choose ηΣ to be
equal to η outside a tubular neighborhood of Σ1(f). Since Σ1(f) has codimension
n+ 1, the closed n-forms ηΣ and η must differ by an exact form dα. So∫
σ∗E
π∗ω ∧ η =
∫
∆q
σ∗pE∗ (π
∗ω ∧ η) =
∫
∆q
σ∗pE∗ (π
∗ω ∧ ηΣ) + 〈a, ∂σ〉
where a is given by integrating pE∗ (π
∗ω ∧ α).
Combining this with (65) we see that the q-cocycle p∗(c) − δ(a + b) is given by
integrating the q-form pΣ∗ (ω) of (61). 
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4.4. The Framing Principle. We can now state the general Framing Principle.
Theorem 4.11 (Framing Principle). Suppose that p : E → B is a smooth bundle
with compact fiber M and F is an r-dimensional Hermitian coefficient system over
E so that either
a) π1B acts trivially on H∗(M,∂0M ;F) or
b) r = 1 and H∗(M,∂0M ;F) is π1B-upper triangular.
Suppose also that f : (E, ∂0) → (I, 0) is an oriented fiberwise GMF. Then the
higher relative FR-torsion invariants τ∗(E, ∂0E;F) of (E, ∂0E) with coefficients in
F differs from the higher torsion given by f in the following way.
τ2k(E, ∂0E;F) = τ2k(C∗(f ;F)) + r(−1)
kζ(2k + 1)pΣ∗
(
1
2ch2k(γf ⊗ C)
)
where γf is the negative eigenspace bundle over Σ(f) (Definition 4.4) and p
Σ
∗ is the
push-down operator defined in the previous section. The correction term is zero in
the other degrees:
τ2k+1(E, ∂0E;F) = τ2k+1(C∗(f ;F)).
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5. Proof of the Framing Principle
(1) Transfer theorem.
(2) Stratified deformation lemma.
(3) Proof of transfer theorem.
(4) Proof of Framing Principle.
This section contains the proof of both the general Framing Principle and the
transfer theorem for higher torsion. These theorems are closely related and have
the same proof. We will first state and prove the transfer theorem. Then we modify
the prove of the transfer theorem to give a proof of the Framing Principle.
5.1. Transfer theorem. Assume as before that p : E → B is a smooth bundle
with compact fiber M where B is a closed manifold. Then we define the transfer
trEB : H
q(E;Z)→ Hq(B;Z)
from E to B as follows. If there exists a fiberwise framed function f : E → R we
let trEB be the composition
Hq(E;Z)
i∗
−→ Hq(Σ(f);Z)
pΣ
∗−−→ Hq(B;Z)
of restriction to Σ(f) and the integral push-down operator pΣ∗ given in (63). If the
fibers of E are oriented, this is the same as the previously defined transfer map by
the push-down/transfer diagram (Proposition 4.8).
If E is not fiberwise oriented and there is no fiberwise framed function on E
then take a linear disk bundle DN → D → E where N is large enough to admit a
fiberwise framed function g : D → R and pull back the transfer from D:
Hq(E;Z) ∼= Hq(D;Z)
trDB−−→ Hq(B;Z).
To see that this is independent of the choice of D, suppose that D′ is another
linear disk bundle over E. Then g gives a fiberwise framed function on the fiber
product of D and D′ over E:
h : D ×E D
′ → R, h(x, y) = g(x) + ‖y‖2.
But Σ(h) = Σ(g) × 0 so the transfer from D to B is the pull-back of the transfer
from D×ED′ to B. By symmetry the same holds for D′ so trDB and tr
D′
B pull back
to the same mapping on Hq(E;Z).
Suppose that D is a smooth bundle over E with fiber Y . Suppose that F is a
Hermitian coefficient system on D so that H∗(Y ;F) = 0. Let F be the fiber of D
over B. Then F is also a bundle over M with fiber Y .
Y F M
Y D E
B B
✲
❄
=
✲
❄ ❄
✲ ✲
❄ ❄
✲=
Then H∗(F ;F) = 0 so both terms in the following formula are define.
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Theorem 5.1 (transfer theorem). Let τk(D;F)E ∈ H2k(E;F) denote the higher
torsion of D as a bundle over E and similarly for E replaced with B. Then
(66) τk(D;F)B = tr
E
B(τk(D;F)E).
In the special case when D is a fiber product D = E×B E′ we get the following.
Corollary 5.2 (fiber product formula). Let E′ → B be a smooth bundle with fiber
Y . Let F be a Hermitian coefficient system on E′ so that H∗(Y ;F) = 0 and let F ′
be the pull-back of F to the fiber product E ×B E′. Then
τk(E ×B E
′;F ′) = χ(M)τk(E
′;F).
Proof. By the transfer theorem we have
τk(E ×B E
′;F ′)B = tr
E
B(τk(E ×B E
′;F ′)E) = tr
E
Bp
∗(τk(E
′;F)).
Then, use the following well-known fact which follows trivially from the integral
push-down formula. 
Lemma 5.3 (transfer of pull-back). The composition
Hq(B;Z)
p∗
−→ Hq(E;Z)
trEB−−→ Hq(B;Z)
is multiplication by χ(M).
5.2. Stratified deformation lemma. The first step in the proof of the transfer
theorem is to stabilize so that we can use the Framed Function Theorem. To make
dimM > dimB we replace E with a disk bundle E′ with the corners rounded.
Then we have an isomorphism
φ∗ : H2k(E)
≈
−→ H2k(E′)
with any coefficients. Let D′ be the pull-back of D to E′. Then
trE
′
B τk(D
′;F ′)E′ = tr
E′
B φ
∗(τk(D;F)E) = tr
E
B(τk(D;F)E)
and
τk(D
′;F ′)B = τk(D;F)B
by the product formula (Lemma 3.29).
To make dimY > dimB we take the product of Y with an even dimensional
sphere. The torsion of D×S2N is twice the torsion of D over both E and B so the
transfer equation for D × S2N is equivalent to the one for D.
Now that dimM > q = dimB, there is a fiberwise framed function
f : E → R.
The fiberwise singular set Σ = Σ(f) is a smooth closed q-submanifold of E which
is stratified by index and codimension. (Birth-death points have codimension 1.
Morse points have codimension 0.) The restriction of p : E → B to Σ gives a
smooth mapping Σ→ B which is a local diffeomorphism on the codimension 0 set
and has fold singularities along the codimension 1 set Σ1 = Σ1(f). In other words,
it has the local form
(x1, x2, · · · , xq) 7→ (x
2
1, x2, · · · , xq)
where Σ1 is given by x1 = 0, Σ
i is given by x1 ≤ 0 and Σi+1 is given by x1 > 0.
By a stratified deformation of Σ over B we mean a compact q + 1 dimensional
smooth manifold W over B × I stratified by index and codimension as described
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above so that ∂0W =W |B× 0 and ∂1W =W |B× 1 are stratified closed manifolds
over B and ∂W = ∂0W
∐
∂1W .
The restriction of Y → D → E to Σ is a smooth bundle
Y → D|Σ→ Σ
which is classified by a continuous map
ψΣ : Σ→ BDiff(Y ;F)
where Diff(Y ;F) is the group of diffeomorphisms φ of Y together with an auto-
morphism φ˜ of the Hermitian coefficient system F covering φ (i.e., φ˜ : F ∼= φ∗F).
Note that ψΣ is the restriction to Σ of the mapping
ψE : E → BDiff(Y ;F)
which classifies the bundle Y → D → E. The higher torsion class τk(D;F)E is the
pull-back along ψE of the universal higher torsion class
τk ∈ H
2k(BDiff(Y ;F);R).
By a stratified deformation of the singular pair (Σ, ψΣ) we mean a stratified
deformation W of Σ as above together with a continuous mapping
ψW :W → BDiff(Y ;F)
extending ψΣ.
Lemma 5.4 (stratified deformation lemma). Both sides of the transfer formula
(66) are functions of the stratified deformation class of the singular pair (Σ, ψΣ).
Furthermore, they are both additive with respect to disjoint union of such pairs.
Remark 5.5 (Becker-Gottlieb transfer). This lemma can be interpreted as saying
that both sides of the transfer formula depend only on the homotopy class of the
mapping:
B → Q(E+)→ Q(BDiff(Y ;F)+)
where the first map B → Q(E+) is the Becker-Gottlieb transfer [BG75].
Proof. Case 1 (algebraic torsion). First consider the right hand side (RHS) of the
transfer formula (66). By definition of the transfer trEB , the RHS is given by the
push-down of the pull-back of the universal torsion class τk:
trEB(τk(D;F)E) = p
E
∗ ψ
∗
E(τk) = p
Σ
∗ ψ
∗
Σ(τk).
We call this the algebraic torsion of (Σ, ψΣ). To easily see that this is a stratified
deformation invariant, let (W,ψW ) be any stratified deformation of (Σ, ψΣ). Then
pΣ∗ ψ
∗
Σ(τk) = p
W
∗ ψ
∗
W (τk)|B × 0 = p
W
∗ ψ
∗
W (τk)|B × 1
where pW∗ : H
2k(W ;R)→ H2k(B×I;R) is given by the integral push-down formula
(after attaching an ghost set along W1). Additivity with respect to disjoint union
is obvious.
Case 2 (topological torsion). Now take the left hand side (LHS) of the transfer
formula. This side is defined topologically, using the Framed Function Theorem.
Case 2a (f is Morse). Suppose first that Σ1 is empty, i.e., f has no birth-
death singularities. Then the statement follows from Theorem 3.37. We review the
argument briefly since we need to generalize it.
We took tubular neighborhoods T i ⊆ E of the singular sets Σi(f) and con-
structed a fiberwise framed function h : D → R so that D|T i is a convex set
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Figure 6. Li (square) envelops the b-d set Σi1.
equivalent to the main example (3.23). By the local equivalence lemma (3.21), this
identifies a subquotient functor of the cellular chain complex functor for h. Since
Y is acyclic, the local splitting lemma (3.14) applies. So, C∗(h;F), whose torsion
is the LHS of (66), locally decomposes as a direct sum of subquotient functors so
it is isomorphic to the covering space push-down of the suspensions of the cellular
chain complex of the fiberwise framed function g : D|Σ→ R.
C∗(h;F) ≃
⊕
pΣ∗ (Σ
i(C∗(g|Σ
i))).
Thus, by the suspension theorem (3.8), we have
τk(D;F)B = τk(C∗(h;F)) = p
Σ
∗
(∑
(−1)iψ∗Σ(τk)
)
.
This is a stratified deformation invariant, proving the lemma (and the theorem) in
this case.
Case 2b (f has b-d points.) In this case we use two kinds of convex sets. We
envelop the b-d sets Σi1(f) in subsets L
i and the Morse points Σi0(f) in subsets T
i
as in the proof of Case 2a (Theorem 3.37). (See Figure 6.)
Let Li be a small tubular neighborhood in E of the index i birth-death set
Σi1 = Σ
i
1(f). Let π : L
i → Σi1 be the projection map. Since f is fiberwise framed
with index i along Σi1, we can choose L
i to have a twisted product structure
Li = Σi1 × J × ǫD
i ×Σi
1
ǫD(γ′)× J
where ǫDi is the i-disk of radius ǫ and ǫD(γ′) is the radius ǫ disk bundle of the
unstable bundle of f over Σi1 and J = ǫD
1 = [−ǫ, ǫ].
Then Li is a bundle over the codimension 0 immersed submanifold Σi1 × J of B
where the fiber over (t, u) ∈ Σi1 × J is
Lit,u = ǫD
i × ǫD(γ′)× J.
Using the parametrized Morse lemma we may assume that f |T is given by
ft,u(x, z, w) = ct − ‖x‖
2 + ‖z‖2 + w3 − uw.
Since dimY > q = dimΣ, there is a fiberwise framed function g : D|Σ1 → [0, 3]
which we write as a family of framed functions
gt : (Ft, ∂Ft)→ ([0, 3], 3)
HIGHER COMPLEX TORSION AND FRAMING PRINCIPLE 67
on the fibers Ft of D over t ∈ Σ1. We can assume that the critical values of gt
lie in the open interval (1, 2) for all t ∈ Σ1. We can extend gt to L =
∐
Li by
composing with the projection π : Li → Σi1. Then we can extend to a fiberwise
framed function over the entire singular set Σ = Σ(f) and then smoothly to all
t ∈ E but gt will only be framed in a small neighborhood of Σ.
The fiber of D over (t, u) ∈ Σi1 × J is
Dt,u = Yt × L
i
t,u = Yt × ǫD
i × ǫD(γ′)× J.
Thus h : D → R can be given by h = δg + f , i.e.,
ht,u(y, x, z, w) = δgt(y) + ct − ‖x‖
2 + ‖z‖2 + w3 − uw.
If δ is sufficiently small, ht,u will not have singularities outside of the D|Σ.
As in Example 3.25, we need to modify the function ht,u in a small neighborhood
of the bad set where u, x, z, w are all zero. Since we have stabilized our bundles,
we can keep x, z fixed and deform the function
ht,u(y, 0, 0, w) = δgt(y) + ct + w
3 − uw
so that it is fiberwise framed. Adding back the terms −‖x‖2 + ‖z‖2, we get a
fiberwise framed function which is locally equivalent to Example 3.25.
On the rest of the singular set Σ = Σ(f) ⊆ E we construct tubular neighborhoods
T i as in the proof of Case 2a (Theorem 3.37).
Since Y is acyclic, the expansion functor given by h locally decomposes as a
direct sum of the local subquotients. These in turn depend only on the stratified
set Σ together with the bundle D|Σ and the coefficient system F . In other words,
it depends only on the singular pair (Σ, ψΣ). A stratified deformation of this pair
carries enough information to deform the convex sets and therefore determines the
local subquotients. The lemma therefore holds. 
5.3. Proof of transfer theorem. The proof of the transfer theorem now proceeds
in three steps
a) Both sides of the transfer formula (66) are zero if ψΣ : Σ → BDiff(Y ;F)
is trivial.
b) The transfer formula holds if the ψΣ is trivial on the b-d set Σ1.
c) The singular pair (Σ, ψΣ) can be deformed by a stratified deformation to a
pair which lies in two indices i, i+ 1 and satisfies (b).
To clarify what we mean by “trivial,” we choose a base point (each one called ∗)
for every component of BDiff(Y ;F). By trivial we mean “Each component (of Σ
or Σ1) maps to the base point of the corresponding component of BDiff(Y ;F).”
The logical order of the proof of these statements is: (c),(a),(b), but we discuss
them in the order listed. So, suppose for a moment that we have already proved
(c). Then (a) follows from Lemma 5.4. The reason is that, with ψΣ trivial, both
sides of the transfer formula are functions of the stratified deformation class of Σ
which is equivalent to a mapping of B into Q(S0). Since Q(S0) is rationally trivial
(except for π0(Q(S
0)) = Z which gives the Euler characteristic of Y which must be
zero since it is acyclic), some positive integer multiple of (Σ, ∗) must be stratified
null-deformable.
To prove the statement in the last paragraph, we use (c) which says that we may
assume that Σ is in the two indices i, i+1. We view Σi,Σi+1 as positive and negative
particles, depending on the signs (−1)i, (−1)i+1. Then, Σ gives a mapping from B
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into the configuration space of positive and negative particles which are allowed to
cancel two at a time. This configuration space is known to be homotopy equivalent
to Q(S0) [Car81]. Caruso also has a short proof of the unstable version of this
statement.
Now we prove (b) assuming (a). The proof is in two steps. First, we show that
the transfer formula holds for what we call “immersed lenses.” Then, we show that
the singular pair (Σ, ψΣ) has a stratified deformation to a linear combination of
such “immersed lenses” plus a singular pair with trivial ψΣ.
Suppose that V is a compact connected q-manifold with boundary which is
immersed in the closed q-manifold B. Let ψ1, ψ2 : V → BDiff(Y ;F) be two
mappings which are trivial (map to the base point ∗ of the same component) on
∂V . Then the immersed lens
Li(V, ψ1, ψ2) = (L,ψL)
is given by letting L be the double of V (two copies glued along ∂V ) with indices
i, i+ 1 where ψL is equal to ψ1 on L
i and ψ2 on L
i+1.
Lemma 5.6 (immersed lenses). The transfer formula holds for immersed lenses.
Proof. First, consider the case when V is embedded in B. Then we can, by a
stratified deformation, eliminate all the b-d points of L. (Just double the set V ×
I ∪B× [ 12 , 1] with corners rounded.) By Theorem 3.37, the transfer formula holds.
For the general case, we use the push-down homomorphism
H2k(V, ∂V ;R)→ H2k(B;R)
given by the same formula as the transfer for covering maps (48). The algebraic and
topological torsion of the singular pair (L,ψL) are push-downs of the corresponding
torsion classes in the relative cohomology of (V, ∂V ) given by the identity embedding
V → V . Therefore, it suffices to show that the transfer formula holds for an
embedded lens in the relative case.
Now, we view the singular pair (L,ψL) over (V, ∂V ) as a mapping
V/∂V → Q(BDiff(Y ;F)+).
By changing this mapping on the base point we can eliminate the birth-death points.
This reduces us to Case 2a where the transfer formula already holds. 
To complete the proof of (b), we need the following lemma. The wording of the
lemma assumes that we are working in the abelian group generated by singular pair
with addition given by disjoint union. The additivity of both sides of the transfer
formula under disjoint union allows us to do this.
Lemma 5.7 (decomposition into lenses). Any singular pair (Σ, ψΣ) over B so that
ψΣ is constant on the b-d set Σ1 is equivalent to a linear combination of immersed
lenses and a trivial pair (where ψΣ is trivial).
Proof. The singular pair (Σ, ψΣ) will have a finite number of Morse components on
which ψΣ is nontrivial. If this number is zero then the pair is trivial. So, it suffices
to reduce this number by one by adding and deleting immersed lenses.
Let V be a component of Σi on which ψΣ is nontrivial. So
ψV = ψΣ|V : V/∂V → BDiff(Y ;F
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Figure 7. Isolate ψV in a lens.
Figure 8. Cancel the bottoms of two twisted lenses.
is essential. Then we can add a trivial immersed lens Li+1(V, ∗, ∗) (being stratified
null deformable) and cancel along a parallel copy of ∂V in the interior of V as indi-
cated in Figure 7. This isolates ψV in an immersed lens isomorphic to Li(V, ψV , ∗).
Remove this lens and replace it with a trivial lens Li(V, ∗, ∗). Then go backwards
in the deformation of Figure 7.
The end result is that Σ is unchanged and ψΣ has been trivialized on V . 
The last step (c) comes logically before (a) and (b). The proof of (c) will be in
two steps. First, we deform any singular pair (Σ, ψΣ) into two indices. Next, we
deform the singular pair so that each component of Σ1 lies in a contractible subset
of Σ. It will then follow that the map ψΣ can be changed by a homotopy so that it
is trivial on Σ1.
To deform the singular pair (Σ, ψΣ) into two indices we use “twisted lenses”
which are defined as follows. Let V be a compact q-manifold with boundary which
is immersed in B and let ψV : V → BDiff(Y ;F) be any continuous mapping.
Then the twisted lens is given by
Li(V, ψV , ψV ) = (L,ψL)
where L = Li ∪ Li+1 is the double of V and ψL : L → BDiff(Y ;F) is given by
ψV on both L
i and Li+1. In other words it is the composition of the folding map
L→ V with ψV .
It is obvious that every twisted lens is stratified null deformable. So, we can add
and delete them at will. In particular, we can add two twisted lenses Li(V, ψV , ψV )
and Li+1(V, ψV , ψV ). The bottom portion of each of these twisted lenses can be
cancelled by a stratified deformation to form a singular pair as shown in Figure 8.
Now let i be minimal so that Σi is nonempty. Let V be a component of Σi. Let
ψV = ψΣ|V . Use this to construct the singular pair in Figure 8. Then, along ∂V ,
the mappings to BDiff(Y ;F) agree so we can perform the stratified deformation
shown in Figure 9. This places V inside a new twisted lens Li(V, ψV , ψV ) which
we can eliminate. The result is that the number of components of Σi decreases by
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Figure 9. Place V in twisted lens Li and eliminate.
one. (And a new component of Σi+1 is introduced.) By induction, we can deform
the singular pair into two indices.
Assume now that Σ = Σi ∪ Σi+1. The final step in the proof of the transfer
theorem is to show that ψΣ can be trivialized on Σ1. In fact, we will arrange
for every component of Σi to be contained in a contractible subset of Σ. Since
Σ1 = ∂Σ
i, this will prove the theorem.
Choose a triangulation of Σi so that each simplex maps monomorphically into
B. Then, we will “cut apart” the set Σi by deleting a tubular neighborhood of
each simplex starting at the lowest dimension. If we let S denote what is left of
the original set Σi, then, at the end, the set S will be a disjoint union of q-disk
(q = dimB).
At each step of the deformation, a new component of Σi will be introduced
which will be contained in a q-disk disjoint from the set S. Every step of the
deformation will alter the set Σ only in an arbitrarily small neighborhood of the
set S. Consequently, the q-disks containing the new components of Σi will not be
affected.
Now we describe the deformation. The deformation is almost the same as the
one given in [Igu87] and illustrated in Figures E,F,G,H,I,J in [Igu87]. (But here we
have i+1 instead of i− 1.) Suppose first that v is vertex in the interior of S ⊆ Σi.
Then we introduce a trivial lens L over the image of v in B mapping to the point
ψΣ(v). Then L
i is a new component of Σi which is contractible. We will not touch
this set again. Instead we cancel part of Li+1 with a q-disk neighborhood of v in
S.
Suppose by induction that all internal simplices of S of dimension < m have
been removed. Let Dm be an m-disk embedded in S with boundary Sm−1 ⊆ ∂S.
Suppose for a moment that the sphere Sm−1 also bounds anm-disk ∆ in Σi+1 which
lies over the image of Dm in B. Suppose also that Dm ∪∆ forms a twisted lens,
i.e., the restrictions of ψΣ to ∆ and D
m agree if we compose with a diffeomorphism
∆ ∼= Dm. Then we can cancel ∆ with Dm eliminating this m-disk from S.
In general, we do not have such a disk ∆. We need to construct it. We take
a sphere S
′m−1 in the interior of Σi+1 which is parallel to Sm−1 and lies over the
image of Dm in B. Over that sphere, we create a “tube” T , a product of an m− 1
sphere with a trivial lens of dimension q−m+1. Then T i ∼= T i+1 ∼= Dq−m+1×Sm−1.
The mapping to BDiff(Y ;F) should agree with ψΣ|S
′m−1. Then we can cancel a
tubular neighborhood of S
′m−1 with a tubular neighborhood of the core ∗ × Sm−1
of T i. Then the new component of Σi will be equivalent to
Sm−1 × (Dq−m+1 − 12D
q−m+1).
This is shown as two shaded annuli in Figure 10.
Along the inner edge of Σ1 given by S
m−1 × 12e1 where e1 is the unit vector in
the first coordinate axis, we do surgery on this m − 1 sphere producing an m − 1
disk of points in both Σi and Σi+1. This is shown as a horizontal shaded bar in
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Figure 10. New component of Σi is shaded.
Figure 10. We extend the mapping ψΣ along this disk so that it matches ψΣ|D
m.
This gives a parallel disk ∆ as described in the previous paragraph. (∆ is shown
as a line bisecting the shaded region in Figure 10. However, it lies in Σi+1, not in
Σi.)
By construction, we can cancel ∆ with Dm. The deformation alters the original
set Σ only in a small neighborhood of Dm since half of it occurs in the set ∆ which
is newly added.
The new component of Σi lies in a set diffeomorphic to Dq−m+1 × Sm−1 with
an m-handle added, making it contractible. (In Figure 10, this contractible set
is given by adding to the shaded region the two disks of Σi+1 components with
boundary the two outer circles. Spin this about the central vertical axis to get the
case m = 2.) Thus, the deformation works in the required way, proving (c) and
thus the transfer theorem.
5.4. Proof of Framing Principle. Now we are ready to prove the Framing Prin-
ciple. Suppose that p : E → B is a smooth bundle with ∂E = ∂0E
∐
∂1E and F
is a r-dimensional Hermitian coefficient system over E so that the relative torsion
τk(E, ∂0E;F) is defined, i.e., either
(1) π1B acts trivially on H∗(M ;F) or
(2) r = 1 and H∗(M ;F) is π1B-upper triangular.
Let
f : (E, ∂0E)→ (I, 0)
be a fiberwise oriented GMF and let γf be the negative eigenspace bundle of f .
Then γf is an oriented vector bundle over Σ(f).
If γf is a stably trivial vector bundle then the cellular chain complex functor
C∗(f ;F) gives the higher FR torsion of (E, ∂0E). When γf is nontrivial the Framing
Principle (4.11) tells us the difference between C∗(f ;F) and the true higher torsion
of (E, ∂0E).
The first step in proving the Framing Principle is to stabilize the bundle γf and
the complementary bundle γ−f .
Lemma 5.8 (reduction to stable case). It suffices to prove the Framing Principle in
the case when the fibers Mt have dimension much larger than dimB and where the
singular set Σ(f) is a disjoint union of framed and unframed components where
the framed components admit a framed structure and the unframed components have
critical points of very large index and coindex.
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Proof. To do this without introducing technical complications such as corners, we
take the product with Y = S2N × S2N for N large. Then the product formula
(3.29) tells us that
τk(E × Y, ∂0 × Y ;F
′) = χ(Y )τk(E, ∂0E;F) = 4τk(E, ∂0E;F)
where F ′ is the pull back of F to E × Y . Thus it suffices to compute the higher
torsion of (E × Y, ∂0 × Y ).
Imitating the proof of the product formula, we choose a fixed Morse function
g : Y → [0, 9]
having exactly four critical points y0, y1, y2, y3 with critical values g(yi) = 3i. Thus
y0 is a minimum, y3 a maximum and y1, y2 are critical points of index 2N .
Let
h : E × Y → [0, 10]
be given by h(x, y) = f(x) + g(y). Then the critical points of h will lie over the
points yi since
Σ(h) = Σ(f)× Σ(g) ⊆
∐
E × yi.
The critical values of ht lie in the intervals (3i, 3i + 1) so 3i + 2 = 2, 5, 8 are
regular values of ht for all t ∈ B. The sets S(i) = h−1[3i− 1, 3i+2] for i = 0, 1, 2, 3
are convex. As in the proof of the product formula, the corresponding subquotient
functors are
ξi/ξi−1 ∼= Σ
ind(yi)C∗(f ;F).
Since the indices of yi are all even, the torsion of each of these subquotients is equal
to the torsion of f .
By the C1-local framed function theorem (Remark 2.5), we can approximate
h|S(i) by a fiberwise framed function for each i. Let h˜ be the fiberwise oriented
GMF which is equal to the original function h on S(1) ∪ S(2) but equal to the
fiberwise framed C1-approximation on S(0) and S(3). Then h˜ satisfies the condition
of the lemma so we may assume that the Framing Principle holds for this function.
The unframed components of the singular set Σ(h˜) lie in S(1) and S(2). Since
the indices of y1, y2 are even, the correction terms in the Framing Principle are the
same for both S(1) and S(2) as they are for f . Call this term CFP . Then the
Framing Principle for h˜ gives
(67) 4τk(E, ∂0E;F) = τk(h˜;F
′) + 2CFP .
By the Splitting Lemma (3.16) we have
τk(h˜;F
′) =
3∑
i=0
τk(h˜|S(i);F
′).
We claim that the first and last summands give twice the torsion of (E, ∂0E).
To see this, we can repeat the process above with Y = S4N and g : Y → [0, 9]
having only two critical points with critical values 0, 9. Then S(0) = h−1[0, 2] and
S(3) = h−1[8, 10] remain unchanged. So,
τk(h˜|S(0);F
′) + τk(h˜|S(3);F
′) = τk(E × S
4N , ∂0E × S
4N ;F ′)
= χ(S4N )τk(E, ∂0E;F) = 2τk(E, ∂0E;F).
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Therefore, subtracting this from both sides of (67) we get
2τk(E, ∂0E;F) = τk(h˜|S(1);F
′) + τk(h˜|S(2);F
′) + 2CFP .
However, on S(1) and S(2), h˜ is equal to h which is an even suspension of the
original function f . Consequently, it has the same torsion and we get
2τk(E, ∂0E;F) = 2τk(f ;F) + 2CFP .
Divide by 2 to get the Framing Principle. 
We now assume the conditions of the reduction lemma (5.8). The next step is
to prove the stratified deformation lemma.
Lemma 5.9 (stratified deformation lemma for FP). If we rewrite the Framing
Principle as
(68) τk(E, ∂0E;F)− τk(f ;F) = CFP
then both sides of the equation are additive stratified deformation invariants of the
singular pair (Σ(f), ψf ) where
ψf = (ψ
−
f , ψ
+
f ) : Σ(f)→ BSO ×BO
is the classifying map of the stable negative and positive eigenspace bundles (γf , γ−f )
of f . (By additive we mean additive with respect to disjoint union.)
Remark 5.10 (comparison class). The left hand side of (68) is always well defined
even though the individual terms may not be defined. This difference class is called
the comparison class. More details can be found in [Igu02a].
Suppose for a moment that the lemma holds. Then, as in the proof of the transfer
theorem (5.1), we need to verify the following. (Step (a) is unnecessary.)
b) The comparison formula holds if ψf is trivial on the b-d set Σ1.
c) The singular pair (Σ, ψf ) can be deformed by a stratified deformation to a
pair which satisfies (b).
However, both of these conditions have already been verified. The proof of the
transfer theorem shows that (c) holds for any additive stratified deformation in-
variant. The first statement (b) is the version of the Framing Principle proved in
[Igu02a] where we assumed that f was framed along Σ1(f). (This is equivalent
to ψ−f being trivial on Σ1 under the assumptions of the reduction lemma 5.8.)
Proposition 3.3 was used in that proof.
Therefore, the general Framing Principle follows from the stratified deformation
lemma above.
Proof of Lemma 5.9. Since the correction term CFP is a characteristic class of γf
on Σ, it is an invariant of the stratified deformation class of (Σ, ψf ). So, we consider
only the left hand side of the comparison formula (68).
The argument will be the same as the proof of the product formula (3.29) and
the reduction lemma. Assume that we are given a fiberwise oriented GMF
f : (E, ∂0E, ∂1E)→ (I, 0, 1)
satisfying the conditions of the reduction lemma.
Take the product of E with a circle Y = S1. Let
g : S1 → [0, 6]
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Figure 11. Two components of g−1[2 + δ3 , 2 +
2δ
3 ] ⊆ S
1 are darkened.
be a Morse function with four critical points y0, y1, y2, y3 having critical values
0, 2, 2+ δ, 6, resp., where δ will be chosen later. Then these points will be arranged
in the order y0, y2, y1, y3 around the circle as shown in Figure 11. Let
h : E × S1 → [0, 7]
be given by h(x, y) = f(x) + g(y). Then h will be a fiberwise oriented GMF. (Take
any orientation of y2, y3.)
The vertical gradient of h with respect to the product metric is given by ∇ht =
(∇ft,∇gt). Consequently,
Σ(h) = Σ(f)× {y0, y1, y2, y3}.
Since f is a fiberwise oriented GMF, so is h. Also, 32 and
11
2 are regular values of
ht for all t ∈ B so h−1[
3
2 ,
11
2 ] is a convex set.
At the good points, where f is framed, so is h. Of the points where h is not
framed we will modify the ones in E × y1. Then we claim that the resulting family
of fiberwise oriented GMF’s, h˜, has the property that h˜−1[ 32 ,
11
2 ] is convex with
acyclic subquotient functor whose torsion is the left hand side of (68). We prove
this by taking δ > 1.
We also claim that the higher torsion of h˜ is a stratified deformation invariant
of the singular pair (Σ(f), ψf ). We prove this by taking δ very small. Finally, we
show that the subquotient functor of h˜−1[ 32 ,
11
2 ] is independent of the choice of δ.
This will prove the lemma.
To prove the first assertion, take δ = 2. Then 72 will be a regular value of h˜t for
each t ∈ B. The convex set h˜−1t [
7
2 ,
11
2 ] will have subquotient functor equal to the
suspension of C∗(f) since y2 has index 1. Also the convex set h˜
−1
t [
3
2 ,
7
2 ] will have
the same torsion as the original bundle (E, ∂0E) since it is a positive suspension
of (E, ∂0E) with a fiberwise framed function by construction of h˜. Since we are
assuming that this torsion is defined, we know, by the Splitting Lemma, that
τk(h˜|h˜
−1[ 32 ,
11
2 ];F) = τk(h˜|h˜
−1[ 32 ,
7
2 ];F) + τk(h˜|h˜
−1[ 72 ,
11
2 ];F)
= τk(E, ∂0E;F)− τk(f ;F)
which is the left hand side of the comparison formula.
Next, we switch the roles of f and g. Choose tubular neighborhoods Li for the
b-d sets Σi1(f) and other neighborhoods T
i for the remaining points of Σi(f) as in
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Figure 6 in the proof of the first stratified deformation lemma (5.4). Take δ < ǫ3/3
where ǫ is the size of Li. Then Li× g−1[2− δ, 2+2δ] is a special case of the second
example of a convex set (3.25). This includes the deformation of h to h˜. We also
take tubular neighborhoods T i of what is left of Σi(f). Then T i(f)×g−1[2−δ, 2+2δ]
is a special case of the main example (3.23) of a convex set for h. The same set is
convex for h˜, giving is a special case of Example 3.24.
Let Z be the component of g−1[2 − δ, 2 + 2δ] containing y1 and y2. Then Z is
contractible, so the subquotient functors given by Li×Z and T i×Z are acyclic and
thus are locally a direct summand of the expansion functor for h˜. However, h˜ was
a fiberwise framed function given by a small deformation of h in a neighborhood of
Σ(f)× y1. Consequently, the subquotient functor given by the convex sets Li × Z
and T i×Z are stratified deformation invariants. (Since the bundles are stable, they
completely determine the fiber diffeomorphism type of the convex sets Li and T i.)
Finally, we will prove that the cellular chain complex of h˜ is independent of the
choice of δ. In fact we will show that the filtration of the bundle E × S1 given by
h˜ can be made to be independent of the choice of δ.
First we take δ small as given in the second case above. Use the standard metric
on S1 for the second case. Next we increase δ to 2 and change g so that the
derivative of g is nonzero only in the set D consisting of the two darkened region in
Figure 11. Thus D is the union of two of the components of g−1[2 + δ/3, 2+ 2δ/3].
Call the new function g˜. Since the derivative of g˜ is nowhere zero on D, we can
alter the metric on S1 so that the gradient of g˜ with respect to the new metric
is equal to the gradient of g with respect to the standard metric on S1. This has
no affect on our assumption that the metric be standard at all critical points since
these are regular points of g and thus E ×D will have no critical points of h˜.
We take the product metric on E × S1 for the function h and later deform
it so that h˜ will have critical points with standard metric. Then we deform the
metric on E ×D as indicated above. This creates two functions, call them h˜ and
h˜′ which have identical critical set and identical gradients with respect to their
corresponding metrics. The minimal partial ordering of the critical set and the
twisted cochain which give the expansion functors of h˜ and h˜′ and the subquotient
functor supported on the union of the sets Li and T i depend only on the vertical
gradient vector fields ∇h˜ and ∇h˜′. Consequently, the subquotient functors are the
same. This proves the claim, the lemma and the main theorem of this paper. 
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6. Applications of the Framing Principle
(1) Torelli group
(2) Even dimensional fibers
(3) Unoriented fibers
(4) Vertical normal disk bundle
With the new Framing Principle we can compute the higher FR torsion when
the fiber is closed and even dimensional (and the higher torsion is defined). This
extends the earlier calculation of the higher torsion for the Torelli group. We also
give a formula for the higher torsion of a bundle with even dimensional fibers with
boundary.
6.1. Torelli group. One of the main motivations for the Framing Principle was
to study the higher torsion of the Torelli group Tg. This is the group of isotopy
classes of self-diffeomorphisms φ of a closed oriented surface Σg of genus g so that
φ induces the identity on the integral homology of Σg.
It was John Klein [Kle93] who first realized that the higher torsion invariants
τ2k(Tg) for the Torelli group could be defined and he conjectured that they were
proportional to the Miller-Morita-Mumford class κ2k.
Recall that the Miller-Morita-Mumford classes ([Mum83],[Mor87],[Mil86]) for
closed oriented surface bundle E → B are the integral cohomology classes in B
given by pushing down the powers of the Euler class of the vertical tangent bundle
of E.
(69) κk(E) := p
E
∗ (e
k+1
E ) ∈ H
2k(B;Z).
For surfaces with boundary we use the Euler class eE ∈ H2(E, ∂E) to get the
punctured Miller-Morita-Mumford classes
(70) κ∂k(E) = p
E
∗ (e
k+1
E ) = p
E
∗ (c
k
1 ∪ eE) = tr
E
B(c
k
1)
where c1 ∈ H2(E) is the restriction of eE to E.
Klein’s conjecture was first proved by R. Hain, R. Penner and the author (un-
published) using Bo¨kstedt’s theorem [Bo¨k84]. In [Igu02a], fat graphs (finite graphs
with cyclic orderings of the half-edges incident to each vertex) and the Framing
Principle were used to find the proportionality constant. In order to use fat graphs,
we needed to restrict to surfaces with at least one marked point.
Theorem 6.1 (torsion of T sg ). Let T
s
g be the Torelli group of genus g surfaces with
s ≥ 1 marked points. Then
τ2k(T
s
g ) =
1
2
(−1)kζ(2k + 1)
κ2k
(2k)!
.
The version of the Framing Principle proved in [Igu02a] assumes that the fiber-
wise GMF f : E → R is framed along the birth-death set. So, in the proof of
6.1, we needed to choose f to have maxima at the marked points and minima and
saddle points on the fat graph which forms the canonical core of the complement
of the set of marked points.
With the new Framing Principle we can prove this more directly without using
fat graphs.
Theorem 6.2 (torsion of oriented surface bundles). Let Σ → E → B be a closed
oriented surface bundle so that the action of π1B on H∗(Σ,Q) is upper triangular.
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Then
τ2k(E) =
1
2
(−1)kζ(2k + 1)
κ2k(E)
(2k)!
.
Proof. This is a special case of Theorem 6.6 below. 
6.2. Even dimensional fibers. The calculation of the higher torsion for surface
bundles extends to all closed oriented even dimensional fibers. However, in order
to state the result we need a generalization of the Miller-Morita-Mumford classes.
Definition 6.3 (the integral class T2k(E)). For any smooth bundle E → B with
compact manifold fibers, let
T2k(E) = tr
E
B
(
(2k)!
2
ch2k(T
vE ⊗ C)
)
∈ H4k(B;Z)
This is an integral class by Remark 4.2.
If T vE already has a complex structure (as in the case of oriented surface bun-
dles), we have
(71)
(2k)!
2
ch2k(T
vE ⊗ C) = (2k)!ch2k(T
vE) =
∑
c1(λi)
2k.
Proposition 6.4 (T2k for surface bundles). Let Σ→ E → B be an oriented surface
bundle. Then
a) T2k(E) = κ2k(E) if Σ is closed.
b) T2k(E) = κ
∂
2k(E) if Σ has a boundary.
c) T2k+1(E) = 0 in both cases.
Proposition 6.5 (T2k for M
2n+1 oriented). If the fiber M is an oriented odd
dimensional manifold then
2T2k(E) = T2k(∂E).
Proof. First suppose thatM is a closed manifold of dimension 2n+1. Let f : E → R
be any generic smooth function. Then the fiberwise singular set Σ(f) is a normally
oriented codimension 2n+1 submanifold of E dual to the Euler class of T vE. But,
Σ(−f) = Σ(f) with the normal orientation reversed. So
eE = −eE = 0.
Now suppose that M has a boundary. Then ∇(−f) points the wrong way along
∂E so we have to “fold up” a collar neighborhood of ∂E by adding the function
g(x) + t2 where g : ∂E → R is a smooth function and t is negative the distance
to ∂E. (See the proof of Corollary 3.19 for more details.) This adds the fiberwise
singular set Σ(g) to Σ(−f). So
eE = −eE + e∂E.
The sign in front of e∂E is the sign of the second derivative of t
2. 
Let E∗ = E ×DN with the corners rounded. Then by the definition of transfer
we have
(72) T2k(E
∗) = T2k(E).
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Theorem 6.6 (torsion for M2n closed, oriented). Suppose that M2n is a closed
oriented even dimensional manifold and M → E → B is a smooth bundle where
π1B acts upper triangularly on the rational homology of M . (In particular, it
preserves the orientation of M .) Then the higher FR-torsion invariants τ2k(E) ∈
H4k(B;R) are defined and given by
τ2k(E) =
1
2
(−1)kζ(2k + 1)
1
(2k)!
T2k(E).
Proof. Suppose first that there is a fiberwise oriented GMF f : E → R. Then −f
is also a fiberwise oriented GMF on E so the Framing Principle gives us:
τ2k(E) = τ2k(C∗(f)) + (−1)
kζ(2k + 1)p∗
(
1
2ch2k(γf ⊗ C)
)
τ2k(E) = τ2k(C∗(−f)) + (−1)
kζ(2k + 1)p∗
(
1
2ch2k(γ−f ⊗ C)
)
By the involution property, τ2k(C∗(−f)) = −τ2k(C∗(f)). Consequently, the sum of
the above equations is:
2τ2k(E) = (−1)
kζ(2k + 1)p∗
(
1
2ch2k((γf ⊕ γ−f )⊗ C)
)
.
The theorem then follows from Proposition 4.5 which implies that
γf ⊕ γ−f ∼= T
vE|Σ(f)⊕ ǫ2n
and the push-down/transfer diagram ( Proposition 4.8) which says that
p∗(c|Σ(f)) = tr
E
B(c).
Now suppose that there is no fiberwise oriented GMF on E. Then we need to
stabilize by taking the fiberwise product with a large even dimensional sphere
S2N = D2N− ∪D
2N
+ .
By the framed function theorem there is a fiberwise framed function
f : E ×D2N− → (−1, 0]
taking the boundary to 0. By definition, the higher FR torsion of C∗(f) is equal to
the higher torsion of E:
τ2k(E) = τ2k(C∗(f)).
Taking −f on the upper hemisphere we get a fiberwise oriented GMF
f ∪ −f : E × S2N → R.
By the Splitting Lemma and the Suspension Theorem, the higher torsion of E×S2N
is equal to twice the higher torsion of E:
τ2k(E × S
2N ) = τ2k(E ×D
2N
− ) + τ2k(E ×D
2N
+ , ∂) = (1 + (−1)
2N )τ2k(E).
But the Framing Principle tells us that:
τ2k(E × S
2N ) = τ2k(C∗(f ∪ −f)) + (−1)
kζ(2k + 1)p∗
(
1
2ch2k(γ−f ⊗ C)
)
.
The first term is zero by the Splitting Lemma and involution property:
τ2k(C∗(f ∪ −f)) = τ2k(C∗(f)) + τ2k(C∗(−f)) = 0.
In the second term, γ−f is isomorphic to the restriction to Σ(−f) of the vertical
tangent bundle of E∗ = E ×D2N+ . Consequently,
p∗
(
1
2ch2k(γ−f ⊗ C)
)
= trE
∗
B
(
1
2ch2k(T
vE∗ ⊗ C)
)
=
1
(2k)!
T2k(E)
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by (72). Now divide both sides by 2.
τ2k(E) =
1
2
τ2k(E × S
2N ) =
1
2
(−1)kζ(2k + 1)
1
(2k)!
T2k(E).

Now suppose that the fiber M is even dimensional and oriented with boundary.
Theorem 6.7 (torsion for M2n oriented with boundary). Suppose that M2n is an
oriented even dimensional manifold and M → E → B is a smooth bundle where
the action of π1B on the rational homology of both M and ∂M is upper triangular.
Suppose also that π1B preserves the orientation of M . Then the higher FR-torsion
invariants τ2k(E) ∈ H4k(B;R) are defined and given by
τ2k(E) =
1
2
τ2k(∂E)︸ ︷︷ ︸
exotic component
+
1
2
(−1)kζ(2k + 1)
1
(2k)!
T2k(E)︸ ︷︷ ︸
tangential component
.
Remark 6.8 (exotic and tangential torsion). The two terms in the above formula
can be viewed as the exotic and tangential components of the higher FR torsion.
The tangential component is a tangential homotopy invariant. The exotic compo-
nent always comes from a bundle with odd dimensional closed fiber.
Proof. Suppose first that there is a fiberwise oriented GMF f : E → R. Then the
Framing Principle for f and −f gives us:
τ2k(E) = τ2k(C∗(f)) + (−1)
kζ(2k + 1)p∗
(
1
2ch2k(γf ⊗ C)
)
τ2k(E, ∂E) = τ2k(C∗(−f)) + (−1)
kζ(2k + 1)p∗
(
1
2ch2k(γ−f ⊗ C)
)
.
By the Splitting Lemma we always have:
τ2k(E) = τ2k(E, ∂E) + τ2k(∂E).
Adding these three equations we get:
2τ2k(E) = τ2k(∂E) + (−1)
kζ(2k + 1)p∗
(
1
2ch2k(T
vE ⊗ C)
)
and we are done. (See the proof of Theorem 6.6.)
If the function f does not exist we need to take the product with a high even
dimensional sphere S2N . This double all three terms in our theorem. 
6.3. Unoriented fibers. If the fiber M is unoriented we can pass to an oriented
disk bundle over E. Here we take an oriented 1-disk bundle.
Every unoriented manifold M has a 2-fold oriented covering M˜ whose rational
homology is equal to the sum
H∗(M˜ ;Q) ∼= H∗(M ;Q)⊕H∗(M ;Q
−)
where Q− is a suitable twisted coefficient system on M . This formula also holds
with Q replaced by R or C. If M is closed, the covering M˜ bounds a 1-dimensional
disk bundle over M which we call JM . Applying this to each fiber of a smooth
bundle E → B we get a 2-fold covering E˜ of E which forms the boundary of a disk
bundle JE.
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Lemma 6.9 (comparing E and JE). a) T2k(E) = T2k(JE).
b) τ2k(E) = τ2k(JE) if it is defined.
c) If τ2k(E) and τ2k(E;C−) are both defined then
τ2k(E˜) = τ2k(E) + τ2k(E;C
−).
Proof. (a) follows from the fact that the Pontrjagin classes of a real line bundle are
all zero. (b) is obvious. (c) is a special case of the transfer formula Theorem 3.31
since IndZ21 C = C⊕ C
−. 
Suppose that M is odd dimensional and closed. Then JE is a smooth bundle
with oriented even dimensional fibers. Consequently, its higher torsion is given by
Theorem 6.7. Using Lemma 6.9 above, this calculation can be expressed as follows.
Theorem 6.10 (torsion forM2n+1 closed, unoriented). If τ2k(E;C) and τ2k(E;C−)
are both defined then
τ2k(E;C
±) =
1
2
τ2k(E˜)±
1
2
(−1)kζ(2k + 1)
1
(2k)!
T2k(E).
If M is even dimensional, closed and unoriented, the best we can do is the
following.
Theorem 6.11 (torsion for M2n closed, unoriented).
τ2k(E) + τ2k(E;C
−) = (−1)kζ(2k + 1)
1
(2k)!
T2k(E).
Proof. By Lemma 6.9(c) and the torsion for oriented even dimensional fibers (The-
orem 6.6) we have:
τ2k(E) + τ2k(E;C
−) = τ2k(E˜) =
1
2
(−1)kζ(2k + 1)
1
(2k)!
T2k(E˜),
where
T2k(E˜) = 2T2k(JE) = 2T2k(E)
by Proposition 6.5 applied to JE and Lemma 6.9(a). 
If M has a boundary then E˜ is still a 2-fold covering of E but it forms only part
of the boundary of JE. Let J∗E be the disk bundle JE with the corners rounded.
Then the boundary of J∗E is an oriented bundle over B
∂J∗E = E˜ ∪ J∂E
with oriented closed manifold fibers ∂J∗M = M˜ ∪ J∂M . As before, we have
τ2k(E) = τ2k(J
∗E)
if the terms are defined. If M is odd dimensional then J∗E is oriented with even
dimensional fibers.
Theorem 6.12 (torsion for M2n+1 unoriented with boundary). If the fiber M of
p : E → B is odd dimensional then
τ2k(E) =
1
2
τ2k(E˜ ∪ J∂E) +
1
2
(−1)kζ(2k + 1)
1
(2k)!
T2k(J
∗E)
when all terms are defined.
For the sake of completeness, we make the following trivial observation.
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Proposition 6.13 (torsion for M2n unoriented). If M is even dimensional and
unoriented then
τ2k(E) = τ2k(JE)
assuming the terms are defined.
Remark 6.14. In all cases, the calculation of the higher torsion is reduced to the
case of an oriented odd dimensional fiber (plus the tangential homotopy invariant
T2k).
6.4. Vertical normal disk bundle. We need to generalize this to a higher dimen-
sional disk bundles. Since E is compact, we can always find a fiberwise embedding
of E into B×R2N for N sufficiently large. Choose such an embedding and let D(E)
be the unit normal disk bundle of E in B × R2N . Let S(E) be the unit normal
sphere bundle. We call D(E), S(E) the vertical normal disk bundle and the vertical
normal sphere bundle, respectively.
The vertical tangent bundle of D(E) is trivial by construction. Consequently,
T2k(D(E)) = 0.
Since D(E) has even dimensional fibers, Theorem 6.7 gives us the following.
Theorem 6.15 (torsion of D(E) for M closed, oriented). Suppose that the fiber
M is a closed oriented manifold and the action of π1B on the rational homology of
M is upper triangular. Then
τ2k(E) = τ2k(D(E)) =
1
2
τ2k(S(E)).
If M has a boundary then
∂D(E) = D(∂E) ∪ S(E)
and these two subsets meet at an angle along the set
D(∂E) ∩ S(E) = S(∂E)
whose vertical tangent bundle is stably parallelizable. Since the fibers of S(∂E) are
closed and even dimensional its higher torsion is trivial if it is defined.
Theorem 6.16 (torsion of D(E) for M oriented with boundary). Suppose that M
is oriented with boundary and the action of π1B on the rational homology of both
M and ∂M is upper triangular. Then
τ2k(E) =
1
2
τ2k(∂E) +
1
2
τ2k(S(E)).
Proof. Let D∗(E) be D(E) with the corners rounded. Then
(1) τ∗(E) = τ∗(D
∗(E)) since D(E) is a linear disk bundle over E (2.30).
(2) τ∗(D
∗(E)) = 12τ∗(∂D
∗(E)) since D∗(E) has even dimensional parallelizable
fibers (6.7).
(3) Since ∂D∗(E) = D(E)|∂E ∪ S(E), the gluing formula (3.18) gives
τ∗(∂D
∗(E)) = τ∗(D(E)|∂E) + τ∗(S(E))− τ∗(S(E)|∂E).
(4) τ∗(D(E)|∂E) = τ∗(∂E), again by (2.30).
(5) τ∗(S(E)|∂E) = 0 since S(E)|∂E is a bundle with stably parallelizable closed
even dimensional fibers (6.6).

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If we compare this with Theorem 6.7 we get:
Corollary 6.17 (torsion of S(E) for M2n oriented). Suppose that M is oriented
and even dimensional and that the action of π1B on the rational homology of both
M and ∂M is upper triangular. Then
τ2k(S(E)) = (−1)
kζ(2k + 1)
1
(2k)!
T2k(E).
Remark 6.18 (generalizing the transfer theorem). Examination of this corollary
reveals that it is a transfer formula. It says that the higher torsion of S(E) over B
is the transfer of the higher torsion of S(E) over E. However, it is not an example
of the transfer theorem since the fibers of S(E) over E (odd dimensional spheres)
are not acyclic. This suggests that the transfer theorem may hold whenever the
euler characteristic of the fiber is zero. (It does not hold otherwise.)
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