This paper reports how non-parity fundamental factors together with parity factors are correlated with exchange rate movements. Seven Latin American countries were included in this study using a selection criterion that for a pair of countries to be included, the pair must have more than 50 per cent of trade with the group chosen. The econometric methods applied are appropriate to this topic and include pooled time series regression and seemingly unrelated regression. The findings show that there is support for short and long-run effects on exchange rates from inflation and interest rates. We entered non-parity factors suggested in recent research reports as likely determinants of the exchange rates, and found four non-parity factors that are significantly correlated with exchange rates and these served as control variables in our test model. Our main result shows that both inflation and interest rates are jointly significant factors in most of the tests. The results appear to suggest that exchange rate research should include both nonparity and parity factors. Only then would the parity factor effects be identifiable as relevant to exchange rate formation.
INTRODUCTION
Purchasing Power Parity (Cassel, 1918) or PPP on inflation and International Fisher Effect or IFE (Fisher, 1930) on interest rates are two cornerstones of monetary theory that purport to explain exchange rate movements. Despite the efforts of a long list of significant research by scholars, there is still a lack of full support for the theory predicted results, especially on the inflation effect. Despite this, the theory predictions are taken as routine to explain practical policy decisions at macro and micro levels in a variety of contexts in the real world economic decision-making. (i) Does the PPP factor affect exchange rate; (ii) Does interest rate (IFE) affect exchange rate; and (iii) Do PPP and IFE hold together if controls for the recently supported non-parity factors are embedded in our tests? The model developed in this study combines the two parity theorems as well as non-parity factors widely evidenced (Ho & Ariff, 2012) as correlated with exchange rates in several closely linked trading groups.
This paper addresses the concerns of researchers expressing increasing frustration over their failures to explain exchange rate movements using parity factors (Dornbusch, 1987a; MacDonald & Taylor, 1992; Ho & Ariff, 2012) . Capital liberalization in the 1980s introduced capital movements as a key source of exchange rate instability. As a newer economic factor (Harvey, 2001) , it has not been systematically tested with data from 1990s onwards. This and other factors may be considered as potential factors in addition to inflation and interest rrates. Other factors include foreign borrowing, productivity, current account deterioration, excessive sovereign debt accumulation, capital flows, foreign currency reserves and fiscal imbalances. These have yet to be systematically used together in one single study because earlier researchers ignored trade linkages as a necessary condition. However, in selecting countries to test parity theorems, we ensured that the selected countries do in fact have intense trading links. Additional factors that are believed to affect exchange rates include economic growth, exchange rate regimes and uncontrolled monetary expansion.
Hence, we used a more refined methodology with data from the 1990s and extended the parity theorems to include non-parity factors in a fresh attempt to see if the parity conditions do significantly influence the exchange rate behavior in closely trading Latin American developing countries. We chose a group of seven developing countries trading in primary and extractive products and that form a regional grouping; there are several studies of advanced economies, but the Latin American region has yet to be studied using our model. This study takes into consideration only those trade-linked countries that conduct the majority of their trading activities with one another and belong to a trade-linked group of countries in the region. This led to the selection of Argentina, Chile, Colombia, Ecuador, Mexico, Peru and Venezuela.
Prior studies on exchange rates of pairs of countries paid no attention to the existence of any intensive trade linkages among them. The intensity of trading is a necessary criterion as the supply of and demand for a given currency translates into exchange rate changes only if it is linked to trading intensity. Hence, one should control trade intensity before testing for a relationship between exchange rate and factors affecting exchange rates. The results reported in this paper are new and should greatly amplify our current knowledge of exchange rate dynamics in developing countries similar to Malaysia, except that Malaysia does not have high inflation as experienced by the selected seven countries. This research may spur further studies to resolve the lack of evidence for parity factors in some previous studies. For example, Zubaidi and Ariff 's study (1997) rejected the PPP condition for Malaysia.
The rest of the paper is divided into four sections. A brief overview of a selection of the vast literature is given in section 2. Section 3 provides a description of the appropriate econometric methodology that applies the panel regression approach to control for errors in estimation. The findings are discussed in section 4 and the paper ends with a conclusion in section 5.
LITERATURE ON EXCHANGE RATE DETERMINANTS
The currency exchange market is the world's largest market. Spot currency transactions alone account for 38.3% (US$2 trillion) of total foreign exchange market turnover, yet models of parity conditions of inflation and interest rates explain very little of the exchange rate variations. The total trade in currencies was approximately US$5.3 trillion in 2013 compared to US 4.0 trillion in 2010, and US 3.3 trillion in 2007 − these numbers are higher than even the world's combined asset value of both bond and stock markets (see Bank for International Settlements annual reports). 1 Hence, the importance of such a market cannot be underestimated especially when determining factors that jointly contribute to exchange rate changes in a region of trade-linked countries such as Latin America, which has not been examined using recent data series. Theories have thus far established that exchange rates are determined in the long run by two parity factors, namely price differences in traded goods and interest rate differences across countries. There are many non-parity factors, e.g. productivity (Rogoff, 1999; MacDonald & Wojcik, 2003) , which have yet to be systematically incorporated into parity test models to determine whether these factors, in combination, influence exchange rate changes.
Parity Theorems
The two parity theorems of exchange rates include Purchasing Power Parity (PPP) (Cassel, 1918) as well as Interest Rate Parity (IRP) (Fisher, 1930) . Higher inflation rate in a country relative to a trading partner would lead to the currency value falling in proportion to its relative price level increases. The change in exchange rate, E, is thus a function of price differences between two trading countries, where j represents country, t represents time period, P represents prices, d is domestic and f is foreign as stated below:
PPP is considered as a basis for international comparison of income and expenditures, an efficient arbitrage condition in goods and a theory of exchange rate determination. However, PPP explains little of the variation in exchange rate, as will be explained later, despite decades of testing. The theory is premised on a simple goods market arbitrage argument that largely ignores tariffs, transportation costs, as well as other non-parity factors as important. It assumes that the common goods consumed would be ensured identical prices across countries under the law of one price. Specifying comparative prices between two countries in the short run is difficult. As parity theorems are developed as part of monetary economics, non-parity factors are often excluded from influencing the grand theory. This results in empirical literature failing to verify that PPP holds, simply because there were missing elements to the exchange rate determination. 2 Lack of evidence to support short-run equilibrium between currency and parity (especially price) factors has been widely reported. 3 The obvious lack of evidence under the floating exchange rate regime since 1973 is perhaps a motivating force that probably led Dornbusch (1976) to develop the sticky price theory. The low power of unit root tests adopted by researchers often failed to reject the null hypothesis of random walk. Froot and Rogoff (1994) , in a survey article, lamented that the theory is not a short-run relationship and that prices do not offset exchange rate swings on a monthly or even annual basis this argues for the use of low-frequency data in tests. Frankel and Rose (1996a) , using a panel of 150 countries and 45-year data claimed that the theory holds although that claim was based on implied half-life measure of PPP deviations. One useful finding from the influential paper is the suggestion of four years for the long-run relationship between prices and exchange rates. This idea was subsequently taken up by others to measure time to equilibrium (Manzur & Ariff, 1995) . Similarly, Bahmani-Oskooee, Kutan and Zhou (2009) and Ho and Ariff (2008) also found significant relationship for a group of countries using long-run data. 4 The law of one price in the goods market, when applied to financial assets, led to the Interest Rate Parity (IRP) theorem as proposed by Fisher in 1938. 5 The foreign exchange market is in equilibrium if deposits of all currencies offer the same rate of return. A rise in interest rates attracts more money flow via currency carry-trade into the country resulting in appreciation of currency in the short run, for example, the Australian currency in the period of 2008 to 2013; exchange rates should fall in the long run to restore equilibrium. The ratio of changes in exchange rate E, within a time period t, is a function of domestic interest rate i d and foreign interest rate i f .
International Fisher Effect (IFE) thus implies that relative interest rate differences give rise to exchange rate changes. The exchange rate markets anticipate interest differences as been shown by several empirical studies, thus a long-run tendency for these differences to offset exchange rate changes has been proven (unlike the PPP). 6 Are there any other any factors beside parity factors?
Non-Parity Variables
There are other variables apart from parity variables which have been shown to correlate with exchange rate movements. 7 These non-parity variables could assist in identifying potential factors aside from the two parity factors. In the past, explanation on parity gained attention because of the monetary theory focus of researchers. However, in recent years, other explanations are also sought given the conflicting empirical evidence of parity factors to explain exchange rates and the continued challenge to parity theorems.
Current and Capital Account Deterioration
Exchange rate determination has been thus far only linked to parity conditions as stated in Cassel (1918) , Keynes (1923) and Fisher (1930) . Balassa (1964) and Samuelson (1964) identified productivity as an important non-parity factor. The roles of banking and balance of payments have been introduced to explain Latin American and East Asian experiences with financial crises. The trade and capital balances are known to be most sensitive to exchange rate changes. The reversal of capital flows in the 1997/1998 Asian financial crisis and the resulting current account deficits (along with pre-existing high sovereign debt) have been shown as relevant non-parity factors in those crisis periods. Therefore, these variables should have tremendous impact on exchange rates. 8 Using Australian exchange rate data, Karfakis and Kim (1995) found that unexpected current account deficit is associated with exchange rate depreciation and a rise in interest rates. Current account deficit diminishes domestic wealth, leading to overshooting of exchange rates. A fall in the real value of currency was noted by Obstfeld and Rogoff (1995) , Engel and Flood (1985) and Dornbusch and Fisher (1980) . There has also been volatility in international capital flows into developing countries. 9 Sudden outflow of capital is a major issue as it can drastically affect exchange rates as was witnessed during several financial crises in Brazil, East Asia and Mexico. 10 Portfolio investments have increased in recent years due to greater access to capital markets via newer and more open regulations, reduced capital controls, and the overall globalization of financial services. 11 Calvo et al. (2003) blamed the fall of Argentina's currency on the country's vulnerability to sudden stops in capital flows. Kim (2000) studied four countries that faced currency crises and found that reversal of capital flows and current account deficits are significantly related to currency crises. Rivera-Batiz and Rivera-Batiz (2001) concluded that explosion of capital flows resulted in higher interest rates and a depreciation of exchange rate in the long run.
Loss of International Reserves and Excessive Foreign Currency Debt
The amount of international reserves held by the central authority is another factor affecting exchange rate determination. 12 Reserves is a means of defending a country's currency (although it creates imbalances in world economies) and of providing credibility to a currency. This suggests that reserves and the type of currency exchange regime (managed float) are likely to affect exchange rates. Changes in reserves and foreign currency debt indirectly affect the public's perception of the value of a country's currency. 13 Marini and Piersanti's (2003) study that covered Asian countries found that a rise in current and expected future budget deficits generated appreciation in exchange rates and decumulation of external assets, resulting in a currency crisis when foreign reserves fell to a critical level. Increase in capital inflows increase total reserves and real exchange rates of Latin American countries (Calvo, Leiderman & Reinhart, 1994) . Hsiao and Hsiao (2001) found a unidirectional causality from short-term external debt/international reserves ratio to exchange rates in Korea. In addition, Martinez (1999) and Frankel and Rose (1996b) studied the following factors that affect exchange rates for a large group of developing countries: level of debt, foreign direct investment, foreign interest rates, foreign reserves and growth rates.
Other Non-Parity Factors
Globalization has resulted in domestic financial markets being more integrated with international markets. The open economy's domestic interest rates tend to reflect not only domestic conditions but also international conditions such as prevailing world interest rate, after allowing for currency risk (Edwards and Khan (1985) and Ariff (1996) . Capital flows, competitive interest rates and trade competition from others lead to a defined relationship between openness and growth in some countries. 14 Karras (1999) and Papell and Theodoridis (1998) studied openness, exchange rates and prices -their evidence supported PPP in countries with less exchange rate volatility and shorter distance from other countries. Greater openness is a negative factor for currency stability according to these researchers.
Among the many models found in the literature to explain long-term deviations from theory, the most popular ones are from Balassa (1964) and Samuelson (1964) . Both argued that technological progress has historically been faster in the traded goods sector than in the non-traded goods sector. Traded goods productivity bias is more obvious in higher income countries. Froot and Rogoff (1994) and Rogoff (1999) showed that faster growing countries tend to experience exchange rate appreciation (for example, Brazil, India and China in the 2000s) relative to their slower growing counterparties. Canzoneri, Cumby and Diba (1999) found that when the relative productivity of traded goods grew more rapidly in Italy and Japan than in Germany, both the lira and the yen 12 Korea's usable reserves fell from US 28 billion to a mere US 6 billion when their currency went on a free fall in December 1997 (Aizenman and Marion, 2002) . Brazil's reserves fell from US$75 billion to less than half of that before the currency collapsed in 1998 (Dornbusch and Fisher, 2003 Karras and Song (1996) investigated 24 OECD countries with data over thirty years and found a positive relationship between output volatility, economy's trade openness and exchange rate flexibility. appreciated in real terms against the Deutschemark. Productivity has been shown to have an effect on long-run real exchange rate movements (Ho & Ariff, 2009b; Chinn, 2000; Cheung, Chinn & Pascual, 2003) . MacDonald and Wojcik's (2003) study of European Union (EU) accession countries showed that productivity as well as private and government consumption significantly affects exchange rate. Edwards and Savastano (1999) and Bailey, Millard and Wells (2001) found that increased labour productivity in the US resulted in the current account deficit that are financed by large capital inflows, which leads to the appreciation of the dollar.
Since the breakdown of the fixed Bretton Woods exchange rate system, volatility has drastically increased to levels that are beyond that can be explained by parity and possibly also other factors. 15 Grilli and Kaminsky (1991) concluded that real exchange rate changed substantially across historical periods but not necessarily across exchange rate regimes. Calvo and Reinhart's (2002) study of 30 countries found that moderate to large exchange rate fluctuations are very rare in managed float systems. Other studies found similar results: Moosa and Al-Loughani (2003) and Edwards (2002) explained that super-fixed regimes were highly inflexible and inhibited the adjustment process.
DATA, METHODOLOGY AND SUMMARY STATISTICS

Data
The exchange rate data used in this study were the US dollar rates against the Latin American countries; the foreign units were measured at the end of observation periods, not as averages, as is the usual practice in financial research. The International Financial Statistics (IFS) CD-ROM is the major source of these data. We looked at seven countries with 15-year data period from 1991-2005. We grouped the data series using quarterly data series, one-year observations, two-year observations and three-year interval data. This enabled the test to be extended from short-run to long-run behavior. There were 420 quarterly data for 60 quarters in 7 countries. Price variables include Consumer Price Index (CPI) of individual countries. Money market rates such as Treasury bill yields were used to determine the interest differentials between countries. Changes in exchange rates, prices and interest differentials were calculated as natural logarithm. The sample in this study included seven countries in the Latin American region: Argentina, Chile, Colombia, Ecuador, Mexico, Peru and Venezuela. These countries were chosen for the high level of inter-group trade among them in the Latin American region and the availability of data for these nations over a sufficient length of time, i.e. approximately 15 years and spanning over two business cycles.
Parity Variables
Consumer Price Index (CPI) measures the price of a basket of goods available in each country. Wholesale Price Index (WPI) measures the wholesale price of a basket of the country's goods. Researchers have used either or both variables, preferring to use the CPI since data on CPI are more readily available for developing countries. WPI is a better proxy when countries engage in market intervention to gain advantages in trade. However, WPI is not available for earlier periods and also for many countries, thus we used WPI where available.
Since the entered value is the first difference of the series expressed as log change, the magnitude of the differences between WPI and CPI are minute, so it should not seriously affect the measurement of parameters. The proxy for interest parity factor was the marketclearing domestic short-term money market interest rate of the respective country. The US short-term Treasury bill rate was the foreign interest rate used for interest rate computation. The domestic to foreign interest rate ratio was used to set up the interest rate difference across each pair of countries.
Non-Parity Variables
The non-parity variables included trade (Trade) from imports and exports of goods, current account balance (Cur), balance of payments (BOP) from overall balance in current accounts, and capital flows including both inflows and outflows of foreign direct investment (FDI) 16 . Also, portfolio investment (Pt) is the inflow of capital, total reserves (TRes) is the foreign reserves and foreign debt (FD) is the amount of international debt. Monetary data were taken as broader money (M2) which includes both money and quasi-money. Growth rate (Prodty) was measured by change in Gross Domestic Product (GDP) per capita. A summary of variable definitions and their expected signs are found in Table 1 . TRes/M Total Reserves/Total Import -8.
FD/GDP Foreign Debt/GDP + 9.
InFDI/GDP Inflows of Foreign Direct Investment/ GDP - 16 The variables were entered after testing to ensure that the variables are stationary by using first differencing. Inflation variance factor tests were done to ensure that the factors entered are not multicollinear. Further, to keep in line with prior studies, we used the total values rather than net values of variables such as the trade variables. The set of dummy variables includes exchange regimes which were grouped into three categories: free-float, exchange band/managed and fixed regime. Trade openness was measured by total trade (TTrade), that is, the sum of total imports and exports as a proportion of GDP. Data were sourced from DataStream, World Bank as well as the Central Banks and Statistical Departments of each individual country. The independent variables were categorized into parity and non-parity variables.
Methodology
Pooled Data Panel Model: Seemingly unrelated regression (SUR) and fixed effect (FE) pooled data model (as verified by the Hausman test) were applied as the appropriate methods. SUR allows cross-sectional variations in the data set, and thus would yield robust estimates accordingly (Zellner, 1962) .
Instead of estimating the equation in one cross section at a time as has been the main approach in the past, we tested a system of equations using seven countries to set up the joint SUR. Cross-sectional tests would be wasteful as it would leave out information in the data set and introduce errors via one of the error terms in the data series. SUR is estimated using generalized least squares algorithm. Since the SUR technique utilizes information on the correlation between the error terms, the resulting estimates are more precise than estimates from least squares − it also yields lower standard errors and higher R .
More recent studies have also concentrated on longitudinal data sets. Such data sets are more oriented toward cross-sectional analyses. Panel data as used in this study provide a richer environment for the development of estimation techniques with robust test results. By using time series cross-sectional data to overcome deficiencies that could not be handled in either cross section or time series settings alone, our method leads to best estimates by allowing cross-sectional variation or heterogeneity to affect parameter estimation, so the resulting estimates are robust. This study applied the fixed effect approach (using the usual Hausman test to make the choice) because it permits the constant term to be the countryspecific variations in the regression as stated in Greene (2003) . The random effect model was found by our tests to be inappropriate. This study also assumes that the issue of ambiguous relationship may be minimized through the use of instrumental variables regression. The Hausman (1978) test statistics proposed by Davidson and MacKinnon (1993) for endogeneity were applied.
The regressions between non-parity and parity factors and the exchange rates were carried out by estimating the pooled regression parameters in the model that follows:
The subscript j represents a country in the sample. The fixed effect approach allows the constant term to vary from one cross section unit to another. This helps to control for unobserved components of country heterogeneity that may in fact drive both exchange rates and other country characteristics included in the regressions. The time subscript is t which denotes the number of time periods; we used different intervals of time from quarterly to yearly and two-year intervals as separate regressions in order to derive results that are increasingly less affected by white noise. The test period is from 1991 to 2005; hence, with annual observations at the end of each year, there are 15 annual observations − 60 quarterly observations for each country (we used 7 countries, so total observations in a pooled setting is 420).
Our preliminary tests on multicollinearity and stationarity are presented within the methodology section. The results section includes the main findings. Nonstationarity of time series data, multicollinearity among criterion factors, autocorrelation and heteroscedasticity are common problems faced in cross-sectional and time series. Multicollinearity reduces any single independent variable's predictive power to the extent that it is associated with another independent variable. We tested this using ariance Inflation Factor ( IF) which reflects how the variance of an estimator is inflated by the presence of multicollinearity (Hair, Anderson, Tatham & Black, 1998) , as shown in Table 2 . ariables with larger IF values or low tolerance levels were excluded; alternatively, highly collinear variables may be joined in some transformation of the series. Note: IF values of more than 10 would show significant multicollinearity.
The normality of all the variables were tested to ensure multivariate normality and this is further ensured by specifying the variables in natural logarithms, while the stationarity of the series was tested using Augmented Dickey-Fuller (ADF) unit root test and Kwiatkowski, Philips, Schmidt and Shin (KPSS) Test, as reported in Table 3 . As indicated earlier, we used the SUR and fixed effect model with 7 countries and 15 years of data, so there were 105 annual observations, i.e. 420 quarterly observations. Unit root testing showed that the variables are stationary. The presence of heteroscedasticity was detected by White's test using Eviews software. To ensure that the assumption of constant variance was not violated, the heteroscedasticity and autocorrelation problems were tested and corrected. For the ADF tests, the unit root null is rejected if the value of the ADF t-statistic is less than the critical value. For the KPSS tests, the null of stationarity is rejected if the value of the KPSS statistic is greater than the critical value. , and denote statistical significance at 10, 5 and 1% level. The critical values for the ADF tests are from MacKinnon (1991). Table 4 shows the summary of analysis of quarterly data series (high frequency) and oneto three-year interval series (low frequency). The coefficient for price parity is statistically significant, and has the expected sign in quarterly and one-year interval series. The coefficients for inflation are all significant at or better than 0.05 levels. The coefficients range from 0.012 (quarterly data) to 0.956 (two-year interval) in all regressions except in the three-year interval. Price parity holds in the short run with quarterly data. This result is consistent with the sticky price hypothesis, which suggests that primary-producing countries in our sample would have shorter time to equilibrium than developed countries with high value-added products in their trade (Manzur & Ariff, 1995; Ho & Ariff, 2012) . After taking into account individual country effects in the fixed effect model, the price parity factor appears to hold for this region even in the short period (see results using quarterly series), a surprising evidence supporting the PPP. This shows that price changes are closely monitored by traders, so the exchange rates are very responsive to price changes in these countries which face exceptionally high inflation.
NON-PARITY FACTORS AND EXCHANGE RATES
Next, interest parity also holds in this region − the coefficients from quarterly data series are not significant but the coefficients from annual data series are significant (3.357 SUR; 3.564 pooled regression). The interest rate is also significant in the pooled regression with two-year data series (10.812: pooled regression) . All other coefficients, though having the correct signs, are not significant. Given the high inflation in the countries included in our test, interest rates averaged very high during the test period. Thus, we have moderate support for both inflation and interest rate as being significantly correlated with exchange rates of these closely trading countries. This is a positive indication that parity factors do indeed determine the exchange rate movements.
The non-parity factors are included as control variables, therefore, our aim is to control the effects of these non-parity factors in the hope that it will enable us to reveal if the parity factors hold in the data set. We do not expect every one of these factors to be significant in all our regressions. In prior studies (Ho & Ariff, 2012) , only some of the non-parity factors were found to be correlated with exchange rates while a large number of the 12 non-parity factors were not expected to be significant.
The set of non-parity factors found to be significant in our prior studies are growth rates, monetary expansion and trade openness. Findings from SUR and fixed effect models may help to identify foreign direct investment outflows and regime shifts (quarterly intervals) which are inversely related to changes in domestic exchange rates. Increase in the outflow of capital reduces foreign reserves, and consequently, domestic currency value would decline. When exchange rate regimes become more flexible, the domestic currency value falls, indicating turbulent times when exchange rates generally slide downwards. This is consistent with the theoretical understanding that when these countries allow the exchange rate to be determined through much more open market mechanisms, it is also the time when authorities are not able to defend them anymore, resulting in a crisis. Sweden, when it pulled out of the Euro currency and then floated its currency (Krona), was unable to defend its currency when a crisis occurred in 1994.
We now look at the overall results of non-parity factors. Trade and portfolio flows, accumulation of reserves, government foreign borrowings and exchange rate regime are significant determinants of exchange rates in the long run using two-year interval data series. It is not surprising since these factors are long-run factors. Developing countries depend heavily on international trade, and the coefficient for trade is statistically significant (t-statistic of -4.48 at two-year intervals) with expected signs. Currency value is improved when trade balance improves, resulting in improvement in foreign reserves. Portfolio investment inflow is positively correlated with domestic currency value and is statistically significant in the twoyear interval tests (t-ratio of -4.63).
Accumulation of foreign reserves strengthens currency. It is statistically significant in the two-year interval tests (with t-statistic of -2.26). Excessive foreign borrowing is inversely related to domestic exchange rates -the coefficient is statistically significant. The coefficient for exchange regime is statistically significant (with t-ratio of 4.64), again signaling the eventual inability of governments to defend their exchange rates under crisis situation and thus, allowing currencies to float to determine their own values.
Surprisingly, the GDP growth rate is not a significant determinant of exchange rates in the long term for this group of developing countries. The other non-parity fundamentals such as trade openness and monetary expansion are not significant in Latin America. The adjusted R-squared values for the models range from as low as 70.03% to 90.26%, indicating that more than 70% of changes in exchange rates can be explained by factors included in these models. The F-ratios of these results are significantly low, indicating good overall model fit. The primary findings show that the inflation and interest rate factors (parity factors) hold in all regressions except the three-year interval data. This strongly supports the parity factors for the Latin American region. While most of the non-parity control factors are not significant, it appears that these factors are significantly correlated with the exchange rates.
Overall, compared with the findings of published studies for these developing countries, our results show support for the relevance of parity factors and certain non-parity factors to exchange rate changes in the tested countries.
In summary, parity fundamentals are important determinants of exchange rates in this region of Latin American developing countries. Non-parity fundamentals such as trade and capital flows, accumulation of reserves, government foreign borrowing and exchange rate regime are found to be significant in some of the test runs as long-term factors affecting exchange rates. Most of the non-parity factors are not significant, and these were entered as control variables. The inclusion of non-parity factors in our econometric model has helped us to obtain results that show parity and interest parity factors are significant determinants of exchange rate movements. This helps to provide evidence that support the relevance of price levels as an important factor, which have not been evidenced in prior studies.
CONCLUSION
The exchange rate behavior of seven trade-linked developing economies in Latin America were examined in this research paper. This paper considers the extent to which parity factors affect exchange rates while using non-parity factors as control variables. We applied an improved methodology so that the tests over the period are reliable. The emerging economies of Latin America show that non-parity fundamentals such as (1) accumulation of reserves, (2) trade balance, (3) sovereign debt and (4) capital flows are very important drivers of currency movements. The study also found in contrast to earlier reports, that price and interest parity factors appear to hold in the short run as well as in the long run.
Our findings have important implications. Firstly, in terms of support for the relevance of parity factors, we find evidence that inflation and interest rates are two significant variables in the determination of exchange rates for the Latin American region. This means that for monetary stability to be established, the regulators would have to pay close attention to managing these two factors carefully to stabilize the path of the exchange rates. In addition, we also found that some long-term non-parity factors are structurally important determinants of the exchange rates, among them, trade balance, foreign borrowing and capital flows. These factors work in the long run. Thus, in drafting exchange rate stabilization policies for these countries, addressing how sovereign borrowing levels could be brought down and how trade terms could be improved should be carefully analyzed. While there is support for parity factors as being significant to the exchange rates of these countries, it is also true that there are a few long-term non-parity factors that require careful management to stabilize the exchange rates in this region.
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