High performance control systems (HPCS), including semiactive, active, and hybrid damping systems, are effective solutions to increase structural performance versus multihazard excitations. However, the implementation of HPCS within structural systems is still in its infancy, because of the complexity in designing a robust closed-loop control system that can ensure reliable and high mitigation performance. To overcome this challenge, a new type of controller with high adaptive capabilities is proposed. The control algorithm is based on real-time embedding of measurements to minimally represent the essential dynamics of the controlled system, therefore providing adaptive input space capabilities. This type of controller is termed an input-space dependent controller. In this paper, a specialized case of input-space dependent controller is investigated, where the embedding dimension is fixed, but the time delay used in the construction of the embedding varies with time. This constitutes a variable multidelay controller (VMDC), which includes an algorithm enabling the online selection of a time delay based on information theory. Here, optimal time delay selection is first studied and its applicability of the VMDC algorithm demonstrated. Numerical simulations are conducted on a single-degree-of-freedom (SDOF) system to study the performance of the VMDC versus different control strategies. Results show a significant gain in performance from the inclusion of an adaptive input space, and that the algorithm was robust with respect to noise. Simulations also demonstrate that critical gains in performance could be obtained from added knowledge in the system's dynamics by comparing mitigation results with a linear quadratic regulator (LQR) controller. Additional simulations are conducted on a three degrees-of-freedom (3DOF) system, which consists of a model structure equipped with an actuator and subjected to nonsimultaneous multihazards. Results show enhanced mitigation performance of the VMDC versus LQR strategies when using limited-state feedback, validating the capability of the controller at mitigating vibrations based on limited knowledge and limited measurements, and thus its promise at multihazard applications. 
trol (Van Helvoort et al. 2007) , and fuzzy controllers (Li et al. 2012) .
48
Of particular interest are DDCs based on time delay observation feedback in the form
where u is the control force varying as a function of time t, y is an observation or input, τ is the time delay, d is the parameter τ. Consider an SDOF system of the form 89 mẍ(t) + cẋ(t) + kx(t) = f (t) + u(t)
where m, c and k are the system's mass, damping and stiffness, respectively, x(t) is the displacement, u(t) is the 90 control force from Eq. (1), f (t) is an external excitation and the dot denotes the time derivative. For simplicity, take 91 the observation feedback y(t) (Eq. (1)) as equal to the displacement state x(t). The Embedding Theorem states that 92 the topological space of unknown system can be reconstructed from a properly built delay vector ν * using limited 93 observations y(t), where ν * , contains the essential dynamics of the system. It is hypothesized that ν * can be used as an 94 optimized input space to the DDC, because it constitutes a good representation of the system under control, resulting 95 in an efficient representation for the controller.
96
The analytical solution for an SDOF system subjected to a harmonic forcing and controlled with a fixed time delay
97
and constant d = 2 is first derived in the next subsection. The fixed embedding dimension d = 2 is used since it is 98 sufficient to embed the system's response when subjected to harmonic loading (Kennel et al. 1992 ). The objective is 99 to seek the optimal time delay τ * that can provide the best performance for the SDOF system. After, a new method for 100 selecting τ * based on information theory is proposed, and its analytical solution for a harmonic excitation is derived 101 and compared.
102
Optimal Time Delay -SDOF Analytical Solution
103
Consider the following control rule in the SDOF from Eq. (2):
where g 1 and g 2 are control gains. Taking the transformations ρ g1 = g 1 /k and ρ g2 = g 2 /k:
where ξ = c 2mω n and ω n = k/m are the fundamental damping ratio and natural frequency of the system, respectively.
106
The harmonic excitation f (t) in Eq. (4) has the form 107 f (t) =f sin(Ωt)
where Ω andf are the frequency and magnitude of the harmonic excitation, respectively. The vibration response of the SDOF system can be expressed in the form 109 x(t) = A sin(Ωt) + B cos(Ωt)
with      −AΩ 2 − 2ξ ω n ΩB + ω 2 n A + ρ g1 ω 2 n A + ρ g2 ω 2 n (A cos τΩ + B sin τΩ) =f m −BΩ 2 + 2ξ ω n ΩA + ω 2 n B + ρ g1 ω 2 n B + ρ g2 ω 2 n (B cos τΩ − A sin τΩ) = 0
A transfer function H = |max(x(t)) · k/f | can be obtained by solving A and B in Eq. (7) and substituting back in
111
Eq. (6) 112
The transfer function H versus ρ = Ω/ω n under various values of ρ τ , where ρ τ = τ/T , is plotted in Fig. 1 . The
113
figure is produced taking ρ g1 = 2 and ρ g2 = −1, and ρ τ ≤ 0. 
The optimal time delay for a harmonic excitation of different frequencies can be obtained by comparing values of
118
H with various time delay ratio ρ τ . However, a stability analysis needs first to be conducted to bound ρ τ , ρ g1 , and ρ g2 .
119

Stability Analysis
120
To conduct the stability analysis, the homogeneous solution for Eq. (6) is expressed in the form x(t) =xe λt , where 121x is an amplitude, yielding the characteristic equation
The last exponential term can be expressed by the a power series
Two complex roots λ R ± λ I i of λ can be estimated as
Stability requires λ R < 0, which gives an expression for ρ g2
Also, if λ has two real numbers as roots, the imaginary part vanishes and λ becomes
The maximum root of λ must be negative for λ < 0, yielding
The stability criterions for control gains g 1 and g 2 can be established based on Eqs. (14) and (16). In addition, the 129 exponential term in Eq. (10) can be expanded to investigate the stability of τ in terms of ρ g1 and ρ g2
which yields a third degree polynomial in λ
A stability plot under various feedback coefficients (ρ g1 = 1 and ρ g2 = {−0.1, −0.2, −0.3, −0.4, −0.5}) is gener-132 ated using Eq. (18), shown in Fig. 2 . The SDOF system has a natural period T = 2 sec and a fundamental damping 133 ratio ξ = 2% typical of a civil structure. Specific values for ρ g1 and ρ g2 were selected to meet stability criterions from moves from the left half-plane to the right half-plane as time delay τ increases. The maximum time delay for various ρ g2 corresponds to λ R = 0 or λ = λ I i. Substituting for λ in Eq. (10) leads to
Eq. (19) is satisfied when the real and imaginary terms vanish:
The roots of Eq.(21) are given by
A stability condition independent on time delay can be obtained from Eq. (21). Such stability is guaranteed if λ I 141 has complex roots or the solution for λ has no imaginary part. This occurs when
In the delay dependent region, only the two positive roots of λ I need to be investigated because the maximum 
Figure 3 plots τ| max versus ρ g2 for T n = 2 s ,ξ = 2% under various values of ρ g1 . Values for ρ g1 and ρ g2 are selected
146
to meet the stability criterions on control gains. Results show that τ| max decreases as ρ g1 increases, and varying ρ g2 147 will influence τ| max .
148
In summary, three stability conditions can be established:
The optimal time delay τ * can be calculated as a function of ρ by combining the stability conditions and H function 153 results (Fig. 1) . The optimal time delay ratio ρ τ * under different frequency inputs for ρ g1 = 2 and ρ g2 = −1 is plotted in 154 Fig. 4 . The value of τ * is bounded by the stability condition limit (red line; ρ τ * = τ| max /T ) until it reaches the optimal 155 value obtained from H function results (black dashed line, ρ τ * = τ * /T ). Once the excitation ratio ρ is higher than the 156 critical frequency ratio ρ cr (Eq. 9), no time delay (blue dashed-dotted line, ρ τ * = 0) yields the best performance.
157
Optimal Time Delay -Information Theory
158
The procedure to select τ * in the proposed VMDC is to conduct the mutual information (MI) test (Fraser and
159
Swinney 1986) based on Shannon's information theory. The MI test is used to measure the level of relevant information 160 from the past observations contained in the current observations. Take two sets of measurements f 1 and f 2 . The MI
161
between f 1 and f 2 can be expressed as sub-optimal performance for ρ > ρ cr because ρ cr is assumed to be unknown. To ensure stability and produce bet-
171
ter control performance when ρ > ρ cr , the control gains G is allowed to be adaptive. In the upcoming subsection,
172
the adaptive rule for the control gains is first derived, and the following subsection will present the online sequential 173 adaptive algorithm of the VMDC.
174
The back-propagation rule is used for adaptive control gains, where stability of system can be ensured using
176
Lyapunov theory. The state-space representation of Eq. (2) is written
with:
where X is state vector and u = G T ν is control input (Eq. (1)) with adaptive gain G ∈ R 2×1 , the observation y(t) = x(t)
180
Take the following sliding surface s (Slotine et al. 1991)
where
is a user-defined weight matrix with λ being a strictly positive constant, e is the error 182 between the actual state X and the desired state X d taken as X d = 0, and consider the following Lyapunov function
where Γ = γI is positive definite diagonal matrix with equal weights γ representing the adaptation weights, and the 184 tilde denotes the error between the desired and actual values (
The time derivativeV is given by
Substituting the following adaptation rule in Eq. (29)
results the expression
whereB u is an estimation of vector B u , with B u comprising knowledge of mass parameters only, which estimation (31) is overall negative definite, and the state X will converge to 0.
193
Lastly, the discrete form of the adaptation rule (Eq. (30) is written
Adaptive Time Delay 
where t 0 is the start time of the ith time interval, and η 1 and η 2 are constants with η 2 representing the width of the 202 transition region. The adaptive time delay τ(t) is taken as
where τ * i−1 and τ * i are the computed optimal time delays at corresponding time intervals i − 1 and i, respectively, and 
Construct ν(t).
212
6. Calculate the sliding surface error s (Eq. 27) and adapt G using Eq. (32).
213
7. Compute the output u(t) = G T (t)ν(t).
214
Note that step 2 is conducted by classifying the last n observations into a pre-defined number of bins MI bin . In 215 previous work (Laflamme et al. 2012a; Cao and Laflamme 2016a) , the authors showed that the MI test could be 216 applied in real-time provided that the search space for τ was limited over
unrealistically large. Here, the search space is taken over the last n observations.
218
PARAMETRIC STUDY
219
This section conducts parametric studies to demonstrate the performance of the proposed VMDC. Numerical 220 simulations are conducted on the SDOF system schematized in Fig. 5 subjected to a harmonic excitation f (t) = 221f sin(Ωt), and equipped with an ideal actuator (e.g., no delay) providing a force u(t) bounded by u max . 
The effects of the observation size n (e.g., step size for the MI tests) on the performance of the VMDC is first 227 investigated. The SDOF system (Fig. 5) is subjected to two different harmonic excitations: 1) Ω = 0.5ω n , which is 228 a frequency located in the zone governed by stability bounds on ρ τ ; and 2) Ω = 2ω n , which is a zone of sub-optimal frequency excitation (Ω = 0.5ω n ) and a higher frequency excitation (Ω = 2ω n ), respectively. For Ω = 0.5ω n , n = 1000 241 provides the best performance, as expected from Fig. 6 , and both n = 500 and n = 2000 lead to more chattering after 242 7 s. For Ω = 2ω n , n = 500 outperforms other strategies, also as expected, and this performance is attributed to the 243 adaptation of ρ τ occurring rapidly, as shown in the evolution of ρ τ plotted in Fig. 7(d) . The extreme value n = 2000 244 shows to underperform under strategies, and does not appear to converge or oscillate around a particular value of ρ τ 245 for the low frequency excitation (Fig. 7(c) ). From the simulation results in this section, a value of n = 1000 is selected 246 for further simulations. 
258
The maximum control force is bounded by u max = 2 kN for each adaptive strategy. The displacement reduction 259 under a harmonic excitation is plotted in Fig. 8 for various frequency ratios ρ ∈ [ 0.1 3 ] under each control cases.
260
Results show that proposed VMDC provides enhanced mitigation performance, specifically at frequency ratios ρ > 1
261
for which all the other control strategies quickly lead to increases in the SDOF's displacement, while the VMDC is 
265
The time series responses of the SDOF system are plotted in Fig. 9 for Ω = 0.5ω n and Ω = 2ω n , as done in the around ρ τ = 0.09, but the oscillation occurs out-of-phase between both control strategies at the end of the simulation.
272
For the case Ω = 2ω n , both strategies appear to slowly converge.
273
Robustness to Noise
274
The robustness of the VMDC algorithm with respect to noise is studied by adding Gaussian noise to the observa- kN/m obtained from the linear quadratic regulator (LQR) method described below.
The NDC requires knowledge of displacement observation and dynamic parameters enabling pre-tuning. 
where Q and R are weights. In this simulation, Q d = Q v = 30 and R = 1. The LQR requires knowledge of 288 displacement and velocity observations, as well as dynamic parameters.
289
The displacement reduction for the same excitation frequency ratios as in the previous section is plotted in Fig. 11 290 under each control cases. Results show that the VMDC outperforms an optimal pure-displacement feedback controller
291
(NDC), and that adding knowledge of the excitation frequency (VMDC & MI) slightly increases mitigation perfor-292 mance. Also, the controller with enhanced knowledge (LQR) significantly outperforms the data-based strategies.
293
The performance of each control strategies is further studied under two specific harmonic frequencies (Ω = 0.5ω n onds of the excitations. For the relatively higher frequency excitation (Ω = 2ω n ), the forces saturates under the VMDC,
298
VMDC & MI, and NDC strategies, indicating a sub-performance of the adaptive mechanism.
299
APPLICATION ON THREE DOF SYSTEM
300
The proposed VMDC algorithm is simulated on a more realistic system to evaluate structural control applications.
301
The system is a three-story building model presented in Dyke et al. (Dyke and Spencer 1997) . The building is 302 equipped with an actuator located between ground and the first floor. It is modeled as a spring-dashpot-mass system, 303 as schematized in Fig. 13 , with the dynamic properties listed in Table 2 extracted from Ref. (Dyke and Spencer 1997) .
304
In Fig. 13 , x i (t) is the displacement at floor i, f i (t) the corresponding applied external loading, a(t) the applied external while the term limited-state (LS) refers to the utilization of a single observation taken at a given floor.
309
Two performance indices are considered in the analysis of simulation results:
where z i = x i − x i−1 denotes the interstory displacement at floor i, except at the first floor were z 1 = x 1 , and 312 subscripts unc and ctrl denote the uncontrolled and controlled states, respectively.
313
• Maximum acceleration reduction J 2
whereẍ i denotes the acceleration at floor i.
315
The performance of the VMDC is compared against two different LQR controllers with control weights
where E is a diagonal matrix representing sensor location, with a value E i,i = 1 when the sensor at floor i is available,
317
and E i,i = 0 when the sensor at floor i is unavailable. 
where u delay is a positive constant representing the control delay, u req,i is the required control force directly calculated 322 by the controller and u act,i is the actual control force from the actuator. Here, the delay coefficient u delay is assumed to 323 be 200 s −1 to be consistent with previous simulations conducted in Ref. (Laflamme et al. 2012b ).
324
Harmonic Ground Motion
325
To enforce the assumption that the system's response can be modeled using an embedding dimension d = 2, the 326 first simulation is conducted under a harmonic ground motion of the type a(t) =â g sin(Ωt), with amplitudeâ g =9.8 Table 3 . The observation size n for the VFCC is taken as 250 samples.
330
The control performance for the VMDC and LQR-LS strategies are plotted in Fig. 14, for sensor 1-only available
331
( Fig. 14(a) and (b)), and for sensor 3-only available (Fig. 14(c) and (d) 
335
With sensor 1-only and performance metric J 2 , the VMDC underperforms the LQRs, except at ρ = 0.9 and ρ = 2.8
336
where it provides better performance. The excitation ratio ρ = 0.9 and 2.8 are close to the system's first and second 337 natural frequencies shifted by the added stiffness from the LQR control rule.
338
Under sensor 3-only, the J 1 index shows that the VMDC provides similar mitigation performance to the LQR-FS 339 up to ρ = 1, after which its relative performance decreases. However, it is performing much better than the LQR-340 LS, which fails at reducing interstorey displacement for ρ < 0.3, and both controllers fail at reducing displacement 341 for ρ > 2.2. A study of the J 2 performance index also shows an overall increase in mitigation performance from 342 the VMDC compared with the LQR-LS, especially at relatively low (ρ < 0.5) and high frequencies (ρ > 2.2). The
343
LQR-FS outperforms all controllers, except for ρ = 0.9 and ρ = 2.8, analogous to the sensor 1-only results.
344
A cross-comparison of results between available sensors show that both the VMDC and LQR-LS perform better 345 when utilizing the observations from the sensor close to the actuator (sensor 1). Also, when considering limited 346 sensors, the data-based VMDC controller appears to be a better strategy than the model-based LQR-LS controller, 347 except for mitigating acceleration under the sensor 1-only available case. for the wind excitation, it is taken at d = 3 for earthquake excitation given the higher level of chaos in the excitation.
360
Simulation results are listed in Table 4 . The VMDC significantly performs the LQR-LS controller in every cases, Parametric studies were conducted to evaluate the performance of the VMDC. Results show that the performance 376 is sensitive to the choice of the observation size used in the MI test, and a particular value was selected to conduct the 377 remaining of the parametric studies. Further studies showed that the inclusion of an adaptive input space resulted in a 378 significant gain in performance versus a constant input space strategies, and that the VMDC was robust with respect to 379 noise. When compared with an optimal LQR controller, the VMDC performed similarly at low excitation frequency 380 ratios, but underperformed the LQR controller significantly for higher excitation frequency ratios, illustrating a critical reduce the wind induced motion of a base isolated structure." Engineering Structures, 33(3), 738-746.
where θ is assumed to be uniformly distributed over [−π, π] , and can be taken as θ = Ωt. The MI( f 1 , f 2 ) for f 1 (t) and 486 f 2 (t) is given by
where J(p α ) is the discrete entropy, p α is the discrete probability for a particular value α in f 1 , and N is the length of 488 the discretized signals. The discrete entropy J(p α ) and probability p α are given by
where D 1 and D 2 are defined by
The first local minima of MI( f 1 , f 2 ) can be detected when the discrete entropy J(p α ) reaches its maximum value 491 J(p α ) = 1. Therefore, the probability p α will be 1/2 and the optimal phase shift φ opt FIG. 9: Displacement responses: (a) Ω = 0.5ω n ; and (b) Ω = 2ω n ; control forces: (c) Ω = 0.5ω n ; and (d) Ω = 2ω n ; and time delays: (e) Ω = 0.5ω n ; and (f) Ω = 2ω n . 
