Contemporary classification systems assume that psychiatric disorders are expressions of latent disease entities. However, some critics point to the comorbidity problem and other issues that question the validity of the latent disease model. An alternative to this traditional view is the complex network approach. This approach assumes that disorders exist as systems of inter-connected elements, without requiring that the elements are expressions of latent disease entities. Depending on the structure of the network, change can occur abruptly once the network reaches a tipping point. A dynamic complex network approach could be used to develop a functional analytic case conceptualization that may predict treatment change, relapse and recovery, thereby linking nosology and treatment. In conclusion, the complex network perspective offers an alternative and less restrictive approach to the latent disease model, while offering exciting new directions for future research in psychiatry.
| INTRODUCTION
Symptoms of psychiatric disorders do not occur randomly. Rather, some are more likely to co-occur than others. The traditional explanation for such syndromic coherence is that symptoms reflect an underlying disease entity that causes their emergence. 1 Just as a malignant lung tumour is the underlying cause of symptoms, such as dyspnea, bloody sputum, coughing and chest pain, so is underlying depression deemed the common cause of insomnia, loss of appetite, anhedonia and unremitting sadness. 2 
Contemporary nosological systems, including the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5)
3 and the 10th edition of the Interna- 4 implicitly assume the existence of categorical latent disease entities that are inferred by subjective patient report. However, this perspective is not satisfactory as noted by recent and current directors of the National Institute of Mental Health. One of the directors characterized psychiatric diagnoses as reifications, 5 because entities are created in order to enhance interrater reliability despite the lack of empirical evidence for their existence. Similarly, another director concluded that the DSM-5 (and the ICD-10) impedes progress towards understanding the aetiology of mental disorders. 6 These views reflect the dissatisfaction among many members of the psychiatric community with the contemporary nosological systems for psychiatric disorders. The debates surrounding psychiatric nosology have primarily focused on whether psychiatric disorders and syndromes should be considered dimensional or categorical constructs (ie, whether disorders differ by kind or degree 7 ).
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However, proponents from both sides share the same (more 2 | THE COMPLEX NETWORK
PERSPECTIVE ON PSYCHOPATHOLOGY
Network science has been adopted by several academic disciplines to address problems that involve high degrees of multidimensionality with many interconnected elements. Fields studying topics as diverse as systems biology and textual analysis have made use of networks and other graph theory approaches. 10, 11, 12 Because psychopathology represents a complex system with many causally interconnected features, network science has great potential to model mental disorders in a manner that does not require the restrictive assumptions of a latent disease model. The complex network approach holds that symptoms do not co-vary because they result from a common cause, but rather because they are connected via causal and homeostatic associations. The aim of this approach is to uncover the causal relations among symptoms. It should be noted here that the term symptom, in this context, is problematic because it presupposes any latent disease entity that it reflects.
The complex network approach assumes that mental disorders comprise a set of nodes (elements) that are connected through edges (a term from graph theory referring to the associations between the nodes). That is, this approach emphasizes the direct connections between different nodes or features of psychopathology. Even dimensional approaches posit that features of psychopathology are related because of an underlying latent construct, which may vary dimensionally in degree. As such, dimensional approaches do not emphasize direct connections between nodes, but rather attempt to account for such covariance with latent constructs. The complex network approach does not rule out the possibility that some of these elements reflect latent disease entities; however, it also does not assume that such entities have to exist.
Furthermore, the connectivity of a given node can be evaluated using centrality parameters. A node with a high level of centrality is one that contains more information about other nodes to which it is connected. Different centrality indices are utilized. Degree centrality reflects the mere number of connections a node has with other nodes. Strength centrality not only reflects the number of connections, but also considers the weight of each connection. Some edges may have a greater weight (eg, Pearson's r) than others. The betweenness centrality parameter indicates the number of times a node functions as a bridge along the shortest path between 2 other nodes. Other informative centrality parameters include Katz centrality and accessibility measurement. Katz centrality measures the relative influence a node exerts on all other nodes in the network. 13 Computation of Katz centrality requires estimating the number of neighbouring nodes connected to a given node, as well as estimating all other nodes to which the node under consideration is connected through these neighbouring nodes. A node with a high value of Katz centrality will have greater influence in connecting, directly and indirectly, with all other nodes in the network. Furthermore, certain centrality parameters, such as accessibility measurement, can be helpful for dynamic networks. Accessibility measurements can be divided into outward and inward accessibility, which measure the extent to which a given node can access other nodes or be accessed by other nodes, respectively. 14 We will revisit these issues further below when we discuss some of the challenges for future research. Consider the pathological state commonly known as depression. Psychiatry typically defines depression as a pattern of characteristic symptoms. For diagnosing depression, traditional psychiatry requires the mere presence of a set number of such symptoms in a given individual with little consideration of the inter-relatedness of these symptoms. In contrast, a complex network perspective is primarily focused on the inter-relatedness of these symptoms. For example, people who ruminate will likely experience insomnia, and sleep deprivation will cause fatigue the following day, thereby impairing their concentration and lowering their mood, and so forth. 2 Therefore, the network approach provides a new solution to the comorbidity problem whereby clients qualify for more than one disorder at a time, such as major depression and generalized anxiety disorder. 15 Recently, some clinical researchers have applied this network approach to elucidate psychiatric phenomena, including depression, [16] [17] [18] complicated grief 19 and posttraumatic stress disorder. 20, 21 These authors conceptualize mental disorders as networks of functionally interconnected elements, rather than reflections of underlying latent disease entities.
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Moreover, it is possible that a network can form communities. That is, the overall network structure might be characterized by subgroups of nodes that are more highly connected within a community than between communities. In the case of psychopathology, community analyses can supplement traditional network analyses to delineate subsets of pathology features within the larger network structure.
Although promising, this approach requires relatively complicated mathematical algorithms and sophistical computer programs. This approach is unlikely to offer a useful alternative classification system to the DSM or the ICD any time soon. Moreover, the greatest challenge for the future is to develop not only clinically useful methods to derive disorder-specific networks (ie, networks that describe how elements of a disorder are connected in general across many different people) but also to develop individual patient networks (that describe how these elements are connected in an individual patient), thereby moving away from a nomothetic towards an idiographic and personalized approach to mental disorders. Overcoming the latter challenge is highly complex, but will be essential for the future development of this approach. Other authors have also recently called for moving towards idiographic networks. 23, 24 An example of an idiographic network is illustrated in a hypothetical case presented below ( Figure 1 ). This person, John, endorsed low mood. His individual patient network might consist of affect nodes and directed edges (which could be measured through time lagged (t-1→t) associations across each node). As depicted by John's network, his low self-esteem causes feelings of sadness and irritability, as well as decreased levels of contentment. Low selfesteem appears to be an influential node in John's network. Such a network-based approach suggests that treatment might be most promising by employing strategies that target the nodes with the highest level of centrality (in John's case, low self-esteem). Such individual patient networks may afford a better opportunity to tailor treatment to unique clients within a functional analytic framework. Successful treatment might then change John's individual network. The changes in complex networks over time are the subject of network dynamics.
| COMPLEX NETWORK DYNAMICS
Network theorists distinguish network topology (ie, the structure, which has been described so far) from the network dynamics (ie, the changes in a network over time). Dynamic networks have a number of important properties that could be of clinical significance. Because dynamic networks involve intensive time-series data, directed edges can be estimated, indicating whether a particular node at one time is predictive of another node at a subsequent time. Dynamic networks provide better insight into possible causal relationships that abide between individual nodes. Furthermore, dynamic networks can be estimated in a single person, which permits better inferences about individual differences.
Studying the network dynamics has direct implications for therapy and relapse prevention. Recent work by Scheffer and colleagues 25, 26 has provided important insights into network dynamics. These insights provide a new way to view transitions from mental health to mental disorder and vice versa. Moreover, it provides a direct link between psychopathology (by examining the network topography) and treatment change (by examining the network dynamics). 27 The key to understanding network changes from one state to another is in the connectivity of the elements (nodes) of the network. Each network state shows some degree of stability, depending on the connectivity of the components of the network. The network is bi-stable if there are 2 states with 2 local minima. As such, mental illness and health may be considered bi-stable states. Thus, from a dynamic network perspective, the onset of a psychiatric disorder reflects a transition from one stable state (eg, healthy) to another, undesirable stable state (eg, depressed).
Network theorists distinguish local and systemic resilience. Resiliency, in this context, denotes how quickly a system recovers from perturbations. Strong connectivity promotes local resilience because the broader system can compensate for the effects of local perturbations. For example, consider the case of a depression-prone student who had to move to a new neighbourhood. From a complex network perspective, the disturbance may be temporarily compensated by the support of friends and family. However, 
isolation may reach a tipping point, perhaps after a particularly challenging math assignment, cascading from the local perturbation to a systemic perturbation (known as catastrophic bifurcations) that may lead to a depressive episode due to the activation and associations of certain elements of the patient's depression network.
Such a change in the stability of a network can be depicted with a ball rolling across a valley and hill (Figure 2) . A network is more resilient and stable if the valley is deep (position 1), because it requires more effort to move the ball out of the valley and over the hill. Once the ball reaches the tipping point (position 2), a sudden and dramatic shift can occur even after a small additional perturbation (eg, the challenging math homework from the example above). As a result, the network undergoes a dramatic shift, leading to a new alternative and stable state (position 3). Depending on a variety of factors, the new state may be more or less resilient to change. The example depicted in Figure 2 suggests that the new network structure is relatively less resilient to change because the valley is relatively shallow (position 3) and less effort is required to move the ball out of the valley. Obviously, this would be good news for our patient, because less effort is necessary to reinstate the nonpathological state.
In general, networks comprising highly interconnected nodes can reach such a tipping point when a local perturbation causes a domino effect cascading into a systemic transition after outside disturbances reach a critical threshold. In contrast, networks that are not highly interconnected (ie, networks characterized by weakly or incompletely connected elements) are more likely to change gradually in response to such perturbations. The basic condition for reaching a transition is a positive feedback loop that, once a critical point is passed, propels the network to change towards an alternative state. Two features are critically important for the overall response of such systems: the heterogeneity of the elements, and their connectivity, 26 because the connectivity and homogeneity of the network determine the stability of it. However, even without a complete understanding of the connectivity of all elements of the network, there are generic features that are true for virtually all complex networks. 25 These features can be important markers of the fragility that typically precedes abrupt changes, signalling a critical transition that may lead to a tipping point. This could be of great value for psychiatry because mathematical models of such networks could predict the remission of a disorder, and it may provide a critical window for early intervention to prevent relapse or even the onset of a disorder. One important feature that signals a transition is critical slowing down. This refers to the phenomenon that, in vulnerable individuals, the network recovers much more slowly from local perturbations and may therefore be tipped more easily into an alternative state. For example, a person vulnerable to experience depression might be asked to rate how sad, anxious, cheerful and content he/she is at various points throughout a day for a number of days. This was the strategy employed by van de Leemput et al 18 The investigators recruited 535 individuals from the general population and 93 depressed patients. Using an experience sampling method (ESM), participants were asked to rate their mood multiple times across 5-6 days. The data of the depressed patients came from 2 studies, which included baseline ESM measurements followed by an intervention (either a combination of pharmacotherapy and supportive counselling or allocation to either imipramine or placebo) and follow-up assessments of depressive symptoms. The investigators then examined the variance, temporal autocorrelations and between-mood correlations provided by the participants over this time period. Results showed that close to the tipping point from a nondepressed to a depressed state, the system lost resilience as shown by greater variance, temporal autocorrelations and betweenmood correlations.
In the case of the depression-prone student discussed above, it might have been possible to intervene before the tipping point was reached. Predicting transitions in complex networks requires time series data with many, high-resolution observations (eg, changes in mood). 18, 28 Unfortunately, however, it is often unclear what variables need to be observed and when. Still, this approach is very promising, suggesting that critical slowing down (ie, slow recovery in mood after small perturbations) can be used as an early warning sign for the onset and termination of psychopathology, such as depression. 
| CHALLENGES TO THE COMPLEX NETWORK APPROACH
The complex network approach to psychopathology is innovative and well-timed, yet certain methodological challenges have been identified. Some of the more substantial obstacles include node selection, network heterogeneity and centrality interpretation. Each of these challenges will be discussed in turn.
In clinical psychology, the most common practice in network estimation has involved analysing individual selfreport questionnaire items as nodes. Even if these instruments possess good psychometric characteristics, further consideration is warranted to isolate theoretically and empirically meaningful items to be modelled as nodes. Simply estimating the network structure of each item of a single questionnaire may be injudicious. For instance, in the Beck Depression Inventory-II (BDI-II), 29 a commonly used measure of depression symptoms, several items share substantial content overlap (eg, 'loss of energy' and 'fatigue'). If 2 items assessing the same feature are submitted to a network analysis, then spuriously high centrality parameters may result as a consequence of the high correlation between these items. 30 Inflated centrality parameters may contribute to inaccurate conclusions about the importance of a particular item as it relates to other nodes in the network. 30 The theoretical relevance of each node, whether it is an item of a questionnaire or a psychophysiological variable, should be established prior to network estimation. Moreover, in recent literature, there has been a tendency to merely estimate the network structure of symptoms of previously defined DSM-5 disorders. Because the network approach affords an opportunity to transcend traditional diagnostic nomenclature, attempts should be made to model features of psychopathology that extend beyond the constructs emphasized in the DSM-5. It might be more beneficial to examine the network structure of higher order psychopathology features (eg, anxiety and depression as broad instances of emotional psychopathology) 31, 32 rather than individual DSM-5 disorders (eg, generalized anxiety disorder, social anxiety disorder, etc.). Such higher order features should ideally be grounded in theoretical models, such as models that incorporate the developmental origins 33 and insights from modern emotion theories. 34 Restricting network analyses to the criteria (symptoms) of DSM categories constraints such analyses to the latent disease model of the DSM. Another very salient challenge pertains to network heterogeneity. Considerable heterogeneity may underlie a network structure estimated in a given sample. 30 As described earlier, 2 individuals with the same clinical presentation (eg, depression) may be characterized by different network structures. Identifying individual differences in a population network could be of great utility in devising more targeted treatment plans, but there are methodological challenges that still need to be overcome. 30 For example, there is no simple solution for grouping different individuals together based on shared dynamic network structures. At both the cross-sectional and time-series level, identifying qualitatively distinct network structures underlying a given population will have clinical significance. A predominant assumption underlying recent network studies has been that high centrality is indicative of high clinical importance. Some studies interpret a node with a high centrality parameter as one that exerts the greatest causal influence on other nodes. This assumption may not always be true, and it would depend on the nature of the network being estimated. 30 In networks with undirected edges, which are often estimated in cross-sectional designs, causal relationships are not being specified. It certainly could be the case that a highly central node is the proximal cause of other nodes; however, it might also be a terminal endpoint in a causal chain. For example, if 'worry' were a highly central node in a cross-sectional network, connected to other nodes such as 'inattention,' 'muscle tension,' and 'fatigue,' it could be the case that higher levels of worry are causally responsible for these other 3 features. Conversely, it could be that higher levels of inattention, muscle tension, and fatigue all cause worry via different pathways. The mere fact that worry exhibits a high centrality parameter will not be informative in distinguishing these 2 possibilities in a cross-sectional design. Although assessment of centrality parameters is clearly important, as they convey useful information about the extent to which a node is connected to other nodes, further consideration is required to determine the clinical importance of a particular node. Dynamic networks may provide better information about which nodes are clinically important because directed, temporal relationships can be modelled. For instance, knowing that worry temporally precedes and predicts inattention, and not vice versa, could provide useful information about salient treatment targets. In conclusion, the clinical importance of a given node should not only be a function of centrality parameters, but also of other criteria.
Each of the aforementioned obstacles should be addressed in order to optimize the clinical utility of the network approach. Identifying methods that meaningfully parse apart network heterogeneity and isolate clinically relevant nodes will provide a better framework for understanding individual differences in networks. An increased appreciation of such individual differences can better inform novel treatment strategies to target unique problem domains of individual patients. Furthermore, emphasis should not only be placed on the predictive value of the network approach, but also its generalizability.
| CONCLUSION
The complex network approach offers an alternative to the latent disease model. The network approach assumes that disorders exist as systems of inter-related elements/psychological problems. The elements of such networks may be maladaptive behaviours, emotional disturbance, and physiological abnormalities. 35 From the dynamic network perspective, a complex system can take on bi-stable states via critical transitions. This is highly relevant to psychiatry. In a highly connected network, which is probably often the case in psychiatry, the shift from one state (healthy) to the other (disordered) is rarely linear. Rather, the change often occurs abruptly once the system reaches a tipping point. In order to identify critical transition points signalling impending recovery and relapse, clinicians would need to gather longitudinal within-subject tracking of relevant problems.
Aside from the obviously practical limitations, the analyses of such data will require relatively sophisticated software programs. Epskamp 37 that combines the nomothetic and idiographic approaches by creating person-specific maps that contain a group-level structure in which variables are causally interconnected on different time scales. This requires very frequent measurements on an individual level. Furthermore, more consideration of networks estimated with time series data is required to advance our understanding of the dynamics of psychopathology. 38, 39 Despite this and many other limitations, the complex network approach promises to be a major advance for re-conceptualizing psychiatric disorders and for directly linking psychopathology with treatment and prevention.
