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Abstract 
Mode localization sensing has been recently introduced as an alternative resonant 
sensing protocol. It has been shown to exhibit several advantages over other resonant 
methods, in particular a potential for higher sensitivity and rejection of common mode 
noise. This paper expounds the principles of utilising surface acoustic waves (SAW) to 
create a mode localization sensor. A generalised geometry consisting of a pair of 
coupled resonant cavities is introduced and an analytical solution found for the 
displacement fields within the cavities. The solution is achieved by coupling the 
internal cavity solutions using a ray tracing method. The results of the analytical 
solution are compared to a numerical solution found using commercial finite element 
method (FEM) software; exact agreement is found between the two solutions. The 
insight gained from the analytical model enables the determination of critical design 
parameters. A brief analysis is presented showing analogous operation to previous 
examples of mode localization sensors. The sensitivity of the device is shown to depend 
nonlinearly on the number of periods in the array coupling the two cavities. 
Keywords: SAW; Mode localization; MEMS; micro-electromechanical systems; 
surface acoustic wave; sensor 
1. Introduction 
1.1 Mode Localization Sensing 
Mode localization refers to the spatial trapping of energy in a coupled oscillatory 
system that occurs when a disorder is introduced into a previously ordered system. In 
the structures of interest in this article, this is manifested as a dramatic change in the 
mode shapes. This was first suggested as a novel sense protocol in references [1,2] 
  
and coined ‘mode localization sensing’. The sense mechanism was initially proposed 
as an alternative to measuring frequency-shift, and therefore this method has often 
been used as a benchmark for comparison [2–5].  
Mode localization sensors have been approached primarily in the case of two weakly-
coupled symmetrical oscillators [2–5]. They exploit the large change in the 
eigenvector that occurs when the symmetry is broken. A simplified model of a typical 
mass sensor utilising this protocol is presented in figure 1. The identical resonators 
are coupled by the weak spring of strength 𝑘𝑐, producing a 2 degree of freedom 
(DOF) resonant system. In the case when ∆𝑚 = 0 the system exhibits both in-phase 
and out-of-phase modes with equal distribution of displacement amplitude. As is 
commonly known, the in-phase mode is the fundamental and the out-of-phase occurs 
at a higher frequency. When ∆𝑚 ≠ 0 the modal amplitude distribution is weighted 
unevenly, favouring the higher or lower mass DOF, in the in-phase and out-of-phase 
modes respectively. That is, if the system is vibrating in its fundamental mode, and a 
mass is added to one of the DOFs, this DOF will experience a much larger 
displacement relative to the other. In the second mode however, the un-laden mass 
will exhibit the larger relative displacement. The sensors are proposed to operate in 
one mode and use the ratio of the amplitude of the DOFs to detect the size of the 
added mass. 
 
Figure 1: Typical example of a mass sensor using the mode localization sense protocol 
1.2 SAW Mode Localization Sensors 
The current work extends this theory to encompass the use of periodic structures to 
couple the resonators. This is realised through the use of a SAW architecture. The use 
of SAW presents many advantages when compared to the alternative of constructing 
periodic arrays of suspended MEMS. The SAW devices require a simple and 
inherently robust architecture; there are no deep cavity etches or slender beams. The 
manufacturing process is well established and SAW resonators are commonplace in 
  
microelectronics. The use of SAW was introduced in micro-scale electronic filters as 
a low noise alternative to lumped-parameter and bulk acoustic wave filters [6]. 
Therefore, the use of SAW presents a favourable platform to introduce a novel sense 
protocol, with the potential of yielding high signal-to-noise ratio devices. The authors 
introduced the concept of a SAW mode localization sensor in reference [7] and to 
their knowledge this is the first example available in the literature.  
The proposed configuration consists of two cavities, coupled by an N-period 
reflective array. The arrays are constructed from a patterned metal film deposited on a 
piezoelectric substrate. In the general case, excitation can occur in either cavity, or 
both cavities. Regardless of the excitation method, one cavity is deemed the reference 
and the other the sense cavity. The coupling strength between the two cavities is 
governed by the shared periodic reflector, deemed the ‘coupling array’. The basic 
arrangement is depicted in figure 2. 
 
Figure 2: Device layout schematic 
  The output of the device is the ratio of the sense cavity displacement 
amplitude to the reference cavity displacement amplitude. The theory of operation is 
directly analogous to the mode localization sensors described in section 1.1: the 
output responds in proportion to a break in the symmetry of the structure, in this case, 
a perturbation of the wave-speed of the sense cavity. The output response is 
proportion to both the perturbation size and the coupling strength.  
The main body of this paper is presented in section 2, the premises and assumptions 
are outlined prior to the presentation of the full derivation of the analytical model. 
Section 2.2 outlines the geometry and boundary conditions employed in the finite 
element model and section 2.3 contrasts the two models seeking validation of the 
analytical model. A brief analysis is presented in section 3, in which the frequency 
response of the device is discussed using the results of section 2. In addition, a 
  
qualitative overview of the envisioned device operation is described and finally 
conclusions are drawn. 
2. Modelling 
2.1 Derivation of the analytical model 
Within this section, general expressions will be derived for the displacement fields 
within each cavity, as a function of the device parameters. It can be seen in fig.2 that 
the device has been divided into five sections. The solutions within each section will 
be gained separately and then combined using a ray-tracing method. The reflection 
and transmission properties of each array are independent of one another with the 
exception of the coupling array. It is asserted that the proportion of reflection and 
transmission across the array is not dependent on the direction of wave travel, due to 
the symmetry of the coupling array.  
The derivation of the model will follow a similar procedure to that conducted in 
reference [8], with the added complication of the transmission of waves between the 
two cavities. The reference and sense cavities will be considered separately to begin 
with, and their connection through the coupling array modelled using the transfer 
matrix approach as described in references [9–11]. 
The two-dimensional elastodynamic equations govern the wave motion in every 
section. The solutions sought are the steady-state Rayleigh wave solutions, assuming 
a harmonic solution at the forcing frequency. The forced solution has been presented 
in references [8] and [12]. The free Rayleigh wave solutions are well known, and 
presented in references [12] and [13]. However, the transfer matrix method applies 
rigorously only to one-dimensional solutions [14]. As the majority of the 
displacement field is confined to the surface, a one-dimensional approximate solution 
has been shown to provide accurate results [11]. The depth behaviour, 𝜉𝑗(𝑦), is found 
from the free wave solutions in the plated and un-plated substrate and integrated in 
the course of the derivation. The obvious limitation of this is that bulk waves 
generated from the forcing, or scattered from the discontinuities, are neglected. 
However, for plated regions where the plate thickness is small in comparison to the 
incident wavelength, the bulk scattering is minimal. The one-dimensional 
approximation is given in equation 1.  
  
𝑢j(𝑥, 𝑦, 𝑡) = 𝜉𝑗(𝑦) 𝜓(𝑥)e
−iΩt (1) 
Where 𝑗 = 𝑥 or y and 𝜓(𝑥) defines the 𝑥-dependence of the wave amplitude at the 
surface. This is the precise variable of interest in the current problem and thus the 
derivation will be conducted in a single dimension, solving for 𝜓(𝑥) in both cavities. 
To simplify and approximate the forcing, due to an interdigitated transducer, the 
excitation will be represented as a dipole acoustic source. The displacement fields in a 
forced 𝜓𝐹(𝑥) and un-forced 𝜓𝑈𝐹(𝑥) cavity, neglecting reflections, are now defined in 
equations 2-4. The convention that the physical wave is the real part of the expression 
is adopted and 𝑥𝐹 is the location of the source.  
𝜓𝐹(𝑥)𝑥<𝑥𝐹 = 𝐹𝐿𝑒
−𝑖𝑘𝛼𝑥 (2) 
𝜓𝐹(𝑥)𝑥>𝑥𝐹 = 𝐹𝑅𝑒
𝑖𝑘𝛼𝑥 (3) 
𝜓𝑈𝐹(𝑥) = A𝑒
𝑖𝑘𝛼𝑥 + B𝑒−𝑖𝑘𝛼𝑥 (4) 
It can be seen that the field within the sense and forcing cavities will be described by 
the sum of a leftwards and a rightwards propagating wave, 𝑒−𝑖𝑘𝛼𝑥 and 𝑒𝑖𝑘𝛼𝑥 
respectively, the amplitudes of which are to be determined. This is achieved by using 
a ray-tracing method and consideration of the physics of the problem.  
Representing each array of reflectors as a single boundary, it can be seen that there 
are three fundamental paths that a wave can traverse before arriving back at its 
starting point. These paths are (a) internal reflection within the reference cavity, (b) 
internal reflection traversing both cavities and (c) internal reflection within the sense 
cavity. These are depicted in figure 3. Considering a wave propagating away from any 
boundary, any future wave originating at the same boundary due to that wave, is made 
up of the product of the original wave and some combination of these paths.  
 
Figure 3 Loci of the fundamental reflection paths 
  
Each path is represented mathematically by a phase change due to distance travelled, 
and a complex amplitude coefficient due to the partial reflections and transmissions. 
The expressions for the paths are given in equations 5-7. Each path expression will be 
denoted as 𝜒𝛼. 
𝑃𝑎𝑡ℎ 𝐴 = 𝜒𝐴 = 𝑅𝑅𝑅𝐶𝑒
𝑖2𝑘0𝑎 (5) 
𝑃𝑎𝑡ℎ 𝐵 = 𝜒𝐵 = 𝑅𝑆𝑇𝐶
2𝑅𝑅𝑒
𝑖2𝑘𝑜(𝑎+𝜂𝑏) (6) 
𝑃𝑎𝑡ℎ 𝐶 = 𝜒𝐶 = 𝑅𝑆𝑅𝐶𝑒
𝑖2𝜂𝑘𝑜𝑏 (7) 
Where 𝑅𝑅 and 𝑅𝑆 are the reflection coefficients for the enclosing arrays of the 
reference and sense cavities respectively. 𝑇𝐶 and 𝑅𝐶 are the transmission and 
reflection coefficients of the coupling array. 𝑘0 is the wavenumber within the 
reference cavity and 𝜂 = 𝑘𝑆𝐸𝑁𝑆𝐸/𝑘0. 
  The solution within each cavity can therefore be said to be some product of 
the initial waves at each of its boundaries and a combination of the path expressions. 
The initial waves are defined as the excited or reflected waves that have not yet 
traversed one full fundamental path. Three path expression combinations (PECs) can 
be defined. These represent every possible combination of routes an initial wave can 
take as it is repeatedly internally reflected and transmitted between the two cavities. 
These take the forms shown in equations 8-10. 
Γ = ∑ ∑ ∑ (
(𝑖 + 𝑗)!
𝑖! 𝑗!
) (
(𝑗 + 𝑘)!
𝑗! 𝑘!
) 𝜒𝐴
𝑖𝜒𝐵
𝑗𝜒𝐶
𝑘
∞
𝑘=0
∞
𝑗=0
∞
𝑖=0
 
Γ𝑅 = ∑ ∑ ∑ (
(𝑖 + 𝑗)!
𝑖! 𝑗!
) (
(𝑗 + 𝑘)!
𝑗! 𝑘!
−
(𝑗 + 𝑘 − 1)!
𝑗! (𝑘 − 1)!
) 𝜒𝐴
𝑖𝜒𝐵
𝑗𝜒𝐶
𝑘
∞
𝑘=0
∞
𝑗=0
∞
𝑖=0
 
Γ𝑆 = ∑ ∑ ∑ (
(𝑖 + 𝑗)!
𝑖! 𝑗!
−
(𝑖 + 𝑗 − 1)!
𝑖! (𝑗 − 1)!
) (
(𝑗 + 𝑘)!
𝑗! 𝑘!
) 𝜒𝐴
𝑖𝜒𝐵
𝑗𝜒𝐶
𝑘
∞
𝑘=0
∞
𝑗=0
∞
𝑖=0
 
(8) 
(9)  
(10) 
Equation 8 is the sum of every possible combination of the three fundamental paths. 
Equation 9 is the same as 8 less all combinations in which path 𝜒𝐶occurs before at 
least one incidence of path 𝜒𝐵. This expression is necessary for waves that originate 
  
from excitation within the reference cavity. The initial waves cannot traverse path 𝜒𝐶 
without this path occurring after path 𝜒𝐵 has begun. The same reasoning is used for 
equation 10, however, in relation to initial waves due to an excitation in the sense 
cavity. 
It is of note that the path expressions have all been placed within an infinite sum. This 
is due to the fact that, neglecting damping effects, the waves will repeat each 
reflection and transmission pattern indefinitely. It is necessary to simplify the 
expressions so that they can be analytically inspected and numerically evaluated. The 
summations are combinations of infinite arithmetico-geometric progressions. These 
can be evaluated using equation 11. 
∑(𝑛 + 1)(𝑛 + 2)(𝑛 + 3) … (𝑖 + 𝑛 − 1)𝜒𝛼
𝑛
∞
𝑛=0
=
(𝑛 − 1)!
(1 − 𝜒𝛼)𝑛
 (11) 
Utilising linear combinations of equation 11, equations 8-10 simplify to equations 12-
14 respectively. 
Γ = Λ−1 (12) 
Γ𝑅 = (1 − 𝜒𝐶)Λ
−1 (13) 
Γ𝑆 = (1 − 𝜒𝐴)Λ
−1 (14) 
Λ = 1 − 𝜒𝐴 − 𝜒𝐵 − 𝜒𝐶 + 𝜒𝐴𝜒𝐶  (15) 
It can be seen that the path expression products share a common denominator, Λ. As 
one of the PECs multiply every initial wave, the roots of Λ can be used to find the 
conditions for resonance.  
The amplitude and phase of the leftward and rightward propagating waves are found 
for each cavity by summing the initial waves and multiplying them by their respective 
PEC. For the reference cavity, the rightward and leftward wave amplitudes are 
denoted as 𝛼𝑅 and 𝛽𝑅 respectively and are given in equations 16-17. In the following 
equations the first subscript of a variable refers to the cavity it is in reference to and 
the second subscript (where necessary) is in reference to the direction of travel. For 
  
example 𝐹𝑅𝐿 is the amplitude coefficient of the leftward travelling wave originating 
from the excitation source within the reference cavity.  
𝐴𝑅 = Λ
−1{(1 − 𝜒𝐶)(𝐹𝑅𝑅𝑒
−𝑖𝛾𝑥𝑅 + 𝑅𝑅𝐹𝑅𝐿𝑒
𝑖𝛾𝑥𝑅)
+ 𝑅𝑅𝑇𝐶(𝐹𝑆𝐿𝑒
𝑖𝜂𝛾𝑥𝑆 + 𝑅𝑆𝐹𝑆𝑅𝑒
𝑖𝛾(2𝑎+𝜂(2𝑏−𝑥𝑆)))} 
𝐵𝑅 = Λ
−1{(1 − 𝜒𝐶)(𝐹𝑅𝐿𝑒
𝑖𝛾𝑥𝑅 + 𝑅𝐶𝐹𝑅𝑅𝑒
𝑖𝛾(2𝑎−𝑥𝑅))
+ 𝑇𝐶(𝐹𝑅𝐿𝑒
𝑖𝜂𝛾𝑥𝑆 + 𝑅𝑆[𝐹𝑆𝑅𝑒
𝑖𝜂𝛾𝑥𝑆 + 𝑇𝐶𝐹𝑅𝑅𝑒
𝑖𝛾𝑥𝑅]𝑒𝑖2𝛾(𝑎+𝜂𝑏))} 
(16) 
(17) 
Similarly, the rightward and leftward wave amplitudes for the sense cavity are given 
in equations 18-19 respectively. 
𝐴𝑆 = Λ
−1{(1 − 𝜒𝐴)(𝐹𝑆𝑅𝑒
−𝑖𝜂𝛾𝑥𝑆 + 𝑅𝐶𝐹𝑆𝐿𝑒
−𝑖(2𝛾𝑎−𝜂𝛾𝑥𝑆)
+ 𝑇𝐶(𝑒
𝑖𝛾𝑥𝑅[𝐹𝑆𝑅 + 𝑅𝑅𝐹𝑅𝐿] + 𝑅𝑅𝑇𝐶𝐹𝑆𝐿𝑒
𝑖𝜂𝛾𝑥𝑆)} 
𝐵𝑆 = Λ
−1{(1 − 𝜒𝐴)(𝐹𝑆𝐿𝑒
𝑖𝜂𝛾𝑥𝑆 + 𝑅𝑆𝐹𝑆𝑅𝑒
𝑖𝛾(2𝑎+𝜂(2𝑏−𝑥𝑆)))
+ 𝑅𝑆𝑇𝐶(𝐹𝑅𝑅 + 𝑅𝑅𝐹𝑅𝐿)𝑒
𝑖𝛾((2𝑎+𝑥𝑅)+2𝜂𝑏)} 
(18) 
(19) 
The displacement fields in each cavity are therefore described by equations 20 and 21. 
𝜓𝑅(𝑥) = {
|𝐴𝑅 + |𝐵𝑅 − 𝐹𝑅𝐿|𝑒
−𝑖(𝛾𝑥𝑅+∠(𝐵𝑅−𝐹𝐴𝐿))|𝑒𝑖𝛾𝑥 𝑥 > 𝑥𝑅
|𝐴𝑅 + |𝐵𝑅|𝑒
−𝑖∠𝐵𝑅 − 𝐹𝑅𝑅𝑒
−𝑖𝛾𝑥𝑅|𝑒𝑖𝛾𝑥 𝑥 < 𝑥𝑅
 
𝜓𝑆(𝑥) = {
|𝐴𝑆 + |𝐵𝑆 − 𝐹𝑆𝐿|𝑒
−𝑖(𝜂𝛾𝑥𝑆+∠(𝐵𝑆−𝐹𝑆𝐿))|𝑒𝑖𝜂𝛾𝑥 𝑥 > 𝑥𝑆
|𝐴𝑆 + |𝐵𝑆|𝑒
−𝑖∠𝐵𝑆 − |𝐹𝑆𝑅|𝑒
−𝑖𝜂𝛾𝑥𝑆|𝑒𝑖𝜂𝛾𝑥 𝑥 < 𝑥𝑆
 
(20) 
(21) 
The transmission and reflection coefficients of the arrays can be been found from the 
transfer matrix method presented in references [9] and [11] for the wave equation and 
Rayleigh waves in Lithium Niobate respectively. For comparison to the FEM model, 
the closed form expressions for the reflection and transmission amplitude across an 
N-cell array from reference [9] are non-dimensionalised and shown in equations 22-
27. A negative phase shift equal to half the period in the cavity is added to define the 
termination of the cavity at the end of the last plated region, as defined in the model. 
𝑇?̃? =
1
(?̃?𝑒−𝑖𝜋Ω̃𝑈𝑁−1(𝜁) − 𝑈𝑁−2(𝜁))𝑒𝑖𝜋𝜇Ω̃
 (22) 
  
𝑅?̃? =
𝑧 𝑈𝑁−1(𝜁)
(?̃?𝑒−𝑖𝜋Ω̃𝑈𝑁−1(𝜁) − 𝑈𝑁−2(𝜁))𝑒𝑖𝜋𝜇Ω̃
 (23) 
?̃? = −𝑖𝜖−𝑆𝑖𝑛 (
𝜋𝜇Ω̃
𝑣?̃?
) (24) 
?̃? = (𝐶𝑜𝑠 (
𝜋𝜇Ω̃
𝑣?̃?
) − 𝑖𝜖+𝑆𝑖𝑛 (
𝜋𝜇Ω̃
𝑣?̃?
)) 𝑒𝑖𝜋𝜇Ω̃ (25) 
𝜁 = 𝑅𝑒(?̃?)𝐶𝑜𝑠(𝜋Ω̃) + 𝐼𝑚(?̃?)𝑆𝑖𝑛(𝜋Ω̃) (26) 
𝜖± =
1
2
(𝑣?̃? ±
1
𝑣?̃?
) (27) 
 Where 𝑈𝑁(𝜁) is the Nth Chebyshev polynomial of the second kind and ?̃? and ?̃? are 
the non-dimensional form of the upper and lower left components of the single cell 
transfer matrix, respectively. The non-dimensional parameters used are defined in 
equations 28-31. 
Ω̃ =
2𝑠𝑓
𝑣0
 (28)  𝑣?̃? =
𝑣𝑝
𝑣0
 (29) 
?̃? =
𝑠𝑓
𝑣0
 (30)  𝜇 =
𝑑
𝑠
 (31) 
Where 𝑓 is the operating frequency, 𝑣0 is the substrate wave-speed, 𝑣𝑝 is the wave-
speed within the plated regions. 𝑠 is the period within the array and 𝑑 is the length of 
the un-plated region per period, 𝜇 is therefore the plating ratio. 
The relationship between the period within the array and the incident wavelength, 𝜆𝑖, 
is therefore 𝜆𝑖 = 2𝑠/Ω̃. 
2.2 Finite element model 
One of the main motivators for constructing a valid analytical solution for the SAW 
device was that it is an extremely difficult problem to solve using FEM. Firstly, due to 
the nature of the device utilising a break in the symmetry of the problem, the 
geometry cannot be reduced significantly by exploiting symmetric planes in the 
model. Additionally, in order to reduce bulk scattering and from the edges of the 
  
reflectors, it is necessary to ensure their thickness is sufficiently small when compared 
to the wavelength [11]. This leads to a large array of reflectors and consequently a 
model that is very large in comparison to the wavelength, likely on the order of 
hundreds of wavelengths long. Furthermore, a high stress point appears at every 
discontinuity in the surface, requiring a high mesh resolution to resolve it accurately. 
This requires mesh elements that are thousands of times smaller than the wavelength 
of interest. Thus the model is necessarily very large and involves high stress gradients 
and therefore is computationally expensive. 
To validate the solution of section 2.1 it will be compared to an equivalent one-
dimensional acoustic problem that is readily solved using FEA. This amounts to a 
steady-state solution of an inhomogeneous one-dimensional Helmholtz equation with 
variable parameters. In this case the variable parameter is the wave-speed, which is 
perturbed periodically in the arrays as well as uniformly across the sense cavity.  This 
model will serve to validate the derived displacement field expressions, with the use 
of the one-dimensional wave equation transfer matrix derived in references [9,10].The 
solution of section 2.1 can then be used with confidence to describe SAW devices 
when used with the SAW transfer matrix solution of reference [11]. 
The geometry of the finite element model was simply a line split into sections 
reflecting the geometry shown in figure 2. In the frequency domain, each section was 
governed by equation 32. The parameter 𝑐 was set equal to unity for all sections. The 
definition of the parameter ‘a’ is shown in equation 33 where Ω is the excitation 
frequency and 𝑣 is the section wave-speed, which varied between sections according 
to figure 2.  
∇ ∙ (−𝑐∇𝑢(𝑥)) + a 𝑢(𝑥) = 0 (32) 
a = −
Ω2
𝑣2
 (33) 
The length of the cavities was set to four wavelengths and the structure was 
terminated one wavelength after the enclosing arrays. Radiating boundary conditions 
were imposed at the terminations of the structure, as had been assumed in the 
analytical model. An excitation source was located in the centre of each array; a 
dipole acoustic source was selected which radiates two sinusoids of opposite phase in 
  
opposite directions, the amplitudes of which were set to unity. The numerical 
parameters were found from the non-dimensional parameters (equations 28-31) with 𝑠 
and 𝑣1 also set equal to unity. 
2.3 Contrast of analytical and numerical solutions 
Comparison to the FEM model is presented here as a means of validation of the 
model derived in section 3.4. In order to include all of the terms in the model, it will 
include excitation in both cavities. The comparison parameter will be the cavity 
amplitudes. This was evaluated from the FEM output as the maximum value within 
the displacement vector output from the respective cavity. The cavity amplitudes will 
be compared in terms of frequency response and variation of parameters 𝜂, 𝑥𝑅 , 𝑥𝑆, 𝑎 
and 𝑣?̃?. Due to both models using identical BC’s and forcing conditions and the 
simplicity of the numerical model, exact agreement is anticipated. The frequency 
response and parameter dependence plots are shown in figure 4. The plots depict the 
expected exact agreement between the two models.  
 
Figure 4 Validation plots showing cavity amplitudes expanded in various parameters. The full blue line depicts the 
sense cavity displacement amplitude and the dotted red line is that of the reference cavity. The plots markers 
represent the data points from the FEM model. 
  
3. Analysis 
3.1 Frequency response 
Resonance will occur when the absolute value of the denominator of equations 19 and 
20 reach a minimum. For a non-dissipative system the minima will be equal to zero.  
Setting the outer reflection coefficients equal to negative one replicates a hard 
boundary condition, full reflection with a 𝜋 radian phase shift, eliminating the sole 
form of dissipation from the system. In this case the condition for resonance yields the 
systems natural frequencies and can be written explicitly as in equation 34. 
1 + 𝑅𝐶𝑒
𝑖2𝜋Ω̃𝑎 + 𝑅𝐶𝑒
𝑖2𝜋Ω̃𝜂𝑏 + (𝑅𝐶
2 − 𝑇𝐶
2)𝑒𝑖2𝜋Ω̃(𝑎+𝜂𝑏) = 0 (34) 
The numerators of equations 20 and 21 bear the initial waves. This dictates the effect 
of the forcing on the response and can be used to strategically superpose wave 
amplitudes and appear to cancel or amplify resonances. However, solely the 
denominator governs the total absolute value of displacement in the cavity, which 
could also be thought of as the total energy remaining within the cavity. The plot in 
figure 5 overlays Λ−1 on the transmission spectrum of the coupling array. This 
demonstrates how the frequency response of the device varies within the pass and 
stop bands. 
 
Figure 5 Frequency response and transmission spectrum 
  
 
Figure 6 Frequency response within the stop band 
It can be seen that the majority of the modes appear within the pass band. However, 
the higher resolution plot of figure 6 shows that two modes reside within the stop 
band, these are the analogues of the in-phase and anti-phase modes of the 2-DOF 
system described in section 1.1. This is demonstrated by the amplitude and phase 
plots of figure 7.
 
Figure 7. Amplitude (left) and phase (right) response of the two cavities. Matched amplitudes and opposite phases 
demonstrate the lower mode is the in-phase mode and the higher frequency mode the anti-phase mode. 
3.2.Qualitative description of device operation 
Localization is induced within the mode by altering the parameter 𝜂, the wave-speed 
ratio, shown explicitly in equation 35. 
𝜂 =
𝛾𝑆𝐸𝑁𝑆𝐸
𝛾0
=
𝑐0
𝑐𝑆𝐸𝑁𝑆𝐸
 (35) 
The desired behaviour can be seen qualitatively from the plots of figure 8 which 
overlay the cavity amplitudes. It can be seen that in the symmetrical case (𝜂 = 1) the 
cavity amplitudes are well matched in both modes. As the system moves away from 
this condition, in either direction, localization is induced in both modes. 
  
 
Figure 8. Amplitude localization demonstrated within both modes with the introduction of a disorder. 
The modes can be tracked in frequency space by solving equation 34 for Ω̃. 
Substituting this into the cavity amplitude expressions (equations 20-21) allows for 
calculation of the change in cavity amplitudes with varying parameters.  
Figure 9 displays plots of both the cavity amplitudes and the amplitude ratio for the 
in-phase mode. Both the number of periods in the coupling array and 𝜂 were varied. 
 
Figure 9. Cavity amplitudes (left) and amplitude ratio (right) for varying 𝜂 and coupling array periods 
The point of intersection of all cavity amplitudes also lies of the 𝜂 = 1 line, this point 
represents an amplitude ratio of unity. The amplitude ratio plot demonstrates the 
expected device response when utilised as a sensor, which is an increase in amplitude 
ratio in proportion to the size of the disorder. The behaviour is identical for increasing 
and decreasing 𝜂, however, the amplitude ratio is inverted as the 𝜂 = 1 line is 
crossed. It is evident that increasing the number of periods in the coupling array leads 
to an increase in sensitivity. This is plotted directly in figure 10, for a fixed value of 𝜂. 
It is shown that the sensitivity increases exponentially as the number of periods in the 
coupling array is increased. 
  
 
Figure 10 Amplitude ratio against couple array periods. Plotted on both a linear (left) and logarithmic (right) 
scale. 
The full displacement field solution can be found from the FEM model, this is plotted 
in figure 11 for the in-phase mode demonstrating the change in the mode shape after 
the asymmetry is introduced. 
 
Figure 11. Full field solution demonstrating localization after the introduction of a disorder. 
4. Conclusions 
The principles of a novel SAW mode localization sensor have been outlined and has 
been found to behave similarly to the two degree-of-freedom examples described in 
references [2–5]. A general model has been presented that has shown exact agreement 
with simulated results from commercial FEM software. This analytical model 
provides an accurate tool for design and optimisation of the SAW mode localization 
sensor, accounting for the primary design and tuning parameters. 
  
The analysis has reported analogous operation to previous examples of mode 
localization sensors described in the literature. Additionally, it has been shown that 
the number of periods in the coupling array can be used to enhance the sensitivity of 
the device. 
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