Abstract-This paper presents a pattern recognition approach in multidimensional databases. The approach is based on a clustering method using the distance measurement between a reference profile and the database observations. Two distance measurements will be proposed: an adaptation of the Khi 2 formula to the multidimensional context, extracted from the Multiple Correspondence Analysis (MCA), and the Euclidean distance. A comparison between the two distances will be provided to retain the most efficient one for the multidimensional clustering context. The proposed approach will be applied to a real case study representing armed attacks worldwide stored in the Global Terrorism Database (GTD).
INTRODUCTION
Data Warehouses (DW) [1] are centralized huge databases used to store heterogeneous data collected from disparate sources. Specific Data Mining techniques, such as clustering, are applied to analyze these structures for patterns recognition. Graphically, these data sets can be represented by cubic multidimensional data structures called OLAP (OnLine Analytical Processing) cubes [2] . Given a population of N observations described by a set of m attributes, clustering them into distinct groups allows identifying interesting patterns. In machine learning and Data Mining applications, data sets arise in huge matrix format [3] composed of a large number of rows and columns which processing requires effective techniques such as clustering and robust knowledge discovery algorithms. This paper proposes a clustering approach using the Khi² formula adapted to the multidimensional context, and the Euclidean metric. The KHI² formula is commonly used to reduce the number of columns and lines in a dataset by evaluating similarities between observations and attributes. Reducing the lines or columns of a data table helps decreasing the amount of data in the data table and consequently computation costs and resources consumption. However, the Euclidean distance, specially used for geometric computations, allows calculating the distance between two distinct points.
This article is organized as follows: the next section presents previous related works in the field of pattern recognition and clustering techniques. The third section details the proposed approach to be applied to multidimensional databases and introduces the corresponding algorithm. The corresponding case study of terrorist attacks in the year 1993 is presented in section four and finally results interpretation, conclusion and perspectives are given.
II. RELATED WORKS AND MOTIVATIONS

A. Clustering large dataset: state of the art
Clustering is an analytical exploratory unsupervised method to classify a data set observations into a finite and a small number of groups based upon two or more variables. The clustering process finds most similar observations among a set of untagged data according to the specified patterns. A clustering , is a partition of a data set containing n elements, into different subsets with respectively elements called clusters. Formally we have the following findings:
 { } where = and ⋃ =  ∑ However, two clusterings and of the same data set can lead to different clustering results and depending on the technique and algorithms used. An evaluation of the clusterings obtained is then required in order to identify the most appropriate clustering technique proposed. In a clustering process, elements belonging to the same group are given the same label and are similar but are dissimilar to elements belonging to other groups. In the literature, many clustering methods were proposed and developed [4] . These approaches are either:
 Hierarchical: A hierarchical algorithm uses a dendrogram representing the grouping of patterns and similarity levels at which groupings change. Most hierarchical clustering algorithms are variants of the single-link [5] (minimum distances between pairs), and complete-link [6] (maximum distances between pairs).
 Partitional: A partitional clustering algorithm obtains a single partition of the data instead of a clustering structure, such as the dendrogram produced by a hierarchical technique. For this method, the choice of the number of desired output clusters is problematic [7] .
 Monothetic : A simple monothetic algorithm reported in [8] considers features successively to divide the given collection of patterns. The limitation of such an approach is the number of clusters generated ( clusters where d is the dimensionality of the patterns).
The number of clusters obtained may be so large that the data set is divided into uninterestingly small and fragmented clusters.
In [9] , the authors describe the limits of K-means algorithm, which is a well known clustering algorithm proposed for numeric (quantitative) data. The algorithm optimizes an objective function defined on the Euclidean distance measure. Although this algorithm gives promising results, the quality of clusters produced depends on the initialization of clusters and the order in which data elements are processed in the iteration.
In [10] , the author proposes four clustering distances: Russel/Rao, Jaccard, Matching and Dice. The results show that over 90% of the cases were correctly grouped together.
In [11, 12] , the authors conduct a clustering analysis with binary data. Two individuals should be viewed as similar to the degree that they share a common pattern of attributes among the binary variables. Observations with more similar patterns of response on the variables of interest are seen as closer to one another than are those with more disparate response patterns.
B. Similarity measures
Distance measurement is used in many clustering algorithms to evaluate the similarity between two observations. The most known distance measurement is the Euclidean distance defined as follows:
are two individuals (observations) with d attributes. The total number of modalities is k and each observation is defined by a vector as follows: where corresponds to the modality k of the individual i. The Euclidean distance is usually used for quantitative variables with varied values and wasn't previously used in a binary computation context and produces compact or isolated clusters [13] .
The use of metrics to measure the distance is reduced to the computation of a symmetric matrix of pairwise distances values for the n patterns to simplify the computation process and complexity. However, major clustering approaches are provided for quantitative (numerical) data and fewer techniques are proposed for qualitative (continuous) data. Some methods were developed to measure the proximity for heterogeneous type patterns: [14] proposes a combination of a modified Minkowski metric for continuous features and a distance for nominal attributes. A variety of other metrics have been reported in [15, 16] for computing the similarity between patterns represented using quantitative as well as qualitative features.
C. Multiple Correspondence Analysis (MCA)
Multiple Correspondence Analysis (MCA) is a statistical method initially used to reduce either the number of columns or lines of a huge data set table by measuring the similarity between the profiles. It is used in this approach to evaluate the similarity between the observations in the data of our case study for clustering purposes using the Khi² distance. This method was also used in [17] to reduce the dimensions of a DW and has provided remarkable results. A DW, which can then be considered as a large data table, containing I observations (facts) and J variables (dimensions) and represented by a matrix IxJ, called the Complete Disjunctive Table ( CDT) [18] where represents the modality of the variable j possessed by the individual i. If is the number of modalities of the variable j, and K the total number of modalities, then we have ∑ . This table permits transforming the initially discrete (qualitative) data of the DW into a binary data table. If the patterns contains the considered modality, we will affect 1 in the corresponding of the CDT else we affect the value 0. The form of the CDT is presented in the following Table 1:   TABLE I. MATRIX OF THE CDT TABLE DATA
The Khi² formula is given by the following Equation 1:
However, in this study, another adapted formula derived from the Equation 1 will be presented and considered for the computation in the approach.
III. PROPOSED APPROACH FOR MULTIDIMENSIONAL DATABASE CLUSTERING
A. The adapted KHI² formula
In this paper, a clustering qualitative data approach is proposed using both: the Khi² and the Euclidean distance formula. An experimental comparison between the two distances is also provided. The adapted Khi² formula is given in the following Equation 2:
 x and x' are two observations (elements);
 p is the number of dimensions;
 n is the number of observations in the dataset (lines);
 is the number of occurrence of a modality ;  the number of modalities in a dimension.
Data pretreatment: data cleaning and multidimensional structure extraction A transformation process from the initial qualitative data to binary values is required in this approach. Each observation in the data table (row) represents a K-dimensional vector profile, where K represents the total number of modalities. Each observation is will then represented by the following vector:
, where I is the number of observations and K the number of modalities, if the corresponding modality exists for the observation and 0 otherwise. On the other hand, J represents the total number of dimensions in the DW and we should verify the following findings;  represents the dimension j of the DW and the universe of dimensions, i.e the set of values taken by the dimensions and its cardinality.
 Each dimension contains a set of modalities , is the universe of the modalities and card( )=K and represents the modalities taken by the dimension ;
The algorithm corresponding to such a process is given by the following Table 2:   TABLE II 
IV. CASE STUDY: GLOBAL ARMED ATTACKS IN THE YEAR 1993
In this section, a real case study is presented based on publicly available information collected on terrorist attacks that occurred worldwide in the year 1993. The objective is to apply the proposed clustering approach to recognize interesting groups and their associated patterns. Data Mining application deal with data sets containing a large amount of qualitative and quantitative data. This approach is proposed for qualitative data. The initial dataset is filtered in order to keep only the most relevant attributes for the considered analyzing objectives.
A. The Global Terrorism Database (GTD)
The Global Terrorism Database (GTD) [19, 20, 21 ] is a vast collection of terrorist activities reported around the globe that incorporates more than 27.000 terrorist incidents, provided by the National Consortium for the Study of Terrorism and Response to Terrorism (START), a United States department of Homeland Security of Excellence based at the University of Maryland. The data set is assembled from public sources including media, articles, electronic news, books, journals and legal documents. Using clustering techniques would provide interesting results in order to identify terrorist activities patterns correlated with each other.
B. Multidimensional structure extraction
The considered data table of the case study contains 748 observations associated with 123 qualitative and quantitative variables to characterize armed attacks that took place worldwide in 1993. These data are presented in a MS EXCEL table without any specific structure. As already defined, the pretreatment step also identifies a multidimensional structure to be extracted from the table. Only three dimensions will be retained in the computational process later which could be easier than considering all the identified dimensions. The following seven dimensions with the associated attributes are then identified: The transformation of the previous qualitative profile in Table 3 to binary representation is given by the following Table  4:   TABLE IV. BINARY FACT TABLE REPRESENTATION In the CDT, each individual has an encoding of 15-bit representing its whole characteristic profile. This encoding is not random; it should respect the following findings to preserve the integrity of the table:
 The number of bits encoded 1 in a line is equal to the number of dimensions;
 The total number of occurrences m of all modalities in a dimension is equal to the total number of observations;
V. RESULTS INTERPRETATION
A. Clustering using the KHI² distance
The clustering results performed in this approach are shown in Figures 2 and 3 below: clusters are represented according to the computed distances (D²) and the number of items in each cluster. Each point in the Figure 2 and 3 represents a cluster. The computation was performed according to two reference profiles represented in the following Table 5 . The distance would be measured between the reference profile and all the other individuals of the dataset. According to the experimental results, 86 distinct groups were identified (0 <D< 38.3). The following Table 6 represents statistical results concerning the number of clusters and elements obtained according to each profile. In the previous Figure 2 , we identify four main groups containing all the clusters (and therefore the corresponding elements) and having similar profiles. It is also proposed to introduce another parameter representing the number of common modalities between each individual and the reference. If the distance computed increases, the number of common modalities decreases, which explains that the elements become more and more dissimilar as shown in the following Table 7 . The following Table 8 presents the characteristics of the groups identified in relation with the distance computed and the number of elements in the groups. The four groups identified in Figures 2 and 3 can be interpreted as follows:
 Group A contains only five clusters (1.09% of the total number of clusters) with the highest computed distances from the reference. The associated profile to this group is {RUSSIA, BOMBING, FACILITY / GOV}. It concerns armed attacks that occurred in Russia against either governmental or facility targets using bombs. These clusters, given their small number, are not representative of a specific behavior of armed group attacks in the country. The attacks mainly targeted the state and not the military or civilians which can be explained by the policy of the country and clarify the claims of the attacks that may have political backgrounds.
 Group C is the most interesting super cluster; it contains clusters with minimum distances to the reference and consequently most similar to the initial profiles defined. Further information extraction and analysis from the database could provide more remarkable information : the most active armed groups in the region, the relation between these groups.
 Group B contains elements with medium distances (< 10) with relatively high cardinality (> 25 elements) by the maximum cluster distance to our reference, this is a result of groups containing more dissimilar elements.
 Group D represents various clusters that are compact and even close. The distance between clusters is sometimes reduced which means that the results and profiles are quite similar.
The following Table 9 represents the different labels that could be assigned to each cluster with the corresponding groups: We note that during the year 1993, Europe and ME & NA are the most concerned regions by the armed attacks. These results indicate that criminal activities are very relevant in these regions. The total number of observations corresponding to the profile {MIDDLE EAST & NORTH AFRICA, ARMED ASSAULT, MILITARY} is 181, the total number of observations corresponding to the profile {EUROPE, BOMBING, GOVERNMENT} is 142. These results can have great importance for specialists in the counter-terrorist or criminal investigation services. Besides, according to Figures 2 and 3 , we notice that the corresponding clusters are easily identifiable. Additional efforts should be led in order to strengthen the military intelligence services in the ME & NA countries while general intelligence for private government representatives should be considered in the European countries. Besides, attacking the governments and an official representative can be explained by the political issues declared by the government and these attacks may have political reasons. However, targeting the army and law enforcement agencies can be seen as an attempt to weaken the government capabilities in facing terrorism for more reasons not essentially political issues: we can mention the case of Islamic groups that are targeting military and police in order to widespread their jihadist beliefs.
B. Clustering using the Euclidean distance
The objective of this study is to conduct a clustering using both: the Euclidean and KHI² distances. The Figure 4 below shows the clustering results obtained by the Euclidean distance. The total number of clusters obtained using the Euclidean distance represents 8.13% (7/86) groups compared to those obtained with the KHI² distance. This indicates that some distinct groups, initially identified with the KHI² formula, were assembled with the Euclidean distance. The KHI² distance www.ijacsa.thesai.org provides better clustering results compared to the Euclidean distance: The clusters are more visible and the results are better exposed. These results are due to the fact that the KHI² formula takes into consideration additional parameters that are not identified with the Euclidean distance, including the occurrence m of each modality, the total number of observations N and the number of dimensions P.
Lets consider the cluster computed with the Euclidean distance where D² = 2. The cluster contains all other groups previously identified with the Khi² formula (11 groups) and having the distances around D² = 2. This result presents one of the limits of the Euclidean distance: it is possible to group many observations that may have different profiles in the same cluster while they are distinguished with the KHI² distance.
C. Further data analysis: armed groups identification
According to the following Table 10 , most of the armed attacks in the year 1993 occurred in Europe and ME& NA with a total of 492 attacks (65.77%). Given their geographical proximity, it would be possible to conclude that links may exist between these attacks especially if the same armed group conducts attacks on both territories. Investigations has shown that many armed attacks happening in Europe were planned by terrorist groups adherents from the Middle East and North Africa. Thus more and more attention should be given to these groups and additional bilateral collaboration between these two continents should be taken into consideration. In Table 10 , we represent the number of occurrence m of each modality. The m parameter is part of the KHI² formula used to characterize the most frequent modalities. Data integrity is verified because the total number of observations for each dimension is the same: The most frequent modalities previously identified are {ME & NA, BOMBING, GOV}. The number of corresponding observations is only 17 which doesn't represent an interesting profile to study despite it contains the most frequent modalities. Furthermore, the results provided by the approach, do not identify the profile {ME & NA, BOMBING, GOV} as an interesting profile with a great number of elements. This highlights the value of using reliable analytical techniques such as clustering for discovering interesting patterns and extracting relations between patterns.
There are various armed organizations identified in the GTD dataset where more than two thousand different groups of terrorists have been recorded. The following Figure 5 presents the most common identified groups according to the number of attacks, the number of kills and injuries. The following Table 11 presents the countries where the attacks happened according to each group: According to the previous Table 11 , we identify the number of attacks by region and by country associated with the most identified armed groups. Seeing the results provided, two categories of the most active groups are distinguished: The results obtained are with a great importance for intelligence services and law enforcement agencies. These results help giving more intelligence about the behavior of these groups to understand the motives and reasons for their actions: Generally, an attack to foreign boundary includes locals from the same country. Similarly, the domestic attacks involve a national or a group of nationals who attack their own homeland.
While the world may confront extraordinary terrorist threats today, experts can explore a lot of things about today's dangers by investigating the practices of terrorist groups in the recent past and the effects that these terrorist actors, and the terrorist vents they executed, have had.
1 Irish Republican Army. 2 Kurdistan Workers' Party 3 Islamic Resistance Movement 4 al-Gama'at al-Islamiyya www.ijacsa.thesai.org VI. CONCLUSIONS AND PERSPECTIVES Data mining is a fundamental tool that has been widely used to model crime detection problems, detect unusual patterns, terrorist activities and fraudulent behaviors. It has great effectiveness and high influence in law enforcement studies or crime prevention, detection and analysis. Our approach is based on clustering armed attacks events to identify interesting patterns such as the main regions and countries concerned, targets and kind of attacks. The approach is based on the use of the KHI² distance extracted from the MCA and the Euclidean distance, to express the similarity between the observations. According to the study, the KHI² distance measurement is more effective than the Euclidean distance and can provide better discernible results. However, the approach is proposed for qualitative data and a pretreatment procedure is required to switch from the qualitative data to the binary one.
Experimental results with quantitative data should also be presented to compare the effectiveness of the approach. Evaluating the effectiveness of the approach based on a specific method is also required especially when using different clustering methods providing almost comparable data. This issue will be taken into consideration in the following publications.
