of EEG signals recorded during right and left motor imagery using adaptive autoregressive parameters," IEEE Trans. Rehabil. Eng., vol. 6, no. 3, pp. 316-325, Sep. 1998 
I. INTRODUCTION
Heart rate variability (HRV) is regarded as a marker of the relationship between the cardiovascular and autonomic nervous systems (see the Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology [1] , for a good review on HRV applications and recommendations for measurements). There are several techniques that quantify the beat-to-beat fluctuations although, nowadays, the time-domain analysis is the most employed methodology in clinical studies, both in short-term and 24-h recordings.
Besides of applications of time domain analysis of HRV based on 24-h recordings, such as prediction of cardiac disease and mortality [2] - [4] , HRV analysis from short-term recordings is becoming a powerful tool for the prediction of several diseases (mortality prediction after myocardial infarction [5] , studies on diabetic patients [6] , assessment of training status in athletes [7] , or assessment of psychological stress [8] ). Among the whole proposed time-domain indices, the most recurrently calculated are the mean (RR mean ), the standard deviation (SDRR), and the standard deviation of the differentiation (r-msDD) of the RR time series. The aim of this paper is to provide a methodology to estimate the uncertainty in the quantification of these three indices from a statistical point of view. For each index obtained from a single RR time series, the method must provide a number for the quantification of the distrust on the result of the index (the uncertainty of the index), and an interval centered on the obtained index that contains the "true" value of the index with a certain probability [the confidence interval (CI)]. When characterizing a RR time series, the number of available RR samples (N ) is always finite and, very often, limited. When computing an index from the N intervals we estimate a characteristic of the time series (i.e., the sample mean of the RR samples is an estimation of the expectation of the time series). If the RR time series is stationary and other new N intervals were obtained, the new estimation of the index will be different although similar. The estimation of uncertainty quantifies this variation.
In Sections II-IV, an introduction to the estimation of the uncertainty is provided and the proposed methodology is outlined. The methodology is characterized by comparison with Monte Carlo simulations by employing artificial time series and, finally, the method is applied to real RR time series.
II. MATERIALS AND METHODS

A. Estimation and Uncertainty
From the Central Limit Theorem, the arithmetic mean (O mean ) of M independent observations (fo1; o2; . . . oj ; . . . ; oM g) is, when M sufficiently high, a random variable with normal distribution whose standard deviation can be estimated as
The Guide for the Expression of the Uncertainty in Measurement [9] defines the standard deviation of the mean (u(O mean )) as the type-A standard uncertainty. Regardless the number of available observations, a CI can be defined as
where k is the coverage factor and can be obtained from the t-Student distribution tables with M 0 1 degrees of freedom and p is the coverage probability (the probability that the true value would be inside the specified CI) and O is the mean (expectation) of the population.
The product k 1 u(O mean ) is defined as the type-A expanded uncertainty (U (Omean)). Note that these calculations are true regardless the distribution of the observations provided that the number of observations is high enough and that the observations are independent. This approach can not be applied directly to the estimation of the uncertainty of the mean of RR time series because the samples are seldom independent.
Let us suppose that we want to estimate the uncertainty of an index from a time series with N nonindependent samples. If the index can Accordingly, a CI can be obtained. This approximation holds if the RR time series can be considered as a stationary process (if not, in fact, the mean is not strictly defined although, of course, the sample mean can be computed) and because the sample mean is an unbiased estimator of the expectation.
There is a tradeoff between n and M If n is high, the knowledge of each pIi is higher but the results of a test of independence can be compromised because M is low. If M is high, the estimation of each pI i can be meaningless. As explained above, the different pIi must be independent. In this paper, we have considered that they are independent if the run test and the reverse arrangement test with a confidence level of the 95% indicate that the independence hypothesis can be accepted. Bendat and Piersol, [10] provide a detailed description of both tests. Next, there is a brief summary of these tests.
B. Independence Tests
The independence tests are based on the assumption that independent data have no trend. Bendat and Piersol [10] propose two nonparametric procedures to find if the data are independent or not: the Run Test (RT) that can detect fluctuating sets and the Reverse Arrangement Test (RAT) that is more sensitive to monotonic trends. Let us consider that we have M partial indices and want to test if they are independent.
In the RT, the sample mean of the partial indices is calculated and removed from each partial index. Then, the sign sequence is created If r is outside the interval (Lr, U r) it can be concluded that the partial indices are nonindependent.
In the RAT, the following matrix is created hij = 1; if pI i > pI j and i < j 0; otherwhise :
And, the following parameter is computed: (8) As an example of the technique, Fig. 1 shows a real RR time series with 252 intervals. The RT and RAT on the raw RR time series indicate that the intervals are not independent as shown in Table I . With M = 16, both tests indicate that the standard deviation computed in the blocks can be considered as independent. Based on the independence of the obtained standard deviations, an estimation of the uncertainty of the SDRR will be 6.4 ms (the calculated SDRR is 95.7 ms) because the standard deviation of the calculated standard deviations is 25.4 ms and 25:4 ms=(16) 0:5 = 6:4 ms. The 6.4 ms result is for this particular partition of the time series. However, several partitions of the time series may provide independent partial indices and different results. Let us see how to evaluate these differences.
C. Strategy for the Choice of an Independent Set of Partial Indices
As seen in the prior example, the obtained set of partial standard deviations was classified as independent although r was very close to Lr The independence factor will be zero if both tests have the discriminating parameter just in the centre of the CI. In this paper, we have tried two methods in order to provide a representative value of the uncertainty of the index.
• 
D. Intervals of Confidence
The asymptotic distribution of the mean of partial indices is normal because they are independent. For each set, a CI can be obtained by finding the coverage factor in a t-Student table (the number of degrees of freedom is M 01). When employing M1, the interval of confidence will be calculated by this direct form. Nevertheless, when using M2, an average of uncertainties is provided. Which coverage factor has to be employed in this case? As recommended in the Guide, when using a confidence level of 95%, the coverage factor will be 2 and for a confidence level of 99%, the coverage factor will be 3. Returning to the 
E. Characterization and Application of the Methods
1) White Uniform
Noise: M1 and M2 have been applied to the determination of the uncertainty of RR mean , SDRR, and r-msDD in artificial realizations of RR time series with 300, 500, and 900 samples. The RR time series are obtained by generating white uniform noise with a nominal standard deviation of 45 ms and adding an offset of 1000 ms (nominal RRmean). For each number of samples, 1000 realizations have been obtained. In each realization, the RR mean , SDRR, and r-msDD have been calculated taking into account all the available samples. Their uncertainties and expanded uncertainties (95% confidence level) have been computed by M1 and M2. The bias, estimated for each realization as the difference between each index computed with all the available samples or computed as the mean of the partial indices, has been also computed. At the end, the Monte Carlo uncertainty for each index has been computed as the standard deviation of the 1000 computed indices (u MC ). Moreover, the expanded uncertainty has been obtained as half the difference between the 97.5% and 2.5% percentiles (UMC). For the uncertainties computed via M1 or M2, the mean 6 standard deviation was obtained.
2) Realizations From a First Order Autoregressive Model:
An easy way to obtain nonindependent time series from a white noise generator is to use the independent samples as the input of a first order autoregressive model. Such approach has been employed in order to view the performance of M1 and M2 in correlated time series. The input of the model is white Gaussian noise (w(n)) and the output is defined as RR(n) = 1 RR(n 0 1) + w(n): (12) The standard deviation of the input noise has been chosen in order to provide a RR time series with SDRR approximately equal to 45 ms. We have tested seven different autoregressive models ( = 0:7, 0.5, 0.3, 0.0, 00:3, 00:5 or 00:7). For each model, 1000 realizations have been obtained with N = 300 samples and a similar approach to the Monte Carlo simulation with independent samples has been followed. 
3) The Uncertainty of RR Mean , SDRR, and r-msDD in Healthy
Subjects: In the Normal Sinus Rhythm Database [11] , that can be downloaded from www.physionet.org, 10 236 RR time series, each with 300 intervals and without artifacts, where identified. For each time series, the RR mean , SDRR, and r-msDD where computed with all the available samples and the uncertainty and expanded uncertainty (95% confidence) where estimated by M2. This study provides margins of variation of the indices as well as their uncertainties in healthy subjects. I1 I2:
4) A Comparison of Indices: the Effect of Breathing Pattern On
We define the interception value (IV) and the difference of indices (DI) as IV = I 2 0 U (I 2 ) 0 I 1 0 U (I 1 ) DI = I2 0 I1: (14) If IV > 0, the indices are different in a statistical sense (with a probability at least the confidence level). Moreover, if IV = DI, the effect of the expanded uncertainties is negligible so the affirmation that IV > 0 implies that both indices are different is stronger. A quality factor (Q) is defined as Q can take values between 0 and 1 and the greater its value, the stronger the affirmation of difference of indices is.
This test has been employed in 15 RR time series when subjects were breathing at will (FB group) and in 15 RR time series when the same subjects were periodically breathing with breathing frequency between 0.15 Hz and 0.30 Hz (PB group). FBnn and PBnn recordings correspond to the same subject (nn ranging from 01 to 15). Each time series corresponds to a measuring interval of 5 min. More indications on the experimental setup can be found in [12] . The objective is to test for each subject (1 to 15) if RR mean , SDRR, and r-msDD have changed from free breathing (FB) to periodic breathing (PB). The CIs have been obtained for a 95% confidence level with M2 and each index has been estimated using all the available samples. III. RESULTS Table II shows the results for the simulation with uniform white noise. For the mean RR, M1, M2, and Monte Carlo provide similar results for the standard uncertainty. Nevertheless, the expanded uncertainty is a little overestimated with M1 and M2. Regarding the uncertainties for SDRR and r-msDD, both standard and expanded uncertainties with M1 and M2 are overestimated by a 10%-20%. The bias in M1 and M2 is very low for the mean RR, approximately a 1% for the SDRR and lower than 2% for the r-msDD. Fig. 4 shows the results for the simulation with autoregressive models. In the figure, only mean values of the uncertainties and biases are displayed. The more correlated the samples are (coefficient more positive), the higher the uncertainty on the mean and the lower the uncertainty on the r-msDD. The uncertainty for SDRR has a minimum when the samples are independent. In highly correlated time series, M1 and M2 have high biases in the estimation of SDRR (nearly a 17% for an AR coefficient of 0.7) while the standard uncertainty of this index is underestimated. With an AR coefficient of 00:7 the same problem arises in the estimation of the standard uncertainty of r-msDD although the bias with M1 and M2 is lower. Fig. 5 shows the results for the relative standard uncertainty (standard uncertainty normalized by the value of the index) in the three indices computed for the normal sinus rhythm database. As seen, the uncertainty for the mean is low but for the SDRR and r-msDD it can be higher than the 10% of the index. By averaging the results, the mean relative standard uncertainty for the mean is 1.08% (Range: 0.1%-9.0%), for the SDRR is 6.27% (Range: 0.81%-22.8%), and for the r-msDD is 6.98% (Range: 2.11%-24.4%). Note that these uncertainties depend on N . In this case N = 300, but with the same dynamics of the time series, a reduction of the number of available samples implies an increase in uncertainty. Table III shows the results for the 15 comparisons of indices [FB versus PB]. For each pair of RR time series and index, the two indices, the interception value, the difference of indices, and the quality factor are reported. As seen in Table III , only subjects 3, 4, and 5 have significant changes in the three indices while subjects 7, 10, and 11 have not noticeable changes in neither index. Nine subjects experience a significant change in RR mean , four subjects in SDRR and seven subjects in r-msDD. Fig. 6 shows the time series and results (indices 6 standard uncertainties) for subjects 5 and 10. As seen, the RR time series of subject 5 is very different when breathing periodically respect to breathing at will. Nevertheless, in subject 10, there is no remarkable change in the studied indices.
IV. DISCUSSION
The described methodology provides a way to estimate the uncertainty in indices obtained from a quantification of RR time series. This method is not suitable (or applicable in short recordings) for any index of HRV. For example, spectral indices require a higher number of samples due to spectral resolution issues. A partial spectrum with 10-30 samples will be very inaccurate. Another example is the estimation of the Hurst exponent by detrended fluctuation analysis [13] . The method requires a high number of samples and, in this situation, the assumption of stationarity does not hold. In this paper, we have dealt with RR time series with N = 300 (the studies in the normal sinus rhythm database) or 5 min long (the experiment of free and PB). The study of the uncertainty of indices from 24-h recordings is out of the scope of this paper because the RR time series is not stationary. Moreover, the assumption of both M1 and M2 is that the mean of partial indices will be approximately equal to the index computed in the overall recording. If not, the index is not consistent and the methodology cannot be applied.
As seen in Fig. 4 , M1 and M2 provide underestimated standard uncertainties of SDRR and r-msDD when the bias is high. The bias can be estimated for each RR time series by comparing the mean of partial indices and the index computed with all the available samples. This bias can be employed as another indicator of the quality of the estimation of the uncertainties. A further study on the bias can reveal ways to correct the uncertainties in order to avoid this underestimation. Nevertheless, the need for the correction of the underestimation of the uncertainties must be in accordance with the accuracy desired for a particular application of the index. As an example, if the difference of two indices is higher than ten times the higher standard uncertainty of both indices obtained by M1 or M2, it is useless to refine the estimation of the uncertainties because the result of the test will be that both indices are statistically different.
This paper provides also some guidance to the computation of the CI. We rely on the t-Student distribution to obtain such intervals although the normality of the partial indices is not tested. Nevertheless, the violation of the normal distribution assumption does not significantly compromise the results of the test if the distribution has not a severe skew [14] . The 95th percentile of the absolute sample skewness of the partial indices involved in the M1 computation for the normal sinus rhythm database is 1.6 for the mean RR, 2.3 for the SDRR, and 2.2 for the r-msDD while the mean value of the absolute sample skewness is 0.59 for the mean RR, 0.98 for the SDRR, and 0.76 for the r-msDD. So, we can conclude that the distribution of these partial indices have not a severe skew.
The strategy for the search of sets of independent indices is not complete. In the proposed approach we have supposed that once the first block ends at an RR sample, the next block starts just at the next sample. Of course, some samples can separate successive blocks. In the proposed method, each block has the same number of RR samples for simplicity and two methods (M1 and M2) have been suggested in order to combine the results for the whole set of independent partial indices. Both methods provide similar standard uncertainties that are close to the Monte Carlo simulations for independent and correlated time series. Nevertheless, the CIs are overestimated for independent data. Maybe another combination of sets can provide a better estimation of the expanded uncertainty.
The proposed method looks quite similar to the block bootstrap method to obtain the uncertainty of statistical estimators in time series [15] . Nevertheless, there are several important differences between them. The block bootstrap computes the index in several blocks with a certain length that not varies in the computation and has to been fixed according to an empirical criterion or by fitting the time series to a model. Moreover, there is no check of the independence of the obtained partial indices. An expression similar to (3) is employed in order to obtain the uncertainty. Moreover, the blocks can repeat some intervals. In our approach we test the independence of the partial indices and test different block lengths (n). If an interval has been employed in the computation of a partial index, this interval can not be employed for the computation of another partial index. Moreover, n changes in order to find sets that have the lowest IF.
Regarding M2, an incidence is reported if no set with IF lower than 1 has been found. In the case of periodic and FB no incidence has been reported (the measurements where obtained with a controlled experimental setup). The analysis of the normal sinus rhythm database is different because the RR time series are obtained from Holter monitoring. In this case, 24% of the RR time series reported incidence in the computation of the uncertainty of the mean, 3% in the computation of the uncertainty of the SDRR and 5% in the computation of the r-msDD. Nevertheless, the uncertainties obtained when incidences are present do not differ from uncertainties obtained without incidences (the two groups, with and without incidence, form "clouds" in Fig. 5 that overlap and cannot be separated)
V. CONCLUSION
A methodology for estimating the uncertainty of some time domain indices of RR time series has been presented. For the uncertainty calculation, the time series must come from independent observations and its stationarity is necessary. In order to check the independence, a strategy for choosing independent sets of indices has been designed. Two different methods based on the value of an independence factor have been employed in order to assess the uncertainty of the indices. The methodology has been applied to artificial independent and dependent time series in order to test the methodology goodness. The same methodology has been applied to several records of Normal Sinus Rhythm Database obtaining the values of the indices uncertainties in healthy subjects. We have found that the SDRR and r-msDD uncertainties can be higher than the 10% of the index.
We have also presented a method to decide if two indices are statistically different, by using a quality factor Q calculated from the difference and CI of both indices. We have applied this methodology to the separation of indices of RR time series of the same subject when breathing at will and with PB. We have found that the changes in indices depend on the subject and on the index itself.
