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Zusammenfassung
Am LHCb Experiment am CERN bei Genf wurden im Jahr 2011 Daten mit einer
integrierten Luminosität von 1 fb−1 gesammelt. Auf Basis dieses Datensatzes wird die
Mischungsfrequenz ∆md des neutralen B0 Mesons in den Zerfallskanälen B0→ D−pi+
und B0→ J/ψK∗0 gemessen.
∆md = 0,5156± 0,0051 (stat.)± 0,0033 (syst.) ps−1,
dies entspricht der weltbesten Einzelmessung dieses Parameters. Die Messung wurde
in Physics Letters B veröffentlicht [1].
Im Rahmen dieser Messungen ist außerdem eine Überprüfung des Flavour Tagging
möglich. Um systematische Unsicherheiten in Messungen von CP -Verletzung zu
untersuchen, werden verschiedene Tests durchgeführt.
Abstract
In 2011 the LHCb experiment at CERN (Geneva) collected data with an integrated
luminosity of 1 fb−1. Using this dataset, the mixing frequency ∆md of the neutral B0
mesons is measured using the decay channels B0→ D−pi+ and B0→ J/ψK∗0.
∆md = 0.5156± 0.0051 (stat.)± 0.0033 (syst.) ps−1,
corresponding to the world’s best individual measurement. The measurement was
published in Physics Letters B [1].
Additionally, the flavour tagging algorithms can be checked using a similar measure-
ment. In order to examine systematic uncertainties on measurements of CP violation,
different crosschecks have been performed.
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1 Introduction
The Large Hadron Collider (LHC) project at the European Organisation for Nuclear
Research (CERN) includes four major experiments that are dedicated to the search
for the Higgs boson, as well as to searches for Dark Matter candidates and exotic
particles, studies on the quark gluon plasma, and precision measurements in flavour
physics. These precision measurements are supposed to test the Standard Model (SM)
of particle physics and they are sensitive to contributions from particles and forces
that have not been discovered, yet.
The Large Hadron Collider beauty (LHCb) experiment is designed to perform pre-
cision measurements on decays of mesons that contain b or c quarks. These are
measurements of the SM parameters and the violation of CP invariance, and the
search for contributions of physics beyond the SM.
The mixing frequency ∆md of oscillations between B0 and B0 mesons (also referred
to as the mass difference between the mass eigenstates of the B0 mesons) has been pre-
cisely measured at LEP [2], the Tevatron [3, 4], and the B factories [5, 6]. The current
world average is ∆md = 0.507±0.004 ps−1 [7], whilst the best single measurement prior
to this thesis is by the Belle experiment, ∆md = 0.511±0.005 (stat.)±0.006 (syst.) ps−1
[6]. This thesis presents the results of the first competitive measurement of this para-
meter by LHCb [1] with decays of B0→ D−pi+ and B0→ J/ψK∗0. Throughout this
thesis, the convention ~ = c = 1 is used for all units.
The measurement is motivated by the possibility of the calculation of constraints
on the apex of the CKM triangle [8, 9] (cf. Fig. 2.1) from lattice QCD calculations
[10, 11]. This constraint can be calculated using the ratio ∆md/∆ms and its uncertainty
is thus dominated by the larger relative uncertaintiy of either of the two measurements.
Together with the very precise measurement of ∆ms [12] a more precise knowledge
of ∆md serves as an important test of the SM [13, 14].
As for all time dependent analyses of neutral B mesons, the knowledge of the
production state of the meson is of great importance. The determination of the
flavour of the production state (whether it contains a b or a b¯ quark) is called flavour
tagging. The probability of a tag being wrong (referred to as wrong tag probability)
has to be used as an input for this type of analyses. As it directly contributes to the
measured asymmetry amplitudes, it is important to be able to predict the wrong tag
probability accurately for each of the candidates that are used in the corresponding
measurements.
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The decay channels used in the measurement of ∆md provide self tagging final states.
That means, that from the charge of the final state particles the flavour of the decaying
B meson can be identified. Thus, these decay channels can also be used to test the
validity of the flavour tagging calibration that is performed using decays of charged
B mesons [15, 16].
This thesis describes the measurement of the parameter ∆md and the necessary the-
oretical and experimental prerequisites. Additionally, the calibration of the wrong tag
probabilities is verified and tagging induced systematic uncertainties in measurements
of CPV are investigated.
2
2 The Standard Model
About 50 years ago physicists started to describe the theory of subatomic particles.
Since then the understanding of the elementary particles building up the known
matter, and the fundamental forces that describe the interaction between those
particles is summarised in the so called Standard Model of Particle Physics (SM).
For many years now, there has been an equilibrium between theory–describing
experimental results and postulating new particles and forces–and experiments–
testing theories and finding evidence for new facets of particle physics that might
give input for new theories.
Recently, many experimental results gave proof for the SM, like the discovery of the
neutral and charged currents of the weak force [17], the measurement of CP -violation
in the Kaon sector [18], the CKM-matrix [19], and many more precision tests at
the large collider experiments around the world. All these results and theoretical
calculations lead to today’s precise picture of particle physics. However, there are
quite some aspects, that are not included in the SM and lead to puzzling questions.
Galaxy movements for example, that cannot be explained by the visible matter in
the galaxies, are leading to the postulation of dark matter, a type of matter that is
interacting only gravitationally, and probably weakly, for which no candidates have
been found, yet. Or the long sought Higgs particle [20], that was a still missing feature
of the SM. It is necessary for all quarks, charged leptons, and the W and Z bosons
to gather mass. For this particle a candidate has been discovered at the LHC [21, 22]
in the summer of 2012. In newer measurements [23, 24, 25] its properties are found
to be consistent with a SM Higgs boson.
Even though many aspects of the SM are well tested, it is the small number of
mysteries that motivates more precise measurements. Machines like the Large Hadron
Collider (LHC) at Geneva and the four major experiments ALICE, ATLAS, CMS,
and LHCb are build to unravel the remaining secrets of the SM and to go beyond
and find proof for new physics.
The following summary of SM physics relevant for this thesis is largely inspired by
the lectures of G. Hiller1 and the works of Branco et al. [26] and Bigi et al. [27]. The
formalism for CPV in B0 decays is kept close to a previous work on this topic by V.
Gligorov [28].
1The script from the lecture was edited by D. van Dyk
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2.1 Discrete symmetries
In particle physics there are three important discrete symmetry operations that are
used in the description of the SM.
• The first is the reversal of time T . This operation changes the direction of time,
which would have no effect on movements in classical mechanics. Though, it is
known from thermodynamics, that irreversible processes exist in physics.
• Secondly, the parity transformation P is a simple inversion in the spatial origin,
meaning all spatial coordinates change their sign. Naively, it is expected, that
physics should be invariant under such a transformation. However, there are
interactions in particle physics that are not invariant under the P transformation.
• The charge conjugation C changes the charge of all particles. Electrodynamics
are invariant under such a transformation.
The combination of the C and P operations is very important, especially for the
physics program of LHCb. When a particle is transformed under CP it changes its
state from matter to antimatter or vice versa. As described in the previous chapter,
CP invariance is violated in particle physics. One of the most puzzling questions of
modern physics is, if there is a source of CP violation (CPV ) beyond the SM. This
would lead to a possible explanation to the fact, that there is only one type of matter
in the universe. This is curious, because matter and antimatter should emerge in
equal parts from energy and they most probably did so in the big bang. But shortly
after that one type of matter vanished nearly completely. So matter must be favoured
over antimatter by physics.
Today it is estimated that in 109 parts of matter and antimatter only one part of
matter survived the annihilation. It is expected that all visible matter consists of
these remnants. CPV in the SM is not big enough to explain such a large asymmetry.
Thus, experiments like LHCb search for contributions to CPV that come from physics
beyond the SM.
2.2 Elementary particles and forces
The SM as we know it today consists of two different basic classes of particles: fermions,
from which all the visible matter (and quite some more) is build up and bosons,
carrying the forces between all particles and giving them the ability to interact with
each other.
All elementary fermions have an intrinsic angular momentum–called spin–of ±1/2.
The spin of bosons on the other hand is an integer.
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2.2.1 Quarks and leptons
All elementary fermions may be divided in two groups of particles: quarks and leptons.
The quarks consist of two subgroups, the so-called up-type quarks (up u, charm c, top
t), which carry an electrical charge of 2/3 and the down-type quarks (down d, strange
s, bottom b) carrying an electrical charge of −1/3. All quarks have a corresponding
anti-particle (u¯, d¯, c¯, s¯, t¯, b¯) with opposite charge and spin. The masses of the quarks
are aligned with their families with the u and d quarks being the lightest and the t
(and b) being the heaviest ones.
Leptons are slightly different from quarks. Firstly, because there are two completely
different types: neutrinos and charged leptons. Neutrinos do not carry an electrical
charge and therefore are only weakly interacting. The charged leptons have an
electrical charge of −1 and do additionally interact through the electromagnetic force.
As for the quarks there are also three families of leptons, where a charged lepton
and one neutrino form a weak isospin doublet. These are the electron e and electron
neutrino νe, the muon µ and its neutrino νµ, and the tau τ with the tau neutrino
ντ .
Though it might seem arbitrary that there are three families of elementary fermions,
measurements of the Z0 boson mass show, that three is the only number of fermion
families fitting the SM parameters [29].
2.2.2 Forces and gauge bosons
The forces in the SM describe the interaction of particles. These interactions can either
be elastic or inelastic, where the latter include the production and decay of heavy
and/or composite particles. Three different forces are known in the SM. They are
described as local gauge symmetries. From invariances under gauge transformations
the SM predicts gauge bosons, the mediators of the forces. The attributes of these
bosons lead to very different properties of the corresponding forces.
The strong force is described by a SU(3) symmetry group. From eight generators of
the group follow eight massless bosons the so called gluons. The charge of the strong
force is called colour and every free particle has to be neutral under that charge. As
gluons carry colour themselves, they are able to change the colour of quarks as well
as to interact with other gluons. This self-interaction is a unique property of the
strong force and is a reason for its strength and thus for its name. Particles that
decay governed by the strong force live shorter than approximately 10−24 s.
The electromagnetic (EM) force is known the longest and has a simple structure.
From the U(1) symmetry follows one massless gauge boson, the photon. The photon
is uncharged and interacts only with particles that carry an electrical charge. The
range of the electromagnetic force is infinite, but its strength is much smaller than
5
2 The Standard Model
that of the strong force. Electromagnetic decaying particles have lifetimes of about
10−18 s.
The weak force has three massive gauge bosons the W± and the Z0. Due to their
mass the range of the weak interaction is very limited. The force is even weaker than
the EM force and particles that decay weakly have long lifetimes of up to about
10−6 s. To properly include the weak force into the SM, it has to be joined with the
electromagnetic force leading to the electroweak unification.
In the SM the EM and the weak force are combined in a SU(2)×U(1) symmetry that
is broken by the Higgs field. The advantage of this compared to the two separated
forces is that the three gauge bosons of the weak force gain mass from the Higgs
field. Fermion masses can be described using Yukawa couplings to the Higgs field.
Additionally, the theory describes that right handed neutrinos (and left handed anti
neutrinos) do not couple to the weak interaction.
2.2.3 Fermion masses
The 12 elementary fermions are described as left handed doublets and right handed
singulets. The doublets are chosen as follows:(
νe
e
)
L
,
(
νµ
µ
)
L
,
(
ντ
τ
)
L
;
(
u
d
)
L
,
(
c
s
)
L
,
(
t
b
)
L
, (2.1)
corresponding to the three uncharged neutrinos, the three charged leptons and the
six quarks as introduced in Sec. 2.2.1. In these doublets, the third component of the
weak isospin T 3 = +1/2 for the upper components, and T 3 = −1/2 for the lower ones.
The singulets under SU(2) are given by er,µR, τR,uR, dR, cR, sR, tR, bR, with T 3 = 0.
As neutrinos do not carry an electrical charge, it follows that the neutrino singulets
do not interact in the electroweak theory.
With the quark doublet Q¯L containing uL and dL, the Yukawa couplings can be
written as
LYukawa = Q¯LφYddR + Q¯LφcYuuR + h.c., (2.2)
with the Higgs field φ (and the charge conjugated field φc)
φ(x) =
1√
2
(
v + h0(x)
0
)
, φc(x) =
1√
2
(
0
v + h0(x)
)
, (2.3)
after spontaneous symmetry breaking. Replacing 1/√2vYu,d by the mass Mu,d, that
yields mass terms like in QED and QCD:
LYukawa = d¯LMddR + u¯LMuuR + h.c. (2.4)
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This example for one generation of quarks can be easily expanded for all three known
generations. Therefore, the Yukawa constants Yu,d and the masses Mu,d are replaced
by 3× 3 matrices Mˆij and Yˆij , and QL is replaced by
QLi =
(
uLi
dLi
)
=
(
uL cL tL
dL sL bL
)
. (2.5)
The quark singulets are thus uRi = (uR, cR, tR)T and dRi = (dR, sR, bR)T . The mass
matrix Mˆij is not necessarily diagonal, so QLi , dRi , and uRi are gauge eigenstates, but
no mass eigenstates that can be observed in experiments. The latter can be derived
using four unitary matrices Vu,Uu,Vd, and Vu to diagonalise the mass matrix Mˆij .
The mass terms then write as
LYukawa = d¯LiV †d · VdMˆijU †d · UddR + u¯LiV †d · VdMˆijU †d · UduR + h.c. (2.6)
= d′Lidiag(md,ms,mb)d
′
Ri + u
′
Lidiag(mu,mc,mt)u
′
Ri + h.c., (2.7)
with the mass eigenstates u′LRi and d
′
LRi
.
2.2.4 The weak interaction of quarks
In the electroweak theory, so called neutral currents (NC) are mediated by the photon
and the Z-boson, whereas charged currents (CC) occur with an exchange ofW bosons.
The part of the Lagrangian that describes the neutral currents with respect to the
gauge eigenstates can be transformed to the mass eigenstates:
LNC = u¯LiγµZµuLi = u¯LiV †uVuγµZµV †uVuuLi (2.8)
= u¯′LiγµZ
µu′Li . (2.9)
thus, diagonalising the mass matrix has no effect to NCs. The same can be done for
CCs, yielding
LCC = W+µ u¯LiγµdLi (2.10)
= W+µ u¯LiV
†
uVuγ
µV †d VddLi (2.11)
= W+µ u¯
′
LiVuV
†
d γ
µd′Li . (2.12)
The term VuV
†
d can be identified as the Cabibbo-Kobayashi-Maskawa (CKM) mat-
rix that describes the transition between different generations of quarks in weak
interactions.
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2.3 The CKM matrix
The Cabibbo-Kobayashi-Maskawa (CKM) matrix [19] generalises the weak isospin
symmetry of u- and d-quarks [30] that is broken by the quark masses in the second
and third generation. It additionally allows translations between quarks of different
generations. the CKM matrix is necessary to introduce CP -violation (CPV ) to the
SM. It is important to describe the branching ratios of weakly decaying mesons and
measurements of its unitarity are a fundamental test of the consistency of the SM.
Furthermore, through the CKM matrix, the mixing of electrically uncharged mesons
like kaons, B mesons, and D mesons is possible.
The CKM matrix has four parameters. Three of them are rotation angles, where the
fourth is a complex phase. The complex phase is the only source of CPV in the SM.
The CKM-matrix can be parametrised in orders of the sine of the Cabibbo angle
λC = sin θc ≈ 0.23. The Wolfenstein parametrisation [31] till the order O(λ3C) is given
by
VCKM =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 ≈
 1− λ2C λC Aλ3C(ρ− iη)−λC 1− λ2C Aλ2C
Aλ3C(1− ρ− iη) −Aλ2C 1
 . (2.13)
From the unitarity of the CKM-matrix follows for i, j, k ∈ 1, 2, 3∑
k
VkiV
∗
kj = δij and
∑
k
VikV
∗
jk = δij . (2.14)
One of the most commonly used unitarity relations is
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0, (2.15)
which describes the so called unitarity triangle (c.f. Fig. 2.1) on a complex plane.
This triangle is one of two possible non-degenerate triangles, as only Vtd and Vub
include large imaginary parts. It is used to visualise many different measurements of
parameters of the CKM matrix. Any inconsistency in the apex of the triangle would
be a hint for new physics.
The measurement of the parameters of the CKM-triangles, and thus of the CKM
matrix, is one of the main physics cases of modern particle physics. Up to now,
the SM predictions have been reproduced by many experiments to a high precision.
Evidence for physics beyond the SM (BSM) is sought for in rare decays of heavy
mesons and the size of CPV that is expected to exceed SM predictions under special
circumstances.
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γ
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Fig. 2.1: Measured constraints on the CKM matrix including measurements of ∆md
and sin 2β. [32]
2.3.1 B0 mixing
Oscillations of neutral mesons have first been predicted in 1955 by Gell-Mann and
Pais [33]. The observations of Ledermann et al. [34] then proved the existence of two
weak eigenstates of the neutral kaon, and thus lead to the postulation of the CKM
matrix that predicts similar oscillations also for B0, B0s , and D0 mesons. Oscillations
of neutral mesons are allowed via the exchange of charged currents between the two
quarks in a box diagramm (c.f. Fig. 2.2). This thesis focusses on oscillations of neutral
mesons containing a b-quark.
t
W
t¯
W
q
b¯
b
q¯
Vtq Vtb
V ∗tb V
∗
tq
W
t
W
t¯
q
b¯
b
q¯
Vtq Vtb
V ∗tb V
∗
tq
Fig. 2.2: Feynman diagrams for the mixing of B mesons.
In the Wigner-Weisskopf approximation [35], the time evolution of a beam of neutral
mesons B0 and B0 decaying at the time t can be described by
|ψ(t)〉 =
(
|B0(t)〉
|B0(t)〉
)
. (2.16)
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The wave-function |ψ〉 then propagates according to
i
d
dt
(
|B0(t)〉
|B0(t)〉
)
= Rˆ
(
|B0(t)〉
|B0(t)〉
)
, (2.17)
with the non hermitian matrix Rˆ = Mˆ − 1/2Γˆ, where Mˆ and Γˆ are hermitian. Eq.
(2.17) can be solved using the similarity transformation
Xˆ−1RˆXˆ = diag(µL,µH) = H, (2.18)
with the eigenvalues µL and µH of Rˆ. The corresponding eigenstates of Rˆ are called
(|BL〉, 0)T and (0, |BH〉)T , and thus(
|BL〉
|BH〉
)
= Xˆ−1
(
|B0〉
|B0〉
)
. (2.19)
The matrix Xˆ is assumed to take its most general form
Xˆ =
(
pL pH
qL −qH
)
; Xˆ−1 =
1
pHqL + pLqH
(
pL qL
pH −qH
)
. (2.20)
This can be simplified, when demanding that Xˆ is unitary, meaning p = pH = pL
and q = qH = qL, with |p|2 + |q|2 = 1 and |p|2 = |q|2. This means, the matrix Rˆ has
to be normal and therefore there is no CPV in the mixing (c.f. Sec. 2.3.3). Eqs. 2.20
then simplify to
Xˆ =
(
p p
q −q
)
; Xˆ−1 =
(
p q
p −q
)
. (2.21)
Thus, the states |BL〉 and |BH〉 can be expressed by the parameters p and q and the
physical states |B0〉 and |B0〉:(
|BL〉
|BH〉
)
=
(
p q
p −q
)(
|B0〉
|B0〉
)
⇔
(
|B0〉
|B0〉
)
=
1
2
(
1/p 1/q
1/p −1/q
)(
|BL〉
|BH〉
)
. (2.22)
As the time evolution of the states |BL,H〉 is given by(
|BL〉(t)
|BH〉(t)
)
= e−iHt
(
|BL〉
|BH〉
)
, (2.23)
the time evolution of the flavour eigenstates |B0〉(t) and |B0〉(t) can be expressed
by (
|B0〉(t)
|B0〉(t)
)
= Xˆ−1
(
|BL〉(t)
|BH〉(t)
)
= e−iHtXˆ−1
(
|BL〉
|BH〉
)
. (2.24)
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Therefore, it follows for the state |B0〉 (and equivalently for the state |B0〉)
|B0(t)〉 = 1
2
(
1
p
|BL(t)〉+ 1
p
|BH(t)〉
)
=
1
2p
(
e−iµLt|BL〉+ e−iµH t|BH〉
)
=
1
2p
(
e−iµLt(p|B0〉+ q|B0〉) + e−iµH t(p|B0〉 − q|B0〉)
)
=
1
2p
(
(e−iµLt + e−iµH t)|B0〉+ p
q
(e−iµLt − e−iµH t)|B0〉
)
(2.25)
|B0(t)〉 = 1
2q
(
(e−iµLt + e−iµH t)|B0〉+ q
p
(e−iµLt − e−iµH t)|B0〉
)
. (2.26)
In order to allow a description of the time evolution by parameters that are measurable,
the mass m and decay width Γ of the B0-meson are defined as follows:
m ≡ mL +mH
2
and (2.27)
Γ ≡ ΓL + ΓH
2
. (2.28)
Furthermore, it is useful to define the differences ∆µ, ∆m, and ∆Γ of the corresponding
parameters between the states |BL〉 and |BH〉:
∆µ ≡ µH − µL
= ∆m− i/2∆Γ (2.29)
∆m ≡ mH −mL (2.30)
∆Γ ≡ ΓH − ΓL. (2.31)
In one common convention ∆m is defined to be positive, meaning |BL〉 belongs to
the lighter and |BH〉 to the heavier mass eigenstate. The sign of ∆Γ can then only
be determined experimentally. This convention will be used throughout this thesis.
Using Eqs. (2.25) and (2.26) and the substitutions
e+ = e−iµLt + e−iµH t and (2.32)
e− = e−iµLt − e−iµH t, (2.33)
the probability that a B meson with the initial state |B0〉 or |B0〉 decays to a self
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tagging final state 〈f | or 〈f¯ | can then be expressed by the matrix elements
|〈f |Rˆ|B0(t)〉|2 = 1
4p2
(
A2f e
+e+∗
)
, (2.34)
|〈f¯ |Rˆ|B0(t)〉|2 = 1
4q2
(
A¯2f¯ e
+e+∗
)
, (2.35)
|〈f¯ |Rˆ|B0(t)〉|2 = 1
4p2
(
q
p
A¯2f¯ e
−e−∗
)
, (2.36)
|〈f |Rˆ|B0(t)〉|2 = 1
4q2
(
q
p
A2f e
−e−∗
)
. (2.37)
Herein, a self tagging final state is defined such, that 〈f |Rˆ|B0〉 = Af , 〈f¯ |Rˆ|B0〉 = A¯f¯ ,
and 〈f¯ |Rˆ|B0〉 = 〈f |Rˆ|B0〉 = 0. Thus, only the one final state corresponding to the
initial state is allowed in the decay.
Using the definitions from Eqs. (2.29)-(2.31), e± can be calculated depending on
∆m and ∆Γ. Replacing µL = µ − ∆m/2 + i/4∆Γ and µH = µ + ∆m/2 − i/4∆Γ, the
exponential functions can be written as
e−iµLt = e−i(µ−
∆m
2
+ i
4
∆Γ)t
= e−iµte−i(
∆m
2
+ i
4
∆Γ)t (2.38)
e−iµH t = e−iµtei(
∆m
2
+ i
4
∆Γ)t. (2.39)
Thus, the parameters ∆Γ and ∆m get visible again in the terms of Eqs. (2.34) -
(2.37)
e+e+∗ =
(
e−iµte−i(
∆m
2
+ i
4
∆Γ)t + ei(
∆m
2
+ i
4
∆Γ)t
)2
= e−iµteiµt
(
e−i(
∆m
2
+ i
4
∆Γ)t + ei(
∆m
2
+ i
4
∆Γ)t
)(
ei(
∆m
2
− i
4
∆Γ)t + e−i(
∆m
2
− i
4
∆Γ)t
)
= e−Γt
(
e−∆mt + e∆mt + e−(
i
2
∆Γ)t + e(
i
2
∆Γ)t
)
= 2e−Γt
(
cosh(∆Γ/2 t) + cos(∆mt)
)
(2.40)
e−e−∗ = 2e−Γt
(
cosh(∆Γ/2 t)− cos(∆mt)) (2.41)
e+e−∗ = 2e−Γt
(
sinh(∆Γ/2 t) + i sin(∆mt)
)
(2.42)
e−e+∗ = 2e−Γt
(
sinh(∆Γ/2 t)− i sin(∆mt)) . (2.43)
In the B0–B0 system, the difference in the decay width ∆Γ is measured to be
compatible with zero [7]. Furthermore, p/q = 1, if there is no CPV . Keeping in mind
Eqs. (2.40) to (2.43) for later chapters, the probability for the decay of a B0 to a
self-tagging final state f can now be written as
|〈f |Rˆ|B0〉|2 = 1
2
e−Γt
(
1− cos(∆mdt)
)
. (2.44)
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2.3.2 Constraining the CKM matrix
Fig 2.1 shows the most recent constraints on the CKM triangle. The yellow and orange
circles on the classic unitarity triangle show the constraints from measurements of
∆md (and ∆ms). The radius of these circles is given by
Rt =
∣∣∣∣∣VtdV ∗tbVcdV ∗cb
∣∣∣∣∣ . (2.45)
The B0B0 mixing frequency ∆md can be calculated with
∆md =
G2F
6pi
ηBmBd(BBdF
2
Bd
)M2WS0(xt)|Vtd|2 [11], (2.46)
where S0(xt) is the Inami-Lim function, ηB is a QCD correction parameter, GF is
the Fermi coupling, MW is the W± boson mass, and BBd and FBd are the Bag factor
and the leptonic decay constant. Using this, the constraint Rt to the CKM triangle
can be calculated as
Rt = 1.52
∆md√
S0(xt)ηB
√
BBdFBd |Vcb|
[11] (2.47)
The accuracy of this expression is dominated by a large uncertainty on the factor√
BBdFBd ≈ 200± 40 MeV [11, 36, 37, 38].
The theoretical sensitivity can be increased, using a a simultaneous measurement of
∆md and ∆ms, with
Rt =
1√
Rds
√
∆md
∆ms
1
λC
√
1− λ2C(1− 2ρ) with Rds =
mBd
mBs
(
F 2BdBBd
F 2BsBBs
)
[11].
Herein, λC and ρ are parameters from the Wolfenstein parametrisation of the CKM
matrix and FBs and BBs are the leptonic decay constant and the Bagg factor for
the B0s . It is claimed [11] that Rt can be constrained with a sensitivity of 10 % if
∆md/∆ms is measured precisely.
2.3.3 CP violation
In the understanding of modern physics the difference between the laws of physics
for matter and antimatter is a key to the validity of the SM and many cosmological
phenomena. It has first been discovered by the experiments of Fitch and Cronin in
the neutral kaon system [18] in 1964. In modern physics any CP violation that is
not expected in the SM would be a hint for new physics. One of the main goals of
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the LHCb experiment is to search for such contributions in the decays of B and D
mesons.
The only source for CPV in the SM is the complex phase of the CKM matrix. Thus,
any CP violating effect has to include CKM matrix elements in which this complex
phase occurs (e.g. Vtd or Vub). In the SM, there are three different types of CPV .
• Direct CPV , or CPV in the decay,
• indirect CPV , or CPV in the mixing, and
• mixing induced CPV , or CPV in the interference of mixing and decay.
Direct CPV occurs if there are different decay amplitudes Af and A¯f¯ for the two CP
conjugated decays 〈f |i〉 and 〈f¯ |¯i〉, meaning that |Af / A¯f¯ | 6= 1 in the case of CPV .
The decay amplitudes are given by
Af =
∑
i
Aie
i(δi+φi). (2.48)
Herein,
∑
iAi describes the fact, that several different terms might contribute to
the total decay amplitude (e.g. CKM suppressed decays). The weak phase φi arrises
from the CKM matrix elements involved in that amplitude, and the strong phase δi
connected to absorbtive parts of the amplitude mostly due to the strong interaction.
For the charge conjugated amplitude only the weak phase φi changes its sign. Thus,
the amplitude for the charge conjugated mode can be written as
A¯f¯ =
∑
i
Aie
2i(f−B)ei(δi−φi), (2.49)
where the phases B and f can be chosen arbitrarily due to the flavour conservation
of the strong interaction. That leads to∣∣∣∣∣AfA¯f¯
∣∣∣∣∣ =
∣∣∣∣∣
∑
iAie
i(δi+φi)∑
iAie
i(δi−φi)
∣∣∣∣∣ . (2.50)
Hence, it becomes clear that any direct CPV needs at least two different contributions
with different weak and strong phases, as for i = 1 the result of Eq. (2.50) always
equals one. Any CPV in decays of charged mesons has to be of this type.
Indirect CPV may be observed if the process |i〉 → |¯i〉 is more probable than |¯i〉 → |i〉
in the mixing of neutral mesons. The quantity describing indirect CPV is∣∣∣∣qp
∣∣∣∣ =
∣∣∣∣∣M∗12 − i/2Γ∗12M12 − i/2Γ12
∣∣∣∣∣ . (2.51)
Therefore q/p = 1 if CP is conserved, implying that the mass eigenstates are CP
eigenstates, so that the relative phase between the off-diagonal elements M12 and Γ12
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of Γˆ and Mˆ vanishes. Indirect CPV has been measured in the neutral kaon system
[18] and is also accessible in the time dependent asymmetries in decays of neutral B
mesons to semileptonic final states (e.g. B0 → µνX) [39, 40].
CP violation in the interference of decay and mixing can occur, when analysing decays
of neutral B mesons to CP eigenstates that are accessible for both, B and B mesons.
As this type of CPV combines the effects from decay and mixing, the relevant phase
independent quantity here is
λCP = ηfCP
q
p
A¯f¯
Af
, (2.52)
with ηfCP being the CP eigenvalue of the final state. Thus, λCP 6= ±1 in the case
of direct and/or indirect CPV . If there is no direct, nor indirect CPV , it is still
possible, that |λCP | = ±1, but I(λCP ) 6= 0. This is referred to as CP violation in the
interference of decays with and without mixing, as it exploits the fact, that the same
final state 〈f | has different time dependent amplitudes for the initial states |i〉 and
|¯i〉.
The search for interference CPV in the decay channels B0 → J/ψK0S , B0s → J/ψf0,
or B0s → J/ψφ gives a handle on the CKM angles β = arg
(−VcdV ∗cb/VtdV ∗tb) and
φs = arg
(−VcsV ∗cb/VtsV ∗tb) and is one of the main fields of interest at the LHCb
experiment.
Additionally, [28] shows, that the decay channel B0→ D−pi+ gives an opportunity
to measure CPV at the LHCb experiment. The final states of this decay are not
completely self-tagging, but there is a largely CKM favoured and an unfavoured
decay to the charge conjugated final state. That means, oppositely to the calculations
leading to Eq. (2.44), the matrix elements 〈f¯ |Rˆ|B0〉 = Af¯ and 〈f |Rˆ|B0〉 = A¯f are
allowed, but suppressed by the ratio of the corresponding CKM matrix elements.
Eqs. (2.34) to (2.37) then become slightly more complex, as the second possible final
state has to be considered. The B0 width difference is considered to be ∆Γ = 0 from
the beginning and the two CP violation parameters
λ =
q
p
A¯f
Af
and (2.53)
λ¯ =
p
q
Af¯
A¯f¯
(2.54)
are introduced. Eq. (2.34) for the decay amplitudes of the decay 〈f |Rˆ|B0(t)〉 then
becomes
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|〈f |Rˆ|B0(t)〉|2 = 1
4p2
∣∣∣∣Af e+ + A¯f pq e−
∣∣∣∣2
=
1
4p2
A2f
∣∣∣∣∣e+ + A¯fAf pq e−
∣∣∣∣∣
2
=
1
4p2
A2f
∣∣∣e+ + λe−∣∣∣2
=
1
4p2
A2f
(
e+e+∗ + |λ|2e−e−∗ + λe+e−∗ + λ¯e−e+∗
)
=
1
4p2
A2f
(
(1 + |λ|2) + cos(∆mt)− |λ|2 cos(∆mt) + λe+e−∗ + λ¯e−e+∗
)
=
1
4p2
A2f
(
(1 + |λ|2) + (1− |λ|2) cos(∆mt) + 2I(λ) sin(∆mt)
)
.
(2.55)
Herein, it is used that all Af are proportional to the CKM matrix elements that
govern the decay. It is safe to say then, that |Af | = |A¯f¯ | and |A¯f | = |Af¯ | if there is no
direct CPV . Additionally, λ¯ = λ∗ as no strong phase difference is expected between
the favoured and the suppressed feynman diagrams for the decay. Analogously it
follows for the other amplitudes (compare [28, 27])
|〈f¯ |Rˆ|B0(t)〉|2 ∝
(
(1 + |λ|2) + (1− |λ|2) cos(∆mt)− 2I(λ) sin(∆mt)
)
, (2.56)
|〈f¯ |Rˆ|B0(t)〉|2 ∝
(
(1 + |λ|2)− (1− |λ|2) cos(∆mt)− 2I(λ) sin(∆mt)
)
, (2.57)
|〈f |Rˆ|B0(t)〉|2 ∝
(
(1 + |λ|2)− (1− |λ|2) cos(∆mt) + 2I(λ) sin(∆mt)
)
. (2.58)
Note, that in the case of a self-tagging final state λ = λ¯ = 0 and the equations then
describe a decay with flavour oscillations and no visible CPV .
2.3.4 New physics
Since the discovery of CPV in the kaon system, similar effects where also predicted
and found for heavier mesons. As the overall amount of CPV that has been found
yet, cannot explain the matter/antimatter asymmetry in the universe, it is one
main physics goal of the current experiments to do precision tests of the SM and
the unitarity of the CKM matrix, in order to find possible tensions that might be
explained by BSM physics.
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Precision measurements of the angles of the CKM unitarity triangles (cf. Fig. 2.1) in
measurements of time-dependent CPV and also of the lengths of the triangle sides (e.g.
by the measurement of the oscillation frequencies of B mesons) are one possibility for
such tests. Other efforts are taken in the measurements of rare decays (e.g. B0s → µµ)
that are expected to have larger decay amplitudes due to BSM physics than those
predicted by the SM.
2.4 Particle production in pp-collisions
Recently, most precision measurements in hadron systems containing b quarks were
performed at e+e− colliders at the BaBar and Belle experiments. In B factories B
mesons are usually produced from the decays of the Υ(4S) resonance. These B events
from electron-positron annihilation are very clean and usually do not contain tracks
that do not belong to the decays of the B mesons. The B mesons from Υ(4S) decay
back-to-back in the Υ(4S) center-of-mass (CMS) system and a boost of the bb¯ system
can only be achieved by boosting the e+e− CMS. When produced at a B factory,
the BB system is quantum dynamically entangled. Thus, if the state (B or B) of
one B meson is known at a certain time, the entangled meson is known to be CP
conjugated at the same time.
The situation at hadron colliders, especially at the LHC is much different. First
of all, b quarks are not produced in a resonance but directly from gluon fusion.
Therefore, the pairs of b hadrons are not entangled. Additionally, there is no defined
center-of-mass system for the collision, as protons are complex particles which do
not collide themselves. At the energy of the LHC, in most cases the gluons from the
protons collide. Thus, the boost of the resulting b jets depends on the momenta of
the colliding partons. As a result, the bb pairs are strongly boosted along the beam
axis (cf. Fig. 2.3).
The layout of the LHCb detector is justified by this fact, as about one quarter of
all produced bb pairs is expected to be within the LHCb acceptance of only about
300 mrad. As the boost of both, the b and the b¯ quark, is strongly correlated in nearly
all events with one b quark from a primary pp interaction, the corresponding b¯ quark
is likely to be found in the acceptance of the detector. That is essential, because if
one b quark belongs to a signal decay, the second one can be used to tag the initial
state of the signal. This so-called flavour tagging is neccessary for many analyses of
CPV as well as for measurements of B0B0 and B0sB0s mixing.
The bb production from partons also leads to a large number of additional charged
tracks from the primary pp interaction. Thus, a strong trigger and powerful selection
criteria become necessary to suppress the combinatorial background.
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Fig. 2.3: (Top) angular correlation and (bottom) pseudorapidity distribution of the
bb¯ pairs produced in pp collisions at
√
s = 7 TeV. The red band and box indicate
the acceptance of the LHCb detector of 300 mrad, the yellow box corresponds to
the acceptance of a general purpose detector. [41].
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Fig. 3.1: Schematical view of the LHC accelerator complex. [42] The protons for the
pp collisions run from the LINAC through the BOOSTER, the proton synchrotron
(PS) and the super proton sychrotron (SPS) before they are injected into the LHC
with an energy of 450 GeV.
The LHCb experiment is situated at the Large Hadron Collider (LHC) at the European
Center for Nuclear Research (CERN) near Geneva. The LHC is a large proton
synchrotron providing high intensity beams of protons that are collided in four
different interaction points. It is designed to deliver proton-proton (pp) collisions at a
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center of mass energy
√
s = 14 TeV. During the starting phase of the LHC, the energy
has been ramped up slowly, so that the first significant amount of data was taken
at
√
s = 7 TeV in 2010 and 2011, whereas the 2012 data taking period includes pp
collisions at
√
s = 8 TeV. The protons are collided in bunches of about 1011 protons
per bunch with an interaction rate of 20 MHz at each interaction point. This leads to
an instantaneous luminosity of approximately L = 1034 cm−2s−1.
Fig. 3.2: Sideview of the LHCb detector layout. LHCb covers an approximately
300 mrad section of a standard 4pi detector layout. Taken from [43].
As, contrary to the two general purpose experiments ATLAS and CMS, LHCb needs
clean interactions with a limited number of pp interactions, the luminosity is reduced
to L = 4 × 1032 cm−2s−1 at the LHCb interaction point by separating the beams
from each other. Thus, it is possible to keep a constant instantaneous luminosity
at the LHCb experiment by adjusting the beam separation during the run. Note,
that the actual luminosity in the 2011 data-taking period of L = 4× 1032 cm−2s−1
is well beyond the design luminosity L = 2× 1032 cm−2s−1 of the experiment. This
is, because the number of primary interactions per event has been increased to 2
primary interactions on average per event (the design value was 0.7).
As the flight direction of the b quarks in bb pairs is highly correlated and they are
produced predominantly in forward/backward (z) direction close to the beam axis (c.f.
Fig. 3.1), the LHCb detector is designed to cover an angle of 300 mrad in the bending
plane (x, z) of its dipole magnet (horizontally, perpendicular to the beam axis). In
the vertical direction (y) an angle of 250 mrad is instrumented. The design of the
LHCb experiment is illustrated in Fig. 3.2. The detector consists of a tracking system
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with three different parts: The vertex locator (VELO), the Tracker Turicensis (TT)
upstream of the dipole magnet, and the main tracking station with inner (IT) and
outer tracker (OT) downstream of the magnet. Particle masses can be measured by a
ring imaging cherenkov detector (RICH) system that covers three momentum ranges
in two stations upstream and downstream of the magnet. Additionally, the detector
has an electromagnetic (ECAL) and a hadronic calorimeter (HCAL) and a muon
system for the identification and precision tracking of muons. Two stations of a Beam
Conditions Monitor (BCM) are placed upstream and downstream of the primary
interaction point to monitor beam losses and potential hazards for the detector. The
trigger system consists of a hardware (L0) stage and a two stage software high level
trigger (HLT) that reduce the initial pp interaction rate of 20 MHz to about 4 kHz of
interactions stored on disc. All detector components are described in detail in the
following sections.
3.1 Tracking system
3.1.1 Vertex locator
The VELO is a silicon strip detector located very close to the LHCb interaction
point. It consists of 21 stations, each of which has an r- and a φ-sensor to measure
the distance from and the angle around the beam axis, respectively. Additionally
there are two so-called pile-up sensors on the upstream side of the VELO which only
consist of the r-sensors.
The VELO is divided into two halves that can be moved along the x-axis of the
detector, in order to allow to secure the detector in a safe distance from the beam
at LHC injection or other unstable beam conditions. When closed, the minimum
distance of the VELO sensors to the beam is about 8 mm. That allows a precise
measurement of the positions of the pp interaction vertex and possible decay vertices
of particles decaying inside the VELO (e.g. B and D mesons) with a resolution of
60µm along the beam axis and 10µm perpendicular to the beam axis.
3.1.2 Dipole magnet
For the measurement of particle momenta, the LHCb detector has a normal conducting
dipole magnet with a horizontal bending plane. The integrated magnet field of 4 Tm
for tracks with a length of 10 m is generated by a current of nearly 6 kA. The magnetic
field is designed such that it has a strength of less than 2 mT in the region of the
sensitive parts of the RICH detectors. The magnet polarity is changed several times
during every year to be able to see detection asymmetries for oppositely charged
particles due to the detector geometry.
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Fig. 3.3: Schematical view of one VELO station. The difference between the detectors
for the radial distance (R Sensor) and for the opening angle around the detector
axis (Phi Sensor) is visible on the left and right side of the image respectively.
Taken from [43].
Fig. 3.4: Schematical view of the dipole magnet. Taken from [43].
22
3.1 Tracking system
3.1.3 Silicon trackers
The silicon trackers are situated in two different locations upstream and downstream
of the magnet. The upstream detector is the tracker turicensis, a tracking detector
that covers the full acceptance between the first RICH and the magnet. It consists
of two stations and is particullary useful to find tracks of daughter particles of long
living mesons like the K0S .
The inner tracker is the high occupancy part of the tracking system downstream
of the magnet. The three IT stations are situated close to the beam pipe and are
enclosed by the modules of the outer tracker. A schematical view of the silicon tracker
(ST) stations is given in Fig. 3.5.
Fig. 3.5: Schematical view of the silicon trackers. (Left) the layout of the IT modules
arround the beam pipe, and (right) the layout of the TT modules. Taken from [43].
The ST stations use silicon strips with a pitch of 200 µm giving a single hit resolution
of about 50 µm. Each station consists of 4 layers (x− u− v − x), where the x layers
are aligned vertically and the u/v layers are rotated by ±5 ◦ against that axis, in
order to be able to measured the y position of a hit. The ST stations have to deal with
charged particle multiplicities of up to 5 cm−2s−1 in the inner region of the TT.
3.1.4 Outer tracker
The outer tracker is a drift time detector that covers the low occupancy regions around
the IT stations downstream of the magnet. Its drift tubes have an inner diameter of
4.9 mm and are filled with a mixture of 70 % Argon and 30 % CO2 to guarantee a
drift time below 50µs. It is laid out in the same (x− u− v − x) geometry as the ST
stations. The inner boundary of the OT is designed such, that the occupancy does
not exceed 10 % at the design luminosity of 2× 1032 cm−2s−1. A schematical view of
the detector can be found in Fig. 3.6.
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Fig. 3.6: (Left) schematical view of the OT (blue) and the ST stations (violet).
(Right) the support structure of the OT and the dipole magnet. Taken from [43].
3.2 Particle identification system
The particle identification system consists of two ring imaging Cherenkov detectors.
Both make use of the Cherenkov Effect for highly relativistic particles. When combined
with the momentum measurements from the tracking system each track can be
assigned a mass hypothesis due to the measurement of the Cherenkov angle in the
RICH system.
Fig. 3.7: Schematical view of RICH1 (left) and the opening angles of the Cherenkov
cones for the different radiators (right). Taken from [43].
In order to deal with the wide momentum spectrum of charged particles in the
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detector, two stations with different momentum acceptances are installed. RICH 1 is
situated upstream of the magnet and covers the full acceptance. The radiators aerogel
and C4F10 enable it to cover a momentum range of about 1− 60 GeV. As most of the
tracks with low momenta will be bent to the outer regions or even outside the detector
acceptance by the dipole magnet, RICH 2 covers the inner region only with an angular
acceptance of about ±15 mrad to ±120 mrad in the horizontal and ±100 mrad in
the vertical plain. With the radiator CF4 it covers a momentum spectrum of about
15 GeV to more than 100 GeV. The difference between the Cherenkov angles of
different particle with given momenta and a schematical view of the RICH 1 layout
can be seen in Fig. 3.7.
3.3 Calorimeters
The calorimeter provides important information for the trigger system that will be
described in Sec. 3.5. It measures the energy of charged and uncharged particles and
is therefore crucial for measurements relying on the reconstructions of photons or
uncharged pions.
In order to separate electrons from pions, a pre-shower (PS) and a scintillating pad
detector (SPD) are installed upstream of the typical ECAL and HCAL setup. Charged
particles produce hits in the SPD scintillators and can thus be distinguished from
uncharged particles. This is essentially useful to discriminate uncharged pions from
electrons. The PS helps to separate electrons from charged pions. Both PS and SPD
allow the trigger to select electrons with high transverse energy with a low background
from pions.
Fig. 3.8: Structure of the calorimeter layout which is similar for (left) EM and
(right) hadronic calorimeters. The calorimeter cell sizes are 40, 60 and 120 mm for
the inner (red), middle (blue), and outer (yellow) sections of the EM calorimeter,
respectively. In the hadronic calorimeter the cell sizes are 130 mm in the inner (red)
section and 260 mm in the outer (yellow) section. Taken from [43].
The thickness of the ECAL is chosen to be 25 radiation lengths of high energy photons
to optimise the energy resolution. Due to space limitations the HCAL has a thickness
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of 5.6 interaction lengths for hadronic showers. The calorimeters are constructed in a
shashlik style with alternating layers of lead and scintillating material. The overall
structure of the PS/SPD, ECAL and HCAL can be seen in Fig. 3.8. The cell size is
chosen to be smaller for the high occupancy regions around the beam pipe, as there is
a variation of two orders of magnitude in hit density along the calorimeter surface.
3.4 Muon system
The identification of muons is essential for many of the key analyses (e.g. CPV
measurement in B0 → J/ψK0S and B0s → J/ψφ or the rare decay B0s → µµ). The
muon system consists of five stations M1–M5 where M1 is placed upstream of the
calorimeters to improve the pT resolution for the trigger and all others are situated
downstream of the calorimeters. Plates of 80 cm thick iron are placed between the
downstream chambers to select penetrating muons. This is the case for muons with a
momentum of at least 6 GeV.
Fig. 3.9: Layout of the muon system. R1, R2, R3, and R4 are the different regions
of the muon chambers corresponding to a different spacial resolution. The boxes on
the right show the inner layout of the modules in each of the regions of the muon
chamber M1. Taken from [43].
The muon chambers use multi-wire proportional chambers (and triple GEM chambers
in the inner region of M1). The spatial resolution of M1–M3 is designed to measure
the muon pT with a resolution of about 20 %. The stations M4 and M5 are used to
identify penetrating muons. The general layout is shown in Fig. 3.9.
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3.5 Trigger system
At the design luminosity of 2 × 1032 cm−2s−1 and with a bunch crossing rate of
40 MHz a visible bb¯ rate of 15 kHz is expected, where all decay products are within the
detector acceptance. In fact, the LHC has been running with a reduced bunch crossing
rate of 20 MHz during 2011 and 2012, the luminosity at the LHCb experiment was
increased to 4×1032 cm−2s−1 leading to a higher number of pp interactions per bunch
crossing. The three trigger stages L0, HLT1, and HLT2 are designed to reduce the
event rate that is stored to about 4 kHz. The trigger criteria are optimised to preserve
most of the decays of b hadrons and to suppress the combinatorial background.
Fig. 3.10: Event display of a typical LHCb event. The straight purple tracks cor-
respond to two particles identified as muons. The green and orange crosses mark
hits in the tracking system, and the blue and red bars show energy deposition in
the hadronic and EM calorimeter, respectively. The pink lines in the middle region
show the photons in the Cherenkov detectors. [44]
When analysing an LHCb event (cf. Fig. 3.10) all software has to deal with a very
high number of hits in the detector and thus potential particle tracks. In particular,
this is a challenge for the trigger, as the large number of tracks leads to many possible
combinations that could form a candidate for a decayed particle. Additionally, the
processing time for each event is limited depending on the trigger stage. Furthermore,
the large number of particles coming from the pp collision plays a role in flavour
tagging (cf. Chapter 4), as it gets more difficult to identify the correct tagging tracks
with a higher number of candidates.
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3.5.1 Level 0 trigger
The L0 trigger operates synchronously with the nominal bunch crossing frequency
of 40 MHz. It has to reduce the event rate to 1 MHz, as the complete detector can
be read out at this frequency. In order to achieve this, information from the VELO,
from the CALO, and from the muon system is used.
In the CALO, the L0 tries to reconstruct electron, photon or hadron clusters with
very high transverse energy ET. The muon system is used to select muons with a
high transverse momentum pT and the VELO and SPD can be used to suppress
high multiplicity events in which the detector occupancy might be too high for good
data quality. However, due to the changes in the LHC running conditions (lower
interaction rate, higher luminosity) the average detector occupancy exceeds the
design expectations. Nevertheless, the data quality is very good for the LHCb physics
program for data taken during 2011 and 2012.
The selection of high ET and pT particles at the L0 stage leads to an enrichment of
the data with bb¯ events, since b hadrons favour decays to such particles due to their
high mass. Additionally, it is possible to run the L0 in a random trigger mode, where
it randomly reduces the interaction rate. This is necessary for studies of the global
event shapes or of the production cross sections for certain particles.
3.5.2 High level trigger
The HLT is again divided into two separate parts. Both run on a computer farm
and can be rerun on stored data. HLT1 has access to the full event. However, due
to time limitations it is not possible to reconstruct the tracks in the event at this
stage. Thus, HLT1 forms a decision based on information from the subdetectors.
This information includes the impact parameters (IP) of VELO tracks, information
about L0 candidates forming tracks in the tracking stations or the combination of
information from the VELO and the TT. The HLT1 reduces the event rate to about
100 kHz.
The rate of accepted events coming from HLT1 is sufficiently low to allow an oﬄine
track reconstruction at the HLT2 stage. Thus, HLT2 can be used to do a full selection
of exclusive candidates including the search for displaced vertices or two muons with
a small distance of closest approach. The HLT2 Lines are specialised for certain or a
small group of decay channels. All these lines are executed in parallel and the events
are flagged by the lines with a positive decision for the oﬄine analysis. The HLT lines
relevant for this thesis will be discussed in more detail in Chapter 6.
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The general layout of the software packages used for this thesis can be seen in Fig. 3.11.
Most of the software is integrated in the Gaudi framework [45, 46] that provides
interfaces and conventions for the different programs. The software can be divided into
three general parts. The simulation package Gauss, the software for the online analysis
(e.g. trigger, tracking, reconstruction, pre-selection), and for the oﬄine analysis (final
selection and fitting).
Pythia Boole
DaVinci
Gauss
EvtGen
PHOTOS
Moore
pp
ROOT
RooFitReal Data
GEANT 4
Analysis
Trigger &
Stripping
Brunel
The Gaudi Framework
DaVinci
Fig. 3.11: Schematical view of the LHCb software packages for simulation (blue), as
well as oﬄine (orange) and online (red) analysis.
For the simulation studies, pp collisions are generated using Pythia 6.4 [47] with
a specific LHCb configuration [48]. Decays of hadronic particles are described by
EvtGen [49] in which final state radiation is generated using Photos [50]. The
interaction of the generated particles with the detector and its response are implemen-
ted using the Geant4 toolkit [51, 52] as described in Ref. [53]. The software package
Boole is used as an interface between the simulation software and the usual analysis
chain that is also used for real data. It generates a simulated electrical response of
the detector that is similar to the response to real data.
The online analysis tools include the software that runs during data taking. While
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the trigger software Moore is used to decide which events are written to the data
storages, the reconstruction using Brunel and the stripping selections with DaVinci
can be redone on the saved datasets. As both is a major effort for the full datasets,
these steps are redone only once or twice in a year when the LHC is not running. In
the stripping procedure candidates for all decay channels that are to be studied are
pre-selected, in order to reduce the CPU usage for the final (oﬄine) selections.
For the final selection the DaVinci package is used again, as it provides methods to
select the data with tighter selection criteria but following the same algorithms as
the stripping. The selected n-tuples (n variables per candidate) are then processed
using software based on the ROOT [54] and RooFit [55] packages. Minimizations for
all likelihood fits are done by MINUIT [56]. The analysis code is based on a joint
software package developed for different analyses with participation of the Dortmund
working group.
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Measurements of neutral B meson mixing or time dependent CPV in the decays of
such mesons rely on the knowledge of the production flavour d = +1 (d = −1) of the
B meson that contains a b (b¯) quark. For neutral B mesons, d is not accessible in a
trivial way, as only the flavour of the decay can be measured directly, if the final state
is a self tagging final state, i.e. the final state f is only accessible from the B decay,
not from the B and vice versa. The decay B0 → J/ψK∗0 is such a decay. In the case
of K∗0 decaying to K+pi− the final state particles originate from a B0 meson, while
in the case of a decay K∗0 → K−pi+ the final state tags a decaying B0 meson. In
B0 → D−pi+ decays the kaon coming from the D → Kpipi decay reflects f .
The flavour tagging algorithms provide the information about the production flavour
using similar techniques. As b quarks are produced in pairs where mostly both b and b¯
quark are within the detector acceptance, the second quark can be used to determine
the initial flavour of the signal particle (i.e. containing a b¯ quark). The algorithms
exploiting this are categorised as opposite side taggers (OST), because the tag is
formed from information about the acompaniing hadron that contains the b quark.
Furthermore, it is possible to gain information about the signal b¯ quark through
particles that are produced in the hadronisation process. When a B0 meson (b¯d) is
formed, an additional d¯ quark becomes available, as it can also only be produced in
dd¯ pairs. This does now likely form a pion which has a 50 % chance of being a pi+.
If now this pion can be associated to the B0 production vertex, its charge tags the
B0 initial flavour. Note, that pions can also come from decays of excited states like
B∗. In this case, the pions also give a tag on the B0 originating from a B∗ decay.
This method is referred to as same side tagger (SST). Similarly, for B0s mesons the
SST uses a kaon instead of a pion, as from the hadronisation an additional s¯ quark
becomes available. In all cases the tag is inferred from the charge of the particle that
is used to tag the event. A schematical overview of the tagging algorithms is given in
Fig. 4.1.
The tagging algorithms provide additional information about the probability ω of a
tag decision to be wrong. This may happen due to particles that are wrongly selected
as tagging particles or also due to the intrinsic dilution of OS tags that use neutral
B mesons and are thus biased by their oscillation. The knowledge of the wrong tag
probability is essential, as the measurements of CPV rely on this information, because
the tagging dilution D = 1− 2ω enters the time dependent amplitudes in the same
way as CP violation does. Thus, the tagger estimate η for the wrong tag probability
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ω has to be calibrated carefully. The calibration procedure will be described later in
this chapter. The following sections contain a summary of [15] and [16]. A detailed
description of the tagging algorithms and the combination procedure can be found
there.
Same Side
Opposite Side
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B0
D–
K+
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µ–/e–
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K taggerVertex tagger
p
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Fig. 4.1: Illustration of the tagging algorithms with a signal decay B0 → D− pi+.
4.1 Opposite side tagging
To select candidates for the tagging algorithms, the particles are required to not
belong to the signal decay and to be well separated from the signal tracks. Additional
selection criteria are applied to ensure the tagging candidates do not originate from
any additional primary interaction in the event. In the case of more than one candidate
for a certain tagger passing the pre-selection and the individual selection for that
tagger, the candidate with the highest pT is chosen.
Nearly all b hadrons decay via the decay chain b→ c→ s, where a large fraction has
a charged kaon in the final state. The charge of that kaon then tags the initial state.
For the OS kaon tagger only candidates with a pT > 0.5 GeV and a large impact
parameter with respect to the PV associated to the signal and to any PVs from
pile-up are used. Furthermore, information from the PID system is used to suppress
possible contamination from pions or protons.
About 10 % of the b hadrons decay via semileptonic decay channels with an electron
or a muon in the final state. The electron tagger uses the electrons from decays
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b → c e− ν¯e. Tagging candidates for the electron tagger are required to have a
pT > 1.2 GeV. Additional requirements include the PID and a hit on the ECAL as
well as an E/p > 0.8.
Following the same principle as the electron tagger, the muon tagger exploits decays
b → c µ− ν¯µ. In order to reduce background from b → c → s µ+ νµ decays that
include an oppositely charged muon, only muons with a pT > 1.2 GeV are used.
Additionally, criteria on particle ID are applied. As for the semileptonic decays it is
not clear if the leptons originate from a b→ c `− ν¯` or a b→ c→ s `+ ν` decay, the
tags on the second decay chain are another source of wrong tags.
The vertex charge tagger forms a tag decision from an inclusive reconstruction of
an additional secondary vertex (w.r.t. the signal vertex). In order to do so, a seed
consisting of two tracks is formed from the combination of all tracks in the event
that fulfil requirements on the track quality and geometrical cuts. From all possible
combinations the one seed is selected that has the highest probability to come from a b
hadron decay. This probability is evaluated using a likelihood method or multivariate
methods trained with simulated events. Then additional tracks are added to the
inclusive secondary vertex which have a small IP and a small distance of closest
approach w.r.t. the seed. The vertex charge QVtx is then calculated from a pT weighted
sum of the charges of the tracks coming from the inclusive secondary vertex
QVtx =
∑
i pT
k(i)Qi∑
i pT
k(i)
, (4.1)
where the parameter k is optimised to maximise the tagging power. Finally, only
vertices with a |QVtx| > 0.25 are considered as taggers and additional cuts on the
mass and the momentum of the inclusive secondary vertex are applied. The sign of
QVtx then is the tag on the signal b hadron.
4.2 Same side tagging
When a bb¯ pair is produced and it hadronises, the additional quarks are produced in
pairs from the vacuum. Thus, when a B0 (B0s ) is produced there is an additional d¯
(s¯) available at the same place, that is likely to form a charged pion (kaon). These
particles then provide a tag of the initial b quark flavour.
In the case of the SS pion tagger, the charged pion can also come from excited B
mesons that decay to the state that is selected as a signal B candidate. For all tagging
candidates the same selection criteria are applied as for the SS pion tagger, and
they have to fulfil stronger cuts on the PID. Furthermore, the difference between
the reconstructed invariant mass of the B meson and the invariant mass of the Bpi
combination is required to be smaller than 1.5 GeV.
33
4 An introduction to flavour tagging
For the tagging of B0s signal decays, the SS kaon tagger is used. It works in a very
similar manner as the SS pion tagger.
4.3 Tagging efficiency
The statistical significance of measurements of time dependent CPV depends on two
factors connected to flavour tagging: the tagging efficiency εtag, and the wrong tag
probability ω. The sensitivity on such measurements then scales with the square
root of the effective tagging efficiency εeff = εtag ·D2. The tagging efficiency can be
calculated from the number U of untagged events and from W and R, the numbers
of wrong and right tags, respectively
εtag =
R+W
U +R+W
. (4.2)
The dilution is proportional to the asymmetry amplitude for mixing asymmetries (cf.
Eq. (4.6)) or CP asymmetries that are constructed in a similar way. Thus, especially
for measurements of time dependent CPV an exact knowledge of D is crucial.
4.4 Estimation of wrong tag probabilities
For every single tagger t an artificial neural net (NN) is trained to be able to reflect
the wrong tag probability ωt for a certain event. The neural nets are modelled by
multi-layer perceptrons (MLP) as implemented in ROOT [54]. They consist of three
layers with one hidden layer (cf. Fig 4.2). NNs are a powerful tool to discriminate
events on a stochastical base. As in most cases only parts of the tagging B meson can
be reconstructed, a NN allows to exploit a variety of attributes of the reconstructed
particles as well as global event information to calculate the wrong tag probability.
The NNs are trained with MC simulated events, exploiting the true tag information
to define wether the events are correctly or wrongly tagged. The NN input consists
of several observables of the tagging candidates and the event itself. Since the
distributions of some of these inputs show deviations between data and MC simulated
events, the NNs have to be calibrated with data using control channels. For the
calibration decays of charged and uncharged B mesons with self-tagging final states
can be used. The neural net output nnt for the tagger t is in the interval [0, 1], where
nnt = 0 corresponds to a wrong tag and nnt = 1 to a correct tag, respectively. This
output is then mapped to values of ηt ∈ [0, 0.5].
Differences between the MC simulated events and real data taken by the experiment
lead to slightly incorrect estimates of the wrong tag probabilities ηt. For every tagger
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Fig. 4.2: Illustration of an MLP neural network with one hidden layer taken from
[57].
a calibration function
ηtc = p
t
0 + p
t
1(η
t − 〈ηt〉) (4.3)
with two free parameters pt0 and pt1 is implemented to reflect a wrong tag probability
ηtc calibrated on data. The value of 〈ηt〉 is fixed to the mean of the distribution of ηt
to minimise the correlation between p0 and p1. Depending on the tagger, second and
third order terms can be added to the calibration function. The same procedure is
used to verify the calibration with data as described in Sec. 4.5.
If a signal B is tagged by more than one tagger, the decisions and wrong tag
probabilities are combined. The combination can be calculated by
P(b) = p(b)
p(b) + p(b¯)
, (4.4)
where P(b) is the probability for the B candidate to contain a b quark instead of a b¯
and p(b) and p(b¯) are given by
p(b) =
∏
t
(
1 + dt
2
− dt(1− ηtc)
)
p(b¯) =
∏
t
(
1− dt
2
+ dt(1− ηtc)
)
, (4.5)
calculated from the single tag decisions. Thus, for P(b) > 0.5 the combined tagging
decision is d = −1 and ηc = 1− P(b) and also for P(b) < 0.5 it follows d = +1 and
ηc = P(b).
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4.5 Methods for tagging calibration
The calculation of the combined tagging response from Eq. (4.4) does not include
possible correlations between the different taggers. This assumption is a valid approx-
imation for the SS tagger with respect to the OS taggers, since the criteria applied to
select the tagging particle are complementary. Though, in the case of the combina-
tion of OS taggers a correlation is expected. As a consequence the combined wrong
tag probability in Eq. (4.4) is a slightly overestimated and requires an additional
calibration that was done using B+ → J/ψK+ events on data.
For measurements of CPV , the goodness of the calibration is additionally verified
on data. In every case it can be decided, whether the tagging response should be
corrected using the result of a calibration measurement or a systematic uncertainty
has to be assigned. The following method is also used for the calibration of the single
taggers as described in Eq. (4.3).
In order to be sufficiently sure, the tagging calibration is similar for different decay
channels, the tagging response has to be tested in several kinematically different
decay modes. Using data, there is clearly a difference in the analysis of charged and
uncharged B meson decays. For decays of charged B mesons the final state is self
tagging by definition, as the sum of the charges of all daughter particles will always
be ±1. Thus, the tag has to be compared to the final state flavour and it is possible
to simply count the number of (in)correctly tagged candidates. These studies are
performed for the training of the neural nets on data and for tagging calibration but
they are not part of the work for this thesis.
A measurement of the tagging quality in decays of neutral B mesons can be performed
by analysing the amplitude of the mixing asymmetry
Amix = Nunmixed −Nmixed
Nunmixed +Nmixed
= D cos(∆mt) (4.6)
of self-tagging final states. Self-tagging means, that on tree level the assignment
B → f and B → f¯ is unambiguous, except for the BB mixing. The tagging dilution
D can then be measured from the mixing asymmetry amplitude and the mixing
frequency ∆m is also accessible. The influence of the decay time resolution is discussed
in Sec. 9.1 and negligible for B0 decays.
The knowledge of the tagging dilution D is crucial for measurements of CPV as it
is a linear factor to the decay rate asymmetry, as in the measurement of sin 2β [58].
Thus, for measurements of CPV it is necessary to find a kinematically similar decay
mode to the signal decay that is used for those measurements. For a measurement of
sin 2β in B0 → J/ψK0S decays the calibration channel is B0→ J/ψK∗0.
In the work for this thesis tagging calibration measurements are performed in decays
of B0→ J/ψK∗0 and B0→ D−pi+. The specialities of these decay modes are discussed
in Chapter 5.
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In the following, the two decay channels for tagging calibration with B0 mesons and a
measurement of ∆md are introduced. These are the charmonium mode B0→ J/ψK∗0,
and the hadronic mode B0→ D−pi+. Each of them offers different opportunities and
brings in different challenges to the analysis strategies. This chapter will focus on the
peculiarities of the different decays and their impact on the analysis. Additional tagging
calibration studies have been performed with the semileptonic mode B0 → D∗−µ+νµ
[16]. These are not a part of this thesis.
5.1 The charmonium mode B0→ J/ψK∗0
The decay of the neutral B0 meson to a J/ψ and a K∗0 has a lower yield compared
to B0→ D−pi+ decays. Though, due to the two muons in the final state and thus the
clear signature, this channel yields very low systematic uncertainties in a measurement
of ∆md.
The two muons in the final state are responsible for a good reconstruction efficiency
and a clear trigger signal. The combinatorial background is low compared to decays
with only hadrons in the final state. Due to the CKM matrix elements Vcb and Vcs
that are involved in the decay (cf. Fig. 5.1), the branching ratio is quite high but it is
clearly suppressed by the probability to form a K∗0 meson from the ds¯ combination.
The K∗0 meson is crucial as it tags the flavour of the B0 meson at the time of decay.
A decay K∗0 → K+pi− indicates that the K∗0 meson comes from a B0, whereas a
K− meson in the final state belongs to a decaying B0.
In this decay channel the final state is self-tagging, meaning that on tree-level there is
no possibility for a B0 meson to decay into another final state than the one including
a K+ particle. Thus, the mixing asymmetry for this decay is given by
Amix(t) = Nunmixed(t)−Nmixed(t)
Nunmixed(t) +Nmixed(t)
= cos(∆mt), (5.1)
where Nmixed/unmixed(t) refers to the number of B0 candidates that have/have not
oscillated at the given time t. Eq. (5.1) follows directly from Eqs. (2.34) - (2.37).
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Fig. 5.1: Feynman diagram for tree-level decays of B0→ J/ψK∗0.
5.2 The hadronic mode B0→ D−pi+
Although, the decay B0 → D−pi+ is quite similar to B0 → J/ψK∗0 some more
specifics have to be considered. First of all, the event yield is higher, due to the high
probability for B mesons to decay into a D meson. B0→ D−pi+ is the decay with
the highest branching ratio of all hadronic B0 decays and a final state that consists
of charged particles only. A part of this advantage is lost by the worse reconstruction
efficiency. This is due to the final state with three pions and only one kaon from the
D± → K∓pi±pi± decay. As the primary vertex (PV) background mostly consists of
kaons and pions, the selection has to filter a large number of combinatorial background
originating from the PV. This is done using the B0 flight distance. The price for the
background reduction is thus a bias on the exponential shape of the B0 decay time
distribution.
On the other hand, many B0→ D−pi+ candidates pass the trigger without the signal
tracks being used. That means that the tracks belonging to the second b hadron are
potentially better reconstructed as they were already used in the trigger. This is a
big advantage for the flavour tagging algorithms. Thus, the overall tagging quality in
this channel is better than for B0→ J/ψK∗0 candidates.
The decay channel B0→ D−pi+ is not completely self-tagging (cf. Fig. 5.2). In addition
to the CKM favoured decay in which a K+ particle in the final state belongs to a
B0 meson as for B0→ J/ψK∗0 candidates, there is a CKM suppressed mode which
leads to a charge conjugated final state. The suppression of the CKM suppressed
matrix element with respect to the favoured one is of the order λ2. Two effects result
from this fact. Firstly, the decay channel becomes sensitive to ínterference CPV , due
to the final state being accessible from B0 as well as B0 (cf. [28] and B0s → D+s K−
analysis [59]). Secondly, the CKM suppressed mode introduces a dilution to the
mixing asymmetry that potentially biases measurements of the tagging quality.
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Fig. 5.2: Feynman diagrams for tree-level decays of B0→ D−pi+.
When analysing the Eqs. (2.55) to (2.58), it is evident, that all sine terms cancel when
summarising mixed (〈f |B0〉, 〈f¯ |B0〉) and unmixed (〈f¯ |B0〉, 〈f |B0〉) events respectively.
The mixing asymmetry in this decay channel is then
Amix(t) = Nunmixed(t)−Nmixed(t)
Nunmixed(t) +Nmixed(t)
=
1− |λ|2
1 + |λ|2 cos(∆mt). (5.2)
Herein, the fraction including the |λ|2 terms comes from the contribution of the CKM
suppressed decays. As |λ|2 ≈ λ4C, the dilution on the asymmetry amplitude is less
than three permille. It is negligible at the current level of statistics, but it will have to
be included as a systematic uncertainty on the tagging calibration with B0→ D−pi+
decays in future measurements.
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The data used in this analysis are taken in the LHC runs with pp colisions at a center-
of-mass energy of 7 TeV during the year 2011. That corresponds to an integrated
luminosity of 1.0 fb−1. Fig. 6.1 shows an overview of the machine’s and the detector’s
performance during the last years.
Fig. 6.1: Performance1 of LHC and the LHCb detector for all data taking periods
(left) and for the year 2011 (right). Only data taken in 2011 is used for the analyses
in this thesis.
6.1 Observables
The decay time t of a B0 candidate is evaluated from the measured momenta and from
a vertex fit [60] that constrains the B0 candidate to originate from the associated PV.
No mass constraints on the intermediate resonances are applied. For the calculation
of the invariant mass m, no mass constraints are used in the B0→ D−pi+ channel,
while the J/ψ mass is constrained to the world average2 in the analysis of the decay
B0→ J/ψK∗0.
1The plots are taken from the LHCbOperations twiki on Feb. 04th, 2013
http://lbweb.cern.ch/groups/online/OperationsPlots/index_files/
IntegratedLumiLHCbTime_Yearly.png
2012IntegratedLumiLHCbTime.png
2Whenever a world average for a particle property is mentioned, it is taken from [7].
41
6 Datasets and selection
6.2 Trigger and selection for B0 → D−pi+
Events including B0→ D−pi+ decays are required to have tracks with high transverse
momenta pT to pass the hardware trigger. The software trigger requires a two-, three-
or four-track secondary vertex with a large sum of the pT of the tracks, significant
displacement from the associated primary vertex (PV), at least one track with
pT > 1.7 GeV and a large impact parameter with respect to that PV, and a good
track fit. A multivariate algorithm is used for the identification of the secondary
vertices [61] on trigger level.
The kaon and pion candidates are separated by the particle ID system, exploiting
the different Cherenkov angles in the RICH detectors. One kaon and two pions with
a charge opposite of the kaon charge then form a D− candidate. The B0→ D−pi+
selection requires that the D− reconstructed mass is in a range of ±100 MeV around
the world average. Furthermore, the D− decay vertex is required to be downstream
of the PV associated to the B0 candidate that is formed from the D− and a bachelor
pion.
The sum of the D− and pi+ transverse momenta must be larger than 5 GeV. The B0
candidate invariant mass must be in the interval 5000 ≤ m(K+pi−pi−pi+) < 5700 MeV.
Additionally, the cosine of the pointing angle between the B0 momentum vector and
the line segment between PV and secondary vertex is required to be larger than
0.999.
Candidates are classified by a boosted decision tree (BDT) [62, 63] with the so-called
AdaBoost algorithm[64].3 The BDT is trained with B0s → D−s pi+ candidates with no
particle ID criteria applied to the daughter pions and kaons. The cut on the BDT
classifier is optimised in order to maximise the significance of the B0→ D−pi+ signal.
Several input variables are used: the impact parameter (IP) significance, the flight
distance perpendicular to the beam axis, the vertex quality of the B0 and the D−
candidate, the angle between the B0 momentum and the line segment between PV
and B0 decay vertex, the angle between the D− momentum and the line segment
between PV and the D− decay vertex, the angle between the D− momentum and
the line segment between the B0 decay vertex and D− decay vertex, the IP and pT
of the pi+ track, and the angle between the pi+ momentum and the line segment
between PV and B0 decay vertex. Only B0 candidates with a decay time t > 0.3 ps
are accepted.
To suppress potential background from misidentified kaons in D−s → K−K+pi−
decays, all D− candidates are removed if they have a daughter pion candidate that
might pass a loose kaon selection and are within a ±25 MeV mass window around
the D−s mass (the D− mass resolution is smaller than 10MeV) when that pion is
reconstructed under the kaon mass hypothesis.
3The development and training of the BDT was performed by A. Dziurda.
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6.3 Trigger and selection for B0 → J/ψK∗
An overview of the full set of the selection cuts and the BDT input variables can be
found in Tables 6.1 and 6.2.
6.3 Trigger and selection for B0 → J/ψK∗
Events in the decay B0→ J/ψK∗0 are first required to pass a hardware trigger which
selects a single muon with pT > 1.48 GeV. In the subsequent software trigger [61], at
least one of the final state particles is required to have pT > 0.8 GeV and a large IP
with respect to all PVs in the event. Finally, the tracks of two or more of the final
state particles are required to form a vertex which is significantly displaced from the
PVs in the event.
A K∗0 candidate is formed by the combination of a kaon and a pion that are separated
by the PID system. It is required, that the K∗0 candidate has a pT > 2 GeV and
826 ≤ m(K+pi−) < 966 MeV.
The unconstrained µ+µ− invariant mass must be within ±80 MeV of the world average
for the J/ψ mass. B0 candidates are required to have a large IP with respect to other
PVs in the event and the B0 decay vertex must be significantly separated from the
PV. Additionally, B0 candidates are required to have a reconstructed decay time
t > 0.3 ps and an invariant mass in the range 5230 ≤ m(J/ψK+pi−) < 5330 MeV. To
suppress potential background from misidentified B0s→ J/ψφ decays, all candidates
are removed for which the K+pi− mass is within a ±10 MeV window around the
nominal φ(1020) mass when computed under the kaon mass hypothesis for the pion.
The resulting mass distributions for the two decay channels are shown in Fig. 6.2. A
summary of the stripping and final selection criteria can be found in Table 6.3.
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Fig. 6.2: Invariant mass distributions of the two decay channels (left) B0→ D−pi+
and (right) B0→ J/ψK∗0. The filled areas correspond to the invariant mass range
excluded in the fits to ∆md.
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6 Datasets and selection
Tab. 6.1: Pre-selection for B0→ D−pi+.
Cuts on B0 candidate
sum of input particles’ transverse momenta > 5000 MeV/c
χ2 of primary vertex < 25
primary vertex χ2/ ndof < 10
cos of ^[|PV ,B0Vtx|, ~p(B0)] > 0.999
decay time > 0.2 ps
m(Kpipipi)min 4750 MeV/c
2
m(Kpipipi)max 5800 MeV/c
2
Cuts on D− candidate
sum of input particles’ transverse momenta > 1800 MeV/c
vertex χ2/ndof < 10
best χ2 of primary vertex > 36
cos of ^[|PV ,D+Vtx|, ~p(D+)] > 0
m(Kpipi)−m(D±)PDG < 100 MeV/c
Cuts on K+ and pi± candidates
DLL(K − pi) for pions < 20
DLL(K − pi) for kaons > −10
transverse momentum > 100 MeV/c
momentum > 1000 MeV/c
track χ2 / ndof < 4
minimum impact parameter χ2 > 4
Tab. 6.2: Parameter list for the BDT selection of B0→ D−pi+.
B0-candidate D0-candidate
minimum IP χ2 minimum IP χ2
transversal distance to PV transversal distanz to PV
vertex χ2/ndof vertex χ2/ndof
lifetime fit vertex χ2/ndof ^[|PV ,B0Vtx|, ~p(D−)]
^[|PV ,B0Vtx|, ~p(B0)] ^[|B0Vtx,D−Vtx|, ~p(D−)]
bachelor pi All pi and K±
minimum IP χ2 ghost probability
transverse momentum
cos of ^[|PV ,B0Vtx|, ~p(pi)]
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Fig. 6.3: (Left) Spectrum of D− → K+pi−pi− invariant mass with candidates not
passing the D+s veto shown in the filled histogram. (Right) Spectrum of pseudo φ
(K+K−) mass when calculating the K∗ invariant mass with a kaon mass hypothesis
for the pion. The filled area shows candidates that do not pass the phi veto. Both
plots show the data after applying the pre-selection before the final selection.
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6 Datasets and selection
Tab. 6.3: Pre-selection and final selection for B0→ J/ψK∗0. The next best PV (c.f.
Cuts on B0 candidate) is the one with the next best χ2 w.r.t. the chosen PV.
Stripping 17a Final
Cuts on B0 candidate
vertex χ2 / ndof < 10 < 10
impact parameter χ2 / ndof − < 5
impact parameter χ2 w.r.t. nextbest PV − < 50
distance of flight χ2 / ndof − < 5
decay time > 0.2 ps > 0.3 ps
m(µµKpi)min 5100 MeV/c
2 5230 MeV/c2
m(µµKpi)max 5400 MeV/c
2 5330 MeV/c2
Cuts on J/ψ candidate
muon DLL µ,pi > 0 > 0
minimum transverse momentum (µ+,µ−) − > 0.5 GeV/c
vertex χ2 / ndof (J/ψ ) < 16 < 16
|m(µµ)−m(J/ψ )PDG| < 80 MeV/c2 < 80 MeV/c2
Cuts on K∗0 candidate
kaon DLL K,pi > −2 > 0
kaon DLL K, p − > −2
pion DLL K,pi − < 0
transverse momentum > 1 GeV/c > 2 GeV/c
m(Kpi)min 826 MeV/c
2 826 MeV/c2
m(Kpi)max 966 MeV/c
2 966 MeV/c2
vertex χ2 < 16 < 16
all tracks
track χ2 / ndof < 5 < 4
clone distance − > 5000
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7 Fitting model for tagging and oscillation
measurements
For the measurement of ∆md and for the purpose of determining the tagging calib-
ration parameters an unbinned extended maximum likelihood method is used. The
minimisation of the negative log-likelihood is done by MINUIT [56] interfaced by the
RooFit package [55]. As observables the reconstructed mass m, the decay time t and
the mixing state q of the B0 candidate are used in the fit. The extended likelihood
function is defined as
L(~λ) = e
−NNn
n!
∏
s
Ns∏
i=1
Ps(~xi;~λs). (7.1)
Here, s is the number of simultaneous subsamples, P is the probability density
function (pdf) with the observables xi and the parameters ~λs, and N ,Ns, and n are
the expected number of events, the number of events in one subsample and the sum
of the events in all subsamples, respectively. n =
∑
sNs where N is estimated by the
fit. The fit parameters for the two slightly different models in both decay channels
are listed in sections 7.1 and 7.2.
To describe the signal and background components of the samples analysed, the
following pdfs are used.
• Gaussian function with mean µ and width σ, used for peaks in the mass spectra
G(m;µ,σ) = 1
σ
√
2pi
e
− 1
2
(
m−µ
σ
)2
(7.2)
• Crystal Ball function [65]: Gaussian function with an power law tail which needs
two additional parameters α and ι. The tail can be used to describe candidates
which have a lower invariant mass due to not reconstructed photons from final
state radiation
CB(m;µ,σ, ι,α) ∝
exp(− (m−µ)
2
2σ2
), for m−µσ > −α
A · (B − m−µσ )−ι, for m−µσ 6 −α
(7.3)
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where
A =
(
ι
|α|
)ι
· exp
(
−|α|
2
2
)
, (7.4)
B =
ι
|α| − |α| (7.5)
• Exponential function with parameter M to describe the combinatorial back-
ground in the mass spectra
X (m;M) ∝ emM (7.6)
• Gaussian kernel pdf [66]: superposition of Gaussian functions to describe distri-
butions extracted from MC or data more smoothly than with histograms.
• Decay pdf: exponential function with negative exponent cut off for negative
decay times; may be convolved analytically with different decay time resolution
models
D(t; τ) ∝ e− tτ | t ≥ 0 (7.7)
• B0 mixing pdf: same as Decay pdf but with two components for the two different
mixing states q; a mean mistag rate ω and the mixing frequency ∆md can be
fit.
M(t, q; τ , ∆m,ω) ∝ e− tτ (1 + q(1− 2ω) cos (∆mdt)) | t ≥ 0. (7.8)
Note, that ω may be a parameter when using tagging categories or be replaced
by (10.1) (cf. Sec. 10) in the case the per event wrong tag probabilities are used.
• Gaussian resolution: Gaussian resolution model to be convolved with the lifetime
pdfs, using a mean decay time resolution s
R(t; s) ∝ 1
s
√
2pi
e
− 1
2
(
t
s
)2
(7.9)
For describing the mass distributions, combinations of multiple Gaussian pdfs or one
Crystal Ball function added to Gaussian pdfs are used. Combinatorial backgrounds
are described using exponential functions.
Hadronic backgrounds in the B0 → D−pi+ channel’s mass spectra, are described by
pdf shapes extracted from MC as described in Sec. 8.1.
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7.1 Parametrisation for the B0 → D−pi+ channel
7.1 Parametrisation for the B0 → D−pi+
channel
In B0→ D−pi+ a one dimensional fit to the mass distribution over the full range of
5000 MeV < m(B0) < 5700 MeV is performed using Gaussian kernel pdfs from MC
to ensure there is no peaking background under the signal peak. The nominal fit to
∆md is then performed in the reduced mass range 5200 MeV < m(B0) < 5450 MeV
to avoid the hadronic background components.
The signal mass pdf is a Crystal Ball function added to a Gaussian pdf.
Psig(m;µ,σ1,σ2,α, ι, fm;sig) =fm,sigCB(m;µ,σ1, ι,α)+ (7.10)
(1− fm;sig)G(m,µ,σ2)
The longlived combinatorial background (lbg) is described by an exponential pdf
Plbg(m;λlbg) = X (m;λlbg). (7.11)
Two additional hadronic modes (cf. Figure 8.1) which are reconstructed in the given
mass range are parametrised by Gaussian kernel pdfs from MC Pbgi(m), where i ∈ 1, 2
denotes the number of the component.
For the decay time pdf only two components have to be used in the nominal fit to
∆md, as the fit uses a reduced mass range. These are the signal and the longlived
combinatorial background. For the signal the decay function including the mixing
model (7.8) is used
Psig(t, q; τ , ∆md,ω, ssig) =M(t, q; τ , ∆md,ω)⊗R(t; ssig). (7.12)
The exponential model for the combinatorial background component is then
Plbg(t, q; τlbg, slbg,ωlbg) =M(t, q; τlbg, 0,ωlbg)⊗R(t; slbg). (7.13)
This pdf is able to describe a non vanishing constant mixing asymmetry ωbkg in the
background (cf. Fig 11.1), to account for a possible asymmetry in the number of
positive and negative tags included in the background events. Note, that this does
not have a physical meaning. The full pdf for the two dimensional fit for ∆md and
tagging calibration is given by
PB0→D−pi+(t, q,m;~λ) =NsigPsig(t, q; τ , ∆md,ω, ssig) · (t)· (7.14)
Psig(m;µ,σ1,σ2, fm,sig,α, ι)+
NlbgPlbg(t; τlbg, slbg,ωlbg) · Plbg(m;λlbg),
with the decay time acceptance function (t). This efficiency function is introduced
by trigger and selection criteria (like cuts on the B0 flight distance) and changes the
exponential decay time distribution of the signal candidates.
In the nominal fit for ∆md all parameters are floated. In the crosscheck fits for
different tagging settings those parameters are fixed to the fitted values.
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7.2 Parametrisation for the B0→ J/ψK∗0
channel
For the B0→ J/ψK∗0-channel the mass pdf does not contain contributions from
peaking background in the mass spectrum. The background is treated as two longlived
combinatorial components with different lifetimes.
The signal mass pdf is described as a triple gaussian
Psig(m;µ,σ1,σ2,σ3, f12m,sig, f23m,sig) =f12m;sigG(m;µ,σ1)+ (7.15)
(1− f12m;sig)f23m;sigG(m;µ,σ2)+
(1− (1− f12m;sig)f23m;sig)G(m;µ,σ3)
and the combinatorial background is described by an exponential mass distribution
Pbg(m;λbg) = X (m;λbg). (7.16)
For the signal decay time the same parametrisation as in B0→ D−pi+ can be used
Psig(t, q; τ , ∆md,ω, ssig) =M(t, q; τ , ∆md,ω)⊗R(t; ssig). (7.17)
In the combinatorial background two lifetime components are observed. Two decay
pdfs are therefore defined by
Psbg(t; τ1, ssbg) = E(t; τ1)⊗R(t; ssbg) (7.18)
Plbg(t, q; τ2, slbg,ωlbg) =M(t, q; τ2, 0,ωlbg)⊗R(t; slbg) (7.19)
As it is seen on data in Fig 11.1 (cf. Sec. 11.1), a non vanishing tagging asymmetry is
visible for one of the combinatorial background components. This can be described by
a mixing pdf with ∆md = 0. The drop of this asymmetry for low decay times leads
to the assumption, that this effect is not existent for the background component with
the shorter lifetime in B0→ J/ψK∗0. That leads to the full two dimensional, two
component pdf
PB0→J/ψK∗0(t, q,m;~λ) =NsigPsig(t, q; τ , ∆md,ω, ssig) · (t)·
Psig(m;µ,σ1,σ2,σ3, f12m,sig, f23m,sig)+
NsbgPsbg(t; τ1, ssbg) · Psbg(m;λsbg)+
NlbgPlbg(t, q; τ2, slbg,ωlbg) · Plbg(m;λlbg), (7.20)
where (t) denotes a decay time acceptance function introduced by trigger criteria.
This effect is discussed in detail in Sec. 9.2.
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7.2 Parametrisation for the B0→ J/ψK∗0-channel
The fitting model is tested using fully simulated signal MC with 500k (10M) generated
events in B0→ D−pi+ (B0→ J/ψK∗0). The fitted values of ∆md on MC are found
to be
∆m
B0→J/ψK∗0
d = 0.506± 0.003 ps−1 (7.21)
∆mB
0→D−pi+
d = 0.523± 0.014 ps−1 (7.22)
at a generation value of ∆md = 0.502 ps−1.
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8 Physics background
The reconstructed final states in both decay channels rely on a proper particle
identification, especially the separation between kaons and pions. The vetos that
suppress background from misidentified particles are introduced in Sec. 6. The
procedure implementing the veto will be described in this chapter.
Additionally, possible physics background coming from missing particles (e.g. not
reconstructed uncharged pions) is investigated. Such background contributions lead
to peaks in the invariant mass distributions at masses lower than that of the ini-
tial particle. In the following, the studies concerning those hadronic background
contributions are described separately for the two decay channels.1
8.1 Background in B0 → D−pi+
In a study based on MC simulated events, the main contributions to peaking back-
ground near the B0→ D−pi+ mass peak are found to come from decays including
ρ and D∗−(2012) mesons. In the MC samples, simulated events containing decays
of B0, B±, B0s , and Λ0b to at least one D meson are regarded. The sample sizes are
40M for the B0 and B± samples and 10M each for the B0s and Λ0b samples, reflecting
the measured hadronisation fractions for these particles at LEP [67] and LHCb [68].
Thus, the ratios of the measured number of candidates from the different channels
are expected to represent those on data.
The only significant contributions of background come from the B0 and Λ0b samples.
Three different channels are found to yield significant background after the pre-
selection:
• B0 → ρ+(pi0pi+)D−(K+pi−pi−),
• B0 → D∗−(2010)(pi0D−(K+pi−pi−))pi+, and
• Λ0b → Λ+c (pK∗0(K−pi+))pi−,
1The work presented in this chapter is a major part of the master thesis by U. Eitschberger "Studies
on systematic uncertainties in the measurement of the BB oscillation frequency ∆md with the
decay channel B0→ D−pi+ at LHCb." – September 2012
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Fig. 8.1: The two figures show the background mass distributions extracted from
MC simulated events without trigger requirements. Both distributions are used
as templates for the fit to data. The double peak structure in the right plot is
due to the spin (s = 1) of the D∗ meson and the low mass difference m(D∗) ≈
m(D−) +m(pi0) between the initial and final state. The cos2 θ angular distribution
of the D∗ → D−pi0 decay then leads to a split-up in the partially reconstructed
(with missing pi0) invariant mass of the B0 candidate for the D− emitted at θ ≈ 0
and θ ≈ pi.
where the background from Λ0b decays can be easily suppressed by harder PID cuts,
to avoid reconstructing protons as pions. The partially reconstructed B0 background
persists, as it is not due to mis-id but missing pi0 particles. In order to show that this
type of background does not peak below the signal, the shapes of the background
components are taken from MC simulated samples that include large numbers of
these decays. The shapes of the invariant mass distributions are then parametrised
by Gaussian kernel pdfs [66]. The distributions and the Gaussian kernel pdfs can be
seen in Fig. 8.1.
The Gaussian kernel pdfs are then used to fit the invariant mass spectrum of the B0→
D−pi+ data sample in a wide mass range of 5000 ≤ m(B0) < 5750 MeV. In addition
to the two peaking background components, the pdfs for the signal mass peak and the
longlived combinatorial background (c.f. Sec. 7.1) are used in a one dimensional, four
component, extended maximum likelihood fit. As can be seen in Fig. 8.2, the model
agrees very well with the data. No indication for missing background components is
found. Additionally, a reduced mass range of 5200 ≤ m(B0) < 5450 MeV for the fit
to ∆md will reduce the amount of the physics background components to a negligible
number.
Although, no indication for contributions of background including D+s mesons is
found, a veto on D+s → K+K−pi+ decays is implemented. Such decays could enter
the data sample due to misidentified kaons. If one of the pions cannot be properly
separated from a kaon PID hypothesis, the invariant mass for the reconstructed Kpipi
combination is calculated, using a kaon mass hypothesis for that pion. If the result is
within 25 MeV of the world average for the D+s mass, the event is rejected.
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Fig. 8.2: Projection of the fit result (black line) of the one dimensional fit to the
B0 invariant mass spectrum using the background mass shapes extracted from
MC simulated events. The shape parameters of the signal and the yields for signal
and background components are free in the fit. Signal (blue dashed), longlived
background (orange dotted), B0 → D∗−(2010)(pi0D−(K+pi−pi−))pi+ (red filled
area), B0 → ρ+(pi0pi+)D−(K+pi−pi−) (green filled area).
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8.2 Background in B0 → J/ψK∗0
In the B0→ J/ψK∗0 channel there is no indication for any partially reconstructed
background like in B0→ D−pi+. Though, it might be possible to see tails of the
mass peak of B0s → J/ψφ decays in the case of incorrectly identified kaons. Thus, a
veto on φ resonances is implemented similarly to the D+s veto in B0→ D−pi+. For
each event the invariant mass of the Kpi combination is calculated with a kaon mass
hypothesis for the pion (cf. Fig. 6.3). All candidates with an invariant mass smaller
than 1030 MeV are rejected.
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9 Effects on the reconstructed decay time
9.1 Decay time resolution
For decays of B mesons the LHCb experiment has a decay time resolution of roughly
0.050 ps. A plain resolution effect on data without a bias means that candidates are
reconstructed with a decay time that statistically fluctuates around the physical value,
where the fluctuation is given by a resolution function (e.g. one or more Gaussians).
For a simple decay this has the effect of a Gaussian tail at decay times smaller than
zero. This effect becomes invisible due to the efficiency effects that are described
below.
For the measurement of BB oscillations the resolution can additionally dilute the
oscillation amplitude. Especially in measurements of interference CPV in B0s mesons
this can become an important factor as it is inline with the tagging dilution and
the CP asymmetry amplitude. For B0B0 oscillations however, the resolution is very
small compared to the oscillation period of 12 ps. Thus, the influence of the decay
time resolution on the measurement of the B0 oscillation frequency and amplitude is
insignificant (cf. Fig. 9.1). A fixed resolution of 0.050 ps (estimated from MC simulated
events and background from the primary interaction) is used in all fits.
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Fig. 9.1: Plot of a convolution of the mixing pdf with ∆md = 0.518 ps−1 and a
Gaussian resolution function for different resolution values. (Left) violet corresponds
to a resolution of σt = 0.02 ps and red to σt = 1.00 ps. (Right) zoomed in to the
first zero-crossing of the oscillation with violet corresponding to σt = 0.02 ps and
red to σt = 0.10 ps. For the actual detector resolution of around σt = 0.05 ps the
bias on the zero-crossing and thus on a measurement of ∆md is at permille level.
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9.2 Decay time acceptance
Studies of MC simulated events and real data show that the decay time distributions
of the data do not follow a simple exponential function as could be expected due
to the very good decay time resolution. For small decay times the distribution rises
steeply from zero, before it saturates in an exponential decay function after about
1 ps depending on the decay channel. Another effect becomes visible when fitting
the lifetime on MC simulated events using only candidates with large decay times.
The systematically low measured lifetimes lead to an efficiency effect increasing with
larger decay times. Both effects are described in the following section.
9.2.1 Efficiency for candidates with small decay times
If a B meson has a small decay time, its daughter particles are likely to have tracks with
a very small distance to the PV. Depending on the final state and on the multiplicity
of the particle types that belong to this final state, the selection requirements have to
reduce the combinatorial background from particles that have been produced directly
in the primary interaction. A most efficient criterion is a requirement on a large time
of flight or a large flight distance in the lab system. Requirements like this directly
impose an efficiency effect for candidates with a small decay time. They are used for
selecting B0→ D−pi+ candidates.
A J/ψ resonance in the final state reduces the possibility for background from particles
that originate from the PV, as it is possible to use requirements on the J/ψ invariant
mass. Though, selections of B0→ J/ψK∗0 candidates often use cuts on the IP or
IP significance. These have an indirect effect on the reconstruction efficiency, as for
candidates with large decay times the probability for the daughter tracks to have
a large IP (significance) increases (c.f. Fig. 9.2). These effects modify the visible
distribution of the decay time and have to be described in the fitting pdfs to properly
separate signal and background contributions.
In the B0→ D−pi+ channel the effect is large and there is no suitable control channel
to describe the exact shape of the decay time efficiency. Though, studies with MC
simulated events lead to an analytic parametrisation that can be used in the fits to
data1(cf. Fig 9.3). The function
(t) = arctan(te(a1t+a2)) (9.1)
1The parametrisation has been developed and its use for the description of the decay time efficiency
was tested in the work of the master theses of R. Niet "Studies on the Propertime Resolution in
the Decay B0s/B0s → D∓s K± for the measurement of the CKM angle γ at LHCb" – September
2012 – and F. Meier "Untersuchung der Zerfallszeitbeschreibung im Zerfall B0 → J/ψK0S bei
LHCb" – September 2012.
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Fig. 9.2: Illustration of possible biases on the reconstructed decay time due to
acceptance effects. Candidates with a higher decay time are selected more likely, if
requirements on the IP or the IP significance are used.
with its two free parameters a1 and a2 can be multiplied with the exponential decay
time pdf to describe the decay time distribution on data.
The decay time distribution of the B0→ J/ψK∗0 channel is influenced by requirements
imposed by the trigger algorithms. In addition to the so called lifetime unbiased
triggers HLT1X and HLT2X there is an additional trigger HLT2L that is used for
the selection of the data. If now SHLTxx represents the set of events passing a certain
trigger and N(S) is the number of events in that set the fraction
(t) =
N(SHLT1X ∩ SHLT2X ∩ SHLT2L)(t)
N(SHLT1X ∩ SHLT2X)(t) (9.2)
can be used to calculate a histogram of the decay time efficiency introduced by HLT2L
in bins of the decay time of the candidates. A pdf based on this histogram is then
used to describe the effect on data.
Fig. 9.3 shows the measured decay time acceptance on data and the corresponding
models that are used in the fit to ∆md and for tagging calibration. It is not possible
to plot the data without a fit of the effective lifetime since the acceptance effect for
high decay times (see following section) is neglected in the fit.
9.2.2 Efficiency for candidates with large decay times
From studies with MC simulated events it is known that the measured lifetime for
b hadron decays with the LHCb detector is systematically biased to lower lifetimes.
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Fig. 9.3: Projection of the signal components (extracted using sWeights [69] from a
fit to the invariant mass spectrum) of the decay time t weighted by exp(t/τ), where
τ is the fit result for the signal lifetime (black points). The decay time acceptance
functions for both channels are visualised by the solid line. For these projections
the nominal fit results from Tab. 11.1 and Fig. 11.5 are used.
This is due to a reconstruction inefficiency in the VELO2. The pattern recognition
algorithms prefer tracks with a small IP. As tracks coming from b hadron decays
with larger decay times have larger IPs (c.f. Fig. 9.2), these decays suffer from the
reconstruction efficiency. Therefore, the decay time distribution that normally follows
an exponential distribution gets a steeper slope. This is modelled by an additional
linear component 1− βt, leading to a decay time distribution
P(t) = e−t/τ(1− βt). (9.3)
However, the shape of the decay time distribution can be described sufficiently
accurate by a simple exponential. This is done in this thesis to the cost of the lifetime
parameter τ , which then only describes an effective lifetime. The efficiency effect
for large decay times is much higher in the B0→ D−pi+ channel compared to decay
channels including a J/ψ resonance.
2These results were presented in a talk on the measurement of b → J/ψX lifetimes by Y. Amis
during the LHCb Week in Davos (September 5th, 2012). There is no publication for reference up
to now.
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In preparation of several LHCb measurements that use flavour tagging, the optimised
tagging calibration has to be verified in different decay channels. Additionally, potential
systematic uncertainties due to the polarisation of the magnet field, production
and reconstruction asymmetries, kinematic differences and several other reasons
are estimated. The calibration measurements were performed before the actual
measurement of ∆md. The methods and results presented in this thesis reflect the
calibration as described in [15, 16, 70]. The details of the selection and fitting strategy
are slightly different to the measurement of ∆md, as the analysis strategy has been
refined for the measurement of ∆md. The improvements will be used for future
calibration measurements.
The tagging algorithms are optimised to maximise the effective tagging efficiency
εeff = εD
2. This value is proportional to the sensitivity of the sample with respect to
a measurement of the mixing or CP amplitude as it is necessary for a measurement of
time-dependent CPV . That means a sample with 100 B0 → J/ψK0S signal candidates
with perfect tagging (εeff = 1) has the same sensitivity to sin 2β as a sample containing
10000 candidates with a dilution of D = 0.2 and a tagging efficiency of ε = 0.25.
10.1 Fitting strategy
The tagging calibration measurements use a fitting model similar to that of the
measurement of ∆md as it is described in Sec. 7. However, the value of ∆md is fixed
to 0.5 ps−1 in all fits and in the PDF for the combinatorial background Eq. (7.8) the
parameter ω is fixed to zero, allowing no asymmetry in the background. Additionally,
there is negligible background in the B0 → D−pi+ channel due to the different
selection. Therefore, the fit model for B0→ D−pi+ decays also neglects any background
contribution, which is exact to a very good precision.
The fits are performed in several disjoint categories (cf. Fig 10.1) of the predicted
wrong tag probability η. They run simultaneously in these categories and share all
parameters but the component yields and the mean wrong tag probability of the
categories. There are two different aims of the calibration measurements:
• Do a measurement on a subset of the data (e.g. only OS/SS taggers) and fit
the mean wrong tag probability in categories of the neural net prediction ηc.
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Fig. 10.1: Distribution of the predicted mistag probability ηc in (left) B0→ D−pi+
and (right) B0 → J/ψK∗0 events. The top row shows the combination of OS
taggers, the middle row shows the SS pion tagger and the bottom row shows
the full combination of all taggers. The different colours and vertical separations
indicate the limits of the tagging categories. The events for these plots are selected in
a ±25 MeV mass range around the B0 mass world average and with a requirement
on the B0 decay time t > 1 ps to suppress remaining background.
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This can then be used to plot the neural net prediction against the fit result. In
a perfect world the parameters of the calibration function
ω(ηc) = p0 + p1(ηc − 〈ηc〉) + p2(ηc − 〈ηc〉)2 (10.1)
would then show a slope p1 = 1 and an offset p0 − 〈ηc〉 = 0. The parameter of
the quadratic term is expected to be p2 = 0. Any significant differences in one
of the parameters would give a hint to problems in the calibration.
• Measure the average wrong tag probability (or a calibration plot as described
above) in a subset of data binned in variables that are expected to be correlated
to the tagging performance. The results can be used to estimate systematic
uncertainties on measurements of CPV , especially in decay modes that show
different distributions in these variables.
The mean values of ηc in each category are calculated using the sweighted [69] distri-
butions of ηc for the signal. The sWeights are calculated from two component fits
(signal and background) to the mass distributions of the data samples.
The following sections show studies performed on the decay modes B0→ D−pi+ and
B0→ J/ψK∗0. The benchmark value of εeff will be given for every tested combination
of taggers. Due to different trigger strategies for both decay channels a different
performance of the taggers is expected. B0→ J/ψK∗0 candidates are triggered by
muon triggers that give only small information about the quality of the other tracks.
B0→ D−pi+ candidates on the other hand have hadronic triggers that include the
event topology and thus have a higher probability of additional good tracks that do
not belong to the signal but can be used for tagging.
10.2 OST calibration
For the measurement of the OST calibration a tagging decision is formed combining
the information of all active OS taggers like described in Sec. 4.4. The tagged B
candidates are then divided into five bins of the predicted wrong tag probability ηc.
The category with the worst tags (highest values of ηc) is referred to as category 1,
where the best tags belong to category 5.
The dataset is fit simultaneously and a value for the mixing asymmetry amplitude
corresponding to 1− 2ω is measured in each category. The measured value for ω is
then compared to the mean value of the wrong tag probability predictions in the
corresponding tagging category. The function (10.1) is then fitted to the resulting
(ηc,ω) data points. The OS taggers have been calibrated on data using B+ → J/ψK+
events.
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Fig. 10.2: Tagging calibration function for the combination of OS Taggers with (left)
B0→ D−pi+ and (right) B0→ J/ψK∗0 events. The red curve and orange band
show the linear fit with 1σ error band. The grey curve and error band correspond to
the parabolic calibration function. The black points show the results from the fits
to the average wrong tag probabilities in the five tagging categories. The numerical
results of the calibration fits can be found in Tab. 10.3.
10.2.1 Results for B0→ D−pi+ decays
The calibration for the OS taggers is measured to be excellent for B0→ D−pi+ decays.
The fits to the mixing asymmetry amplitudes are shown in Fig. 10.5, and the results
for the tagging quality are presented in Tab. 10.1. B0 → D−pi+ decays yield an
effective tagging power εeff = 2.98± 0.16 from OST only.
The calibration parameters (cf. Fig. 10.2) are compatible with the expected values,
with p0 − 〈ηc〉 = 0.00 ± 0.004, and p1 = 0.982 ± 0.049. The test with a parabolic
parametrisation of the calibration function yields p2 = −0.737 ± 0.640, which is
compatible with zero.
10.2.2 Results for B0→ J/ψK∗0 decays
As B0→ J/ψK∗0 decays are triggered by the powerful muon triggers, the situation is
different to B0→ D−pi+ decays triggered in the hadronic lines. Due to the different
trigger configurations B0→ J/ψK∗0 decays are nearly exclusively due to tracks that
belong to the signal (e.g. one or two muons from the J/ψ ), where many candidates
from the hadronic lines are triggered by information from the opposite side b hadron.
Therefore, B0 → D−pi+ decays have a higher probability of a well reconstructed
opposite side and the tagging power in B0 → J/ψK∗0 decays is measured to be
εeff = 2.04± 0.14 and thus smaller than in the hadronic channel.
Still, the results from the calibration measurements show well calibrated OS taggers
for B0→ J/ψK∗0 decays (cf. Fig 10.6). The results from the calibration measurement
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are p0 − 〈ηc〉 = 0.009± 0.004, and p1 = 1.035± 0.060 and yield very good agreement
with the expectations. As in the B0→ D−pi+ channel, the parabolic terms from the
reference fit are insignificant.
Tab. 10.1: Performance of the OST in B0→ D−pi+ and B0→ J/ψK∗0 decays.
B0→ D−pi+ ε (%) ω D εD2 (%)
0.38 ≤ ηc < 0.50 23.478± 0.135 0.430± 0.005 0.140± 0.010 0.459± 0.066
0.31 ≤ ηc < 0.38 7.691± 0.085 0.352± 0.009 0.297± 0.017 0.677± 0.078
0.24 ≤ ηc < 0.31 4.618± 0.067 0.289± 0.011 0.422± 0.022 0.822± 0.084
0.17 ≤ ηc < 0.24 2.010± 0.045 0.227± 0.015 0.546± 0.031 0.600± 0.068
0.00 ≤ ηc < 0.17 0.770± 0.028 0.131± 0.022 0.738± 0.045 0.419± 0.051
Total 38.567± 0.180 0.376± 0.004 0.249± 0.008 2.977± 0.157
B0→ J/ψK∗0 ε (%) ω D εD2 (%)
0.38 ≤ ηc < 0.50 21.831± 0.137 0.442± 0.005 0.117± 0.010 0.298± 0.052
0.31 ≤ ηc < 0.38 6.150± 0.079 0.360± 0.010 0.279± 0.019 0.480± 0.066
0.24 ≤ ηc < 0.31 3.488± 0.061 0.283± 0.015 0.434± 0.030 0.657± 0.090
0.17 ≤ ηc < 0.24 1.271± 0.037 0.229± 0.019 0.543± 0.038 0.375± 0.052
0.00 ≤ ηc < 0.17 0.439± 0.022 0.136± 0.032 0.728± 0.063 0.233± 0.040
Total 33.179± 0.175 0.398± 0.004 0.205± 0.008 2.042± 0.140
10.3 SSpi calibration
In decays of B0 mesons, the additional d quark leads to the production of an additional
pion. If the pion is charged it can be used to form a same side tag. A priori it is not
clear if the process is similar between B± and B0 mesons. Thus, it is essential here
to do the calibration in decays of neutral B mesons.
The calibration strategy is similar to that for the OS taggers, using 5 tagging cat-
egories. However, the category limits are adapted to reflect the wrong tag probability
distribution of the SS pion tagger and to avoid empty categories. They are chosen to
be different for both decay channels. The SSpi tagger is not calibrated on data. The
decay channels B0→ D−pi+ and B0→ J/ψK∗0 are used to verify the calibration of
the tagger and to justify the calibration model.
10.3.1 Results for B0→ D−pi+ decays
The measurement of the SS pion calibration using B0→ D−pi+ decays shows a very
high effective efficiency εeff = 1.32± 0.11 % (cf. Tab. 10.2). Though, the calibration
function is evidently not correctly described by a linear model. The data points in
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Tab. 10.2: Performance of the SS pion tagger in B0→ D−pi+ and B0→ J/ψK∗0
decays.
B0→ D−pi+ ε (%) ω D εD2 (%)
0.40 ≤ ηc < 0.50 6.965± 0.114 0.450± 0.013 0.101± 0.026 0.071± 0.037
0.35 ≤ ηc < 0.40 7.763± 0.120 0.400± 0.012 0.200± 0.024 0.312± 0.076
0.30 ≤ ηc < 0.35 5.489± 0.102 0.378± 0.014 0.244± 0.028 0.326± 0.076
0.24 ≤ ηc < 0.30 2.708± 0.073 0.302± 0.020 0.395± 0.040 0.423± 0.086
0.00 ≤ ηc < 0.24 0.285± 0.024 0.203± 0.056 0.594± 0.112 0.101± 0.038
Total 23.211± 0.210 0.394± 0.007 0.213± 0.014 1.232± 0.148
B0→ J/ψK∗0 ε (%) ω D εD2 (%)
0.40 ≤ ηc < 0.50 6.043± 0.081 0.456± 0.010 0.087± 0.019 0.046± 0.020
0.36 ≤ ηc < 0.40 4.346± 0.069 0.419± 0.011 0.163± 0.022 0.115± 0.031
0.32 ≤ ηc < 0.36 2.667± 0.055 0.390± 0.014 0.220± 0.028 0.130± 0.033
0.28 ≤ ηc < 0.32 1.576± 0.042 0.339± 0.017 0.322± 0.035 0.164± 0.035
0.00 ≤ ηc < 0.28 0.688± 0.028 0.293± 0.027 0.414± 0.055 0.118± 0.031
Total 15.320± 0.130 0.412± 0.006 0.175± 0.012 0.573± 0.069
Fig. 10.3 show a drop in ω(ηc) for low values of ηc, where the linear model seems to
hold for high ηc values. The fit with the parabolic function results in a significant
contribution of the terms that are of second order in ηc. This observation is confirmed
in the semileptonic decay channel B0 → D∗µνµ.1
ηPredicted wrong tag prob. 
0 0.1 0.2 0.3 0.4 0.5
ω
M
ea
su
re
d 
w
ro
ng
 ta
g 
pr
ob
. 
0.1
0.2
0.3
0.4
0.5
 taggerpiSS
+pi 
−
 D→0B
ηPredicted wrong tag prob. 
0.1 0.2 0.3 0.4
ω
M
ea
su
re
d 
w
ro
ng
 ta
g 
pr
ob
. 
0
0.1
0.2
0.3
0.4
0.5
 taggerpiSS
*0
 Kψ J/→0B
Fig. 10.3: Tagging calibration function for the combination the SSpi Tagger with
(left) B0→ D−pi+ and (right) B0→ J/ψK∗0 events. The red curve and orange band
show the linear fit with 1σ error band. The grey curve and error band correspond to
the parabolic calibration function. The black points show the results from the fits
to the average wrong tag probabilities in the five tagging categories. The numerical
results of the calibration fits can be found in Tab. 10.3.
1This result was presented in a talk on the 63rd LHCb week (2012-03-29) by Stefania Vecchi
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10.3.2 Results for B0→ J/ψK∗0 decays
The effective efficiency of the SS pion tags in B0 → J/ψK∗0 decays is measured
to be εeff = 0.627 ± 0.074 % (cf. Tab. 10.2) and thus is significantly smaller than
that in B0→ D−pi+ decays. The calibration function however does not show the
same features. Therefore, there is no evidence in these decays for contributions of
a non-linear component to the calibration function. The linear calibration yields
p0 − 〈ηc〉 = 0.004± 0.007, and p1 = 1.236± 0.151 and is thus compatible with the
expectations.
The statistical sensitivity of the high tagging categories is very low in B0→ J/ψK∗0
decays. Thus, the significant observations of a non-linear calibration function in two
other decay channels still justify the use of the parabolic model for the SS tagging
calibration.
10.4 Combination of taggers
For a measurement of ∆md the statistical sensitivity can be increased by combining
the responses of OS and SS taggers. However, due to possible correlations between
them, the calibration is not expected to be perfect a priori. The combined response
can be tested in the same way as the single OS and SS taggers in the previous sections.
The results in Fig. 10.4 show a small difference in the parameter p0. As the parabolic
model shows no conclusive advantage over the linear one, the latter is used for the
physics measurement. Thus, as the decay channels to measure ∆md have self-tagging
final states, the calibration parameters can be varied in a fit to ∆md to ensure the
asymmetry amplitude due to the calibration of the wrong tag probability is described
correctly. This is crosschecked by different tagging calibration settings.
10.5 Tagging related systematic uncertainties on
measurements of CPV
Measurements of CPV require an excellent knowledge of the wrong tag probabilities
in the corresponding decay channels, as the dilution D = 1 − 2ω is a direct factor
to many CP violating amplitudes. The knowledge of D is limited by differences in
the kinematic and other variables between the data used for calibration and that
used for the physics measurements. In the following sections sources of systematic
uncertainties to measurements of CPV are presented.
The systematic uncertainties are estimated by measurements of the effective tagging
efficiency with the data binned in different event categories or kinematic variables.
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Fig. 10.4: Tagging calibration function for the combination of OS and SS Taggers
with (left) B0 → D−pi+ and (right) B0 → J/ψK∗0 events. The red curve and
orange band show the linear fit with 1σ error band. The grey curve and error band
correspond to the parabolic calibration function. The black points show the results
from the fits to the average wrong tag probabilities in the five tagging categories.
The influence of the uncalibrated SSpi tagger is clearly visible in the calibration.
Still, none of the models shows a significantly better fit performance than the other.
The numerical results of the calibration fits can be found in Tab. 10.3.
The differences in the results of several decay channels are then used to calculate the
uncertainties to be used in analyses that measure CPV .
Magnet polarity
The LHCb detector covers only an angle of about 300 mrad and differently charged
particles are bent in opposite direction by the dipole magnet. This can lead to different
reconstruction efficiencies for oppositely charged tracks and therefore influence the
tagging efficiency. These differences can arise from asymmetries in the detector and
corresponding systematic uncertainties can be estimated by analysing the tagging
quality separately for different directions of the dipole magnet field. The data is
divided in two parts, each one belonging to the runs with magnet-up or magnet-down
fields. The difference in the effective tagging efficiencies is taken as the systematic
uncertainty due to the dipole magnet polarisation.
Number of primary vertices
The LHCb detector is designed to handle events with one primary proton-proton
collision and thus one PV. Due to recent developments in the LHC running scheme,
the average number of PVs in an LHCb event is between two and three leading
to the regular appearance of events with up to seven PVs. The number of primary
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Tab. 10.3: Tagging calibration results for the OS combination, the SSpi tagger and
the combination of all taggers in the B0→ D−pi+ and B0→ J/ψK∗0 channel.
Channel Function p0 − 〈ηc〉 p1 p2
B0→ D−pi+ OST linear 0.000± 0.004 0.982± 0.049
parabolic 0.004± 0.005 0.904± 0.083 −0.737± 0.640
B0→ D−pi+ SSpi linear 0.031± 0.007 0.983± 0.141
parabolic 0.038± 0.010 0.894± 0.166 −2.716± 2.666
B0→ D−pi+ All linear 0.007± 0.003 0.995± 0.041
parabolic 0.016± 0.004 0.859± 0.060 −1.588± 0.506
B0→ J/ψK∗0 OST linear 0.009± 0.004 1.035± 0.060
parabolic 0.011± 0.006 0.984± 0.109 −0.460± 0.822
B0→ J/ψK∗0 SSpi linear 0.002± 0.006 0.966± 0.125
parabolic 0.002± 0.008 0.915± 0.165 −1.226± 2.546
B0→ J/ψK∗0 All linear 0.016± 0.004 1.007± 0.049
parabolic 0.021± 0.005 0.897± 0.080 −1.183± 0.674
interactions in an event has a strong influence on the number of tracks und thus
the number of tagging candidates in that event. Additionally, there is a non-zero
probability of assigning tracks to the wrong PV and thus bias the tagging algorithms.
For statistical reasons the dataset is divided into subsets with one, two, or three PVs.
The measured differences give rise to a systematic uncertainty due to variations in
the number of PVs.
Number of tracks
The number of tracks in an event influences the tagging algorithms in a similar way
as the number of PVs. With only one PV there is no chance to assign a tagging
candidate to an incorrect PV. Still, the systematic uncertainties due to the number
of tracks and PVs are expected to be correlated to each other.
Initial/final state asymmetries
For measurements of CPV it is crucial to know, whether there are any differences in
the tagging algorithms depending on the initial flavour of the B meson. The dataset
can be divided depending on the tagging decision and on the final state (in the
case of a self-tagging calibration channel). Differences in the tagging performances
between these are referred to as systematic uncertainties due to the initial or final
state asymmetries.
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Tab. 10.4: Comparison of the tagging efficiency of the OS taggers under different
running conditions in B0→ D−pi+ decays.
εtag [%] ω (1− 2ω) εtag(1− 2ω)2 [%]
Mag. down 38.910± 0.175 0.389± 0.004 0.223± 0.008 1.930± 0.140
Mag.up 38.210± 0.206 0.382± 0.005 0.235± 0.010 2.114± 0.174
K+ 38.655± 0.190 0.386± 0.004 0.229± 0.009 2.024± 0.156
K− 38.580± 0.187 0.387± 0.004 0.227± 0.009 1.986± 0.153
One PV 39.993± 0.221 0.378± 0.005 0.243± 0.010 2.369± 0.196
Two PV 38.486± 0.213 0.388± 0.005 0.225± 0.010 1.940± 0.172
More PV 36.718± 0.270 0.396± 0.007 0.208± 0.013 1.583± 0.199
B0 — 0.393± 0.004 0.214± 0.009 —
B0 — 0.379± 0.004 0.242± 0.009 —
Tab. 10.5: Comparison of the tagging efficiency of the OS taggers under different
running conditions in B0→ J/ψK∗0 decays.
εtag [%] ω (1− 2ω) εtag(1− 2ω)2 [%]
Mag. down 32.593± 0.222 0.391± 0.006 0.218± 0.012 1.554± 0.176
Mag. Up 32.680± 0.188 0.399± 0.005 0.202± 0.010 1.333± 0.138
K+ 32.231± 0.205 0.390± 0.006 0.219± 0.011 1.552± 0.161
K− 33.045± 0.202 0.401± 0.006 0.199± 0.011 1.304± 0.146
One PV 32.581± 0.241 0.389± 0.007 0.222± 0.013 1.603± 0.192
Two PV 32.924± 0.234 0.399± 0.006 0.201± 0.013 1.336± 0.171
More PV 32.320± 0.279 0.399± 0.008 0.203± 0.016 1.327± 0.206
B0 — 0.414± 0.006 0.171± 0.011 —
B0 — 0.376± 0.005 0.247± 0.011 —
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10.6 Summary
The calibration of the OS taggers is ready for physics measurements. A new para-
metrisation for the SS pion tagger calibration is found and validated in collaboration
with the analysis of semileptonic decays B0 → D∗µνµ. The input of this analysis is
thus used for an improved calibration of the SS pion tagger and the combination
of OS and SS taggers. From the results presented in Tabs. 10.4 and 10.5 the main
contribution of the flavour tagging to systematic uncertainties in time dependent
CPV measurements comes from a wrong tag probability asymmetry depending on
the tag of the initial flavour of the B meson. The difference of the measured wrong
tag probability for candidates tagged as B0 or B0 from the average of the sample
is 0.007 ± 0.003 in B0→ D−pi+ events and 0.019 ± 0.004 in B0→ J/ψK∗0 decays.
However, this uncertainty is diluted by the oscillations of the B0 mesons. To get rid
of this dilution and estimate a systematic uncertainty to measurements of CPV , the
difference depending on the initial flavour can be measured using charged B mesons.
The other tests show no significant deviations.
For the measurement of ∆md in B0→ D−pi+ and B0→ J/ψK∗0 decays the taggers
do not have to be perfectly calibrated. As the linear calibration function has proved
to describe the combined wrong tag probability accurately, the parameters p0 and p1
can be varied in the fits to ∆md.
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(a) Average of categories
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(b) Cat. 1: 0.48 ≥ ω > 0.40
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Fig. 10.5: Tagging performance in the mixing asymmetry (black curve) of B0→
D−pi+ decays using the combined OS tagging decision on average for the full data
sample and in five different categories of the predicted wrong tag probability.
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Fig. 10.6: Tagging performance in the mixing asymmetry (black curve) of B0→
J/ψK∗0 decays using the combined OS tagging decision on average for the full
data sample and in five different categories of the predicted wrong tag probability.
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11 Measurement of ∆md
The fit for ∆md is handled slightly different for the two decay channels B0→ D−pi+
and B0→ J/ψK∗0 due to different background components and mass ranges. The
fits yield two statistically independent results for ∆md. Additionally, three different
methods for the handling of the wrong tag probability are used to crosscheck the
measurement. The use of per event wrong tag predictions ηc together with the tagging
calibration function Eq. (10.1) is referred to as nominal method. Both results from
the fits to each in the two decay channels are combined to form one result for the
parameter ∆md.
11.1 Fitting strategy
For B0→ D−pi+ decays, a one dimensional fit to the mass distribution in the full
mass range 5000 < m(B0) < 5750 MeV is performed, to ensure the background of
the low mass region does not interfere with the signal (c.f. Fig. 8.2 and Sec. 8.1).
For the fit to ∆md the mass range is then reduced to 5200 < m(B0) < 5450 MeV,
where the results from the fit to the full mass range (cf. Fig. 8.2) are taken as starting
values for the corresponding parameters of the multidimensional fit to ∆md. In
this mass range only the signal and one background component are relevant. The
corresponding PDF for the extended maximum likelihood fit is described in Sec.
7.1.
In the B0→ J/ψK∗0 channel, no hadronic background components near the signal
region have to be taken into account. Though, there is an additional combinatorial
background component from prompt J/ψ candidates. This component has a short
effective lifetime compared to the longlived combinatorial background. Thus, the fit
of ∆md to B0→ J/ψK∗0 candidates is a multidimensional three component extended
maximum likelihood fit.
The background pdf that can describe a non-zero mixing asymmetry in the background
decay time distribution is motivated by the analysis of the sideband data as it is shown
in Fig. 11.1. All accessible mass sidebands show a positive mixing asymmetry that
has to be accounted for in the measurement of ∆md. The asymmetry is compatible
with a constant asymmetry in the longlived combinatorial background component.
It shows the typical suppression at low decay times in the B0→ J/ψK∗0 channel,
where the shortlived component of the background is dominating.
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Fig. 11.1: Mixing asymmetry of the invariant mass sidebands. Red triangles and solid
line for the high mass sideband of B0→ D−pi+ candidates. Dark blue filled circles
with dashed dotted line corresponds to the B0→ J/ψK∗0 high mass sideband and
the empty light blue circles with the dashed line to the B0→ J/ψK∗0 low mass
sideband.
In the fits to both decay channels, all parameters of the pdfs from Eqs. (7.15) and
(7.20) are allowed to vary within ranges that are large against the expected uncertainty.
The fit result of ∆md has been blinded1 during the development of the analysis.
In both fits, the pdfs P(m, t, ηc) are constructed neglecting that in fact they are
conditional pdfs P(m, t|ηc). This is still correct, as the distributions of ηc are similar
for all different components in the fit (cf. Fig. 11.2). Remaining differences are analysed
in Sec. 11.3.2.
11.2 Fit results
The numerical results for the most relevant parameters are presented in Tab. 11.1
and a compilation of the results for all parameters can be found in Tabs. 11.2 and
11.3. The results of both decay channels are compatible with each other within one
standard deviation. The tagging calibration parameters p0 and p1 are close to a
perfect tagging calibration. Still, p0 does not exactly equal 〈ηc〉 as the combination
of the SSpi and the OS taggers is not calibrated for the data used in the analysis.
The effective lifetimes are below the expectation for B0 decays, as the decay time
efficiency for large decay times is not described in the fit.
1The RooUnblindUniform algorithm is implemented in the RooFit package [55] and described in
the online documentation.
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Fig. 11.2: sWeighted (black) signal and (red) background distributions of the per
event estimations for the wrong tag probability for (left) B0→ D−pi+ and (right)
B0→ J/ψK∗0 decays on data.
The deviations of the measured means of the B0 mass distributions are due to the
momentum scale calibration of the detector. The observed shifts are compatible with
the results found for the systematic uncertainty on the reconstructed decay time in
Sec. 11.3.4.
Tab. 11.1: Summary of fit results for the nominal fits. Find the full list and the
results for the crosschecks in Tabs. 11.2 and 11.3.
Parameter & Unit B0→ D−pi+ B0→ J/ψK∗0
∆md ps−1 0.518 ± 0.006 0.510 ± 0.011
τ ps 1.431 ± 0.009 1.489 ± 0.008
m(B0) MeV 5283.60 ± 0.10 5281.20 ± 0.05
p0 0.3907 ± 0.0025 0.3779 ± 0.0039
p1 1.022 ± 0.0029 1.041 ± 0.047
Nsig 88200 ± 500 39150 ± 310300
Nsbg 11800 ± 260270
Nlbg 7170 ± 350390 6290 ± 300
Figs. 11.3 and 11.4 show the projections of the fit results to the mass and decay
time distributions of the datasets. The pull distributions below the plots show the
differences between data and model normalised to the uncertainties on the data points.
From the pull distributions it becomes visible, that the data is well described by the
fit model. The small differences for low lifetimes in the B0→ D−pi+ channel are due
to a statistical fluctuation in the data which only occurs for data taken with the
LHCb magnet in up polarisation. The small fluctuations in the B0→ J/ψK∗0 channel
are due to decay time efficiency effects for the shortlived combinatorial background.
Both effects are taken care of in the studies of systematic uncertainties due to the fit
model in Sec. 11.3.1.
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Fig. 11.3: Projections of the mass (left) and decay time (right) distributions from
the nominal fit in B0 → D−pi+. The blue long-dashed line shows the signal
pdf projection, where the orange short-dashed line corresponds to combinatorial
background. The solid black line is the full pdf projection.
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Fig. 11.5 shows the projection of the asymmetry function from Eq. (10.1) to the
data. Note, that the background also contributes to the asymmetry, resulting in a
time dependent dilution of the asymmetry amplitude which is larger for small decay
times.
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11.2 Fit results
The results of the log-likelihood scans for the parameter ∆md are presented in Fig.
11.6. The log-likelihood functions are parabolic in both decay channels. Finally, Figs.
11.7 and 11.8 show the correlation matrices for the fits. The main correlations of
∆md are with the tagging parameters p0 and p1 as well as the asymmetry ωlbg of the
background. No significant correlations with other parameters are found.
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Fig. 11.5: Projections of the asymmetry functions from the nominal fits using per
event mistags and floating calibration parameters.
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79
11 Measurement of ∆md
-
0.
01
0.
03
-
0.
05
0.
01
-
0.
06
-
0.
31
0.
00
0.
02
0.
11
-
0.
05
-
0.
06
-
0.
02
-
0.
00
0.
01
-
0.
02
-
0.
01
1.
00
0.
70
-
0.
26
0.
00
-
0.
00
-
0.
05
0.
03
0.
00
-
0.
00
-
0.
00
0.
00
0.
00
0.
00
-
0.
00
0.
00
0.
00
1.
00
-
0.
01
0.
00
-
0.
01
0.
01
-
0.
02
-
0.
00
0.
04
0.
00
-
0.
00
-
0.
01
0.
00
0.
01
0.
00
0.
10
0.
16
1.
00
0.
00
-
0.
02
-
0.
00
0.
00
-
0.
01
-
0.
23
-
0.
01
-
0.
03
-
0.
00
0.
00
0.
01
-
0.
00
-
0.
01
-
0.
00
-
0.
10
1.
00
0.
16
0.
00
0.
01
0.
00
-
0.
00
0.
00
-
0.
08
0.
01
0.
01
-
0.
00
-
0.
00
-
0.
00
0.
00
0.
00
0.
00
1.
00
-
0.
10
0.
10
-
0.
00
-
0.
00
0.
00
-
0.
00
-
0.
01
-
0.
00
0.
01
0.
05
0.
07
0.
24
0.
18
0.
05
0.
01
1.
00
0.
00
-
0.
00
0.
00
0.
00
-
0.
02
0.
00
-
0.
01
0.
04
-
0.
00
0.
03
0.
12
-
0.
11
0.
08
0.
11
-
0.
17
1.
00
0.
01
0.
00
-
0.
01
0.
01
0.
00
-
0.
06
0.
00
-
0.
01
0.
03
-
0.
00
0.
03
0.
11
-
0.
04
0.
04
0.
06
1.
00
-
0.
17
0.
05
0.
00
-
0.
00
0.
00
0.
00
-
0.
05
-
0.
00
0.
01
-
0.
02
0.
01
-
0.
09
-
0.
23
-
0.
03
-
0.
12
1.
00
0.
06
0.
11
0.
18
-
0.
00
0.
01
-
0.
01
-
0.
00
0.
11
-
0.
00
0.
01
-
0.
01
0.
00
-
0.
00
-
0.
04
-
0.
06
1.
00
-
0.
12
0.
04
0.
08
0.
24
-
0.
00
0.
00
-
0.
00
-
0.
00
0.
02
-
0.
00
-
0.
00
0.
01
0.
00
-
0.
01
-
0.
01
1.
00
-
0.
06
-
0.
03
-
0.
04
-
0.
11
0.
07
-
0.
00
-
0.
00
0.
00
0.
00
0.
00
0.
03
-
0.
07
0.
11
-
0.
02
0.
13
1.
00
-
0.
01
-
0.
04
-
0.
23
0.
11
0.
12
0.
05
0.
01
-
0.
03
0.
04
0.
03
-
0.
31
-
0.
00
0.
08
0.
02
0.
03
1.
00
0.
13
-
0.
01
-
0.
00
-
0.
09
0.
03
0.
03
0.
01
0.
01
-
0.
01
-
0.
00
-
0.
05
-
0.
06
-
0.
00
0.
01
-
0.
00
1.
00
0.
03
-
0.
02
0.
00
0.
00
0.
01
-
0.
00
-
0.
00
-
0.
00
-
0.
08
-
0.
23
-
0.
02
-
0.
00
0.
01
0.
00
-
0.
01
1.
00
-
0.
00
0.
02
0.
11
0.
01
-
0.
01
-
0.
02
0.
03
0.
04
-
0.
01
0.
00
-
0.
01
0.
01
0.
00
-
0.
05
-
0.
79
1.
00
-
0.
01
0.
01
0.
08
-
0.
07
-
0.
00
0.
01
0.
01
-
0.
01
-
0.
01
-
0.
00
-
0.
00
0.
00
-
0.
01
-
0.
26
0.
03
1.
00
-
0.
79
0.
00
-
0.
00
-
0.
00
0.
03
-
0.
00
-
0.
00
-
0.
00
0.
00
0.
00
0.
00
0.
00
-
0.
00
0.
00
0.
70
-
0.
01
1a
2a
lbgλ
lbg
ω
lbgτ
lbgN
)0
m
(B
m
,0
σ
m
,1
σ
CBα
CBN
01f
 
m
_d
∆
0p
1p
τ
sigN
si
g
N
τ1p0p
 
m
_
d
∆
01fCBNC
B
α
m
,1
σ
m
,0
σ
)0
m
(Bl
bg
Nl
bg
τl
bg
ω
lb
g
λ
2
a
1
a
-
1
-
0.
8
-
0.
6
-
0.
4
-
0.
2
00.
2
0.
4
0.
6
0.
8
1
Fig. 11.7: Correlation coefficients of all fit parameters for B0→ D−pi+ from the
nominal fit result.
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Fig. 11.8: Correlation coefficients of all fit parameters for B0→ J/ψK∗0 from the
nominal fit result.
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Tab. 11.2: Summary of fit results and crosschecks for all fit parameters in B0→ D−pi+
from the nominal fit result.
Parameter & Unit nominal mean η 5 cats
∆md ps−1 0.518± 0.006 0.517± 0.008 0.518± 0.006
τ ps 1.431± 0.009 1.432± 0.009 1.433± 0.009
m(B0) MeV 5283.6± 0.1 5283.6± 0.1 5283.7(const)
p0 0.391± 0.0025
p1 1.02± 0.029
Nsig 88200± 500 88080+450−440
Nsig,1 46750± 230
Nsig,2 22040± 160
Nsig,3 12250± 120
Nsig,4 4680± 70
Nsig,5 1890± 50
Nlbg 7170
+350
−390 7340
+340
−360
Nlbg,1 4310± 100
Nlbg,2 1990± 70
Nlbg,3 1020± 50
Nlbg,4 374
+32
−30
Nlbg,5 107
+17
−15
a1 0.93± 0.08 0.93± 0.08 0.94± 0.08
a2 −0.100+0.032−0.033 −0.103+0.032−0.033 −0.109+0.017−0.032
ω 0.3819± 0.0025
ω1 0.443± 0.004
ω2 0.360± 0.005
ω3 0.285± 0.006
ω4 0.231± 0.010
ω5 0.117
+0.006
−0.013
ι 1.8+0.7−0.5 1.7
+0.6
−0.4 1.77(const)
α 1.44± 0.06 1.45± 0.06 1.421(const)
f12 0.75± 0.09 0.72+0.09−0.08 0.69(const)
σ0 MeV 17.3± 0.6 17.1+0.6−0.5 16.76(const)
σ1 MeV 27.8
+3.7
−2.0 26.9
+2.7
−1.5 25.66(const)
τlbg ps 1.107+0.027−0.029 1.112
+0.025
−0.026 1.134
+0.022
−0.021
λlbg MeV
−1 0.0030+0.0004−0.0005 0.0031
+0.0004
−0.0005
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Tab. 11.3: Summary of fit results and crosschecks for all fit parameters in B0→
J/ψK∗0 from the nominal fit result.
Parameter & Unit nominal mean η 5 cats
∆md ps−1 0.510± 0.011 0.512+0.014−0.015 0.507± 0.012
τ ps 1.489± 0.008 1.489± 0.008 1.489± 0.008
m(B0) MeV 5281.2± 0.05 5281.2± 0.05 5281.2± 0.05
p0 0.378± 0.004
p1 1.04± 0.05
Nsig 39150
+310
−300 39090
+310
−300
Nsig,1 23840
+220
−210
Nsig,2 8740± 110
Nsig,3 4430± 80
Nsig,4 1580± 40
Nsig,5 550
+27
−26
Nsbg 11800
+260
−270 11830± 260
Npbg,1 8320± 190
Npbg,2 2110± 80
Npbg,3 970± 50
Npbg,4 353
+27
−26
Npbg,5 94
+15
−14
Nlbg 6290± 300 6350± 300
Nlbg,1 4190± 210
Nlbg,2 1210± 90
Nlbg,3 680± 60
Nlbg,4 150
+28
−26
Nlbg,5 62
+18
−16
ω 0.399± 0.004
ω1 0.4463± 0.005
ω2 0.3748± 0.008
ω3 0.289
+0.014
−0.010
ω4 0.222± 0.016
ω5 0.136
+0.027
−0.026
f12 0.680
+0.034
−0.037 0.670± 0.04 0.670± 0.04
σ1 MeV 6.88
+0.15
−0.16 6.85
+0.15
−0.16 6.85
+0.15
−0.16
σ2 MeV 13.8
+0.8
−0.7 13.6
+0.8
−0.7 13.7±+0.8−0.7
τlbg ps 1.02± 0.04 1.01± 0.04 1.01± 0.04
λlbg MeV
−1 0.0050± 0.0007 0.0049± 0.0007 0.0049± 0.0007
τsbg ps 0.173± 0.004 0.173± 0.004 0.173± 0.004
λsbg MeV
−1 0.0004± 0.0004 0.0004± 0.0004 0.0005± 0.0004
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11.3 Determination of systematic uncertainties
The measurement of ∆md depends largely on a correct description of the asymmetry
pdf. For the estimation of systematic uncertainties to the measurement, effects that
influence the amplitude or the zero-crossing point of the asymmetry are considered.
These are the fit model and the background description, that dilute the asymmetry
amplitude for low decay times, as well as the decay time acceptance and the decay
time resolution that have a potential to bias the amplitude and the zero-crossing point.
Additionally, the influence of the tagging and other detector effects is studied.
11.3.1 Fit model
The main systematic uncertainty to the measurement of ∆md is the one due to
the fit model (e.g. the parametrisation of the signal and background decay time
pdfs). The parametrisation is non-trivial, as for the signal component, the effects due
to the decay time efficiencies are different between data and MC simulated events.
For the background there is an insufficient number of combinatorial background
candidates in the simulated events and thus parametrisations might depend on
statistical fluctuations. The effects of the decay time efficiency are analysed exclusively
in Sec. 11.3.5. The main uncertainty is assigned to the fit model, as any incorrect
description of the time dependent signal S(t) and background B(t) yields dilutes the
asymmetry amplitude, as
Amixing(t) ∝ S(t)
S(t) +B(t)
cos ∆mdt. (11.1)
From the correlation matrices in Figs. 11.7 and 11.8 it can be seen, that the amplitudes
of the mixing asymmetry (represented by the tagging calibration parameters p0 and
p1) are correlated with ∆md and thus any inaccuracies in the model can bias the
measurement.
In this analysis a novel approach is used to get a realistic estimate of the uncertainty
due to the fit model. From a fit to the mass distribution including the signal peak
and an exponential combinatorial background sWeighted [69] datasets are generated.
Using these, Gaussian kernel pdfs are fit to the sWeighted distributions of the decay
time distributions for signal and background. These then replace the exponential
e−t/τ terms of the decay time pdfs (resolution effects are neglected). Thus, a model
independent description of the decay time distributions including acceptance effects
is found. The fits to ∆md are then redone on the same datasets as the nominal fits.
The differences to the nominal result of both decay channels are taken as a systematic
uncertainty. Fig. 11.9 shows the corresponding projections of the mass pdfs and the
Gaussian kernel pdfs. The systematic uncertainties on ∆md due to the fit model
inaccuracies are found to be 0.0037 ps−1 in the B0→ D−pi+ channel and 0.0022 ps−1
in the B0→ J/ψK∗0 channel.
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11.3.2 Tagging
In the development of the analysis different strategies concerning the handling of the
wrong tag probabilities have been used. In addition to the nominal method that uses
the neural net wrong tag predictions of every single event, the events can also be
divided into subsamples with similar values of the wrong tag probability. In every
subsample the mean wrong tag probability ωi is then a parameter of the fit (instead
of the calibration parameters p0 and p1). The per event information for ηc is not used
in this case.
These crosschecks are performed using only one parameter for the mean value of the
wrong tag probability (1 Category) and also with the data divided into five categories
of ηc. The results of the fits compared to the nominal results in both decay channels
are summarised in Tab. 11.4. It is clearly visible, that the uncertainties for the fits
with only one category are slightly higher than when using five categories or the
per event information. That is due to the dependence of the sensitivity of ∆md to
the tagging dilution D = 1− 2ω. The more accurate the tagging is, the better the
amplitude and the frequency of the oscillation can be described.
Tab. 11.4: Results for ∆md in ps−1 for both channels in the different fitting settings
and weighted averages.
B0→ J/ψK∗0 B0→ D−pi+ average
per event 0.5096± 0.0114 0.5178± 0.0061 0.5156± 0.0051
1 Category 0.5121± 0.0145 0.5169± 0.0075 0.5154± 0.0065
5 Categories 0.5074± 0.0117 0.5181± 0.0061 0.5157± 0.0052
Additionally, the results from the nominal fit and the fit using five tagging categories
are almost identical. That leads to the conclusion, that no significant bias to the
analysis is expected due to the handling of the wrong tag probabilities. Thus, no
systematic uncertainty is assigned to to the handling of the tagging information.
11.3.3 Length scale of the VELO
The measurement of ∆md crucially depends on the length scale of the detector,
because any inaccuracy directly translates to a systematic deviation of the measured
value of the oscillation frequency. The z-axis of the detector is calibrated to a precision
of 0.1 % (with reference to the measurement of φs in B0s→ J/ψφ [71]). As t ≈ m/p∆z,
the relative systematic uncertainty on ∆md is of the same size. Thus, an absolute
systematic uncertainty of 0.0005 ps−1 is assigned to the value of ∆md due to the
length scale calibration of the detector. This uncertainty is correlated across both
decay channels.
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11.3.4 Momentum calibration
As the decay time of each candidate can be calculated from t = m/p · L, where L
is the flight distance of the candidate, the momentum calibration has an influence
on ∆md similar to the influence of the length scale calibration. The uncertainty on
the reconstructed momenta is measured to be smaller than rp = 0.15 % in decays
of charmonia. Both the candidate mass m and the absolute value p of its three
momentum depend on the measured momenta of the daughter particles. Therefore,
parts of the uncertainty on the momentum calibration cancel in the fraction m/p.
To calculate the uncertainty on ∆md taking into account the correlations in m/p a
study on MC simulated events is performed. The study uses only signal candidates
that are considered to originate from true simulated signal events. The invariant mass
and the momentum of the B0 candidates are calculated from the four momenta of the
daughter particles using the mass hypotheses for the corresponding particles. This is
done twice using the true momenta in one case and scaling all momenta with 1 + rp
in the other case. Thus, two different decay times ttrue (correct momenta) and ttest
(scaled momenta) can be evaluated. The difference ttrue− ttest is then divided by ttrue
for every candidate. The mean of the resulting distribution (c.f. Fig. 11.10) is taken
as the systematic uncertainty due to the momentum calibration.
This results in a relative uncertainty to ∆md of 0.009 % in theB0→ D−pi+ channel and
0.011 % in the B0→ J/ψK∗0 channel. These uncertainties are one order of magnitude
smaller than those on the length scale of the detector and thus negligible.
11.3.5 Decay time acceptance
An inaccurate description of the decay time acceptance can lead to a bias on ∆md
due to the same reason as for a fit model that does not describe the data well. If
the time dependent numbers of signal S(t) and background B(t) candidates is not
known exactly, the amplitudes can be biased and this affects the measurement of
the oscillation frequency (c.f. Eq. (11.1)). Due to the different shapes of the decay
time acceptance in both decay channels (c.f. Fig 9.3) a different influence on ∆md is
expected.
In order to estimate the systematic uncertainties coming from the description of the
decay time acceptance, studies on candidates simulated from the fitting pdfs are
performed. In these so called toy studies 10000 toy datasets are generated. Each
dataset has a number of signal and background candidates similar to the corresponding
real dataset. One fit is performed to every dataset and the systematic uncertainty on
a certain fit parameter is evaluated by analysing the distributions of the residuals
(difference between fit value and nominal value) and pulls (fraction of residual and
parameter error) of that parameter. These distributions are fit by Gaussian functions
to evaluate potential biases. In the case of significant shifts from zero, the mean of
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the residual distribution is taken as the systematic uncertainty. In all toy studies no
per event wrong tag information is used. The toy datasets reproduce the average
wrong tag probability of the real data. In both decay channels the toy datasets are
generated from the nominal pdf that is used for the measurement of ∆md with the
parameter values from the fit to data, including the measured acceptance. The value
of ∆md = 0.5 ps−1 is used for toy generation.
In the fit to the toy datasets the decay time acceptance function is constant one and
thus neglecting any acceptance effect in the data. All parameters with significant
correlations to ∆md are free in the fits to the toy datasets. These include the signal
and background yields and their effective lifetimes, the average wrong tag probability,
and ∆md. The remaining parameters are fixed due to CPU time limitations.
In the B0→ D−pi+ channel, the background contributions are additionally neglected,
because the background is very low and flat under the signal peak. The fits to the toy
datasets are performed in a reduced mass range of 5250 ≤ m < 5310 MeV. The fit
results are presented in Fig. 11.11. A shift on ∆md of about 0.0005 ps−1 is observed
and assigned as the systematic uncertainty on ∆md due to the decay time acceptance
in this channel.
For B0→ J/ψK∗0 decays, the shifts on ∆md is very small compared to the statistical
uncertainties. The results of this study are presented in Fig. 11.12. The uncertainty
on ∆md due to the decay time acceptance on this channel is 0.00001 ps−1.
11.3.6 Decay time resolution
For the evaluation of possible biases due to the decay time resolution a toy study
similar to that in Sec. 11.3.5 is performed. The only difference is that instead of
neglecting acceptance effects in the fits, the resolution is not included in the fit model.
The results from 10000 toy experiments yield a marginal bias to ∆md of 0.0002 ps−1
in both decay channels. The results of the study are presented in Figs. 11.13 and
11.14.
Additionally, the influence of not taking into account the per event information
on the decay time resolution is tested. Therefore, toy data samples similar to the
previous ones but with different decay time resolution for every single candidate are
used. The decay time resolution values are generated from sWeighted distributions
(c.f. Fig. 11.15) of the per event prediction on the decay time resolution. These are
acquired from fits to the invariant mass distributions of the corresponding samples.
No significant biases are found in this study.
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11.3.7 Combination of systematic uncertainties
In the following, the systematic uncertainties are summarised in Table 11.5. The
uncertainties on ∆md are uncorrelated across the different channels and will be
therefore added in quadrature in the final result. Only the uncertainty coming from
the z-scale calibration has the same source in both cases. It will contribute to the final
systematic uncertainty of the combined result as a relative error of one permille.
Tab. 11.5: Summary of systematic uncertainties on ∆md refering to the nominal fit.
B0→ J/ψK∗0 B0→ D−pi+
acceptance 0.0001 0.0004
decay time resolution 0.0002 0.0002
background model 0.0022 0.0037
combined 0.0022 0.0037
momentum scale 0.0000 0.0001
z-scale 0.0005 0.0005
11.4 Summary
The B0 B0 oscillation frequency ∆md has been measured in two independent datasets
with B0→ D−pi+ and B0→ J/ψK∗0 decays and is found to be
∆md(B
0→ D−pi+) = 0.5178± 0.0061 (stat.)± 0.0037 (syst.) ps−1 and
∆md(B
0→ J/ψK∗0) = 0.5096± 0.0114 (stat.)± 0.0022 (syst.) ps−1.
The combined value for ∆md is calculated as the weighted average of the individual
results taking correlated systematic uncertainties (cf. Tab. 11.5) into account. This
leads to
∆md = 0.5156± 0.0051 (stat.)± 0.0033 (syst.) ps−1.
The measurement is in good agreement with the PDG average of ∆md = 0.507 ±
0.004 ps−1 [7]. It is the current most precise measurement of this parameter.
With data taken in 2012 at the LHCb detector, the statistical sensitivity can be
improved to below 0.004 ps−1. Depending on the tagging performance a combined
measurement with a statistical sensitivity of about 0.003 ps−1 is possible.
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Fig. 11.9: Projections of the cross check in (left) B0 → D−pi+ and (right)
B0 → J/ψK∗0. The blue line shows the signal, the orange line the combinat-
orial background and the black line the sum of both. The two component mass
fits can be found on the top. The center plots are showing the projections of the
s-weighted decay time distributions parametrized by Gaussian kernel pdfs and on
the bottom, the resulting mixing asymmetry functions are plotted.
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Fig. 11.11: (Left) residuals and (right) pulls on ∆md in the decay time acceptance
toy study for B0→ D−pi+ with 10000 generated datasets. A Gaussian is fitted to
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In the work for this thesis a measurement of the BB mixing frequency ∆md has
been performed using samples of B0→ D−pi+ and B0→ J/ψK∗0 events collected in
1.0 fb−1 of pp collisions at
√
s = 7 TeV. The measurement yields a value of
∆md = 0.5156± 0.0051 (stat.)± 0.0033 (syst.) ps−1
and it is currently the most precise measurement of this parameter. The relative
uncertainty on ∆md is 1.2 %, where it is around 0.6 % for ∆ms [12]. Thus, the uncer-
tainty on the ratio ∆md/∆ms is dominated by ∆md. As the systematic uncertainties
in the ∆md and ∆ms measurements are small, the error on the ratio can be further
improved with more data.
Additionally, the measurements have been used to measure the flavour tagging calib-
ration and improve the calibration of the same side pion tagger. The calibration of the
opposite side taggers and their combination is found to be suitable for measurements
of CPV . The studies on the same side pion tagger are useful for the calibration on
2012 data. An inclusion of SSpi tags in the analysis of sin 2β in B0 → J/ψK0S decays
can lead to an improvement in statistical sensitivity of about 10 %.
The tagging calibration measurements yield differences in the wrong tag probabilities
depending on the initial state of the B mesons of up to 2 %. This asymmetry has
to be taken into account in time dependent measurements of CPV , as they have an
influence on the asymmetry distributions and thus the measured amplitudes.
The efforts taken for the measurement of ∆md will be used for the verification of the
tagging calibration on data taken in 2012.
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