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Abstract
This paper may be viewed as a corrigendum as well as an extension of the paper by (Czumaj
et al., Theoret. Comput. Sci. 262 (1–2), (2001) 569–582) where they deal with the variable
length scheduling problem (VLSP) with parameters k1; k2, denoted VLSP(k1; k2). In the current
paper, we >rst discuss an error in the analysis of one of the approximation algorithms described
in (Czumaj et al., Theoret. Comput. Sci. 262 (1–2), (2001) 569–582), where an approximation
algorithm for VLSP(k1; k2), k1 ¡k2, was presented and it was claimed that the algorithm achieves
the approximation ratio of 1 + (k1(k2 − k1))=k2. In this paper we give a problem instance for
which the same algorithm obtains the approximation ratio ≈ k2k1 . We then present two simple
approximation algorithms, one for the case k1 = 1 with an approximation ratio of 2, and one
for the case k1 ¿ 1 with an approximation ratio of 2+ (k2=2k1). This corrects the result claimed
in (Czumaj et al., Theoret. Comput. Sci. 262 (1–2), (2001) 569–582).
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1. Introduction
The variable length scheduling problem (VLSP) proposed by Czumaj et. al.
[2] arises in the context of web searching. Each task corresponds to an initiation of a
search, and the time it takes to complete the search is a function of the time at which
the search is started. The objective is to schedule all the tasks non-preemptively on a
single computer with minimum completion time. It has been shown [2] that VLSP is
NP-complete and more recently, it has been shown [1] that VLSP is NP-hard to
approximate within any factor of nO(1).
In VLSP, we are given a set U of tasks, and for each task u∈U , and instance
of time t ∈N+, l(u; t)∈N+ denotes the length of task u when started at time unit
t. An execution sequence for an instance of VLSP is a mapping  : U → N+ such
that for every task u∈U , if (u)= t, then there is no task w∈U with (w)∈{t; t +
1; : : : ; t + l(u; t) − 1}. Stated equivalently, if (u)= t, then task u is scheduled at
time t, and no other task can be scheduled while task u is executing for the length
of time l(u; t). The total completion time (the cost of an execution sequence ),
denoted C(), is the time unit at which the last task is completed. Formally, if
umax denotes the last task to be scheduled, then C()= k + l(umax; k) − 1, where
umax = argmaxu∈U (u) and k = (umax). We restrict our attention to the case when
the value that l(u; t), u∈U , t ∈N+ can take is in the set {k1; k2}, for integer k1¡k2.
This constrained version of VLSP is denoted VLSP(k1; k2). It has been shown in
[2] that VLSP(k1; k2) is NP-complete for general k1, k2. For the special case when
k1 = 1, k2 = 2, the problem has been shown to be solvable in polynomial
time.
One of the results in [2] was a polynomial time algorithm for VLSP(k1; k2),
with an approximation ratio of 1 + k1(k2 − k1)=k2. The analysis of the algorithm
in [2] contained a mistake and the approximation ratio claimed was incorrect. In
Section 2 we provide an instance of the problem in which the algorithm achieves
the approximation ratio of (n + (n − n=k1) · k2)=(nk1 + (n − 1)) ≈ k2=k1. Finally,
in Section 3 we provide a simpler algorithm with a performance ratio of
2 + (k2=2k1).
2. Counterexample to the analysis in Theorem 5 from [2]
In this section we present a counterexample to the result claimed in Theorem 5
in [2]. We describe an in>nite family of instances of VLSP (k1; k2) for which the
approximation ratio of the algorithm from [2] is ≈ k2=k1, which is at variance with the
bound of 1 + (k1(k2 − k1))=k2.
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We begin with Algorithm A1 described in Section 4 in [2], where C0 = k22nk2 +
k1(k2 − k1).
Algorithm A
for N = k1n to k2n do
for i=0 to k1 − 1 do
if N¿C0 then
return an execution sequence of cost k2n by de>ning
iN (u)= k2(u− 1) + 1 for every u∈U
else
create a bipartite graph BiN =(U; V; E) with
U the set of all tasks
V = {j: 16j6N; j ≡ imod k1}
(u; v)∈E if and only if l(u; v)= k1
Let M be a maximum matching in BiN
for each u∈U such that {u; v}∈M do
Let iN (u)= v
Let {u1; : : : ; ul} be the set of unassigned tasks
for each uj ∈{u1; : : : ; ul} do
Let iN (uj)=N + k2(uj − 1) + 1
Return the execution sequence iN of minimal cost
For a given n, we de>ne now an instance of the problem for which the approximation
ratio of Algorithm A1 is (n+(n−n=k1)·k2)=(nk1+(n−1)) ≈ (k2(1−(1=k1))+1)=(k1+1).
The instance has U = {1; : : : ; n} and for every task u∈U , we de>ne
l(u; j)=
{
k1 if j=(i − 1)(k1 + 1) + 1;
k2 otherwise:
Table 1 shows the execution times for an example for n=4 tasks when k1 = 2 and
k2 = 4; for times greater than 11, each task takes 4 time units.
It is easy to see that in the optimal solution, the start time opt(i) of task i is given
by (i − 1)(k1 + 1) + 1, with the total completion time equal to nk1 + (n− 1). For the
Table 1
The execution times (>rst column contains the task ids and the >rst row contains the time units)
1 2 3 4 5 6 7 8 9 10 11
1 2 4 4 4 4 4 4 4 4 4 4
2 4 4 4 2 4 4 4 4 4 4 4
3 4 4 4 4 4 4 2 4 4 4 4
4 4 4 4 4 4 4 4 4 4 2 4
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Fig. 1. The bipartite graphs B0N and B
1
N for the example in Table 1 when N =C0 = 8.
example in Table 1, the optimal schedule for the set of tasks {1; 2; 3; 4} takes 11 units
of time.
We now compute the schedule produced by Algorithm A1 for the above instance. If
N¿C0 then the output schedule has the total completion time of k2n=16. Otherwise
(see Fig. 1), if Algorithm A1 prefers the schedule derived from graph B1N , then it
schedules task 1 and task 3 using 2 units of time each within 8 time units; task 2
and task 4 are scheduled using 4 time units each. The total completion time for the
algorithm is 8+2·4=16. Therefore, Algorithm A1 returns a schedule whose completion
time is 16.
Theorem 1. There exists an input instance for which the schedule produced by Algo-
rithm A1 has completion time no less than n+ (n−n=k1) · k2, whereas the optimal
completion time is nk1+(n−1). Therefore, Algorithm A1 has an approximation ratio
¿(n+ (n− n=k1) · k2)=(nk1 + (n− 1)) ≈ (k2(1− (1=k1)) + 1)=(k1 + 1). In particular,
if k2k1 then the approximation ratio is ≈ k2=k1.
Proof. We analyze the behavior of Algorithm A1 for the problem instance de>ned as
above. If Algorithm A1 returns the schedule computed when N¿C0 as the minimum
cost schedule, then the total completion time is k2n. Otherwise, we have N6C0 and
the output of the algorithm depends on the bipartite graph BiN . Let us >x i and N ,
and let us consider the graph BiN de>ned by the algorithm. In our problem instance we
have an edge (u; v)∈E only if v ≡ imod k1 (because v∈V ) and v ≡ 1mod(k1 + 1)
(because l(u; v) equals k1). Notice that this implies that the number of vertices v having
non-zero degree in BiN is at most N=k1(k1 +1). Furthermore, since our input instance
has all tasks using k1 units of time to complete execution within time n(k1 + 1), it
follows that the maximum value that needs to be considered for N is n(k1 + 1). This
implies that the maximum number of edges in any bipartite graph BiN is (n(k1 +
1))=(k1(k1 + 1))= n=k1. Therefore, since the number of edges is an upper bound on
the cardinality of the maximum matching in bipartite graphs, the maximum number
of tasks scheduled using k1 units of time is at most n=k1. Hence, we can conclude
that the completion time of the schedule produced by Algorithm A1 is greater than or
equal to n=k1 · k1 + (n−n=k1) · k2¿n+ (n−n=k1) · k2. The approximation ratio is
thus at least (n+ (n− n=k1) · k2)=(nk1 + (n− 1)) ≈ (k2(1− (1=k1)) + 1)=(k1 + 1).
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We note here that the counterexample above shows that in the worst case, Algorithm
A1 is not much better than a “trivial” algorithm. We observe that it is “trivial” to obtain
an approximation ratio of k2=k1, if we use the following algorithm: assign task i to time
unit (i − 1) · k2 + 1. (This is also Algorithm A1 with C0 = 0.) Indeed, this algorithm
has the total completion time of at most k2 · n and the optimal completion cannot be
better than k1 · n. In the following section we provide two algorithms that obtain an
improvement in the approximation ratio.
3. Improved algorithms
We use maximum matching as the main tool to obtain approximation algorithms
for the VLSP problem. The tasks which execute in k1 time units are called short
tasks, and the remaining are called long tasks. Also, the optimal completion time for
VLSP(k1; k2) is denoted Topt. Finally, we let m denote the number of short tasks in the
optimal schedule. We >rst deal with the case when k1 = 1.
3.1. A 2-approximate algorithm for VLSP(1; k)
Lemma 1 below uses matching to obtain a solution with completion time no more
than 2Topt.
Lemma 1. For VLSP(1; k), we can compute in polynomial time a solution of size at
most 2Topt.
Proof. We >rst create the bipartite graph B=(U; V; E). U is the set of all tasks, and V
is the set of all time instants {1; 2; : : : ; Topt}. There is an edge (u; v)∈E if task u∈U
can be executed in 1 time unit when started at time instant v∈V . Next, we >nd a
maximum cardinality matching M in graph B. Finally, all the short tasks are scheduled
according to the matching M . The remaining tasks are assigned disjoint intervals of
size k starting at time Topt + 1.
The number of short tasks m′ in our schedule is no smaller than the number of
short tasks m in the optimum schedule. Hence the number of long tasks (n − m′)
scheduled by the algorithm is no greater than the number of long tasks (n − m) in
the optimal schedule. Since Topt is the completion time of the optimal schedule, the
(n − m′) long tasks can be scheduled within an interval spanning Topt. Since all the
short tasks are also scheduled within Topt, the completion time of the schedule derived
by the algorithm is at most 2Topt.
Next, we notice that Lemma 1 immediately implies the following theorem.
Theorem 2. There is a polynomial time 2-approximation algorithm for VLSP(1; k),
for constant k.
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Proof. We can compute the approximate schedule assuming that the optimal comple-
tion time is successively n; n + 1; : : : ; kn. We then choose the schedule with the least
completion time.
3.2. Approximation algorithm for VLSP(k1; k2)
When k1 = 1, the algorithm above using maximum matching schedules all the m
short tasks scheduled by the optimal within Topt. When k1¿1 however, at least m=2
short tasks are guaranteed to be scheduled within Topt by the algorithm below.
For a given time instant T , the interval [1 : T ] is partitioned into two disjoint
subsets,
S1 = [1 : k1]∪ [2k1 + 1 : 3k1]∪ [4k1 + 1 : 5k1]∪ [6k1 + 1 : 7k1] : : :
S2 = [k1 + 1 : 2k1]∪ [3k1 + 1 : 4k1]∪ [5k1 + 1 : 6k1]∪ [7k1 + 1 : 8k1] : : :
The bipartite graph BT =(U; V; E) is then generated. U is the set of all tasks,
V = S1 ∪ S2, and edge (u; v)∈E if task u∈U can be started in the interval v∈V
as a short task.
Algorithm for VLSP(k1; k2)
1. Compute the maximum cardinality matching M in the graph BT.
Choose the submatching Mi of M which is incident only to vertices in Si.
Let R be the larger of the Mi’s;
2. Assign short tasks to their starting times using R.
3. Assign k2 units of time to every other task successively, starting from
time instant T + 1.
Theorem 3. There is a polynomial time (2 + 12 · k2=k1)-approximation algorithm for
VLSP(k1; k2).
Proof. The algorithm above is run for every time instant T in the set {n · k1; n ·
k1 + 1; : : : ; n · k2}. We consider the schedule derived by the algorithm when T =Topt.
Let Ta be the completion time of the schedule generated by the algorithm above.
Assume the optimal schedules m short tasks and the remaining n−m long tasks in the
interval [1 : : : Topt]. Since we choose the larger submatching, at least 12m short tasks
are scheduled in the interval {1; 2; : : : ; Topt}. There are at most 12m + (n − m) tasks
remaining. Hence, we can schedule all the tasks within Topt + 12m · k2 + (n − m) · k2.
Since at least (n− m) long tasks are scheduled by the optimal within Topt, it follows
that we can schedule all the tasks within Topt + 12m · k2 + Topt. We thus have the
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approximation ratio
Ta
Topt
6
2Topt + 12 m · k2
Topt
62 +
1
2
k2
k1
:
This completes the proof.
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