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Abstract
The current production and use of fossil fuels is not sustainable and new technologies are
needed to become more independent of these fuels. The hydrogen economy, with the fuel
cell as an efàcient converter of chemical to electrical energy, is a desirable alternative. For
this to become a reality, new materials with tailored properties are required. The effort to
ànd suitable materials could be helped if the different mechanisms that govern the desired
properties are well understood.
The work done in this thesis has been an effort to address two problems concerning the
ionic and electronic conductivity in perovskite oxides, which is a class of materials suitable
for the use in solid oxide fuel cells (SOFCs) and related technologies. The research is
theoretical and combines atomistic simulations and thermodynamic modeling.
The àrst study is more general and deals with how accurately electronic structure-based
methods can treat oxidation and hydration of these materials. Acceptor-doped BaZrO3 is
chosen as a model system. Three methods have been considered: Density functional the-
ory with PBE (aGGA functional) and PBE0 (a hybrid functional), and theG0W0method.
While the hydration reaction is well described by all methods the oxidation reaction is
found to differ in a qualitative manner. The reaction is found to be exothermic with PBE
and endothermic by the two others. The latter scenario is more consistent with experi-
mental data on reaction enthalpies, carrier concentrations and electrical conductivities.
The second problem is more speciàc and concerns the proton conductivity in acceptor-
doped BaZrO3, which has great potential as electrolyte material in proton-conducting
SOFCs due to the combination of high chemical stability and high bulk proton conduc-
tivity. The problem lies in the grain boundaries, which have a deteriorating effect on the
total proton conductivity due to the presence of space-charges at these interfaces. The
mechanism behind space-charge formation is found to be segregation of charged oxygen
vacancies and protons to the grain boundaries, where protons give the largest contribution
under fuel cell operating conditions.
Keywords: perovskites, BaZrO3, oxidation, hydration, space charge, point de-
fects, grain boundaries, density functional theory,GW, interatomic potentials.
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Introduction
Today, the global society relies on the use and production of fossil fuels. This has a
negative impact on the environment in terms of pollution as well as global warm-
ing due to emission of greenhouse gases. There are also economical and political
aspects to this as most of the world’s deposits of oil are limited to quite a few areas,
many which lie in unstable regions. On top of this, much of the fossil fuels have
already been extracted and the supply will be limited in a not too distant future.
Thus, sustainable alternatives are essential to meet energy demands in the future.
While there are sustainable commercial options already on the market such as
solar cells andwind power, a completely new energy infrastructure will be required
in the future in order to become completely independent of fossil fuels. One of the
most promising alternatives is the hydrogen economy [1], where hydrogen serves
as energy carrier. The chemical energy stored in hydrogen can be released through
the reaction with oxygen, where water is the only byproduct in the ideal situation:
H2 +
1
2O2 ⟶ H2O (1.1)
The hydrogen economy can be divided into three main parts: production, stor-
age and use. All these stages have to be optimized in order for hydrogen to be
a viable energy source, and at moment none of them have reached the necessary
requirements. Hydrogen can be produced by the splitting of water in electrolyzer
cells, which ideally are driven by solar power. The storage of hydrogen is a deli-
cate problem where volume and weight restrictions pose the largest difàculty, es-
pecially for mobile applications. The last stage, which is to extract the energy for
use, is where the fuel cell comes into play. The fuel cell convert the chemical en-
ergy stored in hydrogen to electrical energy and is much more efàcient compared
to combustion and heat engines.
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While the work in this thesis in principle can be applied to a wide range of appli-
cations within the hydrogen economy, the focus of this introduction will be the fuel
cell. More precisely, the solid oxide fuel (SOFC) cell will be considered, and this
is the topic of the next section. For more comprehensive reviews on the subject of
fuel cell systems see e.g., [2–4].
1.1 Solid oxide fuel cells
A solid oxide fuel cell (SOFC) constitutes of three main parts: the anode, the elec-
trolyte and the cathode. A schematic representation of both oxide ion and proton
conducting SOFCs is shown in Fig. 1.1. The reaction in Eq. 1.1 takes place in sev-
eral steps at these different parts. The fuel enters at the anode where the hydrogen
is oxidized to form protons and electrons according to
H2 ⟶2H+ + 2e− (1.2)
On the other side of the cell at the cathode, oxygen is reduced according to
1
2O2 + 2e
− ⟶ O2− (1.3)
Ions then diffuse through the electrolyte while the electronic charge carriers travel
through an external load and generate electricity. Finally, the protons and the ox-
ide ions form water through the reaction
2H+ +O2− ⟶ H2O (1.4)
The last reaction takes place either at anode if the electrolyte is an oxide ion con-
ductor or at the cathode if it is a proton conductor. The latter scenario is more
preferable since the water becomes separated from the fuel.
There are beneàts and drawbacks with all fuel cells systems, and the SOFC is
no different. The main beneàts are that it contains only solid parts, there is no
need for expensive catalysts and that hydrocarbons can also be used as fuel beside
pure hydrogen. The main drawback are the high operating temperatures which
require long start-up and shut-down times as well as it puts the materials under
substantial thermal and chemical stress. While oxide ion conducting SOFCs are
more established, proton-conducting SOFCs have gainedmuch attention in recent
years since they can operate at much lower temperatures [6].
Since the components of the fuel cell have different tasks, certain requirements
are put on the conductive properties of the materials. The electrolyte needs to be
an ionic conductor and an electronic insulator. The most commonly used materi-
als for oxide ion conducting electrolytes are yttria-stabilized zirconia (YSZ) and
2
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(a) (b)
Figure 1.1: The working principle of an (a) oxide ion conducting and a (b) proton-
conducting solid oxide fuel cell. Figures from [5].
gadolinium-doped ceria (GDC) which both crystallize in the áuorite structure, as
well as strontium, magnesium-doped LaGaO3 which is a perovskite [7, 8]. YSZ is
most widely used but requires high operating temperatures (800-1000 °C). GDC
on the other hand exhibit high conductivity at lower temperatures but then also
becomes electronically conducting [8].
Acceptor-doped perovskites are popular materials for proton conducting elec-
trolytes, which become proton conducting in wet atmospheres due to the hydration
of oxygen vacancies. Since Iwahara et. al. [9] àrst discovered proton conduction in
this class of materials back in 1981 many different compounds have been studied
[8, 10, 11]. The most prominent perovskite proton conductors are BaCeO3 and
BaZrO3, however they do come with some detrimental properties. The former is
not stable with respect to CO and CO2 while the latter is associated with a high
grain boundary resistance and is difàcult to sinter. Addressing the grain boundary-
related problems of BaZrO3 is one of the two main goals of this thesis.
There is large set of constraints put on the anode and cathode materials. First,
they should be mixed conductors, exhibiting both high ionic and electronic con-
ductivity. They should also have a high catalytic activity so that the oxidation and
reduction reactions in Eq. 1.2 and Eq. 1.3 occur sufàciently fast and often. Fur-
thermore, there is a huge difference between room temperature and operating
temperatures, thus the thermal expansion becomes large. For the fuel cell to func-
tion properly it is important that the thermal expansion of the anode and cathode
match that of the electrolyte. The appropriate choice of anode and cathode ma-
terial is therefore to large extent determined by the electrolyte [7]. Many of the
common anode and cathode materials have perovskite and áuorite structures. For
speciàc examples see e.g., [6, 7, 12–14].
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The electricity required to power most loads cannot be delivered by a single fuel
cell. In practice, many cells are coupled in parallel to obtain the desired power.
The component that connects the fuel cells is called an interconnect. The inter-
connects serve several purposes such as supporting each cell with fuel and transfer
electricity from the cell, and, like for the electrodes, interconnect materials need
to display a wide range of properties. These include high electronic conductivity,
stability towards both oxidizing and reducing conditions (since the interconnect is
in contact with both anodes and cathodes) as well as matching thermal expansion
coefàcients. The most suitable interconnect materials are based on chromium and
a top contender is LaCrO3 [15].
Beside the material properties mentioned here, other aspects need to be con-
sidered in order to obtain a commercially viable product. The fabrication process
for a fuel cell must be relatively cheap and suitable for large-scale production.
Furthermore, the abundance of certain elements is very low which puts further
restriction on materials contain these elements [16].
To conclude, this section shows that designing a fuel cell is a difàcult task, which
requires tailor-made materials with àne-tuned properties. In order to succeed in
this endeavor the underlying mechanisms for different properties need to be fully
understood, and this is where theory and modeling becomes an important tool.
1.2 Thesis aim and outline
This thesis addresses two problems related to acceptor-doped perovskites when
used as electrical conductors.
The àrst is one concerns the theoretical description of the oxidation of these
materials. This reaction plays an important part in determining the conductive
nature of these materials. The oxidation reaction is not well described by stan-
dard electronic structure methods since these fail to predict an accurate band gap.
Methods beyond the standard approach have been applied to study the oxidation
in BaZrO3, which acts as a model system in this case. The aim here is to study to
which extent the description of band gap affects the nature of this reaction.
The second problem is more directly related to acceptor-doped BaZrO3. The to-
tal proton conductivity of these materials is severely limited by a low grain bound-
ary conductivity, which is caused by space-charges at these boundaries. The aim
here is to ànd the mechanism behind the space-charge formation by the means of
atomistic and thermodynamic modeling.
The outline of this thesis is the following. Chapter 2 gives a background to the
structure and properties of BaZrO3 and perovskites in general. The following two
chapters give a theoretical background to defect chemistry, space-charge forma-
tion and conductivity. Details regarding the computational methods used in this
4
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work are given in Chapter 5. At last, Chapters 6 and 7 give a summary of the
results and an outlook for future work.
5
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Barium zirconate – a perovskite
The perovskite oxide family of materials has been of large interest for scientists
over the last century since this class of materials exhibits a wide range of physi-
cal properties even though the crystal structure is quite simple. These materials
have been shown to display properties such as piezoelectricity, pyroelectricity and
ferroelectricity [17, 18], proton, ionic and electronic conductivity [11, 19, 20], super-
conductivity [21–23], ferromagnetism [24] and magnetoresistance [25, 26] with ap-
plications including but not limited to electrolytes and electrodes in fuel cells and
electrolyzers [27, 28], non-volatile memories [29] and catalysts [30]. Perovskite
oxides are ionic compounds with the general chemical formula ABO3, where A
and B are cations and O are oxygen anions. In the simplest structures is the A-
and B-site only occupied by one cationic species each but there are more complex
structures where more than one species are presented at each site.
Barium zirconate (BaZrO3) is the material under main investigation in this the-
sis. This perovskite has been studied extensively since it in principle can combine
high proton conductivity with chemical stability towards CO andCO2 [6, 10]. With
these properties it becomes a potential candidate as an electrolyte material for
proton conducting fuels cells and electrolyzers. However, in practice the proton
conductivity is often much lower. As will be clear further on, this is related to the
microstructure of the material.
A crystallinematerial is to a large extent described by its lattice structure, i.e. the
periodic arrangement of atoms within the material. In principle, this periodic ar-
rangement can extend throughout thewholematerial, giving rise to a single crystal,
but in practice this is most often not the case. Many solid materials are polycrys-
talline with a microstructure constituting of grains, where each grain is a single
crystal. At the interface between two neighboring grains there is a mismatch in the
periodic crystal structure, giving rise to a planar defect across the interface, which
7
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(a) TEM image of individual grains. (b) HRTEM image of grain boundaries.
Figure 2.1: TEM images of the microstructure of BaZr0.95Y0.05O2.975 [31].
is called a grain boundary. Grain boundaries can exhibit different properties com-
pared to the grain interior, as the structure of the grain boundary is different. The
size, shape and density of grains in amaterial depend on a range of different aspects
such as material properties (e.g., sinterability), fabrication methods and external
conditions (temperature, pressure, etc.). As an example the microstructure of 5%
yttrium-doped barium zirconate is shown in Fig. 2.1. Here the microstructure is
dense with well-deàned grains and grain boundaries.
The remainder of this chapter is divided into three sections. The àrst two gives a
more detailed description of the structure of perovskite materials, where the crys-
tal structure is the topic of Section 2.1 while grain boundaries are treated in Sec-
tion 2.2. The last section deals with doping, which is the source for many material
properties including conductivity in barium zirconate and other perovskites.
2.1 Crystal structure
Within the perovskite oxide family there exist many different crystal structures.
The archetype is the cubic structure, which belongs to space group Pm3̄m and con-
tains only oneABO3 formula unit. This structure is depicted in Fig. 2.2. TheA-site
is located at the corners of the unit cell while the B-site is located at the center.
The oxygen ions reside at the center of faces of the cell. The six oxygen ions form
an octahedral unit with the B-site at the center (see Fig. 2.2). Other perovskite
structures are obtained by reducing the symmetry of the cubic structure through
distortion of one or several ions in the structure. Many of these structures consist
of more than one ABO3 formula unit in the primitive cell in order for the distor-
8
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(a) Cubic structure. (b) Distorted structure with octahedral tilting.
Figure 2.2: The perovskite lattice structure. Green, grey and red atoms indicate
the A, B and oxygen site respectively.
tions to be made possible. A common distortion is tilting of the oxygen octahedra,
which can occur both in and out of phase as well as in one or several directions. An
example of such a structure is shown in Fig. 2.2. For a more detailed description
and classiàcation of these octahedral tilts see Ref. [32].
Distortions in the perovskite structure are associated with the size of the cations.
Assuming that the ions are hard spheres with a radius r it follows from the cubic
perovskite structure that
rA + rO = √2ඳrB + rOප . (2.1)
A distortion is more likely to occur if this conditions is violated. TheGoldschmidt
tolerance factor is a measure of the tendency to form distorted structures and is
given by the ratio
t = rA + rO
√2ඳrB + rOප
(2.2)
where t = 1 yields the condition above and most likely corresponds to a cubic
structure while larger and lower values are more prone to result in structures with
reduced symmetry. More speciàcally, t > 1 is associated with a polar distortion
of the B-site ion while t < 1 is associated with octahedral tilting [18]. Barium
9
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(a) Tilt boundary. (b) Twist boundary.
Figure 2.3: Schematic representation of a tilt and twist grain boundary.
zirconate has a tolerance factor close to 1 and forms in a cubic structure with a
lattice constant in the range 4.191-4.197Å [33, 34].
2.2 Grain boundaries
There are different types of grain boundaries in a material depending on the grain
orientation. To understand grain boundary structures from a theoretical point it
is convenient to start with a single crystal that is divided into two smaller crystals
(or grains). A grain boundary can then be obtained by rotating one of the grains
while keeping the other one àxed. A tilt boundary is obtained if the rotation oc-
curs around an axis parallel to the interface while a twist boundary is obtained if
the rotational axis is perpendicular to the interface. Fig. 2.3 shows a schematic
representation of these grain boundary types. Grain boundaries in real materials
generally contain both twist and tilt components.
Grain boundaries in acceptor-doped BaZrO3 have been found to have low pro-
ton conductivity compared to the bulk of the material [10, 35–38]. As an example,
Fig. 2.4 shows the proton conductivity of Y-doped BaZrO3with a dopant content
of 6%. The conductivity is several orders of magnitude lower at the grain bound-
aries compared to the bulk and the difference becomes more pronounced at lower
temperatures. The low conductivity at boundaries determines the rate, and as a
consequence, the total conductivity is lower compared to the bulk conductivity.
It has been concluded that the low grain boundary conductivity in BaZrO3 is an
intrinsic property since the grain boundaries do not contain any secondary phases
[31, 39–41] (see Fig. 2.1). At present there are two explanations to the high grain
boundary resistance in the literature, where one is more related to the proton mo-
10
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Figure 2.4: Total, bulk and grain boundary proton conductivity of 6% Y-doped
BaZrO3. The bulk and grain boundary conductivities are taken from [38]. The
total conductivity is calculated based on the bulk and grain boundary contributions
using a grain size of 1 μm.
bility while the other is related to the charge carrier concentration. The former ar-
gues that the structural disorder at the boundaries increases the migration barrier
for proton diffusion, which reduce the mobility. First-principles studies of pro-
ton migration in grain boundaries in BaZrO3 have indeed shown that migration
barriers are larger at the grain boundary interface [42, 43].
The other explanation is the space-charge model. The premise of this model is
that charged defects (protons and oxygen vacancies in BaZrO3) accumulate at the
grain boundary and give rise to an electrostatic potential. In turn, the potential
depletes the surrounding regions of charge carriers, which reduces the conductiv-
ity. There is both experimental [31, 38, 41, 44–48] and theoretical [49, 50] evidence
for space-charge formation at grain boundaries in BaZrO3 in the literature. Theo-
retical results presented in Papers II-IV in this thesis give further evidence for this
phenomenon. In a recent experimental study [51] the authors managed to impede
space-charge formation in BaZrO3 and obtain grain boundary activation energies
comparable to that of the bulk by introducing a secondary phase of nickel at the
grain boundaries. Space-charge formation at grain boundaries has also been seen
in other perovskites, such as SrTiO3 [52], SrZrO3 [53] and LaGaO3 [54, 55], as well
as in other oxide materials, such as acceptor-doped CeO2 and ZrO2 [56].
11
Chapter 2. Barium zirconate – a perovskite
2.3 Doping
It is common to tailor the properties ofmaterials by themeans of doping. This is no
different for perovskite oxides. For instance, substituting anAorB-site cationwith
a dopant ion of a different size could change the crystal structure. If the dopant ion
is aliovalent then the charge difference can be compensated by an increase in free
charge carriers or the formation of charged defects. For BaZrO3 (and many other
perovskites) doping is a necessity when used as proton, oxide ion and electronic
conductors. The conductivity is proportional to the charge carrier concentration
and un-doped BaZrO3 is an electrical insulator with a band gap of about 5 eV, and
a poor ionic conductor due to low intrinsic defect concentrations. Acceptor doping
is therefore used to improve the conductivity in this material.
More explicitly, the chemical formula for barium zirconate is Ba2+Zr4+O2−3 . By
substituting zirconium ions with dopant ions of a lower valence (M3+) +2 charged
oxygen vacancies are formed in order to maintain charge neutrality. In Kröger-
Vink notation [57] this reaction reads as
2ZrO2(s) +M2O3(s)⟶ 2Zr×Zr + 2MາZr + 5O
×
O +V••O (2.3)
The associated charge neutrality condition is given by 2cV = cM, where cV and
cM denotes the oxygen vacancy and dopant concentration respectively. With an
increase in the concentration of oxygen vacancies comes enhanced oxide ion con-
ductivity since oxide ions diffuse through the vacancymechanism (for more details
regarding ionic diffusion see Section 4.1).
Oxygen vacancies are also important for the proton conductivity. Protons are
introduced into the perovskite structure through the hydration of these vacancies.
This reaction is given by
H2O(g) +V••O +O
×
O ⇌ 2OH
•
O (2.4)
which describes how awatermolecule hydrates the vacancy and forms two protons
(hydroxide ions). It is also possible to introduce holes by oxidation of oxygen
vacancies. This reaction is given by
1
2O2(g) +V
••
O ⇌ 2h
• +O×O (2.5)
which describes the formation of holes at the expense of oxygen vacancies.
12
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Point and planar defects
In theory, crystalline materials can be described by a perfect inànite structure of
repeated primitive cells. This is never the case in reality, as defects, which break
the symmetry, will always present in materials at ànite temperatures. There exist
a large number of different types of defects and these determine many properties
of materials. This is the case for the electrical conductivity in perovskite oxides,
which can be more explicitly described as diffusion of charged defects. Defects are
a central part in all the appended papers in this thesis and most of the work done
here can be described as the interplay between defects and the crystal structure.
The different varieties of defects can be categorized based on the extension of
the defect in space. The ones with lowest dimension correspond to irregularities
in the structure associated with single atoms and ions and these are referred to as
point defects. There exist several different types of point defects. A vacancy is a
lattice site without an atom and an interstitial defect is an atom located at position,
which do not correspond to a lattice site. A substitutional defect refers to when
an atom other then the original one of the host material occupies a lattice site.
These three types of point defects are depicted in Fig. 3.1. Furthermore, the inter-
stitial and the substitutional defects can be classiàed as either intrinsic or extrinsic
depending on if the origin of the involved atom is of native or foreign character
with respect to the host material. Defects of higher spatial dimension include line-
(1D), planar- (2D) and bulk (3D) defects.
The purpose with this chapter is to present a theoretical framework for themod-
eling of point defects and to some extent also planar defects in the form of grain
boundaries. These defects are speciàcally chosen since they play an important role
for the proton conductivity in BaZrO3. The chapter is organized in the following
way. Sections 3.1-3.4 cover different aspects of point defect formation in bulk sys-
tems. Grain boundaries are then introduced in Section 3.5. The last section gives a
13
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Figure 3.1: Schematic representation of point defects in a crystal lattice. Three
defects are present: (a) a substitutional defect, (b) a vacancy and (c) an interstitial
defect.
theoretical description of space-charge formation, which is a consequence of point
defect formation in grain boundaries and other interfaces.
3.1 Chemical equilibrium
The formation of point defects is associated with a change in the Gibbs free energy
which can be written as
ΔG = ΔH − TΔS (3.1)
where ΔH and ΔS are changes in the enthalpy and entropy respectively, and T is
temperature. It is convenient to separate ΔS into two parts
ΔS = ΔS else + ΔS conf (3.2)
where ΔS conf speciàcally is the conàgurational contribution to the entropy while
ΔS else contains all other contributions. A general expression for the relation be-
tween the equilibrium concentration of a defect and the corresponding defect for-
mation energy can be obtained by using Eq. 3.1 as a starting point. By assuming
that n defects of an arbitrary species are formed on a discrete lattice, Eq. 3.1 can
be written as
ΔG = nΔH f − TnΔS f − TΔS conf = nΔG f − TΔS conf (3.3)
where ΔH f and ΔS f is the change in enthalpy and entropy (not conàgurational
entropy) upon formation of a single defect, and ΔG f = ΔH f − TΔS f is the corre-
sponding free energy. Note that this expression is only valid under the condition
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that the defects do not interact with each other. The conàgurational part of the
entropy can be written as
ΔS conf = k lnΩ (3.4)
where k is Boltzmann’s constant and Ω is the multiplicity, which corresponds the
number of possible ways to arrange the defects. If there are N available sites for
the defects (N > n), where each site only can host one defect, then the multiplicity
is given by
Ω = N!n! (N − n)! (3.5)
By inserting this expression for Ω into Eq. 3.4 and taking use of Stirling’s approx-
imationđ, which is valid as both n and N are large numbers, the conàgurational
entropy can be written as
ΔS conf = k෷N ln
N
N − n − n ln
n
N − n෸ (3.6)
It follows that the expression for ΔG in Eq. 3.3 can more explicitly be written as
ΔG = nΔG f − kT෷N ln
N
N − n − n ln
n
N − n෸ (3.7)
The total free energy of the defective system can be written as
G = G0 + ΔG (3.8)
whereG0 is the free energy of the system without defects. In equilibriumG should
be minimized with respect to n, which corresponds to
0 = dGdn =
d
dn (ΔG) = ΔG
f + kT ln nN − n (3.9)
since G0 is independent of n. At this point it is suitable to introduce the defect
concentration c. By replacing n with c and N with cmax, which is the maximum
concentration, Eq. 3.9 can be written as
0 = ΔG f + kT ln ccmax − c (3.10)
From this expression it follows that the equilibrium concentration is given by
c = cmax 1
1 + exp ඳΔG f/kTප
(3.11)
For very low defect concentrations, which is often referred to as the dilute limit,
c≪ cmax and Eq. 3.11 reduces to the more simple expression
c = cmax expว−
ΔG f
kT ศ (3.12)
đln x! ≈ x ln x − x for x≫ 1.
15
Chapter 3. Point and planar defects
3.2 Law of mass action
The previous section showed that conàgurational entropy is a major driving force
for point defect formation. This is however not the only mechanism and defect
formation is often ináuenced by interactions. In a real material there are many
different types of point defects, which can interact with each other and the envi-
ronment. The energy associated with the addition or removal of a particle i in a
certain environment is given by the chemical potential, which is deàned as
μi = ว
𝜕G
𝜕niศT,P,nj≠i
(3.13)
With the same approach as in the previous section concerning the conàgurational
entropy the chemical potential in a crystalline material can derived
μi = μi° + kT ln
ci
cmaxi − ci
(3.14)
where μi° is the chemical potential in a reference state. In the dilute limit this re-
duces to
μi = μi° + kT ln
ci
cmaxi
(3.15)
A similar expression is obtained for the chemical potential of the constituents of
an ideal gas:
μi = μi° + kT ln
pi
p° (3.16)
where pi is the partial pressure and p° is the reference pressure.
Consider now the chemical reaction
nAA + nBB⇌ nCC + nDD (3.17)
where nA, nB, nC and nD corresponds to the number of species A, B, C and D
respectively that takes part in the reaction. In equilibrium the free energy of the
reactants (A and B) is equal to that of the products (C and D) which corresponds
to
nAμA + nBμB = nCμC + nDμD (3.18)
By substituting μi in this expression with the one in Eq. 3.15 followed by some
rearrangements the law of mass action is obtained:
cnCC c
nD
D
cnAA c
nB
B
= expว−
ΔG°
kT ศ  ≡ K (3.19)
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where ΔG° = nCμC° + nDμD° − nAμA° − nBμB° and K is referred to as the equilibrium
constant.
With the mass action law the equilibrium concentrations of the involved species
can be obtained for any given reaction. A simple example for a reaction in oxides
is the intrinsic defect reaction, which describes the formation of oxygen vacancies
due to the reduction of oxygen. In Kröger-Vink notation [57] this reaction is given
by
O×O ⇌
1
2O2(g) +V
••
O + 2eາ (3.20)
with the corresponding equilibrium constant
Kred =
cVn2ep1/2O2
cO
(3.21)
where cV, ne and cO is the oxygen vacancy, electron and oxygen concentration re-
spectively, and pO2 is the oxygen partial pressure. If no other charged defects are
present then the charge neutrality condition is given by 2cV = ne. Site restriction
on the oxygen sub-lattice gives cV + cO = NO, where NO is the concentration of
oxygen sites. For small concentrations cV ≪ NO and thus is cO ≈ NO. With these
conditions the concentration of electrons and oxygen vacancies can be written as
ne = 2cV = ඳ2NOKredප
1/3 p−1/6O2 (3.22)
More involved examples are the oxidation and hydration of oxygen vacancies
in acceptor-doped perovskites. These materials contain +2 charged oxygen vacan-
cies, which are formed to compensate the negatively charged acceptor dopants.
The vacancies can then be hydrated or oxidized or both depending on the envi-
ronmental conditions. These processes are described in more detail in Section 2.3.
The equilibrium constant of the oxidation reaction in Eq. 2.5 is given by
Kox =
cOn2h
cVp1/2O2
(3.23)
The site restriction in this case is the same as in the previous example but here
is cV no longer negligible since cV is proportional to the dopant concentration,
which could be quite substantial. The charge neutrality condition is given by 2cV+
nh = cA where the cA denotes the dopant concentration. Since typically only a
small fraction of the vacancies become oxidized nh is negligible and the charge
neutrality becomes 2cV ≈ cA. Based on these conditions the hole concentration
can be written as
nh = ว
cAKox
2NO − cAศ
1/2
p1/4O2 (3.24)
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For the hydration reaction in Eq. 2.4 the equilibrium constant is given by
Khydr =
c2OH
cVcOpH2O
(3.25)
The site restriction now also includes the concentration of protons and is given by
cOH + cV + cO = NO, and the charge neutrality condition reads as 2cV + cOH = cA
where the cA. The proton concentration can then be written as
cOH = NO 
pH2OKhydr
pH2OKhydr − 4
⎡⎢⎢⎣
1 −฻1 −
pH2OKhydr − 4
pH2OKhydr
⋅ cANO ว
2 − cANOศ
⎤⎥⎥⎦
(3.26)
3.3 Electronic defects
So far have electronic defects, electrons and holes in the conduction and valence
band respectively, been treated in the same way as atomic defects within the mass
action approach. Although the expressions for the electron and hole concentra-
tions in the previous section (Eq. 3.22 and Eq. 3.24) are valid for the speciàc re-
actions, the general expression in Eq. 3.11 is not. Instead, the concentration of
conduction band electrons and valence band holes in an insulator or semiconduc-
tor are given by
ne = ඘
∞
εcbm
g(ε)nFD(ε)dε (3.27)
nh = ඘
εvbm
−∞
g(ε) බ1 − nFD(ε)භdε (3.28)
where εvbm and εcbm are the valence and conduction band-edges, g(ε) is the density
of states and nFD(ε) is the Fermi–Dirac distribution, which is given by
nFD(ε) =
1
exp බඳε − μeප /kTභ + 1
(3.29)
where μe is the electron chemical potential.
The integrals in Eq. 3.27 and Eq. 3.28 can in general not be carried our analyti-
cally due to the complicated expressions for nFD(ε) and especially g(ε). However,
if the electron chemical potential is located well within the band gap with respect
to kT then two approximations can be made, which makes the evaluation of the
integrals much easier. First, in this case the Fermi–Dirac distribution reduces to
the Boltzmann distribution, i.e.
nFD(ε) ≈ exp ෷−
ε − μe
kT ෸ (3.30)
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and a similar expression is obtained for 1 − nFD(ε) in Eq. 3.28. Second, the con-
duction electrons (and holes) can be assumed to behave as free particles with an
effective mass me (mh) which gives an explicit expression for g(ε). With these two
approximations the integrals can be solved analytically and following expressions
for the concentrations can be obtained (see e.g., [58]):
ne = 2ว
2πmekT
h2 ศ
3/2
exp ෷−
μe − εvbm
kT ෸ = Ne exp ෷−
μe − εvbm
kT ෸ (3.31)
nh = 2ว
2πmhkT
h2 ศ
3/2
exp ෷−
εcbm − μe
kT ෸ = Nh exp ෷−
εcbm − μe
kT ෸ (3.32)
where εvbm and εcbm correspond to the energy of the top of the valance band and
the bottom of the conduction band respectively. Note that these expressions are
similar to Eq. 3.12.
3.4 Free energy of defect formation
This section gives a short summary of the computational details regarding differ-
ent contributions to the free energy of defect formation ΔG f, which determines
the defect concentration (see Eq. 3.11). A more detailed review of point defect
modeling can be found in [59]. As deàned in Eq. 3.3 the free energy of defect
formation is given by
ΔG f = ΔH f − TΔS f (3.33)
where it is important to remember that ΔS f do not contain the conàgurational
contribution to the entropy.
At zero temperature the free energy is given by
ΔG f(0) = ΔH f(0) = ΔE fdef + ΔE zp (3.34)
where ΔE fdef is the electronic contribution and ΔE
zp is the change in zero-point
energy upon forming the defect. The electronic contribution can be calculated
according to
ΔE fdef = E totdef − E totideal −
i්
Δni μeli + qμe + E
corr (3.35)
where E totdef and E
tot
ideal is the electronic energy of the defective and ideal system
respectively, Δni is the change in atomic species i upon forming the defect and
μeli is the corresponding electronic contribution to the chemical potential, q is the
charge of the defect and μe is the electron chemical potential. The last term, E corr,
contains corrections for errors associated with charged defects, periodic boundary
conditions, etc. and will be further discussed in Section 5.1.6.
19
Chapter 3. Point and planar defects
Similar to Eq. 3.35, the free energy at ànite temperatures and pressures can be
written as
ΔG fdef = G totdef −G totideal −
i්
Δni μi + qμe + E corr (3.36)
where G totdef, G
tot
ideal and μi beside the electronic part now also include contributions
that are related to the temperature and pressure. For the solid phase (G totdef, G
tot
def
and for some environments also μi) the vibrational contribution dominates and the
free energy can be written as
G tot(T,P) = E tot + PV − F vib(T ) (3.37)
where V is the volume and F vib(T ) is the vibrational contribution. The PV-term is
small for solids and is often neglected in practice. Within the harmonic approxi-
mation the vibrational free energy can be written as
F vib(T ) =
?්?,s อ
ℏω𝐪,s
2 + kT ln ส1 − expว−
ℏω𝐪,s
kT ศหฮ (3.38)
where ω𝐪,s is the vibrational frequency for a speciàc wave vector 𝐪 and band index
s. The àrst term within the sum corresponds to the zero-point energy. For the gas
phase the free energy follows a quite simple temperature and pressure dependence
if the gas can be considered to be ideal. The chemical potential can then be written
as
μ(T,p) = μel + h(T ) − Ts(T ) + kT ln pp° (3.39)
where h(T ) and s(T ) is the enthalpy and entropy at the reference pressure p° and p
is the partial pressure of the gas. Here h(T ) is deàned in such a way that h(0) = εzp,
where εzp is the zero-point energy. h(T ) and s(T ) can for most gases be extracted
from thermodynamic tables.
The electron chemical potential μe is determined by the charge neutrality con-
dition, which states that the sum of all charges in the material should be equal to
zero:
i්
qici(μe) + nh(μe) − ne(μe) = 0 (3.40)
This equation can in general only be solved for μe numerically since there are of-
ten many different types defects present. However, in simple cases such as the
reactions considered in Section 3.2 it is possible to ànd analytic expressions for μe.
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3.5 Grain boundary formation and defect
segregation
Unlike for point defects, the formation of grain boundaries is usually associated
with an increase in free energy. This is due to that the conàgurational entropy,
which is the driving force for point defect formation, is signiàcantly smaller for
grain boundaries and other defects of higher order [60]. Grain boundaries form as
a consequence of the latticemismatch between grains that occur during the growth
of a crystal.
The increase in energy per area unit for a stoichiometric grain boundary can be
determined according to
γGB =
GGB −GBulk
A (3.41)
where GGB and GBulk is the free energy of a system with and without a grain
boundary respectively, andA is the grain boundary area. For a non-stoichiometric
boundary the expression for the interface energy becomes more complicated as it
then also depends on the chemical potential of the constituent atoms.
As a consequence of that the structure is different at the grain boundaries the
defect formation energies often differ there as well. The segregation energy of
defect is deàned as the difference in formation energy at or close to the boundary
compared to the formation energy in the bulk:
ΔG seg = ΔG fdef,GB − ΔG fdef,Bulk (3.42)
where ΔG fdef,GB and ΔG
f
def,Bulk can be determined according to Eq. 3.36. A com-
mon simpliàcation, which is employed in Papers II-IV, is to assume that only the
electronic contribution to the defect formation energy differs between the two con-
àgurations. The segregation energy is then given by
ΔE seg = ΔEfdef,GB − ΔEfdef,Bulk = E totdef,GB − E totdef,Bulk (3.43)
where E totdef,GB and E
tot
def,Bulk is the total energy of a supercell with a defect at the
grain boundary and the bulk region respectively (cf. Eq. 3.35). Negative segre-
gation energies indicate that it is more favorable to form defects at the interface
while positive energies suggest the opposite. Negative segregation energies are
the driving force for space-charge formation.
3.6 Space-charge modeling
The accumulation of charged defects in a material can give rise to space-charge
formation, i.e. a charged region in space. As was discussed in Section 2.2, the
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Figure 3.2: A schematic representation of a grain boundary within the space-
charge model.
reduced proton conductivity at grain boundaries in BaZrO3 is attributed to space-
charge formation. A schematic representation of space charge formation at a grain
boundary in BaZrO3 is shown in Fig. 3.2. Charged oxygen vacancies (V••O ) and pro-
tons (OH•O) segregate to the grain boundary, which increase the concentration of
these defects at the grain boundary core (note the log scale in the àgure). This
results in a net charge which gives rise to an electrostatic potential. The potential
depletes the surrounding regions, the space charge layers, of defects with the same
charge, i.e. oxygen vacancies, protons and holes in this case. In turn, this reduces
the conductivity across the boundary since the conductivity is proportional to the
defect concentrations.
To describe the space-charge formation a theoretical model is needed. It is pos-
sible to derive a such model based on the electrochemical potential. In Sections 3.2
and 3.1 the chemical potential for a defect was derived on the basis of the conàg-
urational entropy. The same approach can be used to obtain the electrochemical
potential for a defect of species i with charge qi in an electrostatic potential φ,
which is given by
μi(x) = μi°(x) + qiφ(x) + kT ln
ci(x)
cmaxi (x) − ci(x)
(3.44)
where a one-dimensional spatial dependence (x) has been introduced. For a neu-
tral defect this expression becomes equivalent to the expression for chemical po-
tential in Eq. 3.14.
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Assume that a grain boundary (or any other interface) is located at x = 0. Far
from the boundary, at x ≈ ∞, the system is in the bulk phase. In equilibrium the
chemical potential of the should be the same everywhere and thus is
μi(x) = μi(∞) (3.45)
By substituting μi in this expression with Eq. 3.44 the following equation for the
concentration is obtain.
ci(x)
cmaxi (x) − ci(x)
= ci(∞)cmaxi (∞) − ci(∞)
expว−
Δμi°(x) + qiΔφ(x)
kT ศ (3.46)
where Δμi°(x) = μi°(x) − μi°(∞) is the segregation energy and Δφ(x) = φ(x) − φ(∞) is
the space-charge potential. The space-charge potential can be obtained by solving
Poisson’s equation
d2
d2x බ
Δφ(x)භ = −
1
ε
ρ(x) (3.47)
where ε is the dielectric function and ρ(x) is the charge density, which given by
ρ(x) =
i්
qici(x) (3.48)
The set of coupled equations given by Eqs. 3.46-3.48 can be solved in an iterative,
self-consistent manner in order to obtain equilibrium defect concentrations and
the corresponding space-charge potential.
The space-charge model described above has been employed to BaZrO3 in Pa-
per II-IV. Paper II deals only with the segregation of oxygen vacancies while Pa-
per III and IV also consider the segregation of protons. In all three papers the
dopant concentration is assumed to be constant throughout the material, which is
referred to as theMott-Schottky approximation (see Fig. 3.2). In previous theoret-
ical studies on space-charge formation the grain boundary core have been treated
as a uniform region associated with one single segregation energy for each consid-
ered defect [49, 50, 52, 61]. Here the core is divided into layers where each layer
contains one or several sites for each defect species. In turn, each site is associ-
ated with a segregation energy, which have been determined from àrst-principles
(Paper III and IV) or interatomic potential (Paper II) calculations according to
Eq. 3.43.
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Conductivity
In general, the conductivity of a charge carrier is written as
σ = AT expว−
Ea
kTศ (4.1)
whereA is a prefactor and Ea is the activation energy. There are many factors that
ináuence these two quantities and these will be elucidated to some extent in this
chapter.
There are two main properties of a charge carrier besides the charge that deter-
mines the conductivity: the concentration and themobility. Under the assumption
of non-interacting charge carriers the conductivity of a carrier i can be written as
σi = qiBini (4.2)
where ni is the charge carrier concentration, Bi is the mobility and qi is the charge.
The previous chapter dealt with defects and the corresponding concentrations,
both in bulk structures and at interfaces. This chapter will put more focus towards
the other contributor to the conductivity, the carrier mobility.
The mobility of a charge carrier depends on several factors. Different carriers
can have different conduction mechanisms depending on the nature of the carrier
as well as the crystal structure of the material. For instance, the conduction mech-
anisms of protons and oxide ions in perovskites are different. Different structures
within the same material (e.g., surfaces, interfaces and grain boundaries) could
be associated with different mobilities compared to the bulk, which can lead cer-
tain conduction pathways through the material. There is also the possibility that
defects in the material interact with the carrier, which may ináuence the mobil-
ity. One such example is that dopant ions have been found to act as trap sites
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for protons in yttrium-doped BaZrO3, which have a reducing effect on the proton
conductivity [62].
The following two sectionswill consider the conductionmechanisms of the charge
carriers that are relevant for a large set of acceptor-doped perovskites, including
BaZrO3. The àrst one will discuss ionic conduction with emphasis on oxide ions
(oxygen vacancies) and protons while the second covers electron and hole conduc-
tion. The text that follows is just a short summary of the topic. A more detailed
theoretical description can be found in textbooks on the subject such as [60, 63].
4.1 Ionic conduction
The mobility of an ion is related to the self-diffusion coefàcient D through the
Nernst-Einstein relation [64]
B = qDkT (4.3)
where k is Boltzmann’s constant and T is the temperature. By assuming that ionic
diffusion in a material resembles that of a three-dimensional random walk the dif-
fusion coefàcient can be written as
D = αZNsν expว−
ΔGm
kT ศ = αZNsν expว
ΔSm
k ศexpว−
ΔHm
kT ศ (4.4)
where Z is the number of adjacent sites the ion can move into, Ns is the fraction
of the adjacent sites that are empty, ν is an attempt frequency which represent
how often the ion tries to move away from the current site and ΔGm = ΔHm −
TΔSm is the free energy of migration. Finally, α is a factor that includes several
contributions: geometric considerations such as lattice structures and constants, as
well as a correlation factor which accounts for non-randomness in the diffusion. In
perovskites both oxide ions and protons diffuse on the oxygen sub lattice, although
though different mechanisms, and thereby does Z correspond to the number of
neighboring oxygen ions.
The nature of the diffusion mechanism is reáected inNs. For oxide ions it is only
possible to move to a nearby vacant site and thereby does Ns correspond to the
fractional concentration of oxygen vacancies in the material, which can be written
asNs = cV/NOwhere cV andNO is the concentration of vacancies and oxygen lattice
sites respectively. A schematic picture of this conduction mechanism is shown in
Fig. 4.1. As the oxide ion moves into a vacant site the initial site becomes empty.
Thus, instead of having an oxide ion moving in one direction, it can be thought of
as if the oxygen vacancy is the diffusing species, moving in the opposite direction.
This view is more common as the concentration of vacancies is in most cases much
smaller than the concentration of oxide ions.
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Figure 4.1: A schematic representation of the vacancy diffusion mechanism. The
missing ion corresponds to the vacancy. When the ionmoves to the left the vacancy
moves in the opposite direction to the right.
Figure 4.2: Proton trajectory that shows the two steps of the proton diffusionmech-
anism: rotation and transfer. Figure from Ref. [10].
Like oxygen vacancies, protons in perovskite oxides also diffuse on the oxygen
sub lattice, although through completely different mechanism. When introduced
into the material (see Eq. 2.4) the proton bonds with a nearby oxygen and forms a
hydroxide ion. The proton can thenmove around on the oxygen sub lattice through
a two-step Grotthuss mechanism [65, 66]. The proton can rotate around the oxide
ion and transfer between two adjacent oxide ions. A proton trajectory displaying
these two steps is shown in Fig. 4.2. As the proton moves from one oxide ion to
another the number of available sites for diffusion is given by Ns = cO/NO, where
cO is the oxide ion concentration.
By combing Eq. 4.2, 4.3 and 4.4 together with the expression forNs the conduc-
tivity of both oxygen vacancies and protons can be written as
σi =
q2i ciαZνi exp ඳΔS
m
i /kප
kT expว−
ΔHmi
kT ศ (4.5)
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where the assumption is made that cO/NO ≈ 1, which is reasonable for most sys-
tems. At àrst glance, comparing this expression with Eq. 4.1 would suggest that
the activation energy is completely given by the migration barrier. This is true if
the defect concentration is àxed. However, this is not always the case, which was
shown in the previous chapter, and in many cases the concentration follows an ex-
ponential temperature dependence. In the dilute limit the concentration is given
by Eq. 3.12 and Eq. 4.5 can then be written as
σi =
q2i c
max
i αZνi exp බඳΔS
m
i + ΔS fi ප /kභ
kT exp๖
−
ΔHmi + ΔH fi
kT ๗
(4.6)
Comparing this expression with Eq. 4.1 indicate that
Ea = ΔHmi + ΔH fi (4.7)
which means that the activation energy depends both on the migration barrier
and the defect formation energy. More complicated expressions for the concen-
trations, such as Eq. 3.22 and Eq. 3.26, depend on the equilibrium constant and
consequently does the free energy of the corresponding reaction enter into the
activation energy. Additionally, these expressions follow a non-exponential de-
pendence on external parameters such the partial pressures and dopant concen-
trations, which then enters into the prefactor.
4.2 Electronic conduction
Similar to the activated diffusion of ions (Eq. 4.3 and Eq. 4.4) the mobility of elec-
tron and holes can be written as
B = B0(T) expว−
ΔHm
kT ศ (4.8)
where the prefactorB0(T) contains all contributions themobility except themigra-
tion barrier. For free carriers (band-states) there is no migration barrier (ΔHm =
0) and the mobility corresponds to the prefactor B0(T), where B0(T) ∼ T−3/2 if the
scattering of electrons is only due to phonons [60].
In many metal oxides including perovskites the motion of electrons and holes
is not free since the electronic carriers interact with the lattice. The electrons and
holes polarize the environment and the charge carrier together with the associated
lattice distortion is called a polaron. There are two main types of polarons: large
and small (localized). For a large polaron the interaction between the electron or
hole and the lattice is weak and the conduction mechanism is similar to that of
free carriers. The large polaron mobility is associated with a small, ànite migration
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barrier and B0(T) ∼ T−1/2. For small polarons the interaction with the lattice is
much stronger. The conduction mechanism is in this case very similar to ionic
conduction with thermally activated jumps.
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Computational methods
A theoretical description of matter is essential in order to understand the struc-
tural and chemical properties of materials. On the atomic scale, any property of a
system of interacting particles should be possible to obtain from the corresponding
quantum mechanical wave function Ψ(𝐫1, 𝐫2,… ,𝐑1, 𝐑2,… ; t), where 𝐫i and 𝐑I de-
notes the position of electron i and nucleus I respectively while t is time. The wave
function can in principle be obtained by solving the time independent Schrödinger
equation
HΨn(𝐫1, 𝐫2,… ,𝐑1, 𝐑2,…) = EnΨn(𝐫1, 𝐫2,… ,𝐑1, 𝐑2,…) (5.1)
where the Hamiltonian of the system is given by (in atomic unitsđ)
H = − 12 i්
∇2i +
1
2 i්≠j
1
හ𝐫i − 𝐫jහ
−
i්,I
ZI
හ𝐫i − 𝐑Iහ
− 12 I්
∇2I
MI
+ 12 I්≠J
ZIZJ
හ𝐑I − 𝐑Jහ
(5.2)
where MI and ZI denotes the mass and charge of the nuclei. The àrst and fourth
term on the right-hand side of Eq. 5.2 corresponds to the kinetic energy of the
electrons and the nuclei respectively, while the other three terms corresponds to
Coulombic interactions. To solve Eq. 5.1 is an extremely difàcult task and an exact
solution is only possible to obtain for small systems such as single atoms or small
molecules. Most problems of interest are associated with much larger system sizes
and approximations are therefore needed in order to pursue such problems.
A àrst approximation that is the starting point for many methods is that the
electrons and the nuclei can be treated separately. This is possible since the nuclei
đℏ = e = me = 4πε0 = 1
31
Chapter 5. Computational methods
are much heavier compared to the electrons and as a consequence the electron
dynamics is much faster. In many situations it is therefore reasonable to assume
that the electrons can relax into the ground state of any given atomic conàguration.
This is called the Born-Oppenheimer approximation [67].
The Hamiltonian of the electronic problem is given by
He = −
1
2 i්
∇2i +
1
2 i්≠j
1
හ𝐫i − 𝐫jහ
+ Vext (5.3)
whereVext is the external potential from the nuclei. Solving the Schrödinger equa-
tion for the electrons is still a formidable problem, and more approximations are
needed to obtain a solution. The following sections (Section 5.1-5.3) describe three
different approaches to solve this equation at different levels of approximations
and accuracy.
The nuclear problem is often approached with the assumption that the quantum
mechanical effects are quite small and it is therefore reasonable to consider a clas-
sical treatment of the nuclei. Furthermore, The Hellmann-Feynman theorem [68]
yields the following simple relation between the force exerted on a nucleus and
the total energy E of the ion-electron system
𝐅I = −
𝜕E
𝜕𝐑I
(5.4)
The forces can be used in minimization schemes to ànd ground state structures or
in Newton’s equation of motion to study dynamical properties.
5.1 Density-functional theory
Density-functional theory (DFT) is a àrst-principlesmethodwhich revolves around
the electron density n(𝐫). It can be shown (see Section 5.1.1) that if the ground state
density is known then everything about the ground state is known. The density is
obtained by integrating the electronic wave function over all coordinates except
one:
n(𝐫) = ඘…඘Ψ
∗(𝐫, 𝐫2,… , 𝐫N)Ψ(𝐫, 𝐫2,… , 𝐫N)d𝐫2…d𝐫N (5.5)
Thus, for a system with N electrons, by considering the electron density instead of
the corresponding wave function the degrees of freedom in the system are reduced
from 3N to 3. This results in a much more tractable problem.
Modern DFT relies upon a theoretical framework, which was derived byWalter
Kohn and coworkers in the 1960s, for which he was awarded the Nobel Prize in
Chemistry in 1998. A short summary of this theory is described in the following
sections, with emphasis on extended systems. For a more thorough description of
DFT, see e.g., [69? –71].
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5.1.1 The Hohenberg-Kohn theorems
In 1964Hohenberg andKohn [72] formulated and proved two theorems that make
up the foundation of modern DFT. What they essentially state is that Eq. 5.5
can be reversed for the ground state density: if the ground state density n0(𝐫) is
known then so is the ground state wave functionΨ0(𝐫, 𝐫2,… , 𝐫N) and consequently
all ground state properties.
The àrst theorem states that the non-degenerate ground state wave function is
a unique functional of the ground state density: Ψ0(𝐫1, 𝐫2,… , 𝐫N) = Ψ[n0(𝐫)]. It
follows that the ground state expectation value of any observable, including the
ground state energy E0, is a functional of n0(𝐫) as well,
E0 = E[n0(𝐫)] = ⟨Ψ[n0(𝐫)]හHe හΨ[n0(𝐫)]⟩ (5.6)
The second theorem states that there exists a functional for the energy of the
form
E[n(𝐫)] = F [n(𝐫)] +඘n(𝐫)Vext(𝐫)d𝐫 (5.7)
which is minimized by the ground state density. F [n(𝐫)] contains the contributions
from the kinetic energy and the electron-electron interactions. The functional is
variational and the minimum corresponds to the ground state energy:
E[n0(𝐫)] ≤ E[n(𝐫)] (5.8)
Even if the problem has been simpliàed to ànding the minimum of a functional
with respect to a 3-dimensional function instead of solving the 3N-dimensional
system ⟨Ψ0({𝐫i})හHe හΨ0({𝐫i})⟩ it is still a difàcult problem to solve. The reason for
this is that the functional F [n(𝐫)] contains complex many-body effects, of which
exact representation is not known.
5.1.2 The Kohn-Sham equations
In 1965 Kohn and Sham [73] derived a scheme that makes it possible to determine
the ground state density and the corresponding energy. The key concept with this
scheme is that a system consisting of interacting electrons can be transformed into
a system with non-interacting electrons, which much easier to solve. In practice,
this is done by writing F [n(𝐫)] of non-interacting electrons on the form
F [n(𝐫)] = Ts[n(𝐫)] + EH[n(𝐫)] + Exc[n(𝐫)] (5.9)
where Ts[n(𝐫)] is the kinetic energy of non-interacting electrons, EH[n(𝐫)] is the
Hartree energy which is given by
EH[n(𝐫)] =
1
2඙
n(𝐫)n(𝐫າ)
|𝐫 − 𝐫າ| d𝐫d𝐫
າ (5.10)
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and Exc[n(𝐫)] is the exchange and correlation energy which contains the compli-
catedmany-body effects. Based on this expression for F [n(𝐫)], the interacting elec-
trons can be treated as non-interaction electrons moving in an effective potential
given by
Veff(𝐫) = Vext(𝐫) + VH(𝐫) + Vxc(𝐫) (5.11)
where VH(𝐫) is the Hartree potential
VH(𝐫) = ඘
n(𝐫າ)
|𝐫 − 𝐫າ|d𝐫
າ (5.12)
and Vxc(𝐫) is the exchange-correlation potential which corresponds to the func-
tional derivate of Exc[n(𝐫)]:
Vxc(𝐫) =
δExc[n(𝐫)]
δn(𝐫) (5.13)
This gives rise to theKohn-Shamequations, which is a set of Schrödinger equations
for non-interacting electrons that are coupled through the electron density:
෺−
1
2∇
2 + Veff(𝐫)෻ψi(𝐫) = εiψi(𝐫) (5.14)
where the density is given by
n(𝐫) =
i්
fi හψi(𝐫)හ
2 (5.15)
and where fi is the occupation of the electron state corresponding to ψi(𝐫). Since
the single particle wave functions ψi(𝐫) depend on Veff(𝐫) which in turn depends on
n(𝐫) these equations have to be solved iteratively until a self-consistent solution is
obtained. The solution corresponds to the ground state density n0(𝐫) and based on
that the ground state energy is determined according to
E0 =
i්
fiεi + Exc[n0(𝐫)] −඘Vxc(𝐫)n0(𝐫)d𝐫 −
1
2඙
n0(𝐫)n0(𝐫າ)
|𝐫 − 𝐫າ| d𝐫d𝐫
າ (5.16)
The Kohn-Sham approach simpliàes the problem signiàcantly but no approxi-
mations have yet been made and to ànd the exact solution is still a difàcult prob-
lem. This due to that Exc[n(𝐫)] is deàned by Eq. 5.9 and since F [n(𝐫)] is unknown
then so is Exc[n(𝐫)]. As a result, Exc[n(𝐫)] contains contributions from all the com-
plex many-body effects as well. Thus, approximations of Exc[n(𝐫)] are needed in
order to proceed any further. This is the topic of the next section.
Additionally, spin is not included here but the Kohn-Sham equations can be
easily be generalized to include this, which is necessary to describe certain systems
properly (e.g., magnetic systems).
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5.1.3 Exchange-correlation functionals
Many approximations of the exchange-correlation functional have been suggested
over the years with varying level of complexity. The most simple approximation
is the local density approximation (LDA) which was proposed by Kohn and Sham
in their original paper [73]. Within this approximation the exchange-correlation
energy is given by
ELDAxc [n(𝐫)] = ඘n(𝐫)ε
LDA
xc [n(𝐫)]d𝐫 (5.17)
where εLDAxc (n(𝐫)) is the exchange-correlation energy density of a uniform electron
gas with density n(𝐫). In spite of its simplicity, this approximation works remark-
ably well for a wide range of materials and properties.
The electron density of most materials is inhomogeneous and a natural next step
beyond LDA is to take variations in the density into account. The practical ap-
proach is the semi-local generalized gradient approximation (GGA), which beside
the density also takes the gradient of the density into account:
EGGAxc [n(𝐫)] = ඘n(𝐫)ε
GGA
xc [n(𝐫), ∇n(𝐫)]d𝐫 (5.18)
The gradient can be incorporated in many different ways and there exists a wide
range of different GGAs. There are two different main approaches to obtainGGA
functionals: derivations based on theoretical arguments and àtting parameters to
reproduce experimental results of desired properties. The GGA functional PBE
[74] is of the former kind and is one of themost popular functionals for calculations
of materials. This functional has been employed in Papers I, III and IV in this the-
sis. Empirically àtted functionals are more frequently used in quantum chemistry.
The GGAs improve on LDA in many aspects, such as cohesive energies and bond
lengths, however, there are some systems and properties that are better described
with LDA.
The functionals that have been discussed so far are only a few of all the ones
available in the literature. While the standard functionals (LDA and GGA) man-
age to reasonably predict many properties they systematically fail in some cases,
such as obtaining chemical accuracy and describing van der Waals interactions.
For many cases it is possible to decrease errors by tuning the functional in dif-
ferent ways. There are however errors that are inherent to the approximations
themselves and these are not as easy to reduce. This is the case for the band gap
of semiconductors and insulators, which is severely underestimated by both LDA
and GGA. This is the topic of the next section.
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5.1.4 The band gap problem
It is well known that LDA and GGA functionals systematically underestimates
the band gap of semiconductors and insulators by up to about 40-50%, and this is
referred to as the band gap problem of DFT. For instance, the experimental band
gap of BaZrO3 is around 5 eV while PBE predicts a band gap of about 3 eV (see
Paper I). The origin of the band gap problem is twofold. One aspect is related to
a discontinuity in the exchange-correlation functional while the other is due to a
self-interaction error.
The fundamental band gap of an insulator or semiconductor is given by
Egap = I −A (5.19)
where I is the ionization energy and A is the electron afànity. Within DFT this
equation can be written in terms of the derivative of the Kohn-Sham functional
Egap =
δE
δn จN+δ −
δE
δn จN−δ (5.20)
where N is the number of electrons and δ → 0. This expression indicates that the
band gap originates from a derivate discontinuity in the functional. In fact, it has
been shown [76] that for the exact Kohn-Sham functional the slope of the total
energy E(N) is a straight line with discontinuities at integer values of N. For the
exact functional Eq. 5.20 yields
Egap = εgap + Δxc (5.21)
where εgap is the band gap from the Kohn-Sham energy spectrum and Δxc is the
derivative discontinuity in the xc-functional:
Δxc =
δExc
δn ุN+δ
− δExc
δn ุN−δ
= VxcහN+δ − VxcහN−δ (5.22)
While εgap stems from the kinetic energy of the non-interacting particles (Ts in
Eq. 5.9), which is exact, Δxc depends on the approximation of Exc and varies ac-
cordingly. Vxc is continuous for LDA and GGA functionals and consequently is
Δxc = 0. This yields the àrst contribution to the underestimation of the band gap
since Δxc > 0 for the exact functional [77–79].
The second part of the band gap error is due to the Hartree term (Eq. 5.10),
which introduces a spurious self-interaction. While the exact xc-functional cancels
this error this is not the case for LDA and GGA. The effect of the self-interaction
error is that delocalization becomes favorable, which has a severe impact on highly
localized electron orbitals, those representing d- and f-electrons. This is embodied
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in the E(N)-curve, which for LDA and GGA becomes convex between integer
values ofN, in contrast to the straight line of the exact Kohn-Sham functional, and
therefore incorrectly describes fractional charges [80].
Different approaches have been proposed to remedy the band gap problem. In
Paper I two different methods have been used to improve the band gap of BaZrO3:
a hybrid functional and the G0W0 method (see Section 5.2). Hybrid functionals
[81–83] are a class of functionals which substitutes a part of the DFT exchange
with Hartree-Fock (HF) [84] exchange, giving an exchange-correlation functional
of the form
Ehybridxc = EDFTxc + α ඳEHFx − EDFTx ප (5.23)
where α is a mixing parameter. The motivation for this approach is that HF sys-
tematically overestimates the band gap due to a localization error, which is related
to that the E(N)-curve is concave [80], and by combining the two methods the cor-
responding errors are expected to cancel to a large extent thus leading to a more
accurate estimation of the band gap. The mixing parameter α is treated differently
with different hybrid functionals. With the PBE0 functional, which was used in Pa-
per I, α = 0.25 which is based on theoretical arguments [85]. This is also the case
for the HSE functional [86, 87], which also contains a screening parameter ω that
determines the range of the HF exchange in order to reduce the computational
effort. However, in recent years there have been many studies based on the HSE
functional where α and ω have been treated as free parameters and they are often
àtted to reproduce certain properties such as experimental band gaps.
5.1.5 Plane waves and pseudopotentials
Finding a solution to the Kohn-Sham equations in a practical calculation requires
further considerations. First, a mathematical representation of the single particle
wave functions is needed. There are many possible representations and a suitable
choice depends on the system under consideration. For solid systems it is conve-
nient to expand the wave function in a plane wave basis and to employ periodic
boundary conditions, due to the periodic nature of the crystal structure. Systems
without periodicity, such as defects, can still be treated using the supercell ap-
proach. The use of periodic boundary conditions results in an inànite system but
by utilizing Bloch’s theorem [88] the complete basis for the wave function can be
obtained by considering only the wave vectors 𝐤 within the àrst Brillouin zone.
The basis functions can then be written as a Fourier series
ψn,𝐤(𝐫) =
?්?
cn,𝐤+𝐆 exp [i (𝐤 + 𝐆) ⋅ 𝐫] (5.24)
where the sum is over all reciprocal lattice vectors𝐆 and n denotes the band index.
Since there is an inànite set of 𝐆 vectors this sum has to be truncated in order to
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be evaluated numerically. This is done by introducing a cut off energy Ecut which
limits the number of 𝐆 vectors according to 12 |𝐤 + 𝐆|
2 < Ecut.
While the use of plane waves simpliàes the problem substantially a drawback
with this method is the slow convergence for rapidly oscillating wave functions
near the nuclei. However, the core electrons do not take part in chemical bond-
ing and they can therefore be treated differently compared to the valence elec-
trons. Additionally, a good description of the valence electrons near the nuclei is
not crucial for obtaining a proper solution. For these reasons it is common to re-
place the potential arising from the nuclei and the core electrons with an effective
potential which is referred to as a pseudopotential. The pseudopotential is con-
structed in such a way that it produces a more smooth function within the core
region which requires a lower cut off energy, while it reproduces the all-electron
wave function outside the core region. Pseudopotentials makes the calculations
less computationally demanding since only the valence electrons are treated ex-
plicitly. There is no restricted form for pseudopotentials as long as certain condi-
tions are required. This has allowed for different implementations such as norm-
conserving pseudopotentials [89], ultrasoft pseudopotentials [90] and the projec-
tor augmented wave method (PAW) [91]. The latter has been employed for all
DFT calculations in this thesis.
5.1.6 Correction schemes
Periodic boundary conditions are very suitable for modeling periodic structures
such as ideal crystals. However, problems arise for a non-periodic system, which
is the case when modeling e.g., a surface, an interface or a single point defect. The
periodic boundary conditions imply an inànite array of supercells, which introduce
spurious interactions between the defective structure and its periodic images. The
magnitude of these interactions has an inverse dependence on the distance. Thus,
a àrst step to limit these interactions and to reduce associated errors is to increase
the size of the supercell. This can only be done up to a certain point since DFT
is limited to relatively small system sizes, and additional corrections may there-
fore have to be employed in order to obtain accurate results. This is important
especially for charged systems due to the long-range Coulomb interactions, which
decay slowly as L−1, where L is the length of the supercell.
A theoretical description of ànite size corrections is most easily derived for
point defects in a cubic lattice. There are two main types of spurious interactions:
electrostatic and elastic. These interactions typically scale as L−1 and L−3 and a
simple correction is to extrapolate to an inànite system using a àtted polynomial
on the form [92, 93]
E(L) = E∞ + aL−1 + bL−3 (5.25)
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The main drawback with the extrapolation is that it requires calculations for sev-
eral different values forL, which can be too computationally demanding for struc-
tures with lots of atoms in the unit cell. In such cases more elaborate schemes are
required. In 1985 Leslie andGillan [94] proposed a correction to the defect forma-
tion energy (Eq. 3.35) that corresponds to the energy of an periodic array of point
charges in a neutralizing background:
Eqcorr =
αq2
2εL (5.26)
where α is the Madelung constant and ε is the macroscopic dielectric constant.
Since then more involved schemes have been suggested, where many of them in-
clude the correction in Eq. 5.26 as well as additional electrostatic consideration,
such as differentmodel charge distributions and potential alignment [95–101]. The
latter is a correction that aligns the potential of the defective and ideal supercell,
which are different since the number of ions in the two systems is different. Assess-
ment of some of these schemes has shown that they all work reasonablywell for de-
fects with localized charge distributions but not for delocalized defects [101, 102].
Charged point defects have been studied in all papers in this thesis, thus the
need for correction schemes has been an important aspect in this work. In Paper I
Eq. 5.25 was used to extrapolate formation energies in BaZrO3. This approach is
quite suitable for this material since the dielectric constant is large [45] and there-
fore the energy converges rather quickly with respect to cell size due to screening.
The correction is expected to work well since the considered defects have a local-
ized charge distribution. Regarding the work on grain boundaries (Papers II-IV)
no corrections were employed. This choice was motivated by the fact the all for-
mation energies were calculated using the same cell size and thus the errors are
expected to cancel to large extent in the segregation energies.
The band gap problem of DFT (see Section 5.1.4) also has a severe effect on
defect formation energies. The formation energy of charged defects depend on the
position of the valence and conduction band edges, which can be quite misplaced.
It is also possible that defect levels, which should be located inside the band gap,
end up within the valence or conduction band, which can alter the defect proper-
ties. A straightforward approach to correct for these errors is simply to use compu-
tational methods that treats the band gap more accurately, e.g., hybrid functionals
or GW calculations. This can however be very computationally demanding, espe-
cially for defects associated with large supercell sizes. A different approach which
does not require explicit calculations of defects with these demanding methods is
to apply a band gap correction directly to Eq. 3.35 [103, 104]. In this way, only one
calculation beyond standardDFT is necessary in order to correct the band gap and
the band edge shifts. A problem with this method is that it is not always obvious
how defect levels behave when the band gap opens up and this information is not
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obtained from the ideal system. However, in the special case of fully ionized de-
fects only the shift of the valence band is of importance [105]. In this case is the
band gap correction to Eq. 3.35 given by
Egapcorr = qΔεvbm (5.27)
where Δεvbm = εvbm − εDFTvbm is the valence band shift. This correction was employed
in Paper I together with Δεvbm calculated fromG0W0 calculations.
5.2 GW-approximation
Although DFT works very well for many systems some properties are not well
described such as the band gap, which was discussed in the previous section. The
fact that DFT is ground state theory means that it does not describe excitations
properly. Thus, methods beyond standard DFT are necessary to model such inter-
actions and related properties. A concept that many such methods revolve around
is that of quasiparticles. The repulsive character of the electron-electron inter-
action in solids forms effective positively charged regions around the electrons,
which screens the interaction between electrons. Within this context the quasipar-
ticle is deàned as the combined entity of the electron and the positive surrounding
charge. Quasiparticles interact through a screened Coulomb interaction,W, which
is weaker compared to the bare Coulomb interaction between electrons, v.
The mathematical description of quasiparticles is based on the single particle
Green’s function G. G is referred to as a propagator, which describes the move-
ment of the quasiparticle. G is related to the quasiparticle wave functions Φi and
energies Ei through the expression
G(𝐫, 𝐫າ;E) =
i්
Φi(𝐫)Φ∗i (𝐫າ)
E − Ei
(5.28)
which only depends on six spatial degrees of freedom, and thus G is a more man-
ageable quantity compared to the many-body wave function. The behavior of
quasiparticles is governed by the quasiparticle equation
෺−
1
2∇
2 + VH(𝐫) + Vext(𝐫)෻Φi(𝐫) +඘Σ(𝐫, 𝐫
າ;Ei)Φi(𝐫າ)d𝐫າ = EiΦi(𝐫) (5.29)
whereVH(𝐫) is the Hartree potential (see Eq. 5.12),Vext(𝐫) is the external potential
and Σ(𝐫, 𝐫າ;Ei) is the self-energy, which contains all many-body effects not included
in the Hartree approximation. To obtain an exact expression for the self-energy
is not possible due to the complex nature of the included many-body effects and
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approximations for this quantity are therefore needed. In 1965, Hedin proposed
[106] that the self-energy could be expressed as
Σ = GW (5.30)
This approximation is referred to as the GW-approximationĒ (GWA). Beside the
expression in Eq. 5.30, G and Σ are also related through the Dyson equation
G = G0 +G0ΣG, (5.31)
where G0 is the non-interacting single particle Green’s function. Similar to the
expression for G in Eq. 5.28 G0 is given by
G0(𝐫, 𝐫າ;E) =
i්
ψi(𝐫)ψ∗i (𝐫າ)
E − εi
(5.32)
where ψi and εi are the wave functions and energies for non-interacting particles,
which can be obtained from e.g. DFT or HF. Additionally, the quasiparticle ener-
gies can be expressed in terms of εi according to
Ei = εi + ⟨ψiහΣ(Ei) − Vxc හψi⟩ ≈ εi + Zi ⟨ψiහΣ(εi) − Vxc හψi⟩ (5.33)
where Vxc is the xc-potential (Eq. 5.13 for DFT) and the quasiparticle weight Zi =
බ1 − 𝜕Σi(E)/𝜕E|E=εiභ
−1, with Σi(E) ≡ ⟨ψiහΣ(E) හψi⟩.
The determination of Σ requires knowledge ofG and vice versa, and a solution
can therefore only be obtained in an iterative, self-consistent manner. An evalua-
tion of aGW self-consistency cycle starts with a Green’s functionG. Based on this
function the polarization P can be determined which is then used to calculate the
dielectric function ε. In turn, the screened Coulomb interaction can be determined
according toW = ε−1v and Eq. 5.30 can then be used to determine the self-energy.
Finally, a new Green’s function G is obtained using Eq. 5.31. In order to perform
an actual GW calculation an initial guess for G is required. In practice G0 is used
as a starting point which corresponds to Σ = 0, and the corresponding screened
Coulomb interaction is denotedW0.
There are several different ways to perform GW calculations, which differ in
the way G andW are updated and this is reáected in their names. G0W0 refers to
the perturbative approach when neither G or W are updated which corresponds
to simply determining the self-energy once and then calculating Ei using Eq. 5.33.
This approach has been considered in Paper I. Following the same logic, GW0
refers to whenG is updated whileW is kept àxed, andGW in this context is when
both G andW are updated.
ĒMore comprehensive reviews on the subject ofGWA can be found in [107, 108].
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5.3 Interatomic potentials
WhileDFT is very successful in describing properties ofmanymaterials themethod
suffers from substantial computational cost, which puts a limit on system size on
the order of 1000 atoms. Many problems require more atoms in order to obtain
a proper description of the speciàc task at hand. In many such cases interatomic
potentials can be used instead. Here the electronic problem is embedded into an
interatomic potential, which describes the interaction between atoms or ions, or
both. The potential is àtted to experimental or àrst-principles data in order to
model the considered system. The number of particles in the system is reduced
considerably with this approximation, since only the nuclei are treated explicitly,
which allows for larger system sizes.
In general the potential energy of a system can be written as a sum of interac-
tions of different order
V(𝐫1, ..., 𝐫N) =
i්
U1(𝐫i) +
i් j්>i
U2(𝐫i, 𝐫j) +
i් j්>i k්>j>i
U3(𝐫i, 𝐫j, 𝐫k) +… (5.34)
whereUn corresponds to interactions including n particles. The signiàcance of the
different terms in Eq. 5.34 depends on the character of the speciàc problem. The
simplest potentials only include the U2 term and depend only on the interatomic
distance and a few material speciàc parameters. These are termed pair-potentials
and are suitable for describing systems where electrons are well localized on atoms
and ions, such as systems with ionic and van der Waals bonding. One of the most
well known pair potential is the Lennard-Jones potential [109], which is used to
describe interactions between noble gas atoms. For systems where electrons are
more delocalized these simple pair potentials are no longer sufàcient. This is the
case for systems with metallic bonding. Here many-body interactions become im-
portant and higher order terms in Eq. 5.34 have to be included.
It is not only the bonding character that determines the potential form. Dif-
ferent structures of the same material may require different treatments, such as
interfaces and surfaces. Also, in dynamic simulations bonds can be formed and
broken and this requires further considerations. The fact that the same potential
does not always work for different systems is one of the main drawbacks with this
approach, since many problems require input from different sources. The abil-
ity of a potential to describe different systems is referred to as the transferability.
Additionally, a potential of a speciàc form can be parameterized differently de-
pending on which types of properties or data considered in the àtting procedure,
highlighting this problem even more.
In Paper II an interatomic potential was used to model grain boundary struc-
tures in BaZrO3. The bonding in this material is of ionic character and was mod-
eled using aBuckinghampotential [110] togetherwithCoulomb interactions, which
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corresponds to a pair potential of the form
Uij(rij) = Aij exp ඳ−Bijrijප +
Cij
r6ij
+
qiqj
rij
(5.35)
whereAij, Bij andCij are parameters that depend on the species of i and j, qi and qj
are the ionic charges, and rij = හ𝐫i − 𝐫jහ is the interatomic distance. TheBuckingham
potential is the àrst and second term, which describe Pauli repulsion and van der
Waals bonding respectively. The shell-model [111] was also considered which is a
way to include electronic polarizability, which is lacking within the Buckingham
potential. This model separates the ion into a core and a massless shell, which
are connected through a harmonic spring. Both core and shell are associated with
charges that sum up to the formal charge of the ion. The speciàc values used for
the Buckingham and shell-model parameters in Paper II in order to study BaZrO3
were taken from [112].
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6
Summary of the papers
6.1 Paper I: Hydration and oxidation
The purpose of this paper was to study the implications of the band gap problem
of DFT on the hydration (Eq. 2.4) and oxidation (Eq. 2.5) of oxygen vacancies in
acceptor-doped BaZrO3. These two reactions are decisive for BaZrO3 and other
perovskites when used as ionic and electronic conductors. The band gap, or more
precisely the position of the valence band edge, directly ináuence the formation
energy of the involved defects (2+ charged oxygen vacancies, protons and holes)
and a proper description of the band gap is therefore of great importance. The two
reactions have been studied using àrst-principles methods to calculate defect for-
mation energies in conjunction with thermodynamic modeling in order to obtain
equilibrium defect concentrations for various temperatures and partial pressures.
Three different methods have been considered for the calculations of the band
gap: PBE, PBE0 and G0W0. As expected, PBE underestimates the band gap
with about 40% (3.13 eV compared with the experimental results 4.8-5.3 eV). Both
PBE0 andG0W0 predict a more reasonable band gap, 5.35 eV and 4.73 eV respec-
tively. The shift of the valence band with respect to PBE was determined to be
−1.42 eV for PBE0 and −1.10 eV for G0W0. Furthermore, these three methods
have been used to calculate defect formation energies. While PBE and PBE0 have
been used directly to calculate all the contributions in Eq. 3.35, G0W0 have been
used as a correction to PBE using the valence band shift according to Eq. 5.27,
which further on is referred to as PBE+χ[G0W0]. The difference between the PBE
and PBE0 formation energies was found to be very close to q⋅Δεvbm which conàrms
the validity of the PBE+χ[G0W0] approach.
For the hydration reaction PBE is previously known to yield reasonable re-
sults, which was also conàrmed here. This reaction is independent of the position
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of the valence band edge and therefore is PBE+χ[G0W0] equivalent to PBE in this
case. PBE0 gave only slightly different results, still consistent with PBE as well
as experimental data. A different picture is obtained for the oxidation reaction
since the corresponding enthalpy follows a dependence of 2εvbm. Thus, the con-
sequence of the valence band shifts is that the oxidation enthalpy is changed by
more than 2 eV. More importantly, the enthalpy switches sign which changes the
character of the reaction from exothermic with PBE to endothermic with PBE0
and PBE+χ[G0W0]. There is no experimental data available for the oxidation en-
thalpy in BaZrO3 in the literature. There are however reported values for other
perovskites (BaCeO3, BaTiO3 and SrTiO3) which all suggest an endothermic re-
action.
The qualitative difference between the methods has a huge impact on results
from the thermodynamic modeling. The exothermic nature of PBE leads to ex-
tremely large hole concentrations which almost completely compensate the charge
of the dopant ions under dry conditions except at very low oxygen partial pres-
sures. There is still a substantial amount of holes present during hydrated condi-
tions and they compensate about half of the dopant charge at low temperatures
while protons compensate the other half.
With PBE0 and PBE+χ[G0W0] oxygen vacancies becomes themain charge car-
rier under dry conditions and holes only become dominant at high temperatures
and high oxygen partial pressures. Additionally, almost a completely protonated
material is obtained under wet conditions and the hole concentration is order of
magnitude lower than the proton concentration in this case. This is more in line
with results in the literature as almost completely hydrated samples have been ob-
tained experimentally.
Finally, the hole concentrations have been compared with experimental data
on the hole conductivity in Y-doped BaZrO3. Such a comparison requires the
knowledge of the hole mobility, which for BaZrO3 is unknown. However, by as-
suming an essentially band-like conduction mechanism PBE0 and PBE+χ[G0W0]
yield activation energies similar to those found experimentally. This is not at all
the case for PBE and an agreement with the experimental conductivity data is only
obtained by assuming a hopping mechanism with very large migration barriers.
6.2 Papers II-IV: Space-charge formation at grain
boundaries
There is experimental evidence that space-charges at grain boundaries in acceptor-
doped BaZrO3 impede the proton conductivity across these interfaces thus limit-
ing the overall proton conductivity in these materials. The aim of these papers was
to study and elucidate the mechanism behind the space-charge formation by the
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Figure 6.1: The (112)[1̄10] tilt grain boundary inBaZrO3. The dashed line indicates
the grain boundary interface. The green, grey and red atoms correspond barium,
zirconium and oxygen respectively.
means of atomistic modeling. The grain boundaries under consideration are stoi-
chiometric tilt boundaries with symmetric grain orientations. As an example, the
(112)[1̄10] grain boundary is shown in Fig. 6.1. The notation of the grain bound-
aries is such that the grain boundary plane, which corresponds to the direction
perpendicular to the boundary interface, is given in parentheses while the tilt axis,
which is parallel to the interface, is given in square brackets. The same method-
ology was employed in all three papers with segregation energies calculated using
Eq. 3.43 and space-charge modeling according to the theory in Section 3.6. The
main difference between the papers is that an interatomic potential was used in
Paper II while DFT was used in Papers III and IV. Additionally, oxygen vacancy
segregation was treated in all papers while proton segregation was only considered
in the latter two.
The reason for using an interatomic potential in Paper II was to be able to
model larger grain boundary structures not accessible with DFT. Eight different
boundaries were considered, all with tilt axis [1̄10] and with the boundary planes
(111), (112),… , (118). The smallest two boundaries, (111) and (112), have previ-
ously been studied using DFT and the results compare well concerning both grain
boundary structures and energies as well as segregation energies. Oxygen vacancy
segregation was found to be favorable in all grain boundaries with segregation en-
ergieswithin the range−0.5 eV to−2.0 eV. Themajority of all non-zero segregation
energies were found within 5Å of the boundary interfaces which corresponds to
a core region of 10Å. Space-charge modeling based on these segregation energies
yield space-charge potentials between 0.2V and 0.8V at a temperature of 600K,
which are comparable to experimental data. Two different dopant concentrations
were considered (5% and 10%) which both gave very similar results.
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The considered grain boundaries in Paper III were (111)[1̄10], (112)[1̄10] and
(210)[001] with mirror-symmetric atomic structures. The latter was also consid-
ered in Paper IV but the atomic structure was further optimized using rigid body
translations, which resulted in a non-symmetric conàguration. Both oxygen va-
cancies and protons were found to segregate to all grain boundaries and the same
sites were in general preferred by both defects. The most favorable vacancy seg-
regation energies were found to be in the range −0.5 eV to −1.5 eV while the same
range was −0.7 eV to −1.3 eV for the protons. No direct trend was observed for the
segregation strength as some boundaries favored proton segregation while others
favored vacancy segregation.
Applying the space-charge model to these results gave for dry conditions (i.e.
only consider oxygen vacancies) similar results compared to Paper II with poten-
tial barriers between 0.2V and 0.7V, which are directly related to the strength of
the segregation energies. However, this behavior is changed when protons were
taken into consideration. The space-charge potentials under wet conditions are
all very similar and lie in the interval between 0.6V and 0.7V at temperatures be-
low 800K. Thus, some potential barriers change quite a lot between dry and wet
conditions while others remain unchanged. Both scenarios have been seen exper-
imentally although the difference in the observed potential change was smaller.
Furthermore, concentration proàles shows that all grain boundaries become hy-
drated at low temperatures despite the fact that different boundaries favors dif-
ferent defects, which explains why the potential barriers become so similar. What
differs is the hydration temperature, which increases for boundaries where proton
segregation is preferred.
To conclude, both oxygen vacancies and protons are found to segregate to a
large set of grain boundaries in BaZrO3 and give rise to space-charge formation.
Potential barriers are in agreement with experimental data, which gives an indi-
cation that the low grain boundary proton conductivity can be explained in terms
of space-charge formation. Additionally, protons seem to be the prime source to
space-charge formation in wet atmospheres for temperatures below 800K, which
are typical conditions for fuel cell applications.
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The research done in the àrst part of this thesis show how important the prediction
of the band gap is for oxidation and hole formation in acceptor-doped barium zir-
conate and related materials. While it is possible to make assumptions that justify
an exothermic oxidation reaction to some extent, the results shown here with an
endothermic reaction give a much more satisfactory agreement with experimen-
tal data, both concerning defect concentrations as well as conductivity. Despite
the current improvement, there are still aspects regarding oxidation and holes that
are still not clear, which could be subject to further investigation. One such as-
pect is the physical nature of the hole which here is treated as a delocalized band
state. DFT studies on similar systems (BaTiO3, SrTiO3 and CaTiO3) based on the
HSE functional and the DFT+U method have shown that the hole interact with
the lattice and forms a small polaron [113, 114]. It is possible that this is the case
in BaZrO3 as well, and if so, this would affect the oxidation enthalpy and conse-
quently the hole concentration.
The effect of the dopant ions is also an important aspect that could further ad-
dressed. While the qualitative effect the dopant is quite clear the implicit treatment
considered here leaves much to be desired when it comes to a quantitative agree-
mentwith experimental data as these results varies for different dopant species and
concentrations. With the thermodynamic scheme presented here these effects can
be included in a straightforward manner by explicitly considering defect-dopant
association.
It could also be of interest to study the band gap in more detail. Even though
the band gap is signiàcantly improved with PBE0 and G0W0 there is still a differ-
ence between the two methods and it is not clear which one of them that is most
accurate. The VBM difference of about 0.3 eV changes the hole concentration
with one or more orders of magnitude (see Fig. 7 in Paper I). Beside further the-
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oretical investigations, this would require more input from experiments, as there
is some scatter in the band gap results in the literature. More experimental data
is also necessary for a quantitative comparison of the oxidation enthalpy and hole
mobility, where the latter can be obtained with e.g., Hall measurements.
Themechanism behind space-charge formation was clariàed in the second part
of the thesis. Defect segregation is the driving force and protons seem to play the
biggest part under hydrated conditions. While a qualitative understanding of the
phenomenon has been obtained, there are still aspects to consider.
Similar to the oxidation, the treatment of the dopants is simpliàed in the cur-
rent approach and can be further improved. There aremultiple aspects to consider
here. First, the dopants are only considered implicitly through the space-charge
modeling and only the concentration have an impact, not the species. In reality,
it is most probable that the segregation energies are affected by defect-dopant in-
teractions, which (at least in the bulk phase [115, 116]) varies for different dopant
species.
Second, the dopants are uniformly distributed throughout the material in the
present model but this is not necessarily the case. Different synthesis routes can
yield different microstructures [51] and dopant segregation to grain boundaries
have been observed in yttrium- and scandium-doped samples [31, 44, 47, 117]. If
dopant were to be mobile then they would segregate to the boundary due to the
attractive space-charge potential. There is also a possibility that the segregation
could be driven by favorable segregation energies. An increased dopants concen-
tration at the grain boundaries will in turn attract more positive defects.
Finally, for high defect concentrations defect-defect interactions become im-
portant as this could alter the segregation energies. This would require a more
elaborate space-charge model that can take these interactions into account.
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