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STATE SPACE FORMULAS FOR STABLE RATIONAL MATRIX
SOLUTIONS OF A LEECH PROBLEM
A.E. FRAZHO, S. TER HORST, AND M.A. KAASHOEK
Abstract. Given stable rational matrix functions G and K, a procedure is
presented to compute a stable rational matrix solution X to the Leech problem
associated with G and K, that is, G(z)X(z) = K(z) and sup|z|≤1 ‖X(z)‖ ≤ 1.
The solution is given in the form of a state space realization, where the matrices
involved in this realization are computed from state space realizations of the
data functions G and K.
1. Introduction
Throughout this paper G and K are stable rational complex-valued matrix func-
tions of sizes m× p and m× q, respectively. Here stable means that G and K have
no poles in the closed unit disc |z| ≤ 1. In particular, G and K are matrix-valued
H∞ functions on the open unit disc D. For simplicity we write G ∈ RH∞m×p and
K ∈ RH∞m×q, where R stands for rational. We say that a p× q matrix-valued H∞
function X is a contractive analytic solution to GX = K if
(1.1) G(z)X(z) = K(z) (z ∈ D) and ‖X‖∞ = sup
z∈D
‖X(z)‖ ≤ 1.
Leech’s theorem (see [19, page 107] or [10, Section VIII.6]) tells us that there exists
an X ∈ H∞p×q such that (1.1) holds if and only if
(1.2) TGT
∗
G − TKT ∗K is nonnegative.
Here TG : ℓ
2
+(C
p) → ℓ2+(Cm) and TK : ℓ2+(Cq) → ℓ2+(Cm) are the (block) Toeplitz
operators defined by G and K respectively. The positivity condition (1.2) is also
equivalent to the requirement that the map
(1.3) L(z, λ) =
G(λ)G(z)∗ −K(λ)K(z)∗
1− λz¯ (z, λ ∈ D)
is a positive kernel in the sense of Aronszajn [2], that is, (again see [19, page 107])
that for all finite sequences z1, . . . , zr ∈ D and x1, . . . , xr ∈ Cm, where r is an
arbitrary positive integer, we have
(1.4)
r∑
j,k=1
〈(G(zk)G(zj)∗ −K(zk)K(zj)∗)xj , xk〉
(1− z¯jzk) ≥ 0.
The special case of Leech’s theorem with q = m and K identically equal to the
m×m identity matrix Im is part of the corona theorem, which is due to Carlson [7],
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for m = 1, and Fuhrmann [15], for arbitrary m. An algorithm to produce rational
solutions to the corona problem with m = 1 and polynomial data functions is given
in [21]. For an engineering perspective on the corona problem and its applications
in signal processing see [24, 23] and the references therein.
When G and K are rational, it is known (see [22] or [17]) that condition (1.2)
is also necessary and sufficient for the existence of stable rational matrix solutions
of (1.1). In the present paper we derive a state space formula for a rational matrix
solution whose McMillan degree is at most equal to the McMillan degree of [G K]
starting from state space realizations for G and K. Along the way, we obtain a self
contained proof of the existence of a rational matrix solution.
The fact that G and K are stable rational matrix functions implies that the
function
[
G(z) K(z)
]
is also a stable rational matrix function and hence, as is
well-known from mathematical systems theory (see, e.g., Chapter 1 of [8] or Chapter
4 in [4]), admits a minimal state space realization of the following form:
(1.5)
[
G(z) K(z)
]
=
[
D1 D2
]
+ zC(In − zA)−1
[
B1 B2
]
.
Here In is the n× n identity matrix, A is a square matrix of order n, and B1, B2,
C, D1 and D2 are matrices of appropriate sizes. Moreover, A is a stable matrix,
that is, A has all its eigenvalues in the open unit disc D. In what follows we denote
by Wobs the observability operator defined by the pair {C,A}, and for j = 1, 2 we
denote by Pj the controllability Gramian of the pair {A,Bj}, that is
(1.6) Wobs =


C
CA
CA2
...

 and Pj =
∞∑
ν=0
AνBjB
∗
j (A
∗)ν (j = 1, 2).
Note that Wobs is an operator mapping C
n into ℓ2+(C
m), and P1 and P2 are n× n
matrices that satisfy the Stein equations
P1 = AP1A
∗ +B1B∗1 and P2 = AP2A
∗ +B2B∗2 .
Minimality means there exists no realization as in (1.5) with ‘state operator’ A a
matrix of smaller size than the one in the given realization. Our first main result
is the following theorem.
Theorem 1.1. Let G ∈ RH∞m×p and K ∈ RH∞m×q be given by the minimal re-
alization (1.5). Assume that TGT
∗
G − TKT ∗K ≥ 0. Then there exists a function
F ∈ RH∞m×r, for some r ≤ m, of the form
(1.7) F (z) = D3 + zC(In −A)−1B3,
such that the following holds:
(i) TGT
∗
G−TKT ∗K −TFT ∗F =Wobs(P3+P2−P1)W ∗obs, where P3 is the control-
lability Gramian of the pair {A,B3};
(ii) P3 + P2 − P1 is nonnegative.
In particular, TGT
∗
G − TKT ∗K − TFT ∗F is nonnegative and has rank at most n, and
(1.8) G(eit)G(eit)∗ −K(eit)K(eit)∗ − F (eit)F (eit)∗ = 0 (t ∈ [0, 2π]).
We see the above theorem as the state space version of the rational matrix
analogue of Theorem 0.1 in [17]. Furthermore, to construct the function F in (1.7)
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we follow the method of proof given in Section 2 of [17], specifying each step in an
appropriate state space setting, and using the fact that
(1.9) ImHG + ImHK = Im
[
HG HK
]
= ImWobs,
where HG and HK are the Hankel operators defined by G and K, respectively. In
the construction of F an important role is played by the rational m × m matrix
function R defined by
(1.10) R(z) = G(z)G(z¯−1)∗ −K(z)K(z¯−1)∗.
Using (1.4) one sees that the positivity condition (1.2) implies that R is nonnegative
on the unit circle, and hence R admits an outer spectral factor Φ, that is, Φ is an
outer function in RH∞r×m, for some r ≤ m, such that R(z) = Φ(z¯−1)∗Φ(z). The
construction of F is then done in three steps:
(1) Construct a state space realization for the outer spectral factor Φ.
(2) Put
MΦ = {f ∈ ℓ2+(Cr) | T ∗Φf ∈ ImWobs},
which is a backward shift invariant subspace of ℓ2+(C
r), and construct
a state space realization for the 2-sided inner function Θ determined by
KerT ∗Θ =MΦ.
(3) Put F = Φ∗Θ, and compute a state space realization for F .
The explicit constructions of state space realizations for Φ, Θ and F are given in
Section 2.
As soon as Theorem 1.1 is proved we can use the “lurking isometry” approach
to Leech’s theorem from Ball-Trent [3] to derive stable rational matrix solutions to
the Leech problem (1.1). The next theorem is our second main result.
Theorem 1.2. Let G ∈ RH∞m×p and K ∈ RH∞m×q be given by the minimal real-
ization (1.5), and let F ∈ RH∞m×r be as in Theorem 1.1. Let Y be the solution of
the Stein equation
Y = A∗Y A+ C∗C, that is, Y =
∞∑
ν=0
(A∗)νC∗CAν ,
set Υ = (P3 + P2 − P1)1/2, and let
(1.11) U =
[
α β1 β2
γ δ1 δ2
]
:

CnCq
Cr

→ [Cn
Cp
]
be defined by
U =
[
ΥYΥ ΥY B1
B∗1YΥ D
∗
1D1 +B
∗
1Y B1
]+
×
×
[
ΥY AΥ ΥY B2 ΥY B3
D∗1CΥ+B
∗
1Y AΥ D
∗
1D2 +B
∗
1Y B2 D
∗
1D3 +B
∗
1Y B3
]
.(1.12)
Here the superindex + means that we take the Moore-Penrose generalized inverse
of the matrix involved. Then U is a partial isometry and the following conditions
hold:
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(i) the function X defined on D by
(1.13) X(z) = δ1 + zγ(I − zα)−1β1
is a p × q stable contractive rational matrix solution to the Leech problem
(1.1);
(ii) the function Ψ defined on D by
(1.14) Ψ(z) = δ2 + zγ(I − zα)−1β2
is a p × r stable rational matrix function, ‖Ψ‖∞ ≤ 1, and Ψ satisfies the
equation G(z)Ψ(z) = F (z).
As we shall see, the proof of the above theorem uses the fact that item (i) in
Theorem 1.1 yields the identity:
λz¯Λ(λ)Λ(z)∗ +G(λ)G(z)∗ =
= Λ(λ)Λ(z)∗ +K(λ)K(z)∗ + F (λ)F (z)∗ (z, λ ∈ D),(1.15)
where Λ(z) = C(In−zA)−1(P3+P2−P1)1/2. This allows one to construct a partial
isometry U such that
(1.16)
[
zΛ(z) G(z)
]
U =
[
Λ(z) K(z) F (z)
]
.
In fact, we will show that the matrix U defined by (1.12) has these properties.
Using the partitioning (1.11), the identity (1.16) yields the results mentioned in
items (i) and (ii) of Theorem 1.2.
Remark 1.3. It can happen (cf., [17, Theorem 3.2]) that them×m rational matrix
function R defined by (1.10) is identically equal to zero. For instance, take
G(z) =
1√
2
[
1 1
]
and K(z) = z.
If R is identically equal to zero, then items (i) and (ii) in Theorem 1.1 hold true
with the function F identically equal to zero and P3 = 0. Furthermore, Theorem
1.2 holds with Cr being replaced by C0 = {0} and setting Υ = (P2 − P1)1/2. See
Theorem 3.2 below for further details.
Remark 1.4. If the rational matrix function R defined by (1.10) is not identically
equal to zero, Theorem 1.1 tells us that one can reduce the problem to the case where
R is identically equal to zero without increasing the complexity of the problem.
More precisely, Theorem 1.1 shows that there exists F ∈ RH∞m×r of the form (1.7)
such that condition (1.2) holds with
[
K F
]
in place of K, the realization[
G(z) K(z) F (z)
]
=
[
D1 D2 D3
]
+ zC(In − zA)−1
[
B1 B2 B3
]
is minimal, and the rational matrix function defined by (1.10) with
[
K F
]
in place
of K is identically equal to zero.
The paper consists of six sections including the present introduction. In the
second section we construct the function F following the three steps listed above.
This is done in a somewhat more general setting, not using G and K, but only an
m×m rational matrix function R which has no pole on the unit circle T and whose
values on T are nonnegative. In Section 3 we prove Theorem 1.1. The proof of
Theorem 1.2 is given in Section 4. In Section 5 we specify the results for the case
when on the unit circle the values of the function R defined by (1.10) are strictly
positive. In the final section we illustrate the main theorems on an example.
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Some terminology and notation. We conclude this introduction with some
terminology and notation that will be used throughout the paper. Given a subspace
U of a Hilbert space Y we denote by EU the canonical embedding of U into Y. Note
that E∗U is the orthogonal projection of Y onto U viewed as an operator from Y to
U . Thus the orthogonal projection of Y onto U viewed as an operator on Y is given
by EUE∗U . The latter operator will also be denoted by PU . For any positive integer
k we write E for the canonical embedding of Ck onto the first coordinate space of
ℓ2+(C
k), that is, E∗ =
[
Ik 0 0 · · ·
]
. Here ℓ2+(C
k) denotes the Hilbert space of
unilateral square summable sequences of vectors in Ck.
Let T be a bounded linear operator from the Hilbert space U into the Hilbert
space Y, and assume that T has a closed range. Then T+ denotes the Moore-
Penrose generalized inverse of T , that is, T+ is the unique operator from Y into U
such that T+T = PImT∗ and TT
+ = PImT . If T is a Hilbert space operator on U ,
i.e., from U into U , then T is called nonnegative in case 〈Tu, u〉 ≥ 0 for all u ∈ U ,
and strictly positive if T is nonnegative and invertible. We will use the notation
T ≥ 0 to indicate that T is nonnegative.
For a rational matrix function Ω we define Ω∗(z) = Ω(z¯−1)∗. If Ω has no poles on
the unit circle T, then Ω∗(ζ) = Ω(ζ)∗ for any ζ ∈ T. If Ω is a k× l matrix function
with entries in L∞ on the unit circle T, i.e., Ω is measurable and essentially bounded
on T, then TΩ is the Toeplitz operator defined by
(1.17) TΩ =


Ω0 Ω−1 Ω−2 · · ·
Ω1 Ω0 Ω−1 · · ·
Ω2 Ω1 Ω0 · · ·
...
...
...
. . .

 : ℓ2+(Cl)→ ℓ2+(Ck).
Here . . . ,Ω−1,Ω0,Ω1, . . . are the (block) Fourier coefficients of Ω. The function Ω
is in H∞k×l if and only if TΩ is a (block) lower triangular Toeplitz matrix. By HΩ
we denote the block Hankel operator determined by the block Fourier coefficients
Ω1,Ω2, . . ., that is,
(1.18) HΩ =


Ω1 Ω2 Ω3 · · ·
Ω2 Ω3 Ω4 · · ·
Ω3 Ω4 Ω5 · · ·
...
...
...
. . .

 : ℓ2+(Cl)→ ℓ2+(Ck).
Now assume Ω ∈ RH∞k×l. In that case, Ω admits a state space realization of the
form
(1.19) Ω(z) = D + zC(In − zA)−1B,
with A a stable n × n matrix, and B, C and D matrices of appropriate size. The
integer n is referred to as the state dimension. The observability operatorWobs and
controllability operator Wcon defined by the pairs {C,A} and {A,B}, respectively,
are defined by
Wobs =


C
CA
CA2
...

 : Cn → ℓ2+(Ck), Wcon =


B∗
B∗A∗
B∗A∗2
...


∗
: ℓ2+(C
l)→ Cn.
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Moreover, the observability Gramian P and controllability Gramian Q are the n×n
matrices given by
P =W ∗obsWobs =
∞∑
ν=0
A∗νC∗CAν ,
Q =WconW
∗
con =
∞∑
ν=0
AνBB∗A∗ν .
The pair {C,A} (or the realization (1.19)) is called observable in case P is strictly
positive, or equivalently, if KerWobs = {0}, and the pair {A,B} (or the realiza-
tion (1.19)) is called controllable in case Q is strictly positive, or equivalently, if
ImWobs = C
k. It is well known that the realization (1.19) is minimal, i.e., there
is no state space realization of Ω with smaller state dimension, if and only if the
realization (1.19) is observable and controllable. Finally, note that, given the real-
ization (1.19), we have HΩ =WobsWcon, and hence HΩH
∗
Ω =WobsQW
∗
obs.
2. State space formulas for the outer spectral factor and related
functions
In this section R is a non-zero m ×m rational matrix function with no pole on
the unit circle T. We assume that R(ζ) is hermitian for each ζ ∈ T, and hence R
admits a state space realization of the following form:
(2.1) R(z) = zC(In − zA)−1Γ +R0 + Γ∗(zIn −A∗)−1C∗.
Here In is the n × n identity matrix, and A is a stable n × n matrix, i.e., all
the eigenvalues of A are in the open unit disc D. In the sequel Wobs denotes the
observability operator defined by the pair {C,A}, that is, Wobs is the map from Cn
into ℓ2+(C
m) given by the first identity in (1.6).
Throughout this section we shall assume that R(ζ) is a nonnegative matrix for
each ζ ∈ T. At this level of generality we shall carry out the three steps of the
procedure outlined in the introduction, leading to the construction of a function F
with the properties stated in Theorem 1.1.
Step 1: The outer spectral factor Φ. The assumption that R(ζ) ≥ 0 on T implies
(see [19, Section 6.8]) that the Toeplitz operator TR is a nonnegative operator and
R admits an outer spectral factor Φ, that is, Φ is in RH∞r×m, for some r ≤ m, such
that
(2.2) R(z) = Φ∗(z)Φ(z)
and the range of the Toeplitz operator TΦ is a dense set in ℓ
2
+(C
r). Recall (see
the final paragraph of Section 1) that Ω∗(z) = Ω(z¯−1)∗ for any rational matrix
function Ω. The outer spectral factor Φ is unique up to a unitary constant operator
on the left, that is, if Ψ is another outer function satisfying R(z) = Ψ∗(z)Ψ(z),
then Φ(z) = UΨ(z) where U is a constant unitary operator; see [20, 12] for further
details.
The following theorem shows how a state space realization of Φ can be con-
structed from the state space realization of R. It does not require the pair {C,A}
to be observable.
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Theorem 2.1. Let R be as in (2.1). Assume that R(ζ) ≥ 0 for each ζ ∈ T, and
let Φ ∈ RH∞r×m be an outer spectral factor of R. Put
(2.3) XΦ = {x ∈ Cn |Wobsx ∈ ImT ∗Φ}.
Then XΦ is invariant under A, the space
∨∞
ν=0A
νΓCm is contained in XΦ, and
there exists a r × n matrix CΦ such that
Φ(z) = Φ(0) + zCΦ(In − zA)−1Γ;(2.4)
Wobsx = T
∗
ΦWΦ, obsx, x ∈ XΦ.(2.5)
Here WΦ, obs =
[
C∗Φ A
∗C∗Φ A
∗2C∗Φ · · ·
]∗
which is the observability operator
defined by the pair {CΦ, A}. Moreover, CΦ|XΦ is uniquely determined by (2.5).
Furthermore, defining QΦ to be the observability Gramian of the pair {CΦ, A}, that
is, QΦ =
∑∞
ν=0(A
ν)∗C∗ΦCΦA
ν , we have
Φ(0)∗CΦx = Cx− Γ∗QΦAx (x ∈ XΦ),(2.6)
Φ(0)∗Φ(0) = R0 − Γ∗QΦΓ.(2.7)
In particular, R0 − Γ∗QΦΓ is nonnegative.
Although (2.5) only determines CΦ uniquely on XΦ, the fact that XΦ is invari-
ant under A and ΓCm ⊂ XΦ implies that we can define CΦ on the orthogonal
complement of XΦ arbitrarily, without violating (2.4)–(2.7).
In Section 5 we shall further specify Theorem 2.1 for the case when the values of
R on the unit circle are strictly positive. As we shall see, in that case CΦ is uniquely
determined, and hence so is the observability Gramian QΦ, and QΦ appears as the
stabilizing solution of a certain algebraic Riccati equation.
Proof of Theorem 2.1. We split the proof into four parts.
Part 1. In this part we show that XΦ is invariant under A and that XΦ contains∨∞
ν=0A
νΓCm.
Take x ∈ XΦ. Then there exists a f ∈ ℓ2+(Cr) such that Wobsx = T ∗Φf . Let Sm
and Sr be the (block) forward shifts on ℓ
2
+(C
m) and ℓ2+(C
r), respectively. Since TΦ
is an analytic Toeplitz operator, SrTΦ = TΦSm, and hence
WobsAx = S
∗
mWobsx = S
∗
mT
∗
Φf = T
∗
ΦS
∗
r f ∈ ImT ∗Φ.
If follows that Ax ∈ XΦ, and thus XΦ is invariant under A.
To prove the second statement, given the invariance of XΦ under A, it suffices to
show that Γ maps Cn into XΦ. To accomplish this, let Rn and Φn, n = 0, 1, 2, . . .,
be the n-th Fourier coefficients of R and Φ, respectively. The fact that R = Φ∗Φ
implies that
(2.8) Rj = Φ
∗
0Φj +Φ
∗
1Φj+1 +Φ
∗
2Φj+2 + · · · , j = 0, 1, 2, . . . .
If follows that
(2.9) WobsΓu =


R1
R2
R3
...

u = T ∗Φ


Φ1
Φ2
Φ3
...

u, u ∈ Cm.
This proves that Γu ∈ XΦ for each u ∈ Cm.
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Part 2. In this part we define CΦ, derive (2.5), and prove the uniqueness statement.
Take x ∈ XΦ. Then there exists a f ∈ ℓ2+(Cr) such that T ∗Φf =Wobsx. Since T ∗Φ
is one-to-one, the vector f is uniquely determined by x, and hence there exists a
unique linear map W from XΦ into ℓ2+(Cr) such that
(2.10) T ∗ΦWx =Wobsx (x ∈ XΦ).
We use W to define CΦ as follows:
(2.11) CΦ = E
∗WE∗XΦ : C
n → Cr.
Here E : Cr → ℓ2+(Cr) and EXΦ : XΦ → Cn are the embedding operators defined
in the final paragraph of Section 1.
Next we prove (2.5). Using the canonical embedding of XΦ into Cn we can
rewrite (2.10) as T ∗ΦW =WobsEXΦ . Recall that SrTΦ = TΦSm. Thus
T ∗ΦS
∗
rW = S
∗
mT
∗
ΦW = S
∗
mWobsEXΦ =WobsAEXΦ = T
∗
ΦWAEXΦ .
The fact that T ∗Φ is one-to-one implies that S
∗
rW = WAEXΦ . Since W maps XΦ
into ℓ2+(C
r), the operator W admits a matrix representation of the form:
W =
[
Y ∗0 Y
∗
1 Y
∗
2 · · ·
]∗
: XΦ → ℓ2+(Cr).
Notice that E∗W = Y0, where E is as in (2.11). Using S∗jr W = WA
jEXΦ for any
integer j ≥ 1, we have
Yj = E
∗S∗jν W = E
∗WAjEXΦ = Y0A
jEXΦ .
Therefore W admits a representation of the form

Y0
Y0AEXΦ
Y0A
2EXΦ
...

 : XΦ → ℓ2+(Cr).
Thus by (2.11) we have CΦ = Y0E
∗
XΦ : C
n → Cr. Using the fact that XΦ is an
invariant subspace for A, we see that
(2.12) Wx =WΦ, obsx (x ∈ XΦ).
Since T ∗ΦW = WobsEXΦ , the identity (2.12) yields (2.5). Finally, because W is
uniquely determined by (2.12), the operator Y0 = CΦ|XΦ is uniquely determined as
well.
Part 3. In this part we prove (2.4). From the first part of the proof we know that
ImΓ is contained in XΦ. Thus the identity (2.5) yields T ∗ΦWΦ, obsΓ = WobsΓ. But
then we can use (2.9) to show that
T ∗ΦWΦ, obsΓ =WobsΓ = T
∗
Φ


Φ1
Φ2
Φ3
...

 .
Since T ∗Φ is one to one, we see that WΦ, obsΓ = col [Φj ]
∞
j=0. Hence CΦA
j−1Γ = Φj
for j = 1, 2, . . . . The latter is equivalent to (2.4).
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Part 4. In this part we prove (2.6) and (2.7). To establish (2.6), note that
QΦ =W
∗
Φ, obsWΦ, obs. Using (2.5), we see that each x ∈ XΦ we have
Cx = E∗Wobsx = E∗T ∗ΦWΦ, obsx
=
[
Φ∗0
[
Φ∗1 Φ
∗
2 Φ
∗
3 · · ·
]] [ CΦ
WΦ, obsA
]
x
= Φ∗0CΦx+ Γ
∗W ∗Φ, obsWΦ, obsAx [because of (2.9)]
= Φ∗0CΦx+ Γ
∗QΦAx (x ∈ XΦ).
This proves (2.6). For j = 0 the identity (2.8) yields
R0 = Φ
∗
0Φ0 +
∞∑
k=1
Φ∗kΦk
= Φ∗0Φ0 +
∞∑
k=1
Γ∗A∗kC∗ΦCΦA
kΓ = Φ∗0Φ0 + Γ
∗QΦΓ.
Therefore (2.7) holds. 
Corollary 2.2. Let R be as in (2.1). Assume R(ζ) ≥ 0 for each ζ ∈ T, and let Φ
be an outer spectral factor of R given by the state space realization (2.4). Define
XΦ as in (2.3). Set A◦ = PXΦA|XΦ on XΦ and C◦ = CΦ|XΦ , and let W◦, obs denote
the observability operator defined by {C◦, A◦}. Then:
(i) If the pair {C,A} is observable, then the operator WΦ, obs|XΦ is one-to-one
on XΦ, WΦ, obs|XΦ =W◦, obs, and the pair {C◦, A◦} is observable.
(ii) If the pair {A,Γ} is controllable, then XΦ = Cm.
In particular, if {C,A} is observable and {A,Γ} is controllable, then the state space
realization (2.4) of Φ is minimal.
Proof. We start with claim (i). Assume {C,A} is an observable pair. Then Wobs
is one-to-one. Hence, by (2.5), we find that WΦ, obs|XΦ is one-to-one on XΦ. Since
XΦ is invariant under A, it follows that WΦ, obs|XΦ = W◦, obs. Hence W◦, obs is
one-to-one, and thus the pair {C◦, A◦} is observable.
Claim (ii) follows directly from the fact that {A,Γ} being controllable is equiva-
lent to
∨∞
ν=0A
νΓCm = Cn, which by the inclusion
∨∞
ν=0 A
νΓCm ⊂ XΦ, derived in
Theorem 2.1, implies XΦ = Cn. In particular, in that case A◦ = A and C◦ = CΦ.
Thus if {C,A} is observable and {A,Γ} is controllable, then {CΦ, A} is observable
as well. Hence the realization (2.4) of Φ is minimal, as claimed. 
Step 2: The two-sided inner function Θ. Let R be given by (2.1). Assume that
R(ζ) ≥ 0 for each ζ ∈ T, and let Φ be the outer spectral factor of R defined by
(2.4). We define MΦ to be the subspace of ℓ2+(Cr) given by
(2.13) MΦ = {f ∈ ℓ2+(Cr) | T ∗Φf ∈ ImWobs},
in line with the definition of MΦ in the second step of the procedure outlined in
the introduction. Note thatMΦ is invariant under the backward shift S∗r , since for
each f ∈MΦ we have
T ∗ΦS
∗
r f = S
∗
mT
∗
Φf ∈ S∗mImWobs ⊂ ImWobs,
using the fact that ImWobs is invariant under S
∗
m. By the Beurling-Lax theorem,
there exists a two-sided inner function Θ ∈ RH∞r×r such that MΦ = KerT ∗Θ. In
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the sequel we shall refer to Θ as the inner function determined by MΦ. Before
deriving a state space realization for Θ, in Proposition 2.4 below, we first prove an
alternative formula for the space MΦ.
Lemma 2.3. Let WΦ, obs be the observability operator defined by the pair {CΦ, A}.
Then the space MΦ in (2.13) is also given by
(2.14) MΦ =WΦ, obsXΦ.
If, in addition, the pair {C,A} is observable, then MΦ = ImW◦, obs, where W◦, obs
is the observability operator defined by the pair {C◦, A◦} given in Corollary 2.2.
Proof. The identity T ∗ΦWΦ,obsx = Wobsx for x in XΦ in (2.5) implies that MΦ ⊃
WΦ,obsXΦ. On the other hand, if f ∈ MΦ, then T ∗Φf = Wobsx for some x in
Cn, and thus, x must be in XΦ. The identities (2.10) and (2.12) show that f =
WΦ,obsx and hence MΦ ⊂ WΦ,obsXΦ. Therefore MΦ = WΦ,obsXΦ. The identity
MΦ = ImW◦, obs for the case that {C,A} is observable now follows directly from
Corollary 2.2, part (i). 
Proposition 2.4. Assume the pair {C,A} is observable. Let Θ ∈ RH∞r×r be the
two-sided inner function determined by MΦ. Then Θ admits a state space realiza-
tion of the form:
(2.15) Θ(z) = DΘ + zCΦ(In − zA)−1BΘ.
Here CΦ is as in (2.5), and BΘ and DΘ are matrices of sizes n × r and r × r,
respectively, satisfying the following two identities:
(2.16) (B∗ΘQΦA+D
∗
ΘCΦ)EXΦ = 0 and B
∗
ΘQΦBΘ +D
∗
ΘDΘ = Ir.
Finally, QΦ is the observability Gramian corresponding to the pair {CΦ, A}.
Proof. To prove the proposition we apply Theorem III.7.2 in [11]. Define A◦
and B◦ as in Corollary 2.2 and let W◦, obs and Q◦ be the observability operator,
respectively observability Gramian, defined by the pair {C◦, A◦}. Note that, by
Lemma 2.3,
ImW◦, obs =WΦ, obsXΦ =MΦ = KerT ∗Θ.
Since the pair {C,A} is observable, the same holds true for the pair {C◦, A◦}, by
Corollary 2.2. Hence Q◦ is strictly positive, and according to [11, Theorem III.7.2],
see also [18, Lemma 3.2], there exist linear maps B◦ : Cr → X◦ and D◦ : Cr → Cr
such that
Θ(z) = D◦ + zC◦(IXΦ − zA◦)−1B◦,(2.17) [
A∗◦ C
∗
◦
B∗◦ D∗◦
] [
Q◦ 0
0 Ir
] [
A◦ B◦
C◦ D◦
]
=
[
Q◦ 0
0 Ir
]
.(2.18)
Now put DΘ = D◦ and BΘ = EXΦB◦, where EXΦ is the canonical embedding of
XΦ into Cn. Then (2.15) and (2.16) are satisfied. To see this we first note that the
definitions of A◦ and C◦ yield
(2.19) EXΦA◦ = AEXΦ and C◦ = CΦEXΦ .
The first identity implies that
EXΦ(IXΦ − zA◦) = EXΦ − zEXΦA◦ = EXΦ − zAEXΦ = (In − zA)EXΦ .
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This yields (In − zA)−1EXΦ = EXΦ(IXΦ − zA◦)−1. Recall that BΘ = EXΦB◦. It
follows that
(In − zA)−1BΘ = (In − zA)−1EXΦB◦ = EXΦ(IXΦ − zA◦)−1B◦.
Since DΘ = D◦ and CΦ = C◦EXΦ we see that (2.17) implies (2.15).
Next we prove (2.16). To do this note that (2.18) yields the following two
identities (see also [11, Lemma III.7.3]):
(2.20) B∗◦Q◦A◦ +D
∗
◦C◦ = 0 and B
∗
◦Q◦B◦ +D
∗
◦D◦ = Ir.
Using Q◦ = E∗XΦQΦEXΦ , BΘ = EXΦB◦, and the first identity in (2.19) we obtain
B∗◦Q◦A◦ = B
∗
◦E
∗
XΦQΦEXΦA◦ = B
∗
ΘQΦAEXΦ .
Similarly, using the second identity in (2.19), we get D∗◦C◦ = D
∗
ΘCΦEXΦ . It follows
that
(B∗ΘQΦA+D
∗
ΘCΦ)EXΦ = B
∗
ΘQΦAEXΦ +D
∗
ΘCΦEXΦ
= B∗◦Q◦A◦ +D
∗
◦C◦ = 0.
This proves the first identity in (2.16). The second identity in (2.16) follows from
BΘ = EXΦB◦, DΘ = D◦, and Q◦ = E∗XΦQΦEXΦ . Indeed,
B∗ΘQΦBΘ +D
∗
ΘDΘ = B
∗
◦E
∗
XΦQΦEXΦB◦ +D
∗
◦D◦
= B∗◦Q◦B◦ +D
∗
◦D◦ = Ir. 
Lemma 2.5. Assume the pair {C,A} is observable. In that case the linear map
(2.21) ΩΦ = E
∗
XΦQΦEXΦ : XΦ → XΦ is invertible.
Furthermore, the orthogonal projection of ℓ2+(C
r) mapping ℓ2+(C
r) onto the finite
dimensional space MΦ is given by
(2.22) PMΦ =WΦ, obs∆W
∗
Φ, obs, where ∆ = EXΦΩ
−1
Φ E
∗
XΦ : C
n → Cn.
Proof. Note that QΦ = W
∗
Φ, obsWΦ, obs. Since by assumption {C,A} is observ-
able, Corollary 2.2, part (i), shows that WΦ, obs is one-to-one on XΦ. The latter is
equivalent to ΩΦ being invertible.
Next, let Λ : XΦ → ℓ2+(Cr) be the map defined by Λ = WΦ, obsEXΦ . Then Λ is
one-to-one and its range is closed and equalsMΦ. Hence the orthogonal projection
onto MΦ is given by Λ∗(Λ∗Λ)−1Λ which yields (2.22). 
Corollary 2.6. The linear map ∆ on Cn defined in the second part of (2.22) is
equal to the controllability Gramian of the pair {A,BΘ}, where BΘ is as in (2.15).
Proof. We shall freely use the notation introduced in the proof of Proposition 2.4.
Since Q◦ is invertible, the identity (2.18) implies that[
A◦ B◦
C◦ D◦
] [
Q−1◦ 0
0 Ir
] [
A∗◦ C∗◦
B∗◦ D
∗
◦
]
=
[
Q−1◦ 0
0 Ir
]
.
In particular, we have A◦Q−1◦ A
∗
◦ +B◦B
∗
◦ = Q
−1
◦ . In other words
(2.23) Q−1◦ −A◦Q−1◦ A∗◦ = B◦B∗◦ .
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Now recall that BΘ = EXΦB◦ and AEXΦ = A◦EXΦ . It follows that
BΘB
∗
Θ = EXΦB◦B
∗
◦E
∗
XΦ
= EXΦQ
−1
◦ E
∗
XΦ − EXΦA◦Q−1◦ A∗◦E∗XΦ
= EXΦQ
−1
◦ E
∗
XΦ −AEXΦQ−1◦ E∗XΦA∗.(2.24)
Since W◦, obs =WΦ, obsEXΦ , we see that
Q◦ =W ∗◦, obsW◦, obs = E
∗
XΦW
∗
Φ, obsWΦ, obsEXΦ = E
∗
XΦQΦEXΦ .
It follows that Q◦ = ΩΦ, where ΩΦ is defined by (2.21). But then (2.24) and the
definition of ∆ in (2.22) yield
BΘB
∗
Θ = EXΦQ
−1
◦ E
∗
XΦ −AEXΦQ−1◦ E∗XΦA∗ = ∆−A∆A∗.
This proves that ∆ is the controllability Gramian of the pair {A,BΘ}. 
Lemma 2.7. Let Θ ∈ H∞r×r be the two-sided inner function determined by MΦ.
Then ImHΦ ⊂ KerT ∗Θ and
(2.25) ImHΦ = KerT
∗
Θ ⇐⇒ XΦ =
∨
ν≥0
AνΓCm.
Proof. Set Xcon = ∨ν≥0AνΓCm. Note that Xcon = ImWcon, where Wcon is the
controllability operator defined by the pair {A,Γ}, and Xcon ⊂ XΦ, by Theorem
2.1. Then
ImHΦ = ImWΦ, obsWcon =WΦ, obsXcon ⊂WΦ, obsXΦ =MΦ = KerT ∗Θ.
The last but one identity follows from (2.14). Moreover, since Wobs|X◦ is one-to-
one, by Corollary 2.2, the above inclusion WΦ, obsXcon ⊂ WΦ, obsXΦ turns into an
identity if and only if Xcon = XΦ. Hence (2.25) holds. 
Step 3: The function F . The final step in the procedure asks for a state space
realization for the function F given by F = Φ∗Θ. The following proposition provides
such a realization.
Proposition 2.8. Let Φ ∈ RH∞r×m be the outer spectral factor of the function R
given by (2.1), and let Θ ∈ RH∞r×r be the two-sided inner function determined by
MΦ. Assume the pair {C,A} is observable. Then the function F = Φ∗Θ belongs
to RH∞m×r, and F admits the following state space realization:
(2.26) F (z) = Φ(0)∗DΘ + Γ∗QΦBΘ + zC(In − zA)−1BΘ.
Here QΦ is the observability Gramian of the pair {CΦ, A}, and BΘ and DΘ are as
in (2.15). Furthermore,
(2.27) TR = TFT
∗
F +Wobs∆W
∗
obs,
where ∆ is the linear map on Cn defined in the second part of (2.22) or, equivalently,
∆ is the controllability Gramian of the pair {A,BΘ}.
Proof. Since QΦ is the observability Gramian of the pair {CΦ, A}, we have, QΦ −
A∗QΦA = C∗ΦCΦ, and hence
(2.28) zC∗ΦCΦ = (zIn −A∗)QΦ +A∗QΦ(In − zA) (z ∈ C).
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To get (2.26) we use the state space formulas (2.4) and (2.15) which represent Φ
and Θ, respectively. This yields:
F (z) = Φ∗(z)Θ(z)
= Φ(0)∗DΘ + Γ∗(zIn −A∗)−1C∗ΦDΘ+
+ zΦ(0)∗CΦ(In − zA)−1BΘ + α(z),
where
α(z) = Γ∗(zIn −A∗)−1(zC∗ΦCΦ)(In − zA)−1BΘ.
The identity (2.28) then shows that
α(z) = Γ∗(zIn −A∗)−1
[
(zIn −A∗)QΦ +A∗QΦ(In − zA)
]
(In − zA)−1BΘ
= Γ∗QΦ(In − zA)−1BΘ + Γ∗(zIn −A∗)−1A∗QΦBΘ
= Γ∗QΦBΘ + zΓ∗QΦA(In − zA)−1BΘ + Γ∗(zIn − A∗)−1A∗QΦBΘ.
It follows that
F (z) = Φ(0)∗DΘ + Γ∗QΦBΘ+
+ Γ∗(zIn −A∗)−1(C∗ΦDΘ +A∗QΦBΘ)+(2.29)
+ z(Φ(0)∗CΦ + Γ∗QΦA)(In − zA)−1BΘ.(2.30)
Recall that BΘ = EXΦB◦, where B◦ is as in (2.18). In particular, BΘ maps Cr
into XΦ. But XΦ is invariant under A. Therefore (In− zA)−1BΘ maps Cr into XΦ.
In other words, for each u ∈ Cr the vector x = (In − zA)−1BΘu belongs to XΦ.
Hence (Φ(0)∗CΦ + Γ∗QΦA)x = Cx by (2.6), and it follows that (2.30) is equal to
+zC(In − zA)−1BΘ.
Next we show that the term in (2.29) is zero. To accomplish this, note that
(2.16) shows that (D∗ΘCΦ+B
∗
ΘQΦA
∗)x = 0 for each x ∈ XΦ. Since ImΓ ⊂ XΦ and
the space XΦ is invariant under A, we have the inclusion Im (In − zA)−1Γ ⊂ XΦ,
and thus (D∗ΘCΦ + B
∗
ΘQΦA
∗)(In − zA)−1Γ is identically zero. Taking the adjoint
shows that the term in (2.29) is zero. Summarizing we see that (2.26) is proved.
It remains to prove (2.27). To do this note that T ∗ΦTΘ = TΦ∗Θ = TF . It follows
that
TR = TΦ∗Φ = T
∗
ΦTΦ = T
∗
ΦTΘT
∗
ΘTΦ + T
∗
Φ(I − TΘT ∗Θ)TΦ(2.31)
= TFT
∗
F + T
∗
Φ(I − TΘT ∗Θ)TΦ.(2.32)
Recall that MΦ = KerT ∗Θ, and hence PMΦ is the orthogonal projection on ℓ2+(Cr)
mapping ℓ2+(C
r) onto KerT ∗Θ. Since Θ is inner, TΘ is an isometry, and hence the
orthogonal projection on ℓ2+(C
r) mapping ℓ2+(C
r) onto KerT ∗Θ is equal to I−TΘT ∗Θ,
that is,
(2.33) PMΦ = I − TΘT ∗Θ.
The latter identity, together with (2.32) and (2.22), shows that
(2.34) TR = TFT
∗
F + T
∗
ΦPMΦTΦ = TFT
∗
F + T
∗
ΦWΦ, obs∆W
∗
Φ, obsTΦ.
According to the definition of ∆ in the second part of (2.22) the operator ∆ maps XΦ
into itself and is zero onCn⊖XΦ. But then (2.10) tells us that T ∗ΦWΦ, obs∆W ∗Φ, obsTΦ =
Wobs∆W
∗
obs which completes the proof of (2.27). 
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Let F = Φ∗Θ be the rational matrix function defined in the preceding proposi-
tion. Since Θ is 2-sided inner, ΘΘ∗ = Θ∗Θ is identically equal to the r× r identity
matrix. It follows that
(2.35) R = Φ∗Φ = Φ∗ΘΘ∗Φ = FF ∗ and Φ = ΘF ∗.
The first identity in (2.35) shows that F appears as left spectral factor of R. The
second identity tells us that F and Θ appear as the factors in a Douglas-Shapiro-
Shields factorization of Φ.
Recall, e.g., from [9] or Sections 4.7 and 4.8 in [12], that a Douglas-Shapiro-
Shields (DSS) factorization of a function Φ ∈ H∞r×m is a factorization Φ = ΘF ∗
with Θ a two-sided inner function in H∞r×r and F a function in H
∞
m×r. A DSS
factorization Φ = ΘcF
∗
c of Φ is called canonical if the only common right inner
factor between Θc and Fc is a unitary constant r × r matrix. Moreover, any DSS
factorization Φ = ΘF ∗ admits a decomposition of the form Θ = ΘcΘ1 and F =
FcΘ1 where Φ = ΘcF
∗
c is the canonical factorization and Θ1 is an inner function.
Finally, it is noted that Φ = ΘF ∗ is a canonical factorization if and only if ImHΦ =
KerT ∗Θ.
Now let Φ = ΘF ∗ be our DSS factorization where KerT ∗Θ = WΦ,obsXΦ. Then
we have
WΦ,obsXΦ = KerT ∗Θ = KerT ∗ΘcΘ1 = KerT ∗Θc ⊕ (TΘcKerT ∗Θ1)
= ImHΦ ⊕ (TΘcKerT ∗Θ1) ⊃ ImHΦ.
Hence WΦ,obsXΦ = ImHΦ if and only if KerT ∗Θ1 = {0}, or equivalently, Θ1 is a
unitary constant. In other words, WΦ,obsXΦ = ImHΦ if and only if Φ = ΘF ∗ is
a canonical factorization. If the pair {C,A} is observable, then WΦ,obs is one to
one. In this case, the dimension of XΦ equals the rank of HΦ (or equivalently the
McMillan degree of Φ) if and only if Φ = ΘF ∗ is a canonical factorization. Thus
Lemma 2.7 yields the following result.
Corollary 2.9. Let R be as in (2.1) with {C,A} observable and R(ζ) ≥ 0 for each
ζ ∈ T. Then the DSS factorization Φ = ΘF ∗ of the outer spectral factor Φ of R,
with Θ and F as in Propositions 2.4 and 2.8, respectively, is canonical if and only
if
XΦ = ∨ν≥0AνΓCm.
In particular, Φ = ΘF ∗ is canonical in case the pair {A,Γ} is controllable.
We conclude this section with an observation that will be useful in the next
section, and which is still valid at the level of generality considered in the present
section.
Lemma 2.10. Set M = MΦ = WΦ, obsXΦ and N = ImWobs, and consider the
orthogonal direct sum decompositions
(2.36) ℓ+2 (C
r) =M⊕M⊥ and ℓ+2 (Cm) = N ⊕N⊥.
Then, with respect to these decompositions, T ∗Φ has a 2 × 2 matrix representation
of the form
T ∗Φ =
[
T ∗11 T ∗21
0 T ∗22
]
:
[ M
M⊥
]
→
[ N
N⊥
]
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with T ∗22 one-to-one. Furthermore, the function F ∈ H∞m×r defined in Proposition
2.8 satisfies
TFT
∗
F =
[
IN T ∗21
0 T ∗22
][
0 0
0 IM⊥
][
IN 0
T21 T22
]
,(2.37)
and the third factor in the right hand side of (2.37), that is,
(2.38)
[
IN 0
T21 T22
]
:
[ N
N⊥
]
→
[ N
M⊥
]
has dense range. Here IN and IM⊥ denote the identity operators on N , respectively
M⊥.
Proof. The form of the 2× 2 matrix representation of T ∗Φ is obvious from the fact
that T ∗Φ maps M into N . The formula for TFT ∗F follows from
TFT
∗
F = T
∗
Φ(I − PM)TΦ =
[
T ∗21T21 T
∗
21T22
T ∗22T21 T
∗
22T22
]
=
[
T ∗21
T ∗22
] [
T21 T22
]
=
[
IN T ∗21
0 T ∗22
][
0 0
0 IM⊥
][
IN 0
T21 T22
]
.
We prove that T ∗22 is one-to-one. Note that the fact the (2.38) has dense range is a
direct consequence of this. To see that T ∗22 is one-to-one, take f ∈M⊥ and assume
that T ∗22f = 0. This implies that T ∗Φf ∈ N = ImWobs. But then (2.13) tells us
that f ∈ MΦ = M. Thus f ∈ M ∩M⊥, and f must be zero. Therefore T ∗22 is
one-to-one, as claimed. 
3. Proof of Theorem 1.1
Throughout this section G and K are stable rational matrix functions, G ∈
RH∞m×p and K ∈ RH∞m×q, and we assume that
[
G(z) K(z)
]
is given by a stable
state space realization of the following form:
(3.1)
[
G(z) K(z)
]
=
[
D1 D2
]
+ zC(In − zA)−1
[
B1 B2
]
.
In particular, A is a stable matrix. Note that (3.1) is equivalent to the following
two realizations:
G(z) = D1 + zC(In − zA)−1B1,(3.2)
K(z) = D2 + zC(In − zA)−1B2.(3.3)
The following lemma will allow us to apply the results of the previous section.
Lemma 3.1. Let G ∈ RH∞m×p and K ∈ RH∞m×q, and put
(3.4) R(z) = G(z)G∗(z)−K(z)K∗(z).
Assume (3.2) and (3.3) are stable realizations, and let Pj be the controllability
Gramian for the pair {A,Bj} for j = 1, 2. Then R is an m×m rational matrix
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function with no pole on T, and R admits the following state space realizations:
(3.5) R(z) = zC(In − zA)−1Γ +R0 + Γ∗(zIn −A∗)−1C∗,
where
R0 = D1D
∗
1 −D2D∗2 + C(P1 − P2)C∗,(3.6)
Γ = B1D
∗
1 −B2D∗2 +A(P1 − P2)C∗.(3.7)
Proof. The result follows from Lemma 3.1 in [14]. Indeed, applying the latter
lemma to GG∗ yields
G(z)G∗(z) = zC(In − zA)−1Γ1 +D1D∗1 + CP1C∗
+ Γ∗1(zIn −A∗)−1C∗, where Γ1 = D1B∗1 +AP1C∗.
In a similar way one obtains
K(z)K∗(z) = zC(In − zA)−1Γ2 +D2D∗2 + CP2C∗+
+ Γ∗2(zIn −A∗)−1C∗ where Γ2 = B2D∗2 +AP2C∗.
Together these two realizations yield (3.5). 
Theorem 3.2. Let (3.1) be a realization of
[
G K
]
which is minimal, that is, both
observable and controllable. Then TGT
∗
G − TKT ∗K is nonnegative if and only if the
following two conditions hold:
(i) The rational matrix function R defined by (3.4) has nonnegative values on
T or, equivalently, R has an outer spectral factor Φ belonging to RH∞r×m
for some r ≤ m.
(ii) The operator ∆+ P2 − P1 is nonnegative. Here P1 and P2 are the control-
lability Gramians corresponding to the pairs {A,B1} and {A,B2}, respec-
tively, and ∆ is the linear map defined by the second part of (2.22).
In the special case when the function R defined by (3.4) is identically zero item (i)
is automatically fulfilled (with r = 0) and item (ii) holds with ∆ = 0.
Proof. As noted in the introduction the condition TGT
∗
G − TKT ∗K is nonnegative
implies that the function R defined in (3.4) is nonnegative on T, or equivalently, R
has an outer spectral factor, Φ say, which belongs to RH∞r×m. Therefore in what
follows we shall assume that condition (i) is fulfilled. Since we assume that (i)
holds, it remains to prove that TGT
∗
G − TKT ∗K ≥ 0 if and only if ∆ + P2 − P1 ≥ 0.
A classical identity for Toeplitz and Hankel operators (see, e.g., [6, Proposition
2.14], or [16, Section XXIII.4]) yields
(3.8) TGG∗ = TGT
∗
G +HGH
∗
G and TKK∗ = TKT
∗
K +HKH
∗
K .
Since R = GG∗ −KK∗, we have TR = TGG∗ − TKK∗ . Using the two identities in
(3.8) we see that
(3.9) TGT
∗
G − TKT ∗K = TR − (HGH∗G −HKH∗K).
Recall that HGH
∗
G = WobsP1W
∗
obs and HKH
∗
K = WobsP2W
∗
obs. Thus (3.9) can be
rewritten as
(3.10) TGT
∗
G − TKT ∗K = TR +Wobs
(
P2 − P1
)
W ∗obs.
We shall first attend to the case where R is identically zero. As observed in
Remark 1.3, this is not a trivial case. When R is identically zero, identity (3.10)
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implies that TGT
∗
G − TKT ∗K ≥ 0 if and only if Wobs
(
P2 − P1
)
W ∗obs is nonnegative.
But Wobs is one-to-one and hence W
∗
obs has dense range. It follows that
Wobs
(
P2 − P1
)
W ∗obs ≥ 0 ⇐⇒ P2 − P1 ≥ 0.
This proves the theorem for the case when R ≡ 0.
Next assume that R is not identically zero. This allows us to apply the results
of the previous section. Using (2.27), the identity (3.10) can be rewritten as
(3.11) TGT
∗
G − TKT ∗K = TFT ∗F +Wobs
(
∆+ P2 − P1
)
W ∗obs.
Now put N = ImWobs ⊂ ℓ2+(Cm), and set N⊥ = ℓ+2 (Cm) ⊖ N , i.e., ℓ+2 (Cm) =
N ⊕N⊥. Let EN be the canonical embedding of N into N ⊕N⊥. Then
Wobs
(
∆+ P2 − P1
)
W ∗obs =
=
[
E∗NWobs
(
∆+ P2 − P1
)
W ∗obsEN 0
0 0
]
:
[ N
N⊥
]
→
[ N
N⊥
]
.
Using the previous identity and (2.37) we obtain
TGT
∗
G − TKT ∗K =
=
[
IN T ∗21
0 T ∗22
] [
E∗NWobs
(
∆+ P2 − P1
)
W ∗obsE
∗
N 0
0 IM⊥
][
IN 0
T21 T22
]
.
By Lemma 2.10 the third factor on the right hand side has dense range, and con-
sequently, the first factor on the right hand side has a trivial kernel. It follows
that
TGT
∗
G − TKT ∗K ≥ 0⇐⇒Wobs
(
∆+ P2 − P1
)
W ∗obs ≥ 0(3.12)
⇐⇒ ∆+ P2 − P1 ≥ 0.(3.13)
The second equivalence follows from the fact that W ∗obs has dense range. We con-
clude (assuming item (i) holds) that the operator TGT
∗
G − TKT ∗K is nonnegative if
and only if item (ii) is satisfied. 
Proof of Theorem 1.1. Assume that
[
G K
]
is given by (3.1) and that the right
hand side of (3.1) is a minimal realization. Define R by (3.5), where R0 and Γ are
given by (3.6) and (3.7), respectively. The fact that TGT
∗
G − TKT ∗K is nonnegative
implies that R admits an outer spectral factorization, Φ say, which belongs to
RH∞r×m. Using this Φ, one constructs Θ and F as in Section 2. We claim that F
has the desired properties. Indeed, (2.26) shows that F is of the form (1.7) with
(3.14) B3 = BΘ and D3 = Φ(0)
∗DΘ + Γ∗QΦBΘ.
Furthermore, by Corollary 2.6, in this case the controllability Gramian of the pair
{A,B3} = {A,BΘ} is equal to the matrix ∆ in (2.22). In other words
P3 = ∆ and ∆ + P2 − P1 = P3 + P2 − P1.
But then (3.11) shows that item (i) in Theorem 1.1 is satisfied. Finally, the fact
that TGT
∗
G − TKT ∗K is nonnegative implies that ∆ + P2 − P1 = P3 + P2 − P1 is
nonnegative, which proves item (ii).
It remains to prove the final statements in Theorem 1.1. From (3.11) it follows
that
rank (TGT
∗
G − TKT ∗K − TFT ∗F ) = rankWobs
(
P3 + P2 − P1
)
W ∗obs ≤ n.
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Since G, H , and F are rational matrix functions, the corresponding Hankel opera-
tors have finite rank. Hence, using
T{GG∗−KK∗−FF∗} = (TGT ∗G − TKT ∗K − TFT ∗F )− (HGH∗G −HKH∗K −HFH∗F ),
it follows that rank (TGT
∗
G − TKT ∗K − TFT ∗F ) is finite, implies that the rank of the
Toeplitz operator TGG∗−KK∗−FF∗ is finite. This can only happen when the function
GG∗ −KK∗ − FF ∗ is zero; cf., [17, Theorem 3.2]. 
4. Proof of Theorem 1.2
Let G ∈ RH∞m×p and K ∈ RH∞m×q be stable rational matrix functions, and
assume that
[
G(z) K(z)
]
is given by the minimal realization (1.5). Furthermore,
assume that the positivity condition (1.2) is satisfied. Then, by Theorem 1.1 there
exists a F ∈ RH∞m×r, for some r ≤ m, such that F admits a realization of the form
(1.7) and conditions (i), (ii) in Theorem 1.1 are satisfied.
Lemma 4.1. Condition (i) in Theorem 1.1 implies that (1.15) holds.
Proof. For each z in the open unit disc D, let ϕz be the operator defined by
(4.1) ϕz =
[
Iυ zIυ z
2Iυ · · ·
]∗
: Cυ → ℓ2+(Cυ).
Here υ is an arbitrary positive integer, the value of which will be clear from the
context.
Notice that
T ∗Gϕz = ϕzG(z)
∗, T ∗Kϕz = ϕzK(z)
∗, T ∗Fϕz = ϕzF (z)
∗,
ϕ∗zWobs = C(I − zA)−1, ϕ∗λϕz =
1
1− λz¯ I.
It follows that for each z and λ in D we have
ϕ∗λ(TGT
∗
G − TKT ∗K − TFT ∗F )ϕz =
=
G(λ)G(z)∗ −K(λ)K(z)∗ − F (λ)F (z)∗
1− λz¯ ,(4.2)
ϕ∗λWobs(P3 + P2 − P1)W ∗obsϕz =
= C(In − λA)−1(P3 + P2 − P1)(In − z¯A∗)−1C∗.
But then condition (i) in Theorem 1.1 implies that
G(λ)G(z)∗ −K(λ)K(z)∗ − F (λ)F (z)∗ =
= (1− λz¯)C(In − λA)−1(P3 + P2 − P1)(In − z¯A∗)−1C∗ (z, λ ∈ D).
Recall that Λ(z) = C(In − zA)−1(P3 + P2 − P1)1/2. Hence the preceding identity
is just the same as the identity (1.15). 
Proof of Theorem 1.2. Recall that
G(z) = D1 + zC(In − zA)−1B1, K(z) = D2 + zC(In − zA)−1B2,
F (z) = D3 + zC(In − zA)−1B3,
Λ(z) = C(In − zA)−1Υ, where Υ = (P3 + P2 − P1)1/2.
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Next put
M(z) =
[
zΛ(z) G(z)
]
, N(z) =
[
Λ(z) K(z) F (z)
]
.
Using the state space realizations of G, K, F , and Λ given above we see that M
and N admit the following realizations:
M(z) =
[
0 D1
]
+ zC(In − zA)−1
[
Υ B1
]
,
N(z) =
[
CΥ D2 D3
]
+ zC(In − zA)−1
[
AΥ B2 B3
]
.
Furthermore, the identity (1.15) tells us that
M(λ)M(z)∗ = N(λ)N(z)∗ (z, λ ∈ D).
This allows us to apply Lemma 4.2 below. It follows that the linear operator
mapping Cn ⊕ Cq ⊕ Cr into Cn ⊕ Cp defined by (1.12) is a partial isometry and
M(z)U = N(z).
Now partition U as in (1.11). Then M(z)U = N(z) is equivalent to
zΛ(z)α+G(z)γ = Λ(z),
zΛ(z)β1 +G(z)δ1 = K(z),
zΛ(z)β2 +G(z)δ2 = F (z).
The first identity implies that Λ(z) = G(z)γ(I − zα)−1. Using this expressing for
Λ(z) in the other two identities yields
(4.3) G(z)
(
δ1 + zγ(I − zα)−1
)
β1 = F (z) and G(z)
(
δ2 + zγ(I − zα)−1
)
β2.
Since U is a contraction, it follows from the bounded real lemma in systems theory
or the Sz.-Nagy-Foias model theory in operator theory (see also Theorem 5.2 in [1])
that the matrix function
[
X Ψ
]
, with X and Ψ defined as in (1.13) and (1.14),
respectively, satisfies ‖ [X Ψ] ‖∞ ≤ 1, in particular, X is a rational contractive
function on D. Furthermore, the first identity in (4.3) implies that X satisfies the
Leech equation GX = K. In the same way, using the second identity in (4.3), one
shows that the function Ψ in (1.14) has the desired properties. 
In the next lemma M and N are stable rational matrix functions, M ∈ RH∞m×k
and N ∈ RH∞m×ℓ. We assume that M and N are given by the stable realizations:
M(z) = DM + zC(In − zA)−1BM ,(4.4)
N(z) = DN + zC(In − zA)−1BN .(4.5)
In particular, A is stable.
Lemma 4.2. Let M ∈ RH∞m×k and N ∈ RH∞m×ℓ be given by the stable realizations
(4.4) and (4.5), respectively, and let Wobs be the observability operator defined by
the pair {C,A}. Put Y =W ∗obsWobs. If
(4.6) M(λ)M(z)∗ = N(λ)N(z)∗ (z, λ ∈ D),
then the k× ℓ matrix U = (D∗MDM +B∗MY BM )+(D∗MDN +B∗MY BN ) is a partial
isometry and M(z)U = N(z) for all z in D.
Proof. Let ΩM and ΩN be the operators defined by
ΩM =
[
DM
WobsBM
]
: Ck → ℓ2+(Cm), ΩN =
[
DN
WobsBN
]
: Cℓ → ℓ2+(Cm).
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For each z in the open unit disc D, let ϕz be the operator defined by (4.1). Then
M(z)∗ = Ω∗Mϕz and N(z)
∗ = Ω∗Nϕz for all z in D. Thus for λ and z in D, with v
and w in Cm, we have
〈ΩMΩ∗Mϕλw,ϕzv〉 = 〈Ω∗Mϕλw,Ω∗Mϕzv〉
= 〈M(λ)∗w,M(z)∗v〉 = 〈w,M(λ)M(z)∗v〉
and
〈ΩNΩ∗Nϕλw,ϕzv〉 = 〈Ω∗Nϕλw,Ω∗Nϕzv〉
= 〈N(λ)∗w,N(z)∗v〉 = 〈w,N(λ)N(z)∗v〉.
Because {ϕzCm | z ∈ D} spans a dense set in ℓ2+(Cm), we see that condition (4.6)
implies that
(4.7) ΩMΩ
∗
M = ΩNΩ
∗
N .
It follows that there exists a unique partial isometry U mapping Cℓ into Ck with
initial space ImΩ∗N and final space ImΩM such that ΩMU = ΩN . In fact this
unique isometry U is given by (Ω∗MΩM )
+Ω∗MΩN , where (Ω
∗
MΩM )
+ stands for the
Moore-Penrose inverse of the finite dimensional selfadjoint operator Ω∗MΩM .
Finally, using Y =W ∗obsWobs and the definitions of ΩM and ΩN in the beginning
of the proof, we obtain
Ω∗MΩM =
[
D∗M B
∗
MW
∗
obs
] [ DM
WobsBM
]
= D∗MDM +B
∗
MW
∗
obsWobsBM = D
∗
MDM +B
∗
MY BM .
and
Ω∗MΩN =
[
D∗M B
∗
MW
∗
obs
] [ DN
WobsBN
]
= D∗MDN +B
∗
MW
∗
obsWobsBN = D
∗
MDN +B
∗
MY BN .
Thus U = (D∗MDM +B
∗
MY BM )
+(D∗MDN +B
∗
MY BN ) as desired. 
5. The strictly positive case
We begin by specifying Theorem 2.1 for the case when the values of R on the
unit circle are strictly positive. If Ξ is an invertible operator on a Hilbert space,
then Ξ−∗ denoted the adjoint of Ξ−1.
Proposition 5.1. Let R be as in (2.1). Assume that R(ζ) is strictly positive for
each ζ ∈ T, and let Φ ∈ RH∞r×m be an outer spectral factor of R, as in Theorem
2.1. Then TΦ is invertible, and
(5.1) XΦ = Cn, CΦ = E∗T−∗Φ Wobs, WΦ, obs = T−∗Φ Wobs.
Here E is the embedding of Cr onto the first coordinate space of ℓ2+(C). The ob-
servability Gramian QΦ determined by the pair {CΦ, A} is also given by QΦ =
W ∗obsT
−1
R Wobs, the matrix R0 − Γ∗QΦΓ is strictly positive, and
(5.2) CΦ = Φ(0)(R0 − Γ∗QΦΓ)−1(C − Γ∗QΦA).
Finally, in this case, we may assume without loss of generality that Φ(0) is given
by
(5.3) Φ(0) = (R0 − Γ∗QΦΓ)1/2.
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Proof. Since R(ζ) is strictly positive for each ζ ∈ T, the outer factor Φ is an
invertible outer factor, which is equivalent to TΦ being invertible. In particular, T
∗
Φ
is surjective. Thus for each x ∈ Cn the vector Wobsx belongs to ImT ∗Φ. This shows
that the space XΦ is equal to the full space Cn. The two other identities in (5.1)
then follow from (2.5). Next, one computes that
QΦ =W
∗
Φ, obsWΦ, obs =W
∗
obsT
−1
Φ T
−∗
Φ Wobs
=W ∗obs(T
∗
ΦTΦ)
−1Wobs =W ∗obsT
−1
R Wobs.
This proves QΦ = W
∗
obsT
−1
R Wobs. Since r = m and Φ(0) is invertible, the identity
(2.7) shows that R0 − Γ∗QΦΓ is strictly positive. Similarly, the identity (2.6) with
(5.3) yields (5.2).
It remains to prove the final statement. From (2.7) and the fact that Φ(0)
is invertible it follows that the polar decomposition of Φ(0) is given by Φ(0) =
U(R0 − Γ∗QΦΓ)1/2, where U is unitary. Recall that Φ is uniquely determined up
to a unitary matrix from the left. Thus without loss of generality we may replace
Φ by U−1Φ, and then (5.3) holds. 
The results listed in the above proposition also follow from Theorem 1.1. in [13];
cf., Section 3 in [14]. To be more specific let R be as in (2.1), and consider the
associate algebraic Riccati equation
(5.4) Q = A∗QA+ (C − Γ∗QA)∗(R0 − Γ∗QΓ)−1(C − Γ∗QA).
An n×n matrix Q is called a stabilizing solution to this algebraic Riccati equation
if
(a) Q is a solution to (5.4),
(b) R0 − Γ∗QΓ is strictly positive,
(c) the matrix A− Γ(R0 − Γ∗QΓ)−1(C − Γ∗QA) is stable.
It turns out that if the algebraic Riccati equation (5.4) admits a stabilizing solution
Q, then this solution is nonnegative and unique. By the symmetric version of
Theorem 1.1 in [13] (see Section 14.7 in [5] or Sections 10.2 and 10.2 in [12]) we
know that the following are equivalent:
(i) The values of the function R on T are strictly positive.
(ii) The function R admits an invertible outer spectral factor Φ, i.e., the outer
spectral factor Φ is square and TΦ is invertible.
(iii) The algebraic Riccati equation (5.4) admits a stabilizing solution Q.
Moreover, in this case, the following holds:
(1) The invertible outer spectral factor Φ of R is given by
Φ(z) = Φ(0) + zC0(In − zA)−1Γ,where(5.5)
Φ(0) = (R0 − Γ∗QΓ)1/2,
C0 = Φ(0)(R0 − Γ∗QΓ)−1(C − Γ∗QA).
and
(5.6) Φ(z)−1 = Φ(0)−1 − zΦ(0)−1C0(I − zA×)−1ΓΦ(0)−1,
where A× = A− Γ(R0 − Γ∗QΓ)−1(C − Γ∗QA) is stable.
(2) The unique stabilizing solution Q to (5.4) is given by
(5.7) Q =W ∗obsT
−1
R Wobs.
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Finally, if in addition {C,A} is observable, then Wobs is one to one, and thus, Q is
strictly positive.
From Proposition 5.1 above we know that QΦ = W
∗
obsT
−1
R Wobs. But then (5.7)
shows that the stabilizing solution Q of the Riccati equation (5.4) coincides with
the observability Gramian QΦ. Furthermore, CΦ = C0 and the outer spectral factor
Φ in Proposition 5.1 is equal to the outer spectral factor Φ given by (5.5). Finally,
assuming {C,A} is observable and using the first identity in (5.1), we conclude from
(2.21) that ΩΦ = QΦ, and hence (2.22) tells us that ∆ = Q
−1
Φ .
Applied to the Leech problem (1.1) the above results yield the following algorithm
to compute a solution when R admits an invertible outer spectral factor. This
algorithm can be easily programmed in Matlab.
Procedure 5.2. Let G ∈ RH∞m×p and K ∈ RH∞m×q be given by the minimal
realization (1.5). Consider the algebraic Riccati equation (5.4) where R0 and Γ are
now given by (3.6) and (3.7), respectively.
(i) Assume that there exists a stabilizing solution Q to the algebraic Riccati
equation (5.4), or equivalently, the values of R on the unit circle are strictly
positive.
(ii) Then there exists a stable rational matrix solution X to the Leech problem
(1.1) if and only if Q−1 ≥ P1 − P2. Therefore in what follows we assume
that Q−1 ≥ P1 − P2.
If (i) and (ii) hold, then such a solution X can be computed by the following steps:
• Let Φ(0) and CΦ be the matrices defined by
Φ(0) = (R0 − Γ∗QΓ)1/2 and CΦ = Φ(0)(R0 − Γ∗QΓ)−1(C − Γ∗QA).
• Find matrices BΘ and DΘ such that[
A∗ C∗Φ
B∗Θ D
∗
Φ
] [
Q 0
0 Ir
] [
A BΘ
CΦ DΘ
]
=
[
Q 0
0 Ir
]
.
• Set P3 = Q−1 and B3 = BΘ, and put
D3 = Φ(0)
∗DΘ + Γ∗QBΘ.
• Use Theorem 1.2 to compute U in (1.11). Then a stable rational matrix
solution X to (1.1) is given by X(z) = δ1 + zγ(I − zα)−1β1, as in (1.13).
• The function F (z) = D3 + zC(In − A)−1B3 satisfies items (i) and (ii) of
Theorem 1.1.
• Finally, Ψ(z) = δ2 + zγ(I − zα)−1β2 is a stable rational matrix function
satisfying GΨ = F and ‖Ψ‖∞ ≤ 1; see Theorem 1.2.
6. Example
To gain some further insight into the solution obtained by the algorithm de-
scribed by Procedure 5.2, let us consider the simple case when
(6.1) G(z) =
1√
2
[
1 1
]
and K(z) =
z
2
.
Let τ be any function in H∞ satisfying ‖τ‖∞ ≤ 1. One can easily see that
(6.2) X(z) =
z
2
√
2
[
1
1
]
+
√
3
2
√
2
[
1
−1
]
τ(z), |z| < 1,
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is a solution to the corresponding Leech problem (1.1). In fact, all possible solutions
are obtained in this way. Note that the problem has infinitely many stable rational
solutions.
Here we will see that our algorithm yields the particular solution X in (6.2) with
τ identically equal to zero, that is,
(6.3) X(z) =
z
2
√
2
[
1
1
]
.
(It turns out that X in (6.3) is also the minimal H∞ and the minimal H2 solution
to GX = K.) For G and K in (6.1), a state space realization for
[
G K
]
is given
by (1.5) where
(6.4) A = 0, C = 1, B1 =
[
0 0
]
, D1 =
1√
2
[
1 1
]
, B2 =
1
2
, D2 = 0.
With this choice the realization of
[
G K
]
is minimal. The controllability Gramians
in (1.6) are given by P1 = 0 and P2 = 1/4. The function R in (1.10) is defined by
R(z) = G(z)G(1/z¯)∗ −K(z)K(1/z¯)∗ = 3/4, and Γ = 0. Hence Φ(z) = √3/2, the
subspace XΦ = C, and CΦ = 2/
√
3; see (2.6). The inner function Θ is given by
Θ(z) = z, and B3 = BΘ =
√
3/2, while DΘ = 0. Moreover, F (z) = Φ(1/z¯)
∗Θ(z) =
z
√
3/2 and D3 = 0. The controllability Gramian P3 of the pair {A,B3} is given
by P3 = 3/4. Therefore P3 + P2 − P1 = 1 and Υ = 1. According to item (i) in
Theorem 1.1, the operator TGT
∗
G − TKT ∗K is nonnegative.
Now we can use (1.12) to compute a contractive solution to GX = K. In this
case, the observability Gramian Y for the pair {C,A} is given by Y = 1, and
U = V +V1 where
V =


1 0 0
0 1
2
1
2
0 1
2
1
2

 on C3 and V1 =


0 1
2
√
3
2
1√
2
0 0
1√
2
0 0

 on C3.
Note that V is an orthogonal projection, and thus V + = V . A simple calculation
shows that
U = V +V1 = V V1 =


0 1
2
√
3
2
1√
2
0 0
1√
2
0 0

 .
Hence
α = 0, γ =

 1√2
1√
2

 , β1 = 1
2
, β2 =
√
3
2
, δ1 =

0
0

 , δ2 =

0
0

 .
Therefore
X(z) = δ1 + zγ(I1 − zα)−1β1 = z
2
√
2
[
1
1
]
is a stable rational matrix solution to the Leech problem (1.1) with G and K as in
(6.1). Finally,
Ψ(z) = δ2 + zγ(I1 − zα)−1β2 = z
√
3
2
√
2
[
1
1
]
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is a contractive stable rational matrix solution to GΨ = F .
Remark 6.1. The example presented in this section is of a special kind. Recall
that R(z) ≡ 3/4, and thus R is strictly positive on T. Hence in constructing a
rational solution to the Leech problem we could have used the procedure described
in Procedure 5.2 to get the solution X . Note that in this case, given the data
(6.4) and the equalities R0 = 3/4 and Γ = 0, the Riccati equation (5.4) reduces to
Q = 4/3. The procedure outlined in Procedure 5.2 then yields the same solution
X as the one obtained above.
Another special feature of the above example is the fact that P2−P1 = 1/4 is pos-
itive. This implies that for any stable rational function F such that F (z)F (z¯−1)∗ =
R(z) = 3/4, not only the one constructed above, the operator TGT
∗
G−TKT ∗K−TFT ∗F
is non-negative. This fact follows from the following variant of (3.11):
TGT
∗
G − TKT ∗K − TFT ∗F = HFH∗F +Wobs
(
P2 − P1
)
W ∗obs.
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