Abstract. With the evolution of the Internet, a huge number of realtime applications, like Voice over IP, has started to use IP as primary transmission medium. These services require high availability, which is not amongst the main features of today's heterogeneous Internet where failures occur frequently. Unfortunately, the primary fast resilience scheme implemented in IP routers, Loop-Free Alternates (LFA), usually does not provide full protection against failures. Consequently, there has been a growing interest in LFA-based network optimization methods, aimed at tuning some aspect of the underlying IP topology to maximize the ratio of failure cases covered by LFA. The main goal of this chapter is to give a comprehensive overview of LFA and survey the related LFA network optimization methods, pointing out that these optimization tools can turn LFA into an easy-to-deploy yet highly effective IP fast resilience scheme.
Introduction
Current Internet has reached the level of reliability, where Internet and cloud services are widely spreading among users. This gives an increasing push on the service providers to operate the Internet without any interruption and slowly win the trust of most of the potential users. We expect that the reliability of IP networks will further improve in the future, and Internet will become a critical infrastructure for the society. Reliability means that at any given time the connection is ensured throughout the network, and a failure is handled so fast that virtually no packet loss is noticed by the end-users.
Nowadays, not just Internet Service Providers (ISPs) and end-users are concerned, but many other multimedia suppliers started to gain a foothold in this field and broadcast digital content over the IP (Internet Protocol). Moreover, traditional telephony is already being replaced by IP based telephony in order to reduce costs and provide more options, e.g., send text, media and data simultaneously during the phone call. Due to this continuous technical change and digital convergence (collectively referred to as information and communication technologies [42] ), a huge number of (real-time) multimedia applications use IP network as primary transmission medium, which is the first driving force for a more reliable IP communication infrastructure. Furthermore, not just the scope of contents is growing but the number of the newly connected consumers and terminal equipments as well. The population in the world is currently growing at a rate of around 1.10% per year, and the expected population will be 8 billion in 2025 1 . Today, about two billion people are using the Internet, while six billion people are already a subscriber of some mobile services at the end of 2011 [25] . What is more, in the near future not only human beings will be connected to the Internet all the time, but many machines used day by day will have unique IP addresses and will be accessible from anywhere. This will lead to an emerging communication form, called M2M (Machine-to-Machine), which will likely generate a huge part of total traffic. Moreover, due to the evolution of mobile infrastructure, most of the new users will access all the digital content through their smartphones, increasing the traffic that has to be delivered at the same time. Through the development of already used entertainment services, for instance, television broadcasting and Video on Demand (VoD), two-thirds of the world's mobile traffic will be video by 2016. Note that not just mobile phones account for mobile traffic, since in 2011 the number of mobile-connected tablets reached 34 million, and each tablet generated 3.4 times more traffic than smartphones [10] . Cisco has fore-casted that, if not just mobile users are considered, then almost 90% of all consumer traffic will account for real-time video broadcasting, e.g., IPTV, P2P streaming, VoD. Since the improving quality of the content (e.g., High Definition movies, 4K, lossless audio coding) involves a growing size of media streams, the aforementioned proportion will likely grow even further. Necessarily, the Internet has to keep up with these real-time applications, which require continuous and reliable connections. Consequently, if a link or node fails in the network, it does not only cause routing instability, but a whacking portion of the traffic will be lost. Note that low latency is substantial for the standard Internet applications as well [50] .
Therefore, high availability has become an all-important factor in operational networks. However, studies over the past decade have shown that the reliability of Internet falls short of the five nines (99.999%) availability, which is readily available in the public-switched telephone network (PSTN) [28] . Note that reliability plays an important role in pure mobile networks too, since an average user will be more satisfied with a constant guaranteed access speed than a, however high, abruptly fluctuating service in densely populated areas [18] . If high availability were always provided, this would open the door for completely new opportunities. For instance, imagine that in the future a qualified doctor could easily and uninterruptedly treat a patient thousands of miles away through remote surgery, by the means of the basic communication network.
Availability in the Internet is severely plagued by component failures that occur frequently due to various reasons, such as physical interruptions, flapping interfaces 2 , etc. To overcome these issues, the IETF (Internet Engineering Task Force) defined a native IP fast resilience framework, called IP Fast ReRoute (IPFRR [44] ), and a basic IPFRR specification called Loop-Free Alternates (LFA [4] ). LFA, however, has a substantial drawback in that it cannot protect every possible failure case. Recently, a generalization of LFA has been published, called Remote Loop-Free Alternates (rLFA [5] ), which can provide higher protection, but still has limitations evading the possibility to have an ultimate solution. Many IPFRR proposals have appeared to vanquish this, but due to the additional complexity implementation and deployment of these proposals have been rather scarce so far (see Sec. 2 for details). This leads ISPs to rely completely on the only IPFRR scheme available in IP routers today, LFA, and investigate network optimization techniques to adapt their topology to provide the best protection with LFA possible.
The aim of this chapter is to overview the evolution of Internet from reliability perspective. In particular, we focus on the intriguing questions of fast IP resilience. In Section 2, we review former IPFRR proposals and their disadvantages. Afterwards, in Section 3 we show how LFA works and then, in Section 4, we present a deeper analysis of failure case coverage provided by LFA and we discuss how this can be improved with emerging LFA network optimization techniques. We extend these results to the emerging Remote LFA IPFRR specification in Section 5. At last but not least, in Section 6 we conclude our message and sketch up further questions that need to be investigated and solved in the future.
Related Work and Background
In operational networks more than 85% of unplanned failures affect only links and almost the half of them are transient [35] , i.e., 50% of all failures last less than a minute [23] . In order to reduce the latency and increase the reliability, additional network functionality is essential to recognize the failure and reroute the affected packets rapidly around the failed component.
Formerly, failures were handled by the intra-domain routing protocols, such as OSPF (Open Shortest Path First [38] ) or IS-IS (Intermediate System To Intermediate System [24] ). After a failure, the information about it was distributed throughout the network so that every router can recalculate the shortest paths with the failed component removed. This process is called re-convergence, and, depending on network size and routers' shortest path calculation efficiencies, it can take between 150 ms and a couple of seconds [30, 26] . It is obvious that this is beyond what real-time applications can afford, even if a small delay can be tolerated via buffering.
To overcome these issues, the IETF (Internet Engineering Task Force) defined a framework, called IP Fast ReRoute (IPFRR [44] ), for native IP protection in order to reduce failure reaction time to tens of milliseconds. It tries to avoid the global re-convergence with local rerouting and pre-computed detours, converting the reaction scheme of standard IP networks into faster proactive protection mechanisms [46] . The matter of these approaches is that the router adjacent to the failure tries to solve the problem individually by means of pre-computed alternate routing tables, which are installed long before any failure occurs.
As one of the first approach, a basic specification for IPFRR was defined by the IETF, called Loop-free Alternates (LFA [4] ), which is simple, standardized and already available in today's routers [48, 27] . In LFA, when a failure occurs, the adjacent router tries to pass the packet to an alternate neighbor, who still has a functioning path to the destination. However, such neighbor does not always exist, evading LFA for providing 100% failure case coverage in every network.
Therefore, in the past few years many IPFRR proposals have appeared, but the majority of them require additional management burden, complexity and non-standard functionality in IP forwarding and routing protocols. Some of them change the traditional IP's destination based forwarding [32, 51, 16, 3] , while others use signaling to indicate that a packet is on detour [22, 11, 1, 49, 31, 33] . On the other hand, there are methods, which use explicit tunneling to avoid the failed components [7, 17, 36, 6] . Proposals in [43, 37] have topological requirements, whilst the mechanism proposed in [29] uses a central server to pre-compute forwarding decisions for common failure scenarios and download them into the routers. Accordingly, at the moment none of these proposals is available in IP routers, since they need modifications to the existing protocols, making LFA the only deployable option for ISPs. In order to improve the level of fast protection provided by LFA, the IETF has published a generalization called Remote LFA (rLFA) [5] . This method provides additional backup connectivity when none can be provided by the basic mechanism. However, even though rLFA can provide higher reliability, it still inherits topology dependence from pure LFA, and thus providing 100% failure case coverage with pure IP remains to be an open question.
Providing Fast Protection with LFAs
Probably, the easiest way to understand how basic LFA and remote LFA work, is through an example. Consider the network depicted in Fig. 1 , where all links have unit costs. Suppose that node e wants to send a packet to node d and its default next-hop 3 f is unreachable, since the link between them went down. In this case, e has to find an alternate neighbor, which will not pass the packet back, i.e., which still has a path to the destination unaffected by the failure. Fortunately, node b fulfills this requirement, so e can reroute the traffic destined to d, towards b. Next, suppose that node s wishes to send packets to node d and eventually link (s, a) fails. Now, s can only reach node b. However, since node b has an ECMP (Equal Cost Multiple Path) to node d and it does not know about the failure, it can pass the packet back to s causing a loop. Therefore, this failure case cannot be protected with simple LFA. However, if a tunnel existed between node s and e (marked by a black dashed line in Fig. 1 ), then node e, now being an indirect neighbor of s, would become a LFA for d, thereby protecting the link (s, a) . Consequently, when a link cannot be entirely protected with local LFA neighbors, the protecting routers try to seek the help of a remote LFA staging point. This repair tunnel endpoint needs to be a node in the network reachable from the source without traversing the failed component. Furthermore, the repair tunnel endpoint needs to be a node from which packets will normally flow towards their destinations without being attracted back to the failed component. These supplementary logical links, used be remote LFA, are provided by tunnels. Accordingly, after the remote node receives the package, it sends it towards the primary destination. Note that these tunnels are provided by a simple label stack in an MPLS/LDP (Multiprotocol Label Switching/Label Distribution Protocol) [2] enabled network, which is practically relevant nowadays. However, there exist MPLS networks with RSVP-TE (Reservation Protocol-Traffic Engineering) extension, wherein IPFRR is not the only option for fast protection [39, 21] . On the other hand, suppose now that node s wants to send a packet to node d , and the link (s, b) fails. Then, (s, b) cannot be protected for a lack of a suitable tunnel since all nodes, whose shortest paths are unaffected by the failure, can only be reached from s through the failed (s, b) itself. This suggests that while the use of rLFA can definitely provide higher protection level than pure LFA, it still does not facilitate full protection for all failure cases in a general.
Analyzing and Improving LFA-Based Fast Protection
The most important question concerning LFA is to analyze how it performs in different network topologies, what are the fundamental lower and upper bounds of failure case coverage, and how protection coverage could be improved.
The authors of [41] made the first steps in this direction, in that they gave a graph-theoretical characterization of LFA protection efficiency. To measure this LFA efficiency in an arbitrary network graph G, the following LFA failure coverage metric is defined [4, 41] :
#LFA protected source-destination pairs #all source-destination pairs
The rLFA failure case coverage μ(G) can be defined in a similar way. The authors in [41] observe that the quintessential worst-case graphs for IPFRR are rings, i.e., cycle graphs wherein all nodes are of degree two [16, 8] . In particular, the LFA failure case coverage in an arbitrary 2-connected network is bounded by 1 n−1 ≤ η(G) ≤ 1, and the lower bound is attained for even rings. In a special case, where all links have unit costs, full LFA protection, i.e., η(G) = 1 can only be reached if every link is contained in at least one triangle 4 . This suggests that complete graphs, chordal graphs [20] and maximal planar graphs have full LFA coverage in the uniform cost case. If arbitrary link costs are taken into account, then the aforementioned condition is even more stricter [41] . However, the latter condition is only sufficient, but not necessary.
As a way of an improvement, the so called LFA graph extension problem was also studied in [41] , which asks for augmenting the network with the fewest number of new links in order to reach 100% LFA coverage. For example, if the network depicted in Fig. 1 is augmented with 4 new links (namely, (s, d), (b, d) , (d, e), and (d , e)), then every link will be contained in at least one triangle, i.e., η(G) will be 1.
Unfortunately, adding unit cost links to the network cannot always be afforded by network operators, since it will definitely change at least one shortest path, which might have been previously tweaked with great accuracy to match the needs of the network in terms of load balancing, traffic engineering, etc. [19, 47] . In order to prevent this, it was suggested in [41] that the cost of the new link should be larger than the length of the longest shortest path. With this in mind, the example network (Fig. 1) should be augmented with 6 new links with sufficiently high costs in order to attain full protection. Finding the smallest number of additional new links proved a very hard problem, i.e., it is NP-complete [41] . Therefore, an Integer Linear Program (ILP) and an approximating greedy heuristic were developed to solve this problem.
The algorithms were studied in real-world network topologies inferred from Rocketfuel dataset [34] and SNDLib [45] . Succinct results are shown in Table 1, where n denotes the number of nodes, while m indicates the number of links in the network. The initial LFA coverage is marked by η 0 , and Gr η denotes the number of new links added by the greedy heuristic 5 in order to attain full LFA coverage. First observation is that in each link cost case, on average the initial LFA coverage is about 80% and never reaches 100%. For smaller topologies, a few number of new links have to be added to reach full protection, while in larger and sparser networks this number is significantly more. In particular, in the German backbone ca. one fourth of the number of links originally existing have to be added. Additionally, more links are needed for full coverage in weighted networks than in uniform cost graphs. The main conclusion of these results is that some networks readily lend themselves to LFA graph extension, and in many cases adding only 2-4 new links can boost up the LFA failure case coverage close to 100%.
In a subsequent study [40] , another improving approach, called the LFA cost optimization problem, was examined. The problem asks for finding an optimal cost setting in a network, which produces 100% failure case coverage. This problem proved NP-complete as well. The complexity directly comes from the fact that shortest paths change during the optimization process, therefore it is possible that altering a link cost can provide protection for a certain sourcedestination pair, but it may eliminate LFAs to other destinations. For instance, consider network depicted in Fig. 1 again and suppose that node c wants to send a packet to node e and the link between them fails. This failure cannot be protected in the current link cost setting, since node d, the only available neighbor of c, will pass the packet back. However, if the cost of the link (c, d) would be, say 4, then d would route the affected traffic to a detour, since its next-hop towards e would be a. By means of this small modification, the initial LFA failure coverage can be improved by 15%. Additionally, it was also proved in [40] that the average node degree Δ plays an important role to determine the attainable upper bound of LFA failure coverage. As a matter of fact, for any connected graph G with n > 2:
This suggests that in a large but sparse networks (i.e., where Δ < 3), the protection provided by LFA can be very poor.
In order to solve LFA cost optimization problem, a computationally expensive optimal algorithm as well as efficient approximating heuristics were proposed [40, 15] . A brief result can be seen in Table 2 , where n and m denote the number of nodes and the number of links in the network, respectively. The column Δ indicates the average node degree of the network, while η(G, c) marks the initial LFA coverage. At last but no least, η(G, c * ) represents the LFA coverage reached by cost optimization. One can easily observe that in most cases, chiefly when the average node degree is higher than 3.5, close to perfect LFA coverage can be attained. There were, however, some exceptional topologies where LFA cost optimization was less appealing. For such networks, combining LFA cost optimization with LFA graph extension could be a viable option. Since both methods are effective ways of improving LFA coverage in operational networks, the question promptly arises as to what extent the combination of these two approaches can be effective for LFA-based network optimization. However, it is not obvious how these methods should be set together, in particular, how many links should be added and when should cost optimization be executed. The authors in [12] investigated just these questions. They showed by extensive simulations that the combination of the approaches performs the best if we only add 1 new link at a time and then execute a round of cost optimization. These two phases should follow each other until 100% LFA failure case coverage is attained. Their results suggest that the combined algorithm can significantly reduce the number of additional links (on average by more than 50%) necessary for reaching full protection with LFA providing an intermediate solution.
Improving Fast Protection with Remote LFA
The wide spectrum of LFA network optimization strategies presented so far provide a rich set of options for operators to choose from, according to their own preference on whether it is economically more feasible to add new links, change link costs, or do both in order to reach high LFA-protection in their network. Nevertheless, in the near future operators should think about upgrading to the remote LFA specification instead, since it has become available in commercial routers [9] and can definitely provide higher protection.
The authors of [13] spearheaded the research to determine the topological requirements and the protection efficiency of remote LFA as well as to find optimization methods to tweak the network for 100% rLFA coverage. They showed that if the implementations support the extended version of rLFA, then every unit cost network is fully protected out of the box. Furthermore, it turned out that, unlike pure LFA, rLFA provides almost full protection in ring topologies [13] . Moreover, there is no 2-edge-connected network, which would not have at least 33% of rLFA coverage, while almost the half of the source-destination pairs are protected in every 2-node-connected network. In order to provide higher protection when rLFA coverage is small, LFA graph extension was adapted from [41] to rLFA. The resultant rLFA graph extension problem asks how many links one must add in a real-world network topology to achieve full rLFA coverage. At the moment, it is unclear whether this problem is also NP-complete, although it seems likely that it actually is. The greedy heuristic from [41] was adopted to solve this problem and in [14] more approximating heuristics are examined. A brief view of the results can be found in Table 3 , where the notations are the followings: n and m denote the number of nodes and the number of already existing links in the network, respectively. The initial rLFA coverage is indicated by μ 0 , whilst Gr μ marks the number of new links that have to be added to achieve full rLFA protection.
The first observation is that there were two networks, which are initially fully protected, while every other network required less than 3 new links to reach 100% failure case coverage. Furthermore, the number of links have to be added is much less than when only simple LFA capable routers are present, especially, in the Italy and Germ 50 topologies. The results also indicate that on average 3.6 new links are necessary to attain full rLFA protection, while this number is 14.5 in the case of pure LFA.
At the moment, the results for rLFA only cover the case of unit cost networks. A comprehensive investigation of the case of arbitrary cost networks is currently an open problem.
Conclusions and Future Work
Due to the increasing number of end-users and real-time services, one of the most important challenges of the future Internet architecture is to be resilient against failures. Since failures occur frequently, IP networks should be able to survive component failures and ensure the service continuity.
In the past few years, a plethora of proposals appeared on how to modify the current IP routers in order to overcome the fast resilience problem, but none of them became industry standard due to their substantial added complexity. As of today, only the Loop-Free Alternates and the Remote LFA specifications have found their ways to operational IP and MPLS/LDP networks, thanks to their simplicity and deployability, and it seems highly unlikely that this situation will change in the future. Since the protection coverage of LFA and rLFA crucially depends on both the underlying network topology and the link costs, the tasks to uncover the intricacies of this dependence as well as to optimize a network for high LFA/rLFA protections have become compelling. This chapter intended to give a comprehensive survey on the state-of-the-art on these pressing problems.
It turned out that there exist many real-world network topologies, where LFA and rLFA can only protect a fraction of possible failures. Fortunately, with LFA and rLFA the protection coverages can be often boosted close to 100% in these networks just by cleverly adding a few new links. However there are still some cases, where LFA/rLFA graph extension cannot be afforded due to limited resources, but in these cases optimizing link costs is still a good approach to increase the coverage. Moreover, the most efficient approach is the combination of the above two. In our experience just adding one or two links and tuning the link costs carefully always resulted in a high increase in failure coverage.
There are still many challenges, which should be solved before it can be attained in most real-world IP networks. In the aforementioned optimization methods the traffic engineering and load balancing issues were not considered at all. Thus, rerouting the traffic after a failure may not results service continuity because some links in the network become congested. Besides, current LFA was developed to protect single failure cases only. As future work we also plan to deal with multiple failures.
With all these in mind, researchers and the industry are facing with an intriguing and complex challenge of converting IP network to a reliable and highly available architecture in the future.
