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Abstrakt 
Dolování frekventovaných vzorů z databází je již dobře prozkoumanou oblastí. Jak se však ukázalo, 
tyto algoritmy nejsou příliš vhodné pro zpracování proudu dat. Při dolování frekventovaných množin 
v proudu dat se musí udržovat kromě jednotlivých množin i jejich historie – a to nejen těch 
frekventovaných, ale i potenciálně frekventovaných, neboť nefrekventovaná množina se může stát 
časem frekventovanou. To zvyšuje nároky jak na paměť, tak na výpočetní výkon. Tato práce popisuje 
dva algoritmy: Lossy Counting a FP-Stream. Součástí je také efektivní implementace těchto 
algoritmů v jazyce C# a jejich porovnání na základě měření. 
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Abstract 
Frequent-pattern mining from databases has been widely studied and frequently observed. 
Unfortunately, these algorithms are not suitable for data stream processing. In frequent-pattern 
mining from data streams, it is important to manage sets of items and also their history. There are 
several reasons for this; it is not just the history of frequent items, but also the history of potentially 
frequent sets that can become frequent later. This requires more memory and computational power. 
This thesis describes two algorithms: Lossy Counting and FP-Stream. An effective implementation  
of these algorithms in C# is an integral part of this thesis. In addition, the two algorithms have been 
compared.  
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Úvod 
Velký rozmach výpočetní techniky v posledních desetiletích významně změnil způsob zpracovávání  
a získávání informací. Poptávka po informacích a jejich aktuálnosti se neustále zvyšuje a dostává se  
v současné době stále více do popředí. Data jsou generována mnohdy strojově, tedy výrazně rychleji, 
než by toho byl schopen člověk. Jelikož se z dat stávají informace až po přidání sémantiky člověkem, 
je nezbytné poskytnout uživatelům alespoň částečně automatizované prostředky k vytřídění dat 
potencionálně zajímavých. Dosavadní dolovací algoritmy určené pro statické databáze začínají být 
kvůli obrovským kvantům dat nedostatečné. Dále se také usiluje o co největší aktuálnost výsledků 
dolování. To vše vedlo ke vzniku nové vědní disciplíny „získávání znalostí z proudu dat“, která 
zahrnuje získávání různých typů znalostí z proudu dat. 
Tato práce se věnuje dolování frekventovaných množin v proudu dat pomocí metod Lossy 
Counting a FP-Stream.  
V první kapitole je popsán proces získávání znalostí z databází a proudů dat, dále pak proces 
získávání znalostí a typy dolovacích úloh v proudu dat. 
Druhá kapitola se věnuje problematice frekventovaných množin a proudů dat. Dále jsou zde 
uvedeny rozdíly mezi dolováním ve statické databázi a v proudu dat, a rozdělení algoritmů podle 
jejich přístupu k historickým datům.  Následuje představení a popis algoritmů Lossy Counting  
a FP-Stream. 
Třetí kapitola popisuje návrh konceptu aplikace pro dolování frekventovaných množin 
v proudu dat. 
Čtvrtá kapitola se věnuje implementaci algoritmů Lossy Counting a FP-Stream pro dolování 
frekventovaných množin v proudu dat. 
V páté kapitole je popsáno testování na reálných datech, vynesení výsledků do grafu  
a komentář k získaným výsledkům. 
Poslední kapitolou je závěr, ve kterém jsou shrnuty výsledky práce. Obsahuje též návrhy  
na budoucí směřování výzkumu v této oblasti. 
Práce obsahuje nepřeložené termíny (příkladem FP-Growth, FP-Stream, tilted-time window  
a podobně), protože jsem se nesetkal s českým ekvivalentem. Vymýšlení českých ekvivalentů 
anglických odborných výrazů nepovažuji z důvodu srozumitelnosti za nejlepší řešení. 
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1 Získávání znalostí 
Tato kapitola se zabývá problematikou získávání znalostí z databází a proudů dat. 
1.1 Motivace k získávání znalostí 
S rozvojem informačních technologií docházelo ke shromažďování velkého množství dat, která 
neměla mnohdy valnou hodnotu, a tak docházelo po určité době k jejich mazání. Avšak tato data 
mohou ukrývat nějaké skryté, dříve neznámé a i potencionálně užitečné znalosti. A tak vznikly dvě 
nové disciplíny: Získávání znalostí z databází a následně získávání znalostí z proudů dat. 
 
V podstatě jde o získání „zajímavých“ informací, které jsou [1]: 
 Netriviální – nelze je získat pouhým SQL dotazem. 
 Skryté – různé modely a vzory, které nejsou na první pohled zřejmé. 
 Dříve neznámé – objevení známé pravdy nepřináší nic zajímavého. 
 Potenciálně užitečné – mají např. význam pro další rozhodování. 
1.2 Proces získávání znalostí 
V této kapitole bude představen proces získávání znalostí, který lze dle [1], [2] rozdělit na 4 hlavní 
části: 
 Pochopení aplikační domény – nejprve je nutné vědět, co data znamenají a co reprezentují 
v reálném světě. 
 Předzpracování dat – nejdůležitější fáze, která má velký vliv na výsledky analýzy. 
o Čištění dat (Cleaning) 
V této fázi je nutné se vypořádat s chybějícími nebo odlehlými hodnotami, které  
by mohly ovlivnit výsledky. Nikdo nám totiž nezaručí, že budou všechny vstupy 
v rozličných aplikacích správně ošetřeny a my dostaneme čistá data. 
Jako příklad uvedu záznamy tělesné teploty pacientů. Zdravotní sestra se při zadávání 
dat do počítače splete a místo 36,5°C napíše 365°C. 
o Integrace dat (Integration) 
Integrace dat znamená sjednocení dat do jednoho zdroje, ze kterého se bude dolovat. 
V případě dolování z databáze to může být sjednocení názvů shodných sloupců  
ve více tabulkách či spojení více tabulek. U proudů dat většinou nehraje integrace 
takovou roli jako u dolování z databází, ale i tak se dají najít příklady, kdy  
je integrace přímo nutná pro kvalitní analýzu. Můžu mít například zákazníka  
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se zákaznickou kartou, který platí občas platební kartou. A jednou si zapomene kartu 
zákaznickou, jindy platí hotově a někdy použije obojí. Spojením těchto informací pak 
můžu zákazníka v proudu dat jednoznačně identifikovat. 
o Výběr dat (Selection) 
Jde o výběr jen těch dat, která jsou relevantní v právě prováděné analýze. Například 
senzor mi může zasílat teplotu a vlhkost vzduchu, tlak a nadmořskou výšku a já při 
tom analyzuji pouze vzdušnou vlhkost – ostatní hodnoty jsou pro mě tedy zbytečné. 
o Transformace dat (Transformation) 
Vybraná data se v této fázi zpracovávají do podoby vhodné pro danou dolovací 
úlohu. To může být transformace časových údajů, změna rozsahů hodnot a podobně. 
 Dolování z dat (Data Mining) – jádro celého procesu získávání znalostí z dat. 
 Hodnocení modelů (Evaluation) a prezentace znalostí (Presentation) – identifikují  
se zajímavé vzory a prezentují se výsledky analýzy. 
 
Obrázek 1.1 - Proces získávání znalostí z databází ( [1], strana 6) 
 
Tento model je obecný a platí pro všechny typy dolovacích úloh.  
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1.3 Typy dolovacích úloh 
Typy dolovacích úloh se liší dle toho, jaký druh modelu dat se snažím z dat získat. Jde o úlohu 
řešenou v kroku dolování z dat. 
 
Dolovací úlohy je možné rozdělit do dvou základních skupin [1]: 
 Deskriptivní – charakterizují obecné vlastnosti analyzovaných dat. Jako příklad je možné 
uvést časté nákupy. 
 Prediktivní – na základě analýzy současných dat se provádí dedukce pro předpověď 
budoucího chování nebo k rozhodování.  
 
Typy dolovacích úloh se však dají také dělit podle funkcionality [1]: 
 Popis konceptu/třídy 
o Charakterizace dat 
o Diskriminace dat 
 Úlohy zaměřené na odhalování vztahů mezi atributy 
 Klasifikace a predikce 
 Shluková analýza 
 Analýza odlehlých hodnot 
 Analýza evoluce 
 A další. 
 
Tématem této práce je odhalování vztahů mezi atributy, což bude podrobně rozebráno v následujících 
kapitolách. 
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2 Dolování frekventovaných vzorů 
v proudu dat 
Tato kapitola, ostatně jako celá tato práce, se zabývá jednou oblastí získávání znalostí, a to dolováním 
frekventovaných vzorů, popř. frekventovaných množin nad rozsáhlými množinami datových položek. 
Získané frekventované vzory reprezentují zajímavé vztahy mezi zkoumanými položkami. Prvním 
algoritmem na dolování frekventovaných množin byl algoritmus Apriori [3], který byl dále 
publikován v mnoha modifikacích, které umožnily rychlejší zpracování velkého množství dat, více 
například v [4], [1]. Opravdovou revolucí byl až algoritmus FP-Growth [5], který doluje 
frekventované množiny bez generování kandidátů a k samotnému dolování využívá data uložená 
v komprimované podobě v datové struktuře zvané FP-Tree. 
Oba výše zmíněné algoritmy byly navrženy pro dolování nad statickou databází, to znamená, 
že ve chvíli spuštění dolovací úlohy má algoritmus k dispozici celý soubor dat. A to je jeden  
ze základních rozdílů mezi dolováním frekventovaných vzorů z databáze a dolováním 
frekventovaných vzorů z proudu dat. 
2.1 Definice proudu dat, frekventovaného vzoru 
Datovým proudem se rozumí spojitý, chronologicky uspořádaný, proměnlivý, rychlý a teoreticky 
nekonečný proud dat [6], [7]. Z toho plyne velká spousta odlišností od statických dat v databázích, 
které budou popsány v následující kapitole. 
Taková data jsou převážně generována senzorovými či komunikačními sítěmi, aplikacemi 
finančních trhů a podobně. Zpracování proudu dat se již ale prosazuje i v oblastech, ve kterých by se 
to donedávna ani neočekávalo – odhalování vzorů hráčů v online kasinech, detekce a i dokonce 
predikce podvodů či jiné kriminální činnosti a tak dále [6], [7], [8], [9]. 
 
Pro definici frekventovaného vzoru je nutné uvést význam termínu transakce při dolování v proudu 
dat. Takovou transakcí rozumíme množinu položek datového proudu, které mají určitý společný 
jmenovatel. Tím může být například shodná časová známka, čítač či jiné unikátní označení. 
Frekventovaný vzor neboli frekventovaná množina je neprázdná podmnožina položek jedné 
transakce, která se vyskytuje alespoň -krát v proudu transakcí. Hodnotu  nazýváme minimální 
podpora
1, kde podpora udává četnost výskytu množiny v databázi transakcí. 
 
                                                     
1
 Minimální podpora se uvádí buď jako absolutní, nebo jako relativní. Relativní minimální podpora vyjadřuje 
procento výskytu v celku, zatímco absolutní minimální podpora přesnou celočíselnou hodnotu. 
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Formálně lze frekventovaný vzor zapsat následovně [1]: Nechť    {          } je množina 
položek. Nechť   je množina transakcí, kde každá transakce   je množina položek taková, že    . 
Každá transakce je asociována s unikátním identifikátorem zvaným    . Nechť   je množina 
položek. Říkáme, že transakce   obsahuje   tehdy a jen tehdy, pokud    . Nechť   značí absolutní 
minimální podporu. Množina   je nazvána frekventovaná tehdy a jen tehdy, pokud je počet transakcí 
z   obsahujících   větší nebo roven  . 
2.2 Rozdělení na statická data a proudy dat 
Jak již bylo uvedeno dříve, statická databáze se v mnohém liší od proudu dat. Pokusím se nejprve 
popsat rozdíly a následně podrobněji specifika proudů dat. 
 
Srovnání systému řízení báze dat a systému řízení proudu dat [6], [7]: 
 Perzistentní relace x přechodné proudy – systém řízení báze dat má možnost opakovaného 
přístupu k persistentním datům, naproti tomu systém řízení proudu dat pracuje vždy pouze 
s jednou aktuální transakcí, popřípadě blokem aktuálních transakcí. 
 Přímý přístup x sekvenční přístup – zatímco v databázi je možné se kdykoliv podívat  
na kteroukoliv dříve zpracovávanou transakci (popř. i nezpracovanou), v proudu dat  
se zpracuje jedna transakce či skupina transakcí. Při příchodu dalších transakcí již není 
možné se podívat zpětně na dřívější, již zpracované transakce – ty již jsou součástí nějaké 
sumarizace. 
 Neomezený diskový prostor x omezená operační paměť – jelikož dolovací algoritmy  
nad proudy dat musí udržovat nejen pouze frekventované, ale také i potenciálně 
frekventované množiny, je nutné počítat s omezenou operační pamětí při konstrukci takových 
algoritmů. 
 Není nutné zpracování v reálném čase x zpracování v reálném čase – dolovací úloha  
nad statickou databází poskytne výsledek až ve chvíli, kdy celý proces dolování skončí. 
Dolovací úloha nad proudem dat je naopak schopna poskytnout výsledky takřka v každém 
okamžiku jejího běhu. Je tedy nutné, aby zpracovávala přicházející transakce v reálném čase. 
 Nízká rychlost aktualizací x vysoká rychlost příchodu nových dat – viz předchozí bod. 
 Data s různou granularitou x nízkoúrovňová data – data v proudech jsou již z principu 
jejich vzniku nízkoúrovňová, vznikají povětšinou na rozličných měřících zařízeních. 
 Výsledky přesné x výsledky přibližné – Při dolování frekventovaných množin v proudu dat 
se počítá vždy s určitou nepřesností výsledků danou nemožností sledování všech 
frekventovaných či potenciálně frekventovaných množin. Tato nepřesnost je ale předem 
známá (proudové dolovací algoritmy jsou schopny tuto nepřesnost/přibližnost ohraničit).  
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Jak dolování z databáze, tak dolování v proudu dat využívá deterministických algoritmů,  
tedy opětovné spuštění se stejnými parametry na stejných datech dá stejné výsledky. 
2.3 Proces dolování 
Dolování frekventovaných vzorů v proudu dat přináší mnohé nové problémy, které je nutné řešit. 
Algoritmy musí být jednoprůchodové [7] – to znamená, že není možné vícekrát projít databázi 
a spočítat si například podporu nějaké položky či množiny položek. Vše, co je zpravidla k dispozici, 
je pouze jediná transakce nebo dávka transakcí (z anglického batch of transactions). Tato dávka se ale 
již může procházet opakovaně, pokud je to nezbytně nutné [10]. 
Omezená velikost operační paměti – při dolování proudu dat je nutné si uvědomit, že množina, 
která v aktuální dávce transakcí není frekventovaná, se může stát frekventovanou v další dávce  
a naopak. Je tedy nutné uchovávat i potenciálně frekventované množiny – s tímto problémem  
se každý algoritmus vypořádává po svém. Je ale možné snadno rozlišit tři hlavní přístupy [11]: 
 Algoritmy, které nerozlišují současné transakce od dřívějších transakcí. 
 Algoritmy, které upřednostňují nedávné transakce před staršími transakcemi. 
 Algoritmy, které jsou schopny dolovat nad více časovými bloky s různou granularitou  
(z anglického different time granularities). 
 
Algoritmy musejí být na počátku inicializovány s pomocí parametrů, které není možné v průběhu 
výpočtu měnit. Čistě teoreticky by ale bylo možné kritéria na konci procesu dolování zpřísnit  
a dosáhnout tak menší nebo stejné množiny frekventovaných vzorů. Takovouto naší nerozvážností by 
se ale prodloužil zbytečně celý proces dolování. Je tedy nutné již od samotného začátku vědět,  
co bychom chtěli dolovat. 
Dále je důležité uvést, že všechny nastudované algoritmy pro dolování frekventovaných 
množin v proudu dat ukládají výsledky dolování do svých specifických datových struktur. Takovou 
strukturu je pak možné jednoduše dotázat a dobrat se tak požadovaných výsledků. 
2.4 Lossy Counting 
Existuje spousta algoritmů na výpočet asociačních pravidel, iceberg-krychlí (z anglického iceberg 
cube – jedná se o relevantní podmnožinu datové kostky. Název vznikl z přirovnání k plovoucímu 
ledovci, ze kterého je vždy patrná pouze špička.) či iceberg-dotazů dávajících přesné výsledky,  
ale všechny jsou optimalizovány na konečná, na disku uložená data. Všechny tyto algoritmy potřebují 
alespoň dva průchody nad celou databází. Což je pro proudy dat, kde se vyžaduje pouze jeden 
průchod, nevhodné a také výsledek by měl být znám co nejdříve – a ne až ve chvíli, kdy potenciálně 
nekonečný proud skončí. 
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V roce 2002 publikovali Manku a Motwani [10] jednoprůchodový algoritmus na počítání 
frekventovaných položek a následně i frekventovaných množin v proudu dat. Tento algoritmus  
se nazývá Lossy Counting (česky by se dalo říci Počítání se ztrátami – dále budu používat pouze 
anglický originál). 
2.4.1 Algoritmus pro dolování frekventovaných položek 
Lossy Counting má kromě datového proudu na vstupu také dva uživatelsky definované parametry: 
 Minimální podporu   [   ], 
 chybovost   [   ], kde    . 
Jak již bylo zmíněno v předchozí kapitole, algoritmus je schopen vrátit výsledek dolování po každé 
své iteraci, tedy ne až po skončení výpočtu nad celým souborem dat, jak je tomu u neproudových 
algoritmů. Takový výsledek nebude přesný, to se ale ani neočekává u zpracování proudu dat. Míru 
nepřesnosti je možné předem pomocí uživatelsky volitelných parametrů omezit. 
 
Nechť   značí délku datového proudu od počátku do současnosti. Pak výsledek bude splňovat 
následující tři podmínky: 
 Všechny položky či množiny položek, jejichž skutečná frekvence je alespoň   , budou 
zahrnuty ve výsledku. Neexistují zde žádné položky, které by byly algoritmem považovány 
za nefrekventované, přestože ve skutečnosti frekventované jsou. 
 Žádné položky či množiny položek, jejichž frekvence je menší než (   ) , nejsou 
zahrnuty ve výsledku. 
 Přibližná frekvence2 spočtená algoritmem není nikdy menší než skutečná frekvence o více 
než   . 
Tyto podmínky byly zavedeny především proto, aby se zmenšila prostorová složitost algoritmu – není 
možné uchovávat v paměti všechny vydolované množiny. 
Nyní se již budu věnovat algoritmu samotnému. Nejprve se zaměřím na Lossy Counting 
počítající pouze jednotlivé položky a následně tento koncept rozšířím na množiny položek.  
Pro úplnost uvádím, že existuje od stejných autorů ještě jeden algoritmus pro dolování 
frekventovaných položek – Sticky Sampling. Přestože je jeho časová složitost teoreticky menší než  
u Lossy Counting, praxe ukazuje dle autorů pravý opak [10]. 
 
Přicházející datový tok je rozdělován do balíků (v anglickém originálu bucket – slovo balík mi přišlo 
vhodnější než přesný překlad vědro či kbelík) o šířce   ⌈
 
 
⌉ transakcí. Každý takový balík  
je identifikován pomocí tzv. bucketID (jedinečného identifikátoru balíku), který je počítán  
                                                     
2
 Přibližná (odhadovaná) frekvence udává frekvenci spočtenou algoritmem. Platí, že přibližná frekvence je vždy 
menší nebo rovna skutečné frekvenci. 
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od jedničky. BucketID aktuálně zpracovávaného balíku se označuje bcurrent, jeho hodnota je ⌈
 
 
⌉.  
Pro každou zkoumanou položku   zvolíme    jako její skutečnou frekvenci od počátku datového toku. 
Pro doplnění,   a  jsou konstanty, zatímco  ,          a     jsou proměnné. 
Autoři algoritmu navrhují pro ukládání položek, jejich frekvencí a tak dále datovou strukturu 
 , což je množina uspořádaných trojic (     ), kde   je položka z proudu dat,   je celočíselná 
hodnota reprezentující odhadovanou frekvenci položky   a   značí maximální možnou chybu   (jinak 
řečeno je to horní odhad počtu možných výskytů   v intervalu [            ]. Položka   se totiž 
mohla již dříve objevit v jednom z dřívějších balíků, ale její podpora byla tak nízká, že se nedostala 
do struktury  . Nebo se   již mohlo vyskytnout v  , ale následně bylo po zpracování následujících 
balíků odstraněno.). 
Pak algoritmus probíhá následovně: Na počátku je struktura   prázdná. Při příchodu položky   
datového proudu se algoritmus pokusí nalézt tuto položku v  . Pokud ji nalezne, zvětší frekvenci    
o jedničku, pokud ji nenalezne, přidá do struktury   novou uspořádanou trojici (              ). 
Pokud je položka jednou vložena do struktury  , upravuje se pouze frekvence  , nikoliv  .  
Tento proces se neustále opakuje, jak přicházejí další a další položky proudu dat. Pokud  
       , provede se prořezání struktury  , což je v podstatě odstranění dále nezajímavých 
položek. Pravidlo pro odstranění je jednoduché: trojice (     ) bude odstraněna, pokud  
              . Tento proces udržuje strukturu D stále aktuální a prostorově co nejmenší.  
Ve chvíli, kdy si uživatel zažádá o výsledek dolování s prahem  , Lossy Counting mu vrátí všechny 
položky  , pro něž platí:     (   ) .  
2.4.2 Algoritmus pro dolování frekventovaných množin 
V této kapitole budu prezentovat rozšíření předchozího algoritmu (potažmo celé minulé kapitoly) 
podle [10], které umožní dolování frekventovaných množin o alespoň jednom prvku. 
Stejně jako u dolování frekventovaných položek jsou zde potřeba dva vstupní parametry: 
minimální podpora   a chybovost   se shodnými vlastnosti, jak bylo popsáno dříve. Dále je nutný 
také datový proud složený z transakcí. Cílem bude nalezení frekventovaných podmnožin položek 
transakcí. 
Pro uchování vydolovaných množin se opět využije autory navrhovaná struktura  , což je 
množina uspořádaných trojic (       ), kde     je podmnožina položek jedné transakce,   je 
celočíselná hodnota reprezentující odhadovanou frekvenci množiny     a   značí maximální možnou 
chybu  . 
Přicházející datový tok je opět rozdělován do balíků o šířce   ⌈
 
 
⌉ transakcí. Každý takový balík je 
identifikován pomocí tzv. bucketID (jedinečného identifikátoru balíku), který je počítán od jedničky. 
BucketID aktuálně zpracovávaného balíku se označuje bcurrent, jeho hodnota je ⌈
 
 
⌉. Balíky nebudou 
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algoritmem zpracovávány po jednom, jak tomu bylo u algoritmu Lossy Counting pro frekventované 
položky, nýbrž snahou bude, aby se do operační paměti načetlo co nejvíce balíků – tuto skupinu 
balíků budu označovat dávka (z anglického batch). Počet balíků, které jsou aktuálně v paměti, se bude 
označovat  . Čím více balíků bude možné do paměti uložit, tím lépe, neboť se tím sníží počet 
nefrekventovaných množin uložených ve struktuře D. 
Pak algoritmus probíhá následovně: Na počátku je struktura   prázdná. V každém záznamu 
(       )    zvyš frekvenci o počet výskytů množiny     v právě zpracovávané dávce. Pokud by 
po aktualizaci platilo             , záznam bude ze struktury   odstraněn.  Pokud má množina 
    v aktuální dávce frekvenci     a zároveň se nevyskytuje v  , vytvoří se ve struktuře   nový 
záznam (                ).  
Ve chvíli, kdy si uživatel zažádá o výsledek dolování s prahem  , Lossy Counting mu vrátí 
všechny množiny, pro něž platí:     (   ) . Pokusím se nyní toto tvrzení dokázat3: 
Vycházím z předpokladu, že pro každou uspořádanou trojici (       )    platí nerovnost 
          , kde      značí skutečnou frekvenci množiny    . Levá část nerovnice tedy říká,  
že když se     dostala do  , musela se objevit alespoň  -krát v proudu, tudíž      musí být alespoň 
tak velká jako  . Druhá část nerovnice je horním odhadem skutečné frekvence, kde   udává, kolikrát 
nejvýše se mohla množina     objevit před  -balíkem, aby se ještě nedostala do  . Nyní vyjdu 
z druhé části nerovnice a pomocí aritmetických úprav dospěju k hledané formuli. Tyto úpravy budou 
těžit z faktu, že se jedná o jeden konkrétní okamžik, kdy dochází k dolování. 
Skutečná frekvence musí být alespoň tak velká, jako je absolutní minimální podpora  
pro dolování   , tedy:        . Zároveň také platí         , z čehož plyne       .  
  můžu shora odhadnout pomocí         , platí tedy            a tedy i              . 
         můžu nahradit za ⌈  ⌉, jelikož          ⌈
 
 
⌉  ⌈
 
 
 
⌉  ⌈  ⌉. 
Dostanu tak:      ⌈  ⌉, což je po převedení ⌈  ⌉ na druhou stranu nerovnice:    ⌈  ⌉    . 
Jelikož   je absolutní četnost a tedy celé číslo, mohu provést také ⌈     ⌉    a také       
 . Nyní již jen přehodím strany a znak nerovnosti, vytknu   z výrazu a dostanu hledanou formuli: 
  (   ) . 
  
Autory [10] navrhovaná implementace má 3 moduly:       ,      a       .        opakovaně 
čte proud dat ze vstupu po jednotlivých transakcích a ukládá je v operační paměti. Modul      
udržuje strukturu   tak, jak bylo popsáno výše, tzn. přidávání, aktualizace a odstraňování množin 
z  . Poslední modul,       , čte hodnoty z       u, generuje podmnožiny transakcí a aktualizuje 
pomocí      strukturu  . Úkolem je nyní vytvořit prostorově efektivní strukturu pro        a     , 
a časově efektivní zpracování transakcí v       . 
                                                     
3
 Článek obsahuje náznak přímého důkazu. 
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      : Tento modul načte do obrovského pole celou dávku transakcí a položky v každé transakci 
seřadí. Vedle tohoto velkého pole bude koexistovat stejně dlouhé pole s binárními hodnotami – 1, 
pokud aktuální položka je poslední v dané transakci, 0 jinak.  
    : Jak již jsem uvedl,      udržuje strukturu  . Tu si nyní představme jako les stromů,  
kde každý strom má unikátní hodnotu kořenového uzlu. Podle této hodnoty je možné každý strom 
v lese jednoznačně identifikovat. Každý uzel stromu je uspořádanou čtveřicí (              ), kde 
     je prvkem vydolované množiny (např. viz dříve    ),   je odhadovaná frekvence,   maximální 
možná chyba   a       označuje vzdálenost uzlu od kořene stromu. Je tedy zřejmé, že kořen 
libovolného stromu má       roven 0, jeho synové 1 atd. Synové každého uzlu jsou seřazeni. 
Množinu uloženou ve stromu tedy dostaneme průchodem stromu od kořene ke kýženému uzlu. 
Aby byla struktura co nejméně prostorově náročná, nebudou se používat žádné ukazatele 
(pouze s výjimkou lesa), nýbrž pole pevné délky, jak navrhují autoři. Prvky takového pole budou 
tvaru (              ) a jejich uložení bude odpovídat preorder průchodu stromem. Jelikož se strom 
bude procházet vždy sekvenčně a frekventované množiny v něm uložené jsou vždy seřazené,  
není tento způsob uložení závadou, co se týče časové složitosti. Dokonce nám poskytuje jistou 
výhodu oproti ostatním algoritmům. Pole tvořící jednotlivé lesy mohou být uložena na pevném disku 
místo v operační paměti a vždy, když je jedno pole potřeba, načte se do operační paměti a provedou 
se nutné operace nad ním a následně se opět uloží na pevný disk.4 Tím pádem zbude mnohem více 
místa v operační paměti a jednotlivé dávky mohou být větší. Nehledě na to, že se jedná o datovou 
strukturu pole – ta se ukládá a načítá velice snadno.   
      : Poslední z trojice modulů generuje všechny podmnožiny jednotlivých položek, které 
se nacházejí v aktuální dávce. Ty se pak pokusí zařadit do  , popřípadě se záznam aktualizuje nebo 
odstraní z  . Takových podmnožin by ale byla obrovská spousta5, takže je nutné provést určité 
omezení. Takovým omezením je obdoba vlastnosti Apriori ve stejnojmenném algoritmu [3]: Pokud se 
množina po operaci vkládání či aktualizace nevyskytuje v     , nemá smysl dále generovat a testovat 
její nadmnožiny. 
Jak konkrétně byly jednotlivé moduly implementovány, je popsáno dále v popisu 
implementace. 
2.4.3 Shrnutí 
Hlavní předností algoritmu Lossy Counting je jeho jednoduchost. Dále je nutné také podotknout, že je 
možné mít celou strukturu uloženu na pevném disku a tím pádem si uvolnit operační paměť pro větší 
       a tím zrychlit proces dolování. Nevýhodou zůstává několikanásobný průchod dat při hledání 
                                                     
4
 Těchto vstupních (shodně výstupních) operací bude provedeno v jedné dávce právě tolik, kolik po dvou 
různých hodnot se v ní nachází. 
5
 Suma mocností potenčních množin každé transakce -  ∑  | |         . 
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frekventovaných více prvkových množin. Ten se ale odehrává v operační paměti, a proto můžeme 
nadále mluvit o algoritmu Lossy Counting jako o jednoprůchodovém.  
2.5 FP-Growth 
Roku 2001 přišli pánové Han a Kamber [5] na revoluční metodu dolování frekventovaných množin 
z databáze - FP-Growth. Dosavadní přístupy generovaly nejprve kandidátní množiny a následně mezi 
nimi vybíraly frekventované množiny (algoritmus Apriori [3]). Až algoritmus FP-Growth byl 
schopen dolovat frekventované množiny bez generování kandidátů ve struktuře zvané FP-Tree a stal 
se tak nejrychlejším známým algoritmem na dolování frekventovaných množin ve statické databázi. 
Tento algoritmus, byť upravený, se používá také v proudovém algoritmu FP-Stream, který bude 
představen v kapitole 2.7. 
2.6 Modely tilted-time window 
Modely tilted-time window jsou po algoritmu FP-Growth další prerekvizitou algoritmu FP-Stream. 
Jak bylo napsáno v úvodu této práce, algoritmus FP-Stream patří do skupiny proudových dolovacích 
algoritmů, které jsou schopny dolovat frekventované množiny nad více časovými bloky s různou 
granularitou. Aby ale něco takového bylo možné, musí se udržovat pro potřeby dolování také historie 
výskytů frekventovaných množin. To je významný rozdíl oproti algoritmu Lossy Counting, ve kterém 
stačí znát pouze sumarizovanou frekvenci frekventované množiny a index balíku, od kterého je tato 
množina sledována. 
 
 
Obrázek 2.1 - časová osa, na které každému časovému bloku ti 
náleží tabulka množin a jejich frekvencí ( [12] strana 5) 
 
Obrázek 2.1 ilustruje jednu ze dvou možností, jak ukládat historii frekvencí jednotlivých 
frekventovaných množin. Pro každý časový blok zde existují všechny v daném bloku frekventované 
množiny včetně podpor. Druhý přístup, který v této práci upřednostňuji, uloží frekventovanou 
množinu a k ní historii frekvencí z minulých časových bloků. Příkladem může být pravá strana 
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obrázku Obrázek 2.6 v následující kapitole. Tento přístup má své výkonnostní výhody jak  
při dolování, tak při závěrečném získávání výsledků.  
V následujících odstavcích představím tři obecné modely tilted-time podle [1], které slouží 
k uchování historie frekvencí jedné množiny položek: 
 Přirozený tilted-time window model se zakládá, jak již jméno napovídá, na přirozeném 
chápání času. Stejně tak sumarizace hodnot je nad časovými celky, které jsou známé 
z běžného života. Například mohou být uloženy sumarizované hodnoty pro poslední čtyři 
čtvrthodiny, dále předchozích 24 hodin, 31 dnů a naposledy posledních 12 měsíců. Je důležité 
dodat, že takové časové bloky na sebe navazují a tudíž se nepřekrývají. S takovýmto 
modelem je možné spočítat frekventované množiny například za poslední půlhodinu,  
za posledních 14 dnů, za posledního půl roku apod. Pro uložení hodnot jednoho roku je třeba 
pole délky 4+24+31+12=71.6 
 
 
Obrázek 2.2 - přirozený tilted-time window model ( [1] strana 475) 
 
 Logaritmický tilted-time window model vychází z logaritmické stupnice. Opět uvedu 
přímo konkrétní příklad, na kterém bude ukázán princip tohoto modelu. První hodnota 
obsahuje data za poslední necelou čtvrthodinu, další okno obsahuje předchozí čtvrthodinu, 
další již půlhodinu, hodinu a tak exponenciálně dále. Opět tyto časové bloky na sebe navazují 
a nepřekrývají se. Tento model je schopen uložit sumarizované údaje z předchozího příkladu 
v   ⌈    (        )⌉     paměťových jednotkách.
7
 Grafické znázornění příkladu je 
na obrázku Obrázek 2.3. Jednota   zde značí časový interval, v tomto příkladu jednu 
čtvrthodinu. 
 
 
Obrázek 2.3 - logaritmický tilted-time window model ( [1] strana 475) 
 
 Progresivní logaritmický tilted-time window model je prostorově nejúspornějším 
modelem, ve kterém ale nedochází k sumarizaci starších hodnot. Tento model využívá 
dvourozměrného pole, jehož velikost se po inicializaci již nemění. V jednom rozměru je řada 
indexů od nuly do         , kde                                   a   je 
                                                     
6
 Jen pro srovnání uvádím, že uložení ne sumarizovaných dat jednoho roku po 15 minutách by zabralo 
4x24x365 = 35 040 paměťových jednotek. 
7
 Jednička na začátku výrazu označuje první necelou čtvrthodinu. 
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počet časových známek od začátku proudu dat, a ve druhém rozměru je uživatelsky 
definovaná hodnota           . Do takové tabulky se vkládá podle následujících pravidel. 
1) Pokud            a            , pak bude hodnota s časovou známkou   
vložena do řádku s indexem  . Pokud by ale takové   bylo větší než         , 
hodnota se vloží do řádku s indexem        . 
2) Každý řádek má svou kapacitu. Pokud se má vložit do řádku, který je již naplněn, 
zahodí se poslední hodnota a je možné vložit hodnotu novou. 
Tento model má tu výhodu, že je jeho maximální velikost předem daná. Navíc je možné si 
volit různé základy logaritmu z   { }8 a tím měnit rychlost růstu stupnice. Nevýhodou je,  
že nedochází k sumarizacím. Pokud je tedy řádek zaplněn, odstraní se nejstarší hodnota  
a vloží hodnota nová. Tabulka v obrázku Obrázek 2.4 ukazuje stav po vložení 69 hodnot  
pro základ logaritmu 2,         rovno 5 a            rovno 3. 
 
 
Obrázek 2.4 - progresivní logaritmický tilted-time window model ( [1] strana 475) 
 
Tyto modely jsou pouze návrhy, které by měl mít člověk na paměti ve chvíli, když si pro konkrétní 
úlohu vytváří svůj vlastní model. V následující kapitole představím jak algoritmus FP-Stream,  
tak datovou strukturu FP-Stream společně s konkrétním tilted-time window modelem. 
2.7 FP-Stream 
Dalším algoritmem na dolování frekventovaných množin v proudu dat je metoda FP-Stream [12], 
[13], která patří do skupiny algoritmů, které jsou schopny dolovat nad více časovými bloky s různou 
granularitou. Tato metoda je složena ze dvou bloků – dolování aktuální dávky transakcí  
a udržování mezivýsledků, a získání frekventovaných množin ze struktury FP-Stream.  
První část se děje za pomoci upraveného algoritmu FP-Growth nad strukturou zvanou FP-Tree 
(Obrázek 2.5). Výsledky vydolované algoritmem FP-Growth se ukládají do struktury zvané  
FP-Stream, která je zobrazena na obrázku Obrázek 2.6. Struktura FP-Stream je FP-Tree, který nemá 
v uzlech uloženu frekvenci jemu odpovídající množiny, nýbrž tilted-time tabulku založenu na jednom 
z výše představených tilted-time modelů. Tato tabulka obsahuje v jednom sloupci časové bloky  
a ve druhém sloupci podpory dané množiny v jednotlivých časových blocích. 
                                                     
8
 Změna základu logaritmu je možná také i u logaritmického „tilted-time window“ modelu. 
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Druhá fáze spočívá v „dolování“ struktury FP-Stream. Uživatel zadá časový interval a algoritmus mu 
vrátí pouze ty množiny, které byly frekventované v tomto intervalu. 
 
 
Obrázek 2.5 - FP-Tree s tabulkou množin v něm obsažených a jejich podporami ( [13] strana 17) 
 
 
Obrázek 2.6 - struktura FP-Stream s tilted-time window tabulkou množiny {a, c} ( [13] strana 18) 
 
Souhrnně se dá tedy říct, že FP-Growth se využívá na dolování a FP-Stream je struktura sloužící 
k uchování časově závislých dat. Pojem FP-Stream budu používat také pro označení samotného 
algoritmu, jak to obdobně zlidovělo u FP-Tree9 - rozlišení v textu je vždy jasné z kontextu. 
Tento algoritmus je uživatelsky parametrizován obdobně jako algoritmus Lossy Counting.  
Je nutné zadat minimální podporu  , maximální možnou chybu   a také počet transakcí, které se 
nacházejí v jedné dávce dat – zde je rozdíl oproti algoritmu Lossy Counting, kde se rozlišoval balík  
a dávka. Zde je pouze dávka obsahující určitý neměnný počet transakcí. 
                                                     
9
 Správný název algoritmu je FP-Growth, ale jak v Česku, tak v Německu slýchám pouze FP-Strom, potažmo 
FP-Tree. 
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2.7.1 Tilted-time window model ve struktuře FP-Stream 
Nyní představím tilted-time window model [12], který budu používat při implementaci proudového 
dolovacího algoritmu FP-Stream. Tento model, budu jej označovat tilted-time window, bude založen 
na logaritmickém tilted-time modelu uvedeném výše. Nyní jej popíši formálněji, aby se s ním dalo 
dále dobře pracovat. 
Nechť je proud dat rozdělen do dávek             , kde každá dávka obsahuje shodný počet 
transakcí. Nejstarší dávka je označena   , nejbližší současnosti   . Nechť  (   ) pro     značí 
⋃   
 
   . Nechť   (   ) pro danou množinu položek   značí počet výskytů   v  (   ). Když nyní dám 
dohromady logaritmický tilted-time model a nově nadefinované operátory, dostanu například  
při základu logaritmu 2: 
 (   )   (       )   (       )   (       )   
Vzorec 2.1 – intervaly v tilted-time window tabulce 
 
Datová úspornost tohoto modelu je zřejmá. Pokud by bylo nutné uložit například 1000 dávek 
transakcí, je potřeba uložit pouze ⌈          ⌉ = 11 záznamů, pro 1 milión pak 21 a tak dále.  
Tím, že jsou ale hodnoty sumarizovány, dochází také k tomu, že není možné se struktury dotázat  
na „libovolně přesné“ časové okno. Je ale zaručeno, že dotaz bude v rámci určitých mezí. Řekněme, 
že si uživatel žádá vybrat posledních   dávek, algoritmus mu ale vrátí posledních  ̂ dávek.  
Tento logaritmický model ale garantuje, že při základu logaritmu 2 nepřesáhne chyba ⌈
 
 
⌉, tedy že 
|   ̂|  ⌈
 
 
⌉. Absolutní hodnota v poslední nerovnici říká, že je možné vybrat buď nejmenší větší, 
nebo největší menší rozsah – v jednom z těchto dvou případů bude podmínka určitě splněna. 
Dále je tato struktura rozšířena o takzvané „intermediate buffer window“, které nazvu 
mezilehlými okny. Všechny záznamy kromě prvního mají u sebe právě jedno mezilehlé okno, jehož 
funkce bude popsána v následujícím odstavci. Implementace takovéhoto okna je popsána 
v implementační části této práce. 
Strukturu na ukládání dat máme již nadefinovanou a nyní je třeba ještě popsat algoritmus, který 
bude takovou strukturu udržovat. To znamená přidávání nových záznamů s tím, jak přicházejí nové 
dávky dat, a také jakým způsobem se odstraňují nadále nezajímavé záznamy. 
Algoritmus na přidávání: Algoritmus provedl   přidání. Nyní dorazí frekvence z    . dávky, 
která je rovna  (    ). Ta bude uložena na pozici (   )10. Jelikož je ale pozice (   ) již zaplněná 
frekvencí  (  ), je nutné ji přesunout dále na pozici (       ) atd. V tuto chvíli přichází  
na scénu mezilehlé okno. Pokud je toto mezilehlé okno u okna na pozici (       ) prázdné, 
můžu hodnotu  (       ) přesunout do jejího mezilehlého okna – tím by algoritmus skončil. 
Pokud by ale toto mezilehlé okno bylo již zaplněno, pak vezmu součet hodnot okna a mezilehlého 
                                                     
10
 (   ) značí pozici,  (   ) značí frekvenci uloženou na pozici (   ). 
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okna na pozici (       ) a uložím jej na pozici (       ). Mezilehlé okno na pozici 
(       ) vyprázdním. Pokud by pozice (       ) ještě neexistovala, je nutné ji vytvořit 
(samozřejmě i s mezilehlým oknem). Tím je posun zastaven a algoritmus úspěšně vložil novou 
hodnotu do struktury.  
Nyní výše popsaný algoritmus ukážu v praxi za pomoci obrázku Obrázek 2.7. Na něm je 
uvedeno 12 stavů tilted-time window tabulky tak, jak byla postupně budována – co řádek, to nový 
stav. Jednotlivá okna tabulky neobsahují v tomto příkladu frekvenci, ale pouze časový interval, který 
okno zapouzdřuje. Kulatými závorkami jsou označena běžná okna, hranatými pak mezilehlá okna.  
Na počátku je tilted-time window tabulka prázdná, viz první řádek. Do této tabulky vložím první 
časovou známku 1, čímž vytvořím okno obsahující interval [1,1]. Na třetím řádku vkládám časovou 
známku 2 na první pozici, ale ta je již obsazená. Musím tedy okno s intervalem [1,1] přesunout  
na pozici 2 a teprve poté je možné časovou známku 2 vložit na takto uvolněné místo. V tuto chvíli je 
již, dle mého, čtenář zorientován mezi výše uvedeným algoritmem a mou ilustrací a může si tedy 
vkládání další časových známek projít sám. Pochopení přesunů a slučování oken je důležité pro další 
čtení této kapitoly. 
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 stav po vložení první časové známky
 stav po vložení druhé časové známky
 atd.
 počáteční stav
1-1
2-2 1-1
3-3 2-2
1-1
4-4 3-3 2-1
5-5 4-4 2-1
6-6 5-5 4-3
3-3
2-1
7-7 6-6
5-5
4-3
2-1
8-8 7-7 6-5 4-1
9-9 8-8
7-7
6-5 4-1
10-10 9-9 8-7
6-5
4-1
11-11 10-10
9-9
8-7
6-5
4-1
12-12 11-11 10-9 8-5
4-1
Ø 
 
Obrázek 2.7 - příklad výstavby tilted-time window tabulky 
 
Přidání mezilehlého okna budí dojem, že nastane až dvojnásobné zvýšení prostorové složitosti. 
Ostatně i autoři uvádějí, že počet oken může narůst až na  ⌈     ⌉   . Naopak časová složitost 
(počet přesunů či sjednocení oken) by se použitím mezilehlého okna měla zmenšit. Jelikož není 
snadné matematicky popsat řadu s počty přesunů u tilted-time window tabulky bez mezilehlého okna, 
napsal jsem jednoduchý program provádějící empirický důkaz. V grafu Graf 2.1 jsou zobrazeny počty 
přesunů (či sjednocení), které bylo nutné provést pro přidání daného počtu prvků do tilted-time 
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window tabulky s či bez mezilehlého okna. Je zde zřetelně vidět, že počet přesunů u tabulky bez 
mezilehlého okna roste mnohem rychleji, než je tomu u tabulky s mezilehlým oknem. Odhad 
složitosti jsem provedl pomocí proložení 1024 nově vložených hodnot křivkou získanou 
polynomiální regresí. Zjistil jsem, že model bez mezilehlého okna roste kvadraticky (koeficient 
determinace    = 0,9998), zatímco model s mezilehlým oknem roste lineárně (koeficient determinace 
   = 1).  
 
 
Graf 2.1 - Srovnání počtu přesunů s a bez mezilehlého okna 
 
Naproti tomu paměťová náročnost (neboli počet oken tilted-time window tabulky) byla skoro stejná, 
viz Graf 2.2. Tento graf neukazuje aktuální počet obsazených oken, nýbrž maximální počet, který byl 
dosud potřebný. Tím jsem chtěl vyjádřit, že se nebude pokaždé zmenšovat již naalokovaný prostor, 
pokud dojde ke sloučení oken. Původní dvojnásobný odhad byl tedy velice nadhodnocený. V grafu 
Graf 2.2 je také jasně patrné, že se délky polí obou přístupů srovnají v mocninách dvojky. 
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Graf 2.2 - porovnání prostorové náročnosti u FP-Stream log. tilted-time modelu  
s a bez mezilehlého okna 
 
Pokud to tedy shrnu, přidání mezilehlého okna takřka nezvětšilo prostorovou složitost, ale časová 
složitost byla výrazně snížena. 
 
Nyní nadefinuji podmínku pro čištění a následně algoritmus, který samotné čištění provede. 
Nechť         jsou okny logaritmického tilted-time window modelu, kde    je nejstarší 
okno
11. Při dolování budeme chtít získat pouze ty množiny, jejichž frekvence byly větší než určitá 
prahová hodnota za určitý časový úsek. Tento časový úsek označím   ⋃   
  
   , kde        
 . Počet všech transakcí v T označím   ∑   
  
   , kde    je počet transakcí v okně   . Udržování 
všech frekvencí za celou dobu běhu datového proudu by sice nebylo tak datově náročné díky 
logaritmické tilted-time window tabulce, ale i přesto ukážu možnost prořezání. Je ještě nutno 
podotknout, že udržování pouze frekventovaných množin také není možné. Musí se udržovat i mnohé 
nefrekventované množiny.  
 
                                                     
11
 Pozor, značení je opačně, než tomu bylo při algoritmu pro vkládání - z důvodu snadnějšího zápisu. 
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Řekněme, že se bude udržovat pouze posledních   frekvencí, tedy   (  )     (    ),  
kde      . Zbytek, tedy   (  )     (  ) můžeme odstranit, pokud platí: 
              (  )      a zároveň   
           ∑   (  )
  
     ∑   
  
     
Vzorec 2.2 - Podmínka prořezání tilted-time window tabulky 
 
Vágně řečeno, budou odstraněna všechna okna od nějakého indexu dál, pokud frekvence každého  
z nich je menší než absolutní podpora krát šířka daného okna a pokud suma frekvencí oken je menší 
než povolená absolutní chyba ve všech těchto oknech. 
Na obrázku Obrázek 2.8 je uveden konkrétní příklad přidávání a prořezávání tilted-time 
window tabulky, na které demonstruji použití vzorce Vzorec 2.2. Minimální podpora je nastavena  
na 10 %, maximální chybovost na 4 % a každá dávka obsahuje právě 100 transakcí. Každý řádek 
označuje nový stav tilted-time window tabulky. Číslo na počátku každého řádku udává četnost 
množiny   v jednotlivých dávkách transakcí. Tyto hodnoty jsou postupně vkládány do tilted-time 
window tabulky množiny  . Dále následují okna tilted-time window tabulky. V kulatých závorkách 
jsou uvedena běžná okna, v hranatých pak mezilehlá okna. Každé okno obsahuje časový interval  
a za svislou čarou frekvenci množiny   v daném intervalu. Na konci každého řádku je uvedeno, jaká 
operace byla provedena. Ta je také vždy podložena výpočtem.  
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3
1
8
0
4
3
1
2
8
σ = 0.10    ε = 0.04    |B| = 100 
Ø 
Ø 
3-3 | 8
4-4 | 0 3-3 | 8
5-5 | 4
3-3 | 8
4-4 | 0
6-6 | 3 5-5 | 4 4-3 | 8
Ø 
Ø 
9-9 | 8
3 < 0.04 * 100 → nevkládá se 
1 < 0.04 * 100 → nevkládá se 
8 ≥  0.04 * 100 → vkládá se
podmínka prořezání nesplněna
podmínka prořezání nesplněna
podmínka prořezání splněna pro 
všechny prvky „tilted-time 
window“ tabulky
8 < 0.10 * 2 * 100 &&
4 < 0.10 * 100 && 
3 < 0.10 * 100 && 
8 + 4 + 3 < 0.04 * (2 + 1 + 1) * 100
 
Obrázek 2.8 - příklad přidávání a prořezávání tilted-time window tabulky 
 
Dva výše popsané algoritmy budou spolehlivě udržovat FP-Stream strukturu, ale nebude to příliš 
efektivní. V tuto chvíli přichází na řadu známá podmínka z algoritmu Apriori [3], která říká, že žádná 
množina nemůže být frekventovaná, pokud nejsou frekventované všechny její podmnožiny. 
Představme si nyní dvě množiny  ,   ,     , které jsou obě ve struktuře FP-Stream.  
Nechť   (  )   (  )     (  ) a    (  )    (  )      (  ) jsou záznamy v tilted-time window 
tabulkách pro  ,   . Pak musí platit následující: 
1.     (jinými slovy je   alespoň tak dlouho ve struktuře FP-Stream jako   ), 
2.            (  )     (  ) (jinými slovy podpora podmnožin je vždy alespoň tak velká, 
jako je podpora množiny). 
Z toho tedy vyplývá, že pokud je   nalezeno v dávce, ale není ve struktuře FP-Stream, není  
ve struktuře FP-Stream ani žádná nadmnožina množiny  . A proto pokud četnost množiny   v dávce 
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je menší než je práh pro vložení do struktury FP-Stream, je zbytečné dolovat její nadmnožiny. Tuto 
podmínku nazveme Prořezání typu 1. 
Prořezání typu 2 bude opět operace postavená na podmínce Apriori, ale tentokrát se bude 
vztahovat na již do FP-Stream vložené množiny  ,    shodných vlastností jako výše. Prořezání typu 2 
říká, že jestliže se odstraní   (  )   (    )     (  ) z   pomocí podmínky Vzorec 2.2, pak je 
možné odstranit i    (  )    (    )      (  ) z   . To ale také znamená, že pokud by byla odstraněna 
množina   ze struktury FP-Stream, pak bude odstraněna také   .  
2.7.2 Řazení množiny podle vzorové posloupnosti 
Další prerekvizitou pro dolování frekventovaných množin v proudu dat je posloupnost, dle které  
se budou řadit položky jednotlivých transakcí před jejich zpracováním algoritmem FP-Stream.  
Tato myšlenka se poprvé objevila u algoritmu FP-Growth, který vyžaduje, aby položky jednotlivých 
transakcí byly před vkládáním do FP-Tree seřazeny. Seřazení může být v podstatě libovolné.  
Pokud se ale hodnoty seřadí sestupně podle jejich frekvence ve zkoumaném vzorku dat, bude strom 
více komprimovaný a dolování samotné o to rychlejší. Taková operace lze provést ale pouze  
nad statickým souborem dat, kde je možné spočítat četnost každé položky. 
U algoritmu FP-Stream je to o to obtížnější, že se zná četnost pouze položek první dávky 
transakcí a v dalších dávkách mohou přicházet transakce, které se ve vzorové (řadicí) posloupnosti 
ještě nevyskytují. Triviálním řešením by bylo položky transakcí řadit alfabeticky. Tím by se ale 
ztratila výhoda co nejvíce komprimovaného FP-Tree a výrazně by se ztížilo zařazování výsledků 
dolování do struktury FP-Stream. Nejenže by byl FP-Tree větší, ale i dolování by trvalo déle. 
Schůdnější metodou je tedy řazení položek transakcí podle postupně vytvářené posloupnosti, kde je 
povoleno vždy přidávat pouze na konec, aby se neporušilo pořadí položek již dříve do FP-Tree 
zařazených transakcí. 
Mnou navrhovaná metoda řazení využívá hešovací tabulky a má lineární časovou složitost: 
Nechť máme neseřazenou posloupnost , | |    a nechť máme vzorovou posloupnost  , | |   , 
která je na počátku prázdná. Pak algoritmus řazení funguje následovně: 
Vytvoř hešovací tabulku z neseřazené posloupnosti  . Ta slouží pouze k tomu, abychom zjistili,  
zda se nějaký prvek nalézá, či nenalézá v posloupnosti  . Vytvoření hešovací tabulky má časovou 
složitost    ( )    ( ). 
Projdi posloupnost   a zjisti, jestli se jednotlivé položky nalézají v  – pomocí výše zmíněné 
hešovací tabulky. Pokud ano, přidej takovou hodnotu do výsledné posloupnosti na konec.  
Tato operace má časovou složitost     ( )    ( ). 
Pokud    , pak je nutné přidat jak na konec výsledné posloupnosti, tak na konec vzorové 
posloupnosti hodnoty { |     }. Tato operace má časovou složitost  ( ), tj. případ,  
ve kterém      . 
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Celý algoritmus má tedy složitost  ( )    ( )     ( )    (   ). Jelikož předpokládám,  
že v praxi bude platit    , může být asymptotická složitost zjednodušena na  ( ), kde   bude 
počet všech po dvou různých12 hodnot, které se vyskytly v proudu dat. 
Na obrázku Obrázek 2.9 demonstruji průběh řazení podle výše popsaného algoritmu. Vstupem 
je množina   a vzorová posloupnost  . Výstupem jsou pak posloupnosti na řádcích 3a a 3b. 
V prvním kroku se jedná v tomto příkladu pouze o opsání neseřazené posloupnosti M s vyznačením 
prvků 3 a 4 – ty se nenacházejí ve vzorové posloupnosti  , což je patrné z druhého kroku algoritmu. 
Tyto prvky jsou pak přidány v kroku 3 jak na konec již seřazené posloupnosti  , tak na konec 
vzorové posloupnosti . 
2 1 5 7 8 9 13 6 15
2 1 5 7 8
Vzorová 
posloupnost N
2 1 5 7 8 3 4
2 1 5 7 8 9 13 6 15 3 4
5 7 2 1 3 8 4 hešovací tabulka z M
M = {5,7,2,1,3,8,4}
1:
2:
3a:
3b:
seřazená množina M
M  N → následuje krok 3
aktualizovaná vzorová 
posloupnost N  
Obrázek 2.9 – řazení pomocí hešovací tabulky 
 
Jsem tedy schopen seřadit jednu posloupnost podle druhé v lineárním čase. Nabízí se otázka, proč se 
tato metoda řazení nepoužívá například namísto algoritmu QuickSort, který má průměrnou časovou 
složitost  (     ). Problém je v tom, že v mém případě musí existovat seřazený seznam všech 
prvků domény. To by znamenalo například u datového typu Int32 mít pole velikosti     4-bytových 
hodnot, které by se muselo celé projít, přestože bych chtěl seřadit pouze trojici číslic. Nehledě na to, 
že by muselo být drženo někde v paměti. U datových typů, jejichž doména je ještě vetší, je to již 
naprosto nemyslitelné. 
Jak jsem již uvedl, délka vzorové posloupnosti je rovna počtu po dvou různých hodnot, které se 
vyskytly od začátku proudu dat. Takto dlouhé pole by se mohlo časem stát vážnou překážkou,  
                                                     
12
 Výraz „po dvou různý“ je ekvivalentem slova unikátní. 
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a proto navrhuji následující prořezávání vzorové posloupnosti. Vzorová posloupnost je potřebná 
k tomu, aby stejná množina (ve zvláštních případech podmnožina či nadmnožina) vygenerovaná 
algoritmem FP-Growth ze dvou různých dávek transakcí měla stejné pořadí prvků – množina 
s uspořádáním. Taková množina se pak správně zařadí do struktury FP-Stream. Prvky vzorové 
posloupnosti, které se již nenacházejí ve struktuře FP-Stream, mohou být ale odstraněny. Tím se 
nejenom vzorová posloupnost zkracuje, ale i přirozeným způsobem řadí sestupně podle četnosti 
v minulých dávkách transakcí. To postupně zvyšuje kompresi stromů ve struktuře FP-Stream. Čištění 
je možné provést v čase  (  ), kde   je délka vzorové posloupnosti. Proto navrhuji, aby se čištění 
provedlo po každé zpracované dávce transakcí.  
Pro úplnost uvedu, že není možné použít pro řazení položek v jednotlivých transakcích běžné 
řadicí algoritmy jako je například QuickSort. Problém je v tom, že běžné řadicí algoritmy by položky 
transakce seřadily vždy například alfabeticky bez ohledu na dříve seřazené posloupnosti a znemožnily 
tak zařazení výsledků dolování do struktury FP-Stream.  
2.7.3 Konstrukce a udržování struktury FP-Stream 
Konstrukce a udržování struktury FP-Stream je založeno na zpracování jednotlivých dávek dat 
datového proudu. Pokud je již celá dávka načtena v paměti, může začít její zpracování. První dávka, 
označme ji   , se zpracovává odlišně od všech dalších. Nejprve se spočítají frekvence všech položek 
v dávce. Tyto položky se následně sestupně seřadí podle frekvencí a jsou vloženy do řadicí 
posloupnosti, čímž se tato posloupnost inicializuje. Nyní je nutné seřadit položky v jednotlivých 
transakcích. Než se tak ale stane, mohou se odstranit všechny položky, jejichž četnost v dávce    je 
menší než  |  |. Takto seřazené transakce je možné již vkládat do FP-Tree, ten dolovat s podporou 
rovnou   a výsledky uložit do struktury FP-Stream. Pro další dávky, tedy   ,     se postupuje 
následovně: 
1. Vytvoř prázdný FP-Tree. 
2. Seřaď položky každé příchozí transakce podle řadicí posloupnosti a následně je vlož  
bez žádného prořezávání do FP-Tree. 
3. Ve chvíli, kdy jsou všechny transakce patřící do    načteny v FP-Tree, aktualizuj  
FP-Stream následovně: 
a. Doluj množiny v FP-Tree metodou FP-Growth, která je následovně 
zmodifikována: 
Pro každou vydolovanou množinu položek   zjisti, zda se nachází ve struktuře  
FP-Stream. Pokud se   v FP-Stream nachází: 
i. Přidej   (  ) do logaritmické tilted-time window tabulky množiny    
a proveď prořezání dle Vzorec 2.2. 
 31 
ii. Pokud je tabulka prázdná, FP-Growth zastaví dolování nadmnožin 
množiny   – jedná se Prořezání typu II. Pokud není tabulka prázdná, 
pokračuje FP-Growth dolováním nadmnožin množiny  .  
Pokud se   ve struktuře FP-Stream nenachází a   (  )   |  |, pak se   vloží  
do struktury FP-Stream a tilted-time window tabulka množiny   bude mít jeden 
prvek   (  ). Jinak FP-Growth zastaví dolování nadmnožin množiny   – jedná se 
o Prořezání typu I. 
b. Projdi celou strukturu FP-Stream pomocí prohledávání do hloubky a v každém 
uzlu zjisti, jestli uzel obsahuje ve své tilted-time window tabulce na pozici (   ) 
nějakou hodnotu. Pokud ne, vlož 0 do tilted-time window tabulky na pozici (   ) – 
to nastane pouze v případě, že se množina obsahující tento uzel nevyskytovala 
v   . Následně proveď prořezání tohoto uzlu dle Vzorec 2.2. 
Pokud se při prořezání dojde až k listu a tento list je po prořezání prázdný,  
smaže se. (Pokud by se smazaly i všechny jeho bratrské uzly, stane se jeho 
otcovský uzel listem a může být také smazán, pokud je jeho tilted-time window 
tabulka prázdná.) 
2.7.4 Získání frekventovaných množin ze struktury FP-Stream 
Získání frekventovaných množin ze struktury FP-Stream je již velice snadnou operací. Nejprve  
je nutné zadat interval času, řekněme mezi časovými známkami    a   , ve kterém se mají hledat 
frekventované množiny. Tyto časové známky jsou ekvivalentem času dolování dávek    a   .  
Struktura FP-Stream je procházena pomocí prohledávání do hloubky. Každý uzel   se otestuje na 
podmínku ∑   (  )
 
    (   )∑   
 
   
13, kde    je šířka dávky transakcí s indexem  . Pokud je 
splněna, vrátí se celá cesta od kořene k aktuálnímu uzlu   a takto vzniklé frekventované množině   se 
přiřadí podpora ∑   (  )
 
    ∑   (  )
 
   . Pokud podmínka splněna není, zanořování je zastaveno. 
2.7.5 Shrnutí 
Algoritmus FP-Stream využívá pro dolování frekventovaných množin algoritmus pro dolování 
frekventovaných množin bez generování kandidátů – FP-Growth. Výsledky dolování jsou ukládány 
do struktury FP-Stream. Jedná se o stromovou strukturu, kde každý uzel obsahuje historii počtu 
výskytů odpovídající frekventované množiny. Díky tomu je možné dolovat frekventované množiny 
nad různými časovými intervaly. 
                                                     
13
 (σ-ε) vysvětleno v 2.4.2 a [10]. 
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2.7.6 Projekt MOA 
V rámci teoretické přípravy jsem se seznámil také s projektem MOA (Massive On-line Analysis) 
[14]. V době psaní této práce bylo na webové stránce projektu (http://moa.cs.waikato.ac.nz/) uvedeno, 
že se na modulu pro dolování frekventovaných vzorů v proudu dat teprve pracuje. Nemohl jsem jej 
tedy použít pro ověření výsledků či porovnání rychlosti. 
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3 Návrh konceptu aplikace 
Program na dolování frekventovaných vzorů z proudu dat je napsán jako klientská aplikace,  
která využívá databázový server MS SQL Server 2008 R2 [15] jako zdroj dat pro dolování.  
Aplikace byla vytvořena na základě třívrstvého modelu: 
 prezentační vrstva, 
 výkonná vrstva a 
 datová vrstva. 
Jako programovací jazyk jsem zvolil objektově orientovaný jazyk C# a .NET Framework 4 Client 
Profile [16]. Při implementaci jsem používal výhradně generické datové typy a jim odpovídající 
metody, aby se dosáhlo co největší univerzálnosti při nasazení aplikace v reálném provozu. 
3.1 Prezentační vrstva 
Prezentační vrstva obsahuje grafické uživatelské rozhraní a stará se o interakci aplikace s uživatelem, 
přebírá vstup od uživatele a zobrazuje mu výsledky. Popis grafického uživatelského rozhraní  
se nachází v kapitole 4.5. 
3.2 Výkonná vrstva 
Výkonná vrstva se stará o veškeré výpočty a je hlavním předmětem této práce. Skládá se z několika 
logických bloků.  
Prvním takovým blokem je blok algoritmu Lossy Counting, viz Obrázek 3.1. Ten je tvořen 
stejnojmennou třídou, která je vstupním a výstupním bodem celého dolování frekventovaných vzorů 
v proudu dat algoritmem Lossy Counting. Dále se zde nacházejí třídy Buffer, Trie a SetGen, 
poslední jmenovaná včetně paralelní varianty. Ke třídě Trie patří pak ještě třídy TrieTree  
a TrieNode, což je v pořadí strom lesa Trie a uzel stromu. Dále byla implementována hešovací 
tabulka a její položka ve třídách HashTable a HashTableItem – hešovací tabulka je v .NET 
Frameworku samozřejmě implementována, já jsem však potřeboval zapouzdřit některé další operace 
a tak jsem vytvořil třídu novou. Posledními dvěma třídami jsou LCParamsForThreading  
a LCMiningParam, které slouží na předávání parametrů dolování do nově vzniklého vlákna. 
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Obrázek 3.1 - Seznam tříd včetně vztahu dědičnosti (Lossy Counting) 
 
 
Dalším logickým blokem je FP-Growth/FP-Tree, který popisuje jak strukturu FP-Tree, tak algoritmus 
FP-Growth. Třída FPTree je děděna třídou FPTree_Parallel. Struktura FP-Tree je pak složena 
z FPTreeNode a FPItem. Mimo to je zde třída pro práci s tabulkou hlaviček FPHeaderTable  
a jejími prvky FPHeaderTableItem. Pro řazení položek jednotlivých transakcí se používá 
statická třída Flist, pro zasílání parametrů dolování do nově vzniklého vlákna v paralelní variantě 
pak třída FPParamsForThreading a FPMiningParam. Poslední třída FPTempResults 
slouží pro slučování výsledků z více vláken. 
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Obrázek 3.2 - Seznam tříd včetně vztahu dědičnosti (FP-Tree) 
 
 
Další logický blok popisuje strukturu FP-Stream ve třídě FPSTree. Tato stromová struktura  
je složena z jednotlivých uzlů typu FPSTreeNode. Každý takový uzel má pak tilted-time window 
tabulku TiltedTimeWindowTable, která je složena z jednotlivých oken TiltedTimeWindow. 
 
 
Obrázek 3.3 - Seznam tříd (FP-Stream) 
 
 
Předposledním logickým blokem je ResultSet. Tato skupina tříd slouží ke slučování a ukládání 
frekventovaných vzorů, popřípadě předávání části frekventovaného vzoru v algoritmu FP-Growth  
při rekurzivním volání. 
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Obrázek 3.4 - Seznam tříd včetně vztahu dědičnosti (ResultSet) 
 
 
Za zmínku ještě určitě stojí skupina podpůrných tříd, které mají jednu společnou vlastnost – nepatří 
k žádnému z výše zmíněných algoritmů. První takovou třídou je statická třída Basics. V ní jsou 
uloženy všechny možné konstanty či nastavení programu. Dále je zde třída Timer na měření délky 
běhu aplikace a statická třída Log, která vypisuje na obrazovku či do souboru různé informace 
důležité pro ladění a podobně. Poslední třída ThreadCounter je určena pro správu počtu 
zbývajících vláken pomocí atomických operací. 
 
Obrázek 3.5 - Seznam tříd (podpůrné třídy) 
 
3.3 Datová vrstva 
Datová vrstva se stará o získávání dat z proudu. Stávající implementace pracuje s takzvanými „offline 
stream“ (bude rozebráno později v kapitole 5.2), není však problém tuto vrstvu upravit pro „online 
stream“. Datová vrstva netvoří v implementaci samostatný projekt, nýbrž samostatnou třídu 
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DataRetriever. Dále jsem implementoval třídu MSSQLConnector pro pohodlnější správu 
připojení k databázi, viz Obrázek 3.6. 
 
Obrázek 3.6 - Seznam tříd (datová vrstva) 
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4 Implementace 
V minulé kapitole jsem popsal koncept aplikace a její jednotlivé logické bloky vzhledem  
ke třívrstvému modelu. V této kapitole popíši implementaci jednotlivých algoritmů na dolování 
frekventovaných množin v proudu dat a možnosti jejich zrychlení. 
Při implementaci jsem ve velké míře využíval lambda výrazů, které nejenže mají velikou 
vyjadřovací sílu, ale také jsou .NETu velice efektivně implementovány [14], [15], [16]. Například 
odstranění všech prázdných synovských uzlů lze provést pomocí metody RemoveAll s lambda 
výrazem v parametru. Takový příkaz se pak přečte jako: Odstraň všechny uzly z this.children, 
pro které metoda <uzel>.IsEmpty vrátí true: this.children.RemoveAll(c=> 
c.IsEmpty); 
Druhý příklad vytvoří pole s položkami typu TrieNode<T> z pole nodes. Vybere však pouze 
ty, které jsou NULL nebo jejichž součet frekvence a delty je větší než prahová hodnota threshold:  
 
TrieNode<T>[] newNodes = nodes.Where(n => n == null || n.Freq + 
n.Delta > threshold).ToArray(); 
 
Při psaní mě napadl nový způsob, jak komentovat rozvětvené a zanořené if-else podmínky,  
každá funkce či procedura je samozřejmě komentována zvlášť v hlavičce. Při dřívějším psaní či čtení 
jsem se v běžně psaných komentářích podmínek nepříliš dobře orientoval, a proto jsem zkusil 
nejdříve popsat logiku celého bloku a teprve poté uvést kód s případnými upřesňujícími komentáři. 
 
// nebyla polozka v aktualnim davce aktualizovana 
//     + dopln nulovou frekvenci a nasledne proved prorezani uzlu 
// uzel neni koren, ale je prazdny 
//     + skonci 
//     - pokracuj rekurzivne se vsemi svymi potomky 
//       odstran vsechny potomky s prazdnou tilted-time window  
//  tabulkou 
 
if (!this.supportTape.isFirstBatchNumber(lastBatchNumber)) 
{ 
    this.supportTape.Add(lastBatchNumber, 0); 
    this.supportTape.PruneTail(sigma_w, epsilon_w); 
} 
 
if (!this.isRoot && this.supportTape.isEmpty) 
    return; 
else 
{ 
    foreach (FPSTreeNode<T> child in this.children) 
        child.CompleteBatch(lastBatchNumber, sigma_w, epsilon_w); 
 
    this.children.RemoveAll(c => c.IsEmpty); 
}… 
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4.1 Lossy Counting 
Článek [10] obsahuje kromě teoretického rozboru také řadu doporučení, jak by se daly jednotlivé 
moduly (      ,      a       ) efektivně implementovat. 
      :  Jak již jsem uvedl v teoretické části, tento modul se bude skládat ze dvou polí stejné 
délky. Jedno pole bude obsahovat položky transakcí a druhé pole s binárními hodnotami bude 
obsahovat příznaky, zda daný index odpovídá či neodpovídá poslednímu prvku transakce. 
Index 0 1 2 3 4 5 6 7 8 
Položka 4 51 1 1 12 33 35 100 105 
Hranice transakce False True True False False False False False True 
 
Tabulka 4.1 - příklad dat uložených v Bufferu 
 
V tabulce Tabulka 4.1 je na prvním řádku uveden index, na druhém pak položky transakcí  
a na posledním pole binárních hodnot. V tabulce jsou uloženy 3 transakce ohraničené indexy 0-1, 2  
a 3-8. Hodnoty v jednotlivých transakcích jsou již vzestupně seřazeny.  
     a       : Tyto dva moduly spolupracují tak úzce, že bude lépe, pokud popíši jejich 
implementaci dohromady. V kódu jsou ale odděleny. 
Jak již bylo uvedeno, struktura      je les. Já jsem ji implementoval pomocí generické kolekce 
Dictionary (hešovací tabulka), která mi poskytuje asociativní přístup k jednotlivým stromům 
pomocí hodnoty klíče v čase  ( ), navíc k mazání stromů vůbec nedochází a k přidávání nového 
stromu do lesa dochází velmi zřídka. V tomto kroku nevyžaduji, aby byly stromy jakkoliv seřazeny. 
Strom lesa      je implementován jako dlouhé pole, které se při zaplnění zvětší na dvojnásobek. 
Pokud je nutno vložit novou hodnotu do tohoto pole, musí se všechny položky vpravo od vkládané 
pozice včetně posunout o jednu pozici doprava. Teprve poté je možné vložit do uvolněné pozice 
novou hodnotu. Jak jsem ale experimentálně ověřil, nejedná se zase o tak častou operaci, aby to byl 
z pohledu výkonnosti problém (má implementace po smazání prvku nechává volný prostor,  
což umožňuje přidání prvku do pole jen s minimem posunů). Výhodou je malá paměťová náročnost. 
Nyní popíši tu nejdůležitější část algoritmu: generování množin a jejich vkládání či aktualizace 
ve struktuře     .  
Na počátku je k dispozici        naplněný transakcemi. Položky každé transakce jsou 
seřazeny. Projdu takto vzniklý        a do hešovací tabulky si uložím, na kterých pozicích jsou 
které hodnoty (hešují se hodnoty, pozice jsou uloženy v kolekci List14)  Hešovací tabulku jsem 
zvolil z toho důvodu, že mi poskytuje nalezení seznamu pozic podle hodnoty se složitostí  ( ). 
                                                     
14
 Pozice jsou automaticky seřazeny, jelikož je        seřazený, je čten zleva doprava a v seznamech se 
přidává na konec. 
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Nyní přijde na řadu rekurzivní algoritmus, který umožňuje postupný růst frekventovaných množin. 
Nejprve procházím sekvenčně prvky v hešovací tabulce (na pořadí nezáleží) a v každém kroku 
zjistím, jestli existuje strom v lese Trie, který je možné adresovat touto hodnotou. (Až nyní by bylo 
nutné načíst strom z pevného disku pomocí metody TrieTree<T>.loadTreeFromHDD().  
Je také důležité si uvědomit, že od této chvíle již budu pracovat pouze s jediným stromem a budu 
dolovat frekventované množiny, které mají jako první prvek kořen stromu.) Pokud takový strom 
neexistuje a pokud je frekvence aktuální hodnoty v dávce větší nebo rovna  , vytvoří se v lese Trie 
nový strom a zavolá se funkce GenerateSubsetsRecursive. Ta bude rekurzivně hledat 
v jednotlivých transakcích v       u všechny následníky prvků vygenerovaných v předchozím 
kroku rekurze. Opět tak vytvořím hešovací tabulku následníků a jejich pozic, tu procházím  
a v každém kroku zjišťuji, jestli je daná hodnota již v aktuálním stromu na předpokládané pozici, tedy 
tak, aby tvořila dvouprvkovou množinu (množina, popř. frekventovaná množina je cesta od kořene 
stromu k libovolnému uzlu, tedy prvku na libovolné pozici). Pokud už takový uzel ve stromu existuje 
a zároveň frekvence uzlu stromu plus frekvence v hešovací tabulce (ne v aktuální dávce - jelikož nás 
zajímá četnost dosud vygenerované množiny v dávce a ne pouze frekvence právě zpracovávaného 
prvku dávky) plus delta jsou vetší než         , má smysl frekvenci uzlu zvětšit o frekvenci 
v hešovací tabulce a rekurzivně dál dolovat delší množiny. Pokud ale podmínka splněna není, nemá 
smysl pokračovat v rekurzi. Pokud se hodnota ve stromu ale nevyskytuje a zároveň splňuje alespoň 
podmínku pro vložení do stromu, tedy pokud je frekvence prvku v hešovací tabulce alespoň  , pak je 
přidána do stromu a rekurzivně se pokračuje v prodlužování této množiny. 
Algoritmus Lossy Counting se opakuje tak dlouho, dokud je dostatek dat na naplnění 
      u. Po každé zpracované dávce transakcí se provede prořezání lesa, které vyčistí jeden strom 
po druhém od nefrekventovaných položek. Tato operace se pro jeden strom provede pomocí lambda 
výrazu: 
TrieNode<T>[] newNodes = nodes.Where(n => n == null ||  
n.Freq + n.Delta > bcurrent).ToArray(); 
 
Tak dostanu nový prořezaný strom s podmínkou, že je prvek buď prázdný nebo součet frekvence  
a delty je větší než         . A toto je opět okamžik, ve kterém bych strom mohl uložit na pevný disk.  
4.1.1 Paralelní Lossy Counting 
Nad rámec zadání jsem se pokusil o paralelizování algoritmu Lossy Counting. Paralelizovat 
algoritmus Lossy Counting není tak jednoduché, jak by se na první pohled mohlo zdát. Jedná se sice  
o rekurzivní algoritmus, ale všechny operace, které mají úroveň zanoření jedna a více, pracují vždy 
jen s jedním stromem. Zde se nalézá kámen úrazu. Tento strom je uložen v paměti jako pole – 
preorder průchod. Pokud přidám do tohoto stromu prvek na neprázdnou pozici, dojde k posunu prvků 
v tomto poli. Proto jsem se rozhodl, že veškerá paralelizace bude probíhat pouze na úrovni stromů 
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TrieTree lesa Trie. To znamená, že pokud zpracovávám proud s 1000 různými položkami, bude 
vytvořeno až 1000 vláken. Každé vlákno bude generovat množiny s předem daným prvním prvkem  
a tyto množiny bude ukládat do předem daného stromu TrieTree. Tím mám zaručeno, že se 
nebudou jednotlivá vlákna ovlivňovat. 
Při paralelizaci se využívalo statických tříd ThreadPool, ThreadCounter, vzájemného 
vyloučení a seskupování vláken do skupin, aby se nevytvářelo tolik vláken, jako je různých položek 
v dávce transakcí. Daná problematika je důkladně popsána v kapitole 4.4.5 při paralelizaci algoritmu 
FP-Stream, a proto se jí zde nebudu dále věnovat. 
4.2 Tilted-time window tabulka 
Tilted-time window tabulka je implementována ve třídě TiltedTimeWindowTable,  
která obsahuje seznam oken List<TiltedTimeWindow>. Ten jsem zvolil z toho důvodu,  
že se seznam prochází buď lineárně, nebo se přistupuje na konkrétní index, a navíc vyhledávání podle 
hodnoty není třeba. Jak jsem ukázal v kapitole 2.7.1, je výhodné využívat model tilted-time window 
s mezilehlým oknem. Pro zrychlení výpočtů nad seznamem jsem i mezilehlá okna zařadil do tohoto 
seznamu podle následujícího vzoru: Řádná15 okna se nalézají na pozicích  ,   a        a mezilehlá 
okna se nacházejí na pozicích    pro    , viz obrázek Obrázek 4.1. 
Každé okno obsahuje vlastnost isEmpty, která uvádí, jestli je okno prázdné či ne. Pokud je 
řádné okno prázdné, je jasné, že neexistuje žádné další neprázdné okno napravo od něj. Z toho plyne, 
že pokud je nulté okno prázdné, je prázdná celá tabulka. Tohoto faktu se využívá mimo jiné  
při prořezávání struktury FP-Stream – pouze testováním prvního okna je jasné, zda je možné smazat 
větev stromu počínající tímto uzlem. 
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Obrázek 4.1 - Model tilted-time window s mezilehlým oknem - číslice označují pozice v lineárním 
seznamu 
 
Přidání nového okna se provádí rekurzivně. Metoda Add(int batchNummer, int support) 
vloží hodnoty parametrů do nultého prvku. To však není možné, pokud je toto okno neprázdné. 
V takovém případě se musí před vložením zavolat metoda ShiftRecursive(int level), 
která posune či sloučí okna dále doprava podle pravidel uvedených v kapitole 4.2 tak, aby se uvolnilo 
místo na nulté pozici. 
                                                     
15
 Je nutno odlišit mezilehlá okna a ta ostatní – ty jsem označil jako „řádná.“ 
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Prořezávání tilted-time window tabulky je nejnáročnější operací nad tilted-time window tabulkou. Je 
implementováno v metodě PruneTail(float sigma_w, float epsilon_w).  Abych při 
výpočtu podmínky podle vzorce Vzorec 2.2 ušetřil co nejvíce procesorového času, ukládám si v 
každém okně součet frekvencí oken ležících vpravo od něj včetně frekvence aktuálně zpracovávaného 
okna. Díky tomu mohu druhou podmínku výše zmíněného vzorce zapsat jako 
windows[i].summarySupport < epsilon_w * (windows[i].To - 
windows[endIndex].From + 1). 
4.3 FP-Stream 
Implementace algoritmu FP-Stream se skládá ze čtyř logických celků. Prvním je samotné rozhraní 
FP-Stream, dále pak implementace struktury FP-Stream nazvaná FPSTree. K tomu náleží podpůrné 
třídy pro práci s tilted-time window tabulkou a v poslední řadě také algoritmus FP-Growth  
jak v původní verzi dle [5], tak v upravené verzi pro FP-Stream. Druhá zmíněná verze je velice pevně 
svázána se třídami pracujícími se strukturou FP-Stream. 
Nyní představím třídy patřící do prvních dvou zmíněných logických celků: 
FPStream – stará se o inicializaci, plnění a dolování struktury FP-Stream, inicializaci  
a dolování FP-Tree a také o získávání transakcí z proudu dat.  
FPSTree – popisuje strukturu FP-Stream jako strom, sama obsahuje odkaz na jediný uzel - 
kořen stromu. Celá třída je obálkou, která zapouzdřuje rekurzivní či iterativní metody prováděné  
nad stromem. Samotné stromové operace jsou implementovány až nad uzly tohoto stromu ve třídě 
FPSTreeNode. 
FPSTreeNode – je třída popisující jeden uzel stromu FP-Stream. Takový uzel má kromě  
své hodnoty a seznamu synovských uzlů také tilted-time window tabulku s jednotlivými časovými 
okny. Jak již bylo zmíněno v předchozím odstavci, veškerá logika stromu je v této třídě. Zmíním se 
zde pouze o dvou nejdůležitějších metodách. První z nich je metoda 
GetNodeWhereToStartTreeUpdate, která z vkládané množiny odstraní souvislou část prvků, 
které tvoří větev stromu FP-Stream, a dále nalezne uzel v tomto stromu, od kterého se bude dál 
vkládat zbytek množiny. Příklad využití této metody je na obrázku Obrázek 4.2 na konci této 
kapitoly. Druhou důležitou operací je prořezání struktury FP-Stream. Ta má dvě fáze. První fází je 
prořezání tilted-time window tabulky každého aktualizovaného uzlu v aktuální dávce podle vzorce 
Vzorec 2.2. To se provádí v průběhu výstavby struktury FP-Stream, aby se v případě odstranění všech 
oken z tilted-time window tabulky daného uzlu nepokračovalo v dolování nadmnožin – prázdný uzel 
nemůže mít nikdy neprázdného syna. Druhá fáze probíhá po skončení zpracování všech transakcí 
aktuální dávky. Prochází se celá struktura FP-Stream prohledáváním do hloubky a testuje se, zdali byl 
uzel v aktuální dávce aktualizován a tudíž již prořezán. Pokud tomu tak není, je do tilted-time 
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window tabulky vloženo nové okno s frekvencí nula a provedeno prořezání podle vzorce Vzorec 2.2. 
Pokud je uzel po prořezání (buď po prvním, nebo po druhém) prázdný, odstraním větev stromu  
od tohoto uzlu směrem k listům, jelikož množina nemůže být frekventovaná, pokud libovolná z jejich 
podmnožin není frekventovaná. Metodu prořezávající strukturu FP-Stream (druhá fáze) jsem 
pojmenoval CompleteBatch, protože se volá vždy jako poslední procedura nad stromem a uzavírá 
tak zpracování aktuální dávky transakcí. 
4.4 FP-Growth v algoritmu FP-Stream 
Implementace algoritmu FP-Growth se skládá z několika částí. Nejdříve bude popsána implementace 
řazení posloupností, dále pak implementace tabulky hlaviček. Rozvedeny budou také jednotlivé třídy 
na ukládání výsledků a v poslední řadě, po uvedení všech prerekvizit, výstavba a dolování FP-Tree 
algoritmem FP-Growth společně s výstavbou struktury FP-Stream. 
4.4.1 Řazení posloupností 
V teoretické části jsem uvedl nový algoritmus na řazení posloupnosti podle jiné posloupnosti, který 
navíc zlepšuje své řadicí schopnosti s tím, jak přicházejí další a další data z proudu. Tento algoritmus 
je implementován ve statické třídě Flist, která zpřístupňuje tři metody – Order, OrderHT  
a Clean. Mimo tyto metody obsahuje třída také privátní pole prvků F, které tvoří vzorovou řadicí 
posloupnost. 
Statická metoda List<T> Order(List<T> unsortedList) přijímá neseřazený 
seznam a vrací seřazený seznam. Tato metoda nejprve vytvoří hešovací tabulku z neseřazeného 
seznamu unsortedList. Následně se pomocí lambda výrazu F.Where(item => 
hs.Contains(item)) projde řadicí posloupnost F a vyberou se ty položky, jež jsou obsaženy 
v neseřazené posloupnosti unsortedList. Tím byl seřazen průnik těchto dvou množin. Pokud by 
neseřazená množina unsortedList byla podmnožinou řadicí posloupnosti F a tedy kardinalita 
nově seřazené množiny res a původní neseřazené množiny unsortedList by byla stejná, bylo by 
řazení u konce. Zjištění délky generické kolekce zajišťuje .NET Framework v čase  ( ). V opačném 
případě, tedy že neseřazená posloupnost není podmnožinou řadicí posloupnosti F, je nutné doplnit jak 
řadicí, tak řazenou posloupnost o ty prvky, které jsou v neseřazené posloupnosti a zároveň nejsou 
v řadicí posloupnosti F. To provedu tak, že odstraním z hešovací tabulky všech prvky z res, tedy ty, 
jež byly již seřazeny. To je možné provést v lineárním čase, zaleží pouze na délce již seřazené 
posloupnosti res. Následně mohu vzít všechny zbylé prvky v hešovací tabulce a přidat je jak do 
řadicí posloupnosti, tak do výsledku. Výjimečně přikládám i kód kvůli důležitosti této metody. 
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internal static List<T> Order(List<T> unsortedList) 
{ 
    // vytvori hesovaci tabulku z unsortedListu >> O(m) 
    HashSet<T> hs = new HashSet<T>(unsortedList); 
    List<T> res; 
 
// projde list L a vrati ty prvky, ktere jsou v hashovaci 
tabulce >> O(n) 
    res = F.Where(item => hs.Contains(item)).ToList(); 
 
// pokud unsortedList neni podmnozinou mnoziny F, pak je nutne 
najit doplnek  
// pruniku v unsortedList a pridat jej jak do F, tak do 
vysledky razeni >> O(m) 
    if (res.Count != unsortedList.Count) 
    { 
        hs.ExceptWith(res); 
        F.AddRange(hs); 
        res.AddRange(hs); 
    } 
 
    return res; 
} 
 
Druhou metodou pro řazení je List<FPHeaderTableNode<T>> 
OrderHT(SortedList<T, FPHeaderTableNode<T>> unsortedHT), která řadí položky 
tabulky hlaviček těsně před dolováním. Jelikož jsou hodnoty tabulky hlaviček přímo ve své třídě 
uloženy v generické kolekci SortedList, není nutné vytvářet hešovací tabulku pro řazení. 
Respektive, měření ukázalo, že je rychlejší využít stávající vyhledávací strukturu se složitostí 
nalezení prvku  (     ) v kolekci SortedList, než vytvářet novou hešovací tabulku. Je také 
naprosto jisté, že všechny prvky neseřazené množiny unsortedHT jsou již obsaženy v řadicí 
posloupnosti F, neboť byly všechny již dříve řazeny při vytváření FP-Tree. Díky tomu je tato metoda 
jednodušší. 
Poslední důležitou metodou je metoda void Clean(FPSTree.FPSTree<T> 
fpstree), která vyčistí řadicí posloupnost F od prvků, které se nadále nevyskytují ve struktuře  
FP-Stream a nejsou tedy důležité pro řazení. Bystrého čtenáře by při pohledu na implementaci této 
metody mohlo napadnout, že by mělo být možné procházet obě posloupnosti (prvky FP-Streamu  
a řadicí posloupnost F) vedle sebe a pouze porovnávat hodnoty na dvou indexech, jelikož synové 
kořenu stromu FP-Stream by měli být seřazeni shodně s řadicí posloupností F. Tato úvaha je naprosto 
správná, pokud by se dolování spouštělo pouze v jednom vlákně. Pokud se ale dolování spustí ve více 
vláknech, není možné zaručit přesné pořadí synů kořene stromu, aniž bych nedegradoval výhody 
paralelního dolování. Zpomalení na kvadratickou složitost není ale žádná újma, jelikož se tento 
výpočet provádí pouze jednou za dávku transakcí. U této metody se dá opět využít výhod lambda 
výrazů, viz následující kód. 
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internal static void Clean(FPSTree.FPSTree<T> fpstree) 
{ 
    HashSet<T> hs = new HashSet<T>(fpstree.RootChildren); 
    F.RemoveAll(f => !hs.Contains(f)); 
} 
4.4.2 Implementace tabulky hlaviček FP-Tree 
Tabulka hlaviček je v podstatě seznamem uzlů FP-Tree včetně souhrnné podpory daného prvku 
v tomto stromu. Dále vím, že prvky v ní uložené jsou po dvou různé. Navíc je požadavkem, aby se 
v tomto seznamu dalo rychle vyhledávat podle hodnoty klíče. Jako datový typ jsem tedy zvolil 
generickou kolekci SortedList<TKey, TValue>, což je v podstatě binární strom s klíčem  
a hodnotou. Jako klíč TKey slouží hodnota v uzlu stromu FP-Tree, hodnota TValue je pak objekt 
třídy FPHeaderTableNode. Samotný objekt třídy FPHeaderTableNode pak obsahuje znovu 
dříve zmíněný klíč, souhrnnou podporu všech uzlů se stejným klíčem a odkazy na první a poslední 
uzel stromu se shodným klíčem. 
Pokud přidáváme uzel do FP-Tree, musí se aktualizovat i tabulka hlaviček. To se děje pomocí 
metody void Add(T item, FPTreeNode<T> node), která buď vloží nový záznam  
do tabulky hlaviček, nebo nastaví u posledně vkládaného uzlu se stejným klíčem ukazatel na další 
prvek - na právě vytvořený uzel. Tento uzel se tak stane posledním uzlem. Díky tomuto zřetězení je 
pak možné spočítat souhrnnou podporu prvku ve stromu. Tu vypočítává pro všechny prvky tabulky 
hlaviček metoda void CompleteFPHeaderTable(). Ta sama o sobě není tak zajímavá, pouze 
prochází celý strom a počítá souhrnné podpory. Já bych se rád zastavit u stejnojmenné přetížené 
metody void CompleteFPHeaderTable(HashSet<T> hashSet, int minSupport). 
Ta nejenže spočítá souhrnné podpory, ale navíc odstraní z tabulky hlaviček ty klíče, které nejsou  
ve struktuře FP-Stream a jejichž podpora je tak nízká, že by se do struktury FP-Stream nedostaly. 
Tato heuristika má význam v modifikovaném algoritmu FP-Growth. 
 
4.4.3 FPResult, FPPattern a FPItem 
FPResult je třída poděděná z abstraktní třídy ResultSet, kterou rozšiřuje o porovnání dvou 
objektů třídy FPResult. Tu jsem nejprve implementoval velice jednoduše pomocí metody 
Enumerable.SequenceEqual v .NET Framework, ale časté volání této metody a její nízký 
výkon mě dovedly k tomu, abych porovnání optimalizoval. Já vím, že jsou obě porovnávané množiny 
seřazené. Díky této znalosti mohu procházet obě množiny zleva doprava a porovnávat jednotlivé 
prvky. Ve chvíli, kdy se liší, okamžitě skončím neúspěchem. 
Třída FPPattern dědí vše od FPResult a přidává pouze jeden příznak, jestli je objekt již 
správně inicializován. 
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Třída FPItem je nejjednodušší třídou. Jediná její funkce je zapouzdřit jednu hodnotu  
a její podporu. 
4.4.4 FPTreeNode a FPTree 
Základem algoritmu FP-Stream je algoritmus FP-Growth. Ten používá ke své činnosti datovou 
strukturu zvanou FP-Tree, která je naimplementována ve třídách FPTree a FPTreeNode. 
Třída FPTreeNode definuje jeden uzel stromu FP-Tree, který kromě hodnoty a podpory 
obsahuje také odkaz na uzel se stejnou hodnotou klíče – viz provázání uzlů se stejnou hodnotou 
v kapitole 4.4.2. Aby bylo možné vytvořit stromovou strukturu a procházet ji jak od kořene 
k libovolnému uzlu, tak od libovolného uzlu ke kořeni, obsahuje každý uzel seznam ukazatelů  
na synovské uzly a dále ukazatel na svého rodiče. 
Tou nejdůležitější třídou je FPTree. V této kapitole se budu zabývat pouze sekvenční verzí 
této třídy. Při budování a dolování FP-Tree je jeden z nejdůležitějších parametrů hodnota minimální 
podpory. Ta se vyskytuje ve třídě hned dvakrát. Jednou jako relativní, podruhé jako absolutní 
hodnota. Dále obsahuje tato třída celočíselný identifikátor aktuální dávky a počet transakcí, které se 
v dávce nalézají. Počet transakcí v dávce je důležitý mimo jiné na výpočet absolutní podpory  
a absolutní maximální povolené chyby. 
Výstavba FP-Tree je z pohledu této třídy velice jednoduchou záležitostí. Stačí zavolat metodu 
void Add(List<T> tranItems) se seřazenou množinou položek jedné transakce a ta spustí 
rekurzivní výstavbu nové větve či aktualizaci stromu. Druhou možností je metoda FPTreeNode<T> 
ConstructCondFPTree(FPTree<T> condFPTree, FPTreeNode<T> treeNode, 
int branchSupport), která je určena pro výstavbu podmíněného FP-Tree.  
Než se pustím do popisu samotného dolování, vysvětlím nejdůležitější pomocné procedury  
a funkce, které jsou součástí procesu dolování. První takovou funkcí je přetížená privátní metoda 
List<FPItem<T>> FindSinglePrefixPath() na získání jednoduché cesty16 od kořene 
stromu směrem dolů podle [5].  
První varianta této metody bez parametrů neslouží pouze k navrácení jednoduché cesty,  
ale také ke snížení výšky stromu právě o tuto cestu. To znamená, že uzel, který má více než jednoho 
potomka, se stane kořenovým uzlem a všichni jeho předci budou ze stromu odstraněni. Tím se 
intuitivně zkrátí doba dolování. Tento koncept autorů algoritmu FP-Growth jsem rozšířil ještě o jednu 
podmínku, která zastaví procházení ve chvíli, kdy podpora kořenového uzlu je menší než minimální 
podpora. To opět zrychlí výpočet. 
Druhá varianta přijímá jeden parametr a tím je kořenový uzel struktury FP-Stream. Používá se 
výhradně v modifikovaném algoritmu FP-Growth pro dolování v proudech dat. Také zde jsem nalezl 
                                                     
16
 Jednoduchá cesta (v originále single prefix path dle [5]) označuje nejdelší cestu v FP-Tree od kořene 
k prvnímu uzlu, který má více než jednoho potomka. 
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možnou podmínku na prořezání FP-Tree, která je ale složitější. Musí se nejprve otestovat, zda se 
hodnota aktuálně zpracovávaného uzlu nachází ve struktuře FP-Stream. Pokud ano, algoritmus 
pokračuje dál, jako by se nic nestalo. V opačném případě se otestuje podpora, a pouze pokud není 
menší než chybovost epsilon (pozor, ne minimální podpora), vkládá se do jednoduché cesty, která 
bude návratovou hodnotou. Teď nastává důležitý okamžik. Pokud by nebyla hodnota uzlu  
ve struktuře FP-Stream nalezena a podpora uzlu by byla menší než epsilon, algoritmus by měl 
skončit, jak je tomu ostatně i u první varianty této metody. Tady to ale provést nemohu. Musím 
pokračovat dál, jelikož další uzel, přestože bude mít kvůli monotónnosti podpor v FP-Tree nižší nebo 
nanejvýš stejnou podporu, může být obsažen ve struktuře FP-Stream a je tedy z pohledu dolování 
relevantní. 
Další důležitou metodou je metoda List<FPResult<T>> 
Union(List<FPResult<T>> A, List<FPResult<T>> B) na sjednocení dvou seznamů 
frekventovaných množin. Její důležitost je dána jejím častým voláním, čímž ovlivňuje časovou 
náročnost celého algoritmu. Na počátku se porovnává, zda není jeden či druhý seznam množin 
prázdný. V takovém případě je okamžitě navrácen druhý, respektive první seznam množin. Pokud 
jsou oba seznamy neprázdné, okopíruje se první seznam do výsledku. Následně se prochází druhý 
seznam, a pokud obsahuje takový objekt FPResult<T>, který není obsažen v A, přidá se  
do výsledku.  
Množina prvků v objektu FPResult je uspořádaná. Je tedy možné napsat test na shodu dvou 
objektů, respektive jejich množin bool FPResult<T>.Equals(FPResult<T> value) 
s lineární časovou složitostí. Sloučení dvou množin se pak provede v kvadratickém čase, jelikož 
neexistuje uspořádání objektů FPResult v Listech A a B – pozor, nyní mluvím o uspořádání 
objektů FPResult, ne prvků v množině objektu FPResult. 
Zkusil jsem napsat i komparátor, který by vytvořil uspořádání nad objekty FPResult. Díky 
tomu by bylo možné provést sjednocení dvou seznamů frekventovaných množin v lineárním čase 
(seznamy by byly od počátku seřazené). Praxe však ukázala, že k celkovému zrychlení vůbec 
nedojde, ale právě naopak nastane zpomalení o přibližně 25 %. Je to způsobeno režií, která je nutná 
pro stálé udržování seřazených seznamů. 
Součástí implementace je také výpočet kartézského součinu dvou množin frekventovaných 
vzorů. Optimalizoval jsem jej však pro použití v algoritmu FP-Growth. Kartézský součin se definuje 
jako množina všech uspořádaných dvojic, kde první prvek náleží první množině a druhý prvek druhé. 
Má definice rozšiřuje podmínky ještě o nerovnost prvků (obě množiny patří do stejné domény), tedy: 
  ̃   {(   )|           }. Odstranění těchto prvků z výsledku má hned dva důvody. 
Prvním důvodem je, že se uspořádaná dvojice následně transformuje na množinu a tudíž by se 
zbytečně slučovaly dvě naprosto stejné množiny, a druhým důvodem je fakt, že se výsledek 
kartézského součinu množin   a   následně sjednocuje s množinami   a   v algoritmu FP-Growth  
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a tudíž by se zbytečně slučovalo více množin, aniž by to ovlivnilo výsledek. Podobně pokud je jedna 
z množin prázdná či jsou si rovny, vrací se null. 
Bylo také nutné napsat generátor potenční množiny – funkci, která má na vstupu množinu    
a na výstupu množinu   , tedy množinu všech podmnožin množiny  . Takových množin je  | |. Tato 
funkcionalita je implementována ve funkci IEnumerable<FPResult<T>> 
GenerateAllSubsets(List<FPItem<T>> list). Algoritmus je známý, bohužel se mi ale 
nepodařilo najít jeho název. O to důkladněji jej tedy popíši, aby bylo jasné, jak funguje, a předkládám 
v této práci i jeho implementaci. 
Představme si, že máme  | | po dvou lineárně nezávislých binárních vektorů délky  . Tyto 
vektory kódují všechny podmnožiny množiny   tak, že 1 na i-té pozici vektoru značí náležitost i-tého 
prvku množiny   do dané podmnožiny, 0 značí nenáležitost. Složitost algoritmu je  (  ).  
Implementace je pak provedena pomocí binárních posunů a binární masky nad proměnnou 
datového typu Int32. Prázdná množina se negeneruje. 
 
protected IEnumerable<FPResult<T>> 
GenerateAllSubsets(List<FPItem<T>> list) 
{ 
    if (list.Count > 30) 
throw new OverflowException("The set may not contain more 
than 30 elements."); 
 
    int i_max = 1 << list.Count; 
 
    int bits; 
    int j; 
    FPResult<T> set; 
    for (int i = 0; i < i_max; i++) 
    { 
        set = new FPResult<T>(Int32.MaxValue); 
 
        for (bits = i, j = 0; bits != 0; bits >>= 1, j++) 
            if ((bits & 1) == 1) 
set.Add(list[j].item, Math.Min(set.Support, 
list[j].support)); 
 
        if (set.Support != Int32.MaxValue) 
            yield return set; 
    } 
} 
 
Zvolil jsem umělé omezení na délku množiny  . Množina nesmí obsahovat více než 30 prvků – jedná 
se jak o omezení celočíselného Int32 datového typu, tak i o nesmyslnost generování takto velké 
potenční množiny. Je nutné si uvědomit, že všechny vygenerované podmnožiny budou součástí 
struktury FP-Stream. Nejedná se však přímo o omezení délky generovaných frekventovaných 
množin, ale pouze o jednoduchou cestu v FP-Tree. Pokud by bylo z nějakého důvodu nutné generovat 
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potenční množinu z větší množiny, musel by se datový typ změnit na například Int64 nebo binární 
pole libovolné délky. 
V tomto okamžiku jsou popsány všechny prerekvizity a můžu se tedy směle pustit do popisu 
algoritmu FP-Growth a následně jeho proudové varianty. 
Naplněný FP-Tree se doluje pomocí metody List<FPResult<T>> Mine(FPPattern<T> 
alpha). Její jediný parametr alpha představuje sufixový vzor.  
První věcí, kterou je nutno provést, je spočítání souhrnných podpor pro jednotlivé položky 
v tabulce hlaviček. To se provádí až nyní, protože při výstavbě stromu by to bylo velice neefektivní.  
 
headerTable.CompleteFPHeaderTable(); 
 
Dále vzniknou dvě generické kolekce List, které budou obsahovat mezivýsledky dolování.  
Ty pojmenuji P a Q. P je množina všech podmnožin jednoduché cesty od kořene k prvnímu uzlu, 
který má více než jednoho potomka, rozšířená o sufixový vzor alpha. Q se pouze inicializuje. 
 
List<FPResult<T>> P = GenerateAllSubsets(alpha, 
FindLongestSinglePrefixPath()); 
List<FPResult<T>> Q = new List<FPResult<T>>(); 
 
Metoda List<FPItem<T>> FindSinglePrefixPath() posunuje při každé své iteraci kořen 
stromu o jednu úroveň níže pomocí metody void RootMe(). Jakmile je ze stromu odstraněna tato 
jednoduchá cesta, otestuje se, zdali ještě vůbec nějaké uzly zbyly. Pokud ano, začnou se procházet 
postupně jednotlivé položky tabulky hlaviček, které mají podporu větší nebo rovnu minimální 
podpoře. V každé takové iteraci vznikne vzor beta, který je sjednocením iterované položky a 
alpha. Podpora takového vzoru je rovna sumární podpoře položky z tabulky hlaviček  
ve stromu. 
Následně se vytvoří podmíněný základ a podmíněný FP-Tree tak, že se prochází zřetězené uzly 
FP-Tree s hodnotou shodnou s aktuálně iterovanou položkou tabulky hlaviček. Pokud je tento nově 
vzniklý podmíněný FP-Tree neprázdný, rekurzivně se doluje se sufixovým vzorem beta. Při návratu 
z rekurze se frekventované množiny uloží do Q. Pokud je ale podmíněný FP-Tree prázdný, vloží se  
do Q pouze beta. 
Posledním krokem je pak sjednocení a návrat výsledků. Je zde jasně vidět, proč jsem si mohl 
dovolit jednodušší implementaci metody na výpočet kartézského součinu. Jak P, tak Q jsou součástí 
výsledku. Čím více shodných vzorů bude kartézský součin generovat, tím déle bude trvat následné 
sjednocení. 
return Union(Union(P, Q), CartesianProduct(P, Q)); 
 
Nyní se budu věnovat proudové variantě algoritmu FP-Growth. Je velice důležité si uvědomit,  
že tento algoritmus nejenže doluje FP-Tree, ale také zároveň aktualizuje strukturu FP-Stream.  
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Proces dolování začíná stejně, tedy spočítáním souhrnných podpor pro jednotlivé položky tabulky 
hlaviček. Následuje shodně s předchozím přístupem i definice a inicializace mezivýsledků P a Q. 
K tomu ale přidávám ještě další mezivýsledek alreadyTested. Jedná se o tu část Q, která již byla 
ve struktuře FP-Stream otestována na náležitost dříve v rekurzivním zanoření. Q samotné ji však 
neobsahuje, to znamená, že jak alreadyTested, tak Q v tomto algoritmu jsou podmnožinami Q 
v původním FP-Growth podle [5]. 
Opět se testuje, jestli při odstranění jednoduché cesty ještě zbyl nějaký neprázdný FP-Tree. 
Pokud ano, prochází se tabulka hlaviček. Jako dříve dochází k vytvoření podmíněného základu  
a podmíněného FP-Tree, který se dál rekurzivně doluje. Výsledek dolování podmíněného stromu se 
tentokrát ale ukládá do alreadyTested a ne do Q. Je to z toho důvodu, že vydolované množiny už 
byly otestovány a budou jistě součástí FP-Stream. Bylo by tedy zbytečné je testovat znovu. Naproti 
tomu při prázdném podmíněném stromu se beta vkládá do Q, jelikož nebyla testována. 
Do dočasné množiny si uložím sjednocení P a Q. Nyní již můžu Q rozšířit  
o alreadyTested, čímž se z něj stane stejné Q jako ve výše uvedeném algoritmu FP-Growth. 
Od tohoto okamžiku se již plně odkloňuji od výše uvedeného algoritmu FP-Growth. Vytvořím 
si další dočasnou množinu, kterou nazvu newResults. Do té si budu ukládat ty frekventované 
množiny, které již jsou či nově budou ve struktuře FP-Stream. Tento seznam frekventovaných množin 
bude také součástí výsledku. 
Nyní je nutné se pokusit všechny v tomto kroku vygenerované množiny vložit do struktury  
FP-Stream. Procházím tedy iterativně všechny nově vygenerované množiny. Místo složitého zápisu 
podmínek při vkládání frekventované množiny do struktury FP-Stream uvádím vývojový diagram  
na obrázku Obrázek 4.2. 
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Obrázek 4.2 - Vývojový diagram procesu zařazování množiny do struktury FP-Stream 
 
Poslední operací je pak sjednocení nově a dříve zařazených množin. Toto sjednocení je také 
návratovou hodnotou metody. 
Rád bych nyní zrekapituloval mé nejdůležitější přínosy při implementaci algoritmu FP-Stream. 
Tím prvním a patrně nejdůležitějším je algoritmus na řazení transakcí podle řadicí posloupnosti, který 
postupem času vylepšuje své řadicí schopnosti. Díky tomu je v teoretickém případě možno dosáhnout 
po dostatečně dlouhé době běhu stejné efektivity uložení struktury FP-Stream, jako je tomu u FP-Tree 
podle [5] se sestupným řazením položek tabulky hlaviček podle souhrnné podpory. 
Dále se dosáhlo urychlení výpočtu díky přepracovanému sjednocení frekventovaných množin, 
jelikož se jedna a tatáž množina netestuje ve struktuře FP-Stream opakovaně. 
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Při každé stromové operaci se provádí prořezávání, aby nedocházelo k přidávání, aktualizování  
či testování větví, které určitě nebudou součástí výsledku dolování. Jedná se povětšinou o princip 
podobný podmínce Apriori. I prořezávání tilted-time window tabulky bylo navrženo tak, aby bylo 
nutno co nejméně průchodů. 
4.4.5 Paralelní FP-Stream 
Také v případě algoritmu FP-Stream jsem se pokusil vytvořit jeho paralelní variantu.  
Algoritmus FP-Growth je rekurzivní algoritmus, což nabádá k přepracování ze sekvenčního 
algoritmu na paralelní. Na toto téma již existuje několik studií, například [17] nebo [18]. Pro mě není 
důležité paralelizovat algoritmus FP-Growth, nýbrž algoritmus FP-Stream. To znamená, že jednotlivé 
iterace nebudou pouze dolovat strom FP-Tree, ale také musí splnit všechny náležitosti ohledně úpravy 
struktury FP-Stream. 
Vývoj finální verze probíhal v několika fázích, kde každá další byla rychlejší. Nejprve jsem se 
pokusil paralelizovat dolování na různých úrovních struktury FP-Stream, což ale znamenalo nejen 
nalezení kvalitní rozhodovací podmínky, zda spustit další rekurzivní dolování v novém vlákně  
či pokračovat ve stávajícím, ale také uzamykání jednotlivých větví struktury FP-Stream či celého 
stromu. Chtěl jsem se tak vyvarovat případnému problému s dolováním extrémně dlouhých transakcí. 
Jelikož takové řešení bylo kvůli výlučným přístupům pomalé, dokonce pomalejší než sériová 
varianta, rozhodl jsem se o paralelizaci pouze na první úrovni struktury FP-Stream. To znamená,  
že pokud bude dávka transakcí obsahovat 1000 po dvou různých položek, bude spuštěno postupně 
1000 vláken. U tohoto řešení jsem si uvědomil, že pokud mírně upravím vyhledávání, vkládání  
a aktualizaci struktury FP-Stream, můžu spustit dolování bez uzamykání. Vycházím z faktu, že pokud 
bude vygenerována množina, jsou již vygenerovány všechny její podmnožiny nebo budou teprve 
vygenerovány později. Stane se tak ale určitě dříve, než nastane prořezávání celé struktury  
FP-Stream. Zde již nastalo výrazné zrychlení, jelikož nebylo nadále nutné neustálé uzamykání  
a struktura FP-Stream přestala být přístupná v jeden čas pouze jednomu vláknu. 
Ve třetí fázi jsem se rozhodl, že nebudu spouštět postupně, řekněme, 1000 vláken, ale rozdělím 
těchto 1000 úloh do skupin. Programu pak jenom řeknu, kolik takových skupin má vytvořit. Tak jsem 
dosáhl opět zrychlení, ne již však tak výrazného jako mezi první a druhou etapou. V kapitole 5.8 je 
proveden experiment, který se snaží pro zvolený datový vzorek nalézt optimu blízký počet vláken. 
Než se pustím do popisu jednotlivých metod, popíši všechny nutné prerekvizity. První z nich 
jsou zámky, pomocí kterých dosahuji výlučného přístupu do kritických sekcí. Takovou kritickou 
sekcí může být například úprava uzlu, větve či celé struktury FP-Stream nebo práce s polem 
obsahujícím mezivýsledky. Základem je objekt, který bude sloužit jako zámek, například static 
Object streamTreeLock = new Object();. Kód kritické sekce pak bude uzavřen v bloku 
lock, například: 
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lock (Basics.streamTreeLock) 
{ 
    Kód kritické sekce; 
} 
 
Tím budu mít zajištěno, že žádné jiné vlákno nebude schopno pracovat se strukturou FP-Stream do té 
doby, než opustím tuto kritickou sekci. 
Druhou prerekvizitou je sběr výsledků z vláken, která skončila svůj výpočet. Jelikož není 
možné zavolat metodu v jiném vlákně s návratovou hodnotou, musel jsem najít jiné řešení. Zaslání 
reference na lokální pole není možné (ukazatele byly zavrženy, jelikož by se muselo pracovat 
s „unsafe módem“ překladače), takže jsem musel vytvořit statické pole, které bude dostupné pro 
všechna vlákna. K takovému poli musím mít také zámek a čítač jeho velikosti. Výše uvedené je 
implementováno ve statické interní třídě FPTempResults<T>. Ta obsahuje čtyři metody. První 
rozšiřuje pole o blok pro další výsledky, další vkládá mezivýsledky na určitý index, třetí slouží  
k získání všech výsledků a poslední smazání celé struktury po zpracování celé dávky transakcí – to se 
provádí ve třídě FPStream po skončení zpracování dávky transakcí. 
Třetí prerekvizitou je spouštění vláken. To jsem provedl pomocí statické třídy ThreadPool  
v .NET Frameworku, která mi umožňuje nastavit maximální počet aktivních vláken a následně do ní 
vkládat libovolné množství funkcí, které se mají zavolat. Nemusím tedy řešit spouštění jednotlivých 
vláken, což značně zjednodušuje implementaci. 
Třída ThreadPool mi sice umožňuje inteligentně spouštět vlákna, ale neoznamuje žádným 
způsobem, že již vlákno doběhlo. Proto jsem vytvořil statickou třídu ThreadCounter, která 
pomocí atomických operací spravuje počet vláken, která se ještě mají provést. (.NET Framework 
umožňuje pomocí tříd ManualResetEvent a WaitHandle oznamovat konec běhu vlákna,  
ale pouze pro nejvýše 64 vláken, což nebylo z důvodů experimentů dostačující. Třídu 
System.Threading.Barrier také nelze použít.) 
Poslední prerekvizitou je způsob předávání parametrů do funkce spuštěné v samostatném 
vlákně – taková funkce smí mít pouze jeden parametr typu Object. Bylo nutné vytvořit třídu, jejíž 
jedinou funkcí bude předávání parametrů. Tato třída se jmenuje PFParamsForThreading<T>. 
Součástí této třídy je mimo jiné pole objektů třídy FPMiningParam<T>, ve které je uložen 
podmíněný strom a sufixový vzor pro rekurzivní dolování algoritmu FP-Growth. 
Paralelní implementace se nachází ve třídě FPTree_Parallel<T>. Ta dědí většinu metod 
ze třídy FPTree<T>. Samotné dolování je implementováno ve dvou metodách. Tou první je void 
MineAndCopyToFPSTree(FPSTree.FPSTree<T> streamTree), která slouží pouze  
ke spouštění procesu dolování a k následnému prořezání struktury FP-Stream. Druhou metodou je 
privátní metoda void MineAndCopyToFPSTreeSub(FPSTree.FPSTree<T> 
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streamTree), která obsahuje samotný algoritmus FP-Growth uzpůsobený pro paralelní 
zpracování.  
Tento algoritmus se liší oproti jeho sériové variantě pouze na několika málo místech. Začíná se 
opět spočítáním souhrnných podpor v tabulce hlaviček a odstraněním jednoduché cesty. V tuto chvíli 
již z tabulky hlaviček vím, kolik různých položek se v ní nachází, a tedy na kolik podúloh bude 
dolování rozděleno. Jak jsem již uvedl, tyto podúlohy budou ve skupinách, aby se nespouštělo 
nepřiměřeně velké množství vláken s jednoduchými úlohami. Počet těchto skupin je dán konstantou 
Basics.COUNT_OF_THREADS. Z toho mohu spočítat, kolik bude jedna skupina obsahovat 
podúloh. Algoritmus pokračuje procházením tabulky hlaviček a postupným vytvářením skupin 
podúloh. Jakmile je skupina vytvořena, dostane přiděleno místo pro sběr výsledků a zařadí se  
do fronty třídy ThreadPool. Taková podúloha doluje podmíněný strom, který dostala v parametru,  
a své výsledky zařazuje do struktury FP-Stream. Až jsou všechny podúlohy skončeny, zařadí se ještě 
nezařazené položky do struktury FP-Stream a tím je paralelní dolování u konce. Následně probíhá 
opět prořezání struktury FP-Stream a řadicí posloupnosti, to už je ale společné oběma metodám,  
jak sériové, tak paralelní.  
4.5 Grafické uživatelské rozhraní 
Prezentační vrstva aplikace je samostatný projekt typu Windows Forms [20]. Aplikace se skládá  
ze dvou formulářů, jeden obsahuje nastavení připojení k databázi a druhý nastavení dolování  
a prezentaci výsledků. Tento druhý formulář je zobrazen na obrázku Obrázek 4.3. V levém sloupci se 
nachází volba dolovací metody, dále pak nastavení minimální podpory a povolené chyby 
v procentech. U algoritmu Lossy Counting lze nastavit počet balíků v dávce, pro algoritmus  
FP-Stream pak počet transakcí v dávce. Spuštění dolování na pozadí se provede stisknutím 
odpovídajícího tlačítka. 
V levém dolním rohu se zobrazuje spotřeba zdrojů aplikace. Na prvním řádku je to aktuální 
vytížení procesoru v procentech, na druhém pak velikost alokované operační paměti, dále počet 
vláken a procesorový čas běhu (vyjadřuje cenu algoritmu, na vícejádrovém procesoru běží rychleji 
než reálný čas). Ve spodním pásu je pak možno vidět vývoj spotřeby paměti a vytížení procesoru  
v posledních 100 sekundách. 
Tomu nejdůležitějšímu, tedy výsledku dolování, je věnována zbylá plocha uživatelského 
rozhraní. Dolování běží vždy na pozadí a nejsou zobrazovány žádné výsledky. Až když si uživatel 
zažádá, budou mu po zpracování aktuální dávky transakcí navráceny frekventované vzory včetně 
podpory. U algoritmu FP-Stream je navíc možné zvolit interval, ze kterého se mají vybrat 
frekventované vzory. Vybrání všech oken se provádí pomocí intervalu [1, Int32.MaxValue], tato 
operace je optimalizována. Jednotlivé řádky pak odpovídají jednotlivým frekventovaným vzorům  
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a jejich podporám ve formátu                               (nejedná se o asociační 
pravidla). 
 
 
Obrázek 4.3 - Grafické uživatelské rozhraní 
 
 
4.6 Ladění výkonu aplikace 
Pro dosažení co nejvyššího výkonu aplikace jsem používal Performance Analyzer v Microsoft Visual 
Studio 2010 Ultimate, viz výřez na obrázku Obrázek 4.4.  
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Obrázek 4.4 - Výsledky měření Performance Analyzer v Microsoft Visual Studio 2010 Ultimate 
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5 Spuštění na testovacích datech a 
zhodnocení výsledků 
V této kapitole popíši testovací data a metodu na ověření správnosti výsledků dolování. Dále pak 
metodiku měření následovanou jednotlivými experimenty, mimo jiné i srovnání obou výše 
zmíněných dolovacích algoritmů. 
5.1 Testovací data 
Pro odladění implementovaných algoritmů a následné opakované měření výkonnosti obou algoritmů 
bylo třeba najít takový zdroj dat, který nejenomže bude stále stejný při opakovaném volání, ale také 
bude možné nastavit jeho charakteristiky. Obě tyto podmínky splňuje generátor IBM Quest Market-
Basket Synthetic Data Generator pana Chris Giannella, který byl také použit v článku [12]. Popis 
tohoto generátoru jsem nalezl na stránce http://www.cs.loyola.edu/~cgiannel/assoc_gen.html  
(dne 25. 2. 2012). Na stránce http://sourceforge.net/projects/ibmquestdatagen/ (dne 25. 2. 2012) je 
pak možné stáhnout přímo projekt do Microsoft Visual Studia 2008 a vyšší pod GNU General Public 
License (GPL) licencí. Výstupem tohoto generátoru je textový soubor se dvěma sloupci – číslo 
transakce a číslo položky.  
První testovací soubor obsahuje 100 tisíc transakcí, průměrná délka transakce je 3 a v souboru 
se nachází 1000 různých položek. Tato charakteristika se bude dále kódovat jako T100kL3N1k.  
Na obrázku Obrázek 5.1 je pak vyobrazen histogram délek jednotlivých transakcí dalšího testovacího 
souboru se 100 tisíci transakcemi, T100kL5N1k. Křivka proložená vrcholy grafu se velmi podobá 
Gaussově křivce, bude se tedy jednat o normální rozdělení. Poslední vzorek se 100 tisíci transakcemi 
je pak T100kL7N1k. Více vzorků se stejným počtem transakcí jsem zvolil, abych ukázal,  
že prodloužení průměrné délky transakcí se projeví na délce běhu algoritmů.  
Poté přicházejí na řadu testovací soubory na zátěžové testy: T1000kL3N5k, T1000kL5N5k, 
T1000kL5N5k a v poslední řadě vzorek s 10 milióny transakcemi T10000kL5N1k.  
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Obrázek 5.1 - Histogram délek transakcí v souboru T100kL5N1k 
 
Data pro vykreslení histogramu dalších datových vzorků je možné získat pomocí jednoduchého SQL-
dotazu: 
SELECT  
TBL_CNT.itemID_CNT AS [Length], 
COUNT(TBL_CNT.itemID_CNT) AS [Count] 
FROM ( 
 SELECT COUNT([itemID]) AS itemID_CNT 
 FROM T100kL5N1k 
 GROUP BY tranID 
) AS TBL_CNT 
GROUP BY TBL_CNT.itemID_CNT 
ORDER BY TBL_CNT.itemID_CNT 
5.2 Metodika měření 
Testovací data, která jsem představil v minulé kapitole, budou sloužit jako tak zvaný „offline stream“ 
[10]. Tj. datový proud, který je po dávkách ukládán do databáze a následně po dávkách zase vybírán 
pro potřeby dolování. Databáze tedy slouží jako mezipaměť. V mém případě se nahrání provedlo 
pouze jednou při inicializaci a následně se bude provádět více měření nad shodnými daty.  
Tak docílím výsledků, které budou mezi sebou porovnatelné. Navíc mohu „offline stream“ cíleně 
měnit tak, abych simuloval různé situace. Je důležité zmínit, že použití „offline streamu“ oproti tak 
zvanému „online streamu“ nic nemění na principu dolování a na výsledné množině frekventovaných 
vzorů. 
Pro měření času jsem vytvořil třídu Timer, která odečítá aktuální čas při začátku a konci 
výpočtu a následně vrací rozdíl v milisekundách. Měří se reálný čas, ne procesorový. 
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Veškerá měření byla provedena na počítači se čtyř-jádrovým procesorem Intel Core i7-2600 s 8 GB 
operační paměti na OS Windows 7 SP 1 64bit. V době provádění testů nebyly spuštěny další aplikace 
kromě těch, které jsou nutné pro samotný běh programu. 
Vypracoval jsem celkem 6 měření, pomocí kterých jsou srovnávány jednotlivé metody 
dolování frekventovaných vzorů. Nejprve jsem se zaměřil na porovnání výsledků dolování, abych tím 
empiricky dokázal správnost implementace. Dále jsem prováděl porovnání časové a prostorové 
náročnosti obou implementovaných algoritmů. Jelikož jsem se pokusil také o paralelizaci obou 
algoritmů na dolování frekventovaných vzorů v proudu dat, porovnám tato řešení s jejich sériovými 
variantami.  
5.3 Měření 1 – Porovnání výsledků dolování 
(příprava referenčních výsledků) 
První měření rozhodne, zda jsem algoritmy pro dolování frekventovaných vzorů v proudu dat 
implementoval správně. Jako výchozí implementaci jsem zvolil algoritmus Apriori, který jsem 
implementoval ve své bakalářské práci [4]. Jeho správnost byla ověřena již dříve vůči různým 
variantám algoritmu Apriori a také vůči algoritmu FP-Growth. Kvůli malému výkonu algoritmu 
Apriori jsem použil vzorek dat s 10 tisíci transakcemi a absolutní podporou 20. Výsledkem bylo 2954 
frekventovaných vzorů. Dále pak ještě stejný vzorek dat, tentokrát s absolutní podporou 5. 
Výsledkem bylo 67 067 frekventovaných vzorů. 
Tyto referenční množiny frekventovaných vzorů jsem následně porovnal s algoritmem  
FP-Growth, který je součástí algoritmu FP-Stream. Tím jsem prokázal, že implementace algoritmu 
FP-Growth je správná. A tedy také, že dolovací algoritmus nad neproudovými daty mé práce je  
v pořádku. Jelikož je algoritmus FP-Growth výrazně rychlejší než algoritmus Apriori, rozhodl jsem se 
pro další porovnávání zvolit tento algoritmus jako referenční a zvětšit testovací soubor. Zvolil jsem 
vzorek dat T100kL3N1k. 
Nyní přicházejí na řadu algoritmy proudové. Jelikož pracuji s „offline stream“, můžu zajistit 
spuštění algoritmů nad přesně stejným vzorkem dat a tím dosáhnout opakovaně stejné množiny 
frekventovaných vzorů. Ale s tím rozdílem, že množina frekventovaných vzorů vydolovaná z proudu 
dat by měla být nadmnožinou frekventovaných vzorů vydolovaných algoritmy Apriori či FP-Growth. 
To plyne z rozdílných podmínek, které jsou používány proudovými algoritmy pro omezení 
vydolované množiny frekventovaných vzorů. Jako příklad uvedu závěrečnou podmínku algoritmu 
Lossy Counting:     (   ) . Zmírnění podmínky je zde dáno odečtením  , zdůvodnění 
v kapitole 2.4.1. Pokud by   bylo například 10-krát menší než  , pak by výsledná množina 
frekventovaných vzorů neobsahovala pouze frekventované vzory se spočtenou podporou alespoň  , 
ale také frekventované vzory se spočtenou podporou alespoň      . 
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5.4 Měření 2 – Porovnání výsledků dolování 
(Lossy Counting) 
Nejprve provedu ověření výsledků algoritmu Lossy Counting. Zde jsem se rozhodl pro dva nezávislé 
testy nad vzorkem dat T100kL3N1k. První z nich načte celý proud dat do paměti (To je možné pouze 
díky tomu, že měření probíhá nad konečným proudem dat.) a spustí dolování s parametry        , 
         a     . Počet transakcí zpracovaných při první iteraci algoritmu bude tedy  
⌈
 
 
⌉     ⌈
 
      
⌉            . Z toho plyne, že první iterace bude i poslední. Předpokládám,  
že množina frekventovaných vzorů vydolovaná algoritmem Lossy Counting bude nadmnožinou 
množiny frekventovaných vzorů vygenerovaných algoritmem FP-Growth. Rozdílem těchto dvou 
množin by měla být množina frekventovaných vzorů, kde jednotlivé frekventované vzory mají 
podporu v intervalu [        ). To se také potvrdilo, viz výřez porovnání obou množin na obrázku 
Obrázek 5.2. Prvních n-1 čísel (n je počet čísel na řádku) na každém řádku označuje položky 
frekventovaného vzoru, poslední číslo je spočtenou podporou frekventovaného vzoru. Aby bylo 
možné provést porovnání dvou výsledků dolování, byly prvky každé frekventované množiny 
seřazeny vzestupně. Následně byly alfabeticky seřazeny i jednotlivé řádky. 
 
 
Obrázek 5.2 - Porovnání vydolovaných množin frekventovaných vzorů (výřez) - vlevo  FP-Growth, 
vpravo Lossy Counting 
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Druhý test bude probíhat nad stejným datovým vzorkem, tentokrát ale s parametry       , 
        a     . Algoritmus Lossy Counting bude tedy v tomto testu mít 10 iterací. Část 
výsledku je vyobrazena na obrázku Obrázek 5.3. Opět se potvrdil předchozí předpoklad  
o nadmnožině. Ukázala se ale také jedna nepříjemnost. Všechny odpovídající si frekventované vzory 
z obou množin mají opět shodnou hodnotu podpory. To znamená, že generátor dat použitý v této 
práci generuje data až příliš rovnoměrně. Dokonce bych se bez důkazu odvážil o toto tvrzení: „Pokud 
je vzor frekventovaný podle výše uvedených parametrů dolování, pak je frekventovaný v každé dávce 
výše uvedeného vzorku dat.“ Rozhodl jsem se, že tento vzorek dat začnu cíleně poškozovat tak, 
abych mohl demonstrovat plnou funkčnost algoritmu Lossy Counting. 
 
 
Obrázek 5.3 - Porovnání vydolovaných množin frekventovaných vzorů (výřez) - vlevo  FP-Growth, 
vpravo Lossy Counting 
 
Vybral jsem si podle obrázku Obrázek 5.3 frekventovanou množinu tvořenou jedinou položkou 117. 
Její podpora v 10 dávkách (vzorek T100kL3N1k,         a     ) je uvedena na obrázku 
Obrázek 5.4. Jak je vidno, podpora položky 117 je v každé dávce větší než  , a tudíž v každém 
okamžiku je součet větší než         . Díky tomu mám zaručeno, že položka nebude po zpracování 
libovolné dávky vyřazena ze struktury Trie. Z toho také plyne, že spočtená podpora této položky se 
rovná skutečné podpoře. 
 
 62 
 
Obrázek 5.4 - Podpora položky 117 v jednotlivých dávkách vzorku T100kL3N1k 
 
Upravím vzorek dat T100kL3N1k tak, aby se položka 117 vyskytovala v první dávce méně  
než 10-krát, ale ve druhé dávce již byla dostatečně frekventovaná, aby byla zařazena do struktury 
    . Nejprve jsem ověřil, jestli položka 117 není v první nebo druhé dávce součástí takové 
transakce, která by měla pouze položku 117 a žádnou jinou – jinak by došlo k posunu mezí dávek  
a zkreslení výsledků. Následně jsem odstranil z první a druhé dávky položky 117 tak, aby v první 
dávce zbylo 7 a ve druhé dávce 12 transakcí obsahujících tuto položku, viz Obrázek 5.5. 
 
 
Obrázek 5.5 - Podpora položky 117 v jednotlivých dávkách upraveného vzorku T100kL3N1k 
 
Výsledek dopadl podle očekávání, algoritmus Lossy Counting ignoroval položku 117 v první dávce 
kvůli její nízké podpoře a tudíž je spočtená podpora o 7 nižší, viz obrázek Obrázek 5.6. Program  
na porovnávání dvou souborů bohužel špatně rozpoznal odpovídající si položky, tudíž nejsou hledané 
hodnoty na jednom řádku. 
 
 
Obrázek 5.6 - Porovnání podpor u položky 117 (vlevo FP-Growth, vpravo Lossy Counting) 
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Zajímavější situace ale nastane, pokud bude mít položka v první dávce podporu 12 a ve druhé dávce 
7, viz Obrázek 5.7. Pak bude položka 117 vložena do struktury Trie po první dávce, ale po zpracování 
druhé dávky bude opět odstraněna, jelikož součet podpor z obou dávek sečtený s   položky 117 je 
menší než         , číselně             .  
 
 
Obrázek 5.7 - Podpora položky 117 v jednotlivých dávkách upraveného vzorku T100kL3N1k  č. 2 
 
To se také stalo, jak je vidět na obrázku Obrázek 5.8, podpora je tentokrát menší o 19 a ne pouze  
o sedm. Nechal jsem si také vypsat všechny položky struktury Trie po první a druhé dávce,  
které potvrzují řečené. Tímto uzavírám ověřování správnosti algoritmu Lossy Counting. 
 
 
Obrázek 5.8 - Porovnání podpor u položky 117 (vlevo FP-Growth, vpravo Lossy Counting) č. 2 
 
5.5 Měření 3 – Porovnání výsledků dolování  
(FP-Stream) 
Druhým testovaným proudovým algoritmem je algoritmus FP-Stream. Ten budu testovat na shodných 
datových vzorcích se stejnými parametry, abych mohl pouze porovnávat výsledné frekventované 
vzory a jejich podpory s výsledky algoritmu FP-Growth, popřípadě Lossy Couting. 
Algoritmus FP-Stream má dvě nezávislé části. Tou první je algoritmus FP-Growth, jehož správnost 
jsem ověřil na začátku kapitoly 5.3 oproti algoritmu Apriori. Bude tedy stačit pouze zkontrolovat 
algoritmus FP-Stream jako celek. 
Stejně jako u algoritmu Lossy Counting, provedu nejprve zpracování celého datového vzorku 
T100kL3N1k jako jednu dávku s parametry        ,         , počet transakcí v dávce bude 
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100 tisíc a budu chtít zobrazit sumarizaci všech oken tilted-time window tabulky. Výsledná množina 
frekventovaných vzorů se naprosto shoduje s referenční množinou vygenerovanou algoritmem  
FP-Growth, což je jasné, jelikož porovnávám jeden algoritmus sám na sebe. Tento experiment jsem 
ale provedl z toho důvodu, abych zjistil, zda správně funguje vybrání množin ze struktury FP-Stream 
přes všechna okna tilted-time window tabulky. 
Nyní spustím algoritmus FP-Stream znovu, tentokrát s parametry       ,        , počet 
transakcí v dávce bude 10 tisíc. To znamená, že algoritmus provede inicializaci a 9 iterací (při desáté 
iteraci se pouze zjistí, že už na vstupu nejsou žádná data a dolování skončí). Opět se potvrdilo,  
že algoritmus pracuje správně. Výsledná množina frekventovaných vzorů se naprosto shoduje 
s množinou získanou algoritmem FP-Growth. 
Shodně s předchozím měřením u Lossy Countingu, provedu nyní poškození dat. Nejprve podle 
obrázku Obrázek 5.5 s parametry       ,         a velikostí dávky 10 tisíc transakcí.  
Na obrázku Obrázek 5.9 se potvrzuje, že algoritmus opět pracoval správně. Položka 117 měla v první 
dávce velmi malou podporu a nebyla tedy zařazena do struktury FP-Stream. To se ale stalo ve druhé 
dávce, načež podpora v dalších dávkách byla natolik vysoká, že se tato položka ve struktuře  
FP-Stream udržela. Rozdíl podpor této položky mezi algoritmem FP-Growth a FP-Stream je tedy 7 – 
podpora položky 117 v první dávce (Díky dříve zmíněnému rozložení položky 117 v 10 dávkách je 
možné i přibližným proudovým algoritmem dostat přesnou hodnotu podpory této položky.). 
 
 
Obrázek 5.9 - Porovnání podpor u položky 117 (vlevo FP-Growth, vpravo FP-Stream) 
 
Druhé poškození dat jsem provedl podle obrázku Obrázek 5.7 a opět provedl test s parametry 
      ,         a velikostí dávky 10 tisíc transakcí. V tomto případě se položka 117 zařadila  
do struktury FP-Stream v první dávce, ale po zpracování druhé dávky se již ve zmíněné struktuře 
nevyskytovala, protože souhrnná podpora byla nižší než minimální. A tak došlo k odstranění položky 
ze struktury FP-Stream. Výsledek je uveden na obrázku Obrázek 5.10. 
 
 
Obrázek 5.10 - Porovnání podpor u položky 117 (vlevo FP-Growth, vpravo FP-Stream) č. 2 
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5.6 Měření 4 – Porovnání výsledků dolování 
algoritmů (paralelní varianty) 
Shodně s předchozími dvěma kapitolami jsem provedl stejné testy také na paralelní varianty 
algoritmů Lossy Counting a FP-Stream. Opět se prokázalo, že výsledky jsou ve shodě s předpoklady, 
a tedy že jsou i paralelní verze algoritmů správně naimplementovány. 
5.7 Měření 5 – Porovnání časové a prostorové 
náročnosti algoritmů 
V této kapitole se zaměřím na porovnání obou algoritmů na dolování frekventovaných vzorů z proudu 
dat s různými parametry a různými vzorky dat. 
První měření porovná délku výpočtu algoritmu Lossy Counting a FP-Stream na vzorcích 
T100kL3N1k, T100kL5N1k a T100kL7N1k při       ,         a     , popřípadě počet 
transakcí v dávce 10 tisíc. Srovnání běhu obou algoritmů je v grafu Graf 5.1. Jelikož algoritmus 
Lossy Counting (vždy první sloupec) je výrazně rychlejší než FP-Stream, není na grafu takřka patrný. 
Proto jsem graf doplnil o dobu běhu každého z nich. Osobně jsem předpokládal, že algoritmus Lossy 
Counting bude rychlejší než FP-Stream, ale tak výrazný rozdíl jsem nečekal. Důvodem je velice 
náročné udržování struktury FP-Stream, jak bylo ostatně popsáno dříve. 
 
Graf 5.1 - Srovnání délky běhu algoritmů Lossy Counting a FP-Stream 
 
Při dalších měřeních budu pracovat pouze s algoritmem Lossy Counting kvůli menší časové 
náročnosti. Datovými vzorky budou nyní T1000kL3N5k, T1000kL5N5k a T1000kL7N5k, tedy  
10-krát větší než v minulém měření. Rozhodl jsem se, že spustím algoritmus Lossy Counting  
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na všechny vzorky jednou s          a      a podruhé s         a      . Jak je vidno, 
součin ⌈
 
 
⌉    si je u obou roven a tudíž budou oba běhy zpracovávat shodný počet transakcí v jedné 
dávce. Podpora byla nastavena u obou běhů na       . Na grafu Graf 5.2 je pak zobrazen výsledek 
měření, kde je zřejmé, že běh s vyšší hodnotou   trval kratší dobu. To je způsobeno tím, že   byla 
nepřímo úměrně větší, a tudíž se při stejné velikosti dávek transakcí dostalo do struktury Trie méně 
potenciálně frekventovaných množin. 
 
 
Graf 5.2 - Srovnání dvou běhů algoritmu Lossy Counting s různými parametry 
 
Další měření má za úkol ukázat, že hodnota podpory   nehraje v algoritmu Lossy Counting žádnou 
roli, co se týče délky výpočtu. Tentokrát zvolím ještě větší vzorek dat než v předchozím měření - 
10000kL5N1k. Těchto 10 miliónů transakcí bude zpracováváno s          a      , jednou pak 
se        , podruhé       . Na konci výpočtu se neprovede vybrání výsledků ze struktury Trie, 
jelikož tam by se projevily rozdílné hodnoty podpory  . Grafická prezentace je na grafu Graf 5.3. 
Shodná výška obou sloupců dokazuje, že algoritmus Lossy Counting využívá hodnotu podpory    
jen a pouze pro vybrání výsledků ze struktury Trie, ale ne k jejímu udržování. 
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Graf 5.3 - Porovnání délky běhu se stejnými hodnotami epsilon a   
 
V posledním měření délky výpočtu se zaměřím na jednu unikátnost algoritmu Lossy Counting. Ten je 
schopen, jak bylo popsáno v teoretické části této práce, ukládat po částech strukturu Trie na pevný 
disk a tím uvolnit operační paměť pro větší dávky transakcí. Jelikož se dá předpokládat kvůli malé 
rychlosti dnešních pevných disků, že bude výpočet výrazně pomalejší, zvolil jsem původní malé 
vzorky dat T100kL3N1k, T100kL5N1k a T100kL7N1k. Podpora je nastavena na       , povolená 
chyba         a     , tedy stejné parametry jako u prvního měření. Předpoklad se také vyplnil, 
výpočet se zpomalil přibližně 15 krát, jak je možno vidět na grafu Graf 5.4.  
 
 
Graf 5.4 - Srovnání délky výpočtu bez a s ukládání na pevný disk 
 
To je dáno tím, že se musí pro každou jedinečnou položku vyskytující se v proudu dat vytvořit  
na disku soubor, který představuje strom lesa Trie. Pokud tedy v tomto testovacím vzorku mám 1000 
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různých položek, bude vytvořeno v krajním případě 1000 souborů, které se budou opakovaně 
otevírat, načítat, přepisovat, uzavírat atd. Vytížení pevného disku při tomto měření je na obrázku 
Obrázek 5.11 – zelená plocha označuje čtení, modrá linie pak zápis. 
 
 
Obrázek 5.11 - Vytížení disku při běhu algoritmu Lossy Counting 
 
Druhá část této kapitoly se bude věnovat prostorové náročnosti jednotlivých algoritmů. K měření 
použiji grafické uživatelské rozhraní mé aplikace, které je schopno zobrazit počet megabajtů operační 
paměti alokovaných programem, viz Obrázek 5.12. Bohužel zde nebude možné vidět žádné propady  
při čistění struktur a podobně, jelikož je paměť plně v režii garbage collectoru. Abych dostal 
spotřebovanou paměť, budu vždy odečítat počáteční stav od nejvyššího stavu při běhu. Tím odstraním 
vliv grafického uživatelského rozhraní atd. 
 
 
Obrázek 5.12 - Výřez z grafického uživatelského rozhraní - spotřeba paměti procesem 
 
Opět předpokládám, že bude algoritmus Lossy Counting méně náročný než FP-Stream, a to  
ze stejného důvodu jako u časové náročnosti. Při provedení prvního měření této kapitoly bylo  
pro Lossy Counting spotřebováno přibližně 10 MB operační paměti, u algoritmu FP-Stream to bylo  
o polovinu více, tedy přibližně 15 MB. To potvrzuje předpoklad. Další měření jsem neprováděl, 
jelikož Garbage Collector znemožňuje vidět jakékoliv zajímavosti. 
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5.8 Měření 6 – Porovnání časové náročnosti 
algoritmů (paralelní varianty) 
V poslední kapitole věnované měření se budu zabývat časovou náročností paralelních variant 
implementovaných dolovacích algoritmů. Nejdříve se zaměřím na algoritmus Lossy Counting. 
V tabulce Tabulka 5.1 je zobrazen výtah z předchozích měření jak pro sériovou, tak paralelní variantu 
algoritmu. V posledním sloupci je pak spočítán poměr času paralelního a sériového, menší znamená 
lepší. Tento sloupec jsem také podmíněně naformátoval, aby bylo na první pohled zřetelné,  
jak parametry ovlivňují rozdíl v délkách běhu. Je zde jasně patrné, že čím má vzorek dat více položek 
na transakci, tím je zrychlení patrnější. Dále pak také čím je vzorek větší, tím je rozdíl patrnější. 
Můžu tedy prohlásit, že paralelizace zrychlila výpočet hlavně ve chvíli, kdy se zpracovávalo větší 
množství dat. V nejlepším naměřeném případě jsem dosáhl zrychlení 36 %, což znamená, že výpočet 
paralelní varianty proběhl za dvě třetiny času běhu sériového algoritmu. 
 
vzorek dat σ [] ε [] beta [] čas sériové [ms] čas paralelní [ms] poměr p/s [] 
T100kL3N1k 0,01 0,001 10 842 709 0,842 
T100kL5N1k 0,01 0,001 10 1207 1029 0,853 
T100kL7N1k 0,01 0,001 10 1747 1263 0,723 
              
T1000kL3N5k 0,001 0,0001 10 6318 4482 0,709 
T1000kL5N5k 0,001 0,0001 10 13338 8965 0,672 
T1000kL7N5k 0,001 0,0001 10 24835 15824 0,637 
              
T1000kL3N5k 0,01 0,0001 10 6193 4380 0,707 
T1000kL5N5k 0,01 0,0001 10 13135 9012 0,686 
T1000kL7N5k 0,01 0,0001 10 24508 15748 0,643 
              
T1000kL3N5k 0,01 0,001 100 3993 3479 0,871 
T1000kL5N5k 0,01 0,001 100 7550 6222 0,824 
T1000kL7N5k 0,01 0,001 100 12636 9844 0,779 
Tabulka 5.1 - Délky běhu algoritmu Lossy Counting pro různé parametry 
 
U algoritmu FP-Stream nebylo možné provést takové množství výkonnostních testů jako u algoritmu 
Lossy Counting. Důvodem je výrazně větší časová náročnost tohoto algoritmu. Pro ověření zrychlení 
jsem tedy použil pouze první tři vzorky dat se 100 tisíci transakcemi, přičemž jedna dávka obsahovala 
deset tisíc transakcí. 
Nejprve jsem se pokusil zjistit, jaká míra paralelizace je nejvýhodnější. Spustil jsem tedy 
algoritmus několikrát se stejnými parametry nad stejným vzorkem dat a sledoval jsem, jak se mění 
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doba výpočtu v závislosti na počtu povolených vláken. Výsledek je možné vidět na grafu Graf 5.5.  
Je z něj patrné, že je rozumné spustit výpočet na více vláknech, ale samozřejmě neplatí, že čím více 
vláken se spustí, tím bude výpočet rychlejší. Minimum v mém příkladu leží přibližně někde kolem 64 
vláken spuštěných pomocí třídy ThreadPool. 
 
 
Graf 5.5 - Závislost délky běhu paralelní varianty algoritmu FP-Stream na počtu vláken 
 
Jak je vidět v tabulce Tabulka 5.2, dosáhl jsem u paralelní varianty algoritmu FP-Stream ještě většího 
zrychlení než u algoritmu Lossy Counting. Opět zde platí, že s rostoucí velikostí datových vzorků se 
zvětšuje rozdíl mezi sériovou a paralelní variantou. V nejlepším případě jsem dosáhl zrychlení 68 %, 
tedy výpočet proběhl za jednu třetinu času potřebného pro sériovou variantu. 
 
vzorek dat σ [] ε [] beta [] čas sériové [ms] čas paralelní [ms] poměr p/s [] 
T100kL3N1k 0,01 0,001 10 74101 27865 0,376 
T100kL5N1k 0,01 0,001 10 295697 103463 0,350 
T100kL7N1k 0,01 0,001 10 883705 278943 0,316 
Tabulka 5.2 - Délky běhu algoritmu FP-Stream pro různé vzorky dat 
 
To, že paralelní varianta algoritmu pracuje rychleji, se musí nutně také projevit na vytížení procesoru. 
Tento rozdíl je možné spatřit na výřezu okna aplikace na obrázku Obrázek 5.13, zelený graf (vlevo 
paralelní, vpravo sériové). Jednotlivé vyvýšeniny jsou úseky, ve kterých algoritmus pracoval ve více 
vláknech, prohlubně jsou naopak okamžiky, kdy docházelo k závěrečné aktualizaci struktury  
FP-Stream, jejímu prořezávání a načítání další dávky dat do nového FP-Tree. V pravé části zeleného 
grafu je naopak vidět vytížení procesoru při běžící sériové variantě algoritmu. Snad jedinou 
nevýhodou paralelní varianty je větší spotřeba paměti, viz žlutý graf na obrázku Obrázek 5.13.  
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Obrázek 5.13 - Spotřeba paměti a procesoru algoritmem FP-Stream 
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6 Závěr 
Tato práce se zabývala problematikou dolování frekventovaných vzorů v proudu dat. Cílem této práce 
bylo vytvořit modulární aplikaci, která by umožňovala porovnávat výkonnost a časovou náročnost 
zvolených algoritmů na dolování frekventovaných vzorů v proudu dat. Jednalo se o algoritmy Lossy 
Counting a FP-Stream. 
Součástí práce je modulární aplikace skládající se ze tří vrstev – prezentační, výkonné a datové. 
Prezentační vrstva se stará o grafické uživatelské rozhraní – zadávání parametrů výpočtů a následné 
zobrazení výsledků. Parametry se z prezentační vrstvy předávají výkonné vrstvě, která pak započne 
dolování frekventovaných vzorů z datového proudu. Nejnižší z vrstev, datová, se stará o získávání dat 
z datového proudu. Díky této modularitě je možné výkonnou vrstvu využít jako součást budoucích 
projektů. 
Algoritmus Lossy Counting se osvědčil jako velice rychlý a efektivní způsob na dolování 
frekventovaných vzorů v proudu dat. Je to ale algoritmus, který nerozlišuje současné položky  
od dřívějších. Naproti tomu algoritmus FP-Stream je schopen dolovat nad více časovými bloky  
s různou granularitou, což poskytuje uživateli naprosto jiný rozměr dotazování nad vydolovanými 
frekventovanými vzory. To má ale za následek výrazně nižší propustnost transakcí. Není tedy možné 
rozhodnout, který z algoritmů je lepší. Takové rozhodnutí se dá provést pouze po konkrétním zadání 
dolovací úlohy. 
Nad rámec zadání jsem se rozhodl naimplementovat paralelní varianty obou algoritmů. Dosáhl 
jsem tak zrychlení 36 % v případě algoritmu Lossy Counting a dokonce 68 % u algoritmu FP-Stream 
na čtyřjádrovém procesoru. Věřím, že lze dosáhnout ještě výraznějšího zrychlení, to je však již  
na samostatné téma diplomové či doktorské práce. 
 
Do budoucna bych doporučil otestovat aplikaci v .NET Framework 4.5, který slibuje vyšší výkon  
při paralelních operacích. Také by bylo možné využít PLINQ (paralelní LINQ), který je schopen 
provádět již tak velice rychlé operace LINQ paralelně. Posledním doporučením, které by bylo ale 
velice náročné, je přepsat celý kód do jazyka C. 
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