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1 Introduction
Let (Xi)i≥1 be a sequence of independent and identically distributed random variables with
common distribution function F in the max-domain of attraction of a Fr´ echet extreme value






−1/γ for all x > 0, (1)
that is, the upper tail 1 − F is regularly varying at inﬁnity with index −1/γ, notation
1 − F ∈ R−1/γ. The parameter γ determines the shape of the upper tail of F and is
traditionally called the extreme value index.
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1Estimation of γ is often the ﬁrst step in estimating tail probabilities, high quantiles and







with kn = 1,...,n−1 and with X1:n ≤ ··· ≤ Xn:n being the order statistics of X1,...,Xn.
Without loss of generality we assume here and in the sequel that F(0) = 0. As customary
in the literature, kn will be an intermediate sequence of integers, that is, kn → ∞ and
kn/n → 0 as n → ∞. Mason (1982) showed that (1) holds if and only if ˆ Hn(kn) is a con-
sistent estimator for γ for all intermediate sequences kn. Complementarily, Segers (2001)
proved that, subject to an integrability condition on F ensuring existence of E[ ˆ Hn(kn)],
equation (1) is equivalent to limn→∞ E[ ˆ Hn(kn)] = γ for all intermediate sequences kn, that
is, to ˆ Hn(kn) being asymptotically unbiased.
Both characterizations are ﬁrst-order results in the sense that they involve the mere
convergence in (1). Asymptotic normality of the appropriately standardized Hill estimator
requires information about the speed of convergence in (1), which is most conveniently
discussed in terms of the tail-quantile function V (y) = inf{x ∈ R : F(x) ≥ 1 − 1/y}
for y > 1. Theorem 1.5.12 in Bingham et al. (1987) shows that (1) is equivalent to
limt→∞ V (ty)/V (t) = yγ for all y > 0, that is, V ∈ Rγ. The natural second-order re-
ﬁnement of this condition is that there exist C ∈ R, α ≥ 0, and some positive function












γA−α(y) for all y > 0, (2)
where A−α(y) =
R y
1 u−α−1 du. Condition (2) is called ‘natural’ because the mere existence,
for all y > 0 and some positive measurable function a with limt→∞ a(t) = 0, of a limit
that is not identically zero implies that a ∈ R−α for some α ≥ 0 as well as the analytic
form of the limit function given above; see Theorem 1.9 in Geluk and de Haan (1987).
Alternatively, the existence of the limit in (2) for all y in a subset of (0,∞) of positive
Lebesgue measure together with the assumption that limt→∞ a(t) = 0 and a ∈ R−α for
some α ≥ 0 also entails the given analytic form of the limit function; see Bingham et al.
(1987), Lemma 3.2.1. For a thorough discussion on second-order conditions for V and the
bias of the Hill estimator the reader is referred to Segers (2001).
Under (2) the following central limit theorem for the Hill estimator is well known; see
e.g. de Haan and Peng (1998) or Haeusler and Teugels (1985): If limn→∞ k
1/2
n a(n/kn) =
λ ∈ [0,∞], then we have as n → ∞
Hn = k
1/2




D → N(0,1) if λ = 0,
D → N ({γ(1 + α)}−1Cλ,1) if 0 < λ < ∞,
has no limit law if λ = ∞,
(3)
2where
D → stands for convergence in distribution and N(µ,σ2) denotes the normal distribu-
tion with mean µ and variance σ2. The case 0 < λ < ∞ in (3) is in some sense the more
important one, because it leads to sequences kn for which the asymptotic mean squared
error of ˆ Hn(kn) is minimal, see e.g. de Haan and Peng (1998).
The accuracy of approximations to the distribution function of Hn has been studied
recently by Cheng and Pan (1998), Cheng and de Haan (2001), Guillou and Hall (2001)
and Ferreira (2002). The aim of the present paper is to contribute to these studies by
providing Edgeworth expansions for P(Hn ≤ x) in the ﬁrst two cases of (3). Our two main
results, stated in Section 2, correspond to these two cases and are proven in Sections 3
and 4 respectively. The Appendix contains some additional technical arguments.
2 Main results
Approximations of the distribution of Hn typically feature standardized sums of indepen-
dent standard exponential random variables, and indeed our ﬁrst result, for the case λ = 0
in (3), features the classical Edgeworth expansion for such sums. Formally, let (Ei)i≥1
be a sequence of independent random variables, exponentially distributed with mean one.
Denote the distribution function and density of the standard normal distribution by Φ and
ϕ respectively. There exist polynomials P`(x), ` ≥ 1, such that for every integer m ≥ 1 we















as n → ∞, see e.g. Petrov (1975), Theorem VI.4; the polynomials P` can be computed
explicitly from the moments of the exponential distribution.
Theorem 1 Under the second-order condition (2), if limn→∞ k
1/2
n a(n/kn) = 0, then for
any integer m ≥ 1 we have uniformly in x ∈ R













n a(n/kn) + o(k
1/2
n a(n/kn)) as n → ∞.
The summand {γ(1 + α)}−1Cϕ(x)k
1/2
n a(n/kn) in Theorem 1 reﬂects the inﬂuence of
the bias of ˆ Hn(kn) on the asymptotic expansion of P(Hn ≤ x), since by Theorem 7.1
of Segers (2001), under a suitable integrability condition on F, assumption (2) implies
that E[ ˆ Hn(kn)]−γ ∼ (1+α)−1Ca(n/kn) and thus E(Hn) ∼ {γ(1+α)}−1Ck
1/2
n a(n/kn) as
3n → ∞. Clearly, the order of the bias determines which m leads to a meaningful expansion;




n a(n/kn)), then there is no such m at all and the expansion




n a(n/kn)) as n → ∞.
The special case m = 1 of Theorem 1 has been proven by Cheng and Pan (1998)
in their Theorem 1 under the assumption k
1/2
n a(n/kn) = {ρ + o(1)}k
−1/2
n as n → ∞ for
some ρ ∈ [0,∞), leading to a one-term Edgeworth expansion with a O(k
−1/2
n ) correction
term and a o(k
−1/2
n ) remainder term. The approximations to P(Hn ≤ x) in Theorem 1 of
Cheng and de Haan (2001) and in Theorem 1 of Guillou and Hall (2001) involve versions
of gamma distributions depending on kn instead of the limiting normal distribution. These
approximations are stated under extra growth conditions on kn and in Guillou and Hall
(2001) for a sub-model of (2).
In order to obtain an Edgeworth expansion in case 0 < λ < ∞ in (3), we have to
strengthen the second-order condition (2). Observe ﬁrst that (2) is equivalent to
logV (ty) − logV (t) = γ logy + CA−α(y)a(t) + o(a(t)) as t → ∞ for all y > 0. (5)








/b(t) = B(y) for all y > 0 (6)












−αA−β(y) for all y > 0 (7)





C1(logy)2 + C2 logy if α = β = 0,
C1y−α logy + C2A−α(y) if α > 0 = β,
C1A−α−β(y) + C2A−α(y) if β > 0,
(8)
for some C1,C2 ∈ R. Again, conditions (6)–(8) appear to be much more stringent than
they in fact are: If the limit in (6) exists for all y > 0 with C 6= 0 and some positive
measurable function b satisfying limt→∞ b(t) = 0, then (6)–(8) are implied by either of the
two assumptions that (i) the limit B in (6) is not a multiple of A−α (Theorem 1 in de
Haan and Stadtm¨ uller, 1996) or (ii) b ∈ R−β for some β ≥ 0 (personal communication by
Jef Teugels, 2001). As pointed out by de Haan and Stadtm¨ uller (1996), (6) holding with
B being a multiple of A−α is a trivial case in the sense that then (6) also holds for some
function ¯ a(t) ∼ a(t) as t → ∞ and ¯ B(y) = 0 for all 0 < y < ∞. According to (ii) we need
not exclude this case from our considerations provided that we require b ∈ R−β for some
β ≥ 0 from the outset.
4Denote λn = k
1/2
n a(n/kn), µn = {γ(1 + α)}−1Cλn, and B0 =
R 1
0 B(1/u)du. Further,
let Vn,kn = (n/kn)Ukn+1:n, with Uj:n the jth ascending order statistic from n independent
Uniform(0,1) random variables. For integer n ≥ 1 we have (dn/dxn)Φ(x) = e Hn−1(x)ϕ(x),
where (−1)n−1 e Hn−1(x) is the monic Chebyshev-Hermite polynomial of degree n − 1.
Theorem 2 Under the third-order conditions (6)–(8), if λn = O(1), then there are poly-
nomials P`,j and P`,j,s such that P(Hn ≤ x) for every integer m ≥ 1 admits uniformly in
x ∈ R the expansion
Φ(x − µn) + ϕ(x − µn)
2m+1 X
s=1
























































+ o(b(n/kn)) as n → ∞.




Γ(n + 1)Γ(v + k + 1)







for v ≥ 0 and integer 1 ≤ k < n, while the polynomials P`,j and P`,j,s can be reconstructed
from the proof of Theorem 2 in Section 4. The expansion in Theorem 2 does no longer
originate from standardized sums of standard exponential random variables but from the
row sums of a triangular array of appropriately modiﬁed exponentials.
Approximations to the distribution function of Hn in the second case of (3) have been
considered by Ferreira (2002) for the special case when the sequence (kn)n is optimally cho-
sen, that is, such that the asymptotic mean squared error of the Hill estimator is minimal.
She established one-term expansions when the approximating distribution is a standardized
gamma distribution (Theorem 4.B.1) or a shifted normal distribution (Corollary 4.B.1).
Example 1: Hall class. Hall (1982) studied asymptotic normality of the Hill estimator
for distribution functions with upper tail
1 − F(x) = Ax
−1/γ{1 + Bx
−τ + o(x
−τ)} as x → ∞,
with τ,A ∈ (0,∞) and B ∈ R. For these F, condition (2) is satisﬁed with α = γτ > 0 and
a(t) = t−γτ. The third-order conditions (6)–(8) are satisﬁed under the stronger assumption




−τ−δ)} as x → ∞, (10)
5with δ ∈ (0,∞) and C ∈ R, in which case α and a are as above while β = γδ > 0 and
b(t) = t−γδ. Concrete distributions in the restricted Hall class (10) are the Fr´ echet, Burr,
F and Student’s t distributions.
Example 2: log-gamma distributions. Let X be a random variable so that logX has a
Γ(1/γ,δ)-distribution, i.e. with probability density g(x) = {γδΓ(δ)}−1xδ−1 exp(−x/γ) for
x > 0. The distribution function F of X satisﬁes








as x → ∞
with constants A > 0, B and C depending only on γ and δ. It can be shown that (6)–(8)
are satisﬁed here with α = β = 0, a(t) = (logt)−1{1 + C1 loglogt(logt)−1 + C2(logt)−1}
and b(t) = (logt)−1 so that Theorem 2 is again applicable.
3 Proof of Theorem 1
The proof is a reﬁnement of the proof of Theorem 1 in Cheng and Pan (1998), so we borrow
most of our notation from them. Let (Ui)i≥1 be a sequence of independent Uniform(0,1)
random variables, and for every positive integer n, let U1:n ≤ ··· ≤ Un:n denote the order
statistics of U1,...,Un. Set an = 1 − kn/(n + 1) and bn = {an(1 − an)/(n + 1)}1/2 =
(knan)1/2/(n+1) for every n ≥ 2, and in addition denote for all −an/bn < u < (1−an)/bn
(u)n = an + bnu, (u)n = {1 − (u)n}
−1 and Wi = (1 − Ui)
−1








Finally, let φn denote the density of (Un−kn:n − an)/bn.
The following representation of the distribution function of Hn is crucial; see (2.8) in
Cheng and Pan (1998). For all n ≥ 2 and x ∈ R we have




Set Tn = k
1/5
n , which is o(k
1/2
n ), as required in the proof in Cheng and Pan (1998). Then
for all x ∈ R we have







P{Hn(u) ≤ x}φn(u)du = In + IIn,





= P(Un−kn:n > an + bnTn) + P(Un−kn:n < an − bnTn) = O(k
−τ
n ) (11)
6by a straightforward application of standard bounds on binomial tail probabilities; see e.g.
Shorack and Wellner (1986), p. 440.
For the analysis of the main term In we rewrite (5) as logV (ty) − logV (t) = γ logy +
R(y,t) so that Yn,i(u) = γ logWi + Rn,i(u) with Rn,i(u) = R(Wi,(u)n). Now we can write

























Set cn = k
3/8
n a(n/kn), which is o(k
1/2
n a(n/kn)) since kn → ∞. For x ∈ R and u ∈ [−Tn,Tn]
set xn,±(u) = x − rn(u) ± cn. From (12) we get
P{Sn ≤ xn,−(u)} − P{|Rn(u)| ≥ cn} ≤ P{Hn(u) ≤ x}
≤ P{Sn ≤ xn,+(u)} + P{|Rn(u)| ≥ cn}. (13)
Our ﬁrst aim is to show that P{|Rn(u)| ≥ cn} is negligible. Observe that Lemma 2.3
in Cheng and Pan (1998) is formulated and proven for any Tn = o(k
1/2
n ). Consequently,
all parts of their proof which do not involve their condition (1.4) on the kn-sequence apply
to our Tn = k
1/5
n . Thus, by (2.3) in Cheng and Pan (1998), for all ε > 0 there exists






  ≤ Kε(1 − U1)
−ε = KεW
ε
1 for all u ∈ [−Tn,Tn].
Moreover, the uniform convergence theorem for the regularly varying function a together
with (u)n ∼ n/kn uniformly in u ∈ [−Tn,Tn] gives
a((u)n) ∼ a(n/kn) uniformly in u ∈ [−Tn,Tn] as n → ∞. (14)
Therefore, using the classical moment bound E[|
Pn
i=1 Zi|p] ≤ Mpnp/2E[|Z1|p] for indepen-
dent, identically distributed and mean-zero random variables Z1,...,Zn, which is valid for
all p ≥ 2 with Mp ∈ (0,∞) depending only on p and which follows from the Marzinkiewicz-
Zygmund inequality and H¨ older’s inequality, we obtain uniformly in u ∈ [−Tn,Tn]

















n {1 + o(1)}.
7Now E(W
εp
1 ) < ∞ as long as ε > 0 is chosen so small that εp < 1. We obtain that
P{|Rn(u)| ≥ cn} = O(k
−τ
n ) uniformly in u ∈ [−Tn,Tn], for all τ > 0. (15)
Our next aim is to obtain the precise order of magnitude of rn(u). From the proof of

























n a(n/kn){1 + o(1)}. (16)
Now we can complete the proof along the lines of the proof in Cheng and Pan (1998).
Observe that Sn is a standardized sum of kn independent exponential random variables
with mean one. Hence by (4) we have for each positive integer m, uniformly in x ∈ R,







n ) as n → ∞.
Consequently, from the right-hand side inequality of (13) and the bound in (15) we obtain,
uniformly in x ∈ R and u ∈ [−Tn,Tn],








Now by (16) we have, for all x ∈ R and uniformly in u ∈ [−Tn,Tn],





n a(n/kn) + o(k
1/2
n a(n/kn))




















since the derivatives of P`(x)ϕ(x) for 1 ≤ ` ≤ m are all bounded in x ∈ R. This gives,
uniformly in x ∈ R and u ∈ [−Tn,Tn],













n a(n/kn)) + O(k
−(m+1)/2
n ). (17)
8Exploiting the left-hand inequality in (13) in a similar way, we see that (17) also holds

























































n a(n/kn)) + O(k
−(m+1)/2
n ),
where the last equality follows from (11) and the boundedness of the expansion. This
concludes the proof of Theorem 1.
4 Proof of Theorem 2
The expansion of Theorem 2 will be derived from an Edgeworth expansion for sums of
independent and identically distributed random variables which depend on an additional
parameter as in the following Lemma.
Lemma 1 Let (ξi,ηi)i≥1 be a sequence of independent and identically distributed bivariate
random vectors. Assume that for some integer m ≥ 1 the (m+3)th moments of ξ1 and η1
are ﬁnite, as well as E(ξ1) = E(η1) = 0 and E(ξ2





|E[exp{it(ξ1 + εη1)}]| < 1 (18)
then for all integer p ≥ 1 there exist 0 < ε∗ ≤ ε0, integer k∗ ≥ 1 and a constant C∗ > 0
such that
  







(ξi + εηi) ≤ x
)














for all x ∈ R, k ≥ k∗ and 0 < ε ≤ ε∗,
where the P`,j(x) are polynomials in x depending only on the (mixed) moments of (ξ1,η1).
9Lemma 1 can be derived from classical Edgeworth expansions for sums of independent and
identically distributed random variables and is proven in Appendix A.1.
Moreover, a Potter bound pertaining to the third-order condition (5) will be crucial.












for all 1 ≤ y < ∞ and t ≥ tε.
Although this bound may be derived from Lemma 2.1 in Drees (1998), we give in Ap-
pendix A.2 a short, direct proof which, unlike Drees’ Lemma, treats the cases β = 0 and
β > 0 simultaneously.
Throughout the proof of Theorem 2 we use the same notation as in the proof of Theo-
rem 1, and we additionally set λn = k
1/2
n a(n/kn), which is O(1) by assumption. The proof
of Theorem 1 remains unchanged up to and including (11). For the analysis of In we now
write logV (ty) − logV (t) = γ logy + CA−α(y)a(t) + R(y,t) with
R(y,t) = B(y)a(t)b(t) + o(a(t)b(t)) for 0 < y < ∞ as t → ∞ (20)
from the third-order condition (6). Since for all u ∈ [−Tn,Tn] we have
Yn,i(u) = logV ((u)nWi) − logV ((u)n) = γ logWi + CA−α(Wi)a((u)n) + R(Wi,(u)n),




















































Claim 1. There exist δn = o(b(n/kn)) such that for all τ > 0 we have as n → ∞ and






























Since E[A−α(W1)] = (1 + α)−1 and since the moment-generating function of A−α(W1) is













Moreover, since (u)n ∼ n/kn uniformly in u ∈ [−Tn,Tn] and since (7) holds locally uni-









 → |DA−β(1)| = 0
uniformly in u ∈ [−Tn,Tn]. As λn = O(1), Claim 1 is proven.

























ε for all 1 ≤ y < ∞ and all large t. (24)
Setting cn = k
−1/4
n b(n/kn) and applying ﬁrst the inequality E[|
Pn
i=1 Zi|p] ≤ Mpnp/2E[|Z1|p]
as in the proof of Theorem 1 and second the bound (24), we obtain for all p ≥ 2, uniformly
in u ∈ [−Tn,Tn] and for all large n






"   
R(W1,(u)n)
a((u)n)b((u)n)












where, to obtain the last inequality, we also used (14) and the corresponding result
b((u)n) ∼ b(n/kn) uniformly in u ∈ [−Tn,Tn] as n → ∞ (25)
for the regularly varying function b. Now E(W
εp












Since λn = O(1) and since p can be chosen arbitrarily large, we obtain the assertion in
Claim 2.
11Claim 3. We have, as n → ∞ and uniformly in u ∈ [−Tn,Tn]
k
1/2
n E[R(W1,(u)n)] ∼ B0λnb(n/kn). (26)
Proof of Claim 3. By (20) we have almost surely as n → ∞
sup
u∈[−Tn,Tn]




    → 0.





















as n → ∞. Thus, using again (14) and (25) we obtain E[R(W1,(u)n)] ∼ B0a(n/kn)b(n/kn)
uniformly in u ∈ [−Tn,Tn] as n → ∞, whence the assertion in Claim 3.

















Representation (21) for Hn(u) combined with (22), (23) and (26) leads to







where ρn(u) is such that there exist δn = o(b(n/kn)) such that for all τ > 0 we have
P{|ρn(u)| ≥ δn} = O(k
−τ
n ) uniformly in u ∈ [−Tn,Tn] as n → ∞.
Denote cn(u) = {γ(1+α)}−1Cyn(u)λn+γ−1B0λnb(n/kn) for u ∈ [−Tn,Tn], so that Hn(u) =
Sn(εn(u)) + cn(u) + ρn(u). Since for all τ > 0 we have
P(Hn ≤ x) =
Z Tn
−Tn
P{Hn(u) ≤ x}φn(u)du + O(k
−τ
n ) uniformly in x ∈ R as n → ∞,
we obtain for all τ > 0
Z Tn
−Tn
P {Sn(εn(u)) ≤ x − cn(u) − δn}φn(u)du + O(k
−τ
n )
≤ P(Hn ≤ x) ≤
Z Tn
−Tn
P {Sn(εn(u)) ≤ x − cn(u) + δn}φn(u)du + O(k
−τ
n ), (27)
12uniformly in x ∈ R as n → ∞.
Next, to apply Lemma 1 to Sn(ε), we need to verify condition (18). Let ε0 > 0 be
such that ε0|C|/γ < 1 and write Tε(w) = log(w) + εCγ−1A−α(w) for ε ∈ [−ε0,ε0] and
w ∈ [1,∞). The derivative T 0
ε(w) = w−1 + εCγ−1w−1−α is positive for all w ≥ 1 and




























































	  = O(|t|
−1) as |t| → ∞. (28)
Relation (28) is more than we need to apply Lemma 1 with ξi = log(Wi) − 1 and




n ) uniformly in
u ∈ [−Tn,Tn], we obtain for all integer m ≥ 1 as n → ∞
















uniformly in x ∈ R and u ∈ [−Tn,Tn], for the polynomials P`,j of Lemma 1. Since xrϕ(x)
is bounded in x ∈ R for all non-negative integer r, we obtain from (27) and (29) that






















+ o(b(n/kn)) uniformly in x ∈ R as n → ∞.
Recall that cn(u) = dn(u) + γ−1B0λnb(n/kn) where dn(u) = {γ(1 + α)}−1Cyn(u)λn for


























+ o(b(n/kn)) uniformly in x ∈ R as n → ∞.
13Write dn(u) = µn − hn(u) where µn = {γ(1 + α)}−1Cλn and hn(u) = {1 − yn(u)}µn for
u ∈ [−Tn,Tn]. Since yn(u) = {(n/kn)(1 − an − bnu)}α → 1 uniformly in u ∈ [−Tn,Tn] as


























uniformly in x ∈ R as n → ∞.
Since Tn = k
1/5
n , a closer look at yn(u) reveals that











uniformly in u ∈ [−Tn,Tn] as n → ∞. Moreover, for f any of the functions Φ or ϕP with
P some polynomial, both f itself and any of its derivatives f(j) are bounded on R, so that
for any integer ν ≥ 1 we have







ν+1) uniformly in x ∈ R as h → 0, (31)
and thus












uniformly in x ∈ R and u ∈ [−Tn,Tn] as n → ∞. For integer s ≥ 1 we can write
(ds/dxs)ϕ(x)P`,j(x) = ϕ(x)P`,j,s(x), with P`,j the polynomials of (30) and P`,j,s some other
polynomials. Combining (30) and (31) and using the deﬁnition of the Chebyshev-Hermite
polynomials, we obtain for P(Hn ≤ x) the expansion
Φ(x − µn) + ϕ(x − µn)
2m+1 X
s=1



















































14uniformly in x ∈ R as n → ∞. For integer 1 ≤ k < n, denote Vn,k = (n/k)(1 − Un−k,n)
d =








vα dP (Un−kn:n ≤ u)
= E[{(n/kn)(1 − Un−kn:n)}
vα1(an − bnTn ≤ Un−kn:n ≤ an + bnTn)]
= E[V
vα
n,kn] − E[{(n/kn)(1 − Un−kn:n)}
vα1(Un−kn:n / ∈ [an − bnTn,an + bnTn])].
Clearly, by (11),
P(Un−kn:n / ∈ [an − bnTn,an + bnTn]) = O(k
−τ
n ) for all τ > 0,







β Γ(n + 1)Γ(β + kn + 1)
Γ(kn + 1)Γ(β + n + 1)
→ 1 as n → ∞ for all β > 0.












n ) as n → ∞. (33)
A combination of (32) and (33) completes the proof of Theorem 2.
A Proofs of the Lemmas
A.1 Lemma 1 (Edgeworth expansion)








12E [|ξ1 + εη1|3]
, fε(t) = E[exp{it(ξ1 + εη1)}].
Theorem VI.1 on page 159 of Petrov (1975) implies for all integer k ≥ 1 and all ε > 0
sup
x∈R












































15with C(m) a ﬁnite constant depending only on m and Q`(ε,x) deﬁned in terms of the ﬁrst
m + 2 moments of ξ1 + εη1 as in (VI.1.13) on page 139 in Petrov (1975).
Apply the elementary inequality, valid for any random variable X,
E[|X|
a1(|X| ≥ c)] ≤ c
−1E[|X|
a+1] for all a > 0 and c > 0.
to X = ξ1 + εη1, a = m + 2 and c = σ(ε)k1/2. Since, by dominated convergence,
E [|ξ1 + εη1|r] → E [|ξ1|r] < ∞ for all 0 < r ≤ m + 3 and δ(ε) → 1/(12E [|ξ1|3]) as




































for all integers k ≥ 1 and all 0 < ε ≤ ε1.






Moreover, in case 0 < δ1 < t0, Theorem I.1 on page 10 of Petrov (1975) applied to f = fε
and b = t0 gives






1 for δ1 ≤ |t| ≤ t0 and 0 < ε ≤ ε0.
Together, we see that there exists h > 0 such that
sup
|t|≥δ1
|fε(t)| ≤ 1 − h for all 0 < ε ≤ ε0.










−τ) as k → ∞.
Therefore, the bound in (35) is of the order O(k−(m+1)/2), uniformly in 0 < ε ≤ ε1. Hence


























as k → ∞. (36)
16Put Φ(0) = Φ and for integer n ≥ 1 deﬁne Φ(n)(x) = (dn/dxn)Φ(x) for x ∈ R. Also,
set µn(ε) = E [(ξ1 + εη1)n] for n = 1,...,m + 2. From equation (VI.1.13) on page 139 of







the K`,s are known polynomials depending only on ` and s [observe that (VI.1.13) of Petrov
(1975) expresses Q` in terms of the cumulants of ξ1 + εη1, which in turn can be expressed
as polynomials in the moments µn(ε), see equation (I.2.3) on page 9 of Petrov (1975)].
Now, the moments µn(ε) are themselves polynomials in ε, while
σ(ε) =











(`+2s)(x) for 0 < ε ≤ ε1, x ∈ R, ` = 1,...,m, (37)
with functions g`,s that are analytic in a neighborhood of zero. Combining (36) and (37)




























By Taylor’s Theorem and the deﬁnition of the Chebyshev-Hermite polynomials we have
Φ









e Hn+p(x + θh)ϕ(x + θh)
for all non-negative integer n and p and all real x and h, where θ = θ(x,h) ∈ [0,1]. Putting
h(ε) = σ(ε)−1 −1 so that x/σ(ε) = x+h(ε)x, we obtain for all non-negative integer n and









j e Hn+j−1(x)ϕ(x) + O(ε
p+1) as ε → 0;
to bound the remainder term, we used that xnϕ(x) is bounded in x ∈ R for all integer
n ≥ 1 and that h(ε) is analytic in a neighborhood of zero and satisﬁes h(0) = 0. Hence for




































as ε → 0. Since g`,s(ε) and h(ε) are analytic in ε in a neighborhood of zero, we can
write them as a polynomial of degree p in ε with error O(εp+1). Using again that xnϕ(x)
is bounded in x ∈ R for all integer n ≥ 1, we conclude that for all integer p ≥ 0 and

















p+1) as ε → 0, (39)
for some polynomials P`,j. Combining (39) with (38) ﬁnishes the proof of Lemma 1.
A.2 Lemma 2 (Potter bound)










= B(y) for all y > 0. (40)
For t0 > 1 large enough such that a is deﬁned and locally integrable on [t0,∞), deﬁne






, for all t ≥ t0.




























=: e B(y) as t → ∞





= B(y) − e B(y), for all y > 0.
Since the function ab is regularly varying with index −α−β ≤ 0, Theorem 3.1.4 of Bingham
et al. (1987) implies the existence of t1 ≥ t0 and K1 > 0 such that
   
g(yt) − g(t)
a(t)b(t)
    ≤ K1y
ε, for all y ≥ 1, t ≥ t1.
Now since f = e f + g, we have for all y ≥ 1 and t ≥ t1







   
≤




e f(ty) − e f(t)
a(t)
− CA−α(y)













   
(ut)αa(ut) − tαa(t)
tαa(t)b(t)










= DA−β(u) for all u > 0.
Since the function t 7→ tαa(t)b(t) is regularly varying with index −β ≤ 0, a second appli-






  ≤ K2u
ε, for all u ≥ 1, t ≥ t2.
Together, we obtain for y ≥ 1 and t ≥ tε = max(t1,t2)
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