A numerical approximation for the one-dimensional Burgers equation is proposed by means of the Orthogonal Sub-Grid Scales -Variational Multi-Scale (OSGS-VMS) method. We evaluate the role of the variational subscales in describing the Burgers "turbulence" phenomena. Particularly, we seek to clarify the interaction between the subscales and the resolved scales when the former are defined to be orthogonal to the finite dimensional space. Direct Numerical Simulation (DNS) is used to evaluate the resulting OSGS-VMS energy spectra. The comparison against a Large Eddy Simulation (LES) model is presented for numerical discretizations in which the grid is not capable of solving the small scales. An accurate approximation to the phenomena of turbulence is obtained with the addition of the purely dissipative numerical terms given by the OSGS-VMS method without any modification of the continuous problem.
INTRODUCTION
The Burgers equation is a simplified model of the equations that govern fluid flow, and in spite of its simplicity it shares some features of the nonlinear dynamics present in the Navier-Stokes equations. Burgers attempted unsuccessfully to arrive at a statistical theory of turbulent fluid motion in [2] , but he was able to clarify the interaction between transient, dissipative, and nonlinear terms in an extremely simplified equation of motion. His contribution still represents a significant achievement when one aims to describe turbulence: Burgers turbulence exhibits an energy cascade that is similar to that encountered in fluid flow turbulence governed by the Navier-Stokes equations, containing also an inertial and a dissipation range.
Analytic solutions are known for the forced Burgers equation: when the nonlinear term is dominant it leads to the formation of shocks, and the solution exhibits an energy spectrum that behaves as k −2 in the inertial range, k being the wavenumber. A complete review of the analytical solutions by Hopf [18] and Cole [9] , including some of the mathematical and computational framework for the viscous form of the time-dependent Burgers equation, has been reported in [27] . Nevertheless, the important difference between the Navier-Stokes and the Burgers dynamics is that the smallest scales that dissipate the energy of the flow in the Burgers equation do not refer to the smallest eddies, but to the shock thickness instead. 3 scales) allow forward and backward scattering. Contrary to [22] , we are not interested in transient turbulent solutions. Instead, we test the OSGS-VMS method in contrast to the static Smagorinksy LES model, and present some conclusions about the behavior of the orthogonal subscales in the numerical approximation of the Burgers turbulence phenomena.
The outline of this article is organized as follows. In Section 2 we define the Burgers equation and the VMS form of the problem. The numerical approximation used to solve the problem is presented in Section 3. Section 4 shows the numerical results for a test example. OSGS-VMS results are compared both to DNS and LES simulations at the end of that section. Finally, conclusions are stated in Section 5.
PROBLEM DEFINITION
In this section we define the VMS approximation of the Burgers problem. First, we recall the onedimensional forced Burgers equation in the physical space, and derive the Galerkin form of the problem. Then, we apply the VMS framework and present the equations for both the resolved scales and the subscales.
Burgers equation
The one-dimensional forced Burgers equation [3] consists of finding a scalar function u(x,t) of position x ∈ Ω = (0, 2π) and of time t ≥ 0 such that, given a forcing term f (x,t),
with an initial condition u(x, 0) = u 0 (x) in Ω and periodic boundary conditions at x = 0 and x = 2π, t ≥ 0. The diffusivity coefficient ν is considered as homogeneous and constant. The Burgers equation shares some of the properties of the Navier-Stokes equations. Apart from the temporal derivative, the left-hand-side (LHS) contains both a nonlinear and a linear term, associated to convection and diffusion, respectively. The interaction between the dissipation given by the diffusive term (containing second order derivatives) and the convection given by the nonlinear inertial term also appears in the incompressible Navier-Stokes equations.
For convenience Eq. (1) can be written in the form
by introducing the bilinear operator L (u; v) = u∂ x v − ν∂ xx v. For smooth solutions, L (u; u) = u∂ x u − ν∂ xx u = ∂ x 1 2 u 2 − ν∂ x u . The latter is the form that admits physically meaningful solutions when they develop discontinuities; it is known as the conservation form.
Let W = H 1 per (Ω) be the subspace of periodic functions in H 1 (Ω), and let us write ( f , g) = Ω f g for any two functions f and g. Introducing the form
the variational form of the problem can be written as: find u :
for all w ∈ W
Variational multi-scale method
Let us consider a finite-dimensional subspace W N ⊂ W , of dimension N, which approximates W as N → ∞. The Galerkin approximation to problem (4)-(5) can be stated as follows: find 4 C.A. BAYONA ROA, J. BAIGES AND R. CODINA
for all w N ∈ W N . This approximation suffers from instability problems, which vary according to the way to construct W N , but which are in any case due to the convective property of the nonlinear term. The idea of the VMS method is to decompose the space of the unknown into a finite-dimensional space W N , and an infinite-dimensional one,W , so that W = W N ⊕W . The unknown and the test functions are accordingly split as u = u N +ũ and w = w N +w, respectively. We shall refer to functions in W N as the large or resolved scales and to functions inW as the subscales or unresolved scales.
Equation (4) can be equivalently written as the system of equations
and likewise for the initial condition, Eq. (5). The second term in the LHS of Eq. (8) can be split as
We may define:
Nonlinear contribution of the unresolved scales (13) If W N is made of smooth functions, as it is the case considered below, it is readily seen that the equation for the unresolved scales (9) can be written as
The objective of the VMS method is to approximate the subscales in terms of the resolved scales, in order to end up with a problem for the resolved scales alone. The key point is the approximation of L (u;ũ) in order to make Eq. (14) easily solvable. We will not describe the motivation, which can be based on a Fourier analysis of the problem, but the approximation that we consider is (see [5] )
where τ(u) > 0 is a numerical parameter of the formulation, the expression of which is given later for a particular approximation. The objective of (15) is not to provide an accurate pointwise approximation toũ, but to capture its effect on the resolved scales. The residual of the resolved scales is defined as R N (u; (14) , one obtains a nonlinear problem forũ. Even though it is possible to deal with this nonlinearity (see [5] ), we will consider that the unresolved scales are smaller than the resolved ones, so that
These approximations and (15) allow us to write the approximate equation for the subscales as
Even though we have not distinguished them, the subscales solution of (17) are approximate, whereas those solution of (14) are exact.
5
The subscales space is generally defined in two different ways. The first, and the most common approach, is to define it as the space of residuals of the resolved scales, and therefore to consider that
This is what we call Algebraic Sub-Grid Scales (ASGS) method in finite elements. The second approach is the Orthogonal Sub-Grid Scales (OSGS) method, which defines the subscales space as the space orthogonal to the resolved scales space. If P N is the L 2 -projection onto W N and P ⊥ N = I − P N , I being the identity, then the equation for the unresolved scales in this case is
, t > 0. In the spectral approximation described next, we shall see that the OSGS method is in fact the natural approach, since the basis functions are mutually L 2 -orthogonal (and also H 1 -orthogonal). In this case, we thus have that
SOLUTION METHOD
In the previous section, we have defined the variational formulation for each scale of the Burgers problem. The two sub-problems (8) and (17) are now numerically approximated by transforming them into the Fourier space or, equivalently, by using a spectral Fourier method. Consideringũ = 0 would reduce the problem to be solved to (6)- (7), i.e., the Galerkin-Fourier method. It is well known that this approximation of the Burgers equation suffers from numerical instabilities. In this section we recall the importance of the numerical diffusion introduced by the VMS formulation, not only to prevent spurious oscillations in the numerical solution, but also to model the "turbulence" phenomena. Next, we derive the energy equation in Fourier space. Finally, the time integration scheme is described.
Discrete Burgers equation
Let us consider N even and define the discrete space where the solution is sought as
i.e., the space spanned by N Fourier modes, k being the wavenumber. Let us write ( f , g) = Ω f g for the L 2 inner product over complex-valued functions f and g, by denoting the complex conjugate with an overline. The approximate unknown can thus be expressed as
whereû k (t) := u N (x,t), e ikx . We recall the orthogonality relation e ikx , e ilx = 2πδ kl , where δ kl is the Kronecker delta. The notation ∑ N/2−1 k=−N/2û k (t)e ikx := ∑ kûk e ikx will be used in the following. To obtain the discrete weak form of the problem, let us test the differential equation (8) (10), which depend on the subscales, are developed next. Note first that the transient and diffusive terms belong to W N , and we may assume that f also belongs to this space without losing accuracy, since the order of the error made will be the same as that of approximating W by W N . Therefore, if the subscales are defined to belong to the space orthogonal to the finite-dimensional resolved space, then the subscales equation can be expressed as
Now, the term u N ∂ x u N can be developed as
. This term belongs to the space span{e irx : r ∈ [−N, N − 2]}. The projection onto the space of resolvable scales, P N , can be obtained by considering in the sum above only the wavenumbers q, l, that satisfy q + l ∈ [−N/2, N/2 − 1]. Consequently, the orthogonal subscales belong to the Fourier spaceW , given bỹ
With this definition, takingw = e irx in (19), we obtain the equation for the subscales
, and t > 0. In order to close the subscales calculation, the approximation of the Burgers nonlinear operator (15) is needed. The key point in the design of the VMS formulation is the construction of τ. In this work we use the approximation of the nonlinear Burgers operator proposed in [28] , which is defined as
where h = π/N can be considered as an effective grid size and u N is the L 2 -norm of u N . This approximation basically aims to bound the effect of the nonlinear operator in Fourier space. Now we can compute the subscales in terms of the resolvable scales from (20) and use the resulting expression in the equation for the latter.
Remark 1
The space of subscales is in principle of infinite dimension, and defined as the complimentary of the Fourier space of resolved scales. It can also be defined as the difference between the DNS solution and the resolved space, such as the one derived in [28] . However, with the approximations we have assumed, the space of subscales turns out to be of finite dimension, and defined in terms of the finitedimensional resolved space. In particular, the Fourier space where the orthogonal subscales live has the same dimension as the resolved space, and a finer discretization generates a richer definition of the subscales.
Remark 2
We could actually solve the subscales taking into account the nonlinearity of the problem, that is to say, we could proceed without approximation (16) . This simply amounts to replace u by u N +ũ and deal with the additional nonlinearity by using an appropriate linearization scheme.
Remark 3
Neglecting the time derivative in (20) leads to the so-called quasi-static subscales, which could be understood as the subscales given automatically by the residual. On the contrary, by defining the 7 subscales equation as in (20) , it must be solved as a separated differential equation of the problem.
This corresponds to what was termed as dynamic subscales in [5] . Note that Eq. (20) is in fact an ordinary differential equation that needs to be integrated in time for each Fourier mode.
Let us look now at the contribution of the subscales into the finite-dimensional equation (10) . For conciseness, let us imply q,
, and t > 0. Since the subscales are orthogonal to the finite-dimensional space, and the diffusive term in (13) belongs to the resolved space, it reduces to ν∂ xx e ikx , ∑ rûr e irx = 0. The same occurs with the transient term for the subscales (13), e ikx , ∂ t ∑ rûr e irx = 0, which is orthogonal to the resolved scales by definition. Regarding the nonlinear terms that involve the subscales in (10), each one is developed as follows:
As we can solve each Fourier wavenumber k separately, the final expression for the resolvable scales of the Burgers equation is
The formulation is now complete. It consists of solving (25) together with (20) , for u N andũ.
Remark 4
The problem has to be completed with initial conditions for (20) . We assume thatû 0
, which means that we assume for simplicity that the initial condition belongs to the space of resolvable scales.
Discrete energy equation
We now develop the numerical approximation to the energy equation in Fourier space. The energy e k of the k-th wavenumber is obtained by taking the product ofû k with its complex conjugateû k (and dividing by 2, if wished). Its time derivative is given by:
After the right-hand-side terms of the previous equation are developed, the discrete energy equation can be written as:
for all k ∈ [−N/2, N/2 − 1], and t > 0, where
stands for the nonlinear transfer term due to the resolved scales, is the transfer due to the Cross nonlinear term involving resolved scales and subscales, and
is the transfer term due to the nonlinear relation among subscales. All previous relations are defined
, and t > 0.
Remark 5
The Galerkin nonlinear term (18) is responsible for the interaction among the resolved scales. The triadic interaction of this term expresses all the possible combinations with the pairs of resolved wavenumbers q and l such that q + l = k. In Fig. 1 a brief schematic depicts the triadic interactions between the resolved wavenumbers; the two groups of possible combinations q + l = k include: both q and l smaller than k (at the LHS of the figure), and either one of q or l greater than k, added with the remainder conjugate less than k (at the RHS of the figure). The possible combination depicted at the LHS of the figure relates two big resolved scales with one smaller resolved scale. Instead, the combination at the RHS indicates the relation between a resolved scale with a bigger and a smaller resolved scale. It can be proved (like in [21] ), that for a given time, T (k) ∈ R, and that the total energy transfer due to the Galerkin nonlinear term is conserved, i.e., ∑ k T (k) = 0. Therefore, the nonlinear transfer term due to the resolved scales (28) , and its respective sign, determines the way the energy is transferred between the resolved scales, in which not only large resolved wavenumbers can transfer energy forward to small resolved wavenumbers, but also the possibility of transferring backwards the energy from small to large resolved wavenumbers exists, as commented before.
Having remarked the importance of the Galerkin nonlinear term, which rules the development of an energy cascade as it transfers energy between the resolved wavenumbers in the inertial range [21] , we focus our attention to the terms arising from relations (20) , (22), (23) and (24) . Such terms represent the interaction between the resolved scales and the subscales, and correspond to the socalled Leonard, Cross, and Reynolds stresses in the standard large eddy simulation (LES) approach to solve turbulent flows. It is worthy to note that the presence of these terms is related only to the introduction of the VMS method, without the modification of the continuous problem that occurs with the LES method.
We can detail the effect of the Cross nonlinear term (22) and (23) by looking to Fig. 2 . This figure shows how the subscales play a fundamental role in the resolved scales equation by means of this term. More precisely, the LHS of the figure depicts the possible combinations q + r = k between the resolved and subgrid scales. These type of combinations increase with the resolved wavenumber k, and therefore, term (29) can be seen as increasingly responsible for dissipating energy at high wavenumber resolved scales. This will be verified later in the numerical example. On the contrary, for the Reynolds stress term (24) possible combinations p + r = k decrease with the resolved wavenumber. A depiction of that type of combinations involving the subscales is shown in the right side of Fig 2. Therefore, the transfer term due to the nonlinear relation among subscales (30) is essentially related to the dissipation of energy at small resolved wavenumbers.
As in (27) , the discrete energy equation for the subscales can be obtained by taking the product of Eq. (20) with the complex conjugate of the subscale û r . If e r is the energy of the subscales, its time derivative is:
, and t > 0. Here we have arranged the nonlinear transfer term due to the residual as:
, and t > 0. This transfer term is related to the Leonard stress term and provides the energy that is dissipated by the subscales. An example of the possible combinations between the resolved wavenumbers in the Leonard stress term is presented in Fig. 3 , where it can be observed that the possible combinations with the pairs of resolved wavenumbers q and l, such that q + l, decreases with the subscale wavenumber. As a consequence of this, the rate of energy transfer (and dissipation) of the subscales is in principle smaller for unresolved high wavenumbers.
Remark 6
The energy transfer terms (29) , (30) , and (32) allow for the backward transfer of energy from the subscales to the resolved scales, provided the sign of those terms is negative for certain resolved and subscale wavenumbers.
Time integration method
Let 0 = t 0 < t 1 < ... < t N be a partition of the time interval of analysis, with 0 < δt = t n+1 − t n for n = 0, 1, 2, .... Here and below the superscript denotes the time step counter. The transient term integration of the evolution equation for the resolvable scales and the subscales, as well as the energy equations, can be described as follows. Let us write these equations in the form:
for each k wavenumber. We use a fully explicit Runge-Kutta time-integration scheme of S stages. If v n k is known, the solution at t n+1 is given by for each k wavenumber, where K n i (defined for 1 ≤ i ≤ S) are the stage increments, obtained as
Expresions (34) and (35) depend on the definition of the coefficients a i j (for 1 ≤ j ≤ i ≤ S) and b i (for 1 ≤ i ≤ S) for a specific explicit method. In particular, the explicit Euler scheme corresponds to S = 1 and b 1 = 1. A stability condition of Courant-Friedrichs-Lewy type must be imposed in order to guarantee stability of the time integration method. The previous time marching technique applied to Eqs. (25), (20) , and (27) , defines the spatial and temporal OSGS-VMS discretization of the Burgers problem. In the following section we apply this discretized formulation in order to simulate a numerical example.
NUMERICAL EXAMPLE
In this section we solve a numerical example that is selected to test the OSGS-VMS formulation. We first define the continuous problem, which is an steady one-dimensional viscid case. The fact that the "turbulent" energy spectrum of the one-dimensional Burgers problem is only due to the resolution of strong gradients in the solution (shocks), and not to the unsteady solution of the problem (as in the case of the dissipative eddies in the Navier-Stokes turbulence), has prompted us to select the problem as a steady case. Then we present the DNS of the problem, which accounts for all the wavenumbers in the solution. The DNS solution is used to evaluate the accuracy of the OSGS-VMS method. Specifically, we discuss the resulting energy spectra for discretizations in which the number of modes N is not enough to resolve all of the wavenumbers present in the solution. As in (21), we can consider an effective grid size h = π/N and refer to coarse and fine grids. In the spirit of ILES methods, coarse grid solutions are also compared against LES results in the last part of this section. Under certain conditions (detailed in [30] ), the periodic solution of the one-dimensional forced Burgers problem tends toward a stationary state. This is achieved in particular by selectingû 0 0 = 0 andû 0 k = k −1 as initial conditions, and by fixing ∂ tû1 = 0 for t > 0. Given these conditions, the diffusivity coefficient of the example is fixed to ν = 0.025, so that the nonlinear term is dominant in the Burgers equation. The periodic solution describes a single shock that arises from the largescale restriction overû 1 and the predominance of the nonlinear term. This restriction also provides the amount of energy that is propagated through the simulation and dissipated by the center of the shock. In this sense, the smallest scales corresponding to the "Kolmogorov" scale belong to the viscous shock thickness l ≈ ν/|u|, and the maximum resolved wavenumber of the DNS solution is calculated such that the associated grid spacing is below this size. The DNS solution of the numerical example is carried out by completely solving all the scales, which is achieved with N = 400 (so that h = 7.85 × 10 −3 is below l ≈ 10 −2 ). We also perform simulations in which the grid is not fine enough to resolve all the wavenumbers of the solution. The comparison of the coarse grid simulations (solved with a maximum resolved wavenumber N) and the DNS solution is explained below. In order to guarantee numerical stability, the time integration stability criterion is set for all the resolved cases to a CFL number smaller that 0.01 for the linearized problem, converging to the steady state at approximately t = 2. Figure 4 shows the energy spectrum at the stationary converged state for the DNS and coarse grid simulations. The energy spectrum at the initial simulation time has a regular distribution and behaves as k −2 , with the large scales containing the majority of the energy in the system. As it evolves in time, the energy spectrum develops the cascade shape with the typical slope −2 (in a log scale) behavior in the inertial range (that differs from the well-known k −5/3 behavior of the Navier-Stokes turbulence), and a drop-off corresponding to the dissipation provided by the shock. The decay in time of the energy spectra solved by the OSGS-VMS method is accurate for all the coarse grids, giving the k −2 behavior at the inertial range, with only small deviations occurring near the maximum resolved wavenumber. In this sense, an energy pile up is observed for a few wavenumbers below the maximum resolved wavenumber. It is also observed that refining the grid, and consequently enriching the space of the subscales, improves the accuracy of the energy spectrum near the maximum resolved wavenumber as the dissipation of energy increases and the pile up vanishes. These results indicate that the turbulent energy spectrum is correctly approximated by the OSGS-VMS numerical method. Even for coarse discretizations that are not sufficient to solve the smallest scales of the solution, the inertial range of the energy spectrum is accurately captured. Let us discuss now the solution to the Burgers problem in the physical space. Figure 5 presents the physical space solution, including the coarse grid solutions and the DNS solution. The physical space solution u N ∈ R is plotted in the range [0, 2π], since the solution is periodic. In general, the OSGS-VMS method gives an accurate physical solution, including the periodic wave behavior and the formation of the one-dimensional shock as a step in the solution. For the coarse grid solutions the Gibbs phenomenon is present. This can be observed in the figure as local oscillations near the shock, which are commonly eliminated through shock capturing techniques. A slight inaccuracy different from the Gibbs phenomenon is observed for the coarsest grid solutions, which corresponds to the previously described energy pile up at the highest resolved wavenumbers. Now we center the discussion about the implicit modeling of turbulence done by the OSGS-VMS method. As in the case of the Navier-Stokes turbulence, the forced Burgers problem exhibits the energy dissipation cascade, in which the energy of the large scales is transferred to the small scales where the energy is dissipated. The triadic interaction mechanism commented in Section 3, corresponding to the nonlinear term involving the resolved scales, is responsible for the energy transfer from the preponderant resolved large scales to the much smaller resolved scales. The mechanisms through which the energy contained in the resolved and unresolved scales interact with each other can be clarified by analyzing the scale dependence and the dissipation driven by the nonlinear terms. For doing so, we plot the spectral eddy viscosity arising from the Cross and Reynolds stress terms, which is a scaled version of the energy dissipated by each nonlinear term, and it is calculated as ν C (k) = C(k)/k 2 e(k), and ν R (k) = R(k)/k 2 e(k), where e(k) is the energy of the wavenumber. We plot the scale dependence of the nonlinear terms for a N = 80 case in Fig 6. It has been previously explained that the Cross stress contribution (involving the resolved and unresolved scales) dissipates energy increasingly with the resolved wavenumber. On the contrary, the energy dissipation related to the Reynolds stress is greater for the largest scales of the solution.
In fact, the largest scales of turbulence are only correctly solved if the nonlinear term accounting for the unresolved scales is included. Contrary to [28] , where the stabilizing term was defined by a linearized asymptotic expansion over the residual, and hence only Cross stress terms appeared in 13 the discretized equation, we find that including the Reynolds stress tensor (resulting from nonlinear terms involving the subscales) is a requirement for the proper stabilization of the problem, but also for the correct approximation of the turbulence phenomena. In this sense, we also find that including the transient term in the subscales equation (14), and therefore solving the subscales equation as a separate equation, makes the Leonard stress term to be explicitly defined and improves the numerical convergence to the steady state of the solution. Adding the dissipation provided by the Cross and Reynolds terms results in a plateau distribution of the spectral eddy viscosity regardless of the resolved wavenumber. The dissipation increases only at higher resolved wavenumbers by the effect of the Cross stress term. It is remarkable that the numerical dissipation given by the OSGS-VMS method removes energy at a correct rate, mainly due to the relation between the variational subscales and the finite resolved scales through the nonlinear terms, which improves by enriching the discretization. We aim to compare now the previous results with some Burgers turbulence results obtained with a LES model. First, let us briefly comment about the modifications in the continuous Burgers equation when the LES method is applied. The LES method filters the Burgers equation in space and time, leading to the problem
We have denoted the filtered quantities by using an underline. The filtered nonlinear term uu is the main difficulty in LES: it requires knowledge of the unfiltered velocity field a priori, which is unknown, so it must be modeled somehow. In this sense, the filtered nonlinear term can be split up in the form uu = T + u u, where the quantity u u is resolved. The introduced residual subfilter-scale stress tensor T must be taken into account in the solution of Eq. (36). This tensor has to be modeled in terms of the filtered unknown in order to close the filtered equation. The static Smagorinsky model T ≈ −2ν t S introduced in [26] is a common closure model for this problem, where S = 1 2 ∂ x u is the one-dimensional strain tensor and ν t an additional eddy viscosity. Other closures, such as the Dynamic Smagorinsky, Scale-similarity, Mixed, and Linear unified RANS-LES models, are discussed in [22] . The closure model can be replaced directly in the filtered equation, so that the modified Burgers equation is obtained:
In practice, the main change with respect to the original equation is to modify ν by ν eff = ν + ν t . In order to numerically approximate the previous equation, the Fourier-Galerkin method can applied to the previous equation. Using the same notation as before, the discretized problem is then:
for all k, q, l ∈ [−N/2, N/2 − 1], and t > 0. We apply also the time marching scheme described in Section 3. The eddy viscosity defined in the Fourier space is modeled using a spectral eddy viscosity proposed in [25] , in our case taking the cutoff wavenumber as the number of modes, N. It is given for each wavenumber k by
where m is the negative slope of the energy spectrum, E N is the total energy spectrum at the cutoff wavenumber, C k is the Kolmogorov constant, and ν * t is a non-dimensional eddy-viscosity, given by ν Since we may consider that the density is ρ = 1, the total energy spectrum is such that E = Ω |û| 2 dk, and therefore, its value at the cutoff wavenumber is E N = e N /N. Numerical coefficients must be set in order to close the viscosity model, which must be known a priori. In particular, we need to set the Burgers energy spectrum negative slope, which has been previously shown to be m = 2, and the Kolmogorov constant C k , which we set experimentally to 0.1 in order to obtain the most accurate results.
As the filtering procedure selects only a certain number of wavenumbers to be solved by the spectral method, the resolved scales are the filtered scales below the selected cutoff wavenumber N. Figure 7 shows several solutions in the physical space when applying the static Smagorinsky model with different grid resolutions. The figure shows a correct description of the physical solution for all simulations. Gibbs phenomenon close to the shock is also observed. In general, the method is accurate and correctly portrays the physical solution of the Burgers problem with the given numerical coefficients. Figure 8 presents the energy spectrum for the simulations using the static Smagorinsky model. Even though the LES model is accurate for most of the resolved scales of turbulence, the energy spectra of the DNS and the LES solutions differ substantially for some resolved wavenumbers belonging to the inertial range. In this sense, the LES spectrum presents some energy pile up near the cutoff wavenumber, which is stronger for finer grids. This is an important difference between the LES and the OSGS-VMS turbulence modeling; while applications with the former have to care for the range of scales that are correctly solved by the grid, applying the OSGS-VMS method correctly describes the turbulence phenomena no matter the grid resolution. Remarkably, refining the grid improves the accuracy of the OSGS-VMS energy spectrum near the maximum resolved wavenumber, contrary to the decrease in the energy dissipation observed in LES. Numerical experiments indicate that increasing the Kolmogorov constant value improves the accuracy of the energy spectrum in the inertial range, but produces a more pronounced energy pile up at the cutoff wavenumber. These under dissipative solutions behave similar to the Fourier-Galerkin method presented in Fig. 9 for a N = 40 simulation, which gives globally unstable solutions. In that figure we show the energy spectrum results for Galerkin, OSGS-VMS and LES methods. On the contrary, the LES energy spectrum results are not accurate when the Kolmogorov constant is decreased. In this sense, the LES spectrum falls faster than the DNS one, and even some energy pile up near the cutoff wavenumber occurs. The possibility of obtaining an over-dissipative character is well known for the LES models: even though the large scales of turbulence may be correctly solved, the energy spectra of the LES solution can differ substantially from DNS due to the enforcement of the energy dissipation for the smaller resolved scales belonging to the inertial range. Another substantial difference between the OSGS-VMS and LES methods is that, while for the OSGS-VMS the calculation of the energy in (27) and (31) is performed only as a post-process (for illustrating purposes), the discrete energy equation for the resolved scales needs to be solved at each time step for the calculation of the LES spectral eddy viscosity, with the consequent increment in the computational cost.
Finally, we address the scale dependence of the LES and the OSGS-VMS nonlinear terms spectral eddy viscosity by using a grid resolution and cutoff wavenumber of N = 80. The plot of the eddy viscosity with respect to the resolved wavenumbers is presented in Fig 10. It can be seen that the eddy viscosity given by the static Smagorinsky model is almost flat, only increasing at high resolved wavenumbers. The amount of dissipation given by the LES model is tightly related to the parameters of the spectral model. Decreasing the Kolmogorov constant intensifies viscosity, but also makes the solution over-dissipative (as demonstrated in Fig. 9 ). In the case of the OSGS-VMS method, even if the obtained eddy viscosity is higher than the one obtained with the LES results, the energy spectrum is more accurate than the one obtained with the C k = 0.05 LES model. The OSGS-VMS viscosity exhibits a sharp eddy increment near the cutoff wavenumber that is not observed for the LES results. Numerical experiments with finer grids confirm this sharp behavior, which is defined solely by the numerical terms involving the variational subscales, and without the need of tuning numerical parameters.
We can effectively conclude that the contribution from the Galerkin form of the problem is not sufficient to correctly reproduce the turbulent energy spectrum. Moreover, it is clear that for coarse discretizations the present OSGS-VMS formulation works as a turbulence model, only depending on the approximations made to derive the subscales (OSGS method and τ definition). The numerical terms involving the dynamic evolution of the subscales seem to accurately dissipate the energy of the system and to account for the subscale "turbulent effects" onto the resolved scales even better than former LES methods. In the spirit of the discussion in [22] , the results of the present work encourage the application of ILES numerical methods with built-in numerical dissipation instead of LES methods. Nevertheless, this conclusion is drawn from the particular case of the steady turbulent solution obtained with the OSGS-VMS method, and the static Smagorinsky model with spectral eddy viscosity.
CONCLUSIONS
In this work, an Orthogonal Sub-Grid Scales -Variational Multiscale (OSGS-VMS) method for numerically approximating the Burgers problem has been presented. The analysis of the Burgers equation has been done in the Fourier space, which allows us to clarify the scale dependence of the numerical diffusion introduced by the variational multiscale method. In particular, the numerical dissipation introduced with the orthogonal sub-grid scales has been explained in detail. For this, the space for the orthogonal subscales has been defined in terms of the finite-dimensional resolved space, so that the numerical approximation of the unresolved scales improves as the grid is refined.
Results have been contrasted with DNS simulations, validating the ability of the OSGS-VMS model to describe the turbulent behavior of the Burgers equation. The scale dependence of the introduced numerical dissipation terms has been also compared with a spectral LES method. An accurate dissipative structure for the OSGS-VMS method has been found, which arises from the numerical approximation exclusively, and without the need of modifying the continuous equation.
As a future work we plan to extend this formulation in order to solve more general problems, specially three dimensional periodic cubes, which we expect to be straightforward. In addition, this work serves as a first approach on the definition of the subscales as both L 2 −orthogonal and H 1 − orthogonal to the finite element space. Therefore, an expected future work will be to include the H 1 − orthogonal subscales to the finite element space in several flow problems. For this goal, we first plan to apply this concept to the incompressible Navier-Stokes equations, with the consequence hope that the implicit turbulence modelling will be more accurate. Likewise, the energy budget between finite element scales and sub-grid scales involves the same transfer of energy from the resolved scales to the sub-grid scales as viceversa (see [7] , equations (43) an (44), in the case of the incompressible Navier-Stokes problem).
