Introduction
PI and PID controllers currently represent a reliable digital control solution because of their simplicity and efficacy [3] . They are often used in industrial applications and there is ongoing research on new techniques for robust tuning in single-input single-output (SISO) systems, as well as multiple-input multiple-output (MIMO) systems. MIMO systems are very common in in-dustrial processes, and their complexity relies on the dynamic interaction between inputs and outputs.
New PI-PID controller tuning techniques mainly search for a trade-off solution among several control and operational requirements. Some approaches state the design problem as an analytical/numerical optimisation procedure [14, 51, 15, 2, 36] , or as an evolutionary optimisation statement [24, 22, 23] . In both cases, a variety of specifications with several requirements and specifications must be faced. Such problems involving multiple objectives are known as multiobjective problems (MOP).
In an MOP, the designer (control engineer) has to deal with a list of requirements and searches for a solution with a desired trade-off (preferences) among objectives. A traditional approach to handle preferences in an MOP is to translate it into a single-objective problem using weighting factors. More elaborate methods have been developed [30] , such as goal programming, lexicographic methods, physical programming [55] , and recently, global physical programming [33, 45] .
Multiobjective optimisation (MOO) can handle these issues in a simpler manner because of its simultaneous optimisation approach. In MOO, all of the objectives and constraints are significant from the designer's point of view. Consequently, each is optimised to obtain a set of optimal nondominated solutions. In this set of solutions, no solution is better than the others in every objective -but each solution offers different balances between design objectives. As a result, the decision maker (DM) can obtain a better insight into the trade-off for different solutions and can analyse the tendencies. This approach produces more information for selecting the most preferable solution that meets the DM's preferences.
The difficulty involved in the PI-PID tuning process based on optimisation increases when:
• MIMO systems are considered instead of SISO systems.
• The number of engineering requirements (objectives) increases.
• MOO is required instead of single objective optimisation.
• Constrained problems are treated instead of unconstrained problems.
It is, therefore, worthwhile searching for new algorithms and strategies to tackle constrained MOO for PI-PID tuning in multivariable processes. Therefore, this paper proposes an MOP statement for constrained MIMO PI tuning that demonstrates its viability in an easy and intuitive way. This is fulfilled by defining the MOO statement with well-known performance indexes and a graphical visualisation of the Pareto front. This is a very important issue since the DM requires a useful and interpretable approximation for the decision making stage.
The remainder of this paper is organised as follows: in Section 2 a review of MOO is presented; in Section 3 a multiobjective optimisation engineering design (MOED) methodology for multivariable PI controller tuning is explained. In Section 4 the MOED methodology is evaluated in a multivariable benchmark process. Finally, some concluding remarks are given.
Multiobjective optimisation review
An MOP, without loss of generality, 1 can be stated as follows:
where θ ∈ ℜ n is defined as the decision vector and J (θ) as the objective vector (see Figure 1) . A unique solution does not generally exist for an MOP because no solution is better than the others for all the objectives. Let Θ P be defined as the Pareto set, or set of solutions of the MOP, and J P be defined as the Pareto front or the projection of Θ P in the objective space. Each point in the Pareto front is said to be a non-dominated solution (see Figure 2 ). .
Two useful vectors can be defined: the ideal solution J min and the nadir solution J max :
MOO techniques search for a discrete approximation Θ * P of the Pareto set Θ P capable of generating a good quality description J * P of the Pareto front J P (see Figure 3) . In this way, the DM has a set of solutions for a given problem and more flexibility for choosing a particular or desired solution. There are several widely used algorithms for calculating this Pareto front approximation (normal boundary intersection method [7, 35] , normal constraint method [1, 44, 32, 31] , and the successive Pareto front optimisation [43] ). Recently, multiobjective evolutionary algorithms (MOEAs) have been used due to their flexibility in dealing with non-convex and highly constrained functions [6, 5] . For this reason, MOEAs are considered in this work.
A general framework is required to successfully incorporate the MOO approach into any engineering process. A multiobjective optimisation engineering design (MOED) methodology is shown in Figure 4 . It consists in three main steps:
MOP definition: at this stage the following are defined: the design concept (how to tackle the problem at hand); the engineering requirements (what it is important to optimise); and the constraints (which solutions are not practical/allowed). The design concept implies the existence of a parametric model that defines the parameter values (the decision space) that leads to a particular design alternative and its performance [34] .
MOO process: at this stage, the MOO statement, as well as the MOEA, are defined. It is important to select an MOEA that assures reasonable diversity, spread, and convergence to the Pareto front and is an efficient constraint handling mechanism.
Decision making stage: finally, with the calculated approximation J * P , the DM can analyse the trade-off along the Pareto front. The DM will select the best vector solution according to his/her needs. A reliable tool or methodology is required for this final step, since it is not a trivial task to perform an analysis on m-dimensional Pareto fronts. The MOED methodology for PI tuning the multivariable process is then defined.
3. Multiobjective optimisation engineering design applied to multivariable PI controller tuning MIMO systems are common in industry. Their complexity is due to their coupling effects between inputs and outputs. Consider a NxN multivariable process modeled by the following transfer matrix:
The selected controller design concept must fulfill a set of requirements, in accordance with the given process. Common choices for controlling MIMO system are: decoupled PI-PID controllers [22] ; centralised PI-PID controllers [23] ; state space feedback techniques [13, 40] ; or predictive control [12, 47, 28] . The selection of one technique over another depends on the desired balance between complexity and trade-off between design specifications.
MOP definition
In accordance with Figure 4 , the first step is to define the design technique (leading to the decision space definition), the operational constraints, and the objective space (optimisation objectives).
Using MOEAs in the MOO process gives a greater flexibility to use any type of parametric controller and define any type of performance objective. In this work, a set of decoupled PI controllers is proposed to tackle the control problem in a MIMO system. PI controllers are a simple but successful solution, and they can be improved with complementary techniques (see [3] ). Equation (4) shows the structure of the chosen PI controller:
where k c is the proportional gain, T i the integral time (secs), and E(s) the error signal. The decoupled PI controller G c (s) design has N SISO controllers:
Therefore, the decision space is defined as:
The non-convex optimisation developed by [2] will be used as guideline for the SISO PI controllers. This optimisation procedure is analytical and model oriented and does not require any time domain function computations (simulations). It defines a given value of the maximum sensitivity function as a design constraint M s = max 1 1+Gc(ω) Gp(ω) and/or the maximum complementary sensitivity function M p = max
. A numerical non-convex optimisation is then used, by increasing as much as possible the integral gain k i = k c /T i subject to the values of M s and M p , to obtain a desired trade-off between load rejection and robustness.
The previous tuning procedure can be adapted for MOEAs and defining as engineering control objectives k i , M s and M p . Such objectives give the DM some insight regarding the trade-off for robustness, load rejection, and set point response as in [2] . To apply this tuning procedure in a multivariable process, an index to measure the overall MIMO system stability is required. Here, the closed loop log modulus (L cm ) will be used as a robustness indicator. This index leads to the well-known largest log modulus (BLT) tuning criteria for diagonal PID controllers in MIMO processes [29] . The criteria is defined as:
where
. Therefore, the MOP at hand is to find a trade-off solution θ, that is:
The objective vector as defined by Equation (8) does not guarantee to give the DM a useful Pareto front with a good degree of flexibility to select a reliable and practical solution. It is well-known that certain practical limits to M s , M p and L cm values are needed to guarantee a minimum of stability margin. Therefore, the MOP statement must consider the following practical limits:
. . .
Where ν is the maximum value between the time delay process and 1. Constraint k c + ν · k c /T i ≤ K u is used to bound the maximum allowed control action effort to the ultimate gain K u . Constraints 1.2 ≤ M s and 1 ≤ M p are used to avoid controllers with a sluggish performance, while constraints M s ≤ 2.0 and M p ≤ 1.5 guarantee a minimum of stability margin [2] . The empirical rule of keep L cm ≤ 2N [29] is accepted.
The MOO process
As constraints are considered in the MOP, a constraint handling mechanism is used. According to the practical and empirical limits defined for J * P by Equation (9), any unfeasible solution is punished. In [8] , a penalty function without penalty parameter is proposed. Such penalty function enforces the following criteria:
1. Any feasible solution is preferred to any infeasible solution. 2. Between two feasible solutions, the solution with the better objective function value is preferred. 3. Between two infeasible solutions, the solution with the smaller constraint violation is preferred.
Following these ideas, the MOO vector objective takes the form:
where:
and R is a vector of 1s with dimension 1x7. An extensive list of MOEAs are available for MOO. Some examples are NSGA-II [10] , MOGA [11] , ǫv-MOGA [19] , paǫ-MyDE [17] , sp-MODE [37] , among others. They have been used for SISO PID tuning [20, 41, 42, 38, 50] , as well for MIMO tuning [53] . In this case, the differential evolution (DE) algorithm [49, 48] was selected as the evolutionary technique. Multiobjective optimisation algorithms based on DE have shown a remarkable performance in a variety of multiobjective optimisation problems [21] . The DE algorithm has two main operators: mutation and crossover.
Mutation: At generation k for each target (parent) vector θ i | k , a mutant vector v i | k is generated according to Equation (13):
Where r 1 = r 2 = r 3 = i and F is known as the scaling factor.
Crossover: For each target vector θ i | k and its mutant vector
is created as follows:
where j ∈ 1, 2, 3 . . . n and Cr is the crossover probability rate.
For single objective optimisation, a child is selected over its parent (for the next generation) if it has a better cost value. In MOO, a child is selected over his parent if child ≺ parent. The DE by itself is only capable of evolving its population towards the Pareto front, and cannot improve diversity or spread along the Pareto front. As a result, it is necessary to use a mechanism to improve diversity.
The use of an external archive is very common and widely accepted in MOEAs. It consists in using an evolutive population plus an external archive where quality solutions are stored and usually used in the evolutionary strategy itself. Several techniques have been used to maintain diversity and spread solutions in this archive. In [27] , a relaxed form of Pareto dominance, known as ǫ−dominance, is proposed. The main idea is to use an archiving strategy, where instead of using the classical relation for dominance (Definition 1), the following ideas are used:
• A solution dominates the solutions that are less fit for all the objectives.
• A solution dominates the solutions inside a distance that is less than a parameter ǫ (ǫ-dominance concept).
Algorithms based on this approach include the ǫ−MOEA [9] , ǫ−MyDE [46] , ǫv−MOGA [18, 19] , paǫ−MyDE [17] , and paǫ−ODEMO [16] . Pruning techniques are commonly based on using some kind of measurement to select individuals in less crowded areas. The crowding distance from [10] or a based measurement are used in algorithms such NSGAII [10] or GDE3 [26] . Nevertheless, it is worthwhile to look for new techniques to deal with any geometrical characteristic of the Pareto front, such as concavity, convexity, disconnected segments, or mixed characteristics. In this work, a pruning technique is employed, based on spherical relations in the objective space [39] . The technique shows a good flexibility in dealing with diverse geometries in m-dimensional Pareto fronts and achieves a well-spread set of solutions.
The basic idea of the spherical relations is to analyse the proposed solutions in the current Pareto front approximation by using normalised spherical coordinates from a reference solution (see Figure 5a) . The spherical pruning works over a non-dominated set of solutions. This can be interpreted as if the designer stands at the ideal solution (or any desired solution) with a given direction in the objective space. The DM will then be searching for the closest non-dominated solution (Figure 5b ). The spherical relations are compatible with any MOO algorithm or evolutionary technique and will be merged together with the DE algorithm. Such an approach, presented as sp-MODE in previous works, has been shown to be effective in addressing control engineering problems [37, 42, 40] .
Decision making stage
An m-dimensional Pareto front J * P is difficult to analyse without an effective visualization tool. If J * P is not clearly displayed to the DM, it will be complicated to perform a practical analysis in the Pareto front approximation, or select a solution with a desired trade-off. The graphical visualisation is not a trivial task when the number of objectives is more than three.
The level diagram (LD) tool [4] is used because it is flexible in performing a useful analysis on the obtained Pareto front J * P . LDs are based on the classification of the J * P approximation obtained. Each objective J q (θ) is normalised with respect to its minimum and maximum values. That is:
On each normalised objective vectorĴ (θ) a p-norm x p is applied to evaluate the distance to an ideal solution J ideal ≈ J min 2 . The LD tool displays a two-dimensional graph for every objective and every decision variable. The ordered pairs J q (θ), Ĵ (θ) p in each objective sub-graph and θ l , Ĵ (θ) p , l ∈ {1, 2, . . . , n} in each decision variable sub-graph are plotted. Therefore, a given solution will have the same y-value in every graphic. This correspondence will help to evaluate general tendencies along the Pareto front and compare solutions in accordance with the selected norm. A deeper explanation of the LD tool capabilities can be found in [4] .
A MIMO benchmark will next be considered to validate the MOED for the multivariable PI controller tuning defined in this work.
Procedure validation
To show the applicability of the MOED proposal for multivariable PI tuning, the well-known distillation column model defined by Wood and Berry will be used [52] : 
As mentioned earlier, any kind of parametric controller can be tuned with the MOED methodology, but for comparison purposes two PI controllers will be used:
Engineering design process
Given equations (16) and (17), the MOP at hand is to find a trade-off solution θ = [k c1 , T i1 k c2 , T i2 ] for the design objectives:
subject to:
Multiobjective optimisation process
The MOO objective vector shown in Table 1 is in accordance with Equation (10) . The optimisation process is performed with three different MOEAs:
• A DE algorithm without archiving strategy (NA); namely, a child will be selected over his parent if child ≺ parent. Parameter values F = 0.5, Cr = 0.8 are used (which are standard parameters in accordance with [48] ) and an initial population of 50 random decision vectors.
• A DE algorithm with spherical pruning (sp-MODE). Parameter values F = 0.5, Cr = 0.8, a population of 50 solutions, and a spherical grid resolution of 5 are used.
• The gamultiobj algorithm provided by MatLab c is used to calculate a Pareto front for reference. This algorithm uses a controlled elitist genetic algorithm (a variant of NSGA-II [10] ). Diversity is maintained by controlling the elite members of the population as the algorithm progresses by using a crowding distance index. Default parameters are used and the BLT solution [29] is used in its initial population.
The maximum allowable function evaluations (FEs) for each method is bound to 6000, and 25 independent runs will be evaluated to analyse their performance. Each execution from the sp-MODE and the NA strategy will be compared with the Pareto front J * P | GA built with the executions of the gamultiobj algorithm.
To evaluate the performance of each MOEA, the I ǫ binary indicator [54, 25] is used. The indicator indicates the factor I ǫ (A, B) by which an approximation set A is worse than another set B with respect to all the objectives. Using a comparison method (see Table 2 ) C Iǫ,E (A, B) = E(I ǫ (A, B), I ǫ (B, A)) = {f alse, true} the Eps binary indicator is a compatible and complete operator 3 and this is useful to determine if two Pareto fronts are incomparable, equal, or if one is better than the other [54] .
The optimisation experiments were carried on an a standard PC, with a Pentium(R) processor running at 3.40 GHz and 2 GB RAM. The results after 25 independent trials with each proposal are shown in Table 3 (performance  indicators) and Table 4 (non-dominated solutions attained).
As evidenced by the given results, the sp-MODE algorithm represents a viable approach for generating the Pareto front. The sp-MODE algorithm outperforms the gamultiobj algorithm, since I ǫ (sp − MODE, GA) < 1. Besides, the sp-MODE algorithm has a better improvement over J * P | GA than the NA-strategy (I ǫ (sp − MODE, GA) < I ǫ (NA, GA)). 
B nor B weakly dominates A. [29] 0.3750 8.2900 -0.0750 23.6000 -0.0452 1.2953 1.1081 -0.0032 1.2513 0.9998 3.8599 WIB [22] 0 
Decision making stage
To validate the MOED method approach as a competitive and practical solution for controller tuning, the Pareto front with 153 solutions (median value in Table 4 ) is selected and used for controller evaluation.
4 In Figure 6 the Pareto set and Pareto front using the LD tool are shown respectively.
The controller selection procedure lies on the DM preferences and desired specifications. To illustrate the tradeoff achieved by different solutions, six controllers G c (s) were selected from the Pareto front for further evaluation (see Table 5 ). The controllers with the lowest Ĵ (θ) 1 , Ĵ (θ) 2 and Ĵ (θ) ∞ norm are selected. An overall trade-off between objectives is expected using these controllers.
The remaining controllers are selected according to DM preferences. Let's assume, for example, that the DM is interested in controllers over the A-line in objective J 7 (θ) (see Figure 6b ) and decides to perform a further analysis on three controller from such a geometric locus.
The controller resulting from the BLT tuning [29] (oriented to MIMOstability using the Ziegler-Nichols procedure), as well as the controller proposed in [22] (WIB) that minimises the integral of the absolute error for a specific test, are finally included.
These controllers will be tested in the multivariable model in three different experiments:
1. Set point change in controlled Variable 1; consequently, the performance to reject the disturbance in controlled Variable 2 is evaluated. 2. Set point change in controlled Variable 2; consequently, the performance to reject disturbance in controlled Variable 1 is evaluated. 3. Simultaneous set point change in both controlled variables.
In all cases, the integral of the absolute error (IAE), the integral of the absolute derivative of the control action (IADU), the settling time (ST) at ±2%, the rise time (RT) from 10% to 90%, the maximum deviation (MD), and the overshoot (OS) will be evaluated. In Table 6 and in Figures 7,8 and 9 the obtained results for each controller are shown. Some expected behaviours are noted:
• For controllers in the A-line (see J 7 at Figure 6b ) the greater the L cm , the greater the control action and the worse are the trade-offs. That is evident since such controllers are incapable of performing well in all the experiments. Notice how these controllers become more oscillating as J 7 (θ) increases (Figures 7b, 8b , and 9b).
• Controller WIB obtains the best value in IAE for Experiment 3; this was expected since this controller was tuned to minimise IAE for the same experiment. Notice how this outstanding performance has a lower trade-off when single set-point change in controlled variable 1 is applied (Figures 7a and 8a ).
• Controllers with min Ĵ (θ) 2 , min Ĵ (θ) 1 and min Ĵ (θ) ∞ have a balanced trade-off between objectives, achieving good overall performance (Figures 7b, 8b , and 9b).
It is important to remark that there are no bad controllers, just controllers with different trade-offs between objectives. As we can see, performances differ. This analysis could assist in scheduling strategies where more than one controller is used. As a final remark, it can be noticed that operational aspects such saturation, initial states, and operational ranges are not considered. MOEA flexibility allows the use of time function computations to incorporate operational aspects and re-define the MOO statement with more meaningful objectives.
Conclusions
In this work, an MOED methodology for multivariable PI controller tuning has been presented. The obtained results validate the methodology as a practical approach. Thanks to the visualisation capabilities of the LD tool, it is easier to perform the controller selection procedure. As the simulations reveal, the MOO approach is validated as a useful tool for control purposes.
With this approach, most of the optimisation procedure uses classical control techniques supported with well-known performance objectives. The continuous use of these objectives by the control engineer community ensures practical bounds and quick interpretations for selecting suitable controllers. The Pareto front enables us to have a better insight into the objective tradeoff and how it changes between solutions.
The MOP definition for the Wood and Berry distillation column will allow further comparisons of MOEA performance. This MOP provides a useful multiobjective constrained problem for controller tuning in the multivariable process, and will help focus these algorithms for a specific class of engineering design problem. [2] Astrom, K., Panagopoulos, H., Hagglund, T., 1998. Design of pi controllers based on non-convex optimisation. Automatica 34 (5), 585 -601.
[ Table 6 : Controller performance in experimental setup. In bold appears the best value and in italics the worst value in each experiment. 
