Reliable and stable visual perception systems are needed for humanoid robotic assistants to perform complex grasping and manipulation tasks. The recognition of the object and its precise 6D pose are required. This paper addresses the challenge of detecting and positioning a textureless known object, by estimating its complete 6D pose in cluttered scenes. A 3D perception system is proposed in this paper, which can robustly recognize CAD models in cluttered scenes for the purpose of grasping with a mobile manipulator. Our approach uses a powerful combination of two different camera technologies, Time-Of-Flight (TOF) and RGB, to segment the scene and extract objects. Combining the depth image and gray image to recognize instances of a 3D object in the world and estimate their 3D poses. The full pose estimation process is based on depth images segmentation and an efficient shape-based matching. At first, the depth image is used to separate the supporting plane of objects from the cluttered background. Thus, cluttered backgrounds are circumvented and the search space is extremely reduced. And a hierarchical model based on the geometry information of a priori CAD model of the object is generated in the offline stage. Then using the hierarchical model we perform a shape-based matching in 2D gray images. Finally, we validate the proposed method in a number of experiments. The results show that utilizing depth and gray images together can reach the demand of a time-critical application and reduce the error rate of object recognition significantly.
INTRODUCTION
As humanoid robotic assistants are developing rapidly, vision perceptual systems that can recognize and track objects with real-time performance are required [1] [2] . For example, a humanoid robot named Robonaut 2 (which NASA affectionately calls R2 for short) is designed to perform mundane or dangerous tasks to help make life on the orbiting lab easier for human crewmembers [3] [4] . So far, the robot has been tested by researchers to carry out a series of routine tasks on the ground and space station, such as grasping and cleaning the handrail, taking the air flow readings [5] . Obviously, a stable and reliable real-time visual identification system is needed for the robot to complete these tasks. First, the robot must identify and locate the object to be operated with the visual system and then take or grasp it. This paper presents a 3D perception system detecting and positioning a textureless known object. Depth and gray images are combined to recognize instances of a 3D object and estimate their 3D poses. The full process consists of depth images segmentation and an efficient shape-based matching in gray images. In the depth images segmentation process, the region of interest is separated from the cluttered scenes. During the matching, cluttered backgrounds are circumvented and the search space is extremely reduced.
The current approaches for recognizing 3D objects mainly consist of three main types. Feature-based approaches use features, such as gray value edges, line segment intersections, more complex features that consist of single features [6] [7] . These methods consider that these features correspond to texture edges, geometric edges, or object corners. The extracted features are matched to the corresponding object features and the pose is obtained from the corresponding characteristics.
The search space that results from the establishment of the correspondences between the object features and the image features, which can be extremely large. In addition, the amount of extracted features and the search space will increase in the clutter scene. Using more complex features will reduce the search space, but then the algorithm becomes less robust, especially when parts of the target are occluded or object edges are not clearly visible. These make this kind of approaches too slow for most practical applications.
Descriptor-based approaches extract feature points from artifical views of the object. And then create discriminative descriptors derived from the surroundings of the feature points [8] [9] . A classifier is trained with these descriptors. In the searching step, the correspondence between the search image and the model is determined by classifying the descriptors derived from the search image. The most benefit of these types of methods is that the run time is independent of the size of the searching space. The outstanding performance has been shown in several scenarios, but they have serious problems when searching for textureless objects with shiny metal or plastic surfaces without any prints on it. Such as the metal handrail shown in Figure 1(a) .
Another kind of methods is view-based approaches [10] . The search image is compared with prepared 2D views of the object to estimate the object pose. The views are clustered or the aspect graphs [11] are used to deal with the full geometric search space. Because of the pose of the object is arbitrary and unknown, the number of views and aspects is generally very high. In order to reduce the complexity of aspect graphs, some methods decompose it into several primitives. Some methods group similar 2D views of the object into a few aspects to speed up the search. And the similarity is measured by using a shape similarity metric. Then each single prototype is used to represent each aspect. In the recognition phase, a search image is compared with prototypes instead of all possible 2D views. The disadvantage of most view-based approaches and aspect graph-based approaches in particular is that only orthographic projections and not real perspective can be handled [12] . A hierarchical shape-based approach that combines the idea of scale-space aspect graphs of [13] with the concept of similarity-based aspect graphs of [14] is proposed in [15] . A similarity metric is used to derive the aspect graph and to peform the matching. This method increases efficiency to a certian extent, but it will cost much time and tend to increase the error probability in highly cluttered scenes.
In this paper, the metal handrail shown in Figure 1 (a) is the target to be recognized and located in our application. Conventional visual feature matching is useless in this scenario because of the absence of rich texture features. Shape-based matching methods in monocular images can easily be affected by illumination variation and often be matched with false edges in the cluttered background. Our approach uses a priori acquired 3D CAD model as input, recognizes and precisely determines the 6D pose of the instance of the single object in an image. The depth measurement by a depth camera can be used to easily segment the areas of interest from other parts of the image. The Time-Of-Flight measurement precision and the depth image resolution are both limited, so the areas of object candidates are approximately localized and the precise 6D pose can't be obtained only using the TOF camera. However, the determination of the ROI (Region of Interest) can greatly reduce the search space in gray images and obviously decrease the error recognition rate in cluttered scenes.
SYSTEM ARCHITECTURE
As shown in Figure 1(b) , the proposed visual perception system has a SwissRanger 4000 TOF camera and two RGB color cameras mounted on the robot head. The two RGB cameras (8 mm lens) that we used are Prosilica GC2450C produced by Allied Vision Technologies. Only one of them is used in this paper.
The image data process flow of the proposed system is depicted in Figure 2 . The depth data acquired by the TOF camera is processed at first. The target area is segmented by the distance information. Having such ROI in the depth image, they can be transformed into appropriate search spaces in the gray image for CAD matching.
Our application scenario can be described as follows. Given the 3D CAD model of an object, generate a hierarchical model based on the geometry information in the offline stage. RGB cameras and a TOF camera are carefully calibrated in the same World Coordinate System (WCS). In the online phase, our visual system identifies the object and measures its position in cluttered scenes. 
THE PERCEPTION SYSTEM
In this section, we will present the preparation of the perception system in the offline stage, inluding multiple sensor calibration and hierarchical shape model generation. And then introduce two parts of the online phases: depth image processing and gray image processing.
Multiple sensor calibration
Firstly, a careful calibration of the two different cameras was performed to get the transformation between the 3D point clouds data obtained from the TOF camera frame and the RGB camera coordinate system. The calibration targets used for RGB camera and TOF camera respectively are shown in Figure 3 . The laser tracker is used to calibrate the two different cameras in the same coordinate system. In nominal operation the SR4000 camera can achieve an absolute accuracy of < 10 mm. And the origin of the SR4000 coordinate system (0, 0, 0) is at the intersection of the optical axis with the front face of the camera. We got the transformational matrix of different cameras to the same WCS after calibration. Thus the point correspondence of two kinds of camera was obtained. 
Hierarchical shape model generation
Different views are generated by predefining viewpoints in a spherical coordinate system (SCS) whose origin is set to be the origin of 3D model coordinate system. The virtual camera position range is specified by [ϕ min , ϕ max ], [θ min , θ max ], and [r min , r max ]. ϕ, θ, and r represent longitude, latitude and spherical radius respectively. Aspect graphs are generated by clustering the views according to their mutual similarities calculated using (1) . It measures the mean orientation difference between the gradients m i of the n 2D model points and the underlying gradients s i in the search image by using the dot product denoted by . , . . The aspect here means a cluster of original views (can be only one view) whose mutual similarities are higher than a threshold T m . Neighboring aspects in the graph have a similarity below T m . After the clustering is finished, the aspect is down sampled to the next higher image pyramid level and the clustering process is repeated. As a result, a hierarchical aspect graph spanning different image levels can be obtained. 
Depth image processing
We make use of a TOF camera to estimate the robot operation panel in real-time, get the region of interest in the depth image, they can be transformed into appropriate search spaces for CAD matching. Due to the noise of the depth image, a 3×3 median filter is used to preprocess the distance data. And then, directly using the distance information, we segment the robot operation panel in the depth image. Finally the minimum enclosing rectangle of the extracted area is calculated. The result is shown in Figure 4 . According to the coordinate value (x, y, z) of the rectangular vertexes, we get the corresponding area in the gray image coordinate system efficiently. Thus, cluttered backgrounds are circumvented and the search space in gray images is extremely reduced. 
Gray image processing
The corresponding regions of gray images are obtained by homogeneous coordinate transformation because RGB camera and TOF camera are calibrated in the same World Coordinate System (WCS). The corresponding gray image segmentation result is demonstrated in Figure 5 . Finally, using the hierarchical model created beforehand, we perform a fast shape-based matching in 2D camera images. 
DISCUSSIONS AND EXPERIMENTAL RESULTS
In this section, the experimental results are presented and analyzed. Four thousand images in the field of view are captured to evaluate our method. The approach is evaluated in terms of two performance metrics: recognition rate and time efficiency, respectively. The test is performed on a computer with Intel Core 2 Duo CPU E7300 2.66 GHz and 3.00 GB memory. The main problems that we faced concern the missing robustness against clutter and the high time cost of the object searching phase. The following sections demonstrate significant improvements in terms of detection robustness in cluttered scenes and computation speed, using the proposed method in this paper.
Recognition rate
The new pre-segmentation approach proposed in this paper is compared with the approach from [15] which is called fast shape-based matching approach. First we let the robot head just make translational motion parallel with the object fixed panel to make the object appear in diffrent areas of the gray image. Then keep the head in a fixed point, we let the head only make rotational motion. And finally let the robot head move arbitrarily to see the object. Table 1 shows the final results that we obtained. For the translational motion we got comparable robustness for both approaches because there are few noises or similar edges in the scenes, but when looking from some special viewpoints and the densely clustered scene appeared, the added value of the segmentation is remarkable and the robustness of the matching is boosted up. The ratio of right detected images to all captured images was increased by more than 20%.
One example of the experiment results are shown in Figure 6 . When the object is not located in the center of the gray image, a similar feature will be wrongly identified frequently. Because the 2D models are created by assuming a camera that is directed to the object center, the 2D model and the imaged object are related by a 2D homography. During the search, the object might appear in arbitrary image positions. The search will fail if the object does not appear close to the image center because during the 2D matching only a similarity transformation is taken into account. It can be seen that the shape features are not exclusive and unique. But we can decrease the similarity score properly, and using our method solves this problem pointedly, increases efficiency by eliminating cluttered backgrounds and reduces the error rate obviously. Figure 6 . The wrong identification result (left) and the right identification result by our method (right).
Time efficiency
In order to prove the computational benefits obtained by incorporating the result of depth image segmentation into the image search space, we performed run time test by processing all the captured images. We kept the parameters of the shape-based matching approach unchanged and recorded the run time necessary for the two approaches. Since the robot head moved arbitrarily, different levels of clutter background were captured in the images. The more edges existed in the images, the more time would be spent to search the object. The experiments include a comparison between the time consumed using the approach from [15] versus the one using our approach. Figure 7 shows the record of calculation times for the entire recognition phase. Here, we just take 300 frames as representative. The average processing time of the approach from [15] is 733.18 ms, and the one of our method is 490.30 ms. The time efficiency is improved by about 33 percent. Additionally, the size of gray images influences the calculation time significantly. The resolution of images used in this paper is 1224×1025 and the accuracy parameter used in the shape-based matching approach is set to the highest one. Thus it can be seen that our method could greatly reduce computational time and enhance the recognition ratio while maintaining pose estimation precision. 
CONCLUSION
In this paper we presented a comprehensive visual system which integrates 3D range data from a TOF camera with 2D image for the purpose of target object identification and position in cluttered scenes. First, the cluttered background is removed by the depth information. And then, the fast shape-based matching is performed to find and locate the object. The results show that our method is effective and efficient, and can improve the recognition rate and running efficiency dramatically, compared to single camera based approach.
