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Re´sume´ – Dans ce travail nous pre´sentons une me´thode de superre´solution aveugle qui permet de reconstituer une image a`
haute re´solution a` partir d’images a` basse re´solution qui ont e´te´ acquises par l’interme´diaire de filtres inconnus. On utilise pour
cela la me´thode dite des sous-espaces qui permet a` partir d’un ensemble d’observations de retrouver les filtres qui les ont ge´ne´re´es
sans faire d’hypothe`se sur la source.
Abstract – In this work, we present a method for solving the blind superresolution problem. A set of images, acquired from
the same scene through various unknown filters, is used to reconstruct a high resolution image. We use the subspace method
to estimate the unknown filters. It consists in the study of the second order statistics of the different observations in order to
recover the filters. We show how to specify this method in the context of superresolution.
Introduction
Le but de la superre´solution est de reconstruire une
image a` haute re´solution a` partir d’images basse re´solu-
tion d’une meˆme sce`ne. Chaque image est acquise avec un
certain filtre qui, dans le cas le plus simple de la superre´so-
lution, est connu. Dans ce cas, la superre´solution se re´sume
a` un classique proble`me inverse. Si les filtres sont incon-
nus, on parle alors de superre´solution aveugle. Nous nous
plac¸ons dans ce cas de figure qui est le cas le plus ge´ne´-
ral. Notre approche se de´compose en deux e´tapes. Dans un
premier temps, nous cherchons a` estimer les filtres. Pour ce
faire, nous utilisons la me´thode des sous-espaces qui per-
met a` partir de diffe´rentes observations d’un meˆme signal
de retrouver les filtres qui ont donne´ chaque observation.
Nous montrons que, dans le contexte de la superre´solution,
le proble`me de l’estimation des filtres est intrinse`quement
ambigu. Cependant, nous proposons de poser des a priori
de re´gularite´ sur les filtres ou sur les images qui permettent
de lever l’ambigu¨ite´. La seconde e´tape consiste a` recons-
truire l’image haute re´solution a` partir des images a` basse
re´solution et des filtres estime´s, et ce en minimisant une
fonctionnelle re´gularisante.
La me´thode des sous-espaces est pre´sente´e dans la partie
1 de cet article. Dans la partie 2, nous proposons une me´-
thode pour lever l’ambigu¨ite´ sur les filtres. Enfin, la partie
4 pre´sente la dernie`re e´tape de l’algorithme qui consiste a`
appliquer une me´thode classique d’inversion de proble`mes
mal pose´s pour revenir a` l’image de haute re´solution.
1 La me´thode des sous-espaces
Les me´thodes des sous-espaces ont e´te´ introduites par [4]
et de´veloppe´es dans de nombreux articles [1, 2, 3, 5]. Nous
pre´sentons brie`vement, dans le cas des images, la me´thode
des sous-espaces telle qu’introduite dans [3] pour les si-
gnaux 1D. Cette me´thode d’identification aveugle de filtres
utilise des statistiques du second ordre. Elle repose sur la
de´termination des sous-espaces signal et bruit a` partir de
la de´composition en valeurs propres de la matrice d’au-
tocorre´lation des images en sortie du syste`me, et exploite
l’orthogonalite´ de ces sous-espaces pour de´finir une forme
quadratique dont la minimisation sous contrainte permet
d’identifier les filtres.
Les L images observe´es sont mode´lise´es comme les sorties
bruite´es d’un syste`me RIF H d’entre´e D :
X = HD +B (1)
– ou` : X repre´sente les L images observe´es X l empile´es,
l = 1 : L, ou, plus exactement, l’e´criture sous forme
d’un vecteur colonne d’une feneˆtre d’e´tude de taille
(Ny, Nx) extraite de chacune des images observe´es
Xl = [xl(Ny−1, Nx−1) xl(Ny−2, Nx−1) · · · xl(0, 0)]T (2)
– D est la repre´sentation vectorielle de la feneˆtre d’e´tude
correspondante dans l’image originale :
D = [d(Ny +My − 2, Nx +Mx − 2) · · · d(0, 0)]T (3)
– H est l’empilement de chacune des L matrices de fil-
trage Hl, Toeplitz par blocs, associe´es aux filtres H l
Hl =
0B@ h
l(0, 0) . . . hl(0,Mx − 1)
...
...
hl(My − 1, 0) . . . hl(My − 1,Mx − 1)
1CA (4)
i.e. Hl =
0B@ H
l
0 · · · HlMx−1 0
. . .
. . .
0 Hl0 · · · HlMx−1
1CA (5)
ou` Hlj est la matrice Toeplitz de taille (Ny, Ny+My−
1) associe´e a` la jeme colonne de H l :
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Hlj =
0B@h
l(0, j) . . . hl(My − 1, j) 0
. . .
. . .
0 hl(0, j) . . . hl(My − 1, j)
1CA (6)
Hl est forme´e deNx lignes de blocs etNx+Mx−1 colonnes
de blocs de taille (Ny, Ny +My − 1).
– et B est un bruit blanc suppose´ de´corre´le´ de D.
Notons RX la matrice d’autocorre´lation des sorties X :
RX = E(XXT ) (7)
ou` E est l’espe´rance. Nous de´duisons de l’e´quation (1) :
RX = HRDHT +RB (8)
ou` RD et RB repre´sentent respectivement les matrices
d’autocorre´lation de l’entre´e D et du bruit B.
Sous les hypothe`ses suivantes :
1. H est de rang plein en colonne, une condition ne´ces-
saire e´tant : LNyNx > (Nx +Mx − 1)(Ny +My − 1)
2. et RD est de rang plein,
nous pouvons de´duire de l’e´quation (8) que la partie signal
de la matrice d’autocorre´lation RX , c’est-a`-dire HRDHT ,
est de rang dH = (Nx +Mx − 1)(Ny +My − 1).
A` partir de la de´composition en valeurs propres de RX ,
nous obtenons la de´composition de l’espace entre les sous-
espaces signal et bruit. Les vecteurs propres correspon-
dants aux dH plus grandes valeurs propres de RX en-
gendrent le sous-espace signal, tandis que les vecteurs propres
correspondants aux LNxNy−dH plus petites valeurs propres
engendrent son orthogonal, le sous-espace bruit. Le sous-
espace signal est aussi l’espace engendre´ par les colonnes
de la matrice de filtrage H.
Par orthogonalite´ entre les sous-espaces bruit et signal,
chaque vecteur du sous-espace bruit est orthogonal aux
colonnes de la matrice de filtrage. Notons Gi l’un des
LNxNy − dH vecteurs propres du sous-espace bruit, la
condition d’orthogonalite´ s’e´crit :
GTi H = 0(1,dH) (9)
Comme nous ne pouvons qu’estimer la matrice d’autocor-
re´lation, la condition d’orthogonalite´ se re´sout au sens des
moindres carre´s en minimisant, sous la contrainte∫
H l(x) dx = 1, la forme quadratique :
q(H) =
LNxNy−dH−1∑
i=0
|GTi H|2 (10)
Le lemme de structure suivant va nous permettre d’expri-
mer cette forme quadratique, non plus en fonction de la
matrice de filtrage, mais en fonction des filtres.
Lemne 1 : ∃Gi tq GTi H = HTGi
(11)
On peut trouver une preuve de ce lemne dans [3].
Dans cette expression, la matrice Gi, pour i = 0 : LNxNy−
dH−1, de taille (LMyMx, dH), est construite comme suit :
chaque vecteur propre du sous-espace bruit Gi est de´coupe´
en L vecteurs Gli de taille (NyNx, 1) ; chaque partie G
l
i est
vue comme la formulation vectorielle de la matrice :0B@ g
l
i(0, 0) . . . g
l
i(0, Nx − 1)
...
...
gli(Ny − 1, 0) . . . gli(Ny − 1, Nx − 1)
1CA (12)
la matrice Gli est alors de´finie comme la  matrice de fil-
trage  associe´e au filtre Gli (voir (5) et(6)) ; Gi est un
empilement des L matrices Gli . La forme quadratique s’ex-
prime donc directement a` partir des coefficients des filtres :
q(H) = HTQH avec Q =
LNxNy−dH−1∑
i=0
GiGTi (13)
Les coefficients des filtres sont identifie´s a` une constante
pre`s par le vecteur propre associe´ a` la plus petite valeur
propre de Q.
2 Sous-espaces et sous-e´chantillonnage
2.1 Extension des sous-espaces
La superre´solution est l’estimation d’une image restau-
re´e de haute re´solution a` partir de plusieurs images floues,
bruite´es et de basse re´solution. L’utilisation de la me´thode
des sous-espaces pour la superre´solution ne´cessite de re-
prendre les diffe´rentes e´tapes de la me´thode en conside´-
rant les images en sorties du syste`me comme des sous-
e´chantillonne´es des images filtre´es, ce qui traduit le pas-
sage de la haute re´solution a` la basse re´solution et permet
de prendre en compte le repliement spectral.
Nous supposons donc que l’image originale recherche´e est
filtre´e par L filtres haute re´solution, puis bruite´e, et en-
fin sous-e´chantillonne´e d’un facteur P , ce qui donne L
images en sorties, les L images observe´es. E´tendons la me´-
thode des sous-espaces a` ce cas, afin de pouvoir estimer
en aveugle les coefficients des L filtres.
Chaque image observe´e, note´e X l pour l = 1 : L est donc
conside´re´e tout d’abord comme une sortie bruite´e d’un
syste`me RIF Hl d’entre´e D (voir la section 1) :
X l = HlD +Bl (14)
Puis, les sorties sont sous-e´chantillonne´es d’un facteur P :
X lLR = HlLRD +BlLR (15)
– ou` X lLR est une composante sous-e´chantillonne´e de
X l, de taille (nxny, 1), avec nx = NxP et ny =
Ny
P ,
– D est semblable au vecteur de l’e´quation (14), dont
on aurait tronque´ la feneˆtre d’e´tude de ses P − 1 der-
nie`res lignes et colonnes,
– HlLR s’obtient en ne gardant qu’une ligne toutes les P
de la matrice de filtrage Hl, et est de taille (nxny, dh),
avec dh = P 2(nx +mx − 1)(ny +my − 1), mx = MxP
et my =
My
P , une fois supprime´es les colonnes nulles.
En permutant convenablement les colonnes de HlLR (et
les lignes de D en conse´quence) dans l’e´quation (15), les
images observe´es sous-e´chantillonne´es s’e´crivent en fonc-
tion des diffe´rentes sous-e´chantillonne´es de l’entre´e :
XlLR =
`Hl0,0 Hl0,1 . . . HlP−1,P−1´
0B@ D0,0...
DP−1,P−1
1CA+BlLR
(16)
– ou` Dp1,p2 est une composante sous-e´chantillonne´e de
l’image originale D, c’est-a`-dire, si
D =
0B@ d0,0 . . . d0,Sx−1... ...
dSy−1,0 . . . dSy−1,Sx−1
1CA (17)
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avec Sy = Ny +My − 1 et Sx = Nx +Mx − 1,
alors, pour tous p1, p2 = 0 : P − 1,
Dp1,p2 =

dp1,p2 . . . dp1,p2+(sx−1)P
dp1+P,p2 . . . dp1+P,p2+(sx−1)P
...
...
dp1+(sy−1)P,p2 . . . dp1+(sy−1)P,p2+(sx−1)P

(18)
avec sy = ny +my − 1 et sx = nx +mx − 1,
– et Hlp1,p2 est la matrice de filtrage Toeplitz par blocs
de taille (nynx, sysx) du filtre
Hlp1,p2 =
0BBBB@
hlp1,p2 . . . h
l
p1,p2+(mx−1)P
hlp1+P,p2 . . . h
l
p1+P,p2+(mx−1)P
...
...
hlp1+(my−1)P,p2 . . . h
l
p1+(my−1)P,p2+(mx−1)P
1CCCCA
(19)
l’une des P 2 composantes polyphases du filtre haute
re´solution H l (voir (4)).
En empilant les contributions de chaque sortie, pour l =
1 : L, nous obtenons le mode`le suivant :0B@X
1
LR
...
XLLR
1CA =
0B@H
1
0,0 . . . H1P−1,P−1
...
...
HL0,0 . . . HLP−1,P−1
1CA
0B@ D0,0...
DP−1,P−1
1CA+BLR (20)
Le proble`me de superre´solution s’e´crit a` pre´sent comme
un proble`me a` entre´es multiples et a` sorties multiples.
2.2 Limite des sous-espaces
Dans cette section, nous allons montrer que dans un cadre
de superre´solution la me´thode des sous-espaces ne permet
pas de´terminer directement les filtres, mais de les identi-
fier a` une matrice de de´multiplexage pre`s.
Soit RLRX la matrice d’autocorre´lation des L images sous-
e´chantillonne´es X lLR. En appliquant la me´thode des sous-
espaces, nous de´terminons le sous-espace bruit, engendre´
par les Lnynx − dh vecteurs propres associe´s aux valeurs
propres les plus petites de RLRX . La condition d’orthogo-
nalite´ entre les sous-espaces signal et bruit s’e´crit :
GTi Hp1,p2 = 0(1,sysx)
(1, Lnynx) (Lnynx, sysx) (1, sysx)
(21)
pour i = 0 : Lnynx − dh − 1, et ou` 0(1,sysx) est le vecteur
nul de taille (1, sysx), et Hp1,p2 une colonne de blocs de la
matrice de filtrage de l’e´quation (20).
Le lemne de structure (11) nous permet d’exprimer la
condition d’orthogonalite´ en fonction des composantes po-
lyphases des filtres au lieu des colonnes de blocs de la ma-
trice de filtrage :
HTp1,p2Gi = 0(1,sysx) avec Hp1,p2 =
0B@H
1
p1,p2
...
HLp1,p2
1CA (22)
ou` Gi est la matrice de filtrage de taille (Lmymx, sysx) de´-
finie a` partir des vecteurs propres Gi, et p1, p2 = 0 : P−1.
En empilant les contributions de chaque composante po-
lyphase des filtres haute re´solution, nous obtenons :
HTGi = 0(P2,sysx) avec H =
`
H0,0 . . . HP−1,P−1
´
(23)
La minimisation de la forme quadratique associe´e a` la
condition d’orthogonalite´ donne un ensemble solution de
P 2 vecteurs, note´ V. Ces vecteurs ne sont pas distinguables
du point de vue de cette forme quadratique, c’est-a`-dire
qu’on ne peut diffe´rencier les composantes polyphases entre
elles. En effet, chaque colonne de V minimise la forme qua-
dratique, donc H est une combinaison line´aire des P 2 co-
lonnes de V. Les filtres H ne peuvent eˆtre identifie´s qu’a`
une matrice de de´multiplexage pre`s, matrice inversible de
taille (P 2, P 2), et note´e MX :
H = VMX (24)
Les me´thodes de se´paration de sources utilise´es pour esti-
mer une telle matrice [1, 2] font habituellement l’hypothe`se
que les entre´es du syste`me sont de´corre´le´es. Ces me´thodes
ne peuvent s’appliquer dans le cas de la superre´solution,
car les entre´es sont les diffe´rentes sous-e´chantillonne´es d’une
meˆme image, et sont donc fortement corre´le´es (voir eq. 20).
3 Matrice de de´multiplexage
La de´termination de la matrice MX apparaˆıt comme
une e´tape ne´cessaire pour retrouver les filtres. Dans ce
but, nous proposons deux crite`res afin de lever l’ambigu¨ite´
sur les filtres. Dans ce qui suit, et afin d’alle´ger les nota-
tions, nous adoptons une notation continue et monodi-
mensionnelle. Le signal d’origine est vu comme un signal
de taille infinie e´chantillonne´ a` la pe´riode 1. Sa transfor-
me´e de Fourier vit dans [−1/2, 1/2] alors que celle des
signaux sous-e´chantillonne´s dans un rapport P est dans
[−1/(2P ), 1/(2P )]. Les H˜ l sont les filtres que nous cher-
chons a` estimer.
Hypothe`se de re´gularite´ des filtres : Tout d’abord
nous allons choisir les filtres H˜ l de manie`re a` minimi-
ser une certaine mesure de re´gularite´. Nous avons choisi
d’utiliser la semi-norme du carre´ de la norme du gra-
dient (norme H1). D’autres normes ont e´te´ propose´es qui
n’ont pas l’inconve´nient de flouter les discontinuite´s. Ci-
tons, entre autres, la semi-norme de la variation totale
[6]. Cependant, graˆce a` la me´thode des sous-espaces, nos
filtres sont contraints de vivre dans un espace affine de
petite dimension (i.e. l’intersection de l’image du s.e.v.
engendre´ par l’e´quation (24) intersecte´ avec l’espace af-
fine de´fini par la contrainte
∫
H l(x)dx = 1 pour tout l).
Ceci nous permet de ne´gliger l’effet de floutage introduit
par la semi-norme H1, tout en be´ne´ficiant de sa simplicite´
de mise en œuvre. Nous proposons donc, comme premier
crite`re a` minimiser :
J1(H˜1, ..., H˜ l) =
∑
l
∫ ∥∥∥∇H˜ l∥∥∥2
2
. (25)
Crite`re de ressemblance des images doublement
filtre´es : Le second crite`re que nous proposons part d’une
constatation tre`s simple. Soient une image X filtre´e par
deux filtres H1 et H2, X1 et X2 les deux observations
correspondantes, et H˜1 et H˜2 deux filtres candidats. Alors,
il est clair que X1 filtre´e par H˜2 doit eˆtre e´gale a` X2
filtre´e par H˜1. Cette constatation nous me`ne a` minimiser
la fonctionnelle suivante :
J2(H˜1, ..., H˜ l) =
k,l=L∑
k,l=1
∥∥∥H˜ l ∗Xk − H˜k ∗X l∥∥∥2
2
. (26)
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Notons que le repliement de spectre qui affecte les ob-
servations rend notre remarque pre´ce´dente the´oriquement
fausse. Cependant les images ont une partie tre`s impor-
tante de leur e´nergie dans la partie basse fre´quence du
spectre. Ceci oblige les filtres minimiseurs a` e´galiser la
partie basse fre´quence des images observe´es. Notons, en-
fin, que les deux fonctionnelles J1 et J2 sont deux formes
quadratiques en fonction des H˜ l et sont tre`s facilement
minimisables sous les contraintes (24) et
∫
H l(x)dx = 1.
4 Restauration d’images
Une fois que les filtres ont e´te´ de´termine´s, nous pouvons
retrouver l’image d’origine, note´e D˜. Nous faisons cela de
manie`re tre`s classique en minimisant une fonctionnelle qui
comporte deux termes, le premier d’attache aux donne´es
et le second de re´gularisation :
J3(D˜) =
L∑
l=1
∥∥∥SP (D˜ ∗ H˜l)−Xl∥∥∥2
2
+ λ
∫ ∥∥∥∇D˜∥∥∥2
2
, (27)
ou` SP est l’ope´rateur de sous-e´chantillonnage dans un rap-
port P dans chaque dimension. La minimisation de J3 re-
quiert l’inversion d’un syste`me line´aire de taille P 2 × P 2
pour chaque composante du spectre de l’image a` retrouver.
Expe´riences : Afin de pouvoir mesurer la pre´cision sur
les filtres retrouve´s nous devons connaˆıtre les filtres origi-
naux parfaitement. Nous avons filtre´ une image par L = 6
filtres gaussiens d’e´cart-type 0, 7; 0, 9; 1, 0; 1, 1; 1, 3; 1, 5 fe-
neˆtre´s sur une feneˆtre 6 × 6 et dont le centre est choisi
ale´atoirement dans le carre´ 4 × 4 central de la feneˆtre1.
Le sous-e´chantillonnage a e´te´ fait dans un rapport P = 2.
La minimisation de J1 nous permet de reconstruire les
filtres avec un PSNR (rapport de l’amplitude des filtres
et de l’erreur quadratique moyenne)de 22, 12 dB. La mi-
nimisation de J2 nous permet d’atteindre 21, 46 dB et le
me´lange optimal des deux fonctionnelles produit un re´sul-
tat de 26, 17 dB. Nous ne proposons pas, pour l’instant,
de strate´gie pour de´terminer le meilleur me´lange possible
de J1 et J2.
Pour valider les filtres retrouve´s nous les utilisons pour
effectuer la superre´solution de l’image. Les re´sultats de
cette superre´solution aveugle sont donne´s a` la figure 1.
Nous obtenons un PSNR de 26 dB pour l’image restaure´e.
5 Conclusion
Dans cet article, nous avons montre´ comment les me´-
thodes des sous-espaces, utilise´es habituellement pour l’iden-
tification aveugle des filtres, pouvaient eˆtre applique´es a` la
superre´solution aveugle. Dans ce cadre, les entre´es sont les
sous-e´chantillonne´es de l’image originale et le proble`me de
l’estimation des filtres est ambigu. Pour re´soudre cette am-
bigu¨ite´, nous faisons des hypothe`ses faibles sur les filtres,
comme leur re´gularite´, ce qui permet d’estimer un large
1L’on pourrait objecter que l’image floute´e avec un filtre d’e´cart-
type 0, 7 n’est que tre`s peu floue. Ce qui est vrai, mais ce faible flou
ne fait que renforcer le repliement de spectre, qui est extreˆmement
fort dans ce cas.
Fig. 1 – En haut a` gauche :la premie`re image observe´e ; en haut a`
droite : une interpolation biline´aire de l’image observe´e ; en bas a` gauche :
l’image restaure´e ; an bas a` droite : l’image originale.
e´ventail de filtres diffe´rents tout en ayant re´duit l’espace
de recherche graˆce a` la me´thode des sous-espaces. Enfin,
une e´tape d’inversion de proble`me line´aire permet d’obte-
nir une image haute re´solution restaure´e de bonne qualite´,
comme l’attestent les re´sultats pre´sente´s.
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