Generating the Pseudo-Random Numbers by Štulír, Vojtěch
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV INTELIGENTNI´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
GENEROVA´NI´ PSEUDONA´HODNY´CH CˇI´SEL
GENERATING THE PSEUDO-RANDOM NUMBERS
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE VOJTEˇCH SˇTULI´R
AUTHOR
VEDOUCI´ PRA´CE Ing. LUKA´Sˇ GRULICH
SUPERVISOR
BRNO 2008
Abstrakt
Tato bakala´rˇska´ pra´ce pojedna´va´ o generova´n´ı pseudona´hodny´ch cˇ´ısel pro pouzˇit´ı v po-
cˇ´ıtacˇove´ technice. Nastinˇuje mozˇnosti a zp˚usoby generova´n´ı posloupnost´ı cˇ´ısel, popisuje
r˚uzne´ druhy genera´tor˚u a jejich princip cˇinnosti. Da´le pak pojedna´va´ o transformaci rov-
nomeˇrne´ho rozlozˇen´ı generovany´ch posloupnost´ı na rozlozˇen´ı jina´. Jedna z cˇa´st´ı se zaby´va´
testova´n´ım a urcˇova´n´ım kvality vy´sledne´ posloupnosti cˇ´ısel. Posledn´ı cˇa´st pra´ce ukazuje
vlastn´ı implementaci neˇktery´ch popsany´ch cˇa´st´ı v textu.
Kl´ıcˇova´ slova
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Abstract
This bachelor’s thesis is about pseudorandom generators which are used for computers
technology. It is written in different kinds of these generators and their working princi-
ple. And also this thesis deals with analysis transformation of generated number sequence
on others. One part is studied testing and define consequent quality of number sequence.
Last part of this thesis is shown my own implementation of something part in text.
Keywords
Pseudo-random numbers generator, transformation, PRNG, LCG, statistical test, hypo-
thesis
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´v-
neˇn´ı autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Kapitola 1
U´vod
S rozv´ıjej´ıc´ı se pocˇ´ıtacˇovou technikou a jej´ı vy´konnost´ı se zvysˇuje i jej´ı nasazen´ı ve vy´z-
kumne´m a komercˇn´ım odveˇtv´ı. Cˇasto je prˇi tom potrˇeba simulovat uda´losti cˇi jevy, ktere´
v rea´lne´m sveˇteˇ nelze jednodusˇe napodobit. Jde prˇedevsˇ´ım o situace trvaj´ıc´ı prˇ´ıliˇs kra´tkou,
nebo pra´veˇ naopak velmi dlouhou dobu. V teˇchto prˇ´ıpadech nelze zachytit jednodusˇe jed-
notlive´ stavy rychle prob´ıhaj´ıc´ıho procesu anebo by pozorova´n´ı trvalo prˇ´ıliˇs dlouho, aby
studie prˇinesly efektivn´ı vy´sledky. Neˇkdy dokonce ani nen´ı v lidsky´ch sila´ch dosa´hnout
vy´sledku. Proto se tyto jevy zacˇaly zkoumat pomoc´ı pocˇ´ıtacˇove´ techniky zvane´ modelova´n´ı
a simulace rea´lne´ho sveˇta.
Tyto techniky napodobuj´ı s veˇtsˇ´ı cˇi mensˇ´ı prˇesnost´ı rea´lnou uda´lost podle zadany´ch
krite´ri´ı a pozˇadavk˚u. Protozˇe v rea´lne´m sveˇteˇ se cˇasto vyskytuj´ı na´hodne´ jevy, nebo naopak
lze na´hodny´mi jevy popsat rozmanitost rea´lne´ho sveˇta, vznikl pozˇadavek na jejich gene-
rova´n´ı. Nejcˇasteˇji se generuj´ı v cˇ´ıselne´ podobeˇ, jezˇ oznacˇuje v kontextu stav veˇc´ı cˇi uda´lost´ı.
Jedn´ım z obor˚u vyuzˇ´ıvaj´ıc´ı technik generova´n´ı na´hodny´ch cˇ´ısel, je pra´veˇ obor mode-
lova´n´ı a simulace, pomoc´ı neˇhozˇ se snazˇ´ıme prˇedpoveˇdeˇt prˇiblizˇny´ stav cˇi vy´voj situace,
mnozˇstv´ı, rozsˇ´ıˇren´ı aj. K tomu je potrˇeba zna´t bud’ jizˇ podobne´ vy´sledky z minulosti, nebo
je nutne´ je urcˇity´m zp˚usobem odsimulovat. Protozˇe v rea´lne´m sveˇteˇ nelze pocˇ´ıtat s prˇesny´m
numericky´m cˇi analyticky´m chova´n´ım, je potrˇeba do simulace prˇedpov´ıdaj´ıc´ı statistiku,
vne´st nahodilost neˇktery´ch situac´ı. A jsme zpa´tky u nutnosti z´ıska´va´n´ı na´hodny´ch jev˚u.
Jina´ odveˇtv´ı, kde se vyuzˇ´ıvaj´ı na´hodna´ cˇ´ısla v informacˇn´ıch technologi´ıch, jsou s´ıt’ove´
komunikace a jejich zabezpecˇen´ı. Sˇiroke´ rozsˇ´ıˇren´ı elektronicke´ komunikace sebou nese i riziko
jej´ıho zneuzˇit´ı a rusˇen´ı od jiny´ch zdroj˚u. Lze pomeˇrneˇ snadno odchyta´vat takove´ prˇenosy
v rozsa´hlejˇs´ıch s´ıt´ıch a prˇedevsˇ´ım v s´ıti Internet, ktera´ je v dnesˇn´ı dobeˇ tou nejveˇtsˇ´ı. Internet
je uzˇ´ıva´n sˇirokou sˇka´lou r˚uzny´ch osob, proto vznika´ nutnost tyto komunikace zabezpecˇit.
T´ım se zaby´vaj´ı obory kryptografie, vyuzˇ´ıvaj´ıc´ı v hojne´ mı´ˇre pra´veˇ na´hodne´ hodnoty.
V teˇchto a zajiste´ i v mnoha jiny´ch prˇ´ıpadech, je tedy nutnost´ı pracovat s posloupnostmi
na´hodny´ch cˇ´ısel. Ty se mus´ı urcˇity´m mechanismem generovat a testovat na kvalitu takto
vznikly´ch sekvenc´ı cˇ´ısel. Problematika je popisova´na na dalˇs´ıch strana´ch pra´ce.
Text pra´ce je rozdeˇlen podle logicky´ch celk˚u do neˇkolika kapitol v porˇad´ı dane´m po-
stupem rˇesˇen´ı proble´mu te´mata. V prvn´ı kapitole jsou popsa´ny obecne´ pozˇadavky na ge-
nerova´n´ı cˇ´ısel, mozˇnosti zp˚usobu generova´n´ı a s t´ım spojene´ druhy genera´tor˚u. Na´sleduj´ıc´ı
kapitola strucˇneˇ nastinˇuje proble´m pravdeˇpodobnostn´ıho rozlozˇen´ı a druhy typ˚u rozlozˇen´ı.
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Na tuto cˇa´st teˇsneˇ navazuje v te´zˇe kapitole odd´ıl, zaby´vaj´ıc´ı se transformacemi rov-
nomeˇrne´ho rozlozˇen´ı na rozlozˇen´ı jine´, pozˇadovane´.
Dalˇs´ı kapitola teoreticke´ho rozboru pra´ce rozeb´ıra´ podrobneˇji pozˇadavky na kvalitu
generovane´ posloupnosti pseudona´hodny´ch cˇ´ısel a urcˇen´ı splneˇn´ı teˇchto pozˇadavk˚u pomoc´ı
r˚uzny´ch statisticky´ch test˚u. V posledn´ı kapitole je popsa´na prakticka´ cˇa´st te´to pra´ce a to
prˇedevsˇ´ım na´vrh a implementace neˇktery´ch druh˚u genera´tor˚u a vy´sledky jejich zkouma´n´ı
pomoc´ı navrzˇeny´ch test˚u.
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Kapitola 2
Na´hodne´ a pseudona´hodne´
genera´tory cˇ´ısel
Ve skutecˇnosti mus´ıme rozliˇsovat dva pomeˇrneˇ rozd´ılne´ pojmy. Je to generova´n´ı na´hodny´ch
cˇ´ısel a generova´n´ı pseudona´hodny´ch cˇ´ısel. V te´to kapitole si tyto dva pojmy vysveˇtl´ıme
a da´le si rozdeˇl´ıme r˚uzne´ typy genera´tor˚u.
2.1 Genera´tory na´hodny´ch cˇ´ısel
Opravdu na´hodnou sekvenci cˇ´ısel lze z´ıskat pouze pomoc´ı fyzika´ln´ıch, mechanicky´ch cˇi che-
micky´ch genera´tor˚u. Jde vzˇdy o nedeterministicke´ genera´tory, ktere´ pracuj´ı na principu
prˇ´ırodn´ıho jevu s na´hodny´m chova´n´ım. Vyuzˇ´ıva´ se urcˇite´ vlastnosti s na´hodny´m chova´n´ım
v dane´m fyzika´ln´ım jevu. Jako nejpouzˇ´ıvaneˇjˇs´ı prˇ´ıklad fyzika´ln´ıch genera´tor˚u v praxi lze
uve´st sˇumove´ genera´tory zalozˇene´ na vlastnostech polovodicˇovy´ch prˇechod˚u.
Zaj´ımave´ jsou take´ radioaktivn´ı za´rˇicˇe s detektorem, kdy se jako na´hodnosti vyuzˇije
pocˇet vyza´rˇeny´ch elektron˚u.
V beˇzˇne´m zˇivoteˇ se cˇloveˇk nejcˇasteˇji setka´va´ s trochu odliˇsny´mi druhy mechanicky´ch ge-
nera´tor˚u. Jsou to naprˇ´ıklad obycˇejna´ hrac´ı kostka, nebo mince, pokud ji pouzˇ´ıva´me pro roz-
hodova´n´ı podle hodu. Propracovaneˇjˇs´ı mechanizmy jsou v aplikac´ıch sa´zkovy´ch her. Tyto ge-
nera´tory jsou teoreticky deterministicke´, ale d´ıky mnoha nezna´my´m vstupn´ım parametr˚um
a pocˇa´tecˇn´ımu stavu, lze je jen s velky´mi obt´ızˇemi a nebo v˚ubec opakovat [19].
Drˇ´ıve byly pro jednouche´ manua´ln´ı vy´pocˇty uzˇitecˇnou pomu˚ckou tzv. tabulky na´hodny´ch
cˇ´ısel. K jejich vytvorˇen´ı se vyuzˇ´ıvalo rozsa´hly´ch statisticky´ch soubor˚u dat z´ıskany´ch v jine´m
odveˇtv´ı. Prˇ´ıkladem by mohl by´t pocˇet obyvatel v meˇstech serˇazeny´ch a vybrany´ch jisty´m
filtrem.
2.1.1 Vy´hody a nevy´hody pouzˇ´ıva´n´ı
Generovane´ posloupnosti cˇ´ısel jsou opravdu na´hodne´ a nelze je opakovat. To je sice z hle-
diska na´hodnosti dobra´ zpra´va, avsˇak pro dalˇs´ı pouzˇit´ı je to i jista´ nevy´hoda. Vznikaj´ı pot´ızˇe
s implementac´ı algoritmu˚, pro neˇzˇ jsou cˇ´ısla generova´na, a jejich testova´n´ım. Protozˇe se po-
sloupnost na´hodny´ch cˇ´ısel nikdy neopakuje, nelze snadno ladit vznikaj´ıc´ı aplikace a testovat
jejich spra´vnost.
Dalˇs´ı nevy´hodou je udrzˇova´n´ı stability teˇchto genera´tor˚u. Ta je velmi za´visla´ na okoln´ıch
vlivech a pomeˇrneˇ teˇzˇce udrzˇitelna´. Mala´ zmeˇna okol´ı mu˚zˇe vyvolat necˇekneˇ rozsa´hle´ od-
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chylky ve vy´sledne´m vy´stupu genera´toru. Je tedy zapotrˇeb´ı specia´ln´ı technicke´ vybaven´ı,
ktere´ mu˚zˇe sta´t nemale´ cˇa´stky.
V neposledn´ı rˇadeˇ je zde proble´m pocˇ´ıtacˇove´ho zpracova´n´ı vy´sledk˚u generova´n´ı. Pokud
je obt´ızˇne´ data da´le zpracova´vat pocˇ´ıtacˇovou technikou, jsou pro simulaci cˇi jine´ pouzˇit´ı
nevhodne´ a nepouzˇitelne´.
Proto se ve velke´ prˇevaze v informacˇn´ıch technologi´ıch pouzˇ´ıvaj´ı genera´tory pseudona´-
hodny´ch cˇ´ısel.
2.2 Genera´tory pseudona´hodny´ch cˇ´ısel PRNG
Genera´torem pseudona´hodny´ch cˇ´ısel je vzˇdy urcˇity´ algoritmus. Algoritmus je jednoznacˇna´
posloupnost konecˇne´ho pocˇtu elementa´rn´ıch krok˚u, vedouc´ı k rˇesˇen´ı dane´ho proble´mu.
Z toho vyply´va´, zˇe tyto genera´tory jsou deterministicke´ a lze prˇi zachova´n´ı vstupn´ıch
podmı´nek jejich cˇinnost opakovat se stejny´m vy´sledkem. Generuj´ıc´ı algoritmy vyuzˇ´ıvaj´ı
rekurze, tzn. pro vy´pocˇet nove´ hodnoty pouzˇ´ıvaj´ı prˇedchoz´ı hodnoty a aktua´ln´ıho stavu
algoritmu. Vid´ıme tak, zˇe posloupnost nen´ı cˇisteˇ na´hodna´, ale generuje se podle urcˇity´ch
pravidel a mu˚zˇeme ji opakovat.
Oznacˇuj´ı se jako aritmeticke´ genera´tory a cˇasto se objevuj´ı pod zkratkou PRNG, cozˇ vy-
cha´z´ı z anglicke´ho oznacˇen´ı Pseudo-Random Number Generator.
Zvla´sˇtn´ım poddruhem teˇchto genera´tor˚u jsou, jak uzˇ bylo zmı´neˇno i v u´vodu, bezpecˇ-
nostn´ı genera´tory pseudona´hodny´ch cˇ´ısel pouzˇ´ıvany´ch v kryptografii. Jsou na neˇ kladeny
jine´ pozˇadavky nezˇ na genera´tory urcˇene´ pro simulace. Oznacˇujeme je CSPRNG a hlavn´ım
krite´riem je jejich rezistence na r˚uzne´ druhy u´tok˚u a snahu o prolomen´ı jejich bezpecˇnosti.
2.2.1 Vy´hody a nevy´hody pouzˇ´ıva´n´ı
Pseudona´hodne´ genera´tory se tedy rˇ´ıd´ı podle algoritmu. Ten na´m zarucˇuje determinis-
mus z´ıskany´ch hodnot. U teˇchto genera´tor˚u avsˇak mus´ıme vz´ıt na veˇdomı´, zˇe posloupnost
generovany´ch cˇ´ısel se po neˇjake´ dobeˇ bude opakovat – maj´ı svou periodu. Zvla´sˇteˇ u jed-
nodusˇsˇ´ıch genera´tor˚u se mus´ı da´t pozor, aby perioda nebyla prˇ´ıliˇs kra´tka´. Pokud genera´tor
naraz´ı na cˇ´ıslo jizˇ vygenerovane´, budou se opakovat vsˇechny na´sleduj´ıc´ı hodnoty stejneˇ jako
v prˇedesˇle´m pr˚uchodu a perioda bude kratsˇ´ı, nezˇ jsme pozˇadovali.
Vzˇdy se snazˇ´ıme o co nejdelˇs´ı volenou periodu, proto mus´ı by´t genera´tor navrhnut tak,
aby prosˇel celou periodou anizˇ by se dostal do neˇjake´ drˇ´ıveˇjˇs´ı, mensˇ´ı smycˇky. Z d˚uvodu
dosazˇen´ı co nejdelˇs´ı periody, vznikaj´ı rozmanite´ druhy genera´tor˚u.
2.2.2 Pozˇadovane´ vlastnosti
Z prˇedesˇle´ cˇa´sti vyply´vaj´ı pozˇadovane´ vlastnosti na genera´tory pseudona´hodny´ch cˇ´ısel. Po-
kud si je pop´ıˇseme pomoc´ı rekurentn´ıho za´pisu:
xi = F (xi−1, xi−2, . . . , xi−m)
, lze pozˇadavky na algoritmus genera´tor˚u shrnout takto:
• perioda genera´toru (oznacˇovana´ cˇasto p takova´, zˇe xi+p = xi, kde p je nejmensˇ´ı mozˇne´
cˇ´ıslo) je co nejdelˇs´ı
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• rozlozˇen´ı xi je v pozˇadovane´m intervalu 〈a, b〉 rovnomeˇrne´, cozˇ znacˇ´ıme R(a, b). Veˇt-
sˇinou pozˇadujeme u teˇchto genera´tor˚u normovane´ rovnomeˇrne´ rozlozˇen´ı v intervalu
〈0, 1〉 zapsane´ jako R(0, 1)
• pa´ry (xi, xi+1), trojice (xi, xi+1, xi+2), . . . , jsou nekorelovane´
• pa´ry (f0(xi), f1(xi+1)), trojice (f0(xi), f1(xi+1), f1(xi+2)), . . . , funkc´ı jsou nekorelo-
vane´
• rychly´ vy´pocˇet
Vy´sˇe uvedene´ pozˇadovane´ vlastnosti jsou obecneˇ pozˇadovane´ u vsˇech genera´tor˚u. Podrobneˇji
jsou r˚uzne´ vlastnosti cely´ch genera´tor˚u popsa´ny v podkapitole 4.1 kapitoly 4
Vedle velmi jednoduchy´ch zp˚usob˚u vytva´rˇen´ı pseudona´hodny´ch posloupnost´ı, jsou zna´-
my i propracovaneˇjˇs´ı techniky pouzˇ´ıvaj´ıc´ı se u´speˇsˇneˇ v praxi. Dveˇma nejpouzˇ´ıvaneˇjˇs´ımi typy
genera´tor˚u jsou genera´tory s posuvny´m registrem a kongruentn´ı genera´tor. Da´le existuj´ı
slozˇiteˇjˇs´ı genera´tory jako naprˇ´ıklad Mersenne Twister, Blum Blum Shub a dalˇs´ı.
2.2.3 Jednoduche´ techniky generova´n´ı pseudona´hodny´ch cˇ´ısel
V te´to kapitole se pouze strucˇneˇ zmı´n´ıme o starsˇ´ıch a velmi primitivn´ıch principech gene-
rova´n´ı cˇ´ısel. Tyto jednoduche´ techniky prˇ´ıliˇs nevyhovuj´ı pozˇadavk˚um na kvalitn´ı genera´tor
a uka´zˇeme si je zde pouze okrajoveˇ. Protozˇe vsˇak neˇktere´ z teˇchto zp˚usob˚u mu˚zˇou by´t
za´kladem pro slozˇiteˇjˇs´ı odvozene´ metody, pop´ıˇseme si alesponˇ jejich za´kladn´ı mysˇlenku:
1. Cˇ´ısla s dostatecˇny´m pocˇtem cˇ´ıslic vyna´sob´ıme konstantou a z vy´sledku vyp´ıˇseme
k prostrˇedn´ıch cˇ´ıslic. Takto z´ıskane´ cˇ´ısla lze pouzˇ´ıt pro vytvorˇen´ı k-mı´stny´ch pseu-
dona´hodny´ch cˇ´ısel z intervalu 〈0, 1〉.
Naprˇ.: Po vyna´soben´ı konstantou dostaneme vy´sledek v = 376425 a z neˇj vybereme
prostrˇedn´ı cˇtyrˇi cˇ´ıslice, tedy 7642. Vy´sledne´ cˇ´ıslo je pak x0 = 0, 7642.
2. Cˇ´ıslo s dostatecˇny´m pocˇtem cˇ´ıslic umocn´ıme na druhou, mocninu vydeˇl´ıme dostatecˇneˇ
velky´m prvocˇ´ıslem. Z´ıskany´ zbytek povazˇujeme za pseudona´hodne´ cˇ´ıslo z intervalu
〈0, 1〉. Pracujeme podle vzorce xi+1 = x2i (mod p).
3. Vyuzˇijeme cifer Ludolfova cˇ´ısla pi jako zdroje na´hodny´ch cˇ´ısel. Tento zp˚usob ge-
nerova´n´ı vyply´va´ ze zjiˇsteˇn´ı, zˇe pi je tzv. norma´ln´ı cˇ´ıslo. Na´zvem norma´ln´ı cˇ´ıslo
oznacˇujeme cˇ´ıslo, v neˇmzˇ frekvence vy´skytu kazˇde´ skupiny k cˇ´ıslic (k ∈ N), v ne-
konecˇne´ posloupnosti cˇ´ıslic za desetinou cˇa´rkou se asymptoticky bl´ızˇ´ı cˇ´ıslu 10−k.
Podrobneˇjˇs´ı informace lze hledat v knize pan˚u Fabia´na a Kluibera [4].
2.2.4 Genera´tory s posuvny´m registrem LFSR
Principem a ja´drem tohoto druhu genera´tor˚u je vyuzˇit´ı funkce posuvny´ch registr˚u s linea´rn´ı
zpeˇtnou vazbou. Proto se snadno implementuj´ı jako hardwarove´ genera´tory, ale lze je imple-
mentovat i jako algoritmy. Jsou oznacˇova´ny zkratkou LFSR z anglicke´ho Linear Feedback
Shift Register.
Jak uzˇ bylo vy´sˇe napsa´no, pouzˇ´ıvaj´ı tyto genera´tory pro svou cˇinnost funkci posuvne´ho
registru a funkci zvolene´ bitove´ operace. Bitovou operac´ı by´va´ nejcˇasteˇji funkce bitovy´
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exkluzivn´ı OR neboli XOR. Operaci pouzˇijeme s vybrany´mi vstupn´ımi bity prˇedesˇle´ho
cˇ´ısla a jej´ı vy´sledek pomoc´ı posuvne´ funkce zap´ıˇseme do posuvne´ho registru a tak z´ıska´me
vy´sledne´ cˇ´ıslo posloupnosti.
Konkre´tn´ımi prˇ´ıklady LFSR genera´tor˚u, liˇs´ıc´ı se zp˚usobem pouzˇit´ı funkce XOR, prˇesneˇji
jejich porˇad´ım pouzˇit´ı na dane´ bity, jsou:
– Fibonacciho LFSR genera´tor
– Galois˚uv LFSR genera´tor
– Geefeho LFSR genera´tor
– Self – shrinking LFSR genera´tor
– Bit – search LFSR genera´tor
– . . .
Bl´ızˇe jsou tyto druhy genera´tor˚u popsane´ naprˇ´ıklad v pra´ci [14].
Cˇ´ısla bit˚u slouzˇ´ıc´ı pro vstupy logicky´ch cˇlen˚u XOR teˇchto genera´tor˚u, jsou urcˇeny po-
moc´ı tabulky ”zpeˇtnovazebn´ıch“ polynomu˚ pro maxima´ln´ı LFSR genera´tor. Tuto tabulku
mu˚zˇeme videˇt naprˇ´ıklad v publikaci [20].
Tyto genera´tory doka´zˇ´ı vytva´rˇet dlouhe´ pseudona´hodne´ sekvence s dobry´m statisticky´m
rozlozˇen´ım. Cˇasto jich by´va´ vyuzˇito k vytva´rˇen´ı slozˇiteˇjˇs´ıch genera´tor˚u jako jedna z jeho
cˇa´st´ı, naprˇ´ıklad tak, zˇe jich pouzˇijeme v´ıce v nelinea´rn´ı kombinaci.
2.2.5 Linea´rn´ı kongruentn´ı genera´tory LCG
Jsou nejjednodusˇsˇ´ım typem genera´tor˚u navrzˇene´ D. H. Lehmerem. Zkratka vynikla z an-
glicke´ho Linear Congruential Generator. Vycha´zej´ı z rekurze za´visle´ pouze na jednom
prˇedesˇle´m cˇlenu posloupnosti. Jejich cˇinnost je zalozˇena na vytva´rˇen´ı posloupnosti cˇ´ısel
podle jednoduche´ funkce dane´ prˇedpisem:
xi+1 = (a xi + b) (mod m)
, kde operace mod znamena´ zbytek po celocˇ´ıselne´m deˇlen´ı, konstanta a je multiplikacˇn´ı,
konstanta b aditivn´ı, neˇkdy take´ oznacˇova´na jako inkrementacˇn´ı, a m prˇedstavuje mo-
dul. Prˇi inicializaci genera´toru mus´ıme jesˇteˇ urcˇit pocˇa´tecˇn´ı hodnotu x0, oznacˇovanou jako
semı´nko. Vol´ı se v r˚uzny´ch prˇ´ıpadech jako neza´porne´ cele´ cˇ´ıslo. Neˇkdy je i pozˇadavek, aby
bylo liche´ nebo nula.
Pomoc´ı teˇchto hodnot nastavujeme de´lku periody p genera´toru a rozlozˇen´ı vy´sledne´
posloupnosti. Modul m vol´ıme co nejveˇtsˇ´ı, protozˇe na´m oznacˇuje nejveˇtsˇ´ı mozˇnou periodu.
Nejcˇasteˇji se vol´ı jako mocnina 2, tedy 2n , kde n je pocˇet bit˚u pouzˇ´ıvane´ho datove´ho
typu. To na´m s vyuzˇit´ım implicitn´ıch vlastnost´ı prˇi vy´pocˇtech celocˇ´ıselny´ch typ˚u usˇetrˇ´ı
prˇi implementaci cˇasoveˇ na´rocˇnou operaci modulo. V dnesˇn´ı dobeˇ se sta´le cˇasteˇji objevuj´ı
genera´tory s modulem m sn´ızˇeny´m o urcˇitou hodnotu, jako naprˇ´ıklad 2n − 6 a podobneˇ.
Vı´ce v [9].
Konstanty a a b se take´ vol´ı s ohledem na co nejveˇtsˇ´ı periodu genera´toru. Idea´lneˇ
tedy tak, aby perioda byla prˇ´ımo m. To je vsˇak velmi slozˇite´ a cˇasto se sp´ıˇse vol´ı z praxe
vyzkousˇene´ hodnoty. Za´kladn´ımi vlastnostmi by vsˇak meˇlo by´t dodrzˇen´ı na´sleduj´ıc´ıch po-
zˇadavk˚u [16],[8] :
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• c a m jsou navza´jem nesoudeˇlna´ cˇ´ısla
• a− 1 je deˇlitelne´ vsˇemi deˇliteli m, jezˇ jsou prvocˇ´ıslem
• a− 1 je deˇlitelne´ cˇtyrˇmi pokud m je deˇlitelne´ cˇtyrˇmi
Algoritmus pracuj´ıc´ı podle vy´sˇe uvedene´ho vzorce, vsˇak generuje pseudona´hodna´ cˇ´ısla
v intervalu 〈0,m− 1〉, proto je potrˇeba jesˇteˇ pro z´ıska´n´ı rozlozˇen´ı posloupnosti R(0, 1) deˇlit
vy´sledek modulem m. Pak vy´sledek dostaneme po proveden´ı na´sleduj´ıc´ıho vzorce:
Ri =
xi
m
Zvla´sˇtn´ı prˇ´ıpady (typy) LCG vznikaj´ı prˇi vynecha´n´ı jedne´ z konstant nebo u´pravou
vzorce. Zat´ımco v plne´m zneˇn´ı vzorce, jak je uveden vy´sˇe, mluv´ıme o kongruentn´ı smı´ˇsene´
metodeˇ, mu˚zˇeme se setkat i s na´sleduj´ıc´ımi obmeˇnami:
1. Aditivn´ı neboli Fibonacci˚uv genera´tor
xi+1 = (xi + xi−1) (mod m)
2. Multiplikacˇn´ı neboli Lehmer˚uv genera´tor
xi+1 = (a xi) (mod m)
Kongruentn´ı genera´tory jsou implementacˇneˇ jednoduche´ a dosti rychle´. Nevy´hodou je
obt´ızˇna´ volba parametr˚u, kdy prˇi sˇpatne´m zvolen´ı konstant dojde k podstatne´mu zhorsˇen´ı
vlastnost´ı generovane´ posloupnosti. Pro vyuzˇit´ı v syste´mech s velky´mi na´roky na genera´tor
je da´le nevy´hodou za´vislost po sobeˇ jdouc´ıch hodnot. To se projev´ı prˇedevsˇ´ım pokud
potrˇebujeme vyuzˇ´ıvat n-tice na´hodny´ch cˇ´ısel. Proble´m nasta´va´ i prˇi pozˇadavku na gene-
rova´n´ı cely´ch cˇ´ısel, protozˇe kongruentn´ı genera´tory maj´ı ma´lo na´hodne´ nejme´neˇ vy´znamne´
bity generovany´ch cˇ´ısel.
Prˇ´ıklad implementace je na straneˇ 29 v kapitole 5.1.1.
2.2.6 Genera´tory vyuzˇ´ıvaj´ıc´ı celula´rn´ı automaty
Celula´rn´ı automaty jsou jizˇ pomeˇrneˇ stare´ a zna´me´ syste´my, ktery´mi se zaby´valo a zaby´va´
v oblasti informacˇn´ı techniky cela´ rˇada odborn´ık˚u a specialist˚u. Vyuzˇit´ı teˇchto syste´mu˚
a jejich vlastnost´ı jako metod pro generova´n´ı pseudona´hodny´ch cˇ´ısel, zacˇalo by´t aktua´ln´ı
azˇ v neda´vne´ dobeˇ. Celula´rn´ı automaty jsou slozˇene´ z pole buneˇk, kde bunˇka prˇedstavuje
za´kladn´ı element (atomicky´ prvek). V cˇase pak tyto bunˇky urcˇity´m zp˚usobem meˇn´ı sv˚uj stav
a vyv´ıj´ı se. Chova´n´ı automatu (obsazˇeny´ch buneˇk) se rˇ´ıd´ı podle pravidel, ktera´ na za´kladeˇ
stavu bunˇky a okol´ı te´to bunˇky urcˇuj´ı novy´ vy´sledny´ stav. Jde o syste´my, rˇ´ıd´ıc´ı se podle
sve´ho aktua´ln´ıho stavu, ktery´ odvod´ı ze stavu sve´ho okol´ı a mnozˇinou definovany´ch pravidel.
Sv˚uj stav odvozuj´ı podle stav˚u buneˇk ve sve´m o okol´ı a je to jedina´ informace, ktera´ v dany´
moment urcˇuje tento stav.
Pro pseudona´hodne´ genera´tory se vyuzˇ´ıva´ druh stochasticky´ch celula´rn´ıch automat˚u.
Mluv´ıme zde o vlastnosti chaoticke´ho chova´n´ı celula´rn´ıho automatu, patrˇ´ıc´ı do tzv. 3. trˇ´ıdy
celula´rn´ıch automat˚u.
Cela´ teorie celula´rn´ıch automat˚u je velmi rozsa´hla´ a dosti slozˇita´, proto se nada´le t´ımto
druhem mozˇne´ho generova´n´ı v pra´ci nebudu zaby´vat, i kdyzˇ veˇrˇ´ım zˇe by sˇlo o zaj´ımave´
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odveˇtv´ı rˇesˇen´ı proble´mu generova´n´ı pseudona´hodny´ch cˇ´ısel.
Na´sleduj´ıc´ı podkapitoly popisuj´ı slozˇiteˇjˇs´ı genera´tory s netrivia´ln´ımi generuj´ıc´ımi al-
goritmy. Tyto slozˇite´, ale kvalitn´ı genera´tory vyuzˇ´ıvaj´ı r˚uzny´ch prˇ´ıstup˚u pro svou pra´ci
a s mnohem sofistikovaneˇjˇs´ımi metodami generova´n´ı.
2.2.7 Mersenne twister
Jeden z nejzna´meˇjˇs´ıch a take´ nejkvalitneˇjˇs´ıch genera´tor˚u je Mersenne twister. Jde o ge-
nera´tor navrhnuty´ pa´ny Takuji Nishimura a Makoto Matsumoto v roce 1997 [13], [2].
V dnesˇn´ı dobeˇ je povazˇova´n d´ıky sve´ velmi velke´ periodeˇ, ktera´ se uda´va´ jako hodnota
219937 − 1, a kvaliteˇ za nejspolehliveˇjˇs´ı a nejvy´konneˇjˇs´ı genera´tor v oblasti simulace. Jeho
pra´ce spocˇ´ıva´ na linea´rn´ı rekurenci na matici nad konecˇny´m bina´rn´ım polem. V dnesˇn´ı dobeˇ
se pouzˇ´ıvaj´ı dva typy tohoto druhu genera´toru, liˇs´ıc´ı se de´lkou periody a to podle periody
urcˇene´ de´lkou datove´ho typu. Prˇesneˇji 32 nebo 64 bitove´ druhy, prˇicˇemzˇ kazˇdy´ generuje
jine´ posloupnosti cˇ´ısel.
Mersenne twister se nehod´ı pro kryptografii, protozˇe po urcˇite´m dane´m pocˇtu iterac´ı
lze zjistit dalˇs´ı na´sleduj´ıc´ı a lze tedy sˇifrova´n´ı komunikace prolomit. Jako rˇesˇen´ı se jev´ı
pouzˇit´ı na vy´stupn´ı posloupnost genera´toru hashovac´ı funkce, ktera´ na´m zajist´ı potrˇebnou
bezpecˇnost, avsˇak t´ım se snizˇuje vy´konnost a ztra´c´ı tak sve´ kvality.
Jak jizˇ bylo rˇecˇeno, tento genera´tor s hodneˇ velkou periodou je velmi kvalitn´ı a splnˇuje
drtivou veˇtsˇinu statisticky´ch test˚u. Dalˇs´ı vy´hodou je v´ıcedimenziona´ln´ı neza´vislost, kdy
prˇi zkouma´n´ı i dlouhy´ch n-tic nepozorujeme zˇa´dnou za´vislost. Co se ty´cˇe rychlosti, jde
o pomalejˇs´ı genera´tor, nedosahuj´ıc´ı v rychlosti kvalit LCG. Nevy´hodou mu˚zˇe by´t pomeˇrneˇ
dlouhy´ pocˇa´tecˇn´ı cˇas usta´len´ı genera´toru. Jde zde o proble´m s pocˇa´tecˇn´ımi vstupn´ımi hod-
notami. Vy´stupn´ı hodnoty prˇi startu genera´toru nesplnˇuj´ı svou kvalitou statisticke´ testy.
Prototo se obvykle pouzˇ´ıvaj´ı k inicializaci (k urcˇen´ı pocˇa´tecˇn´ıch hodnot) jednodusˇsˇ´ı a rych-
lejˇs´ı genera´tory jako naprˇ. linea´rn´ı kongruentn´ı genera´tor.
Uka´zka implementace i s jej´ım popisem se nacha´z´ı na straneˇ 29 v kapitole 5.1.2.
2.2.8 Blum Blum Shub
Dalˇs´ım z genera´tor˚u je Blum Blum Shub navrzˇeny´ roku 1986 pa´ny Lenore Blum, Manuel
Blum a Michael Shub. Ke sve´mu vy´pocˇtu pouzˇ´ıva´ proble´mu kvadraticky´ch zbytk˚u. Zjed-
nodusˇeny´ vzorec popisuj´ıc´ı tento jev je:
xi+1 = (x2i ) (mod m)
, kde m je na´sobek dvou dostatecˇneˇ velky´ch prvocˇ´ısel. Tento genera´tor nen´ı prˇ´ıliˇs vhodny´
pro vyuzˇit´ı v simulacˇn´ıch aplikac´ıch vzhledem ke sve´ nevelke´ rychlosti pra´ce. Nicme´neˇ je
velmi vhodny´ pro kryptografii, kde d´ıky jeho neobvykle silne´ bezpecˇnosti nasˇel uplatneˇn´ı
[7], [1].
2.2.9 Dalˇs´ı druhy genera´tor˚u
Za dalˇs´ı druhy genera´tor˚u lze povazˇovat kombinace prˇedesˇly´ch genera´tor˚u, spojeny´ch pa-
ralelneˇ cˇi se´rioveˇ do slozˇiteˇjˇs´ıch zapojen´ı. Neˇkdy se pouzˇije jednoho genera´toru pro z´ıska´n´ı
pocˇa´tecˇn´ıch hodnot pro inicializaci jine´ho genera´toru.
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Take´ existuj´ı i r˚uzne´ variace a derivace prˇedesˇly´ch druh˚u genera´tor˚u a dalˇs´ı nove´ se tes-
tuj´ı a prˇipravuj´ı pro pouzˇit´ı. Jako prˇ´ıklad jesˇteˇ uvedu genera´tor Yarrow – 160 a Linux –
PRNG a smı´ˇsene´ genera´tory jako filtr von Neumanna, iteracˇn´ı filtr Y. Perese nebo techniku
xorova´n´ı (viz. [19]).
Nelze obsa´hnout vsˇechny druhy a typy genera´tor˚u pseudona´hodny´ch cˇ´ısel a ani nelze
jeden a kazˇdy´ popsat tak podrobneˇ, jak je to prˇi vsˇech informac´ıch uvedeny´ch v dostupny´ch
publikac´ıch mozˇne´. Vid´ıme, zˇe je velke´ mnozˇstv´ı druh˚u, typ˚u a variac´ı genera´tor˚u a lze
si tedy podle pozˇadavk˚u vybrat ten nejvhodneˇjˇs´ı s jeho vy´hodami i nevy´hodami.
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Kapitola 3
Transformace typ˚u rozlozˇen´ı
Vy´stupem uvedeny´ch genera´tor˚u z prˇedesˇly´ch kapitol je pseudona´hodna´ posloupnost cˇ´ıslic
s rovnomeˇrny´m rozlozˇen´ım. Neˇkdy vsˇak pozˇadujeme generova´n´ı jine´ho typu rozlozˇen´ı.
V praxi tyto genera´tory vytva´rˇ´ıme za pomoci genera´tor˚u pseudona´hodny´ch cˇ´ısel s rov-
nomeˇrny´m rozlozˇen´ım (neˇkdy oznacˇovane´ jako prima´rn´ı genera´tory) a na´sledneˇ tuto po-
sloupnost transformujeme do podoby pozˇadovane´ho rozlozˇen´ı. Ty mu˚zˇou by´t jak spojite´
tak diskre´tn´ı.
Nejcˇasteˇji pouzˇ´ıvana´ rozlozˇen´ı:
• spojita´
– rovnomeˇrne´ – uniformn´ı
– exponencia´ln´ı
– norma´ln´ı – Gaussovo
– Pearsonovo
– studentovo
– Laplaceovo
– Maxwellovo
– logisticke´
– Weibullovo
– . . .
• dikre´tn´ı
– Poissonovo
– binomicke´
– geometricke´
– logaritmicke´
– Pascalovo
– . . .
Druh˚u rozlozˇen´ı je opravdu velke´ mnozˇstv´ı a v´ıce se o nich mu˚zˇeme dozveˇdeˇt v r˚uzny´ch
publikac´ıch nebo na Internetu.
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3.1 Pravdeˇpodobnostn´ı rozlozˇen´ı a jejich druhy
Na´hodna´ (tedy i pseudona´hodna´) promeˇnna´ velicˇina je definova´na svy´m rozlozˇen´ım pravdeˇ-
podobnosti. Rozlozˇen´ı pravdeˇpodobnosti je funkce rozdeˇluj´ıc´ı pravdeˇpodobnost uda´lostem
nebo tvrzen´ım. Nejobvyklejˇs´ı je popsat rozlozˇen´ı pomoc´ı funkce hustoty rozlozˇen´ı pravdeˇ-
podobnosti nebo distribucˇn´ı funkce.
Parametry teˇchto funkc´ı jsou strˇedn´ı hodnota a rozptyl, obecneˇ da´ny vzorci:
• pro diskre´tn´ı na´hodnou velicˇinu X
– strˇedn´ı hodnota
E(X) =
∑
xi∈M
xif(xi)
– rozptyl
D(X) =
∑
xi
[xi − E(X)]2 f(xi)
, kde f(x) je frekvencˇn´ı funkce a M je obor hodnot.
• pro spojitou na´hodnou velicˇinu X
– strˇedn´ı hodnota
E(X) =
∞∫
−∞
xf(x)dx
– rozptyl
D(X) =
∞∫
−∞
[xi − E(X)]2 f(x)dx
, kde f(x) je funkce hustoty pravdeˇpodobnosti. Na´hodna´ velicˇina se spojity´m rozlo-
zˇen´ım je tedy definova´na intervalem hodnot, ktere´ naby´va´, a prˇ´ıslusˇnou hustotou.
Distribucˇn´ı funkce F (x) popisuje rozlozˇen´ı pravdeˇpodobnosti mezi na´hodne´ jevy a ma´
na´sleduj´ıc´ı vlastnosti:
• distribucˇn´ı funkce uda´va´ pravdeˇpodobnost s jakou nastoup´ı na´hodna´ velicˇina X, ktera´
naby´va´ hodnoty mensˇ´ı nebo rovnu hodnoteˇ x
F (x) = P (X ≤ x)
• pro kazˇde´ rea´lne´ x je distribucˇn´ı funkce neklesaj´ıc´ı
• F (x) naby´va´ hodnot z intervalu 〈0, 1〉 pro kazˇde´ rea´lne´ x
• limx→−∞ F (x) = 0 a limx→∞ F (x) = 1
Funkce hustoty pravdeˇpodobnosti f(x) je derivace spojite´ distribucˇn´ı funkce F (x). Plat´ı
pro ni na´sleduj´ıc´ı pravidla:
• f(x) ≥ 0 pro kazˇde´ rea´lne´ x
• ∫∞−∞ f(x)dx = 1
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V na´sleduj´ıc´ıch kapitola´ch jsou naznacˇeny nejcˇasteˇji pozˇadovana´ pravdeˇpodobnostn´ı rozlo-
zˇen´ı. Z d˚uvod˚u velke´ho mnozˇstv´ı nelze v te´to pra´ci vsˇechny druhy rozlozˇen´ı uve´st a na´sledu-
j´ıc´ı jsou zde sp´ıˇse uka´za´ny jako prˇ´ıklad, nezˇ jako plnohodnotny´ text zaby´vaj´ıc´ı se podrobneˇji
teori´ı pravdeˇpodobnosti a jej´ıho rozlozˇen´ı.
3.1.1 Rovnomeˇrne´ rozlozˇen´ı pravdeˇpodobnosti
Rovnomeˇrne´ rozlozˇen´ı pravdeˇpodobnosti je nejjednodusˇsˇ´ım typem spojite´ho rozlozˇen´ı. Tak-
to popisovany´ model konkre´tn´ı situace je dosti neprˇesny´, protozˇe v rea´lne´m prostrˇed´ı se vy-
skytuje pomeˇrneˇ ma´lo prˇ´ıpad˚u s t´ımto rozlozˇen´ım.
Za rovnomeˇrne´ rozlozˇen´ı pravdeˇpodobnosti velicˇiny X, oznacˇ´ıme situaci, pokud naby´va´
X hodnot z intervalu 〈a, b〉 konecˇne´ de´lky a vsˇechny hodnoty z tohoto intervalu jsou stejneˇ
pravdeˇpodobne´. Oznacˇujeme jej R(a, b). Pouzˇ´ıvane´ je tzv. normovane´ rovnomeˇrne´ rozlozˇen´ı
R(0, 1).
Charakteristiky rozlozˇen´ı:
• Distribucˇn´ı funkce:
F (x) =

0 pro x < a
x−a
b−a pro a ≤ x ≤ b
1 pro x > b
• Funkce hustoty:
f(x) =

0 pro x < a
1
b−a pro a ≤ x ≤ b
0 pro x > b
• Strˇedn´ı hodnota :
E(x) =
a+ b
2
• Rozptyl:
D(x) =
(b− a)2
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3.1.2 Exponencia´ln´ı rozlozˇen´ı pravdeˇpodobnosti
Spojita´ na´hodna´ velicˇina X ma´ toto rozlozˇen´ı tehdy, pokud hustota pravdeˇpodobnosti ma´
tvar exponencia´ln´ı funkce. Exponencia´ln´ı rozlozˇen´ı na´m uda´va´ dobu mezi nastoupen´ım dvou
jev˚u.
Charakteristiky rozlozˇen´ı:
• Distribucˇn´ı funkce:
F (x) =
{
1− e− 1A (x−x0) pro x ≥ x0
0 pro x < x0
• Funkce hustoty:
f(x) =
1
A
e−
1
A
(x−x0) pro x ≥ x0
• Strˇedn´ı hodnota :
E(x) = x0 +A
• Rozptyl:
D(x) = A2
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3.1.3 Norma´ln´ı (Gaussovo) rozlozˇen´ı pravdeˇpodobnosti
Toto rozlozˇen´ı pravdeˇpodobnosti aproximuje rˇadu jiny´ch pravdeˇpodobnostn´ıch rozlozˇen´ı
a to jak spojity´ch tak i diskre´tn´ıch. Znacˇ´ı se N(µ,σ2), kde µ je strˇedn´ı hodnota tohoto
rozlozˇen´ı a σ2 je rozptyl a jednoznacˇneˇ jej urcˇuj´ı.
Norma´ln´ı rozlozˇen´ı, nazy´vane´ taky Gaussovo rozlozˇen´ı, se vztahuje i k odhadu chyb.
Naprˇ´ıklad urcˇen´ı chyby prˇi meˇrˇen´ı, ktere´ je zp˚usobeno vza´jemneˇ neza´visly´mi chybami. Po-
kud ma´me dostatecˇny´ pocˇet hodnot, jejich odchylka od idea´ln´ıho vy´sledku cˇasto aproximuje
s grafem norma´ln´ıho rozlozˇen´ı. Ma´ tedy velky´ vy´znam v teorii pravdeˇpodobnosti a mate-
maticke´ statistiky. Normovane´ norma´ln´ı rozlozˇen´ı znacˇ´ıme N(0, 1).
Charakteristiky rozlozˇen´ı:
• Distribucˇn´ı funkce:
F (x) =
1
σ
√
2pi
x∫
−∞
e−
(ξ−µ)2
2σ2 dξ
• Funkce hustoty:
f(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2
(x−x0)
• Strˇedn´ı hodnota :
E(x) = µ
• Rozptyl:
D(x) = σ2
Generova´n´ı cˇ´ısel s rovnomeˇrny´m rozlozˇen´ım jsme si popsali v prˇedesˇly´ch kapitola´ch.
Prˇi modelova´n´ı potrˇebujeme ale i jina´ rozlozˇen´ı nezˇ rovnomeˇrna´. Proto se budeme zaby´vat
metodami transformace rovnomeˇrne´ho rozlozˇen´ı posloupnosti cˇ´ısel na rozlozˇen´ı jine´.
Prˇi vytva´rˇen´ı libovolne´ho rozlozˇen´ı postupujeme takovy´m zp˚usobem, kdy nejprve ge-
nerujeme rovnomeˇrne´ rozlozˇen´ı a na´sledneˇ pomoc´ı urcˇity´ch metod prˇeva´d´ıme (transfor-
mujeme) na rozlozˇen´ı jine´. Pro prˇevod pouzˇ´ıva´me r˚uzne´ metody transformace s t´ım, zˇe
kazˇda´ metoda ma´ sva´ omezen´ı pro pouzˇit´ı. Mus´ıme tedy tuto metodu, s ohledem na tvar
vy´stupn´ıho rozlozˇen´ı, vhodneˇ zvolit.
Prˇehled pouzˇ´ıvany´ch transformacˇn´ıch metod:
• inverzn´ı
• vylucˇovac´ı
• kompozicˇn´ı
• specia´ln´ı (aproximacˇn´ı, prˇ´ıme´ pomoc´ı vzorce)
3.2 Inverzn´ı metoda transformace
Ma´me-li posloupnost cˇ´ısel s normovany´m rovnomeˇrny´m rozdeˇlen´ım R(0, 1) a distribucˇn´ı
funkci F (x) pozˇadovane´ na´hodne´ velicˇiny, potom pokud ma´ tato distribucˇn´ı funkce inverzn´ı
funkci F−1(x) a je sta´le rostouc´ı, plat´ı:
R = F (x)⇒ X = F−1(R)
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Metoda je pouzˇitelna´ pro rozlozˇen´ı, pro ktera´ je mozˇno snadno vypocˇ´ıtat inverzn´ı funkci
distribucˇn´ı funkce. Typicke´ je naprˇ´ıklad exponencia´ln´ı rozlozˇen´ı. Pokud distribucˇn´ı funkce
dane´ho rozlozˇen´ı nema´ inverzn´ı funkci a nelze pouzˇ´ıt u´speˇsˇneˇ jinou metodu transformace,
lze pouzˇ´ıt aproximace te´to funkce.
3.3 Vylucˇovac´ı metoda transformace
Pokud hustota pravdeˇpodobnosti f(x) je ohranicˇena v intervalu (x1, x2) tedy x ∈ 〈x1, x2〉
a f(x) ∈ 〈0,M〉, kde M je maxima´ln´ı hodnota f(x), pak generujeme postupneˇ body
x = R(x1, x2) a y = R(0,M). Pokud je y ≤ f(x), oznacˇ´ıme x jako hodnotu pozˇadovane´
na´hodne´ velicˇiny X, jinak mus´ıme generova´n´ı opakovat. Me´neˇ forma´lneˇ rˇecˇeno je prin-
cip zalozˇen na generova´n´ı na´hodny´ch bod˚u s rovnomeˇrny´m rozlozˇen´ım v plosˇe obde´ln´ıku
(x, y). Pokud se nacha´z´ı tento bod v plosˇe pod funkc´ı hustoty f(x) pozˇadovane´ho rozlozˇen´ı,
oznacˇ´ıme x za noveˇ vygenerovane´ na´hodne´ cˇ´ıslo. Jinak generujeme dalˇs´ı bod a opakujeme
postup.
Efektivita te´to metody je urcˇena pomeˇrem plochy obde´ln´ıku (x2 − x1)M a plochy in-
tegra´lu funkce
∫ x2
x1
f(x)dx. Tedy:
efektivita metody =
(x2 − x1)M
x2∫
x1
f(x)dx
Metodou lze rˇesˇit i transformace na rozlozˇen´ı se slozˇitou distribucˇn´ı funkc´ı a jej´ı inverzn´ı
funkc´ı. Proble´m nasta´va´ v prˇ´ıpadeˇ male´ho pomeˇru plochy pod funkc´ı hustoty ku plosˇe
obde´ln´ıka v neˇmzˇ generujeme na´hodne´ body. V takove´m prˇ´ıpadeˇ prudce klesa´ efektivita
te´to metody a mus´ıme volit metodu jinou.
3.4 Kompozicˇn´ı metoda transformace
Kompozicˇn´ı metoda rozkla´da´ slozˇitou funkci hustoty pravdeˇpodobnosti na v´ıce jednodusˇsˇ´ıch
funkc´ı ([17]). Pokud tedy f(x) si oznacˇ´ıme hustotu pravdeˇpodobnosti jednodusˇe generova-
telne´ho rozdeˇlen´ı a pi i-te´ na´hodneˇ generovane´ cˇ´ıslo, pak hustota p˚uvodn´ıho rozdeˇlen´ı je
da´na:
f(x) =
k∑
i=1
pifi(x)
Horn´ı hranice funkce k neˇkde by´va´ nahrazena symbolem nekonecˇna. Nic to nemeˇn´ı na plat-
nosti vzorce, protozˇe sta´le plat´ı pokud i > k pak pi = 0. Tote´zˇ mu˚zˇeme rˇ´ıct i o rozkladu
slozˇite´ distribucˇn´ı funkce na jej´ı jednodusˇsˇ´ı cˇa´sti, jestlizˇe je to vy´hodneˇjˇs´ı nezˇ vyuzˇ´ıvat
funkce hustoty ([12]). P´ıˇseme pak ekvivalentneˇ:
F (x) =
k∑
i=1
piFi(x)
Cˇasto se pouzˇ´ıva´ ve spojen´ı s jednodusˇsˇ´ı inverzn´ı nebo vylucˇovac´ı metodou. Po rozlozˇen´ı
slozˇite´ funkce lze naj´ıt naprˇ. pro vsˇechny cˇa´sti inverzn´ı funkci k distribucˇn´ı funkci, nebo lze
jednotlive´ cˇa´sti efektivneˇ pocˇ´ıtat vylucˇovac´ı metodou.
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3.5 Specia´ln´ı metody transformac´ı
Prˇi nevhodnosti prˇedesˇly´ch transformacˇn´ıch metod mus´ıme sa´hnout po metoda´ch slozˇi-
teˇjˇs´ıch, ktere´ naprˇ´ıklad vycha´zej´ı z v´ıcena´sobny´ch transformac´ı, kdy zadanou na´hodnou
velicˇinu z´ıska´me na za´kladeˇ rozlozˇen´ı, jezˇ je take´ vy´sledkem jine´ transformace. To je pomeˇrneˇ
na´rocˇna´ a slozˇita´ operace, proto jsou tyto transformace take´ cˇasoveˇ a realizacˇneˇ na´rocˇne´.
3.5.1 Metody vyuzˇ´ıvaj´ıc´ı aproximace
Jedn´ım typ˚u specia´ln´ıch transformac´ı jsou metody aproximacˇn´ı, kdy neˇkterou z charakte-
risticky´ch funkc´ı rozlozˇen´ı aproximujeme vhodneˇjˇs´ı funkc´ı a aplikujeme jednu z prˇedesˇly´ch
metod. Aproximace na´m zava´d´ı odchylku a tud´ızˇ urcˇitou chybu. Tyto metody jsou pomeˇrneˇ
jednoduche´ a cˇasto vyhovuj´ı pozˇadovane´ prˇesnosti.
Prˇ´ıkladem mu˚zˇe by´t aproximace omezeny´ch rozlozˇen´ı po cˇa´stech rovnomeˇrny´m rozlo-
zˇen´ım (prˇevzato z [5]): Princip spocˇ´ıva´ v nahrazen´ı urcˇite´ omezene´ cˇa´sti rovnomeˇrny´m
rozlozˇen´ım. Prˇevedeme slozˇite´ rozlozˇen´ı na posloupnost neˇkolika po sobeˇ jdouc´ıch rov-
nomeˇrny´ch rozlozˇen´ı. Celkoveˇ si po tomto ”rozrˇeza´n´ı“ a aproximac´ı cˇa´st´ı lze prˇedstavit
po cˇa´stech rovnomeˇrne´ rozlozˇen´ı – histogram. Toto rozdeˇlen´ı lze generovat pomoc´ı mo-
difikovane´ metody inverzn´ı transformace tak, zˇe je vygenerova´na hodnota z diskre´tn´ıho
rozlozˇen´ı odpov´ıdaj´ıc´ıho relativn´ım cˇetnostem hodnot jednotlivy´ch cˇa´st´ı. Pokud da´le bu-
deme povazˇovat distribucˇn´ı funkci schodovite´ho grafu za relaci, lze k n´ı vytvorˇit relaci
inverzn´ı a vhodnou u´pravou z´ıskat i inverzn´ı funkci. Pote´ vygenerovana´ hodnota urcˇuje
svoje zarˇazen´ı do dane´ cˇa´sti. Pak lze pro tuto cˇa´st vygenerovat hodnotu z intervalu od-
pov´ıdaj´ıc´ımu jej´ım hranic´ım. Takto dostaneme pozˇadovane´ vy´sledne´ rozlozˇen´ı.
3.5.2 Metody pouzˇ´ıvaj´ıc´ı konkre´tn´ıho vzorce
Jiny´m druhem specia´ln´ıch metod jsou takove´, kdy pomoc´ı matematicky´ch vzorc˚u lze prˇ´ımo
vypocˇ´ıtat a transformovat rovnomeˇrne´ rozlozˇen´ı na rozlozˇen´ı pozˇadovane´. Nejcˇasteˇji se s ni-
mi setkava´me u transformac´ı na cˇasta´ teoreticka´ rozlozˇen´ı, jako jsou norma´ln´ı, rovnomeˇrne´,
exponencia´ln´ı atd. Neˇkdy jde o zauzˇ´ıvane´ vzorce odvozene´ pomoc´ı metody inverzn´ı transfor-
mace. Jako prˇ´ıklad mu˚zˇou by´t uvedeny vzorce pro transformaci na norma´ln´ı rozlozˇen´ı[12]:
X1 =
√
−2 ln (R1) sin (2piR2)
X2 =
√
−2 ln (R1) cos (2piR2)
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Kapitola 4
Testy a testova´n´ı genera´tor˚u
Algoritmicke´ genera´tory mu˚zˇou vytva´rˇet pouze pseudona´hodnou posloupnost cˇ´ısel. Jak vsˇak
oveˇrˇit ”kvalitu na´hodnosti“ nebo chcete-li ”mı´ru na´hodnosti“? Uzˇ z rozd´ılne´ho prˇ´ıstupu
v generova´n´ı a z r˚uzny´ch mozˇny´ch hodnot konstant vyply´va´, zˇe vy´sledne´ posloupnosti
nebudou stejne´ a ani stejneˇ kvalitn´ı. Jak tedy urcˇit pouzˇitelnost toho cˇi onoho genera´toru
pro urcˇity´ proble´m?
Jedna z mozˇnost´ı je proveˇrˇit vy´stup genera´toru sadou statisticky´ch test˚u a na za´kladeˇ
jejich vy´sledk˚u rozhodnout, zda genera´tor splnˇuje rˇadu prˇedpoklad˚u. Pak teprve mu˚zˇeme
rozhodnout o vhodnosti cˇi nevhodnosti dane´ho genera´toru pro rˇesˇeny´ proble´m.
4.1 Pozˇadovane´ a testovane´ vlastnosti genera´tor˚u
Nejcˇasteˇjˇs´ı druhy pozˇadavk˚u jsou [6]:
1. vy´pocˇetn´ı – pozˇadavky na kvalitu a zp˚usob vy´pocˇtu. I kdyzˇ jsou dnesˇn´ı pocˇ´ıtacˇe
a mikrokontrole´ry na velmi vysoke´ u´rovni za pomeˇrneˇ n´ızke´ na´klady, mus´ıme i prˇesto
sˇetrˇit vy´pocˇetn´ımi prostrˇedky. Proto mus´ıme pozˇadovat i vy´pocˇetn´ı kvalitu pouzˇ´ıvane´
aplikace (genera´toru).
• efektivita – zcela jisteˇ chceme, aby byl genera´tor rychly´ a nezab´ıral si pro sebe
prˇ´ıliˇs mnoho zdroj˚u. Aby pro sv˚uj chod spotrˇebova´val co nejme´neˇ pameˇti a pozˇa-
doval pouze minimum procesorove´ho cˇasu a to prˇedevsˇ´ım u rozsa´hly´ch simulac´ı.
Ovlivnit efektivitu lze vhodnou volbou typu genera´toru.
Pokud se bav´ıme uzˇ o urcˇite´m druhu, pak prˇi jeho implementaci je nutne´ volit
pouzˇ´ıvane´ operace a vnitrˇn´ı strukturu aplikace s ohledem pra´veˇ na vy´sˇe popsane´
omezuj´ıc´ı faktory.
• prˇenositelnost – jiny´mi slovy neza´vislost na druhu platformy na n´ızˇ genera´tor
beˇzˇ´ı. Algoritmus genera´toru by meˇl by´t snadno instalovatelny´ a fungovat stejneˇ
na r˚uzny´ch platforma´ch, at’ uzˇ hardwarovy´ch cˇi softwarovy´ch. Cˇasto se vyuzˇ´ıva´
implicitn´ıho orˇeza´va´n´ı datovy´ch typ˚u, cozˇ vede k tomu, zˇe na platformeˇ, kde
je tento typ jine´ho rozsahu, bude funkce genera´toru jina´. Na druhou stranu
t´ımto zp˚usobem mu˚zˇeme zvy´sˇit efektivitu ko´du. Proto si mus´ıme dobrˇe promyslet
ota´zky jak, na jake´ platformeˇ bude aplikace pracovat a ky´m bude pouzˇ´ıva´na.
Mus´ıme volit vzˇdy urcˇity´ kompromis, protozˇe prˇ´ıliˇs robustn´ı program pouzˇitelny´
na libovolne´ platformeˇ, mu˚zˇe by´t naprˇ´ıklad pomaly´ nebo zbytecˇneˇ rozsa´hly´
a pameˇt’ove´ na´rocˇny´. Naopak velmi rychly´ algoritmus, ktery´ nen´ı dostatecˇneˇ
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osˇetrˇen a pracuje pouze na jedine´m druhu platformy, nebude takte´zˇ prˇ´ıjmany´
s kladny´mi ohlasy (vyj´ımkou snad mu˚zˇe by´t neˇktera´ specializovana´ a jednou´cˇelna´
aplikace).
• opakovatelnost – prˇedevsˇ´ım pro u´cˇely ladeˇn´ı je d˚ulezˇita´ mozˇnost opakova´n´ı ge-
nerova´n´ı shodne´ pseudona´hodne´ posloupnosti. Dosa´hneme toho mozˇnost´ı nasta-
vova´n´ı pocˇa´tecˇn´ı hodnoty posloupnosti tzv. semı´nka a to tedy alesponˇ v cˇa´sti
ladeˇn´ı simulace. Tato mozˇnost usnadnˇuje zajiste´ cˇas pra´ce na takove´to aplikaci
a mu˚zˇe by´t uzˇitecˇna´ prˇi samotne´m vyuzˇit´ı, kdy naprˇ´ıklad v simulaci oveˇrˇujeme
spra´vnost urcˇity´ch dat a znalost´ı.
2. strukturn´ı – pozˇadavky na strukturu vy´sledne´ posloupnosti.
• de´lka periody – vzˇdy se snazˇ´ıme o co nejdelˇs´ı neopakuj´ıc´ı se posloupnost pseu-
dona´hodny´ch cˇ´ısel. Proto je dobre´ volit de´lku periody genera´toru mnohona´sobneˇ
veˇtsˇ´ı, nezˇ je perioda posloupnosti. Pozˇadavek na de´lku periody je v mnoha
prˇ´ıpadech za´sadn´ı a meˇli bychom proto veˇnovat velkou pozornost volbeˇ spra´vny´ch
konstant pouzˇ´ıvany´ch v aplikaci, protozˇe ty nejv´ıce ovlivnˇuj´ı omezen´ı zvolene´
a pozˇadovane´ periody.
• rovnomeˇrnost rozlozˇen´ı – d˚ulezˇitou podmı´nkou je take´ rovnomeˇrne´ rozlozˇen´ı
cˇ´ısel v generovane´m intervalu. Transformace pravdeˇpodobnostn´ıho rozlozˇen´ı po-
cˇ´ıtaj´ı na vstupu s rovnomeˇrny´m rozlozˇen´ım a proto se vzˇdy snazˇ´ıme o co mozˇna´
nejkvalitneˇjˇs´ı rozlozˇen´ı. Nekvalitn´ı vstup transformace mu˚zˇe vy´znamneˇ ovlivnit
i jej´ı vy´stup.
3. pozˇadavek slozˇitosti – pozˇadavky na teoretickou slozˇitost vy´sledne´ posloupnosti
• neodhadnutelnost na´sleduj´ıc´ıho cˇlenu (neprˇedv´ıdatelnost) – mysl´ı se t´ım
nevypocˇitatelnost na´sleduj´ıc´ıho cˇlenu posloupnosti na za´kladeˇ doposud vygene-
rovane´ posloupnosti. Asponˇ tedy ne v rozumne´m cˇase, kdy by mohlo zjiˇsteˇn´ı
dalˇs´ıho cˇlenu posˇkodit uzˇivatele. Je d˚ulezˇita´ prˇedevsˇ´ım pro kryptografii, kdy
se snazˇ´ıme ochra´nit data, ktere´ by mohla z´ıskat nepovolana´ osoba nebo dokonce
zkusˇeny´ u´tocˇn´ık.
4. statisticke´ – pozˇadavky kvality vy´sledne´ posloupnosti
• u´speˇsˇnost v empiricky´ch testech – genera´tor podrobujeme r˚uzny´m empi-
ricky´m test˚um a oveˇrˇujeme platnost tzv. nulove´ hypote´zy H0, ktera´ znacˇ´ı testo-
vanou hypote´zu. Ku prˇ´ıkladu hypote´zu, zˇe vygenerovane´ hodnoty jsou neza´visla´
na´hodna´ cˇ´ısla z intervalu 〈0, 1〉 rovnomeˇrne´ho rozlozˇen´ı R(0, 1), a jine´ vlastnosti.
Oveˇrˇujeme si Pomoc´ı teˇchto test˚u si oveˇrˇujeme pozˇadavky na kvalitu vlastnost´ı
uvedeny´ch vy´sˇe a na za´kladeˇ vyhodnocen´ı test˚u, mu˚zˇeme rozhodnout o tom, zda
je pro na´s dany´ genera´tor prˇ´ıpustny´ a vhodny´.
4.2 Rozdeˇlen´ı druh˚u test˚u
Testy lze klasifikovat podle r˚uzny´ch krite´ri´ı a jejich vlastnost´ı. Neˇkolik prˇ´ıklad˚u rozdeˇlen´ı
je pro na´zornost uvedeno v na´sleduj´ıc´ım textu.
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Pomoc´ı test˚u a testova´n´ı posloupnosti pseudona´hodny´ch cˇ´ısel se snazˇ´ıme doka´zat cˇi vy-
vra´tit urcˇite´ tvrzen´ı. Podle neˇj prˇijmeme respektive odmı´tneme danou hypote´zu. Jed-
nou z mozˇnost´ı jak deˇlit testy je podle zameˇrˇen´ı, kterou vlastnost testovane´ posloupnosti
oveˇrˇujeme. Te´meˇrˇ vzˇdy jde o kvalitu rozlozˇen´ı a na´hodnost rozlozˇen´ı prvk˚u posloupnosti
a to jak prima´rn´ı rozlozˇen´ı posloupnosti (d˚uraz na rovnomeˇrnost) tak i na transformovane´
(prˇedevsˇ´ım odpov´ıdaj´ıc´ı tvar rozlozˇen´ı).
Testy se take´ budou liˇsit od sebe podle toho k jake´mu u´cˇelu je testovana´ posloupnost
urcˇena. Zcela jisteˇ jsou pozˇadavky na posloupnost pro kryptografii jine´ nezˇ pro obecneˇ si-
mulacˇn´ı vyuzˇit´ı. Tomu se mus´ı prˇizp˚usobit i druhy test˚u.
Podle pa´n˚u Lawa a Keltona [12] deˇl´ıme testy jesˇteˇ z pohledu druhu testova´n´ı na empi-
ricke´ a teoreticke´.
Empiricke´ testy jsou obvykle druhem statisticke´ho testu a jsou zalozˇeny na aktua´lneˇ
vygenerovane´ sekvenci cˇ´ısel.
Teoreticke´ testy nejsou mysˇleny ve smyslu statisticke´ho testova´n´ı, ale pracuj´ı s cˇ´ıselny´mi
parametry genera´tor˚u k urcˇen´ı vlastnost´ı globa´lneˇ bez vy´stupn´ı posloupnosti genera´toru.
V neposledn´ı rˇadeˇ se testy mu˚zˇou trˇ´ıdit i podle baterie test˚u v nichzˇ se nacha´z´ı. Exis-
tuj´ı testy obecne´, vyuzˇ´ıvane´ veˇtsˇinou zna´my´ch sad test˚u, ale jsou i testy prˇ´ımo specificke´
objevuj´ıc´ı se pouze u jedne´ ze sady test˚u. I spolecˇne´ testy jsou v r˚uzny´ch distribuc´ıch
jine´. Z nejzna´meˇjˇs´ıch a nejpouzˇ´ıvaneˇjˇs´ıch testovac´ıch bateri´ı mu˚zˇeme jmenovat DIEHARD,
FIPS, NIST, CRYPT – XS.
4.3 Vyhodnocova´n´ı statisticky´ch test˚u
Statisticky´mi testy si da´le mu˚zˇeme oveˇrˇit vlastnosti souboru cˇ´ısel pseudona´hodne´ posloup-
nosti, zda opravdu odpov´ıda´ pozˇadovane´mu rozlozˇen´ı nebo dokonce nale´zt jeho rozlozˇen´ı
cˇi jemu podobne´. Neˇkdy se take´ vyuzˇ´ıvaj´ı k urcˇen´ı parametr˚u rozlozˇen´ı, aby mu vzorek
odpov´ıdal.
4.3.1 Testova´n´ı statisticky´ch hypote´z
Prˇi testova´n´ı na´hodnosti jdeme cestou tzv. testovan´ı statisticky´ch hypote´z a postupujeme
veˇtsˇinou podle na´sleduj´ıc´ıho sce´na´rˇe [11]:
1. Zavedeme nulovou hypote´zu H0 a k n´ı alternativn´ı hypote´zu Ha:
Nejprve si zavedeme tzv. nulovou hypote´zu H0. Ta znacˇ´ı pravdivost testovane´ vlast-
nosti. U testova´n´ı v oblasti pseodona´hodny´ch posloupnost´ı to bude zcela jisteˇ hy-
pote´za, zˇe dana´ posloupnost je na´hodna´ nebo rovnomeˇrna´. Negac´ı hypote´zy H0 z´ıs-
ka´me opacˇnou hypote´zu, cozˇ je alternativn´ı hypote´zaHa a oznacˇuje naprˇ. nena´hodnost
posloupnosti.
Na zacˇa´tku prˇijmeme za pravdivou hypote´zu H0 a v pr˚ubeˇhu testova´n´ı se snazˇ´ıme tuto
hypote´zu vyvra´tit a prˇijmout tak Ha. Pokud se na´m to nepodarˇ´ı, mus´ıme prˇijmout
H0 jako pravdivou.
2. Zvol´ıme hladinu vy´znamnosti α:
Hladina vy´znamnosti α je prˇedem zvolena´ pravdeˇpodobnost s dostatecˇneˇ malou hod-
notou pro zamı´tnut´ı hypote´zy o rozlozˇen´ı dane´ho na´hodne´ho cˇ´ısla. Znacˇ´ı s jakou
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pravdeˇpodobnost´ı bude oznacˇena dobra´ na´hodna´ posloupnost jako nena´hodna´. Po-
drobneˇji se touto hodnotou zaby´va´ text n´ızˇe.
3. Urcˇ´ıme kritickou hodnotu:
Jsou formulova´ny dveˇ disjunktn´ı hypote´zy H0 a Ha. Stejneˇ je rozdeˇlen na dva takte´zˇ
disjunktn´ı obory hodnot cely´ obor mozˇny´ch hodnot testovac´ıho krite´ria. Obor na neˇjzˇ
odkazuje H0 oznacˇuje obor prˇijet´ı a Ha znacˇ´ı druhy´ jako obor odmı´tnut´ı (kriticky´
obor). Hranicˇn´ı hodnoty mezi teˇmito dveˇma obory oznacˇujeme jako kriticke´ hodnoty.
Kriticka´ hodnota se pocˇ´ıta´ pomoc´ı matematicky´ch metod z teoreticke´ho rozlozˇen´ı
testovany´ch dat.
4. Vy´pocˇet statisticke´ hodnoty testu:
Beˇhem prova´deˇn´ı statisticke´ho testu je pocˇ´ıta´na jeho hodnota z dat testovane´ po-
sloupnosti. Vy´sledna´ hodnota se pote´ porovna´ s kritickou hodnotou. Vy´pocˇtem te´to
hodnoty se prakticky zaby´va´ od podkapitoly 4.4 cely´ zbytek te´to kapitoly.
5. Rozhodnut´ı o prˇijet´ı hypote´zy:
Po porovna´n´ı vypocˇtene´ hodnoty a hodnoty kriticke´, urcˇ´ıme do ktere´ho ze dvou
obor˚u vy´sledna´ hodnota padla. Na za´kladeˇ vy´sledne´ho oboru konstatujeme zda danou
hypote´zu, kterou kazˇdy´ obor znacˇ´ı, prˇijmeme cˇi odmı´tneme. Nacha´z´ı-li se vy´sledek
v oboru prˇijet´ı a vy´sledna´ statisticka´ hodnota testu neprˇekrocˇila kritickou hodnotu,
prˇijmeme nulovou hypote´zu a prohla´s´ıme, zˇe posloupnost mu˚zˇeme na za´kladeˇ dane´ho
testu oznacˇit za na´hodnou. V opacˇne´m prˇ´ıpadeˇ odmı´tneme H0, prˇijmeme Ha a pova-
zˇujeme danou posloupnost za nena´hodnou.
Prˇi rozhodova´n´ı o prˇijet´ı cˇi neprˇijet´ı dane´ hypote´zy se mu˚zˇeme dopustit chyby. Tento
stav na´m ilustruje tabulka 4.1. Vid´ıme zde dva typy chyb:
1. U prvn´ı se dopousˇt´ıme chyby t´ım, zˇe nulovou hypote´zu zamı´tneme u skutecˇneˇ na´-
hodny´ch dat a oznacˇ´ıme je za nena´hodna´. Tato chyba se oznacˇuje za chybu I. typu
(cˇi pokud chcete I. druhu) nebo take´ jako hladina vy´znamnosti testu a znacˇ´ı se α.
Rˇ´ıka´ na´m s jakou pravdeˇpodobnost´ı budou v konecˇne´ klasifikaci oznacˇena skutecˇneˇ
na´hodna´ data za nena´hodna´.
2. Chybu II. typu zapisujeme symbolem β. Uda´va´ s jakou pravdeˇpodobnost´ı nastane
oznacˇen´ı sˇpatny´ch nena´hodny´ch dat jako dat na´hodny´ch a tedy vyhovuj´ıc´ıch. β naby´va´
hodnoty z sˇiroke´ho intervalu a je mnohem teˇzˇsˇ´ı ji urcˇit oproti hodnoteˇ α. Neˇkdy
se uda´va´ mı´sto hodnoty β jej´ı doplneˇk tzv. s´ılu testu (1− β).
Oba typy chyb jsou na sobeˇ za´visle´ a to neprˇ´ımou u´meˇrou. Snazˇ´ıme-li se jednu z nich mi-
nimalizovat, druha´ na´m roste. Ve vztahu mezi teˇmito hodnotami jesˇteˇ vystupuje promeˇnna´
n, ktera´ na´m uda´va´ velikost testovane´ posloupnosti dat.
Snahou je vzˇdy co nejv´ıce omezit chybu II. typu, protozˇe vy´hodneˇjˇs´ı je odmı´tnout dobry´
genera´tor, nezˇ prˇijmout sˇpatny´. To by totizˇ mohlo zp˚usobit velke´ komplikace a hrozive´
na´sledky jeho pra´ce prˇi dalˇs´ım pouzˇit´ı. V praxi se cˇasto vol´ı v testech velikost testovane´ho
vzorku dat a hladina vy´znamnosti α, z nichzˇ se urcˇ´ı pomoc´ı kriticke´ho bodu hodnota β.
4.3.2 P − hodnota
P−hodnota (v anglicˇtineˇ oznacˇovana´ P−value nebo P−level) na´m uda´va´ pravdeˇpodobnost
s jakou dokonaly´ genera´tor vygeneruje posloupnost cˇ´ısel me´neˇ na´hodnou, nezˇ je posloup-
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Za´veˇr
Skutecˇna´ situace Prˇ´ıjmut´ı H0 Prˇ´ıjmut´ı Ha (Odmı´tnut´ı H0)
Posloupnost je na´hodna´ Nen´ı chyba Chyba I. typu
Posloupnost nen´ı na´hodna´ Chyba II. typu Nen´ı chyba
Tabulka 4.1: Typy chyb
nost cˇ´ısel testovany´ch dat. Zava´d´ıme P − hodnotu hypote´zy, cozˇ je prˇesneˇ nejmensˇ´ı pozo-
rovana´ hladina vy´znamnosti, na ktere´ mu˚zˇe by´t nulova´ hypote´za zamı´tnuta [11]. Cˇ´ım v´ıce
se hodnota bl´ızˇ´ı k 1, t´ım je testovana´ posloupnost kvalitneˇjˇs´ı, cozˇ znamena´ v tomto prˇ´ıpadeˇ
na´hodneˇjˇs´ı. Pokud se hodnota bl´ızˇ´ı k 0, jde o posloupnost nekvalitn´ı. V krajn´ıch prˇ´ıpadech,
kdy P − hodnota = 1 a P − hodnota = 0, jde o perfektn´ı na´hodnou posloupnost a o zcela
nena´hodnou sekvenci cˇ´ısel.
Jak ale rozhodneme zda je testovana´ sekvence na´hodna´ a prˇijmeme tak nulovou hy-
pote´zu? Odpoveˇd’ je jednoducha´. Porovna´me P −hodnotu s hladinou vy´znamnosti α. Plat´ı:
P − hodnota ≤ α ⇒ Ha
P − hodnota > α ⇒ H0
Prˇi pouzˇit´ı P − hodnoty v testova´n´ı postupujeme obdobneˇ jako v klasicke´m postupu
testova´n´ı. Rozd´ıl se projev´ı azˇ prˇi rozhodnova´n´ı o prˇijet´ı hypote´zy. Na za´kladeˇ vypocˇtene´
statisticke´ hodnoty testu (viz kapitola 4.3.1 bod 4) vypocˇteme P −hodnotu. V na´sleduj´ıc´ım
kroku rozhodneme o prˇijet´ı nulove´ hypote´zy: je-li P − hodnota mensˇ´ı nebo rovna hladineˇ
vy´znamnosti prˇij´ıma´me alternativn´ı hypote´zu. V opacˇne´m prˇ´ıpadeˇ prˇ´ıj´ıma´me nulovou hy-
pote´zu a alternativn´ı zamı´ta´me.
4.3.3 Ch´ı-kvadra´t χ2
Cˇasto se v testech setka´va´me s univerza´ln´ım statisticky´m krite´riem χ2, ktere´ho se vyuzˇ´ıva´
prˇi vyhodnocova´n´ı veˇtsˇiny statisticky´ch test˚u. Nazy´va´me ho Pearsonovy´m ch´ı-kvadra´tem
rozlozˇen´ı nebo take´ χ2 testem.
Pokud si vsˇechna na´hodna´ cˇ´ısla rozdeˇl´ıme do k kategori´ı mu˚zˇeme vy´slednou hodnotu
ch´ı-kvadra´tu V vypocˇ´ıst ze vztahu
V =
k∑
i=1
(yi − npi)2
npi
, kde N je pocˇet navza´jem neza´visly´ch pokus˚u resp. pocˇet cˇ´ısel testovane´ vstupn´ı sekvence
(viz [15], [17]). Symbol pi oznacˇuje pravdeˇpodobnost, zˇe vy´sledek pokusu padne do katego-
rie i. yi je pocˇet pokus˚u, ktere´ opravdu do kategorie i padly. Neˇkdy se take´ pouzˇ´ıva´ mı´sto
symbolu yi symbol Oi jako pozorovana´ empiricka´ cˇetnost v intervalu i a se symbolem Ei,
ktery´ znacˇ´ı ocˇeka´vanou (prˇedpokla´danou) cˇetnost v intervalu i a je rovno npi. Pro urcˇen´ı
zda je hodnota ch´ı-kvadra´tu vyhovuj´ıc´ı zava´d´ıme stupenˇ volnosti v a je roven:
v = k − 1
Zna´me-li tedy vy´sledek ch´ı-kvadra´tu a zna´me stupenˇ volnosti, mu˚zˇeme podle statis-
ticky´ch tabulek urcˇit hladinu vy´znamnosti, ktera´ teˇmto hodnota´m odpov´ıda´ [17].
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4.4 Prˇ´ıklady statisticky´ch test˚u
V na´sleduj´ıc´ıch odd´ılech jsou uvedeny prˇ´ıklady a popisy statisticky´ch test˚u. Jsou rozdeˇleny
podle testovane´ vlastnosti posloupnosti na trˇi odd´ıly a to na testy rovnomeˇrnosti, testy
na´hodnosti a testy transformovany´ch rozlozˇen´ı. Testy neˇkdy testuj´ı i v´ıce vlastnost´ı za´rovenˇ,
v tom prˇ´ıpadeˇ jsou uvedeny pouze jednou a to tam, kde je to vhodneˇjˇs´ı. Deˇlen´ı podkapitol
bylo prˇevzato z [17].
Neˇktere´ testy maj´ı dvoj´ı podobu. Jedna prˇedstavuje test urcˇeny´ pro kryptografii a pra-
cuje prˇedevsˇ´ı s bitovou posloupnost´ı nul a jednicˇek. Druhou formou jsou testy pracuj´ıc´ı
s normovanou posloupnost´ı (interval 〈0, 1〉), tvorˇenou obecny´m desetinny´m cˇ´ıslem cˇi cely´m
cˇ´ıslem pokud pracujeme v obecne´m intervalu. Protozˇe se v te´to pra´ci zaob´ıra´me prˇedevsˇ´ım
genera´tory pro simulaci a jejich vy´stupem, zaj´ıma´ na´s hlavneˇ druha´ forma test˚u. Prˇesto
se neˇkde pro zaj´ımavost zmı´n´ıme i o jejich tvaru pro testova´n´ı kryptograficky´ch genera´tor˚u.
Pozn.: Prˇi pra´ci jsem hojneˇ vyuzˇil hlavneˇ materia´l˚u z knihy [12], kde je podrobneˇ
popsa´no mnoho test˚u. Protozˇe jsem z te´to publikace cˇerpal opravdu cˇasto, nebudu ji
zd˚uraznˇovat pokazˇde´, ale pouze ve vy´znamny´ch cˇa´stech.
4.5 Testy rovnomeˇrnosti rozlozˇen´ı
4.5.1 Test rovnomeˇrnosti
Testujeme zda ma´ posloupnost cˇ´ısel na cele´m intervalu rovnomeˇrne´ rozlozˇen´ı. Rozdeˇl´ıme
interval na k podinterval˚u. Padnut´ı urcˇite´ hodnoty do i-te´ho intervalu ma´ pravdeˇpodobnost
1
k . Pomoc´ı χ
2 potom vyhodnot´ıme teoreticky´ pocˇet generovany´ch velicˇin, ktere´ padnou
do jednotlivy´ch interval˚u a jejich skutecˇny´ pocˇet. Mluv´ıme tedy o aplikova´n´ı χ2 tak, jak je
popsa´n v prˇedesˇle´ kapitole 4.3.3.
Pokud si do vzorce pro vy´pocˇet hodnoty χ2 zavedeme jesˇteˇ promeˇnou mi znacˇ´ıc´ı pocˇet
hodnot v i-te´m intervalu, mu˚zˇeme u´pravou vzorce z´ıskat zjednodusˇeny´ na´sleduj´ıc´ı tvar:
V =
k
n
k∑
i=1
(mi − n
k
)2
Hodnota n zde oznacˇuje celkovy´ pocˇet cˇ´ısel ve vstupn´ıch datech.
V kryptografii je tento test zameˇrˇen na kontrolu jednicˇek a nul v bina´rn´ım vyja´drˇen´ı
vstupn´ı posloupnosti. Spocˇ´ıta´ pomeˇr pocˇtu jednicˇek a nul. Tento pomeˇr by se meˇl bl´ızˇit
hodnoteˇ 0,5. Veˇtsˇ´ı odchylka od strˇedu znacˇ´ı prˇevahu jedne´ z hodnot.
4.5.2 Se´riovy´ test
Tento test zobecnˇuje test rovnomeˇrnosti pro v´ıce dimenz´ı tzn. pro vysˇsˇ´ı pocˇet n-tic (nejcˇas-
teˇji pro dvojice cˇi trojice) tedy ve v´ıcedimenziona´ln´ım prostoru. Takovy´ prostor oznacˇujeme
jako d-dimenziona´ln´ı.
Vy´pocˇet vycha´z´ı z klasicke´ho testu rovnomeˇrnosti (viz kapitola vy´sˇe 4.5.1) s u´pravami
vzorce pro vysˇsˇ´ı pocˇet dimenz´ı d.
V (d) =
kd
n
k∑
i1=1
k∑
i2=1
· · ·
k∑
id=1
(mi1i2···id −
n
kd
)2
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Symboly maj´ı stejny´ vy´znam jako v prˇedesˇly´ch vzorc´ıch χ2. Prˇedevsˇ´ım v jizˇ zmı´neˇne´
prˇedchoz´ı kapitole.
4.5.3 Kolmogorov – Smirnof test
Rˇesˇ´ı hlavn´ı nevy´hodu a proble´m χ2 testu. U klasicke´ho testu rovnomeˇrnosti je nejteˇzˇsˇ´ı
specifikovat jednotlive´ intervaly, tzn. urcˇit pocˇet interval˚u a jejich velikost. Nav´ıc χ2 test
byl navrzˇen pro diskre´tn´ı rozlozˇen´ı a proto prˇi pouzˇit´ı na spojite´ rozlozˇen´ı pracujeme s jeho
aproximac´ı [7].
Princip Kolmogorov – Smirnof testu spocˇ´ıva´ v porovna´va´n´ı empiricke´ distribucˇn´ı funkce
Fn(x) a distribucˇn´ı funkce prˇedpokla´dane´ho rozlozˇen´ı F ′(x). Vstupn´ı data se nijak nese-
skupuj´ı a nen´ı nutne´ vymezovat a urcˇovat intervaly. Dalˇs´ı vy´hodou je jeho spra´vnost pra´ce
pro jakoukoli velikost vstupn´ı sekvence.
Nevy´hodami jsou jeho mozˇnosti pouzˇit´ı. Nelze jej pouzˇ´ıt vsˇude tam, kde lze testovat
pomoc´ı χ2 testu. Dalˇs´ımi podmı´nkami pro spra´vnou pra´ci je zna´most vsˇech parametr˚u
prˇedpokla´dane´ho rozlozˇen´ı a rozlozˇen´ı je spojite´.
Nejprve si pro dalˇs´ı pra´ci definujeme znovu empirickou distribucˇn´ı funkci a to na´sledovneˇ:
Fn(x) =
pocˇet na´hodny´ch cˇ´ısel ≤ x
n
n je velikost vstupn´ıho vzorku (celkovy´ pocˇet hodnot).
Prˇi vy´pocˇtu hodnoty Kolmogorov – Smirnof testu Dn na´s zaj´ıma´ nejveˇtsˇ´ı rozd´ıl mezi
hodnotou empiricke´ distribucˇn´ı funkce na´hodne´ promeˇnne´ Fn(x) a prˇedpokla´dane´ dis-
tribucˇn´ı funkce F ′(x) pro vsˇechna x. Vzorec je pak:
Dn = max
x
{|Fn(x)− F ′(x)|}
Statisticka´ hodnota Dn mu˚zˇe by´t vypocˇ´ıta´na pomoc´ı:
D+n = max
1≤i≤n
{
i
n
− F ′(X(i))
}
a
D−n = max
1≤i≤n
{
F ′(X(i))−
i− 1
n
}
Vy´sledek z´ıska´me vy´beˇrem:
Dn = max {D+n , D−n }
Nyn´ı stacˇ´ı jizˇ rozhodnout o prˇijet´ı resp. odmı´tnut´ı nulove´ hypote´zy H0. Obecneˇ plat´ı,
zˇe cˇ´ım je Dn veˇtsˇ´ı, t´ım je vstup mı´nˇ kvalitn´ı. Prˇi konecˇne´m vyhodnocova´n´ı mu˚zˇe nastat
v´ıce prˇ´ıpad˚u. Nejjednodusˇsˇ´ım prˇ´ıpadem je znalost vsˇech mozˇny´ch parametr˚u. H0 bude
zamı´tnuta pokud bude platit:(√
n+ 0, 12 +
0, 11√
n
)
Dn > c1−α
, kde c1−α je kriticka´ hodnota prˇi dane´m hladineˇ vy´znamnosti a bere se z tabulky (viz [12],
kde je i v´ıce podrobnost´ı o testu).
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4.5.4 Rozlozˇen´ı maxima z n cˇlen˚u
Bereme postupneˇ n-tice po sobeˇ jdouc´ıch na´hodny´ch cˇ´ısel vygenerovane´ posloupnosti
x1, x2, . . . , xn. Vypocˇteme hodnoty U = [max(x1, x2, . . . , xn)]n a takto vzniklou posloupnost
podrob´ıme testu rovnomeˇrnosti viz [17].
4.6 Testy na´hodnosti rozlozˇen´ı
Protozˇe genera´tory pseudona´hodny´ch cˇ´ısel pracuj´ı podle urcˇite´ho algoritmu, vzˇdy najdeme
urcˇite´ souvislosti a za´konitosti vy´stupn´ı posloupnosti. Proto zjiˇst’ujeme mı´ru na´hodnosti,
kterou pak cˇ´ıselneˇ ohodnot´ıme.
4.6.1 Test na intervalu
Kvalitu na´hodnosti rozlozˇen´ı zde testujeme proveˇrˇen´ım de´lky posloupnosti pseudona´hodny´ch
cˇ´ısel mezi dveˇma hodnotami, ktere´ padnou do stejne´ho, prˇedem zvolene´ho intervalu.
Oznacˇ´ıme si pocˇet hodnot v nejdelˇs´ı posloupnosti nebo zvol´ıme maxima´ln´ı takovou hod-
notu, po kterou na´s velikost de´lky zaj´ıma´, symbolem h. Budeme pocˇ´ıtat cˇetnosti pro vsˇechny
posloupnosti de´lky t. t naby´va´ postupneˇ hodnot 0, 1, 2 . . . h [18]. Vycˇ´ısl´ıme pocˇty posloup-
nost´ı stejny´ch de´lek a zhodnot´ıme krite´riem χ2, kde pravdeˇpodobnost oznacˇuj´ıc´ı posloup-
nost de´lky t je:
pt = (b− a)(1− (b− a))t
S t´ım, zˇe a oznacˇuje hodnotu doln´ı mezi intervalu a b horn´ı mezi.
Test lze vyuzˇ´ıt pouze pro zkouma´n´ı posloupnosti s normovany´m rovnomeˇrny´m rozlozˇe-
n´ım R(0, 1) nebo jej´ı podsekvence.
4.6.2 Poker test
Vygenerujeme k skupin o m hodnota´ch (prˇi klasicke´m poker testu je m = 5). r oznacˇuje
pocˇet r˚uzny´ch cˇ´ıslic ve skupineˇ. Pomoc´ı χ2 srovna´va´me ocˇeka´vane´ a pozorovane´ cˇetnosti
s pravdeˇpodobnost´ı pr, kdy:
pr =
d(d− 1) · · · (d− r + 1)
dm
{m
r
}
d urcˇuje maxima´ln´ı mozˇnou hodnotu generovane´ velicˇiny zveˇtsˇenou o 1,
{
m
r
}
je Stirlingovo
cˇ´ıslo (viz kapitola 4.6.5). Popis tohoto testu lze naj´ıt v [17].
4.6.3 Test mezer
Pokud vezmeme trˇi po sobeˇ na´sleduj´ıc´ı cˇ´ısla a, b, c z testovane´ posloupnosti, jejich po-
rovna´n´ım dostaneme na´sleduj´ıc´ı za´pisy:
a < b < c, a > b > c, a > c > b, a < c < b, c > a > b, c < a < b
Rovnost zde nebereme v u´vahu. Pak pocˇet vy´skyt˚u teˇchto mozˇnost´ı ve zkoumane´ posloup-
nosti mu˚zˇeme statisticky zhodnotit χ2. Protozˇe je 6 mozˇny´ch situac´ı je pravdeˇpodobnost 16
[17].
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4.6.4 Test autokorelace
Tento test urcˇuje stupenˇ, hladinu neza´vislosti vzork˚u. Pokud se testova´ statistika ρj rovna´
nule je vzorek neza´visly´ a totozˇny´ s rozlozˇen´ım na´hodne´ promeˇnne´. Definovany´ je takto:
ρj =
Cj
C0
, kde
Cj = cov(Xi, Xi+j) = E(XiXi+j)− E(Xi)E(Xi+j)
Funkce cov znacˇ´ı kovarianci mezi vstupy v sekvenci rozdeˇlene´ hodnotou j, tzn. mı´ru vza´-
jemne´ vazby mezi dveˇma na´hodny´mi velicˇinamiXi aXi+j . Nejzaj´ımaveˇjˇs´ı variantou je, kdyzˇ
vstupn´ı promeˇnne´ Xi maj´ı normovane´ rovnomeˇrne´ rozlozˇen´ı R(0, 1) a p´ıˇseme
Xi = Ri. Dosta´va´me tak konkre´tn´ı hodnoty E(Ri) = E(Ri+j) = 12 , C0 =
1
12 z toho
z´ıska´me Cj = E(RiRi+j)− 14 . Doplneˇn´ım do vzorce pro ρj z´ıska´me:
ρj = 12E(RiRi+j)− 3
V praxi nepocˇ´ıta´me vsˇak ρj z E(RiRi+j), ale prˇ´ımo z R1, R1+j , R1+2j , . . .
Pak mu˚zˇeme psa´t prˇ´ımo vzorec:
ρ′j =
12
h+ 1
h∑
k=0
R1+kjR1+(k+1)j − 3
,kde h = [ (n−1)j ] − 1. Prˇepokla´dejme nyn´ı, zˇe hodnoty posloupnosti s rovnomeˇrny´m rozlo-
zˇen´ım Ri jsou neza´visle´. Mu˚zˇeme pak psa´t:
D(ρ′j) =
13h+ 7
(h+ 1)2
D(ρ′j) zde znacˇ´ı varianci neboli rozptyl.
Jak jizˇ bylo uvedeno, znacˇ´ı na´m nulova´ hypote´za neza´vislost vzorku. Pokud plat´ı ρ = 0
je vzorek neza´visly´ a prˇ´ıj´ıma´me hypote´zu H0. Hodnota statisticke´ho testu je da´na vzorcem:
Aj =
ρ′j√
D(ρ′j)
a meˇla by se bl´ızˇit normovane´mu norma´ln´ımu rozlozˇen´ı. Vy´sledek pak zhodnot´ıma na hla-
dineˇ vy´znamnosti α a to tak, zˇe pokud je absolutn´ı hodnota |Aj | veˇtsˇ´ı nezˇ hodnota v kri-
ticke´m bodeˇ normovane´ho norma´ln´ıho rozlozˇen´ı N(0, 1) tedy v bodeˇ 1 − α2 . Tyto hodnoty
mu˚zˇeme urcˇit naprˇ´ıklad z tabulky nacha´zej´ıc´ı se v knize [12].
4.6.5 Test sbeˇratele kupo´n˚u
Prozkouma´va´ posloupnosti na´hodny´ch cˇ´ısel a zaznamena´va´ de´lky sekvenc´ı, v nichzˇ se ob-
jev´ı vsˇechny mozˇne´ cˇleny posloupnosti z intervalu 〈0, d − 1〉 minima´lneˇ jednou. Hodnotu
d nastavujeme z mnozˇiny {0,1,2,3} vzˇdy vsˇak maxima´lneˇ 3, protozˇe da´le ve vy´pocˇtu jsou
pouzˇita Stirlingova cˇ´ısla druhe´ho druhu, ktera´ naby´vaj´ı velmi rychle vysoky´ch hodnot [7],
[18]. Pro ohodnocen´ı testu se pouzˇ´ıva´ opeˇt χ2 testu, pro neˇjzˇ pocˇ´ıta´me pravdeˇpodobnost,
zˇe posloupnost s pocˇtem hodnot m neobsahuje vsˇechna mozˇna´ cˇ´ısla [17].
pr =
d!
dm
{m
d
}
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{
m
d
}
je Stilingovo cˇ´ıslo druhe´ho druhu. Urcˇuje se naprˇ´ıklad z tabulky. Vı´ce o Stirlingovy´ch
cˇ´ıslech je napsa´no v [21] i s dalˇs´ımi odkazy.
4.6.6 Run test
Test je urcˇen pouze pro urcˇen´ı na´hodnosti posloupnosti. Kontroluje v testovane´ posloupnosti
neprˇerusˇenou posloupnost sta´le rostouc´ı, respektive sta´le klesaj´ıc´ı sekvenci hodnot. Podle
toho deˇl´ıme tento test na ”run-up“ kontroluj´ıc´ı rostouc´ı sekvenci a na test kontroluj´ıc´ı
klesaj´ıc´ı sekvenci ”run-down“.
Nejprve je prˇi vy´pocˇtu nutne´ spocˇ´ıtat pocˇet po sobeˇ jdouc´ıch cˇ´ısel, splnˇuj´ıc´ıch vy´sˇe
popsana´ pravidla. Pocˇet posloupnost´ı stejne´ de´lky znacˇ´ıme jako runi, kde i znacˇ´ı pra´veˇ
de´lku posloupnosti a plat´ı 1 ≤ i ≤ 6. Ma´me tak pouze run1, run2, . . . ,run6. Posloupnosti
delˇs´ı nezˇ 6 se pocˇ´ıtej´ı k run6. Tuto hodnotu urcˇujeme postupneˇ pr˚uchodem vstupn´ımi
hodnotami [3].
Naprˇ´ıklad ma´me-li posloupnost cˇ´ısel X = (2, 4, 7, 3, 1, 9, 6, 8). Vy´sledkem pr˚uchodu
mu˚zˇe by´t pole RUN = (3, 1, 2, 2), kde hodnoty v poli oznacˇuj´ı po sobeˇ jdouc´ı cˇ´ısla v sta´le
rostouc´ı posloupnosti a z´ıska´me tak hodnoty run1 = 1, run2 = 2 a run3 = 1. Pro i = 4, 5, 6
plat´ı runi = 0.
Vy´sledna´ hodnota testu se spocˇ´ıta´ na´sledovneˇ:
V =
1
n
6∑
i=1
6∑
j=1
aij(runi − nbi)(runj − nbj)
Konstanta aij je hodnota vybra´na z matice 6 × 6. Prˇesne´ hodnoty najdeme v knize
pana Knutha [10]. Konstanta bi je hodnota z vektoru uvedene´m tamte´zˇ, n je pocˇet vzork˚u.
Pro doporucˇovany´ pocˇet vzork˚u n > 4000 se bude V bl´ızˇit k χ2 rozlozˇen´ı se stupneˇm
volnosti v = 6. Pak mu˚zˇeme potvrdit nulovou hypote´zu [12].
V kryptograficky´ch testech se ve vstupn´ıch datech hleda´ neprˇerusˇena´ sekvence jedne´
z bina´rn´ıch hodnot (tedy 0 nebo 1), ktera´ je z obou stran ohranicˇena bitem s opacˇnou
hodnotou. i oznacˇuje pocˇet teˇchto uzavrˇeny´ch bit˚u stejne´ hodnoty. Urcˇujeme zda je pocˇet
teˇchto sekvenc´ı skutecˇneˇ na´hodny´ [11].
4.7 Testy transformovany´ch rozlozˇen´ı
I po proveden´ı test˚u rovnomeˇrne´ho rozlozˇen´ı, mus´ıme po transformaci posloupnosti jesˇteˇ
otestovat, zda vy´sledne´ rozlozˇen´ı opravdu odpov´ıda´ pozˇadovane´mu a zda se neobjevila
dosud neodhalena´ chyba.
4.7.1 Test dobre´ shody χ2
Pro testova´n´ı transformovany´ch rozlozˇen´ı se pouzˇ´ıva´ test dobre´ shody, ktery´ testuje spra´v-
nost parametr˚u rozlozˇen´ı i jeho tvar. Postup prova´deˇn´ı testu je na´sleduj´ıc´ı:
1. Vygenerova´n´ı kontrolovane´ho souboru hodnot na´hodne´ velicˇiny s pozˇadovany´m roz-
lozˇen´ım.
2. Z´ıska´n´ı srovna´vac´ıho souboru se spra´vny´mi parametry i tvarem.
3. Srovna´n´ı obou soubor˚u vy´pocˇtem hodnoty χ2.
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4. Zhodnocen´ı vy´sledk˚u test˚u na za´kladeˇ urcˇite´ hladiny vy´znamnosti.
Existuje jesˇteˇ mnoho dalˇs´ıch test˚u s r˚uzny´mi principy pra´ce. Jsou popsane´ v´ıce cˇi me´neˇ
v mnoha publikac´ıch. Nejcˇasteˇji se s novy´mi testy setka´va´me v implementac´ıch testovy´ch
bateri´ı, kde jsou popsa´ny v manua´lech teˇchto aplikac´ı. Tato velka´ sˇka´la test˚u je velmi sˇiroka´
a nelze se vsˇemi testy zaby´vat a vsˇechny je podrobneˇ popsat. Testy zde uvedene´ patrˇ´ı mezi
ty nejrozsˇ´ıˇreneˇjˇs´ı a nejpouzˇ´ıvaneˇjˇs´ı.
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Kapitola 5
Prakticka´ cˇa´st – rozbor
implementace
V te´to prˇedposledn´ı kapitole bude popsa´na prakticka´ cˇa´st bakala´rˇske´ pra´ce. Skla´da´ se z na´-
vrhu a popis˚u implementac´ı vybrany´ch genera´tor˚u. Transformac´ı rovnomeˇrne´ho rozlozˇen´ı
na jiny´ druh a testova´n´ı vy´sledne´ posloupnosti. V za´veˇru te´to kapitoly otestujeme vyge-
nerovane´ posloupnosti vytvorˇeny´mi testy a podle vy´sledk˚u zhodnot´ıme implementovane´
genera´tory.
5.1 Na´vrh genera´tor˚u
Pro implementaci jsem si vybral hlavn´ı druhy genera´tor˚u pouzˇ´ıvane´ v modelova´n´ı a simu-
lac´ıch. Jsou to linea´rn´ı kongruentn´ı genera´tor a Mersenne Twister genera´tor. Oba se vy-
znacˇuj´ı trochu jiny´mi vlastnostmi a nacha´zej´ı uplatneˇn´ı v r˚uzny´ch aplikac´ı.
Protozˇe jde veˇtsˇinou o aplikace, pouzˇ´ıvaj´ıc´ı jednoduche´ funkce, zvolil jsem pro im-
plementaci jednoduchy´, ale vy´konny´ programovac´ı jazyk C/C++ integrovany´ v prostrˇed´ı
Borland C++ Builderu. Algoritmy genera´tor˚u maj´ı sice jednoduchou strukturu s maly´m
pocˇtem funkc´ı, ale s na´rokem na rychlost velke´ho pocˇtu prova´deˇny´ch operac´ı (jako jsou
bitove´ na´soben´ı, scˇ´ıta´n´ı, posun nebo operace deˇlen´ı a modulo), cˇemuzˇ jazyk C/C++ plneˇ
vyhovuje.
Z d˚uvod˚u velke´ho rozsˇrˇen´ı 32 – bitovy´ch pocˇ´ıtacˇovy´ch platforem jsem se rozhodl z hle-
diska rychlosti, pouzˇ´ıt v aplikac´ıch 4B bezzname´nkove´mu celocˇ´ıselne´mu datove´mu typu
(v jazyku C/C++ je odpov´ıdaj´ıc´ı datovy´ typ unsigned long). To umozˇnˇuje pouzˇ´ıvat im-
plicitn´ı operaci modulo a sˇetrˇit cˇas. Vna´sˇ´ı to vsˇak omezen´ı na pouzˇitou platformu.
V dalˇs´ı cˇa´sti textu naznacˇ´ım vnitrˇn´ı strukturu a implementaci algoritmu˚ prˇedstavuj´ıc´ı
vybrane´ genera´tory. Nebudu je zde rozeb´ırat teoreticky (to je popsa´no v kapitole 2.2), ale
uka´zˇu a pop´ıˇsu zde d˚ulezˇite´ cˇa´sti ko´du.
5.1.1 Linea´rn´ı kongruentn´ı genera´tor – implementace
LCG genera´tor ma´ velmi jednoduchou vnitrˇn´ı strukturu a ja´dro se skla´da´ pouze z jedne´
generuj´ıc´ı funkce a definova´n´ı konstant. Pra´veˇ hodnoty konstant se mus´ı volit velmi pecˇliveˇ.
Veˇtsˇinou se vyuzˇ´ıvaj´ı oveˇrˇene´ a uzˇ odzkousˇene´ konstanty. Nejcˇasteˇji pouzˇ´ıvane´ hodnoty
konstant ukazuje tabulka 5.1.
Pra´veˇ tyto konstanty je mozˇne´ zvolit i ve vytvorˇene´ aplikaci.
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Cˇ. Multiplikacˇn´ı Aditivn´ı Modul
a b m
1 69 069 1 232
2 1 664 525 1 013 904 223 232
3 907 633 385 129 232
4 715 136 305 2 147 001 325 232
5 1 103 515 245 12 345 232
Tabulka 5.1: Tabulka pouzˇ´ıvany´ch hodnot konstant LCG genera´toru
Na´sleduj´ıc´ı ko´d ukazuje strucˇneˇ hlavn´ı cˇa´sti implementace LCG genera´toru.
// Inicializace konstant
static unsigned long xi = seed; //pocˇa´tecˇnı´ hodnoty
static unsigned long a = 69069; //multiplikacˇnı´ konstanta
static unsigned long b = 1; //aditivnı´ konstanta
// Funkce generova´nı´ cˇı´sel
double Random(void)
{
xi = (xi * a + b); //implicitnı´ operace modula
return xi / ((double) ULONG_MAX + 1);
}
Na zacˇa´tku jsou definovane´ konstanty a pocˇa´tecˇn´ı hodnota (semı´nko) na´sledovane´ ge-
neruj´ıc´ı funkc´ı.
5.1.2 Mersenne twister – implementace
Implementace genera´toru Mersenne Twister uzˇ nen´ı tak jednoducha´, jako implementace
LCG genera´toru. I kdyzˇ samotna´ struktura se skla´da´ pouze ze trˇ´ı kra´tky´ch funkc´ı obsahuj´ı
tyto funkce slozˇite´ vy´pocˇty za pouzˇit´ı prˇedevsˇ´ım bitovy´ch operac´ı.
Prˇed samotnou implementac´ı funkc´ı, mus´ıme definovat cˇasto pouzˇ´ıvane´ konstanty a de-
klarovat pomocne´ pole, se ktery´m se pracuje:
// Definice velikosti pole a pomocny´ch masek
#define N 624
#define UPPER_MASK 0x80000000UL
#define LOWER_MASK 0x7fffffffUL
// Deklarace pole
unsigned long MerTwi[N];
Jako prvn´ı je nutne´ inicializovat na pocˇa´tku pole cˇ´ısel pro dalˇs´ı pra´ci. Tato funkce
ocˇeka´va´ (pokud neurcˇ´ıme implicitneˇ) jako parametr pocˇa´tecˇn´ı hodnotu tzv. semı´nko:
void initArray(unsigned long seed)
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{
MerTwi[0]=seed;
for(unsigned int i = 1; i < N; i++)
{
MerTwi[i] = 1812433253UL * (MerTwi[i-1] ^ (MerTwi[i-1] >> 30)) + i;
}
}
Nyn´ı jizˇ mu˚zˇe zacˇ´ıt pracovat funkce pro generova´n´ı cˇ´ısel pomoc´ı vstupn´ıch hodnot z ini-
cializovane´ho pole. Vygenerovane´ cˇ´ısla zapisuje zpa´tky na danou pozici pole.
void generate(void)
{
unsigned long y;
for(unsigned int i = 0; i < N; i++)
{
y = (UPPER_MASK & MerTwi[i]) | (LOWER_MASK & MerTwi[(i+1) % N]);
if(( y % 2) != 0)
{
MerTwi[i] = MerTwi[(i + 397) % N] ^ (y >> 1);
}
else
{
MerTwi[i] = MerTwi[(i + 397) % N] ^ ( y>> 1) ^ 0x9908b0df;
}
}
}
Tato funkce se mus´ı volat, vzˇdy kdyzˇ vycˇerpa´me (vybereme) vsˇechny cˇ´ısla z pole. Pote´ je
nutne´, aby se na´m sekvence cˇ´ısel neopakovala a perioda nebyla pouze N, znovu vygenerovat
cele´ nove´ pole.
Abychom vsˇak z´ıskali urcˇite´ cˇ´ıslo z tohoto pole, nemu˚zˇeme ho jen tak prˇecˇ´ıst prˇ´ımo
z dane´ pozice. Je nutne´ si toto cˇ´ıslo na dane´ pozici vyextrahovat a zabarvit pomoc´ı posledn´ı
pomocne´ funkce, kterou vola´me z hlavn´ı funkce.
double extract(unsigned long position)
{
unsigned long i = position % N;
if(i == 0)
{
generate();
}
unsigned long y = MerTwi[i];
y ^= (y >> 11);
y ^= (y << 7) & 0x9d2c5680UL;
y ^= (y << 15) & 0xefc60000UL;
y ^= (y >> 18);
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return y / ((double)ULONG_MAX +1);
}
V te´to funkci je parametrem position, cozˇ na´m oznacˇuje porˇad´ı generovane´ho cˇ´ısla. Tento
parametr se meˇn´ı od nuly po cˇ´ıslo pozˇadovane´ho pocˇtu generovany´ch cˇ´ısel. Na zacˇa´tku
je videˇt, zˇe tato funkce si generuj´ıc´ı funkci vola´ sama vzˇdy, kdyzˇ vycˇerpa´ cele´ pole pseu-
dona´hodny´ch cˇ´ısel MerTwi[] .
V popisovane´ aplikaci jsem nav´ıc umozˇnil i volbu implicitn´ıho genera´toru pouzˇite´ho
prostrˇed´ı. Hlavneˇ z d˚uvod˚u porovna´n´ı kvality generova´n´ı a vy´sledk˚u test˚u s vlastn´ımi imple-
mentovany´mi genera´tory. Umozˇnil jsem tak z´ıska´n´ı referencˇn´ıch vy´sledk˚u genera´torem, vy-
tvorˇeny´m a zdokonaleny´m vy´voja´rˇi a odborn´ıky firmy Borland. Pro vyuzˇit´ı jsem vsˇak musel
vy´stup genera´toru upravit. Implicitneˇ totizˇ tento genera´tor produkuje na´hodna´ cˇ´ısla v roz-
sahu datove´ho typu zname´nkove´ho integeru. Ja´ vsˇak pracuji s vygenerovany´mi kladny´mi
cˇ´ısly v rozsahu od nuly po konstantu ULONG MAX. Proto jsem nastavil rozsah implicitn´ıho
genera´toru mezi nulou a maxima´ln´ı hodnotou zname´nkove´ho cˇ´ısla. Abych z´ıskal vysˇsˇ´ı cˇ´ısla,
na´sob´ım vy´stup genera´toru dveˇmi. To sice vna´sˇ´ı chybu do vy´stupn´ıch hodnot genera´toru
na pozici nejnizˇsˇ´ıch bit˚u zaznamena´vane´ho cˇ´ısla, ale protozˇe jsou tyto bity na konci trans-
formace orˇeza´ny, mu˚zˇu celou tuto operaci povazˇovat za prˇijatelnou.
Vy´stupem vsˇech teˇchto genera´tor˚u jsou cela´ cˇ´ısla v intervalu od nuly po maxima´ln´ı
hodnotu zvolene´ho datove´ho typu s rovnomeˇrny´m rozlozˇen´ım. Pro transformaci na jina´
rozlozˇen´ı, nebo posun podle pozˇadovany´ch parametr˚u, jsem pouzˇil transformacˇn´ı funkce
popsane´ v na´sleduj´ıc´ı cˇa´sti.
5.2 Na´vrh transformac´ı
Protozˇe bychom si nevystacˇili v aplikac´ıch simuluj´ıc´ı a modeluj´ıc´ı urcˇitou situaci nebo vy´voj
pouze s celocˇ´ıselnou posloupnost´ı s rovnomeˇrny´m rozlozˇen´ım, implementoval jsem v me´
aplikaci transformacˇn´ı funkce. Ty bud’ posunuj´ı a upravuj´ı rovnomeˇrne´ rozlozˇen´ı na jeho
jiny´ tvar, nebo prˇeva´d´ı toto rozlozˇen´ı na pozˇadovane´ rozlozˇen´ı s dany´mi parametry.
Pro prˇevod jsem pouzˇil r˚uzne´ druhy metod, hlavneˇ inverzn´ı metodu a specia´ln´ı scˇ´ıtac´ı
metodu. Pro jiny´ tvar rovnomeˇrne´ho rozlozˇen´ı je nutny´ pouze posun a nastaven´ı intervalu.
Pro transformaci na exponencia´ln´ı rozlozˇen´ı jsem pouzˇil vzorec pro inverzn´ı transformaci,
rozsˇ´ıˇreny´ o upravuj´ıc´ı konstanty pro splneˇn´ı zadany´ch parametr˚u. Nejna´rocˇneˇjˇs´ı transfor-
mac´ı je zmeˇna rovnomeˇrne´ho rozlozˇen´ı na norma´ln´ı.
5.2.1 Rovnomeˇrne´ rozlozˇen´ı – implementace
Z prˇedesˇle´ho v´ıme, zˇe implementovane´ genera´tory na´m da´vaj´ı vy´stup s rovnomeˇrny´m roz-
lozˇen´ım v intervalu od 0 do maxima datove´ho typu, tedy R(0, ULONG MAX). Veˇtsˇinou vsˇak
nechceme tak sˇiroky´ rozsah hodnot. Proto je nutne´ pomoc´ı vzorce dostat tyto hodnoty
do tvaru vyhovuj´ıc´ıho uzˇivateli. Vzorec pro transformaci je:
X = Rn(b− a) + a
Rn znacˇ´ı cˇ´ıslo s normovany´m rovnomeˇrny´m rozlozˇen´ım, a a b jsou doln´ı a horn´ı hranice
vy´sledne´ho intervalu.
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Hodnoty a a b jsou zada´ny uzˇivatelem jako parametr tohoto rozlozˇen´ı. Pro pouzˇit´ı te´to
transformace tedy potrˇebujeme uzˇ jen pouze cˇ´ıslo s normovany´m rovnomeˇrny´m rozlozˇen´ım.
Posloupnost s rovnomeˇrny´m rozlozˇen´ım ma´me a stacˇ´ı je pouze vydeˇlit maxima´ln´ı hodnotou
pouzˇite´ho datove´ho typu, abychom z´ıskali normovane´ rozlozˇen´ı. Po u´praveˇ vy´sˇe uvedene´ho
vzorce s novy´mi poznatky, vypada´ vy´sledny´ vzorec na´sledovneˇ:
X =
R
ULONG MAX + 1
(b− a) + a
V tomto tvaru je i pouzˇit ve funkci aplikace.
5.2.2 Exponencia´ln´ı rozlozˇen´ı – implementace
K transformaci na exponencia´ln´ı rozlozˇen´ı jsem pouzˇil velmi vy´hodne´ inverzn´ı metody trans-
formace. Protozˇe exponencia´ln´ı funkce ma´ jednoduchy´ pr˚ubeˇh, snadno nalezneme inverzn´ı
funkci, kterou je zcela jisteˇ funkce logaritmu. Transformace se rˇ´ıd´ı vzorcem:
X = x0 + (−A ln(Rn))
, kde x0 znacˇ´ı posun, A intenzitu prˇ´ıchod˚u a oba jsou parametry zada´vany´mi uzˇivatelem.
Rn je opeˇt cˇ´ıslo z R(0, 1). Z´ıska´n´ı Rn jsem popsal, jizˇ v prˇedchoz´ı kapitole, nebo jej lze
z´ıskat vola´n´ım funkce pro transformaci rovnomeˇrne´ho rozlozˇen´ı v intervalu od 0 do 1.
5.2.3 Norma´ln´ı rozlozˇen´ı – implementace
U transformace na norma´ln´ı rozlozˇen´ı vycha´z´ıme ze zna´my´ch vlastnost´ı tohoto rozlozˇen´ı.
Du˚lezˇity´m poznatkem, ktery´ jsem vyuzˇil prˇi rˇesˇen´ı transformacˇn´ı funkce, je vlastnost,
zˇe scˇ´ıta´n´ım v´ıce neza´visly´ch na´hodny´ch hodnot libovolne´ho rozlozˇen´ı z´ıska´me rozlozˇen´ı
norma´ln´ı. Tato metoda vycha´z´ı z centra´ln´ı limitn´ı veˇty, kdy rozdeˇlen´ı strˇedn´ı hodnoty n
neza´visly´ch na´hodny´ch hodnot s libovolny´m rozlozˇen´ım, se prˇi zveˇtsˇova´n´ı n bl´ızˇ´ı k norma´l-
n´ımu rozlozˇen´ı [17]. Prˇi pouzˇit´ı n = 12 pouzˇijeme vzorec:
X = (
12∑
i=1
Rn − 6)σ + µ
σ, µ jsou opeˇt uzˇivatelem zadane´ parametry. Pro zvy´sˇen´ı kvality by mohlo by´t pouzˇito
n = 24, ale na druhou stranu by byla metoda pomalejˇs´ı.
Pro z´ıska´n´ı jednoho cˇ´ısla z posloupnosti mus´ı by´t vygenerova´no 12 cˇ´ısel s normo-
vany´m rovnomeˇrny´m rozlozˇen´ım. Pro vy´slednou posloupnost o velikosti naprˇ. 10 000 cˇ´ısel
s norma´ln´ım rozlozˇen´ım pravdeˇpodobnosti vy´skytu je zapotrˇeb´ı 120 000 cˇ´ısel normovane´ho
rovnomeˇrne´ho rozlozˇen´ı. Aplikace rˇesˇ´ı tento proble´m tak, zˇe nejprve necha´ zvoleny´ ge-
nera´tor vygenerovat pozˇadovany´ pocˇet cˇ´ısel s rovnomeˇrny´m rozlozˇen´ım. Tyto hodnoty pak
postupneˇ pouzˇije jako semı´nka pro vygenerova´n´ı 12 novy´ch cˇ´ısel s takte´zˇ rovnomeˇrny´m
rozlozˇen´ım. Tato cˇ´ısla jizˇ pouzˇije ve vy´sˇe uvedene´m vzorci. Vola´me sice genere´tor jen jed-
nou pro vytvorˇen´ı semı´nek a pak pokazˇde´ kdyzˇ vytva´rˇ´ıme vy´sledne´ cˇ´ıslo, ale pameˇt’ova´
na´rocˇnost se zvy´sˇ´ı pouze o 12 cˇ´ısel. Ztra´c´ıme sice procesorovy´ cˇas, ale zato sˇetrˇ´ıme cˇasto
d˚ulezˇiteˇjˇs´ı pameˇt’ovy´ prostor nezˇ kdybychom meˇli nara´z generovat dvana´ckra´t v´ıce cˇ´ısel
najednou a drzˇet je v pameˇti. Narozd´ıl od obou prˇedesˇly´ch metod je tato metoda ztra´tova´
a vna´sˇ´ı do transformace vlastn´ı chybu.
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V aplikaci se pozˇadovane´ rozlozˇen´ı i se svy´mi parametry nastavuje na prˇ´ıslusˇne´ za´lozˇce.
Nejprve uzˇivatel vybere druh rozlozˇen´ı a pote´ hodnoty parametr˚u. Prˇednastaveny jsou
parametry pro normovane´ druhy rozlozˇen´ı a uzˇivatel mu˚zˇe nav´ıc zvolit mozˇnost generova´n´ı
pouze cely´ch cˇ´ısel bez desetinne´ cˇa´sti.
Po te´to volbeˇ uzˇ mu˚zˇe by´t spusˇteˇno generova´n´ı, beˇhem neˇjzˇ jsou vygenerova´ny pseu-
dona´hodna´ cˇ´ısla s rovnomeˇrny´m rozlozˇen´ım v intervalu rozsahu hodnot pouzˇite´ho datove´ho
typu. Ihned po vygenerova´n´ı je spusˇteˇna transformacˇn´ı funkce podle zadany´ch u´daj˚u.
Vy´stupem je soubor s hodnotami, odpov´ıdaj´ıc´ımi pozˇadavk˚um uzˇivatele.
5.3 Na´vrh test˚u
Pro implementaci jsem vybral test rovnomeˇrnosti, ktery´ testuje spra´vnou rovnomeˇrnost
rozlozˇen´ı testovane´ posloupnosti. Ostatn´ı testy zkoumaj´ı na´hodnost hodnot vstupn´ıch dat.
Mezi tyto testy patrˇ´ı test mezer a run test, ktery´ je rozdeˇlen na run – up test a na run – down
test.
Testova´n´ı rovnomeˇrnosti da´va´ smysl pouze u se´ri´ı cˇ´ısel s rovnomeˇrny´m rozlozˇen´ım.
Ostatn´ı testy mu˚zˇeme pouzˇ´ıt pro libovolne´ rozlozˇen´ı.
Do te´to podkapitoly zarˇad´ım i implementaci histogramu ,ktery´ se zobrazuje v jedne´
ze za´lozˇek pokud je pozˇadova´n.
5.3.1 Test rovnomeˇrnosti – implementace
Tento jednoduchy´ test nejprve zjist´ı nejnizˇsˇ´ı a nejvysˇsˇ´ı hodnotu testovane´ posloupnosti
a urcˇ´ı podle n´ı rozsah intervalu. Podle uzˇivatelem zadane´ho cˇ´ısla rozdeˇl´ı cely´ interval
na prˇ´ıslusˇny´ pocˇet podinterval˚u. V nich spocˇ´ıta´ vsˇechny vzorky spadaj´ıc´ı pra´veˇ do prˇ´ıslusˇne´ho
podintervalu. Takto z´ıskane´ hodnoty se vyhodnot´ı pomoc´ı χ2.
Nakonec se porovna´ vy´sledna´ hodnota s tabulkovou kritickou hodnotou a rozhodne
se o prˇijet´ı nulove´ hypote´zy o rovnomeˇrnosti.
Funkce pro vy´pocˇet hodnoty testu rovnomeˇrnosti si nejprve cele´ pole testovane´ po-
sloupnosti serˇad´ı podle velikosti a v dalˇs´ım pr˚uchodu pocˇ´ıta´ postupneˇ pocˇet hodnot spa-
daj´ıc´ıch do podintervalu. Protozˇe jsou hodnoty serˇazeny, procha´z´ı jednodusˇe od prvn´ıho
azˇ po posledn´ı podinterval. Serˇazen´ım hodnot posloupnosti ji znehodnot´ım a nemohl bych
da´le prova´deˇt testy na´hodnoti cˇ´ısel, proto tento test vola´m vzˇdy azˇ jako posledn´ı.
5.3.2 Test mezer – implementace
Funkce prˇi pr˚uchodu vstupn´ı posloupnost´ı zjiˇst’uje typ jedne´ z mozˇny´ch kombinac´ı vztah˚u
mezi trˇemi po sobeˇ na´sleduj´ıc´ımi cˇ´ısly viz 4.6.3. Po rozhodnut´ı, o kterou kombinaci jde,
si poznamena´ vy´sledek a posune se da´le na noveˇ vzniklou trojici cˇ´ısel. Po zjiˇsteˇn´ı pocˇt˚u
vy´skyt˚u vsˇech kombinac´ı v cele´ posloupnosti, se takto z´ıskane´ pole hodnot opeˇt zpracuje
funkce χ2. Konecˇny´ vy´sledek vyhodnot´ıme porovna´n´ım s kritickou hodnotou z tabulky.
5.3.3 Run test – implementace
V aplikaci jsou implementova´ny obeˇ varianty run testu run – up i run – down test. Obeˇ
pracuj´ı obdobneˇ tak, zˇe postupny´m pr˚uchodem zjiˇst’uj´ı de´lky sta´le rostouc´ıch resp. sta´le
klesaj´ıc´ıch podposloupnost´ı. V pr˚ubeˇhu pr˚uchodu posloupnost´ı se scˇ´ıta´ pocˇet nalezeny´ch
podsekvenc´ı stejne´ de´lky. Z´ıskane´ pole sˇesti hodnot vy´sledny´ch soucˇt˚u zhodnot´ı vzorcem
podle prˇedpisu v kapitole 4.6.6.
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Po porovna´n´ı s hodnotou kriticke´ho bodu, mu˚zˇeme rozhodnout o prˇijmut´ı cˇi zamı´tnut´ı
hypote´zy na´hodnosti.
Vsˇechny vy´sledky test˚u jsou zobrazova´ny v odpov´ıdaj´ıc´ı za´lozˇce a mu˚zˇou by´t i tisknuty
do csv nebo xml souboru podle jejich pravidel. Prˇi zobrazen´ı vy´sledk˚u test˚u je za´rovenˇ
uka´za´na hodnota kriticke´ho bodu, vy´sledne´ rozhodnut´ı o splneˇn´ı testu a informace zda byl
test prova´deˇn.
Do csv souboru se tisknou informace korektn´ım zp˚usobem. Prvn´ı rˇa´dek pln´ı funkci
hlavicˇky a oznacˇuje druh obsazˇeny´ch polozˇek. Zby´vaj´ıc´ı rˇa´dky obsahuj´ı na´zev a vy´sledek
testu, kritickou hodnotu a hladinu vy´znamnosti, na ktere´ byl test prova´deˇn.
5.3.4 Histogram – implementace
Posledn´ı ze za´lozˇek ve vy´sledne´ aplikaci obsahuje histogram testovane´ posloupnosti. His-
togram je velmi vhodny´ pro zobrazen´ı a kontrolu rozlozˇen´ı pravdeˇpodobnosti testovane´
sekvence cˇ´ısel. Nejde o prˇ´ımo matematicke´ testova´n´ı, ale lze tak rychle a jednodusˇe zjis-
tit vizua´ln´ı kontrolou, jestli se pravdeˇpodobnostn´ı rozlozˇen´ı vy´skytu hodnot ve vstupn´ıch
datech bl´ızˇ´ı prˇedpokla´dane´mu.
Implementace je velmi jednoducha´ a podoba´ se postupu testu rovnomeˇrnosti, kdy se v kazˇ-
de´m z podinterval˚u (jejich pocˇet urcˇuje uzˇivatel) urcˇ´ı pocˇet hodnot do neˇj spadaj´ıc´ıch.
Na´sledneˇ se takto z´ıskany´ soubor hodnot zobraz´ı v grafu, kde na vodorovne´ ose jsou zob-
razeny hodnoty interval˚u a na svisle´ ose pocˇet hodnot spadaj´ıc´ıho do dane´ho intervalu.
V aplikaci mu˚zˇeme rozsah interval˚u a pocˇet obsahuj´ıc´ıch hodnot tisknout stejneˇ jako
testy do csv a xml soubor˚u.
5.4 Testova´n´ı
Postupneˇ jsem testoval vsˇechny posloupnosti vygenerovane´ navrzˇeny´mi genera´tory. Vy´stup-
n´ı posloupnosti teˇchto genera´tor˚u meˇly rovnomeˇrne´ rozlozˇen´ı s intervalem 〈0, 1〉. Testy byly
prova´deˇny na hladineˇ vy´znamnosti α=0,9. Pro porovna´n´ı s r˚uzneˇ nastaveny´mi parame-
try jsem zaznamenal peˇt u´daj˚u u kazˇde´ho genera´toru. Meˇnil jsem velikost testovane´ sek-
vence a pocˇa´tecˇn´ı semı´nko. Protozˇe pracuji porˇa´d na stejne´ hladineˇ vy´znamnosti, mus´ı by´t
vy´sledek testu rovnomeˇrnosti a testu mezer nizˇsˇ´ı nezˇ hodnota χ2 o te´to hladineˇ vy´znamnosti
a stupneˇm volnosti v = 5 tj. mus´ı by´t nizˇsˇ´ı nezˇ hodnota 9,236. Run testy sice nejsou hod-
noceny podle χ2, ale pokud maj´ı splnit nulovou hypote´zu, nesmı´ hodnotu kriticke´ho bodu
vy´razneˇ prˇekrocˇit.
5.4.1 Vy´sledky test˚u
V na´sleduj´ıc´ıch tabulka´ch jsem zaznamenal vy´sledky test˚u s vy´sˇe popsany´mi parametry.
Kazˇda´ tabulka obsahuje vy´sledky test˚u vsˇech implementovany´ch genera´tor˚u prˇi stejny´ch
pocˇa´tecˇn´ıch podmı´nka´ch.
V tabulka´ch vy´sledk˚u jsou LCG genera´tory s r˚uzny´mi vnitrˇn´ımi konstantami oznacˇeny
cˇ´ısly, koresponduj´ıc´ı s tabulkou 5.1 na straneˇ 30.
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Genera´tor Test rovnomeˇrnosti Test mezer Run – up Run – down
LCG cˇ. 1 2,505 0,852 4,824 2,497
LCG cˇ. 2 4,486 1,063 3,509 6,046
LCG cˇ. 3 12,817 8,946 8,592 8,631
LCG cˇ. 4 5,128 0,232 1,569 4,700
LCG cˇ. 5 0,780 4,966 5,490 3,902
Mersenne twister 4,070 4,275 4,905 5,601
Borland Builder 6.0 6,123 10,870 10,959 13,547
Tabulka 5.2: Tabulka vy´sledk˚u test˚u prˇi velikosti vstupn´ıch dat 10 000 a pocˇa´tecˇn´ım
semı´nku 1
Genera´tor Test rovnomeˇrnosti Test mezer Run – up Run – down
LCG cˇ. 1 3,115 2,900 7,081 3,261
LCG cˇ. 2 2,150 0,999 2,430 4,866
LCG cˇ. 3 5,204 6,909 5,107 9,511
LCG cˇ. 4 4,974 3,193 2,584 5,198
LCG cˇ. 5 5,639 1,801 3,631 3,306
Mersenne twister 6,364 3,095 7,378 3,534
Borland Builder 6.0 2,422 4,618 6,482 6,177
Tabulka 5.3: Tabulka vy´sledk˚u test˚u prˇi velikosti vstupn´ıch dat 100 000 a pocˇa´tecˇn´ım
semı´nku 1
Genera´tor Test rovnomeˇrnosti Test mezer Run – up Run – down
LCG cˇ. 1 4,603 0,691 0,658 6,413
LCG cˇ. 2 1,350 1,286 3,356 5,165
LCG cˇ. 3 8,504 1,357 4,093 4,092
LCG cˇ. 4 0,848 5,196 7,632 9,164
LCG cˇ. 5 4,498 1,078 4,388 3,215
Mersenne twister 4,993 5,363 1,803 1,706
Borland Builder 6.0 7,422 3,449 4,453 12,842
Tabulka 5.4: Tabulka vy´sledk˚u test˚u prˇi velikosti vstupn´ıch dat 1 000 000 a pocˇa´tecˇn´ım
semı´nku 1
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Genera´tor Test rovnomeˇrnosti Test mezer Run – up Run – down
LCG cˇ. 1 6,615 1,177 1,831 6,869
LCG cˇ. 2 7,335 1,196 1,544 1,547
LCG cˇ. 3 4,604 1,047 5,203 5,513
LCG cˇ. 4 7,425 8,839 9,938 11,833
LCG cˇ. 5 7,381 0,567 6,534 4,749
Mersenne twister 4,840 2,141 2,777 2,523
Borland Builder 6.0 3,228 1,462 11,911 1,063
Tabulka 5.5: Tabulka vy´sledk˚u test˚u prˇi velikosti vstupn´ıch dat 10 000 000 a pocˇa´tecˇn´ım
semı´nku 1
Genera´tor Test rovnomeˇrnosti Test mezer Run – up Run – down
LCG cˇ. 1 8,164 5,448 4,603 7,929
LCG cˇ. 2 5,285 6,242 7,733 7,731
LCG cˇ. 3 10,356 6,791 12,407 8,394
LCG cˇ. 4 2,889 9,057 3,879 5,166
LCG cˇ. 5 2,613 1,336 5,250 9,422
Mersenne twister 4,038 0,555 4,054 3,631
Borland Builder 6.0 1,578 2,964 3,174 4,994
Tabulka 5.6: Tabulka vy´sledk˚u test˚u prˇi velikosti vstupn´ıch dat 100 000 a pocˇa´tecˇn´ım
semı´nku 1 241 986
5.4.2 Vyhodnocen´ı
Ve vytvorˇeny´ch tabulka´ch 5.2, 5.3, 5.4 a 5.5 jsem porovnal vy´sledne´ posloupnosti genera´tor˚u
prˇi r˚uzneˇ velke´ generovane´ a testovane´ posloupnosti. Porovna´n´ı tabulek ukazuje nestejne´
vy´sledne´ hodnoty test˚u generovany´ch posloupnost´ı prˇi stejny´ch pocˇa´tecˇn´ıch hodnota´ch ge-
nera´tor˚u.
Oveˇrˇil jsem, zˇe kvalitu LCG genera´toru velmi ovlivnˇuj´ı zvolene´ konstanty. V tabulka´ch
je jasneˇ videˇt za´vislost mezi vy´sledky test˚u a pouzˇity´mi konstantami.
Neˇktere´ genera´tory da´vaj´ı lepsˇ´ı vy´sledky rovnomeˇrnosti azˇ pro vysˇsˇ´ı pocˇet vy´stupn´ıch
hodnot (naprˇ´ıklad genera´tor LCG cˇ´ıslo 3 nebo integrovany´ genera´tor prostrˇed´ı Borland
Builder). Naopak u LCG genera´toru cˇ´ıslo 1 je videˇt jeho nedostatky vy´stupu azˇ prˇi vy-
soke´m pocˇtu generovany´ch cˇ´ısel. Pro mensˇ´ı pocˇet vygenerovany´ch cˇ´ısel da´va´ mnohem lepsˇ´ı
vy´sledky testu rovnomeˇrnosti nezˇ prˇi vysoke´m pocˇtu.
Test mezer ve veˇtsˇineˇ prˇ´ıpad˚u dopadl nadmı´ru dobrˇe a z n´ızky´ch hodnot je videˇt,
zˇe 6 mozˇny´ch kombinac´ı porovna´n´ı trˇ´ı cˇ´ısel nasta´va´ stejneˇ cˇasto.
U run test˚u jsou zna´t velke´ vy´kyvy hodnot mezi jednotlivy´mi genera´tory i mezi pro-
va´deˇny´mi testy. Znacˇ´ı to obt´ızˇnost run test˚u, kdy je opravdu teˇzˇke´ dodrzˇet co nejkratsˇ´ı
rostouc´ı resp. klesaj´ıc´ı sekvenci cˇ´ısel.
Jiny´ch zaj´ımavy´ch za´veˇr˚u jsem dosa´hl prˇi porovna´n´ı pra´ce genera´tor˚u s r˚uzny´mi pocˇa´-
tecˇn´ımi hodnotami. Z tabulek 5.3 a 5.6 zjiˇst’uji znacˇnou za´vislost mezi pocˇa´tecˇn´ı hodnotou
(semı´nkem) genera´tor˚u a kvalitou vy´sledne´ sekvence cˇ´ısel. Zcela jisteˇ by se nasˇla i pocˇa´tecˇn´ı
hodnota, po ktere´ by neˇktere´ genera´tory vyprodukovaly dokonce nevyhovuj´ıc´ı vy´stupy.
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Podle tabulek mohu odhadovat vhodnost pocˇa´tecˇn´ıho semı´nka. Zat´ımco testy prvn´ıch
3 druh˚u LCG genera´tor˚u se semı´nkem 1 241 986 da´valy vy´razneˇ horsˇ´ı vy´sledky, zby´vaj´ıc´ı
LCG genera´tory si naopak oproti tomu ve vy´sledku polepsˇili. Mersenne twister a implicitn´ı
genera´tor se zachovaly podobneˇ v obou prˇ´ıpadech, cozˇ je idea´ln´ı stav. Tak lze rozhodnout,
ktere´ ze semı´nek je pro dany´ genera´tor lepsˇ´ı. Mozˇne´ idea´ln´ı semı´nko, ktere´ by vhodneˇ ini-
cializovalo veˇtsˇinu genera´tor˚u, se mu˚zˇe nacha´zet naprˇ. mezi velky´mi prvocˇ´ısly. Nebylo by
vsˇak lehke´ jej nale´zt a museli bychom j´ıt metodou postupne´ho zkousˇen´ı nebo za pomoc´ı
rozboru vnitrˇn´ı struktury genera´tor˚u a jejich konstant.
Mersenne twister potvrdil sve´ kvality i prˇi tak jednoduche´ varianteˇ, jakou je implemen-
tace, pouzˇita´ v me´ aplikaci. Vzˇdy da´va´ vyhovuj´ıc´ı vy´sledky a chova´ se dost stabilneˇ, jak
z pohledu rovnomeˇrnosti tak na´hodnosti.
Celkoveˇ z tabulek vyply´va´, zˇe te´meˇrˇ ve vsˇech prˇ´ıpadech genera´tory nedosahuj´ı hod-
not kriticke´ho bodu a mu˚zˇu tedy prˇijmout nulovou hypote´zu pro testovane´ vlastnosti.
U testu rovnomeˇrnosti nulovou hypote´zu o tvrzen´ı, zˇe dana´ posloupnost ma´ rovnomeˇrne´
rozlozˇen´ı, a u zby´vaj´ıc´ıch test˚u hypote´zu o na´hodnosti cˇ´ısel. Prˇestozˇe v neˇktery´ch z oje-
dineˇly´ch prˇ´ıpad˚u mus´ım z vy´sledk˚u odmı´tnout nulovou hypote´zu, nejde nikdy o vy´razny´
rozd´ıl mezi vy´slednou hodnotou a hodnotou kriticke´ho bodu.
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Kapitola 6
Za´veˇr
V teoreticke´ cˇa´sti jsme se nejprve sezna´mili s pojmem na´hodne´ a pseudona´hodne´ cˇ´ıslo,
jeho vlastnostmi a za´kladn´ımi pozˇadavky, ktere´ mus´ı splnˇovat, abychom je mohli pouzˇ´ıt
pro dalˇs´ı pra´ci.
Na´sledneˇ jsme si uka´zali jednoduche´ techniky generova´n´ı pseudona´hodny´ch cˇ´ısel i jejich
slozˇiteˇjˇs´ı genera´tory. Velka´ cˇa´st tohoto odd´ılu popisovala nejpouzˇ´ıvaneˇjˇs´ı genera´tory v ob-
lasti modelova´n´ı a simulace, jako je linea´rn´ı kongruentn´ı genera´tor, genera´tor Mersenne
twister, genera´tory s posuvny´m registrem a jejich vnitrˇn´ı strukturu, vy´hody a nevy´hody.
Z oblasti kryptografie byly alesponˇ nast´ıneˇny neˇktere´ z genera´tor˚u a uveden prˇehled nej-
zminˇovaneˇjˇs´ıch.
Druha´ teoreticka´ cˇa´st se skla´dala z popisu rozlozˇen´ı pravdeˇpodobnosti vy´skytu cˇ´ısla
a strucˇne´ho prˇehledu nejzna´meˇjˇs´ıch druh˚u rozlozˇen´ı. Teˇzˇiˇsteˇm byl popis metod transfor-
mac´ı rovnomeˇrne´ho rozlozˇen´ı na rozlozˇen´ı jine´. Prˇedevsˇ´ım sˇlo o inverzn´ı metodu, metodu
vylucˇovac´ı, kompozicˇn´ı a jine´ specia´ln´ı metody.
Za´veˇrecˇny´ odd´ıl teoreticke´ cˇa´sti pra´ce se zameˇrˇil na pozˇadavky vy´stupn´ıch posloupnost´ı
genera´tor˚u a jejich testova´n´ı. Byly zmı´neˇny zp˚usoby vyhodnocova´n´ı test˚u a samozrˇejmeˇ uve-
deny neˇktere´ z nejzna´meˇjˇs´ıch test˚u. Hlavn´ı smeˇrem byly testy rovnomeˇrnosti a na´hodnoti
posloupnosti.
Prakticka´ cˇa´st te´to pra´ce se zaby´vala vlastn´ı navrzˇenou a naprogramovanou aplikac´ı
pro generova´n´ı a testova´n´ı pseudona´hodny´ch cˇ´ısel s r˚uzny´m rozlozˇen´ım jejich vy´skytu.
Ve trˇech cˇa´st´ıch zde byly postupneˇ popsa´ny pouzˇite´ metody pro generova´n´ı cˇ´ısel, trans-
formace pro vytva´rˇen´ı trˇ´ı hlavn´ıch rozlozˇen´ı a pouzˇite´ testy spolecˇneˇ s vytva´rˇen´ım histo-
gramu.
Posledn´ı cˇa´st porovna´vala vy´sledky test˚u jednotlivy´ch genera´tor˚u a ohodnotila takto
z´ıskane´ u´daje. Zhodnotila t´ım i na za´kladn´ı u´rovni kvalitu implementovany´ch genera´tor˚u
a urcˇila jejich omezen´ı.
V budoucnosti by bylo zaj´ımave´ pokusit se vy´stup implementovane´ aplikace pouzˇ´ıt
v praxi zavedene´ simulacˇn´ı aplikaci a overˇit tak kvalitu vygenerovany´ch cˇ´ısel.
Mozˇny´m rozsˇ´ıˇren´ım pra´ce by mohla by´t cˇa´st, zaby´vaj´ıc´ı se kryptografiı a kryptogra-
ficky´mi genera´tory. Studova´n´ım c´ıleny´ch u´tok˚u na prolomen´ı sˇifer, vyuzˇ´ıvaj´ıc´ıch pro svou
pra´ci peudona´hodna´ cˇ´ısla a naopak zajiˇst’ova´n´ı mozˇne´ obrany proti nim. Takte´zˇ by mohly
by´t porovna´va´ny kvality vy´stup˚u z algoritmicky´ch genera´tor˚u a tzv. sˇifrovac´ıch karet.
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Prˇ´ıloha A
Seznam pouzˇity´ch symbol˚u
E(X) strˇedn´ı hodnota
D(X) rozptyl
cov(X1, X2) kovariance
R(0, 1), Rn normovane´ rovnomeˇrne´ rozlozˇen´ı
R obecny´ prvek rovnomeˇrne´ho rozlozˇen´ı
r urcˇity´ prvek rovnomeˇrne´ho rozlozˇen´ı
f(x) funkce hustoty pravdeˇpodobnosti (z kontextu i obecneˇ ”funkce“)
F (x) distribucˇn´ı funkce (z kontextu i obecneˇ ”funkce“)
N(µ,σ2) norma´ln´ı rozlozˇen´ı pravdeˇpodobnosti
X obecne´ vy´sledne´ na´hodne´ cˇ´ıslo
x urcˇite´ vy´sledne´ na´hodne´ cˇ´ıslo
H hypote´za
α hladina vy´znamnosti (chyba I. typu)
β chyba II. typu
χ2 ch´ı-kvadra´t
V hodnota ch´ı-kvadra´tu
v stupenˇ volnosti
n obecneˇ pocˇet hodnot (nejcˇasteˇji celkova´ velikost
dat nebo pocˇtu po sobeˇ jdouc´ıch cˇ´ısel)
k obecneˇ pocˇet hodnot (nejcˇasteˇji pocˇet interval˚u)
mi obecneˇ pocˇet hodnot (nejcˇasteˇji pocˇet hodnot v i-te´m intervalu)
d oznacˇen´ı pocˇtu dimenz´ı nebo maxima´ln´ıho dosazˇitelne´ho cˇ´ısla
a, b meze intervalu
c de´lka intervalu
h obecneˇ pocˇet hodnot (nejcˇasteˇji pocˇet cˇ´ısel v urcˇite´ sekvenci)
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