Abstract
Introduction
With emerging sensor applications where packets may originate from anywhere in the network and may be destined to any node, such as pursuer-evader tracking [3] and battlefield monitoring [12] , pairwise communication between arbitrary sensors becomes an essential requirement in sensor networks. New functionalities such as in-network storage [11] also require communication between arbitrary nodes. Stateful routing protocols designed for multi-hop wireless networks can incur high communication and storage overhead (up to O(n) per node in the worst case where n is the number of nodes in the network), and therefore are not suitable for resource constrained sensor networks. Although stateless routing protocols based on geographic information have been proposed [2, 6, 7] , and perform well in networks with dense deployments, their performance can be severely impacted in presence of holes in the network.
Geographic routing protocols typically operate in two phases. A packet is greedily forwarded towards the destination until a "local minimum" is reached, where the forwarding node has no neighbor closer to the destination due to the incidence of a routing hole. A recovery phase is then followed to bypass the hole until the greedy phase can be continued. Due to the reactive routing decisions upon encountering a hole, the discovered path may be substantially longer than the shortest path in terms of the number of hops, 1-4244-2575-4/08/$20.00 @2008 IEEE 347 especially when the hole is large. Figure 1 shows a scenario from our simulations. The path found by GPSR [6] , a classic geographic routing protocol, has 66 hops. However if the hole is known by the nodes in its neighborhood and bypassed in advance, the path length can be lowered to 26 hops. Large holes may exist in a network due to the presence of large obstacles such as a building or a lake, or an irregular deployment of sensing nodes. One of the critical metrics for routing in sensor networks is the route-stretch, which is the ratio of the number of hops on the computed route to the number of hops on the shortest route. The route-stretch is closely related to the end-to-end latency as well as the energy consumption. In Figure 1 , as the "concave" regions of the hole can be arbitrarily deep, the stretch is unbounded for GPSR. Some recent works have dealt with holes explicitly so that packets can bypass holes in advance without getting trapped [1, 5, 14] . However, none of these works ensure a bound on route-stretch and some of them [5, 14] only support "many to one" communications, where all the data packets are forwarded towards a single sink. The key observation is that the presence ofa hole has to be made known to at least the nodes in the vicinity of the hole to bound the stretch.
We propose a distributed shortest-path roadmap based routing technique where each routing hole is treated as a polygonal obstacle. Instead of handling holes passively, we proactively advertise information on holes, but within a controlled region where route-stretch is most affected by the holes. Our approach is composed of two components:
• Hole approximation and advertisement: Each routing hole is approximated by its core, a simple polygon enclosed by the hole, controlled by a single parameter Q. Each routing core is then flooded to the k-hop neighborhood of the hole, where k is proportional to the size of the hole.
• Hole bypassing routing: Each node sets up a shortestpath roadmap [8] locally by treating the cores it knows as obstacles, and makes routing decisions based on that map. The real path mimics the planned one and is realized by greedy forwarding and hole traversing. The contributions of this paper are:
• We propose a protocol for routing between any pair of nodes in a sensor network, which has low storage and message overhead, and guarantees a bounded routestretch.
• We prove that the route-stretch of our protocol is bounded by 1/ cos(Q/2) if all the cores are advertised to the entire network. We also derive a bound for the route stretch when the cores are advertised locally. In the next section, we present the main idea of the hole bypassing routing protocol. The details on the approximation and advertisement of routing holes are discussed in Section 3, and the bounds on route-stretch are analyzed in Section 4. A mechanization that further optimizes our protocol can be found in [13] , and is omitted due to space constraints. Our approach is compared with GPSR [6] and GLDR [10] in Section 5 through simulations. The related work are summarized in Section 6.
Hole Bypassing Routing (HBR)
We assume in this paper that each node knows the positions of itself and its I-hop neighbors, and each routing hole H is a closed region bounded by a simple polygon 8H, where there is a node at each vertex, and two adjacent boundary nodes are within the transmission range of each other. Notice that, routing holes are not necessarily disjoint from each other and may share boundary nodes or edges. In the continuous domain where the network density is so high that we can assume that there is a node at every point in the target field, it is well known from motion planning [8] 
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The main problem of applying this approach to a sensor network directly is its high message overhead due to the flooding of the complete hole boundaries to the entire network and the high storage overhead at each node to maintain a complete shortest-path map. The main idea of our approach is to approximate each routing hole H with a core, a simple polygon He enclosed by H that satisfies special requirements defined precisely in Section 3.2. One of these requirements relevant now is that every convex vertex of He must be a boundary node of H.
Cores are then advertised so that each node can build a shortest-path roadmap locally by viewing the cores it knows as obstacles. Since each core is contained in a routing hole, cores do not intersect with each other except possibly at boundaries. Furthermore, a path computed is composed of segments ending at the convex vertices of cores, which are boundary nodes by definition. Therefore, by substituting every such segment with a subpath implemented by either greedy forwarding or hole traversing, a realistic path can be constructed. We will show that such a hole approximation and advertising approach can significantly reduce the control overhead while still ensuring a desired route-stretch.
In this section, we present the main idea of the routing protocol, and assume that all the routing holes have been discovered, approximated, and advertised. These mechanisms will be presented in Section 3. 
t).
The real path is highlighted. x and y are the intersections of line V2V4 with the boundary of the hole in the middle.
Building Roadmaps
Once a node s learns about a set of cores, it builds a shortest-path roadmap locally, which is defined as follows [8] . See Figure 2 
In this section, we discuss how to approximate a routing hole by its core. Our approach can be viewed as a polygon simplification approach since each routing hole is bounded by a polygon. Although many work on polygon simplification have been done in computational geometry, they can not be directly applied to our scenario because the approximation has to satisfy the following two properties to simplify the routing protocol and bound route-stretch: (1) A core is contained in the corresponding routing hole, and its convex vertices must be the boundary nodes of the hole. (2) A core should be a good approximation of the hole so that the route-stretch of HBR can be bounded.
We will first consider how to approximate a routing hole bounded by a convex polygon, and then extend the approach to a general polygon. In both cases, we assume a routing hole has at least 4 boundary nodes since a polygon with less than 4 vertices can not be simplified any further.
a. = n/3 3 Hole Approximation and Advertisement
Hole Discovery
We apply the approach proposed in [4] to discover routing holes, which involves a local rule that finds nodes where packets may get stuck in greedy forwarding and an algorithm that discovers routing holes with stuck nodes on their boundaries. The nodes on the same hole boundary then cooperate to elect the node with the smallest node ID as the hole coordinator. That ID is also used as the hole ID. Each boundary node then sends a message containing its position to the coordinator. The coordinator then approximates the hole boundary as discussed below. x. x will make a routing plan towards v' using only the core of H to determine which direction to go. If xv' is disjoint from the core, the packet will follow the direction so that the real path is also disjoint from the core. For instance, in Figure 2 , a packet forwarded by x towards y traverses the hole boundary in clockwise order, which is planned by x.
To assist the routing protocol, each data packet header carries the locations and node IDs of the source, the destination, and the next route planning node(a convex vertex).
In the above protocol, a new routing plan is made at each convex vertex on a path from 8 to t. This can be optimized as follows. First, when a planned path includes a sequence of contiguous convex vertices on the same hole, routing plans could be made only at the first and last convex vertices, and let the packet header carry the last one so that the intermediate convex vertices can simply forward the packet towards the last vertex. Second, a packet header could carry part of the routing plan (a sequence of convex vertices) made at the source or an intermediate node. Third, a node could cache the routing plans made for certain destinations. In this case, a protocol that handles outdated plans due to the changes of network topology is needed, which is left for future work.
going through a and b is a bitangent line, that is, a tangent line at a and at b with respect to the cores they belong to.
The shortest-path roadmap at node 8 
Routing Protocol
Consider an arbitrary source-destination pair (8, t) . Algorithm 1 shows how a packet p is forwarded from 8 
The time complexity of the algorithm is 0 (n). The following proposition states that the size of a core in terms of the number of vertices on it is independent of the size of the hole, and is only determined by a, which directly follows from the fact that the sum of the exterior angles of any convex polygon is 21f. The approximation of a non-convex BH works as follows.
1. Apply a-approximation to every convex chain of BH starting at one end of the chain, with the additional requirement that the line segments used to replace the chain must lie in the core computed so far. Name the resulting polygon P. 2. Simplify every concave chain of P (discussed below) to get He.
There are two things to be noted. First, a line segment ViVj lies in a polygon P iff (1) ViVj is disjoint from any edges of P except possibly at Vi and Vj and (2) for any point x in the segment other than Vi and Vj, x lies in P. Both conditions can be checked in 0 (n) time. Therefore, the running time of the above procedure is 0 (n 2 ). Second, step 1 and step 2 may be applied alternately more than once to reduce the size of He.
To simplify concave chains, we recall that the concave vertices of a core are not part of the shortest-path map, and therefore a concave chain could be simplified without considering the error criterion -the worst case routestretch in our scenario. Consider a concave chain C ij . Let 
Controlled Hole Advertisement
After He is computed, the coordinator of H computes C H , the minimum bounding circle of H, which can be done in linear time [9] . Suppose C H is centered at x. The coordinator then sends a message containing all the vertices of He sorted in counterclockwise order. The message is flooded to all the nodes within a big circle Ck centered at x with radius R H == APH, where A 2:: 1 is a constant and PHis the perimeter of H, which equals to the size of H in the discrete domain. The impact of different choices of A on the worst case route-stretch will be discussed in Section 4 . To reach obstructed regions within Ck ' the flooding messages also hug the boundary of holes intersecting with Ck.
Worst Case Stretch in Continuous Domain
In this section, we analyze the worst case route-stretch of HBR in the continuous domain, assuming routing holes are approximated using Algorithms 2 and 3. The proofs of the theorems stated in this section can be found in [13] . We first assume all the cores are advertised to the entire network, and show that the worst case route-stretch is only determined by 0:. Consider an arbitrary source-destination pair (s, t). Let f denote the path from s to t found by HBR with a-approximation and fopt denote the shortest path. We have the following theorem. Besides the high transmission overhead, GLDR also suffers from high overhead for each data packet because a big packet header is used to save the distances to the 10 addressing landmarks of the destination, and IDs of the last 8 extreme nodes visited. In contrast, the packet header size of HBR can be much smaller as discussed in Section 2.
Related Work
Various extensions of geographic routing protocols have been proposed to guarantee delivery in the presence of holes. Our approach is different from previous works in two key aspects. First, we view routing holes as obstacles and propagate them proactively in a controlled way. In contrast, most geographic routing protocols treat holes in a reactive used on average. The routing success rate without flooding is about 95%. The average hop distance from the node where flooding is issued to the destination is about 3 hops.
Route-stretch: Figure 6 shows the average route-stretches for the three protocols evaluated. We can see that in all the cases, HBR performs much better than GPSR. For elliptic holes, HBR performs better than both GPSR and GLDR. For rectangular holes, GLDR has a relatively stable stretch and performs better than HBR. This is because the performance of GLDR mainly depends on the distribution of landmarks and network density instead of the shapes of holes. However, GLDR achieves the low stretch by paying a relatively high overhead as discussed below. Furthermore, although Figure 6 (b) shows that HBR can lead to an increasing stretch with increasing hole size, the stretch is bounded by 1/cos (a /2) == J2 since a == 1f/2.
Message overhead: Figure 7 shows the normalized number of packet transmissions, which is defined as the number of transmissions for routing a packet using a specific routing protocol divided by that in shortest path routing, averaged over all source-destination pairs. For both GPSR and HBR, the values are the same as their stretches. For GLDR, the value is much higher because scoped flooding is used when destination is not reachable by greedy forwarding. Although this does not happen frequently, the impact is huge, especially for a network with high density. 
HBR is compared with GPSR [6] and GLDR [10] . GLDR is a virtual coordinates based routing protocol including a landmark selection algorithm and a greedy routing protocol based on landmarks, which ensures delivery in the continuous domain. The IDs of 8 historical extreme nodes are maintained in the packet header to detect loops in the discrete domain. When local minimum happens or a loop is detected, L1-norm and then Loa-norm For each type of holes, we first fixed the number of holes to be 2 and varied the size (a or b) of holes. Then we fixed the size of all holes to be 300, and varied the number of holes. The positions of holes are randomly selected. Given the number, size, and shape of holes, 5 network scenarios are generated randomly, and the routes between all pairs of nodes are computed in each scenario. The results are averaged over all these scenarios. In all simulations, a is set to 1f /2, A is set so that the cores of the artificially introduced big holes are advertised to the entire network.
We next consider the impact of controlled advertisement on route-stretch. For an arbitrary source-destination pair (s, t), we still use I to denote the path from s to t found by HBR, with both a-approximation and controlled advertisement applied, and let h denote the number of routing holes whose core intersects I' but is not used in route planning.
We have the following theorem. way and only try to bypass them when greedy forwarding fails [2, 6, 7] , leading to high stretch. Some recent works have dealt with holes explicitly so that packets can bypass holes in advance. However, none of them ensure a bound on route-stretch and some of them [5, 14] only support "many to one" communications. Second, all the above works focus on dealing with local minima or non-convex regions, and apply greedy forwarding whenever possible. However, we point out that with the presence of holes, even if there is no local minima in the network, greedy forwarding can still be suboptimal [13] . Our approach can by used to improve the greedy forwarding phase of existing protocols.
Conclusion
Emerging sensor networking scenarios require support for routing between arbitrary pairs of nodes in the network. We propose a distributed shortest path roadmap based routing paradigm that is leveraged to achieve bounded routestretch with low-overhead for storing and forwarding control information at each node. We demonstrate its application in the context of managing information on routing holes in the most critical regions around the holes to guarantee bounded stretch.
