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Abstract
We restrict a quantum particle under a coulombian potential (i.e.,
the Schro¨dinger operator with inverse of the distance potential) to
three dimensional tubes along the x-axis and diameter ε, and study
the confining limit ε→ 0. In the repulsive case we prove a strong resol-
vent convergence to a one-dimensional limit operator, which presents
Dirichlet boundary condition at the origin. Due to the possibility of
the falling of the particle in the center of force, in the attractive case
we need to regularize the potential and also prove a norm resolvent
convergence to the Dirichlet operator at the origin. Thus, it is argued
that, among the infinitely many self-adjoint realizations of the corre-
sponding problem in one dimension, the Dirichlet boundary condition
at the origin is the reasonable one-dimensional limit.
1 Introduction
In this work we combine three questions that have been investigated in the
last years: the reduction of dimension in physical models, the selection of a
self-adjoint extension of a quantum hamiltonian, and the one-dimensional
hydrogen atom. First, suppose one has a quantum particle in a (three-
dimensional) waveguide and under a singular potential so that, in three di-
mensions (3D) the potential does not imply in more than one self-adjoint
extension of the hamiltonian operator, but the corresponding problem in one
dimension (1D) has infinitely many self-adjoint extensions; so, the natural
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question is what of such extensions is selected under the process of confine-
ment as the cross section diameter of the waveguide vanishes. Second, the
problem we have chosen to study the previous question is the Schro¨dinger
operator with Coulomb potential
VC(~x) = − κ|~x| , 0 6= κ ∈ R, ~x ∈ R
n, (1)
a problem that has a controversial, albeit absorbing, history in 1D. We will
follow the nomenclature of some works and, independently of the dimension
considered, we also call this model a hydrogen atom.
Although our main results on this singular potential are based on a careful
mathematical analysis of this problem, we think a rather detailed discussion
on its physical and historical aspects will consist of an additional motivation.
It is worth mentioning that the 1D hydrogen atom has been used:
• as a simplified model in theoretical and numerical studies [21, 12, 26],
particularly describing atoms in very intense magnetic fields [32];
• in the description of electrons hovering above superfluids [3, 5, 4];
• in investigations of the above threshold ionization of atoms under very
intense laser fields [31];
• in applications to condensed matter physics [30, 3];
• in descriptions of electrons trapped in one-dimensional hydrogenic lev-
els, which have been suggested as a possible device for quantum com-
puting [14];
• it was noted that the electronic distribution of atoms, in excited states
under time-periodically electric fields, can be modelled by the one-
dimensional hydrogen atom [19, 17].
Furthermore, some experimental evidences for the 1D hydrogen atom (see
[5, 36] and papers that cite these works) have also been reported, and, re-
cently, in [20] the authors present a discussion against the assertion that the
1D Coulomb potential “does not properly exist.” All in all we conclude that
the one-dimensional hydrogen atom is not just a question of purely academic
interest, which is an additional stimulus for the search of the physically rea-
sonable boundary condition at the origin (if any) among the admissible ones.
In 1959 Loudon [27] published a work that “popularized” the 1D hydro-
gen atom, although this problem has been previously considered in 1928 by
2
Vrkljan [34, 35]. From the mathematical viewpoint, the initial operator is
H˙ = − ~
2
2m
d2
dx2
+ VC(x), dom H˙ = C
∞
0 (R \ {0}), (2)
and rather recently it was realized that the main source of controversies is
that H˙ is not essentially self-adjoint [15, 9]. Relativistic versions of the 1D
hydrogen atom have also been considered [35, 33, 1, 18].
Differently from the 3D version, for which one may start with the domain
C∞0 (R
3) and get an essentially self-adjoint operator, in 1D one is forced to
start with (2) and the Coulomb singularity needs the assignment of bound-
ary conditions at the origin in order to get a self-adjoint realization. H˙ is
hermitian but not self-adjoint, and it turns out that it has deficiency in-
dex n+ = 2 = n− and so an infinite family of self-adjoint extensions, which
are the candidates for the (quantum) energy operator of the 1D hydrogen
atom. In Appendix A there is a description of all self-adjoint extensions of
the one-dimensional hamiltonian (2).
On all occasions that an initial energy operator has more than one self-
adjoint extension, it is natural to ask which one (if any) is predominant in
some sense. And due to the highly arguable 1D hydrogen atom history,
the question becomes even more compelling in this case. An intuitive first
guess is to impose Dirichlet boundary condition at the origin, in case one
would expect that the 1D Coulomb singularity should act as a barrier that
does not allow the electron to pass through itself, but this point is not so
straightforward, and in [9] the question of permeability of the origin versus
the self-adjoint realization is also discussed. For instance, there are boundary
conditions different from Dirichlet so that the origin becomes impermeable
as well.
An argument for the adoption of the Dirichlet boundary condition at the
origin (see Appendix A) is that in the limit of the 1D Schro¨dinger operator
(so that the Coulomb singularity has been regularized)
− ~
2
2m
d2
dx2
− κ|x|+ a, a > 0 (κ > 0),
as a → 0, the Dirichlet boundary condition shows up in the norm resolvent
limitHD [22]. Other mathematical treatments related to the one-dimensional
Coulomb potential can be found in [24, 28, 29].
Here we present another mathematical argument in favor of Dirichlet, one
we think is also more appealing from the physical viewpoint: since in practice
a one-dimensional system is an approximation (under suitable conditions) of
three-dimensional ones, we begin with the well-defined 3D Coulomb system
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restricted to a tube and take the (singular) confining limit to a line, and
next we give mathematical evidences supporting the prevalence of Dirichlet
boundary condition. Our technical arguments and proofs will distinguish the
repulsive case (i.e., κ < 0, with strong resolvent operator convergence) from
the attractive one (κ > 0, with norm resolvent convergence of a sequence of
regularized potentials (4)). From the physical viewpoint, in the attractive
case there is the possibility of the particle to be captured by the center of
coulombian force, and the regularization of the potential is to control such
possibility (represented by a divergence of energy to −∞). We will assume
that the coulombian center of force is kept fixed at the origin during the
confining process; a crucial step will be the introduction of suitably selected
intermediary forms and operators.
Based sole on energy expectations, in [10] one of the authors has inferred
that Dirichlet is the physical boundary condition at the origin for the one-
dimensional hydrogen atom. Hence, this work should be considered a more
complete argument towards the same physical conclusions, since an operator
analysis is performed and resolvent convergences to HD are proven.
Recently, some closely related results have appeared in [13]; there it is
shown that the two-dimensional Coulomb quantum Hamiltonian is obtained
as a resolvent limit of the Hamiltonian of a hydrogen atom in a planar slab
as the width of the slab tends to zero. For a rather recent review and further
references to the problem of Dirichlet waveguides, see [23, 25].
As mentioned above, by using a result from [22] (restated in Theorem 3
ahead), we obtain a convergence with regularized potentials (4) in the attrac-
tive case, but such technical arguments don’t extend to the repulsive case,
for which we apply the technique of Γ-convergence [6, 8]. From now on we
assume that ~2/(2m) = 1.
In Section 2 we discuss details of the model we study as well as our main
results (Theorems 1 and 2). The corresponding proofs appear in Sections 3
and 4.
2 Setup and main results
Hamiltonians
Let ∅ 6= S be an open and bounded subset of R2, homeomorphic to a disk,
which will be transversely transported along the x-axis; as usual, denote by
i, j and k the unit vectors pointing towards the positive directions of the axes
x, y1 = y and y2 = z, respectively. Assume that the point with coordinates
y1 = 0 = y2 belongs to S (this is convenient due to the Coulomb potential
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we will consider ahead), and that for any point x ∈ R the vector i is normal
to S.
For ε > 0, introduce the region
Ωεα :=
{
(x, y, z) ∈ R3 : (x, y, z) = xi + εy1jα(x) + εy2kα(x), (y1, y2) ∈ S
}
where, given a C1 function α : R→ R with α(0) = 0 and bounded derivative
‖α′‖∞ <∞ (the prime symbol ′ will always indicate derivative with respect
to the variable x),
jα(x) = cosα(x)j− sinα(x)k
kα(x) = sinα(x)j + cosα(x)k.
The tube is then defined by the map f εα : R× S → Ωεα,
f εα(x, y1, y2) = xi + εy1jα(x) + εy2kα(x), (3)
and it represents a cylinder along the x-axis whose transverse section S, at
position x, rotates by an angle α(x) with respect to the origin x = 0. We
define, for each φ ∈ H10(Ωε), ψ(x, y1, y2) = φ(f εα(x, y1, y2)). From now on
we will drop the index α and write simply Ωε for Ωεα. The laplacian −∆Ωε
is taken with the Dirichlet boundary condition at the tube border; more
precisely, it is the self-adjoint operator acting in L2(Ωε) associated with the
positive sesquilinear form, with domain H10(Ωε),
(φ, ϕ) 7−→ 〈∇φ,∇ϕ〉 =
∫
Ωε
∇φ∇ϕdxdy φ, ϕ ∈ H10(Ωε);
the inner product is in the space L2(Ωε), ∇ is the usual gradient in cartesian
coordinates (x, y) = (x, y1, y2) and dy = dy1dy2.
The operator we are interested in studying the confinement is, for each
ε > 0, the Schro¨dinger operator with Coulomb potential restricted to the
tube Ωε ⊂ R3 on putting Dirichlet boundary condition at the tube border;
we begin with the self-adjoint operator hεκ whose quadratic form is
H10(Ωε) ∋ φ 7−→ b˜εκ(φ) = ‖∇φ‖2 − κ
〈
φ,
1
|(x, y)|φ
〉
,
and its action is given by
hεκφ = −∆Ωεφ−
κ
|(x, y)|φ, φ ∈ domh
ε
κ = H10(Ωε) ∩ H2(Ωε).
Under the singular limit ε→ 0, that is, when the tube is squeezed to the
x-axis, by neglecting for a moment the eventual role played by the rotation
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of the cross section α(x), one formally expects to get a version of the one-
dimensional hydrogen atom
hεκφ
ε→0−→ −φ′′(x)− κ|x|φ(x),
and our task is to make sense, under suitable conditions, of this limit, so
defining a one-dimensional quantum energy operator that arises out of such
confinement. Furthermore, we will show that the Dirichlet boundary con-
dition at the origin will naturally be selected. However, we will need to
regularize the potential if κ > 0, that is, instead of −κ/|(x, y)| we will con-
sider
− κ|(x, y)|+ εδ , (4)
with 0 < δ < 1/2. We will write the corresponding quadratic forms in a
suitable way.
As usual in the study of similar problems, we make an appropriate change
of variables in order to simplify the region we work with, but the price we
pay is a more complicated action of the subsequent quadratic forms and
operators.
Let λ0 > 0 denote the first (which we also suppose to be simple) eigenvalue
of the laplacian on S,
−∆⊥u0 = λ0u0,
with positive eigenfunction u0 ∈ H10(S) and normalization
∫
S
u0(y)
2dy = 1.
Here, the symbols −∆⊥,∇⊥ refer to the laplacian and gradient in the cross-
section variables y = (y1, y2), respectively; thus ∇ = (∂x,∇⊥). Since we are
interested in the limit ε → 0, we perform two kinds of “renormalizations;”
these are common approaches to balance singular problems, and so to put
them in a tractable form [6, 2].
When the tube is squeezed, there are divergent energies due (at least) to
terms of the form λ0/ε
2 related to transverse oscillations in the tube, and to
the uncertainty principle with respect to the variables we want to eliminate.
Hence we subtract
λ0
ε2
‖φ‖2
from the quadratic form of hεκ, and this is our first renormalization. Now
we perform the change of variables induced by the function f εα, so that the
quadratic form b˜εκ(φ)− λ0ε2 ‖φ‖2 is written as
ε2
∫
R×S
dxdy
[
|∇ψ · (1,−Ryα′)|2 + 1
ε2
(|∇⊥ψ|2 − λ0|ψ|2)− κ |ψ|2√
x2 + ε2y2
]
,
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for ψ = φ◦f εα ∈ H10(R×S) ⊂ L2(R×S, ε2dxdy) and where R =
(
0 −1
1 0
)
.
Then we perform a division by the global factor ε2, so that the full Hilbert
space turns to L2(R× S) = L2(R× S, dxdy).
Hence, we finally obtain the first rescaled family of quadratic forms bεκ we
will work with:
bεκ(ψ) :=
∫
R×S
dxdy (5)[
|∇ψ · (1,−Ryα′)|2 + 1
ε2
(|∇⊥ψ|2 − λ0|ψ|2)− κ |ψ|2√
x2 + ε2y2
]
,
and a domain that does not depend on κ, ε, that is, dom bεκ = H10(R× S) as
a subspace of L2(R× S). As usual, write (see Section 9.3 in [7])
bεκ(ψ) = +∞ if ψ ∈ L2(R× S) \ dom bεκ.
Denote by Hεκ the respective operators associated with these forms b
ε
κ, and
note that all such operators have the same domain domHεκ = H10(R× S) ∩
H2(R × S), for which we will actually investigate the limit ε → 0. The
operator Hεκ is the relevant rescaled version of h
ε
κ in the repulsive case, and
if α′(x) = 0 its action is
Hεκ = −
∂2
∂x2
− 1
ε2
∆⊥ − κ√
x2 + ε2y2
− λ0
ε2
.
For the attractive case we replaced the Coulomb potential by the regular-
ized version (4), with 0 < δ < 1/2 (this range of δ will be necessary for the
whole set of results; particularly in the proof of Proposition 1). The action
of the corresponding regularized quadratic form reads
aεκ(ψ) =
∫
R×S
dxdy (6)[
|∇ψ · (1,−Ryα′)|2 + 1
ε2
(|∇⊥ψ|2 − λ0|ψ|2)− κ |ψ|
2√
x2 + ε2y2 + εδ
]
,
dom aεκ = H10(R×S). This is the second family of rescaled family of quadratic
forms we will work with. Note that both forms bεκ and a
ε
κ are positive if κ < 0,
and lower bounded for each ε > 0 in case κ > 0 (by Hardy’s Inequality). Let
Aεκ be the self-adjoint operator associated with the quadratic form a
ε
κ; it is
our relevant rescaled and regularized version of hεκ in the attractive case, and
if α′(x) = 0 its action is
Aεκ = −
∂2
∂x2
− 1
ε2
∆⊥ − κ√
x2 + ε2y2 + εδ
− λ0
ε2
.
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Main results
Now we state the main results of this work, and postpone their proofs to
other sections. Let
D0 :=
{
w ∈ L2(R) : w ∈ AC(R \ {0}), w′ ∈ L2(R), w(0+) = 0 = w(0−)}
=
{
w ∈ H1(R) : w(0) = 0} ,
and denote by D1 the collection of elements ψ ∈ L2(R × S) that can be
written in the form ψ(x, y) = w(x)u0(y) with w ∈ D0.
The geometric parameter
C(S) :=
∫
S
|∇⊥u0 ·Ry|2dy,
was introduced in [2]; it is positive and depends only on the transverse cross
section S, and C(S) > 0 unless u0 is a radial function. Introduce the 1D
quadratic form b0κ by
b0κ(ψ) :=
∫
R
(
|w′(x)|2 + α′(x)2C(S) |w(x)|2 − κ |w(x)|
2
|x|
)
dx (7)
if ψ = wu0 ∈ D1, and we will alternatively write simply b0κ(w). Note that, by
means of projections, the form b0κ may be seen as acting either with domain
the subspaces D0 (in R) or with domain D1 (in R×S), and this is a key step
for the dimensional reduction we study here.
The self-adjoint operator in R associated with b0κ is (recall that HD is
defined in Appendix A)
(H0κw)(x) = (HDw)(x) + α
′(x)2C(S)w(x),
acting on a dense subset of D0 in L2(R), and with Dirichlet boundary condi-
tion; a proof of this fact appears in Appendix B. Recall that α′ is a bounded
function, so that the respective term brings no issue to the domain of the
operator H0κ, that is, domH
0
κ = domHD (see equation (A.2)). Note that
the operator H0κ may, correspondingly to the forms, be seen as acting in
subspaces of either D0 (in R) or D1 (in R× S).
Theorem 1. [Attractive Case] Assume that κ > 0 and 0 < δ < 1/2. Then,
Aεκ converges to H
0
κ in the norm resolvent sense as ε→ 0. More precisely,∥∥∥(Aεκ − i1)−1 − [(H0κ − i1)−1 ⊕ 0]∥∥∥→ 0
as ε→ 0, where 0 is the null operator on the subspace {wu0 : w ∈ L2(R)}⊥.
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Theorem 2. [Repulsive Case] If κ < 0, then the family of operators Hεκ
converges to H0κ in the strong resolvent sense as ε → 0. More precisely, for
all ϑ ∈ L2(R× S) one has∥∥(Hεκ − i1)−1ϑ− [(H0κ − i1)−1 ⊕ 0]ϑ∥∥→ 0
as ε→ 0, where 0 is the null operator on the subspace {wu0 : w ∈ L2(R)}⊥.
Remark 1. Note that if there is no rotation of the cross section S, i.e.,
if α is a constant function, then the limit operator H0κ after confinement is
always HD and it does not depend on the shape of S.
3 Attractive Coulomb potential
Recall that it is enough to get a convergence for just one point in the common
resolvent set of the involved operators; here, sometimes we write them in
terms of convergence of quadratic forms.
An important part of our strategy is the introduction of intermediary
operators through suitable modifications of the quadratic forms. First, just
to simplify expressions, we assume that α′(x) = 0 for all x ∈ R. Second, we
add a suitable constant potential term c/εδ‖ψ‖2, for some c > 0, and the
restriction 0 < δ < 1/2 turns the involved quadratic forms into positive ones,
so that the modification aεκ of quadratic form (6) reads
a˙εκ(ψ) = a
ε
κ(ψ) +
c
εδ
∫
R×S
|ψ|2 dxdy, (8)
dom a˙εκ = H10(R× S).
Our first result stated in this section says that the convergence in the norm
resolvent sense of the sequence of operators associated with these modified
forms can only occur on a specific subspace. More precisely, our analysis is
restricted to the sequence of one dimensional quadratic forms
tεκ(w) = a˙
ε
κ(wu0) =
∫
R
[
|w′|2 + V εκ (x)|w|2 +
c
εδ
|w|2
]
dx, (9)
with
V εκ (x) := −κ
∫
S
|u0|2√
x2 + ε2y2 + εδ
dy,
and dom tεκ = H1(R). Observe that, among other properties that we will use
ahead, V εκ (x)→ −κ/|x| a.e.[x] as ε→ 0.
Let A˙εκ be the self-adjoint operator associated with the quadratic form
a˙εκ and T
ε
κ the self-adjoint operator associated with t
ε
κ. We will prove the
following results:
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Proposition 1. Assume that κ 6= 0 and 0 < δ < 1/2. Then, there exists a
number C > 0 so that, for ε > 0 small enough,
∥∥(A˙εκ)−1 − [(T εκ)−1 ⊕ 0] ∥∥ ≤ C ε1+δ/2,
where 0 is the null operator on the subspace {wu0 : w ∈ L2(R)}⊥.
Proposition 2. Assume that κ 6= 0 and 0 < δ < 1/2. Then, there exists a
number D > 0 so that, for ε > 0 small enough,∥∥∥∥(A˙εκ − ( cεδ + i
)
1
)−1
−
[(
T εκ −
( c
εδ
+ i
)
1
)−1
⊕ 0
]∥∥∥∥ ≤ D ε1−3δ/2,
where 0 is the null operator on the subspace {wu0 : w ∈ L2(R)}⊥.
The next result relates the convergence of T εκ , in the norm resolvent sense,
to the self-adjoint extension of the 1D hydrogen atom with Dirichlet condition
at the origin.
Proposition 3. Assume that κ > 0. In the space L2(R), the family of
operators (T εκ−c/εδ1) converges in the norm resolvent sense to HD as ε→ 0.
Since Aεκ = A˙
ε
κ − c/εδ, by combining Propositions 2 and 3 we obtain
Theorem 1. In what follows we present the proofs of the above propositions.
3.1 Reduction of dimension
First, we are going to make explicit the constant c > 0 that was introduced
in the quadratic forms a˙εκ; note that even in the repulsive case it will be
convenient to keep the term c/εδ|ψ|2 in the quadratic forms. Observe that
− κ|(x, εy)|+ εδ +
κ
εδ
≥ 0.
Thus, we choose c > κ > 0 so that
− κ|(x, εy)|+ εδ +
c
εδ
≥ d
εδ
,
for some d > 0. This guarantees that
a˙εκ(ψ) ≥
d
εδ
∫
R×S
|ψ|2dxdy, ∀ψ ∈ H10(R× S).
This inequality will be important ahead.
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Let L be a subspace of L2(R× S) generated by all functions of the form
ψw(x, y) = w(x)u0(y), w ∈ L2(R).
Recall that u0 is the normalized eigenfunction associated with the eigenvalue
λ0 of the Laplacian in H10(S). We consider the orthogonal decomposition
L2(R× S) = L ⊕ L⊥. Thus, if ψ ∈ L2(R× S), we can write
ψ = ψw + η, w ∈ L2(R), η ∈ L⊥.
We take now η ∈ L⊥ ∩H10(R× S). Then,∫
S
η(x, y)u0(y)dy = 0 and
∫
S
η′(x, y)u0(y)dy = 0 a.e.[x],
where η′(x, y) denotes the derivative of η with respect to x. Using the Green
Identities, we can also see that∫
S
〈∇⊥η,∇⊥u0〉dy = 0, a.e.[x].
Let λ1 denote the second eigenvalue of the Laplacian on H10(S) and recall
that λ1 > λ0. Since η⊥u0 in L2(S), we have∫
S
|∇⊥η|2dy ≥ λ1
∫
S
|η|2dy, a.e.[x].
Consequently∫
S
(|∇⊥η|2 − λ0|η|2) dy ≥ (λ1 − λ0)
∫
S
|η|2dy, a.e.[x].
In the particular case of a function w ∈ H1(R) one has ψw ∈ H10(R× S).
Therefore, for ψ ∈ H10(R × S), we write ψ = ψw + η with w ∈ H1(R) and
η ∈ L⊥ ∩H10(R× S).
As already previously mentioned, we are going to analyze the sequence
a˙εκ(ψ) with dom a˙
ε
κ = H10(R×S) (see just before Eq. (9)), and recall that A˙εκ
denotes the self-adjoint operator associated with a˙εκ. For ψ = ψw, w ∈ H1(R),
we have
a˙εκ(ψw) =
∫
R×S
dxdy
[
|w′|2|u0|2 − κ |w|
2|u0|2√
x2 + ε2y2 + εδ
+
c
εδ
|w|2|u0|2
]
.
Recall that T εκ denotes the self-adjoint operator associated with t
ε
κ (see Eq. (9))
and domT εκ = H2(R).
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3.1.1 Proof of Proposition 1
For the sake of simplicity, in this proof we suppose the involved vectors are
real; all calculations can be easily adapted for complex vectors. As already
mentioned, for ψ ∈ H10(R × S), we write ψ(x, y) = ψw(x, y) + η(x, y) with
w ∈ H1(R) and η ∈ H10(R× S) ∩ L⊥. Thus,
a˙εκ(ψ) = t
ε
κ(w) + a˙
ε
κ(η) + 2m
ε
κ(ψw, η),
with tεκ(w) given by (9),
a˙εκ(η) =
∫
R×S
[
|η′|2 + 1
ε2
(|∇⊥η|2 − λ0|η|2)− κ |η|2√
x2 + ε2y2 + εδ
+
c
εδ
|η|2
]
dxdy
and
mεκ(ψw, η) := −
∫
R×S
κ
(
wu0η√
x2 + ε2y2 + εδ
)
dxdy.
We are going to check that there are c0 > 0 and functions 0 ≤ q(ε),
0 ≤ p(ε) and c(ε) so that tε(w), a˙εκ(η) and mε(ψw, η) satisfy the following
conditions:
tε(w) ≥ c(ε)‖w‖2L2(R), ∀w ∈ H1(R), c(ε) ≥ c0 > 0; (10)
a˙εκ(η) ≥ p(ε)‖η‖2L2(R×S), ∀η ∈ H10(R× S) ∩ L⊥; (11)
|mε(ψw, η)|2 ≤ q(ε)2 tε(w) a˙εκ(η), ∀ψ ∈ H10(R× S); (12)
and with
p(ε)→∞, c(ε) = O(p(ε)), q(ε)→ 0 as ε→ 0. (13)
Thus, Theorem 2 in [11] (which is in fact just an abstract reformulation of
Proposition 3.1 in [16]) guarantees that, for ε > 0 small enough,∥∥∥(A˙εκ)−1 − (T εκ)−1 ⊕ 0∥∥∥ ≤ p(ε)−1 + C ′q(ε) c(ε)−1, (14)
for some C ′ > 0.
By construction,
tεκ(w) ≥
d
εδ
∫
R
|w|2dx.
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We take c(ε) := d/εδ. Since d > 0, it follows that c(ε)→∞ as ε→ 0. Now,
since η ∈ H10(R× S) ∩ L⊥,
a˙εκ(η) ≥
∫
R×S
1
ε2
(|∇⊥η|2 − λ0|η|2) dxdy
≥ λ1 − λ0
ε2
∫
R×S
|η|2dxdy.
Since λ1 − λ0 > 0, we take p(ε) = λ1 − λ0
ε2
→ ∞, as ε → 0 and note that
c(ε) = O(p(ε)).
Finally, there exists a number C ′′ > 0 so that,
|mεκ(ψw, η)| ≤ |κ|
∣∣∣∣∣
∫
R×S
ψwη√
x2 + ε2y2 + εδ
dxdy
∣∣∣∣∣
≤ |κ|
εδ
∫
R×S
|ψw||η|dxdy
≤ |κ|
εδ
(∫
R×S
|ψw|2dxdy
)1/2(∫
R×S
|η|2dxdy
)1/2
=
|κ|
εδ
(∫
R
|w|2dx
)1/2(∫
R×S
|η|2dxdy
)1/2
≤ C
′′
εδ
εδ/2 ε (tεκ(w))
1/2(a˙εκ(η))
1/2
≤ q(ε) (tεκ(w))1/2 (a˙εκ(η))1/2,
where q(ε) := C ′′ ε1−δ/2 → 0 as ε → 0 (recall that, by hypothesis, 0 < δ <
1/2).
The conditions (10), (11) and (12) are then satisfied and we conclude that
inequality (14) holds true, from which one finds, for ε > 0 small enough,∥∥∥(A˙εκ)−1 − [(T εκ)−1 ⊕ 0]∥∥∥ ≤ Cε1+δ/2,
for some C > 0. The proof of the proposition is complete.
3.1.2 Proof of Proposition 2
We shall make use of the third resolvent identity [7], that is, if S and T
are linear operators and z, z0 are common elements of the resolvent sets of
both S and T , then
Rz(T )−Rz(S) = (1 + (z − z0)Rz(T )) [Rz0(T )− Rz0(S)] (1+ (z − z0)Rz(S)) .
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If for a moment we denote ξ =
(
cε−δ + i
)
, by such identity one has
(
A˙εκ − ξ1
)−1
−
[(
T εκ − ξ1
)−1
⊕ 0
]
=
[
1+ ξ
(
A˙εκ − ξ1
)−1]
[
(A˙εκ)
−1 − (T εκ)−1 ⊕ 0
] [
1+ ξ
[
(T εκ − ξ1)−1 ⊕ 0
]]
.
Thus, since for all ε > 0∥∥∥∥(A˙εκ − (cε−δ + i)1)−1
∥∥∥∥ ≤ 1 and
∥∥∥(T εκ − (cε−δ + i) 1)−1 ⊕ 0∥∥∥ ≤ 1,
by Proposition 1, it is found that∥∥(A˙εκ − (cε−δ + i)1)−1 − (T εκ − (cε−δ + i)1)−1 ⊕ 0∥∥
≤
(
1 +
√
c2/ε2δ + 1
)
ε1+δ/2
(
1 +
√
c2/ε2δ + 1
)
≤ D ε1−3/2δ,
for some D > 0. This completes the proof of the proposition.
3.1.3 Proof of Proposition 3
For each ε > 0, write
(Hεw)(x) := −w′′(x) +Wε(x)w(x), domHε = H2(R), (15)
where Wε is a potential so that the above operator is well defined and self-
adjoint. We assume that the limit W0(x) := limε→0Wε(x) exists a.e., and
also that W0(x) is a potential with a singularity at the origin so that the
operator
(H0w)(x) := −w′′(x) +W0(x)w(x),
with domH0 = {H2(R\{0}) : w(0±) = 0} is self-adjoint.
Ahead we will make use of the following result proven in [22]:
Theorem 3. Let Hε be as in (15) and Wε(x) satisfying:
(i) there exists a number g > 0 so that
|Wε(x)| ≤ g
(
1
|x|γ +
1
|x|β
)
, 0 < ε ≤ ε0,
where β > 0 and 0 < γ < 2;
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(ii) Wε(x) ∈ L1loc(R), 0 < ε ≤ ε0;
(iii) Wε(x)→W0(x) a.e. as ε→ 0;
(iv)
∫ −b
b
Wε(x)dx→ −∞ as ε→ 0 for some b > 0;
(v) sup
ε∈(0,ε0)
∫ −b
b
|Wε(x)|dx∣∣∣∫ −bb Wε(x)dx∣∣∣ <∞.
Then, Hε converges to H0 in the norm resolvent sense as ε→ 0.
To prove Proposition 3, we are going to show that
V εκ (x) = −κ
∫
S
|u0|2√
x2 + ε2y2 + εδ
dy
satisfies the conditions (i)-(v) in Theorem 3. To show (i) it is enough to
observe that
|V εκ (x)| ≤ κ
∫
S
|u0|2
|x|+ εδ dy =
κ
|x|+ εδ ≤
κ
|x| ,
and then consider g = κ/2 and γ = β = 1. It is easy to see that V εκ ∈ L1loc(R)
and so (ii) is satisfied. To prove (iii), we apply the Dominated Convergence
Theorem and obtain
lim
ε→0
∫
S
|u0|2√
x2 + ε2y2 + εδ
dy =
∫
S
lim
ε→0
|u0|2√
x2 + ε2y2 + εδ
dy
=
∫
S
|u0|2
|x| dy =
1
|x| ,
i.e., lim
ε→0
V εκ (x)→ −
κ
|x| = Vκ(x).
Now we are going to check (iv). Since S is a bounded region, there exists
a number K > 0 so that y2 ≤ K. Thus,∫ 1
−1
V εκ (x)dx ≤ −κ
∫ 1
−1
∫
S
|u0|2√
x2 + ε2K + εδ
dxdy
= −κ
∫ 1
−1
1√
x2 + ε2K + εδ
dx.
Consequently,
lim
ε→0
∫ 1
−1
V εκ (x)dx = −∞.
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Condition (v) is clearly satisfied. Hence, the proof of Proposition 3 follows
as an application of Theorem 3.
Remark 2. Note that item (iv) of Theorem 3 does not apply to T εκ if κ < 0.
3.2 A condition without regularization
Based on Theorem 1, a natural question in the attractive case is about the
approximation of Ri(A
ε
κ)ϑ by Ri(H
ε
κ)ϑ, so that, after combining with other
propositions, one could conclude a convergence ofHεκ toHD, that is, a conver-
gence without regularization. We discuss a possible suitable approximation
and it makes clear the connection with bounded energy values (which vaguely
reminds us of arguments in [10]).
Given ϑ ∈ L2(R× S), for each ε > 0 there is a unique ψε ∈ domHεκ with
(Hεκ − i1)ψε = ϑ; note that ‖ψε‖ = ‖Ri(Hεκ)ϑ‖ ≤ ‖ϑ‖, that is, there is a
uniform upper bound for the norm of ψε.
By the second resolvent identity,
‖Ri(Aεκ)ϑ− Ri(Hεκ)ϑ‖2 = ‖Ri(Aεκ) (Hεκ − Aεκ)Ri(Hεκ)ϑ‖2
≤
∥∥∥∥
(
κ
|(x, εy)|+ εδ −
κ
|(x, εy)|
)
Ri(H
ε
κ)ϑ
∥∥∥∥
2
= κ2ε2δ
∥∥∥∥ ψε(x, εy)|(x, εy)| (|(x, εy)|+ εδ)
∥∥∥∥
2
:= Qε, (16)
and after the successive change of variables r2 = y21 + y
2
2, z = εr and u =
x2 + z2, the right hand side Qε = Qε(ψε) of (16) reads
Qε = κ2ε2(δ−1)
∫
R
dx
∫ x2+ε2
x2
du
|ψε(x, u)|2
(u+ εδ
√
u)
2 ,
and the required convergence is directly related to the vanishing of Qε as ε→
0. This quantity represents quantitatively the proclaimed energy control
as ε→ 0. We mention two different possibilities one is able to estimate Qε:
1. Assume that for all ε > 0 small enough one has |ψε(x, u)| ≤ |w(x)| up,
for some w ∈ L2(R) and 3/4 < p < 1. Note that this is a special case
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of Dirichlet condition at the origin for the 3D wavefunctions. Thus,
Qε = κ2ε2(δ−1)
∫
R
dx |w(x)|2
∫ x2+ε2
x2
du
(
up
u+ εδ
√
u
)2
≤ κ2ε2(δ−1)
∫
R
dx |w(x)|2
∫ x2+ε2
x2
du u2(p−1)
≤ κ
2
2p− 1ε
2(δ−1)
∫
R
dx |w(x)|2 ((x2 + ε2)2p−1 − (x2)2p−1)
≤ κ
2
2p− 1ε
2(δ−1)
∫
R
dx |w(x)|2ε4p−2
=
κ2
2p− 1ε
2δ+4p−4‖w‖2.
Hence, given such p, by choosing δ so that 2− 2p < δ < 1/2 one has
‖Ri(Aεκ)ϑ− Ri(Hεκ)ϑ‖ → 0,
since Qε → 0, as ε→ 0.
2. Suppose now that |ψε(x, u)| ≥M > 0 in a neighbourhood of the origin
(so, far from the Dirichlet condition at the origin), which for simplicity
we assume this inequality holds true in the set (x, u) ∈ [0, 1/2]×[0, 1/4+
ε2]. Since in this set u ≤ √u, one has, for some D > 0 that does not
depend on ε,
Qε ≥ κ2M2ε2(δ−1)
∫ 1/2
0
dx
∫ x2+ε2
x2
du
((1 + εδ)
√
u)
2
≥ Dε2(δ−1)
∫ 1/2
0
ln
(
1 +
ε2
x2
)
= D
(
2ε2δ−1 arctan
(
1
2ε
)
+
1
2
ε2(δ−1) ln(1 + 4ε2)
)
∼ Dε2(δ−1) →∞
as ε → 0. Hence, the convergence is not expected to hold in this
case. Note that the same argument shows that ‖Aεκψε −Hεκψε‖ → ∞
as ε→ 0.
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4 Repulsive Coulomb potential
In this section we consider the repulsive Coulomb potential VC introduced
in equation (1), i.e., κ < 0; we aim at proving Theorem 2, and this will be
attained by showing that statement (j) in Appendix C holds true. Recall
that u0 is the positive normalized eigenfunction corresponding to the lowest
(simple) eigenvalue of −∆⊥ in S. First we show that bεκ strongly Γ-converges
to b0κ. We begin with some basic properties and remarks:
1. Let ψ ∈ H10(R× S); then, for x-a.s. one has
1
ε2
∫
S
(|∇⊥ψ|2 − λ0|ψ|2) dy ≥ 0.
2. The Dirichlet boundary condition at the border of S implies that∫
S
(u0∇⊥u0 · Ry)dy = 0.
3. Let ψε → ψ in L2(R×S), as ε→ 0, and so that (bεκ(ψε))ε is a bounded
sequence in R. Then (ψ′ε)ε and (∇⊥ψε)ε are bounded sequences in
L2(R × S). Therefore, by taking subsequences if necessary, it follows
that ψ′ε ⇀ ψ
′ and ∇⊥ψε ⇀ ∇⊥ψ weakly in L2(R×S) and ψ ∈ H10(R×
S).
Indeed, first note that there exists C > 0 so that
lim sup
ε→0
∫
R
∫
S
|ψ′ε +∇⊥ψε ·Ryα′|2 dydx ≤ lim sup
ε→0
bεκ(ψε) ≤ C
and
lim sup
ε→0
∫
R
∫
S
|∇⊥ψε|2 dydx
= lim sup
ε→0
(∫
R
∫
S
(|∇⊥ψε|2 − λ0|ψε|2) dydx+ λ0
∫
R
∫
S
|ψε|2 dydx
)
≤ lim sup
ε→0
Cε2 + λ0 lim sup
ε→0
∫
R
∫
S
|ψε|2 dydx <∞.
Since α′ ∈ L∞(R), it follows that (ψ′ε,∇⊥ψε) is a bounded sequence in
L2(R× S). Hence, (ψε)ε is a bounded sequence in H10(R× S).
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4. Let ψε → ψ in L2(R × S) so that limε→0 bεκ(ψε) < ∞. Then, we can
write ψ(x, y) = w(x)u0(y) with w ∈ H1(R).
Indeed, by the previous item, ∇⊥ψε ⇀ ∇⊥ψ in L2(R× S). Thus,∫
R
∫
S
|∇⊥ψ|2 dydx ≤ lim inf
ε→0
∫
R
∫
S
|∇⊥ψε|2 dydx
≤ λ0 lim sup
ε→0
∫
R
∫
S
|ψε|2 dydx
= λ0
∫
R
∫
S
|ψ|2 dydx,
and so ∫
R
∫
S
(|∇⊥ψ|2 − λ0|ψ|2) dydx = 0. (17)
Since by item 1. above one has
0 ≤ f(x) :=
∫
S
(|∇⊥ψ(x, y)|2 − λ0|ψ(x, y)|2) dy,
the equality (17) implies that f = 0 x-a.s., and so ψ(x, ·) is an eigen-
vector associated with the (simple) eigenvalue λ0, that is, ψ(x, ·) is
proportional to u0(·). Hence, we can write, ψ(x, y) = w(x)u0(y) on
putting w ∈ H1(R) (since ψ ∈ H10(R× S)).
By keeping in mind the above remarks, we divide the proof of Theorem 2
in three steps. Note that, without loss of generality, we may assume that
κ = −1.
Step 1. Let ψε → ψ in L2(R× S).
If lim infε→0 b
ε
κ(ψε) = ∞, then automatically lim infε→0 bεκ(ψε) ≥ b0κ(ψ).
Suppose then that lim infε→0 b
ε
κ(ψε) < ∞. By taking a subsequence (if nec-
essary), one may suppose that
lim inf
ε→0
bεκ(ψε) = lim
ε→0
bεκ(ψε) <∞.
By properties 3. and 4. above, it follows that ψ ∈ H10(R× S), ψ′ε ⇀ ψ′ and
∇⊥ψε ⇀ ∇⊥ψ weakly in L2(R×S), and so one may write ψ(x, y) = w(x)u0(y)
for some w ∈ H1(R). Particularly, since α ∈ L∞(R) one has
ψ′ε +∇⊥ψε · Ryα′ ⇀ ψ′ +∇⊥ψ · Ryα′.
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Again, by passing to a subsequence if necessary, since ψε → ψ in L2(R×
S), one has, (x, y)-a.e.
ψε(x, y)→ w(x)u0(y),
and so, a.e. one has
|ψε(x, y)|2√
x2 + ε2y2
→ |w(x)u0(y)|
2
|x| .
By Fatou Lemma,
lim inf
ε→0
∫
R
∫
S
|ψε(x, y)|2√
x2 + ε2y2
dydx ≥
∫
R
∫
S
lim inf
ε→0
|ψε(x, y)|2√
x2 + ε2y2
dydx
=
∫
R
∫
S
|w(x)u0(y)|2
|x| dydx
=
∫
R
|w(x)|2
|x| dydx.
Hence, by property 1. and the above inequality,
lim inf
ε→0
bεκ(ψε) ≥ lim inf
ε→0
∫
R
∫
S
(
|ψ′ε +∇⊥ψε · Ryα′|2 +
|ψε|2√
x2 + ε2y2
)
dydx
≥ lim inf
ε→0
∫
R
∫
S
|ψ′ε +∇⊥ψε · Ryα′|2 dxdy
+ lim inf
ε→0
∫
R
∫
S
|ψε|2√
x2 + ε2y2
dydx
≥
∫
R
∫
S
|w′u0 + w∇⊥u0 · Ryα′|2 dydx+
∫
R
∫
S
|wu0|2
|x| dydx
=
∫
R
(|w′|2 + (α′(x))2C(S)|w|2) dx+ ∫
R
|w|2
|x| dx.
Since it is supposed that lim infε→0 b
ε
κ(ψε) <∞, it follows that∫
R
|w|2
|x| dx <∞.
Hence, w(0+) = 0 = w(0−), that is, w ∈ dom b0κ, and it also follows that
lim inf
ε→0
bεκ(ψε) ≥ b0κ(ψ).
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Step 2. For ψ(x, y) = w(x)u0(y), w ∈ dom b0κ, take ψε = ψ, for all ε > 0.
So, ψε → ψ in L2(R× S). By monotone convergence, one finds
lim
ε→0
bεκ(ψε) = lim
ε→0
∫
R
∫
S
(
|w′u0 + w∇⊥u0 · Ryα′|2 + |wu0|
2√
x2 + ε2y2
)
dydx
=
∫
R
∫
S
(
|w′u0 + w∇⊥u0 · Ryα′|2 + |wu0|
2
|x|
)
dydx
=
∫
R
(
|w′(x)|2 + α′(x)2C(S)|w(x)|2 + |w(x)|
2
|x|
)
dx = b0κ(ψ).
Now take ψ 6= wu0, w ∈ dom b0κ and let ψε → ψ in L2(R × S). Then,
limε→0 b
ε
κ(ψε) = ∞ = b0κ(ψ). In fact, if lim infε→0 bεκ(ψε) < ∞ one gets, by
Step 1, that ψ = wu0 with w ∈ dom b0κ, a contradiction with our hypothesis.
Summing up, by taking into account Appendix C, Steps 1 and 2 constitute
a proof of the following
Proposition 4. If κ < 0, then bεκ
SΓ−→ b0κ in L2(R× S) as ε→ 0.
Step 3. Let ψ ∈ L2(R× S) and ψε ⇀ ψ weakly in L2(R× S).
If lim infε→0 b
ε
κ(ψε) =∞, then clearly lim infε→0 bεκ(ψε) ≥ b0κ(ψ). If
lim inf
ε→0
bεκ(ψε) <∞,
by taking a subsequence one may suppose that
lim inf
ε→0
bεκ(ψε) = lim
ε→0
bεκ(ψε) <∞.
By repeating some of the arguments employed in the steps above, it is found
that ψ ∈ H10(R× S), ψ′ε ⇀ ψ′ and ∇⊥ψε ⇀ ∇⊥ψ weakly in L2(R× S). We
next divide the argument in three exhaustive cases.
Case 1. In this case, suppose that ψ(x, y) = w(x)u0(y) with w ∈ dom b0κ.
Given a > 0 define, for ψ ∈ H10(R× S),
bεκ,a(ψ) :=
∫
R
∫
S
(
|ψ′ +∇⊥ψ · Ryα′|2
+
1
ε2
(|∇⊥ψ|2 − λ0|ψ|2)+ |ψ|2
a+
√
x2 + ε2y2
)
dydx.
Since S is a bounded region, it follows that, as ε→ 0,
1
a+
√
x2 + ε2y2
→ 1|x|+ a
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uniformly in R×S, and since 1
|x|+a
∈ L∞(R×S), one has the weak convergence
1
|x|+ aψε ⇀
1
|x|+ aψ
in L2(R× S), and so
lim infε→0 b
ε
κ,a(ψε)
≥ lim inf
ε→0
∫
R
∫
S
(
|ψ′ε +∇⊥ψε ·Ryα′|2 +
|ψε|2
a+
√
x2 + ε2y2
)
dydx
≥ lim inf
ε→0
∫
R
∫
S
|ψ′ε +∇⊥ψε · Ryα′|2 dydx
+ lim inf
ε→0
∫
R
∫
S
|ψε|2
|x|+ a dydx
≥
∫
R
∫
S
|ψ′ +∇⊥ψ · Ryα′|2 dydx+
∫
R
∫
S
|ψ|2
|x|+ a dydx
=
∫
R
(|w′(x)|2 + (α′(x))2C(S)|w(x)|2) dx+ ∫
R
|w(x)|2
|x| + a dx.
Since
|ψε|2√
x2 + ε2y2
≥ |ψε|
2
a +
√
x2 + ε2y2
,
one has
lim inf
ε→0
bεκ(ψε) ≥ lim inf
ε→0
bεκ,a(ψε)
≥
∫
R
(|w′(x)|2 + (α′(x))2C(S)|w(x)|2) dx+ ∫
R
|w(x)|2
|x|+ a dx.
Since a > 0 is arbitrary,
lim inf
ε→0
bεκ(ψε) ≥ lim
a→0+
(∫
R
(|w′(x)|2 + (α′(x))2C(S)|w(x)|2) dx+ ∫
R
|w(x)|2
|x|+ a dx
)
.
By monotone convergence
lim inf
ε→0
bεκ(ψε)
≥
∫
R
(|w′(x)|2 + (α′(x))2C(S)|w(x)|2) dx+ ∫
R
|w(x)|2
|x| dx
= b0κ(ψ) = b
0
κ(w).
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Case 2. In this case assume that ψ /∈ A := {wu0 : w ∈ H1(R)}. By
definition, b0κ(ψ) =∞. Let P denote the orthogonal projection onto A⊥ and
let [u0] be the subspace generated by u0. Then, ‖Pψ‖ > 0 and Pψε ⇀ Pψ,
and so
lim inf
ε→0
‖Pψε‖ ≥ ‖Pψ‖ > 0.
Observe that
lim inf
ε→0
bεκ(ψε) ≥ lim inf
ε→0
1
ε2
∫
R
∫
S
(|∇⊥ψε|2 − λ0|ψε|2) dydx.
Let us estimate the limit on the right hand side. For φ ∈ H1(R), denote
by φ(0) the component of φ in the subspace [u0]. Let Q be the orthogonal
projection onto [u0]
⊥ in H10(S).
Let that λ1 > λ0 is the second eigenvalue of −∆⊥ in S. Note that for
ϕ ∈ [u0]⊥ one has
∫
S
|∇ϕ|2 ≥ λ1
∫
S
|ϕ|2, and so∫
R
∫
S
(|∇⊥ψε|2 − λ0|ψε|2) dydx
=
∫
R
(
‖∇⊥ψε(x)‖2L2(S) − λ0‖ψε(x)‖2L2(S)
)
dx
=
∫
R
(
‖ψε(x)‖2H1
0
(S) − (λ0 + 1)‖ψε(x)‖2L2(S)
)
dx
=
∫
R
(
‖Qψε(x)‖2H1
0
(S) + ‖ψ(0)ε ‖2H1
0
(S) − (λ0 + 1)‖ψε(x)‖2L2(S)
)
dx
=
∫
R
(
‖∇yQψε(x)‖2L2(S) + ‖Qψε(x)‖2L2(S) + ‖∇⊥ψ(0)ε (x)‖2L2(S)
+ ‖ψ(0)ε (x)‖2L2(S) − λ0‖ψε(x)‖2L2(S) − ‖ψε(x)‖2L2(S)
)
dx
=
∫
R
(
‖∇⊥Qψε(x)‖2L2(S) + ‖∇⊥ψ(0)ε (x)‖2L2(S) − λ0‖ψε(x)‖2L2(S)
)
dx
≥
∫
R
(
λ1‖Qψε(x)‖2L2(S) + λ0‖ψ(0)ε (x)‖2L2(S) − λ0‖ψε(x)‖2L2(S)
)
dx
=
∫
R
(λ1 − λ0)‖Qψε(x)‖2L2(S) dx
= (λ1 − λ0)‖Pψε‖2 ≥ (λ1 − λ0)‖Pψ‖2.
By recalling that λ0 < λ1 and ‖Pψ‖ > 0, one obtains
lim inf
ε→0
1
ε2
∫
R
∫
S
(|∇⊥ψε|2 − λ0|ψε|2) dydx ≥ lim
ε→0
(λ1 − λ0)
ε2
‖Pψ‖2 =∞.
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Hence,
lim inf
ε→0
bεκ(ψε) ≥ b0κ(ψ).
Case 3. In this case assume that v = wu0 with w ∈ H1(R)\dom b0κ.
Then, lim infε→0 b
ε
κ(ψε) =∞. In fact, if lim infε→0 bεκ(ψε) <∞, by passing to
a subsequence, as in Case 1,
∞ > lim
ε→0
bεκ(ψε) ≥ lim
a→0
(∫
R
|w′ +∇⊥w ·Ryα′|2 dx+
∫
R
|w|2
|x|+ a dx
)
,
which is impossible, since w ∈ H1(R)\dom b0κ and so
lim
a→0
∫
R
|w|2
|x|+ a dx =∞.
This finishes Step 3.
Finally, combine Step 3, Proposition 4 and statements (j) and (jjj) in
Appendix C to conclude the proof of Theorem 2.
A The one-dimensional H-atom
In this appendix we review a characterization of the self-adjoint extensions
related to the 1D hydrogen atom, as well as some of their properties we
make use in this paper [9]. The initial 1D hermitian operator is H˙ defined
by equation (2), its deficiency indices are equal to 2, and its adjoint operator
H˙∗ has the same action as H˙ but domain
dom H˙∗ =
{
φ ∈ L2(R \ {0}) : φ, φ′ ∈ AC(R \ {0}),
(
−φ′′ − κ|x|φ
)
∈ L2(R)
}
.
If φ ∈ dom H˙∗, then it turns out [9] that the lateral limits φ(0±) :=
limx→0± φ(x) exist (and are finite) and, for κ 6= 0,
φ˜(0±) := lim
x→0±
(φ′(x)± κφ(x) ln(±|κ|x)) (A.1)
exist and are finite as well. The 2 × 2 unitary matrices Uˆ characterize the
self-adjoint extensions Hηˆ of H˙, so that for each of such matrices it is found
that domHηˆ is composed of ψ ∈ dom H˙∗ so that
(I − ηˆ)
(
ψ˜(0+)
ψ˜(0−)
)
= −i(I + ηˆ)
( −ψ(0+)
ψ(0−)
)
,
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where I denotes the 2 × 2 identity matrix, and we have explicitly got the
boundary conditions characterizing the self-adjoint extensions of H˙ , that is,
the operator candidates for the description of the one-dimensional hydrogen
atom. For instance, the choice Uˆ = I leads to the operator
(HDφ)(x) = −φ′′(x)− κ|x|φ(x) (A.2)
with Dirichlet boundary condition φ(0+) = 0 = φ(0−).
B The operator H0κ
We show that the self-adjoint operator H0κ in R, defined in Section 2, cor-
responds to the self-adjoint extension HD (see (A.2)) of H˙ . To simplify ex-
pressions, without loss we assume that α′(x) = 0. Consider the self-adjoint
operator (hw)(x) = −w′′(x),
domh =
{
w ∈ H2(R) : w(0+) = 0 = w(0−)} .
This operator is associated with the sesquilinear form
bh(w, ϕ) = 〈w′, ϕ′〉, w, ϕ ∈ dom bh,
with dom bh = D0 = {w ∈ H1(R) : w(0+) = 0 = w(0−)} , that is, dom bh is
the form domain of h (see also [7]).
The form domain of the multiplication operator V (x) = − κ|x| , x, κ ∈ R,
κ 6= 0, is
dom bV =
{
w ∈ L2(R) : w(x)√
x
∈ L2(R)
}
.
Claim: V is bh-bounded and the bh-bound of V is less than 1.
Proof. Initially, note that dom bh ⊂ dom bV . Given a > 0, choose δ > 0 so
that
1
|x| ≤
a
4
1
|x|2 for all |x| ≤ δ. By Hardy’s Inequality, for w ∈ dom bh one
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has
|bV (w)| = |κ|
∫
R
|w(x)|2
|x| dx
= |κ|
∫
|x|≤δ
|w(x)|2
|x| dx+ |κ|
∫
|x|≥δ
|w(x)|2
|x| dx
≤ |κ|a
4
∫
R
|w(x)|2
|x|2 dx+
|κ|
δ
∫
R
|w(x)|2dx
≤ |κ|a
∫
R
|w(x)′|2dx+ |κ|
δ
∫
R
|w(x)|2dx
= a |κ| bh(w) + |κ|
δ
‖w‖2.
Since a > 0 was arbitrary, the result follows.
Since
b0κ(w) = bh(ϕ,w) + bV (w)
with dom b0κ = dom bh, by KLMN Theorem [7], there exists a unique self-
adjoint operator H with domH ⊂ dom bh, whose form domain is dom bh,
such that
〈ϕ,Hw〉 = b0κ(ϕ,w), ∀ϕ ∈ dom bh, ∀w ∈ domH. (B.1)
It is also known that domH is dense in dom bh with respect to the inner
product 〈·, ·〉+ := b0κ(·, ·) + c〈·, ·〉, with 〈·, ·〉 denoting the usual inner product
in L2(R).
Note that domHD is dense in (dom bh, 〈·, ·〉+). In fact, since dom bh is the
form domain of h, for each w ∈ dom bh there is a sequence (wn) ⊂ domh =
domHD so that
bh(wn − w) + ‖wn − w‖2 → 0. (B.2)
Now we pick a > 0 as above, and so, by Hardy’s Inequality,
|bV (w)| ≤ d
(
bh(w) + ||w||2
)
, (B.3)
where d = max{a|κ|, |κ|/δ}. Thus, by (B.2) and (B.3), bV (wn − w) → 0.
Hence
〈wn − w,wn − w〉+ → 0,
i.e., domHD is dense in (dom bh, 〈·, ·〉+). An integration by parts shows
that condition (B.1) also holds with H replaced by HD; so, by uniqueness, it
follows that H = HD, that is, HD is the operator associated with the form b
0
κ.
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C Γ and strong resolvent convergences
In this appendix we recall, in an appropriate and practical way, the definition
of Γ-convergence of quadratic forms in Hilbert spaces and its relation to the
strong resolvent convergence of the subsequent self-adjoint operators. A more
detailed review can be found in [8], whereas a full account appears in [6].
LetH be a Hilbert space and R = R∪{+∞}. The sequence of functionals
fε : H → R strongly Γ-converges to f as ε→ 0 (denoted by fε SΓ−→ f) if the
following two conditions hold:
(i) For every ζ ∈ H and every ζε → ζ in H one has
f(ζ) ≤ lim inf
ε→0
fε(ζε). (C.1)
(ii) For each ζ ∈ H, there exists a sequence ζε → ζ in H such that
f(ζ) = lim
ε→0
fε(ζε). (C.2)
If the strong convergence ζε → ζ is replaced by weak convergence ζε ⇀ ζ
in (i) and (ii) above, then one says that fε weakly Γ-converges to f , which is
denoted by fε
WΓ−→ f .
Let bε, b be positive (or, more generally, uniformly lower bounded) closed
sesquilinear forms in the Hilbert space H taking values in R, and T ε, T the
corresponding associated positive self-adjoint operators. Then the following
statements are equivalent:
(j) bε
SΓ−→ b and, for each ζ ∈ H, b(ζ) ≤ lim infε→0 bε(ζε), for all ζε ⇀ ζ
in H.
(jj) bε + λ
SΓ−→ b + λ and bε + λ WΓ−→ b + λ, for some λ ≥ 0 (and so for all
λ ≥ 0).
(jjj) T ε converges to T in the strong resolvent sense in H0 = domT ⊂ H,
that is, for all λ ∈ C \ (−∞, 0],
lim
ε→0
R−λ(T
ε)ζ = R−λ(T )P0ζ, ∀ζ ∈ H, (C.3)
where P0 is the orthogonal projection onto H0.
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