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Izvleček 
Vprašanje odgovornosti samovozečih vozil 
 
V diplomskem delu se ukvarjam z vprašanjem odgovornosti samovozečih vozil. 
Najprej predstavim stopnje avtomatizacije vozil združenja SAE, ki določajo, kako 
razvita je avtonomnost vozila. Nato opišem dileme, s katerimi nas soočajo vozila, ki 
niso popolnoma avtonomna – v njih mora voznik v določenih situacijah še vedno 
prevzeti nadzor. Toda poudarek diplomskega dela je na etičnih vprašanjih, ki jih 
prinašajo popolnoma avtonomna oziroma samovozeča vozila. Ta vozila imajo 
vgrajene umetnointeligenčne učeče se algoritme, pri katerih ne moremo več 
predvideti vseh njihovih možnih izidov, kot je bilo to mogoče pri determinističnih 
algoritmih. Ker umetna inteligenca še ne more odgovarjati sama zase, se nam zastavi 
vprašanje, kdo je odgovoren za prometne nesreče, ki jih povzročijo avtonomna vozila. 
Umetni inteligenci je treba povedati, kako naj ravna v etično spornih situacijah. S 
temi situacijami se ukvarja dilema pobeglega vagona, zato jo predstavim in skušam 
ugotoviti, katera rešitev dileme bi bila najprimernejša za uporabo pri samovozečih 
vozilih. Odgovora ne najdem, ker vsaka rešitev s seboj prinaša težave. Zato raziščem 
vprašanje, kdo naj bi sprejel sporno odločitev, kako naj samovozeča vozila ravnajo v 
primerih neizogibnih nesreč, in s tem nosil odgovornost zanje. Na koncu sklenem, da 
avtonomna vozila – tudi če rešitve za dilemo pobeglega vagona ne najdemo – 
celokupno močno znižajo število prometnih nesreč in s seboj prinašajo toliko drugih 
prednosti, da jih je smiselno čim prej poslati na ceste. 
 
Ključne besede: samovozeča vozila, avtonomnost, umetna inteligenca, odgovornost, 
etika, dilema pobeglega vagona 
 
Abstract 
The Question of Responsibility for Self-Driving Vehicles 
 
This undergraduate thesis occupies itself with the issue of responsibility for self-
driving vehicles. First, I introduce the SAE levels of vehicle automation which 
determine how autonomous a vehicle is. I then describe the dilemmas we are faced 
with when dealing with vehicles that are not fully autonomous - the driver still has to 
take over control of these vehicles in specific situations. However, the emphasis of the 
thesis is on the ethical issues brought about by fully autonomous or self-driving 
vehicles. These vehicles have built-in artificially intelligent self-learning algorithms, 
whose all possible outcomes can no longer be predicted, as was possible with 
deterministic algorithms. As artificial intelligence cannot yet be held accountable for 
itself, this raises the question of who is responsible for traffic accidents caused by 
autonomous vehicles. Artificial intelligence should be told how to act in ethically 
sensitive situations. These situations are examined by the trolley problem, which I 
describe. Then I try to find out which solution to the problem would be most 
appropriate for use in self-driving vehicles. I do not find the answer, because every 
solution has its own problems. Therefore, I explore the question of who is to make the 
sensitive decision on how self-driving vehicles should act in cases of inevitable 
accidents and be responsible for it. Finally, I conclude that autonomous vehicles – 
even if no solution to the trolley problem is found – reduce the number of traffic 
accidents overall and bring so many other benefits, that it makes sense to get them on 
the road as soon as possible.   
 
Keywords: self-driving vehicles, autonomy, artificial intelligence, responsibility, 
ethics, trolley problem 
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1.	  UVOD	  
 
V diplomskem delu sem se želel ukvarjati z enim izmed etičnih problemov, ki jih s 
seboj prinaša hitro razvijajoči se svet umetne inteligence. Najprej sem se nameraval 
posvetiti vprašanju, kdaj stroju pripisati status moralnega agenta oziroma kako naj bi 
obravnavali stroje z zavestjo. Mentor mi je svetoval, da naj se raje kot s hipotetičnim 
scenarijem, ki bo morda nastopil v prihodnosti, morda pa se nikoli ne bo zgodil, 
ukvarjam z nečim, kar se nas že tiče – z etičnim problemom, ki ga povzroča umetna 
inteligenca danes, v obsegu v kakršnem že obstaja. Strinjal sem se, zato sem se 
odločil, da se bom posvetil vprašanju odgovornosti samovozečih oziroma avtonomnih 
vozil. Termina ‘samovozeč’ in ‘avtonomen’ v nalogi uporabljam kot sinonima. 
 
Najbolj enostavno bi lahko vprašanje odgovornosti zastavili nekako takole: »Kdo je 
odgovoren, če se samovozeče vozilo zaleti oziroma povzroči nesrečo?« Odgovori, ki 
se jih najprej domislimo, so večinoma sledeči: 
1. vozilo samo, 
2. voznik (oziroma bolje rečeno uporabnik, saj vozila ne upravlja), 
3. podjetje, ki je vozilo izdelalo (to se dalje lahko členi na programerje ali pa na 
direktorje, ki prevzamejo odgovornost itd.) 
 
Kateri odgovor je pravilen? Si lahko odgovornost delijo? Je možen še kakšen drug 
odgovor? Kakšno vlogo ima pri vsem tem umetna inteligenca? Če avtonomnemu 
vozilu vnaprej predpišemo, kako naj ravna v primeru neizogibne nesreče in vozilo ta 
navodila upošteva, potem je odgovoren tisti, ki je ta navodila sprejel. Kdo naj bi 
sprejemal takšne etične odločitve? Prav tako se moramo vprašati, katere etične 
odločitve naj izberemo.  
 
Preden poskušamo natačneje odgovoriti na ta vprašanja, si oglejmo, kako daleč smo v 
resnici z razvojem avtonomnih vozil in kdo je za nesrečo odgovoren, če vozilo še ni 
popolnoma avtonomno. 
  
	   6	  
2.	  STOPNJE	  AVTOMATIZACIJE	  SAMOVOZEČIH	  VOZIL 
 
Mnogi ljudje mislijo, da smo že dosegli popolno avtonomnost samovozečih vozil. 
Greg Brannon, predstojnik organizacije AAA (American Automobile Association), je 
povedal: »Če potrošnike vprašamo, česa mislijo, da je sistem zmožen, 40 odstotkov 
Američanov meni, da ima sistem z imenom ProPilot ali Autopilot sposobnost 
samostojno voziti avtomobil.« (Hawkins, 2019a) Vendar temu ni tako. Poglejmo si 
najprej torej, kako razvita je avtonomnost samovozečih vozil. Združenje SAE 
(Society of Automotive Engineers) je predlagalo šest stopenj avtomatizacije, ki naj bi 
pomagale določiti, kako razvita je avtonomnost vozila. 
 
»Stopnje SAE niso popolne; nagibajo se k posplošitvi vseh različnih oblik 
avtomatizacije, ki so v razvoju. Večina proizvajalcev avtomobilov se izogiba 
uporabi stopenj SAE, ko opisujejo svoje sisteme, vendar so na tej točki vse, 
kar imamo in vladne agencije kot ameriška National Highway Traffic Safety 
Administration jih pogosto uporabljajo, kadar razpravljajo o avtonomnosti 
vozil.« (Hawkins, 2019b) 
 
Kljub pomanjkljivostim je taksonomija SAE postala svetovni standard pri definiranju 
avtonomnost samovozečih vozil, zato si jo pobliže oglejmo v tabeli 1. 
Tabela	  1:	  Stopnje	  SAE	  (Dennis,	  2019)	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Najbolj napredna vozila, ki so danes na cestah, po taksonomiji SAE dosegajo le 2. 
stopnjo avtomatizacije. To pomeni, da je v trenutnih vozilih za zaznavanje in 
odzivanje na objekte in dogodke popolnoma odgovoren voznik. Kar pa naj bi se v 
bližnji prihodnosti spremenilo. Elon Musk, generalni direktor podjetja Tesla, ki je eno 
vodilnih na področju razvoja avtonomnih vozil, napoveduje avtonomnost 
avtomobilov Tesla na 4. in kmalu zatem 5. stopnji za leto 2020 (Hawkins, 2019c). 
Čeprav mnogi strokovnjaki trdijo, da Musk z napovedmi pretirava in avtonomnost 
vozil še ni tako blizu, pa »so skoraj vse študije prišle do zaključka, da bo avtonomna 
vožnja dosegla preboj povsod po svetu do leta 2030.« (Herrmann idr., 2018, str. 84) 
 
2.1.	  TRETJA	  STOPNJA	  AVTOMATIZACIJE	  –	  IRONIJA	  AVTOMATIZACIJE	  
 
Tako hiter razvoj avtonomnosti vozil do 4. in 5. stopnje, kot ga napoveduje Musk, bi 
pomenil, da bi 3. stopnjo ali preskočili ali pa bi bila vozila te stopnje v uporabi zgolj 
nekaj let. To je obetavno, saj je 3. stopnja avtomatizacije prehodna in kot taka zelo 
problematična. Vozilo na 3. stopnji namreč že zna avtonomno voziti, hkrati pa se od 
voznika pričakuje, da je ves čas v stanju pripravljenosti, saj mora hitro in pravočasno 
prevzeti nadzor, če sistem vozila od njega to zahteva. Pojavi se problem ironije 
avtomatizacije, ki se nanaša na težave medsebojnega vplivanja med človekom in 
avtomatiziranim sistemom. Gre za to, da v zahtevnih oziroma nepredvidljivih 
situacijah vozilo preda nadzor vozniku – saj se pričakuje, da voznik v takšnih 
okoliščinah vozi bolje od avtonomnega vozila. Toda več, ko bodo vozila avtonomno 
prevozila, manj bodo vozniki sposobni vožnje – že v preprostih okoliščinah, kaj šele v 
zahtevnejših (Herrmann idr., 2018, str. 50). 
 
3. stopnja avtomatizacije nas na dolgi rok privede do slabo usposobljenih voznikov, ki 
pa so še vedno odgovorni za svoja dejanja za volanom, predvsem v zahtevnih 
situacijah. Če bi se razvoj avtonomnosti vozil na 3. stopnji zadržal par desetletij, si 
lahko predstavljamo, da bi obstajali vozniki, ki bi takoj po opravljeni avtošoli sedli za 
volan vozila na 3. stopnji avtomatizacije. Avtošole bodo najverjetneje do nadaljnjega 
voznike učile popolnoma samostojne vožnje. Morda jih bodo naučile uporabljati 
nekatera pomagala 2. stopnje, vendar bo fokus vedno na samostojni vožnji – dokler 
avtošole zaradi popolne avtonomnosti vozil sploh več ne bodo potrebne in bodo 
izginile. Ti vozniki po opravljeni avtošoli pravzaprav skorajda ne bi več imeli prakse 
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vožnje, voziti pa bi bili prisiljeni le v težkih, za avtonomna vozila prezahtevnih 
okoliščinah.  
 
Pojavi se etično vprašanje, ali vozila na 3. stopnji zaradi ironije avtomatizacije, ki jih 
le-ta prinaša, sploh pustiti na ceste. Waymo, Googlovo hčerinsko podjetje, ki razvija 
avtonomna vozila, se je zaradi nevarnosti, ki jih prinaša 3. stopnja, odločilo, da jo bo 
kar preskočilo in se raje posvetilo popolni avtonomnosti neposredno (Solon, 2018). 
 
2.2.	  ČETRTA	  STOPNJA	  AVTOMATIZACIJE	  –	  AVTONOMNIM	  VOZILOM	  
PRILAGOJENA	  SREDIŠČA	  MEST	  
 
4. stopnjo avtomatizacije nekateri opisujejo kot stopnjo, kjer zna vozilo že popolnoma 
avtonomno voziti, vendar voznik lahko prevzame nadzor, če tako želi (dvojnost 
upravljanja). Drugi jo opisujejo kot stopnjo, kjer vozilo vozi popolnoma avtonomno, 
vendar le v določenih okoliščinah – v teh voznik ne more prevzeti nadzora. Če je 
vozilo namenjeno izključno vožnji v takšnih okoliščinah, potem elementov za 
krmiljenje, kot je volan, ne potrebuje. Glavna področja delovanja takšnega vozila 
bodo predvsem mesta, ki so zelo dobro pokrita z natančnimi podatki zemljevidov. Ta 
vozila se bo predvsem najemalo in ne kupovalo (Pirman, 2018). Če pa je vozilo s 4. 
stopnjo avtomatizacije namenjeno tako vožnji v okoliščinah, ki so za avtonomno 
vožnjo primerne kot v okoliščinah, ki to niso, pa v slednjih nadzor prevzame voznik. 
Razlika med 3. in 4. stopnjo je v tem, da se na 4. stopnji od voznika več ne pričakuje 
pozornosti za prevzem nadzora – če se voznik ne odzove, se avtomobil samostojno 
ustavi oziroma parkira na primernem mestu (Herrmann idr., 2018, str. 49). S tem se v 
veliki meri izognemo ironiji avtomatizacije, saj se lahko odločimo, da avtomobila 
sami ne bomo vozili. Če pa se za upravljanje takšnega avtomobila vseeno odločimo, 
moramo najprej poskrbeti, da je naše znanje vožnje osveženo in na zadostnem nivoju. 
 
Vozila 4. stopnje avtomatizacije naj bi se najprej uporabljala v središčih mest. 
Središča mest so sicer kompleksna vozna okolja: zaradi pešcev, mnogih prometnih 
znakov, ki jih senzorji avtonomnih vozil težko zaznajo, nepredvidljivega prometa itd. 
Toda obstajajo rešitve, kako to kompleksnost za avtonomna vozila poenostaviti. Ena 
predlagana rešitev je vozni pas za avtonomna vozila (kakor v nekaterih mestih že 
obstaja pas za taksije in avtobuse), druga pa za avtonomni promet popolnoma 
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prilagojena središča mest (po možnosti zaprta za preostali promet, na primer peš cone, 
v katerih so poleg pešcev dovoljena samo avtonomna vozila, tako kot danes ponekod 
samo avtobusi). Prednosti avtonomnih vozil v za to prilagojenih mestih so: 
zmanjšanje prometa in s tem zastojev, izpušnih plinov ter porabe goriva, krajši 
potovalni časi, cenejši javni promet, večja mobilnost za ljudi, ki ne znajo ali ne 
morejo voziti avtomobila – invalidi, starejši itd. 
 
Ironično je, da bi se avtonomna vozila dalo veliko lažje vpeljati, če obstoječ promet in 
infrastruktura ne bi obstajala. Prav tako bi bilo veliko lažje na trenutno obstoječo 
infrastrukturo postaviti avtonomna vozila, če bi popolnoma ukinili obstoječ 
neavtonomen promet. Toda dejstvo je, da bodo avtonomna in neavtonomna vozila 
vsaj nekaj časa sobivala, najverjetneje na že obstoječi infrastrukturi, ki bo kvečjemu 
prilagojena avtonomnim vozilom. Tako avtonomna vozila čaka zahtevna naloga, da 
se zares naučijo voziti v vseh možnih okoliščinah in scenarijih, preden se jih vpelje na 
ceste. Takšna vozila so vozila na 5. stopnji avtomatizacije. 
 
2.3.	  PETA	  STOPNJA	  AVTOMATIZACIJE	  –	  VPELJAVA	  VPRAŠANJA	  
ODGOVORNOSTI	  AVTONOMNIH	  VOZIL	  IN	  NJIHOVE	  PREDNOSTI	  
 
5. stopnjo avtomatizacije od 4. stopnje loči to, da je vozilo 5. stopnje zmožno voziti 
popolnoma avtonomno v vseh okoliščinah. Ta vozila naj elementov za krmiljenje več 
ne bi imela. Avtorji dela Autonomous Driving so se odločili, da bodo šele vozila 5. 
stopnje imenovali avtonomna oziroma samovozeča vozila (Herrmann idr., 2018, str. 
50f.). Drugi avtorji za popolnoma samovozeča vozila štejejo že vozila 4. kot tudi 5. 
stopnje avtomatizacije (Stewart, 2019). Čeprav vozil 3. stopnje ne moremo imenovati 
popolnoma avtonomna, pa tudi ta že znajo voziti avtonomno, dokler so pogoji 
ustrezni.  
 
Tako je od 3. stopnje avtomatizacije mogoč scenarij, okrog katerega se vrti to 
diplomsko delo: nesreča, ki jo povzroči samovozeče vozilo. Ta scenarij nas sooča s 
problemom vprašanja odgovornosti za tako nastalo nesrečo. Preden se mu posvetimo, 
se je smiselno vprašati: So avtonomna vozila sploh vredna vpeljave? Vozila na 3. – in 
do neke mere 4. – stopnji nas soočajo z ironijo avtomatizacije. Vozila na 3., 4. in 
predvsem 5. stopnji pa nas soočajo z vprašanjem odgovornosti. To sta dva etična 
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problema, zaradi katerih marsikdo nasprotuje vpeljavi avtonomnih vozil. Kakšne pa 
so njihove prednosti? 
 
Poleg v prejšnjem podpoglavju navedenih prednosti, avtonomna vozila predvsem 
prinašajo varnost. Glavni vzrok prometnih nesreč danes je človeški faktor. Z 
avtonomnimi vozili ta faktor ukinemo ter posledično zelo zmanjšamo število 
prometnih nesreč (Herrmann idr., 2018, str. 57f.). Svetovna komisija za etiko 
znanstvenih spoznanj in tehnologije UNESCO (COMEST) v Poročilu o etiki robotike 
navede, da lahko razširjena uporaba avtonomnih vozil »odpravi 90 % vseh 
avtomobilskih nesreč v Združenih državah Amerike, prepreči škodo in stroške 
zdravstva v višini do 190 milijard dolarjev letno in reši na tisoče življenj.« 
(Bertoncello in Wee v: COMEST, 2017, str. 29) Vse te prednosti kažejo na smiselnost 
vpeljave avtonomnih vozil. Toda hkrati se pojavi tudi vprašanje odgovornosti. 
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3.	  REŠITEV	  COMEST	  –	  ODGOVORNOST	  NOSI	  VOZNIK	  
 
COMEST v Poročilu o etiki robotike predlaga, da se določi situacije, v katerih 
odgovornost za posledice dejanj avtonomnih vozil nosi izključno človek – voznik: 
 
»Avtonomija vozila mora biti omejena, odgovornost za kritično odločitev pa 
mora nositi človek, zlasti v primeru odločitev, povezanih z izgubo življenja 
(npr. neizogibna morebitna smrtna nesreča). Človek nato lahko sprejme 
zahtevano odločitev samostojno, sledi nasvetu avtonomnega vozila ali pa celo 
prenese odločitev na avtonomno vozilo. Vendar je v vseh primerih odgovoren 
človek.« (COMEST, 2017, str. 53) 
 
Do zgoraj navedenih zaključkov za avtonomna vozila je komisija prišla tako, da so 
ekstrapolirali rezultate razmislekov iz polja avtonomnih orožij. Tam je smiselno, da 
končno odločitev za izstrelitev raket ali uboj tarče z brezpilotnim letalom vedno 
potrdi za to odgovorna oseba. Pri uporabi orožij bi moral biti v vseh primerih človek 
tisti, ki »pritisne gumb«. Toda ali lahko ta razmislek preslikamo na vse situacije, s 
katerimi so soočena avtonomna vozila? 
 
Ko komisija pravi, da bi moral odgovornost za prometne nesreče vedno prevzeti 
voznik, pa se s tem ne nanašajo na vse nesreče. Ne nanašajo se na nepredvidene 
nesreče, ki jih povzroči samovozeče vozilo in jih lahko primerjamo z naravnimi 
katastrofami. Če bi vozilo človeku lahko predalo nadzor šele sekundo pred neizbežno 
nesrečo, bi bilo absurdno, da bi odgovornost za takšno nesrečo pripisali vozniku. 
Takšnih situacij se torej ne da primerjati s situacijami, ki se pojavljaljo na polju 
avtonomnih orožij. 
 
Komisija odgovornost torej pripisuje človeku zgolj v situacijah, ko bi vozilo 
opozorilo voznika, ta pa bi nato sprejel odločitev in s tem prevzel odgovornost. 
Takšna logika predpostavlja, da ima voznik dovolj časa, da sprejme odločitev. 
Komisija se nanaša na nesreče – oziroma situacije, v katerih je večja verjetnost za 
nesrečo – ki se jih da predvideti (recimo zaradi slabih voznih ali vremenskih razmer, 
zaradi informacije o prometni nesreči nižje na tem cestnem odseku itd.) Govorimo o 
tem, da bi bila vozila sprogramirana tako, da bi predvidela nevarne situacije in bi od 
voznika zahtevala, da prevzame nadzor, sicer pa bi zapeljala na rob cestišča in 
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počakala na drugačne razmere (na primer, da se megla razkadi ali da se odstrani 
posledice prometne nesreče itd.) 
 
Sklepamo lahko, da COMEST kot končno rešitev za vprašanje odgovornosti torej 
predlaga, da avtonomnosti sploh ne bi smeli razviti do 5. stopnje, temveč bi morala 
ostati na 4. stopnji, kjer bi v nevarnih situacijah nadzor vedno prevzel voznik – torej 
bi volan vedno ostal v vozilih. Ta rešitev se v luči informacij, ki smo jih predstavili v 
2. poglavju, na dolgi rok ne zdi smiselna. Prva težava, s katero se sooča zgornja 
rešitev, je ironija avtomatizacije. Od voznika, ki se večino časa prevaža v 
samovozečih vozilih in ni več vajen samostojne vožnje, ne moremo pričakovati, da bo 
v zahtevni situaciji prevzel nadzor nad vozilom. Pravzaprav bi bilo takšno dejanje 
neodgovorno. Eden od glavnih razlogov za popolnoma avtonomna vozila je možnost 
mobilnosti za ljudi, ki ne morejo ali ne znajo voziti avtomobila – ta prednost bi v 
primeru zgornje rešitve izginila. Prav tako moramo razmišljati o samovozečih taksijih 
in avtobusih: kateri potnik naj bi prevzel nadzor? 
 
Če rešitev, analogno zgornji, poskušamo izpeljati za vozila na 5. stopnji 
avtonomnosti, bi lahko bila sledeča: nadzora ne bi prevzel nihče – ker volana v vozilu 
5. stopnje ne bi bilo – temveč bi se vozilo, če bi tako ocenilo, kljub vsemu ustavilo 
pred nevarno situacijo. To je zagotovo pravilen pristop k programiranju samovozečih 
vozil, toda potem tu govorimo o vozilu z nekakšno previdno 5. stopnjo avtomatizacije 
in ne več o tem, da bi nadzor v nevarnih situacijah vedno prevzel voznik – kar 
predlaga COMEST. Čeprav bi bila takšna vozila izjemno varna, pa bi se včasih še 
vedno znašla v nepredvideni nesreči oziroma v situaciji, ko je nesreča neizogibna in 
se je treba odločiti za takšno ali drugačno reakcijo, časa, da bi nadzor predala 
vozniku, pa ni več. Kdo je odgovoren v takšni situaciji, če to ne more biti voznik? 
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4.	  EKSKURZ	  V	  PRIHODNOST	  –	  ODGOVORNOST	  NOSI	  VOZILO	  
 
Zazrimo se nekoliko dlje v prihodnost. Vozilo – četudi na 5. stopnji avtomatizacije – 
še ne more odgovarjati za svoja dejanja. To dejstvo pa bi se lahko v nekaj desetletjih 
spremenilo. Futurist Ray Kurzweil napoveduje: »Leta 2045 se bo zgodila 
‘Singularnost’, to je pomnožitev naše dejanske inteligence za milijardkrat ob združitvi 
z inteligenco, ki jo bomo ustvarili.« (Reedy, 2017) Prav tako pa je dejal: »Leto 2029 
redno napovedujem kot leto, v katerem bo UI prestala veljaven Turingov test in 
posledično dosegla človeške ravni inteligence.« (Reedy, 2017) 
 
Čeprav sem uvodoma zapisal, da se s hipotetičnim scenarijem zavesti umetne 
inteligence ne bomo ukvarjali, pa je zanimivo omeniti, kako blizu v prihodnost 
Kurzweil postavlja Singularnost, saj bi le-ta, ko oziroma če se bo zares dogodila, 
razrešila problem vprašanja odgovornosti avtonomnih vozil. Če se bomo ljudje 
združili z umetno inteligenco naših vozil, bodo odgovornost prevzeli ti hibridi med 
ljudmi in stroji. Najverjetneje pa bi milijardkrat večja inteligenca razrešila tudi mnoge 
druge danes nerešljive filozofske in etične probleme. Dejstvo, da bi se tako velika 
sprememba lahko zgodila že za časa naših življenj, je kar nekoliko zastrašujoča. 
 
Kar pa se tiče Kurzweilove napovedi za leto 2029 – ki se presenetljivo ujema z 
napovedjo, navedeno v 2. poglavju, da bo avtonomna vožnja dosegla preboj povsod 
po svetu do leta 2030 – pa tudi ta, če se bo uresničila, morda že razrešuje vprašanje 
odgovornosti, saj umetni inteligenci pripisuje človeške ravni inteligence, kar bi lahko 
pomenilo, da bo umetna inteligenca že lahko sama odgovarjala zase in za svoje 
odločitve. V tem primeru bi bila odgovorna tudi za morebitne nesreče. Pri tem 
scenariju se moramo vprašati, če opravljen Turingov test lahko enačimo z zavestjo 
oziroma s samozavedanjem, ali pa enaka raven inteligence za stroj še ne pomeni 
samozavedanja oziroma osebnosti. Če ima stroj človeško raven inteligence, to namreč 
ne pomeni nujno, da že lahko prevzame odgovornost. Prav tako pa samozavedajoči se 
stroji odpirajo mnoga druga etična vprašanja, kot na primer: Ali imamo pravico 
takšne stroje še naprej uporabljati kot stroje za lastno korist? Kakšne pravice 
pripadajo tem strojem? itd. Vprašanje odgovornosti samovozečih vozil bi bilo 
razrešeno – odgovornost bi vedno prevzelo avtonomno vozilo – odprla pa bi se mnoga 
druga, pomembnejša vprašanja. 
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Številni strokovnjaki se s Kurzweilovimi napovedmi ne strinjajo in dvomijo v tako 
hiter razvoj umetne inteligence. Mnogi napovedujejo, da Singularnosti nikoli ne bomo 
dosegli, nekateri pa pravijo, da nikoli ne bomo dosegli niti 5. stopnje avtomatizacije 
vozil. Rešitev za vprašanje odgovornosti, ki pravi, da odgovornost nosi vozilo samo, 
torej označimo kot hipotetično in poskusimo poiskati še druge odgovore, toda 
zanimivo se je zavedati, da naj bi se po Kurzweilovih napovedih zgornji scenarij 
pripetil že čez 10 let.  
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5.	  VPRAŠANJE	  ODGOVORNOSTI	  NA	  PETI	  STOPNJI	  
AVTOMATIZACIJE	  
 
Vrnimo se k vprašanju iz uvoda. Kdo je torej odgovoren, če se samovozeče vozilo 
tekom avtonomne vožnje zaleti oziroma povzroči nesrečo? Govorimo torej o 
nesrečah, ki jih avtonomno vozilo ne more predvideti in posledično ne more 
pravočasno prepustiti nadzora vozniku. Takšne nesreče se lahko zgodijo vozilom na 
3., 4. in 5. stopnji, kadar vozijo avtonomno in jih ne upravlja človek. Za lažjo 
predstavitev problema pa se osredotočimo zgolj na vozila s 5. stopnjo avtomatizacije, 
ki naj bi ves čas vozila popolnoma avtonomno in elementov za krmiljenje, kot je 
volan, več ne bi imela. Ob odgovorih iz uvoda povzemimo dosedanje ugotovitve: 
1. Vozilo samo: V 4. poglavju smo ugotovili, da vozilo na 5. stopnji 
avtomatizacije ne more biti odgovorno za nesrečo, saj na tej stopnji še nima 
samozavedanja. Tako se ne more – na primer – samo zagovarjati na sodišču. 
2. Voznik: V 3. poglavju smo pokazali, da na 5. stopnji avtomatizacije voznik 
več ne more biti odgovoren za nesreče, saj vozila ne more upravljati in je 
pravzaprav zgolj uporabnik. Razdelali smo tudi možnost, kjer vozilo oceni 
nevarne okoliščine in preda nadzor vozniku – in tudi težave, ki jih ta rešitev 
prinaša – toda tu je govora izrecno o primerih, ko vozilo nadzora ne preda 
vozniku pa vendarle povzroči nesrečo. Tako voznik v teh primerih nikakor ne 
more biti odgovoren. 
3. Podjetje, ki je vozilo izdelalo (to se dalje lahko členi na programerje ali pa na 
direktorje, ki prevzamejo odgovornost itd.): Zdi se, da je edini možen 
odgovor, da je za takšne nesreče odgovorno podjetje. Nekatera podjetja – kot 
so Tesla in Volvo – se s tem strinjajo in so že napovedala, da bodo prevzela 
odgovornost za vse takšne nesreče (Golson, 2016; Hawkins, 2019c). 
 
5.1.	  ODGOVORNOST	  NOSI	  PODJETJE	  KOT	  ENTITETA?	  
	  
Po eni strani se sliši grozljivo, da bi svoja življenja – še zlasti v primeru odločitev, 
tako neposredno povezanih z izgubo življenja – prepustili velikim korporacijam. V 
tem primeru bi izbira znamke, ki v avtomobilizmu že zdaj ni samo statusni simbol, 
predstavljala še pomembnejšo življenjsko odločitev, saj ne bomo več odvisni samo od 
kvalitete izdelave vozila, temveč tudi od kvalitete umetnointeligenčnih algoritmov in 
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posledično sposobnosti vozila za avtonomno vožnjo. Po drugi strani pa bomo s temi 
algoritmi na nek način zavarovani pred našimi lastnimi napakami. Odgovornost bomo 
prenesli z nas na stroje, za katere pa naj bi odgovarjalo podjetje, ki jih je razvilo. 
Zamislimo si scenarij, v katerem vso odgovornost za nesreče prevzamejo podjetja kot 
entitete oziroma vodilni v podjetjih. 
 
Pri tem scenariju se pojavi skrb, da bi podjetja pred varnost uporabnikov svojih vozil 
postavljala dobiček. Če bi se izkazalo, da je razvoj varnejšega avtomobila predrag, bi 
se podjetje lahko odločilo, da raje odgovarja za večji odstotek nesreč svojih vozil, kot 
da bi razvilo avtomobil, ki ta odstotek zmanjša. Lahko se zanašamo na mehanizme 
kapitalizma, da bodo le-ti skrbeli, da bo podjetjem – ker bodo za nesreče odgovorna – 
v interesu čim manjše število nesreč in posledično boljše razvita avtonomnost vozil. 
Toda zanašanje izključno na te mehanizme, je problematično. Da bi mehanizem 
podjetja spodbujal, naj neprestano nadgrajujejo varnost svojih avtomobilov, bi morali 
kupci močno preferirati varnejša vozila pred nekoliko manj varnimi, vendar zato po 
vsej verjetnosti cenejšimi vozili. Dejstvo, omenjeno v podpoglavju 2.3., da bo število 
nesreč vozil 5. stopnje mnogo manjše kot je danes, ko smo za vožnjo odgovorni 
vozniki, napotuje na veliko verjetnost, da bodo kupci izbirali cenejša vozila, saj bodo 
ocenili, da je varnost teh vozil zadovoljiva. Izkaže se, da pripis vse odgovornosti 
podjetjem in zanašanje na mehanizme kapitalizma, da bodo poskrbeli za razvoj 
najvarnejših umetnointeligenčnih algoritmov ni najboljša rešitev. 
 
5.2.	  ISKANJE	  ČETRTEGA	  ODGOVORA	  
 
Uvodoma smo rekli, da so odgovori na vprašanje odgovornosti, ki se jih najprej 
domislimo, zgoraj navedeni trije. Odgovora, kjer pripišemo odgovornost za nesrečo 
vozilu ali uporabniku vozila, smo izločili. Varianta tretjega odgovora, kjer pripišemo 
odgovornost izključno podjetju kot entiteti, je problematična. 
 
Obstajajo pa tudi drugi odgovori. Pustimo ob strani primere, ko »naše« vozilo ni krivo 
za nesrečo. Na primer: če pešec prečka cestišče, kjer to ni predvideno, »naše« vozilo 
pa ga povozi. Če vozilo vozi po predpisih, v takšnih situacijah krivdo za nesrečo 
dosodijo pešču. Toda ko se je takšna nesreča dogodila samovozečemu avtomobilu 
podjetja Uber, je zaradi tega, ker je šlo za testno vožnjo avtonomnega vozila, za 
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nesrečo odgovarjalo podjetje (Wallace, 2019). To dejstvo kaže na intuicijo ljudi, da za 
nesreče avtonomnih vozil odgovarjajo podjetja. 
 
Če je »naše« vozilo odgovorno za nesrečo, so možni še drugi scenariji: Možno je, da 
je avtomobil slabo vzdrževan. Je v tem primeru kriv avtomehanik ali lastnik vozila? 
Tudi če je avtonomno vozilo dobro vzdrževano, se še vedno ne bomo mogli izogniti 
»občasni počeni pnevmatiki, odpovedi zavor ali drugim mehanskim napakam med 
vožnjo.« (Herrmann idr., 2018, str. 249) V teh primerih bo za nesrečo avtonomnega 
vozila najverjetneje odgovornost dosojena enako, kot bi bila, če bi se v isti situaciji 
znašlo neavtonomno vozilo. Saj tudi danes na sodiščih ugotovijo ali je za nesrečo kriv 
voznik, pešec, slabo vzdrževan avtomobil ali kaj drugega. 
 
5.3.	  UMETNOINTELIGENČNI	  ALGORITMI	  –	  TEŽAVA	  RAZUMLJIVOSTI	  
 
Toda umetna inteligenca stvari nekoliko bolj zaplete, saj je dodaten dejavnik, ki ga 
morajo sodniki upoštevati pri razsojanju odgovornosti za nesrečo. Ena rešitev, ki bi jo 
lahko vpeljali v avtonomna vozila in bi omogočila pregled nad umetnointeligenčnimi 
algoritmi, je črna skrinjica, kakršne so nameščene v letalih, kamor bi se zapisovale 
vse relevantne informacije v povezavi z vožnjo. Tako bi lahko hitro ugotovili, kaj je 
bil vzrok nesreče, oziroma katera odločitev umetne inteligence – v primeru njene 
napake – je botrovala nesreči. 
 
Nekateri strokovnjaki opozarjajo, da takšna sledljivost umetne inteligence ni mogoča, 
tako kot je bila mogoča sledljivost pri determinističnih algoritmih. Marko Grobelnik, 
strokovnjak za umetno inteligenco, jih popravi: »Vsi današnji algoritmi so še vedno 
stoprocentno sledljivi, niso pa razumljivi.« (Filozofija gre v svet, 2019) Umetna 
inteligenca lahko zapiše vsak svoj korak in je potemtakem sledljiva, težava je, da nam 
ti koraki več niso razumljivi. Umetna inteligenca se izraža v svojem lastnem jeziku, ki 
je tako kompliciran, da skoraj nimamo možnosti, da bi ga razumeli. Razumljivost pa 
se z naprednejšimi verzijami umetne inteligence ne bo vrnila. Tako se lahko v bodoče 
zgodi, da ne bomo razumeli, zakaj je umetna inteligenca v prometu izbrala določeno 
odločitev. S tem ni nič narobe, če ne bi prišlo do nobene nesreče. Vedeti pa moramo, 
zakaj je izbrala neko odločitev tik pred neizogibno nesrečo. 
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Ker teh odločitev učeče se umetne inteligence ne moremo razumeti, moramo 
poskrbeti, da določene zapovedi vanjo vprogramiramo že na samem začetku. Umetna 
inteligenca se uči, kako voziti, iz izkušenj, ki jih nabira med vožnjo in iz primerov 
vožnje človeških voznikov avtomobilov. Določiti pa se mora, kaj je dobra praksa in 
kaj slaba: kaj naj umetna inteligenca počne in česa naj se izogiba. V nasprotnem 
primeru bi od voznikov prevzela tudi slabe navade. 
 
V umetnointeligenčne algoritme se bo torej vprogramiralo navodila, kako ravnati v 
določenih situacijah. To je pravzaprav analogno determiniranim algoritmom, kjer 
programer predvidi vse izide algoritma in posledično prevzema vso odgovornost za 
program. Pri umetnointeligenčnih učečih se algoritmih pa se ne da več predvideti vseh 
možnih izidov, kot je bilo to mogoče pri determiniranih algoritmih. Ta 
nepredvidljivost izidov, združena z nerazumljivostjo izbir umetne inteligence je 
velika etična ovira pri vpeljavi avtonomnih vozil. Kako smo namreč lahko prepričani, 
da je neka nesreča najboljši možen izid v dani situaciji – v skladu z vnesenimi 
etičnimi navodili (ki so že sama po sebi lahko sporna) – in ne »narobe« naučena 
umetna inteligenca, ki dela napake pri sledenju vnesenim navodilom, ker si jih 
drugače interpretira? Težava tu je, da bi bilo potrebno umetnointeligenčne algoritme 
iz drugega scenarija popraviti, medtem ko so prvi ravnali najboljše možno in ne 
potrebujejo popravkov. Če bodo nesreče avtonomnih vozil zares redke, bi marsikdo 
zanemaril to razliko in preprosto ne bi popravljal umetnointeligenčnih algoritmov. 
Toda poskrbeti moramo, da se takšne napake, če se že odkrijejo kot posledica hude 
prometne nesreče, odpravi. Prednost algoritma pred človekom je, da lahko po odkritju 
napake algoritme nadgradimo tako, da se ta napaka več ne ponovi – ljudje pa iste 
napake ponavljamo znova in znova (Smith, 2018). Pomembno bo, da bomo preverjali, 
če učeči se algoritmi dosledno sledijo vnesenim zapovedim. Pri tem pa bo problem 
vse slabša razumljivost umetne inteligence. Prav tako obstaja nevarnost hekerskega 
vdora v umetnointeligenčne algoritme, tako kot v vsak drug računalniški program. 
Tudi zaradi te nevarnosti jih bo potrebno redno preverjati. 
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5.4.	  ODGOVORNOST	  NOSIJO	  PROGRAMERJI?	  
 
Glavni za preverjanje učečih se algoritmov in vnašanje navodil, kako ravnati v 
primeru neizogibne nesreče, pa so programerji, zato se je smiselno vprašati, če je 
odgovornost za nesrečo, v primeru, da jo prevzame podjetje, pravzaprav na 
programerjih. Odgovornost lahko prevzame podjetje kot entiteta ali pa vodilni v 
podjetju – s tem smo se ukvarjali v podpoglavju 5.1. – vendar se zdi, da so 
programerji tisti, ki določijo, kako naj umetna inteligenca ravna.  
 
Programerji v osnovi etične odločitve v program zgolj vnašajo in jih ne določajo. 
Posledično niso odgovorni za vnesena navodila, če jih vnesejo, kot je bilo 
dogovorjeno. Odgovorni so torej tisti, ki etične odločitve, ki veljajo za avtonomna 
vozila, sprejemajo. Sicer je posamezen programer lahko hkrati tudi oseba, ki etične 
odločitve sprejema, vendar na tem mestu ti dve funkciji iste osebe zaradi preglednosti 
ločimo. Enako velja tudi za podjetje kot entiteto. Če podjetje določa etične odločitve 
avtonomnih vozil, je zanje odgovorno, v nasprotnem primeru pa ne. 
 
Zastavi se nam torej vprašanje, kdo je odgovoren za določanje oziroma sprejemanje 
etičnih odločitev, ki naj veljajo za avtonomna vozila. Toda preden se lotimo odgovora 
na to vprašanje, se seznanimo z etičnimi dilemami, ki jih je potrebno razrešiti. 
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6.	  DILEMA	  POBEGLEGA	  VAGONA	  IN	  PROBLEM	  DOLOČANJA	  
IZIDOV	  VNAPREJ	  
 
Programerji bodo morali v avtonomna vozila vnesti navodila, kako naj vozilo ravna v 
primeru čisto vsake možne prometne nesreče. Zamislimo si situacijo, kjer se bo 
nesreča neizogibno zgodila, lahko pa se odločimo, ali bo samovozeči avtomobil 
povozil in ubil pešca, ki prečka cestišče, ali pa se bo zaletel v zid in tako ubil potnika 
v avtomobilu. Ta in mnoge druge podobne situacije so pravzaprav variante dileme 
pobeglega vagona (angleško trolley problem), etičnega miselnega eksperimenta, ki si 
ga je leta 1967 zamislila Philippa Foot. Originalna varianta dileme opisuje »voznika 
pobeglega vagona, ki lahko vagon usmeri le z ene ozke tirnice na drugo; na prvi dela 
pet mož, na drugi pa eden; kdor je na progi, na katero vagon vstopi, bo umrl v 
nesreči.« (Foot v: Lipson in Kurman, 2016, str. 250) 
 
Smisel tega eksperimenta je, da pokaže, da tudi na prvi pogled enostavne moralne 
odločitve za seboj potegnejo neželene posledice. Pravilnega odgovora na dilemo 
pobeglega vagona – v kolektivnem smislu, individualno se lahko ljudje odločijo za 
njim ljubšo rešitev – ni. Zgoraj opisana situacija se lahko dogodi v resnici in 
najverjetneje se že mnogokrat je. Toda odločitev za ravnanje je sprejel voznik – in to 
v danem trenutku. Morda je sam na neki točki v življenju razmišljal, kako bi ravnal v 
takšni situaciji in se tudi odločil za svoje preferenčno ravnanje. Toda v trenutku tik 
pred nesrečo mnogokrat ravnamo impulzivno. »Če bi vozili […] avtomobil v ročnem 
načinu, bi bilo, kakorkoli že bi reagirali, to razumljeno zgolj kot reakcija, ne kot 
namerna odločitev.« (Lin, 2015) 
 
Kadar se odločitve lahko sprejme vnaprej in namerno, smo soočeni s nalogo, da te 
odločitve dobro pretehtamo. Lahko se recimo odločimo, da naj vozilo vedno 
minimizira število smrtnih žrtev (angleško ‘minimise loss of life’ rule). Tako bi se 
avtomobil z enim potnikom raje zaletel v zid kot pa v gručo pešcev. Ta rešitev se zdi 
smiselna. Toda v določenih situacijah je število smrtnih žrtev v vseh izidih enako. 
Kako naj avtonomno vozilo ravna takrat? Naj vedno zaščiti potnika? Vedno zaščiti 
mlajšo osebo? Ena predlagana rešitev je, da bi bili avtomobili, ki ščitijo potnike, 
dražji, avtomobili, ki ščitijo druge udeležence v prometu, pa cenejši – vpeljal bi se 
nekakšen »davek« na varnost lastnika avtomobila. Druga rešitev je, da bi kar lastnik 
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sam izbiral med egoističnim in altruističnim načinom vožnje, kjer bi prvi ščitil 
potnike avtomobila, drugi pa pešce (Herrmann idr., 2018, str. 252). Zadnji rešitvi se 
zdita absurdni. David Edmonds pravi: »Absurdno bi bilo, če bi potniki ali proizvajalci 
lahko zase samostojno izbirali avtomobilovo moralo. Tako da bi na primer vi izbrali 
kantovskega Mini Cooperja, jaz pa utilitarističnega Forda Focusa.« (Edmonds, 2018) 
Kaj pa, če bi rešitve za te dileme izglasovali kolektivno? 
 
Spletna raziskava z imenom Moral Machine je vprašalnik z več podobnimi scenariji 
nesreč, kjer se udeleženci odločajo, kako bi moralo samovozeče vozilo reagirati. Ker 
je bil vprašalnik zelo popularen, so raziskovalci prejeli ogromno rezultatov z vsega 
sveta. Ti rezultati so pokazali, da večina ljudje verjame, da samovozeče vozilo ravna 
moralno, če prizanese mladim pred starejšimi, ljudem pred živalmi in večji skupini 
ljudi pred manjšo. Raziskava pa je pokazala tudi, da se ljudje z različnih delov sveta 
glede nekaterih odločitev ne strinjajo. Izkazalo se je, da so te razlike povezane z 
drugimi opazovanimi kulturnimi razlikami. Avtorji raziskave zato zastopajo stališče, 
da bi se moralo avtomobile sprogramirati v skladu z moralnimi preferencami. Bi to 
pomenilo, da bi avtomobili v različnih kulturah ravnali drugače? Ne, avtorji raziskave 
menijo: »Preden našim avtomobilom dovolimo sprejemanje etičnih odločitev, bi 
morali imeti globalen pogovor, v katerem bi izrazili naše preference podjetjem, ki 
bodo načrtovala etične algoritme in oblikovalcem politik, ki jih bodo regulirali.« 
(Wamsley, 2018)  
 
Če bi torej pripravili globalen pogovor, kjer bi vsi ljudje predstavili svoja stališča, 
nato pa bi kolektivno izglasovali, katere rešitve sprejeti, bi tako kolektivno ponudili 
odgovor na etične dileme nesreč avtonomnih vozil. Oblast bi te odločitve uzakonila, 
podjetja pa bi jih v obliki navodil vnesla v umetnointeligenčne algoritme. Toda pojavi 
se težava. Tako sprogramiran avtomobil bi ravnal diskriminatorno: »Osnovna zasnova 
deluje kot neke vrste ciljno usmerjen algoritem. Povedano drugače, sistematično 
diskriminira ali daje prednost določenemu tipu predmeta, v katerega bi se zaletel.« 
(Lin, 2015) Nemška Etična komisija za avtomatizirano in povezano vožnjo (Ethik-
Kommission Automatisiertes und Vernetztes Fahren) je prišla do zaključka, da je v 
situacijah, kjer je nesreča neibežna, strogo prepovedano razlikovati med posamezniki 
na podlagi njihovih osebnih lastnosti. Takšno razlikovanje namreč nasprotuje načelu 
človekovega dostojanstva. Prepričanje, da so človeška življenja med seboj 
	   22	  
enakovredna sega v 18. stoletje h Kantu in je uveljavljeno v mnogih državnih pravnih 
sistemih ter v Splošni deklaraciji človekovih pravic. Nemčija s takšnim zaključkom 
onemogoča strojno sprejemanje odločitev. Avtonomna vozila, soočena z dilemo 
pobeglega vagona, le-te ne smejo reševati s preferiranjem skupine ljudi na podlagi 
njihovih zunanjih lastnosti (Herrmann idr., 2018, str. 250f.; Sykes, 2018). 
 
To pomeni, da kolektivno ne smemo izglasovati, naj avtonomno vozilo prizanese 
mladim pred starejšimi, ženskam pred moškimi itd. Takšna omejitev je pravična, ker 
ukine diskriminatorno ravnanje. Če strogo sledimo prepričanju, da so človeška 
življenja med seboj enakovredna pa nas to pripelje do stališča, da ne smemo 
izglasovati niti, naj avtonomno vozilo prizanese večji skupini ljudi pred manjšo. To 
stališče je resda manj diskriminatorno, vendar pa ni več kompatibilno s pravilom 
minimiziranja števila smrtnih žrtev. Sam menim, da moramo ubrati srednjo pot, kjer 
stremimo k minimiziranju števila smrtnih žrtev, hkrati pa dileme pobeglega vagona ne 
rešujemo s preferiranjem skupine ljudi na podlagi njihovih zunanjih lastnosti. 
 
Toda kako bi tako sprogramirano vozilo ravnalo v primeru z začetka poglavja, kjer 
mora izbrati med življenjem pešca ali potnika? Bi bila dobra rešitev, če bi vozilo 
nadaljevalo z vožnjo in ne bi zavilo – kjer bi to v enem primeru pomenilo povoziti 
pešca, spet v drugem pa zaleteti se v zid in ubiti voznika? Izkaže se, da je tudi takšna 
vzdržnost pred delovanjem v primeru umetnointeligenčnega algoritma pravzaprav 
oblika delovanja, saj algoritem ves čas določa hitrost in smer vožnje. Tako se pojavi 
vprašanje, kaj je pravzaprav delovanje in kaj vzdržnost pred delovanjem. (Herrmann 
idr. 2018, 256) Kaže, da se določenih dilem ne da razrešiti. Patrick Lin se sprašuje: 
»Bi se lahko izkazalo, da je naključna odločitev boljša od vnaprej določene, ki je 
zasnovana tako, da minimizira škodo? In kdo naj bi pravzaprav sprejemal vse te 
odločitve? Programerji? Podjetja? Vlade?« (Lin, 2015) 
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7.	  ODGOVORNOST	  NOSIMO	  VSI?	  ODGOVORNOST	  NOSI	  
OBLAST?	  
 
Vrnimo se k vprašanju s konca podpoglavja 5.4.: Kdo je odgovoren za določanje 
oziroma sprejemanje etičnih odločitev, ki naj veljajo za avtonomna vozila? Pokazali 
smo, da programerji etičnih odločitev ne sprejemajo, temveč jih zgolj vnašajo v 
algoritme. Tudi podjetja kot entitete bi verjetno najraje videla, da etične odločitve za 
dileme, s katerimi se bodo soočala avtonomna vozila, razreši kdo drug, saj sama 
potem ne bi nosila odgovornosti v primerih takšnih nesreč.  
 
Rešitev, ki se zdi smiselna, je kolektivno globalno glasovanje, katerega rezultati pa ne 
bi smeli biti diskriminatorni in bi morali biti v skladu s človekovimi pravicami. Tako 
bi bili vsi ljudje na nek način kolektivno odgovorni za ravnanje avtonomnih vozil, 
hkrati pa kot posamezniki ne bi odgovarjali za te odločitve. Toda tudi tu se pojavljajo 
težave: Kaj narediti, če se večinsko mnenje spremeni? Kaj, če se izkaže, da smo 
dileme slabo premislili? Kaj se zgodi, ko se zamenja generacija? Bi uvedli redna 
glasovanja? Toda kako pogosto bi jih imeli? Ali to pomeni, da zdaj obstaja samo en 
pravilen odgovor na dilemo pobeglega vagona?  
 
Etične dileme nimajo enega pravilnega odgovora in demokratična izbira rešitev zanje 
je sporna. Če želimo poskrbeti, da manjšinjski odgovori niso prikrajšani, potem 
etičnim dilemam odgovora ne moremo pripisati. Menim, da tudi oblast, če je 
demokratična, ne more sprejeti etičnih odločitev, ki naj veljajo za avtonomna vozila. 
Lahko pa oblast odločitve (bolj ali manj demokratično) predpiše ali pa določi 
posameznike ali skupine strokovnjakov, ki odločitev sprejmejo. Toda tudi v tem 
primeru se bodo ljudje, ki se z odločitvijo ne strinjajo, počutili prikrajšane, sprejeta 
odločitev pa lahko celo krati njihove človekove pravice.  
 
Morda je smiselno pretehtati Linovo vprašanje, ali ni naključna odločitev celo boljša 
od vnaprej določene, ki minimizira škodo. Če sklenemo, da je, lahko v avtonomna 
vozila vprogramiramo navodilo, naj v primeru neizogibne nesreče »vržejo kocko« in 
tako vsakič znova sprejmejo naključno odločitev, kako naj ravnajo. Ta rešitev se na 
prvi pogled morda zdi nehumana, vendar ni diskriminatorna, hkrati pa se z njo 
izognemo iskanju »pravilnega« odgovora na dilemo pobeglega vagona. 
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Dejstvo je, da se tehnologija »razvija hitreje kot poteka pogovor o tem, kako naj bo 
regulirana. […] Hitro moramo ugotoviti, katera etika naj bo vprogramirana v 
avtonomne naprave in kako naj se strojna etika regulira.« (Edmonds, 2018) V 
nasprotnem primeru nas lahko tehnologija prehiti in posamezna podjetja bodo sama 
razvila svoje etične kodekse. Nekatera podjetja že napovedujejo, da bodo prevzela vso 
odgovornost za avtonomna vozila, kar odpira vprašanja o odnosu med kapitalom in 
politično oblastjo. Dejstvo je, da oblast lahko avtonomna vozila v celoti prepove, toda 
v preteklosti se je nemalokrat zgodilo, da je neka tehnologija prispela na tržišče, ljudje 
so jo sprejeli za svojo, oblast pa je naknadno pripravila zakonodajo, ki ureja področje 
te tehnologije – najbrž zato, ker je v tehnologiji videla tudi njene prednosti, ki so 
mnogokrat pretehtale nad pomanjkljivostmi. Podobno se zna zgoditi tudi z 
avtonomnimi vozili, saj so prednosti, ki jih prinašajo, velike. V tem primeru bi oblast 
lahko izbrala en kodeks ravnanja avtonomnih vozil oziroma iz različnih procedur 
posameznih proizvajalcev sestavila enoten kodeks. Nato se pojavlja vprašanje, kako 
naj se te etične procedure različnih proizvajalcev poenoti. Jih je sploh treba poenotiti 
ali naj prepustimo odločitev proizvajalcem? Glede na to, da bodo avtonomna vozila 
skupaj v prometu, je v zakonodajalčevem interesu, da so poenotene – toda do katere 
mere? Vprašanje je tudi, kdo bo poenotenje reguliral. Prav tako se pojavlja vprašanje, 
ali bo vsaka država imela svoj kodeks in bodo posledično proizvajalci na različne trge 
pošiljali različno sprogramirana avtonomna vozila. Smiselno bi bilo, da bi bilo 
poenotenje globalno, saj z vozili mnogokrat prečkamo meje držav. 
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8.	  ZAKLJUČEK	  
 
Ko sem se lotil raziskovanja za to diplomsko delo, je bilo moje stališče, da 
avtonomnih vozil ne smemo poslati na ceste, dokler ne razrešimo vseh variant dileme 
pobeglega vagona, ki se pri takšnih samovozečih vozilih lahko pojavljajo. V delu sem 
te probleme predstavil, poskušal pa sem predstaviti tudi rešitve. Nekatere slabše, kot 
je rešitev, da si lastnik sam izbere, kako naj ravna njegovo avtonomno vozilo, sem 
zavrnil. Nekatere boljše, kot sta pravilo minimiziranja števila smrtnih žrtev in 
prepoved diskriminatornega preferiranja določenih človeških življenj v primeru 
neizogibne nesreče, pa sem problematiziral: prikazal sem njihove prednosti, toda pri 
vsaki rešitvi sem odkril tudi probleme. 
 
Izkazalo se je – kot sem sklepal že uvodoma – da rešitve, s katero bi se vsi strinjali, ne 
bo (tako kot je ni pri originalni dilemi pobeglega vagona). Potrebno bo doseči 
nekakšen kompromis. Toda doseganje kompromisa pri etičnih dilemah je 
problematično. Etične dileme nimajo enega pravilnega odgovora in demokratično 
izbiranje rešitev zanje je sporno.  
 
V praksi se lahko zgodi, da avtonomna vozila pridejo na ceste preden ugotovimo, 
katera etika naj bo vprogramirana vanje in kako naj se strojna etika regulira. Podjetja 
nas znajo postaviti pred izvršeno dejstvo, da je tehnologija tukaj in da menijo, da je 
uporabna. Nakateri ljudje jo bodo začeli uporabljati na lastno pest, nekatere države 
bodo tehnologijo odobrile – kar naenkrat bodo avtonomna vozila povsod. 
 
Toda tekom pisanja tega dela se je moje stališče, kljub temu, da idealne rešitve za 
etične dileme nisem našel, spremenilo. Če sem se na začetku bal scenarija, da se 
avtonomna vozila začne uporabljati pred razrešitvijo etičnih dilem, ki jih prinašajo s 
seboj, se mi zdaj to več ne zdi tako slaba rešitev. Kot sem nakazal tekom same naloge, 
so – kljub etičnim problemom – prednosti teh vozil tako velike (glavna med njimi je, 
da bo število prometnih nesreč in smrti znatno upadlo), da po mojem mnenju 
celokupno prevlada utilitaristični aspekt minimizirane škode in smrtnih žrtev. Zato 
spodbujam čimprejšnji prihod avtonomnih vozil na ceste, kar je tudi končno stališče 
nekaterih drugih avtorjev (Turck, 2016; Veritasium, 2017). 
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Neizogibne nesreče, kakršne opisuje dilema pobeglega vagona so zelo redke, s 
prihodom avtonomnih vozil pa bodo še redkejše. Nenazadnje se lahko odločimo, da 
naj vozilo v primeru takšne nesreče izbere popolnoma naključno odločitev – tako se 
izognemo izbiranju »pravilne« rešitve za dilemo pobeglega vagona, avtonomna vozila 
pa spravimo na ceste in s tem močno zmanjšamo število prometnih nesreč. 
 
Nekateri strokovnjaki napovedujejo, da bo do popolne avtonomnosti vozil prišlo v 
parih letih, nekateri pa, da do tega ne bo prišlo nikoli. Čeprav menim, da etičnih 
dilem, ki jih avtonomna vozila prinašajo, ne moremo v celoti razrešiti, pa se mi kljub 
temu zdi pomembno, da o njih razpravljamo in smo nanje karseda pozorni, tako da 
nas avtonomna vozila – če na ceste pridejo – čim manj presenetijo, kar se vprašanja 
odgovornosti tiče.  
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