Introduction
The Rogers-Ramanujan functions are defined for |q| < 1 by These functions satisfy the famous Rogers-Ramanujan identities [6, 8] , [7, pp. In a handwritten manuscript published with his lost notebook, Ramanujan stated without proofs forty identities for the Rogers-Ramanujan functions. The simplest yet the most elegant is the following identity which was proved by Rogers [9] H(q)G q 11 − q 2 G(q)H q 11 = 1.
G(q)
(1.3) D. Bressoud [5] , in his PhD thesis, generalized Rogers's method, developed similar identities and proved fifteen identities from Ramanujan's list of forty. Here and throughout the manuscript by Rogers's lemma we mean its generalization given by Bressoud. The generalization we give here directly implies or greatly simplifies the proofs given by Bressoud and others that are based on Schröter-type theta function identities. A detailed history of Ramanujan's forty identities can be found in [2] .
The rest of the paper is organized as follows. The preliminary results are given in Section 2. In the following section, we give the generalization of Rogers's lemma, Theorem 3.1 and its corollaries. As applications we provide new modular equations as theta function identities and new identities for the Rogers-Ramanujan functions. We also obtain as a special case a formula of Blecksmith, Brillhart, and Gerst [4] that provides a representation for a product of two fairly general theta functions as a certain sum of products of pairs of theta functions. This formula, in turn, generalizes formulas of Schröter [1, pp. 65-72] , which have been enormously useful in establishing many of Ramanujan's modular equations [1] . In Section 4, we consider a special case of our formula, Theorems 4.3 and 4.4, where we employ the quintuple product identity, and as special cases we provide proofs for the following three identities of Ramanujan whose only known proofs are by Biagioli [3] , who used the theory of modular forms. Let χ (q) := (−q; q 2 ) ∞ . Entry 1.1.
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Definitions and preliminary results
We first recall Ramanujan's definition for a general theta function and some of its important special cases. Set
For convenience, we also define 5) and if u is an integer,
The identity (2.6) will be used many times in the sequel. For convenience, we record the following special case corresponding to u = 1
The function f (a, b) satisfies the well-known Jacobi triple product identity [1, p. 35, Entry 19]
The three most important special cases of (2.1) are
and 
We shall use the famous quintuple product identity, which, in Ramanujan's notation, takes the form [1, p. 80, Entry 28(iv)]
where a is any complex number.
The function f (a, b) also satisfies a useful addition formula. For each nonnegative integer n, let We are now ready to state the main theorem of this section. where
with U := 2u + t and V := 2v + l.
Proof. From (3.2) and (2.2), we have
where
Fix s and let r = ms + v. We find that
and
In (3.8), we set r = ms + v and use (3.1), and after some tedious algebra, we conclude that
Recall that n = 2k + t. Letting u := ps + k, U := 2u + t, and V := 2v + l, we find that
Eqs. (3.5) and (3.6) are easily verified by (3.1). Next, we return to (3.7) and use (3.9)-(3.12) to conclude that
From (3.5) and (3.6) we deduce the following corollary:
(3.14)
Theorem 3.1 and Corollary 3.3 give a generalization of Rogers's lemma which is the special case when m is odd, 
As an example [5] ,
Here we prove (3.19) and provide similar identities. It will be convenient to work with the function we similarly obtain the following new identities Define, for ε ∈ {0, 1} and |ab| < 1, Let ε 1 , ε 2 ∈ {0, 1}, and define δ 1 , δ 2 ∈ {0, 1} by 
where we used Corollary 3.3 with the set of variables α 1 = a,
Further extensions of Theorem 3.1
Our next theorems, Theorems 4.3 and 4.4, significantly differ from the previous two theorems and will be used in Section 5 to prove Entries 1.1-1.3. We start with several preliminaries. 
Proof. Using the definition (3.2), we find after some algebra that , and p − k − t can be combined to a single product via the quintuple product identity. The exceptions are clearly those for which
We will show that these exceptions will make up the sum (−1)
)S2 which can be determined by examining several cases. We will only look at the case where p is even and t is even since the other cases are similar. If p is even and t is even, then by 
Therefore, by (2.5),
The contribution of the term with k = 0 is
(4.10)
When k = p/2, the corresponding term has the factor f δ (q pα(1+l+m) , q pα(1−l−m) ) which, by (4.9), is zero since m + l and δ are both odd. Therefore, only (4.10) contributes to S2 and that this agrees with (4.4) since if l is odd, then, by (4.9) and the fact that δ is odd, the first theta function in (4.10) is identically zero. Next, we look at the contribution of the terms with indices p − k − t. Observe that if k is replaced by p − k − t then n is replaced by 2p − n. By (2.6) with a = (−1) δ q (1−l)pα−αm(2p−n) , b = (−1) δ q (1+l)pα+αm(2p−n) and u = l + m, we find that
Similarly, by (2.7), we find that
(4.12) By (4.5), (4.11)-(4.12) and the parity condition (4.1), we find after some algebra that the sum of the terms with indices k, 1 − t k
, and p − k − t, are
(4.13)
Now, we employ the quintuple product identity, (2.14), with q replaced by q 2pβ/3 and a replaced by (−1) δ 1 +1 q −β zn/3 , and use the fact that z is either 1 or −1, to find that
(4.14)
Observe that by (2.7), 
where (4.22) where t 2 = t + a(l − 1/3). (4.23) where y = ±1 with y ≡ m 1 (mod 3), l 3 = l − 1/3 + ym 1 /3, and t 3 
Proof. The proofs of (4.21)-(4.23) are essentially the same, so we prove (4.21) in detail and give a sketch of the proofs of the latter two. Since z ≡ −λ (mod 3) and 3 | αm, t 1 := l − 1/3 − zλ/3 and l 1 := t + αmz/3 are both integers. Moreover,
By (4.17), (3.14), and by (4.24), we have δ, ε, l 1 , t 1 , 1, αβ, αm, λ) , which is (4.21). Now assume 3 | α 1 m 1 . By (4.17) and (3.16), we find that /3), α 1 , β 1 , m 1 , p 1 , λ, 1, 1) = R2 (ε, δ + aε, l, t 2 , α 1 , β 1 , m 1 , p 1 + aε, l 3 , t 3 , α 1 , β 1 , m 1 , p 1 ) , (4.27) where l 3 = l + (1 − ym)/3, t 3 = t + al + y(p − am)/3.
The proof of Theorem 4.4 is very similar to that of Theorem 4.3 and so we omit the proof.
Proofs of Entries 1.1-1.3
First, we record several pairs of identities which can easily be verified by (2. 
