ABSTRACT Knowledge graph embedding aims to construct a low-dimensional and continuous space, which is able to describe the semantics of high-dimensional and sparse knowledge graphs. Among existing solutions, translation models have drawn much attention lately, which use a relation vector to translate the head entity vector, the result of which is close to the tail entity vector. Compared with classical embedding methods, translation models achieve the state-of-the-art performance; nonetheless, the rationale and mechanism behind them still aspire after understanding and investigation. In this connection, we quest into the essence of translation models, and present a generic model, namely, GTrans, to entail all the existing translation models. In GTrans, each entity is interpreted by a combination of two states-eigenstate and mimesis. Eigenstate represents the features that an entity intrinsically owns, and mimesis expresses the features that are affected by associated relations. The weighting of the two states can be tuned, and hence, dynamic and static weighting strategies are put forward to best describe entities in the problem domain. Besides, GTrans incorporates a dynamic relation space for each relation, which not only enables the flexibility of our model but also reduces the noise from other relation spaces. In experiments, we evaluate our proposed model with two benchmark tasks-triplets classification and link prediction. Experiment results witness significant and consistent performance gain that is offered by GTrans over existing alternatives.
I. INTRODUCTION
Nowadays, artificial intelligence is playing an important role in real world. Knowledge graph, or knowledge base, as an essential cornerstone of intelligent applications, finds a wide spectrum of practical applications in information retrieval, question answering, knowledge management, etc.
In this research, knowledge graph is constituted of structured triplets, which is expressed as ''(head_entity, relation, tail_entity)'', denoted by (h, r, t), where h is a head entity, t is a tail entity, and r is the relation between h and t. While there are several large-scale knowledge graphs, for instance, WordNet [14] and Freebase [2] currently cover billion entities and relations, they are still fairly sparse. The sparse representation imposes great computational challenges when evaluating semantic correlation among entities. As a consequence, series of knowledge graph embedding models were proposed to resolve the issue [1] . Knowledge graph embedding compresses a high-dimensional and sparse knowledge graph into a low-dimensional and continuous space through representation learning. The embedding vectors can express the semantic features of entities and/or relations in a flexible manner, and enable quantitative analysis of the semantic correlations among entities.
Among the existing embedding models, a translation model TransE [5] stands out for its simpleness and effectiveness. In TransE, the tail entity embedding t is close to the head entity embedding h adding relation embedding r. That is, a golden triangle is established by h+r ≈ t. While TransE handles simple relations well, for complex relations where each head (tail) entity can correspond to different tail (head) entities, such as ''be_friends_of'' and ''language_spoken'', it becomes deficient.
To address the issue of complex relations, several successors follow. TransH [21] adopts hyperplane projection rules, which projects h and t into a relation-specific hyperplane. Using the normal vector w r of a relation-specific hyperplane, [h e i (resp. t e i ), i = 1, 2, represent eigenstate embedding of head (resp. tail) entities, and h m i (resp. t m i ), i = 1, 2, represent mimesis embedding of head (resp., tail) entities; α j (resp. β j ), j = 1, 2, 3, 4, represent the weights of eigenstate (resp. mimesis) embedding; h i (resp. t i ), i = 1, 2, represents true embedding of head (resp. tail) entities.] it transforms the head entity as h ⊥ = h − w T r hw r ; similarly, t ⊥ = t−w T r tw r for the tail entity. Then, h ⊥ +r ≈ t ⊥ . Concurrently, TransR/CTransR [13] puts entities and relations into distinct embedding spaces. Using a mapping matrix M r , it pursuits h r + r ≈ t r in the relation space, where h r = M r h and t r = M r t. Another recent triumph TransD [11] employs two embedding vectors r p and h p (or equally t p ) to construct dynamic mapping matrices M rh and M rt for each entityrelation pair, where M rh = r p h T p + I and M rt = r p t T p + I. Again, h rh + r ≈ t rt , where h rh = M rh h and t rt = M rt t.
While the aforementioned models alleviate the issue, through elaborative investigation we observe margins for further improvement:
• They underestimate the complicacy of entities, and hence, the current models are not able to fully describe entities in the problem domain; and
• They follow similar evaluation rules in the form of h * + r ≈ t * for training, and overlook the fact that a relation r is an abstraction of entity pairs h, t , which tends to depict the features that all entity pairs h, t jointly have. Hence, we argue that the essence of translation-based knowledge graph embedding is not close to well understood. In this research, we try to address the challenges by first modeling each entity as a combination of two states -eigenstate and mimesis, respectively, to reflect its intrinsic and exogenous properties, and then, constructing a dynamic relation space by assigning different weights to different features. The result of the proposed models together constitutes a novel and generic solution.
In particular, we present a generic translation model named GTrans for knowledge graph embedding, the ideas of which are sketched in Figures 1 and 2 . In GTrans, we define two embedding vectors for each entity h (or t), and three embedding vectors for each relation r. For entities, the first embedding vector represents the eigenstate features, and the second embedding vector represents the abstract features used to construct the mimesis space; for relations, the first two vectors capture eigenstate and minesis features, as those for entities, and the third vector conveys the dynamic weights [In relation-specific spaces, the r 1 (resp. r 2 ) space can distinguish the false tail entityt 1 (resp.t 2 ) and correct tail entity t 1 (resp. t 2 ) effectively, although δ i >δ i , where
in relation space on each dimension. Hence, the true vector of h (or t) is composed of a linear combination of eigenstate embedding features and mimesis embedding features with weights α and β, respectively; and the translation mapping can be further tuned by the dynamic feature weights. We experimentally evaluate GTrans on benchmark tasks of triplets classification and link prediction. The experiment results verify that the proposed model enjoys significant and consistent improvements compared with previous models.
A. CONTRIBUTION
We summarize the major contributions by the following four ingredients:
• We propose a generic translation framework GTrans for knowledge graph embedding, which considers and models different states of entities and feature tendencies in different relation spaces;
• We conceive the embedding features of true entity with a linear combination of eigenstate embedding features and mimesis embedding features; besides, we use dynamic and static weighting strategies to set the weights of two states, such that the flexibility of translation models is enhanced;
• We construct a dynamic relation space for each relation so as to provide adaptive relation weights for each relation embedding space, which improves the capability of relation representation and reduces the noise from other relations; and
• Through comprehensive experiments on real-life benchmark datasets, GTrans is empirically demonstrated to outperform state-of-the-art models in link prediction and triplets classification tasks.
B. ORGANIZATION
We discuss related work in Section II, and then introduce the proposed model, along with the theoretical analysis in Section III. Afterwards, experimental study is reported VOLUME 6, 2018 in Section IV, followed by major findings concluded in Section V.
II. RELATED WORK
In this section, we introduce related work from two aspects -translation models and compositional models. In terms of performance, the most competitive ones are involved and compared in Section IV.
A. TRANSLATION MODELS
Translation models, to which our proposed method belongs, contend that the tail entity is a translation result of the head entity. The seminal work TransE [5] constructs a golden triplet (h, r, t) by taking the relation r as translation from h to t. Consequently, h plus r is close to t, and the corresponding score function is f r (h,
However, TransE only applies well to simple 1-to-1 relation, and have troubles for 1-to-N, N-to-1 and N-to-N relations.
To address the issue of complex relations, TransH [21] was proposed to enable an entity to have different representations for different relations. Specifically, it models the relation as a vector r on a hyperplane, and then projects entity vectors (h or t) into a relation-specific hyperplane (h ⊥ or t ⊥ ). The score function is f r (h,
Both TransE and TransH observe flaws as they assume that entities and relations are in the same space R n , while entities and relations are two distinct concepts that should be represented separately. Inspired by this idea, TransR sets a project matrix M r to each relation r, which can project entities into relation space. Its score function is f r (h, t)
, where M r ∈ R m×n , h, t ∈ R n , and r ∈ R m . CTransR is an extension of TransR, which divides the triples of each relation r into several triplets subsets according to AP clustering algorithm, with each triplets having a sub-relation r s instead of relation r. It alleviates the semantic ambiguity issue to some extent but does not solve it completely.
Compared with TransR/CTransR, TransD replaces the project matrix M r with two vectors e p and h p , in order to represent entity and relation factors simultaneously. The representation method is denoted by M r = h p e p T , which in fact also describes the function score of TransD. Recently, an improvement was made by TransDR [19] , which uses a weight to describe relation-specific space, and ''eigenstate'' and ''mimesis'' are incorporated there for explaining the model.
There are some other translation models that also achieve good results. Reference [7] uses the number of entities contained in each relation to set the weight w r for each relation. Reference [12] sets triplet-specific margin γ for each triplet according to the distribution of entities and relations. Reference [8] considers that the result of head entity vector adding relation vector is orthogonal to tail entity vector, which can be described as (h + r) T t ≈ 0. Reference [22] uses the entity description in knowledge graph to enhance the representation ability.
B. COMPOSITIONAL MODELS
In addition to translation models, there are several other embedding models that are feasible for representing knowledge graph.
1) UNSTRUCTURED MODEL
Unstructured model (UM) [3] considers that head entity h and tail entity t in each triplet have semantic similarity, and ignores the relationship between them. The score function uses L 2 -norm to constrain the embeddings, i.e., f r (h, t) = h − t L 2 . Obviously, it is of low efficiency to describe the features between different relations.
2) STRUCTURED EMBEDDING
Structured embedding model (SE) [6] deems that head entity and tail entity overlap in a specific relation space R n , when the triplet (h, r, t) exists. It uses two mapping matrices M r h and M r t to extract features from h and t. The score function can be expressed by f r (h,
3) SINGLE LAYER MODEL
Compared with SE, single layer model (SLM) [16] uses a nonlinear activation function to translate the extracted features, and considers the feature vector after activating is orthogonal with relation feature vector. The extracted features consist of the entities' features after mapping and adding a bias of its relation. The score function is f r (h, t) = µ T r tanh(M rh h + M rt t + b r ), where µ r is a relation feature vector, tanh is an activation function, M rh and M rt are mapping matrices to extract features, b r is a bias of relations.
4) NEURAL TENSOR NETWORK
Neural tensor network (NTN) is a more complex model, in which tensor is harnessed as a better feature extractor. The score function is f r (h, t) = µ T r tanh(h T W r t + M rh h+ M rt t + b r ), where W r is a tensor to extract features from head (tail) entities, besides µ r , M rh , M rt and b r have the same definition as in SLM.
5) SEMANTIC MATCHING ENERGY
The basic idea of semantic matching energy (SME) [3] is that, if the triplet is correct, the feature vectors of head entity and tail entity are orthogonal. Likewise SLM, the features of head (tail) entity consist of the entities' features after mapping and adding a bias of its relation. The process of extracting features is implemented by two methods -linear and nonlinear. The score function of linear method is f r (h, t)
for nonlinear case, where M h , M hr , M t , M tr are feature extractors, ⊗ is the Hadamard product, b h and b t are biases of head and tail entity, respectively. In [4] , a new method of feature extractor is defined to improve SME.
6) LATENT FACTOR MODEL
Latent factor model (LFM) [10] , [18] assumes that head entity's feature vector is orthogonal to tail entity's, when the head entity is mapped in specific relation space. Its score function is defined by f r (h, t) = h T M r t.
7) COMPLEX EMBEDDING
Complex embedding model (ComplEX) [20] predicts the probability of a link by the logistic inverse link function P(Y rso = 1) = σ (φ(r, s, o; )), where Y rso ∈ {−1, 1} is the predicted fact, r is the relation, s and o are the subject and object of the relation, respectively. denotes the parameters of the corresponding model. σ is a scoring function that is typically based on a factorization of the observed relations and can be described as σ (φ(r, s, o; )) = Re( w r , e s , e o ), where w r = Re(w r ) + Im(w r ), We are also aware of other models that are demonstrated with good experiment results. For instance, DistMult [23] uses a formulation of bilinear model to represent entities and relations and utilizes the learned embedding to extract logical rules. HOLE [15] utilizes a compositional vector space based on the circular correlation of vectors, which creates fixedwidth representations, meaning that the compositional representation has the same dimensionality as the representation of its constituents.
III. PROPOSED MODEL
This section presents the proposed model for knowledge graph embedding.
We first describe the common notations. G is a knowledge graph constituted of triplets (h, r, t), where h denotes a head entity, r denotes a relation, t denotes a tail entity. The bold letter h, r and t denote the embedding representations of h, r and t, respectively. h = (h 1 , h 2 , . . . , h n ), r = (r 1 , r 2 , . . . , r n ), t = (t 1 , t 2 , . . . , t n ), h i , r i and t i are the i-th features of h, r and t, respectively, and n is the length of feature vector.
denotes the set of correct triplets, and denotes the set of incorrect triplets. Hence, (h, r, t) ∈ implies that the triplet is correct, and (h, r, t) ∈ means that the triplet is incorrect. W r denotes the embedding representations of relation weights, and W r = (w 1 , w 2 , ..., w n ). W α denotes the relation influences on entities, and 
where α e i ,r j represents the influence of j-th relation on i-th entity. We use E and R to denote the sets of entities and relations, respectively.
A. MODEL CONSTRUCTION
In the proposed model, we first use eigenstate and mimesis to construct the entity and relation models, where eigenstate describes the features that an entity inherently has, and mimesis describe the features affected by other entities and relations. Then, we use different weight vectors to construct dynamic relation spaces for different relations, which enables each relation to have a specific space description.
1) MULTI-STATE ENTITY
Two vectors are used to represent entities: (1) the first one describes the eigenstate of entities; and (2) the other one describes the abstract state of entities which can be used to construct the mimesis matrix of entities. Similarly, such construction also applies to relations. Thus, we use 6 vectors, i.e., h a , h e , r a , r e , t a and t e , to represent a triplet (h, r, t), and subscripts a and e are short for ''abstract'' and ''eigenstate'', h a , h e , r a , r e , t a , t e ∈ R n . In addition, for each triplet (h, r, t), we define two mimesis matrices M h and M t to represent head and tail entities' mimesis matrix, respectively. They are defined as
The symmetric mimesis matrices are constructed by abstract vectors of entities and relations, and therefore, for each triplet (h, r, t), both h and t have its unique mimesis matrix. Mimesis matrix is used to project eigenstate into a mimesis space, and the projected vectors are called mimesis vectors, which represent the features affected by ''external'' factors. Mimesis vectors can be described as
t m = M t t e = r a t a T t e .
In fact, the true state of entities is jointly constituted of mimesis and eigenstate. Thus, an immediate feasible strategy to reflect this idea is to give two static weights to all eigenstate and mimesis features, i.e., static weighting strategy (SW). To implement SW, we express true vectors as
where hyper-parameter α and β are used to trade off the weight of mimesis and eigenstate such that α + β = C, C is a constant, α > 0, β > 0. Another strategy is dynamically setting the weights, i.e., dynamic weighting strategy, or DW, which lets distinct relations have different effects on each entity. Hence, we take a special α for each triplet. Particularly, we set a matrix W α that is obtained by the statistics of known knowledge graph. For the known knowledge graph, we count the adjacency matrix M r of entities set E and relations set R, if we only consider the direct effect on entities, the W α can be formulated as 
where t e i ,r j denotes the j-th occurrences of relation r for the i-th entity e, and b denotes the bias of W α . If we consider both direct and indirect effects of relations on entities, it is necessary to add adjacency matrix M e of different entities e. In this case, W α is formulated as
where an entry of M e is calculated by
where s e i ,e j indicates that the entity e j has k relationships with the entity e i . Briefly, for each entity, the more occurrences of a relation, the more important this relation means to the entity. Thus, the final head entity vector is given by
Similarly, the tail entity vector t is
Like other translation models, h, r and t together construct a golden triangle, i.e., h + r − t ≈ 0, where r = r e .
2) DYNAMIC RELATION SPACES
We start with analysis of the score function of translation models, and then present the construction of dynamic relation spaces. The score function f r (h, t) is expected to minimize the distance between h + r and t. All the above translation models use Euclidean Distance (ED) as basic distance metric for scoring, which can be described as follows:
Equation (14) considers the distribution of each feature dimension evenly, and hence, cannot distinguish the tendency of different relation spaces. In this connection, we recall two additional distance metrics -standardized Euclidean distance (SED) and Mahalanobis distance (MD), which can set different weights for different dimensions. Compared with MD, SED includes the relatedness information of different dimensions. Moreover, SED has lower time complexity and can be applied in large-scale knowledge representation. Besides, MD can be described as a non-negative symmetric matrix, and decomposable by LDL decomposition [9] , where L denotes the correlation matrix and D denotes the weight diagonal matrix. If we consider the relatedness of different dimensions, we can use diagonal matrix D to represent simplified MD which is also referred to as SED. As a consequence, we adopt SED in our proposed model. Particularly, we replace ED in Equation (14) with SED, where SED is defined as
where X and X * represent the feature vector before and after standardization, respectively, µ and σ are expectation and standard deviation vectors, respectively. Hence, the distance between h + r and t is
where denotes element-wise product. Because the computational efficiency of multiply is higher than division [9] , we take W r = 1/σ to optimize the algorithm, and thus, the revised score function can be described as
where W r > 0. In short, SED eliminates the uneven distribution of features by standardization.
B. MODEL TRAINING
To encourage the discrimination between golden triplets and incorrect triplets, we define the following margin-based ranking loss function,
where [x] + max(0, x), and are the sets of positive and negative triplets, respectively, γ is the margin separating positive and negative triplets, h and t are head and tail entities of negative triplet sets.
Note that the original triplet sets only contains positive triplets. As a result, we have to get negative triplet sets by corrupting golden the triplets. Akin to existing work [21] , we use ''unif'' and ''bern'' sampling strategies to construct negative triplet sets. The ''unif'' strategy utilizes the same probability to replace the head or tail entity when corrupting the triplets, while the ''bern'' strategy utilizes different probabilities to replace the head and tail entity according to the relation types.
The following constraints are considered when minimizing the loss function L, i.e., ∀h e , t e ∈ |E|, h e ≤ 1, t e ≤ 1,
∀r e ∈ |R|, r e ≤ 1,
where i = 1, 2, . . . n, n is the length of feature vectors. The first three constraints are to limit the length of feature vectors, and the last constraint is to prevent trivial solution. Afterwards, we convert it to the following loss function by means of soft constraints,
where λ and η are two hyper-parameters to weight the importance of soft constraints.
To solve the model, we utilize the improved stochastic gradient descent ADADELTA [24] to train the loss function. Comparing with SGD, ADADELTA shrinks learning rate effectively when the number of iterations increases, that is, it is insensitive to learning rate. Note that the first two constraints are omitted in Equation (24); instead, we directly check the constraints before visiting each mini-batch.
C. COMPARISON WITH EXISTING MODELS
To better appreciate the proposed model, we compare it with representative existing models. First, we list the time complexity of models in Table 1 , in which N e , N r and N t denote the number of entities, relations and triplets, respectively, m and n are the dimensions of entity embedding space and relation embedding space, respectively, d denotes the average number of clustered sub-relations of a relation, k is the number of hidden nodes of a neural network and s is the number of slices of a tensor. We summarize the major findings from Table 1 as follows:
• UM has the least parameters and lowest time complexity; but as a baseline, UM also has lowest accuracy on all datasets (cf. Section IV).
• Compared with other embedding models, translation models have fewer parameters and lower time complexity, which means translation models are guaranteed to have elegant performance on large-scale knowledge graphs.
• Compared with other translation models, our proposed model GTrans has even lower time complexity than TransR/CTransR, and is of similar time complexity as TransE and TransH, which suggests that our method has potential superiority on large-scale knowledge graphs while keeping the model simple. In addition to low time complexity, compared with other translation models, GTrans is a generic representation method that can encapsulate more complex models for knowledge graph embedding. From the model construction of TransE, we can see that it is a special case of GTrans, when the weight of mimesis and eigenstate is α = 1 and β = 0, respectively, and each dimension of W r is set equal to 1. Similarly, TransR also serve as a special case of GTrans, when the weights of mimesis and eigenstate are α = 0 and β = 1, respectively, ignoring the relation space distribution W r . It is noted that, compared with our model, TransR defines a mimesis matrix rather than vectors multiplication for each relation, which greatly increases the training time. To better compare with TransH, we may rewrite our model as
T h e r a , (25) t = αt e + βt a T t e r a .
TransH relates to GTrans, when α = β = 1 and h a = r a = t a ; in other words, the mimesis of TransH just considers the relation property, but in GTrans, the mimesis considers both entity and relation property. In general, GTrans presents a generic model framework to embrace existing translation models, using α and β to assign respective weight for eigenstate and mimesis state, which can describe triplet states more flexibly; moreover, GTrans builds a special embedding weight space for each relation, which dynamically represents the relation features and effectively reduces the interference from irrelevant dimensions.
IV. EXPERIMENTS AND ANALYSIS
We empirically study and evaluate our approach on two tasks -triplets classification and link prediction. We firstly introduce the data sets, and then analyze the experiment results.
A. EXPERIMENT SETUP
In this paper, we evaluate our model on two popular knowledge graphs: WordNet 1 and Freebase. 2 WordNet describes semantic information of each word, and relationships are defined between synset indicating their lexical relation, such as hypernym, hyponym, similar, part of, and so forth. Entities are synonyms which express distinct concepts. We employ two subsets over WordNet, i.e., WN18 [4] and WN11 [16] . In Freebase, most triplets are constructed by facts in the world, such as ''(Barack Hussein Obama, is president of, America)'', and ''(Steve Jobs, founded, Apple Inc)''. We also employ two subsets from Freebase, i.e., FB13 [16] and FB15K [4] . We list statistics of these data sets in Table 2 . From Table 2 , we can see that, compared with WN11 and WN18, FB13 and FB15K have more entities and triplets. Besides, FB15K has most relation types and largest training sets, and hence, FB15K is regarded as a typical large-scale knowledge graph.
As baselines, several embedding models introduced in Section II are involved, including SE, NTN, TransE, etc. These are the classical models that achieve state-of-the-art results. Note that some models are ignored, such as TransD and TransDR, which are special cases of our model. In our implementation of GTrans, we set C = 1 and α = 1 − β; in 1 wordnet.princeton.edu/wordnet/download/ 2 code.google.com/p/wiki-links VOLUME 6, 2018 
B. TRIPLETS CLASSIFICATION
Given a triplet (h, r, t), the task of triplets classification is to judge whether a triplet is correct or not. This is a binary classification problem, which has been explored in [11] , [13] , [17] , and [21] for evaluation. In this set of experiments, we use the same data sets as those in [7] , i.e., WN11, FB13 and FB15K.
Because FB15K does not have negative triplets in validation and test data sets, we construct the negative sets following the same method used for FB13 [16] . Firstly, we corrupt the golden triplets in validation and test sets, for each corrupt triplet, the head entity or tail entity is replaced by a random entity. If the triplet after replacement does not exist in all data sets, it is considered as a negative sample; otherwise, the corrupted triplet is discarded, and we construct another negative sample.
For triplets classification, we need to set a threshold δ r for each relation r. For each triplet(h, r, t), if the dissimilarity score obtained by f r is below δ r , the triplet is classified into positive set, otherwise negative set. δ r is obtained by maximizing the classification accuracies on the validation set.
As we experiment on the identical data sets, we obtain the results of various methods from recent literature [13] . In particular, we select the weight α among {0.1, 0.3, 0.5, 0.7, 0.9}, the margin γ among {0.5, 1, 1.5, 2, 2.5}, the dimension of the entity and the relation m, n among {50, 100, 200}, the weight λ and η among {0, 0.5, 1.0, 1.5}, and the mini-batch size B among {200, 500, 700, 1,000, 2,000}. In GTrans-SW model (GTrans with static weighting strategy), the optimal configurations are, respectively,
• α = 0.5, λ = 1.0, η = 1.0, γ = 1.5, m = n = 100, B = 700 on WN11;
• α = 0.5, λ = 1.0, η = 1.0, γ = 0.5, m = n = 100, B = 1, 000 on FB13; and
• α = 0.5, λ = 1.0, η = 1.0, γ = 1.0, m = n = 100, B = 2, 000 on FB15K. In GTrans-DW model (GTrans with dynamic weighting strategy), the optimal configurations are, respectively,
• λ = 1.0, η = 1.0, γ = 0.5, m = n = 100, B = 500 on WN11;
• λ = 1.0, η = 1.0, γ = 0.5, m = n = 100, B = 200 on FB13; and
• λ = 1.0, η = 1.0, γ = 1.0, m = n = 100, B = 2, 000 on FB15K. Table 3 shows the accuracy results of triplets classification. From Table 3 , we read that (1) On WN11, GTrans-SW outperforms all the other methods, and its classification accuracy is up to 86.3%. On FB15K, all the methods we proposed significantly outperform the baseline methods, especially, the classification accuracy of GTrans-DW reaches as high as 95.5%. Similarly on FB13, GTrans-DW also beats almost all the other methods, having the same accuracy as NTN method. However, it brings to our attention that the time complexity of GTrans-DW is much lower than that of NTN.
(2) GTrans-DW improves by 13.3% over CTransR on FB15K dataset, which indicates that GTrans-DW has obvious advantage in triplet classification task in complex knowledge graphs. Besides, the experiment results show that statistical information of knowledge graph enhances the ability of margin recognition.
Recall that the time complexity of GTrans-DW and GTrans-SW are lower than TransR/CTransR, and roughly equal to that of TransE and TransH. As a consequence, GTrans is experimentally demonstrated to be applicable to large-scale knowledge graphs. Figure 3 shows the detailed results of GTrans-DW on WN11 and FB13. The bar represents the classification accuracy of each relation, and the red line denotes the sample distributions of each relation.
From Figure 3 (a), we can see that the classification accuracy of synset_domain_topic is as high as 97.3%, the relation with lowest classification accuracy is simliar_to, which also reaches 66.6%, and improves 31% over other methods.
In Figure 3 (b), we can observe that on nationality relation GTrans achieves the highest classification accuracy, up to 96.6%. The relations having low classification accuracy are gender and cause_of_death, which can hardly obtain additional features from other relations. In contrast, institution has correlation with profession, and ethnicity, religion and nationality also have obvious correlation. These correlations enhance the representation ability of our model, and improve the classification accuracy. In this connection, it is explainable that the ethnicity and religion relations have low distribution of samples ratio and high classification accuracy.
C. LINK PREDICTION
Link prediction aims to predict the missing head or tail entity from fact triplet (h, r, t). In this task, for each missing entity, we first use all the entities in knowledge graph to replace h or t, and then rank these entities in descending order according to function f r (h, t). Note that the system aims to rank all the correct entities, rather than give one best entity.
Similar to [5] , we use two measures as our evaluation metric:
• MeanRank: the average rank of all the entities; and • Hit@10: the proportion of correct entities in Top-10 ranked entities.
Intuitively, a good representation model should have low MeanRank and high Hit@10. In fact, corrupted triplets may also exist in knowledge graph, which should be considered as correct triplets. Hence, we may filter out the correct triplets from corrupted triplets which actually exist in knowledge graphs. The first evaluation rule is named as Raw, and the latter one is named as Filt. Identical to [16] and [17] , we use two data sets -WN18 and FB15K. We obtain the original results for other methods from literature [5] , [13] . On WN18 and FB15K, we use ADADELTA [24] for optimization. For experiments of GTrans-SW and GTrans-DW, we select the weight α among {0.1, 0.3, 0.5, 0.7, 0.9}, the margin γ among {1, 1.5, 2, 2.5}, the dimension of the entity and the relation m, n among {50, 100, 200}, the weight λ and η among {0, 0.5, 1.0, 1.5, 2.0}, and the mini-batch size B among {200, 500, 1,000, 2,000, 5,000}. In GTrans-SW model, the optimal configurations are, respectively,
• α = 0.5, λ = 1.0, η = 1.0, γ = 1.5, m = n = 50, B = 200 on WN18; and
In GTrans-DW model, the optimal configurations are, respectively,
• λ = 1.0, η = 1.0, γ = 1.5, m = n = 50, B = 200 on WN18; and
Experiment results on both WN18 and FB15K are presented in Table 4 . From Table 4 , we observe that:
(1) On WN18 for MeanRank, GTrans-DW outperforms other methods, and for Filt value declines to 166; for Hit@10, GTrans-SW outperforms other methods, and the accuracies of Raw and Filt improve to 80.2% and 93.5% respectively. On FB15K, GTrans-SW enjoys a performance gain over other methods significantly and consistently. Compared with the Hit@10 of CTransR on Flit, the accuracy of GTrans-SW improves by 7.3%, which implies that GTrans-SW provides more superior performance on larger scale knowledge embedding applications.
(2) On link prediction task, Hit@10 of GTrans-SW is better than Hit@10 of GTrans-DW, which suggests that GTrans with static weighting strategy can better predict missing entities than with dynamic weighting strategy.
(3) Compared with other models, GTrans-SW and GTrans-DW are more exquisite models, which considers the representation of each relation space and the weights of different states, and thus, it achieves better performance while reducing mistakes simultaneously. Table 5 summarizes the results by mapping properties of relations on FB15K, from which we read that (1) In bern setting, the results of GTrans-SW are better than other models in all types of relations, which demonstrates that GTrans-SW have the best capability of representing knowledge, and can better fit complex relation structures. (2) To the task of predicting head entity, GTrans-SW with unif setting improves by 33.0% over CTransR in N-to-1 relations; similarly, for the task of predicting tail entity, GTrans-SW with unif setting outperforms by 34.2% in 1-to-N relations.
(3) The accuracy of N-to-1 relations in predicting head task and of 1-to-N relations in predicting tail task is lower than other relations. This is mainly attributed to the uneven distribution of data sets, and we supply the analysis results in Figure 5 .
The detailed prediction results of WN18 are shown in Figure 4 . In Figures 4(a) and 4(b) , ''unif_head'' and ''bern_head'' denote prediction of head entity with ''unif'' and ''bern'' methods, respectively; similarly, ''unif_tail'' and ''bern_tail'' denote prediction of tail entity with ''unif'' and ''bern'' methods, respectively. From the Figure 4 , we can conclude that (1) Except also_see relation, almost all the prediction accuracy reaches as high as 90%, which means our method has the potential to be applied in practical applications. With analysis, we find that the number of entity pairs linked by relation also_see is only 1,299, which accounts for 0.9% of the train data, and prediction of the relation needs much more information about entities. Therefore, insufficient training data downgrades the prediction performance.
(2) For all relations, ''bern'' strategy is superior to ''unif'' strategy, which means the distribution of entities in knowledge graph is asymmetric, and has correlation with the number of entities.
The detailed link prediction results are shown in Figure 5 , which includes four subgraphs, where the x-axis denotes the prediction accuracy of head entities, and the y-axis denotes the prediction accuracy of tail entities, the red line denotes y = x and the star denotes the prediction results of each relation. Specifically, Figures 5(a) For 1-to-1 and N-to-N relations, the prediction results are approximately evenly distributed at both ends of the red line. For 1-to-N relations, almost all the head entities' prediction accuracy are better than tail entities', similarly, for N-to-1 relations, almost all the tail entities' prediction accuracy is better than head entities', the experiment results are in line with human intuition. But in all the 211 relations with low prediction accuracy, 3 1-to-N relations account for 28.4%, and N-to-1 relations account for 47.4%. In these relations with low prediction accuracy, 53.75% of them have low frequency, 4 which means that the relations with low frequency lead to poor results of link prediction. N-to-N relations account for 20.3% in all relations, but the relations with low frequency merely account for 4.1%. To a certain extent, the uneven distributions also explains that the link prediction results of N-to-N relations are better than those of 1-to-N and N-to-1 relations.
D. EFFECTIVENESS EVALUATION
To unveil the effectiveness of our model, we further analyze the experiment results from two aspects, one is the 3 The relations with low prediction accuracy consist of the relations whose prediction result of head entity or tail entity is lower than 50% 4 Low frequency means the occurrence of relation is less than 100 times in train data. distribution of the relation space and the other is the similarity of different relations.
1) DISTRIBUTION OF RELATION SPACE
To prove that GTrans is better than other translation models, we look into TransE and GTrans-DW for a case study. In particular, we extract latent features of GTrans-DW and TransE under the same conditions using the same hyper-parameters. Firstly, we calculate the error of h + r − t 2 2 for each triplet (h, r, t) in all data sets, and obtain standardized error matrix for each relation, according to sum errors and normalization. Then, we use singular value decomposition to project standardized error matrix into two-dimensional space -one dimension is dimension-x, and the other is dimension-y. The results of TransE and GTrans-DW are presented in Figure 6 , where the cyan symbols '+' are the feature distributions of TransE, and the red symbols 'x' are the feature distributions of GTrans-DW, origin point is (0, 0) denoted by a black dot. Intuitively, the more points close to the origin, evener distribution of features is. In Figure 6 , we observe that (1) From the overall point of view , the red symbols 'x' are more close to the origin than the cyan symbols '+', which proves that the distribution of relation space of GTrans-DW is evener;
(2) In Figure 6 (a), the average value of cyan symbols '+' and red symbols 'x' in dimension-x are −0.111 and −0.137, respectively. Compared with TransE, the error of GTrans-DW drops by 19.2%, which means GTrans-DW better represents knowledge graph than other translation models like TransE.
2) RELATION SIMILARITY
Recall that GTrans is based on the intuition that each relation has a specific weight vector W r . Here we analyze the properties of W r and seek the similar objects for a given relation. As FB15K possess the most relations and triplets among all datasets, it may better convey the similarities and differences of relations within, and thus, we employ FB15K as a case study to analyse the properties of W r . Table 6 illustrates that, in general, the same category relations have similar relation weight vectors. Besides we observe that /user/szaijan/fantasy_football/player/position and /american_football/football_player/position_s have the highest similarity, although they have obvious difference in the hierarchical structure. After analysing, both of them contain similar semantic features, i.e. football_player & fantasy_football/player, position & position_s. In our model, therefore, relations with different categories and similar semantics are deemed to be of high similarity, and it captures the sematic features of the relations accurately.
V. CONCLUSION
In this paper, we have introduced a generic model GTrans that embeds knowledge graphs into low-dimension vector space. Compared with other models, GTrans is effective at reducing noise of other relations and enhancing the capability of recognizing margin. To learn the embeddings for entities and relations, GTrans uses multi-state entities to construct entity embedding, and an additional external embedding vector to describe relation space. In experiments, we evaluate our model on two benchmark tasks including link prediction and triplets classification. Experiment results indicate that GTrans outperforms other state-of-the-art models.
As future work, we plan to further explore the following directions:
• During the research, translation models are not able to well describe relations, which may be attributed to the design of translation model. We argue that when relations are properly defined, the embedding performance can be enhanced. A feasible way is to extract common features from the whole set of (h, t) pairs, rather than single triplets.
• Lately, research that combines context information [22] and first-order logic information with knowledge graph embedding arose. By doing this, better representation can be obtained for advanced knowledge-driven applications. 
