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Abstract
A semisimple monoid M is called quasismooth if M \ {0} has sufficiently mild singularities. We define a
cellular decomposition of such monoids using the method of one-parameter subgroups. These cells turn out
to be “almost” affine spaces. But they can also be described in terms of the idempotents and B × B-orbits
of M . This leads to a number of combinatorial results about the inverse monoid of B × B-orbits of M . In
particular, we obtain fundamental information about the H -polynomial of M .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The most commonly studied cell decompositions in algebraic geometry are those discovered
by Bialynicki-Birula [1]. If S = K∗ acts on a smooth complete variety X, with finite fixed point
set F ⊆ X, then X =⊔α∈F Xα where Xα = {x ∈ X | limt→0 tx = α}. Furthermore, Xα is iso-
morphic to an affine space. This BB-procedure makes sense even if X is not smooth, although
the resulting “cells” may no longer be so well-behaved.
In case X is a complete homogeneous space for G then each BB-cell Xα consists of exactly
one B-orbit (in this case Xα is a Schubert cell). If X is the projective variety associated with a
semisimple monoid M with unit group G, then each BB-cell consists of finitely many B × B-
orbits. These cells possess important geometric and combinatorial properties [9].
In the case of reductive monoids, these BB-cells have not been described as explicitly as we
would like. We want a cellular decomposition for a reductive monoid M that is nicely related
E-mail address: lex@uwo.ca.0021-8693/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2007.06.012
L.E. Renner / Journal of Algebra 319 (2008) 360–376 361to the salient monoid structures of M . And we want a decomposition that allows us to calcu-
late the H -polynomial of M . This is the monoid analogue of the h-polynomial of [12] for toric
varieties. In general, a semisimple monoid M has singularities that, as of yet, prohibit us from
writing its H -polynomial as a useful combinatorial invariant. However, as in the case of torus
embeddings [3], there is a useful characterization of the condition “X has sufficiently mild sin-
gularities.” In that case, M behaves well enough for us to determine its H -polynomial with the
help of a certain “augmented” set (E1, ν).
The set of B × B-orbits of M forms a finite monoid R (the monoid analogue of the Weyl
group). To obtain our cellular decomposition, we use the method of [1] to partition the nonzero
elements R× of R into a disjoint union
R× =
⊔
r∈R1
Cr
indexed by R1, the set of rank-one elements of R. The key point here is that each Cr is partially
determined by the structure of R. By definition, the monoid cells of M are the subsets of M of
the form
Cr =
⊔
x∈Cr
BxB.
2. Semisimple monoids
An affine algebraic monoid M is called reductive if it is irreducible, normal, and its unit
group is a reductive algebraic group. See [10] for many of the details or [11] for a nontechnical
introduction. A reductive monoid M is called semisimple if it has a zero element, and its unit
group has a one-dimensional center. If M is such a monoid then X = (M \ {0})/Z is a projective
variety (where Z is the connected center of the unit group G of M). Thus a semisimple monoid
with unit group G can be thought of as a polarization of some projective embedding X of the
semisimple group G0 = G/Z. If G0 is a semisimple group with root system (E,Φ), one can
classify the semisimple monoids with unit group G (and with G/Z = G0) in terms of rational,
W -polytope invariant polytopes in (E,Φ). See [6,8,11] for more details and some illustrations.
Let M be a reductive monoid with unit group G. Let T ⊂ G be a maximal torus and let
T ⊂ M be the Zariski closure of T in M . Let E(T ) = {e ∈ T | e2 = e} and let E1(T ) = {e ∈
E(T ) | dim(T e) = 1}.
Let e = e2 ∈ M be an idempotent. Define Me = {g ∈ G | ge = eg = e}0. Then Me is a reduc-
tive monoid with e as its zero element.
Let M and N be reductive monoids. We write M ∼0 N if there is a reductive monoid L and
finite dominant morphisms L → M and L → N of algebraic monoids. One can check that this
is indeed an equivalence relation.
The following basic Theorem is the basis for many of the results of this paper.
Theorem 2.1. Let M be a reductive monoid with zero element. The following are equivalent.
(1) M ∼0 ΠiMni (K).
(2) If T is a maximal torus of G then |E1(T )| = dim(T ).
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Conversely, if (2) holds then T ∼0 Kn for some n. In particular, E(T ) is a Boolean lattice on
n atoms.
Now W ⊂ Aut(T ). Thus we consider E(T )W ⊂ E(T ). Let X ⊂ E(T )W be the set of minimal
nonzero elements of E(T )W . Since E(T ) is identified with a Boolean lattice under join on the
set F of rank-one idempotents of E(T ). Thus we can write F =⊔α Fα , where each Fα ⊂ F is
an orbit of W on F . We let eα ∈ E(T ) be the join of the (rank-one) idempotents of Fα . Thus {eα}
is identified with the set of minimal, nonzero, central idempotents X of M . Let
χe :T → K
be defined by setting χe(z) = ez, where e ∈ F . Then K[χe | e ∈ F ] ⊂ K[T ] is a finite flat
morphism, the former being a polynomial algebra over K on the χe . Now W is generated in
the usual way, as a Coxeter group, by S ⊂ W . For each s ∈ S we obtain that s(χe) = χf for
some e = f , and s(χh) = χh for all the other h ∈ F . We conclude that S = ⊔α Sα , where
Sα = {s ∈ S | s|Fβ = id for β = α}. In particular, W = ΠWα is a reducible Weyl group, and
in such a way that
W → ΠαWα,
via w (eαw), is an isomorphism. Hence
M → ΠαeαM
via z (eαz) is finite and dominant since it induces an isomorphism on Weyl groups.
Finally each eαW is isomorphic to the symmetric group on |Fα| letters, by the argument of
Proposition 8.4.3 of [6], since eαM has no central idempotents other than 0 and eα . Thus for each
eα , eαM ∼0 Mk(K) for some k > 0. 
The following definition is the monoid analogue of the corresponding well-known defini-
tion [3] for torus embeddings.
Definition 2.2. A reductive monoid M with zero element is called quasismooth if, for any mini-
mal nonzero idempotent e ∈ E(M), Me satisfies the conditions of Theorem 2.1.
It turns out that quasismooth monoids possess a number of important structural properties that
allow us to calculate its H -polynomial (see Definition 2.3 below).
The H -polynomial is the obvious synthesis of two extremes, the h-polynomial of a torus
embedding [12], and the Poincaré polynomial of a Weyl group [2]. In the former case one collects
summands of the form (t −1)a while in the latter case one collects summands of the form tb . But
in each case the corresponding polynomial yields the desired coefficients. The common theme
here is that, in both cases, we are summing over a finite number of B-orbits for the appropriate
solvable group B . In more general cases, like reductive monoids with the B ×B-action, we need
to collect summands of the form (t − 1)atb for the appropriate integers a and b.
Any reductive group G has a Bruhat decomposition.
G =
⊔
BwBw∈W
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reductive monoids. Instead of W we use
R = NG(T )/T
where NG(T ) ⊆ M is the Zariski closure of NG(T ) in M . Since xT = T x for each x ∈ NG(T ),
R is a monoid, but much more is true. It turns out that the following are true (see Chapter 8
of [10]).
(a) R is a finite inverse semigroup with unit group W .
(b) M =⊔x∈R BxB , a disjoint union.
(c) sBx ⊆ BxB ∪BsxB if s is a simple involution and x ∈ R (the analogue of Tits’ axiom).
(d) If we define x  y to mean BxB ⊆ ByB , we can determine (R,) in terms of (W,) and
the cross section lattice.
Thus our H -polynomial has must have exactly one summand for each element x of R.
Definition 2.3. Let M be a semisimple monoid with monoid R of B × B-orbits. Define H(R),
the H -polynomial of R, as follows.
H(R) =
∑
x∈R
(t − 1)r(x)t l(x)−r(x)
where r(x) = dim(T x) is the rank of x and l(x) = dim(BxB) is its length. We then let
H(M) = (t − 1)−1(H(R) − 1).
H(M) is called the H -polynomial of M .
Remark 2.4. This is indeed a polynomial since, for any x ∈ R \ {0}, r(x) > 0. If x ∈ R then
one can show that BxB ∼= (K∗)r(x) × Kl(x)−r(x). See Lemma 13.1 of [10]. The other thing to
notice here is that H(M) depends only on the projective variety XM = (M \ {0})/K∗. So if
XM ∼= XN then H(M) = H(N). Furthermore, if there is morphism ψ :M1 → M2 which is finite
and dominant then H(M1) = H(M2). Also, if I1 ⊂ M1 is a B1 × B1-stable closed subset of
M1 then I2 = ψ(I1) is a B2 × B2-stable closed subset of M2 with H(I1) = H(I2). If XM is
smooth, or “sufficiently close” to being smooth, then H(M) = P(XM, t1/2) where P(XM, t) is
the Poincaré polynomial of XM .
Example 2.5. Here we give a list of interesting but elementary examples. Let M = M2(K). Then
R =
{(
1 0
0 1
)
,
(
0 1
1 0
)
,
(
1 0
0 0
)
,
(
0 0
0 1
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 0
)}
.
For simplicity we write it in order as R = {1, s, e, f,n,m,0}. It is easy to calculate the rank and
length of each element. For example, r(m) = 1 and l(m) = 3. Thus by Definition 2.3
H(R) = (t − 1)2t1 + (t − 1)2t2 + (t − 1)1t1 + (t − 1)1t1 + (t − 1)1t0 + (t − 1)1t2
+ (t − 1)0t0 = t4.
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H
(
M2(K)
)= t3 + t2 + t + 1.
Example 2.6. There are many other situations where we can define an H -polynomial. The key
is that there is a connected solvable group and that it acts on some variety of interest with a finite
number of orbits.
(1) Let G be a reductive group with G×G acting on G by ((g,h), x) gxh−1. Then H(G) =
(t − 1)rank(G)tdim(B)−rank(G)∑w∈W tl(w).
(2) Let G act on G/B from the left. Then H(G) =∑w∈W tl(w).
(3) Let X be a torus embedding with finite set of T -orbits O = {T x | x ∈ X}. Then H(X) =∑
A∈O(t − 1)dim(A). This is closely related to the storied h-polynomial of [12].
(4) Let Mn(K) be the monoid of n × n matrices and let I = eMn(K) where e = e2 ∈ Mn(K).
Assume that Be = eBe for the subgroup B of invertible upper-triangular matrices. Then one
can check that H(I) = t rn where r = rank(e).
3. Monoid BB-decompositions
In this section we study the BB-cells of XM = (M \ {0})/K∗ where M is a semisimple
monoid. First we need a technical lemma that, in some cases, describes the BB-cells in terms
of the rank-one idempotents of a certain D-monoid. We then use this to inject some monoid-
theoretic sense into our description of the cells of XM = (M \ {0})/K∗.
Lemma 3.1. Let X ⊆ PN be a closed subvariety with cone Y ⊆ KN+1. Let T ⊆ Gln(K) be a
torus containing the group of invertible grading morphisms Z ⊆ T . Assume that T acts on X.
Let M be the closure of T in End(K[Y ]). For e ∈ E1 = E1(M) let eY ⊆ Y be the closed subset
defined by
eY = {y ∈ Y | ey = y}.
Let XT ⊆ X be the set of fixed points for the action of T on X. Assume that
XT =
⋃
e∈E1
eX
where eX = (eY \ {0})/K∗. If ϕ :K∗ → T is such that XT = {x ∈ X | ϕt (x) = x for all t ∈ K∗}
then the BB-map πe :X(e) → eX, πe(x) = limt→0(ϕt (x)), is determined by πe([y]) = [e(y)].
Here X(e) = {x ∈ X | limt→0(ϕt (x)) ∈ eX}.
Proof. Let K[Y ] = K[y0, . . . , yN ]. From the general BB-decomposition we obtain a sequence
of ideals μ1 ⊆ μ2 ⊆ · · · ⊆ μr = K[Y ]+ =⊕n>0 K[Y ]n so that
Y1 = Y \ V (μ1),
Y2 = V (μ1) \ V (μ2),
...
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...
Here X(ei) = {[y] ∈ X | y ∈ Yi}. Furthermore, for each i, there is a BB-map
πi :Yi → Fi
defined by πi(x) = limt→0(ϕt (x)). By assumption Fi = eiY for some unique ei ∈ E1(T ).
Now ϕ :K∗ → Aut(K[y0, . . . , yN ]) determines a set of weights a0  a1  · · · aN so that
ϕt (yi) = tai yi .
Then, for x = [x0, . . . , xN ] ∈ X, we have t · x = [ta0x0, . . . , taN xN ]. We may assume that, for
some ai = aN , we have that xi = 0. Hence
[
ta0x0, . . . , t
aN xN
]= [ta0−aN x0, . . . , taj−aN xj , xj+1, . . . , xN ]
where aj > aN and aj+1 = · · · = aN . Then X1 = {[x0, . . . , xN ] | xi = 0 for some i > j} and
π1([x0, . . . , xj , xj+1, xN ]) = [0,0, . . . ,0, xj+1, . . . , xN ].
On the other hand, mi :Y → eiY , mi(y) = eiy, is induced from
k[e1Y ] = K[yj+1, . . . , yN ] ⊆ K[Y ].
Thus
π1
([y])= [ey],
and
X(e1) =
{[y] ∈ X ∣∣ e1y = 0}.
The rest follows by induction. 
Corollary 3.2. The weights of the action ϕ :K∗ → End(K[Y ]) on the yi induce a total ordering
e1 > e2 > · · · > er on E1(T ) so that
X(e1) =
{[y] ∈ X ∣∣ e1y = 0},
X(e2) =
{[y] ∈ X \X1 ∣∣ e2y = 0},
...
X(ei+1) =
{
[y] ∈ X∖
(⋃
ji
Xj
) ∣∣∣ ei+1y = 0
}
,
...
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Z ⊆ G be the connected component of the center of G. Then
{
x ∈ M \ {0} ∣∣Zx = T x}= ⋃
e∈E1(T )
eM.
Consequently, if X = (M \ {0})/K∗ and eX = (eM \ {0})/K∗ then
XT =
⋃
e∈E1
eX.
Proof. Let x ∈ M \ {0} and assume that T x = Zx. Then, by the monoid Bruhat decompo-
sition (Chapter 8 of [10]), we can write x = brb′ for some b, b′ ∈ B . Say r = fw where
f ∈ E(T ) and w ∈ W . Then f x = fg for some g ∈ G. Hence, if e ∈ E1(T ), is such that
ef = e, then ex = 0. We now let y = xb′−1 = br . Then fy = f br = f bf r = f cr = f cw for
some c ∈ CB(f ). In particular fy ∈ fG. If f /∈ E1 then dim(Tfy) > 1. Thus Zfy  Tfy.
Thus Zy  Ty since dim(T y)  dim(Tfy). This is impossible. We conclude that f = e ∈ E1.
Thus, if t ∈ T and tbe = be, then tebe = etbe = ebe. In particular te = e. But, by assumption,
dim{t ∈ T | tbe = be} = dim{t ∈ T | te = e} = dimT − 1. In particular Te ⊆ {t ∈ T | tbe = be},
and consequently e ∈ {t ∈ T | tbe = be}. Thus ebe = be. Therefore y ∈ eM , and finally
x = yb′ ∈ eM . 
Theorem 3.4. Let M be a semisimple monoid with unit group G, connected center Z ⊆ G, Borel
subgroup B ⊆ G and maximal torus T ⊆ B . Choose a one parameter subgroup λ :K∗ → T such
that
(1) limt→0(tut−1) = 1 for all u ∈ Bu.
(2) {x ∈ M \ {0} | λ(t)x ∈ Zx for all t ∈ K∗} =⋃e∈E1(T ) eM .
Let X = (M \ {0})/K∗ and let
X =
⊔
e∈E1
X(e)
be the BB-decomposition of X with respect to λ as guaranteed by Lemma 3.1. Then, for all
e ∈ E1(T ),
X(e) ⊆ {[y] ∈ X ∣∣ eBy = eBey ⊆ eG}.
Furthermore, λ induces a total ordering on E1(T ) = {e1 > e2 > · · · > en} such that (if Ye = {y ∈
M \ {0} | [y] ∈ X(e)})
Yei =
{
y ∈ M ∖
(⋃
j<i
Y (ej )
) ∣∣∣ eiy = 0
}
.
Proof. Let Ye = {y ∈ M | [y] ∈ X(e)} and let y ∈ Ye. Notice that ey = 0. Now, by definition,
[y0] = limt→0(λ(t)[y]) ∈ eX. But, by Lemma 3.1, [y0] = [ey]. By our assumptions on λ we
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Zey = eBey and thus X(e) ⊆ {[y] ∈ X | eBy = eBey ⊆ eG}, since ey = 0.
The description of Yei follows from Corollary 3.2. 
Remark 3.5. Notice that the cells in Theorem 3.4 depend on λ. If M is J-irreducible [4] then for
each y ∈ M \ {0} one can show that there is a unique e ∈ E1(T ) such that eBy = eBey ⊆ eG.
Thus Ye = {y ∈ M \ {0} | eBy = eBey ⊆ eG} so that, in this case, the cells are independent of λ.
4. Cellular structure ofR andM
In this section we describe how R decomposes and naturally into the disjoint union of
cells Cr , r ∈ R1. From there we define the natural cellular decomposition
M =
⊔
r∈R1
Cr.
We then discuss the structure of these cells.
4.1. Monoid cells
Let R× = R \ {0}. Define
ϕλ :R
× → R1
by ϕλ(r) = er where BrB ⊂ Ye . Here Ye is as in Theorem 3.4. Thus R× =⊔e∈E1(R)R(e) =⊔
r∈R1 Cr , where Cr = ϕ−1λ (r), and R(e) = ϕ−1λ (eW).
Definition 4.1. Define, for r ∈ R1,
Cr =
⊔
x∈Cr
BxB.
We refer to Cr as the monoid cell associated with r ∈ R1 and λ. For e ∈ E1(T ) then, by Theo-
rem 3.4,
Xe =
⊔
er=r
Cr .
Notice that er = r if and only if r ∈ eW .
Clearly we have arrived at the decomposition
M \ {0} =
⊔
r∈R1
Cr.
Furthermore,
Cr = {x ∈ Xe | ex ∈ rB}.
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(1) π is equivariant for the right G-action.
(2) eG =⊔r∈eW rB .
(3) Cr = π−1(rB) = {y ∈ Ye | ey ∈ rB}.
Proof. (1) is clear, as is (3), once we prove (2). For (2) first assume that e ∈ Λ so that eB = eBe.
Then eG = e(⊔w∈W BwB) =⋃w∈W eBwB =⋃w∈W ewB =⊔r∈eW rB . If f ∈ E1(T ) then
f = geg−1 where e ∈ Λ and g ∈ W . Thus fG = geG = g(⊔r∈eW rB) =⊔r∈fW rB . 
Example 4.3. Let M = Mn(K) with B and T as usual. Then
R1 = {rij | 1 i, j  n}
where rij is the elementary matrix (ast ) with aij = 1 and ast = 0 for (s, t) = (i, j). Then
Crij =
⎧⎨
⎩(apq) ∈ Mn(K)
∣∣∣∣∣∣
aij = 0
apq = 0 if p > i
apq = 0 if p = i and q < i
⎫⎬
⎭
∼= Kn(i−1)+(n−j) ×K∗.
4.2. The cellular decomposition of R
In this subsection we study the map
ϕλ :R
× → R1
defined by setting ϕλ(x) = r if x ∈ Cr . The problem here is that, although this is the correct
definition, it does not shed much light on the combinatorics of the situation.
We now determine the finer structure of each cell Cr . Each of these cells is isomorphic to a
fattened up version of a certain right ideal C∗f ⊆ Mf = {z ∈ G | f z = zf = f }0.
We recall the cross section lattice,
Λ = {e ∈ E(T ) ∣∣ eB = eBe}.
Let Λ1 = {e ∈ Λ | dim(T e) = 1}. Then for each e ∈ E(T ) there is a unique e1 ∈ Λ such that
e = we1w−1 for some w ∈ W .
Lemma 4.4. Let e, f ∈ E1(T ) and write f = w−1ew. Then
{y ∈ M | eyf = 0} = {z ∈ M | eze = 0}w ∼= Ue ×M(e)w ×U−f
where M(e) = MeK∗, Ue = Ru({g ∈ G | eg = ege}) and U−f = Ru({g ∈ G | gf = fgf }).
Proof. Since {y ∈ M | eyf = 0} = {z ∈ M | eze = 0}w and U−f = w−1U−e w, it suffices to prove
the result for e = f . So consider Ue = {y ∈ M | eye = 0}, and let B,B− ⊆ G be the Borel
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M =⊔r∈R BrB− and thus
Ue =
⊔
r∈Re
BrB−,
where Re = {r ∈ R | ere = 0} = {r ∈ R | er = re = 0}. Since Re ⊆ M(e), we conclude that
Ue = BM(e)B− = UeM(e)U−e = Ue ×M(e) ×U−e .
This completes the proof. 
Definition 4.5. Let r = er = rf = ew ∈ R1, where w ∈ W . Define
C∗r = {y ∈ Ce | ey = ye}w.
Lemma 4.6. We obtain
Cr = BC∗r B.
Proof. It suffices to prove this for r = e. Now let y ∈ Ce. Then y = bzc for some b, c ∈ B and
z ∈ R. So without loss of generality y = z ∈ R. But then ez = e in R. It follows that ez = ze = e.
The conclusion follows. 
Recall that P−e = {g ∈ G | ge = ege} and Pf = {g ∈ G | fg = fgf }, and notice that
(1) Bu = (Bu ∩Ue)(Bu ∩ P−e ) and
(2) Bu = (Bu ∩ Pf )(Bu ∩U−f ).
Theorem 4.7. Let r = er = rf ∈ R1. Then
(1) Cr ∼= (Bu ∩Ue)×C∗r × (Bu ∩U−f ).
(2) C∗r = {y ∈ Cr | ey = yf }.
(3) B(e)C∗r M(f ) = C∗r , where B(e) = B ∩ {z ∈ G | ez = ze}0.
(4) Ye = BC∗eG.
Proof. For part (1) notice that Bu = (Bu ∩Ue)(Bu ∩P−e ) and Bu = (Bu ∩Pf )(Bu ∩U−f ). Then
Cr = BuC∗r Bu = (Bu ∩Ue)C∗r (Bu ∩U−f ). The isomorphism here follows from Lemma 4.4 since
C∗e ⊂ M(e)w.
For part (2), let x ∈ C∗r . Thus there exist y ∈ Ce such that ey = ye and x = yw. Hence ex =
eyw = yew = yww−1ew = xf . Conversely, if x ∈ {y ∈ Ce | ey = ye}w then x = yw where
y ∈ Ce and ey = ye. Thus ex = eyw = yew = yww−1 = xf .
For part (3), one uses simple calculation straight from the definitions.
For part (4), notice that Ce = BC∗e B and CeG = Xe. 
For e ∈ E1(T ) there is a unique e1 ∈ Λ1 such that we1w−1 = e for some w ∈ W . If
CW(e1) = WJ then there is a unique w ∈ WJ such that we1w−1 = e.
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w0 ∈ WJ is the longest element and w ∈ WJ is such that we1w−1 = e.
Proof. In general, for w ∈ W , l(w) = |{α ∈ Φ+ | wUαw−1 ⊂ B−}. But w ∈ WJ if and only if
wCB(e1)w−1 ⊂ B . Thus, for w ∈ WJ , l(w) = |{α ∈ Φ+ | wUαw−1 ⊂ B−}| = dim(B− ∩ Ue)
since B = CB(e1)Ue1 . Thus
dim(Bu ∩Ue) = dim(Ue)− l(w).
Finally, it is known that dim(Ue) = l(w0) where w0 ∈ WJ is the longest element. 
Proposition 4.9. Let π :Xe → eG be defined by π(x) = ex. Then
(1) π−1(K∗e) = BC∗e ∼= (Bu ∩Ue)×C∗e .
(2) dim(π−1(K∗e)) = l(w0) − l(w)+ dim(C∗e ) where w ∈ WJ is such that we1w−1 = e.
Proof. From part (1) of Theorem 4.7, Ce ∼= (Bu ∩ Ue)C∗e (Bu ∩ U−e ). So we let z = uxv ∈ Ce.
Then ez = euxv = exv = xev = αev where α ∈ K∗. But
αev ∈ K∗e if and only if v = 1
since v ∈ U−e . Thus π−1(K∗e) ∩ Ce = BC∗e ∼= (Bu ∩ Ue) × C∗e . Notice also that if x ∈ Ye then
x ∈ Cr for some r ∈ R(e). But if also ex ∈ K∗e then, by part (3) of Proposition 4.2, r = e.
Consequently x ∈ Ce.
For part (2), observe from Proposition 4.8 that dim(Bu ∩ Ue) = dim(Ue) − l(w) = l(w0) −
l(w). 
5. Quasismooth monoids
In this section we study the notion of a quasismooth semisimple monoid. We then obtain H -
polynomial of M when M is quasismooth. There is a combinatorial object associated with this
situation called the augmented set (E1, ν) of M . It turns out that this augmented poset encodes
much of the relevant information about the H -polynomial.
5.1. The augmented set (E1, ν)
In this subsection we define and study the augmented set (E1, ν). If M is quasismooth, it turns
out that each Ye can be “sandwiched”
BfG ⊆ Ye ⊆ BfG,
where f ∈ E(T ) is (thereby) uniquely determined.
Recall from Definition 2.2 the notion of a quasismooth monoid.
Theorem 5.1. If M is a quasismooth monoid then C∗e = feMeK∗ for some unique fe ∈ E(T ).
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Ye =
{
y ∈ M \ {0}
∣∣∣ lim
t→0
[
λt (x)
] ∈ eX}.
But from Proposition 4.2 we obtain that Ce = {y ∈ Ye | ey ∈ eB}. And, by Definition 4.5 and
Theorem 4.7
C∗e = Ce ∩M(e).
Thus, C∗e = {y ∈ M(e) | limt→0[λt (x)] = [e]}. Now the action of λ :K∗ → T on M(e)′ =
M(e)/K∗ is by left translation of K∗ on this K-quasialgebra. By definition, the algebraic monoid
A is a K-quasialgebra if there are irreducible reductive monoids A1 and A2, and finite dominant
morphisms A1 → A and A1 → A2 of algebraic monoids where, it is assumed in addition that,
A2 is a K algebra. Furthermore
C∗e /K∗ =
{
y ∈ M(e)′
∣∣∣ lim
t→0
[
λt (x)
]= 0}.
But, for any K-quasialgebra A with K∗ ⊂ T ⊂ A, (here T is a maximal torus of the unit group
of A), we obtain that
{
y ∈ A
∣∣∣ lim
t→0
(
λt (x)
)= 0}= fA
for some unique f = fe ∈ E(T ). In case A is a K-algebra this is a simple calculation in identi-
fying the positive weights of λ(K∗) (acting by left translation) on A in terms of the appropriate
idempotent of T . In the quasialgebra case there is an added lifting issue. One needs to check that
the idempotent fe can be lifted from A2 to A1 then pushed down to A, all the while preserving
its relationship with the positive weights of λ on A. Thus C∗e /K∗ = feM(e)/K∗, and finally
C∗e = feMeK∗, noting that M(e) = MeK∗. 
Corollary 5.2. The H -polynomial of C∗e is H(C∗e ) = tm where m = dim(C∗e ) − 1 and we define
H(C∗e ) in terms of the Borel subgroup B(e) of CG(e).
Proof. From Theorem 5.1 C∗e /K∗ = fM(e)/K∗ is a principal right ideal of the K-quasialgebra
M(e)/K∗ (see the proof of Theorem 5.1). On the other hand, by part (1) of Theorem 4.7, Cr ∼=
(Bu ∩Ue)×C∗r × (Bu ∩U−f ). Thus we obtain
H(Ce) = t l+rH
(
C∗e
)
where l = dim(Bu ∩ Ue) and r = dim(Bu ∩ U−e ). It is straightforward to check that any B × B-
stable linear right ideal I of a K-algebra A has H(I) = tm. Then apply Remark 2.4. 
Corollary 5.3. BfeG ⊆ Ye ⊆ BfeG.
Proof. Ye = BC∗eG form part (4) of Theorem 4.7. But from Theorem 5.1 C∗e = feM(e). Thus
BfeG ⊂ Ye is open and dense. 
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ν(e) = dim(C∗e )− 1.
We refer to (E1, ν) as the augmented set of M and λ.
5.2. The H -polynomial of a quasismooth monoid
Recall from Definition 2.3 the H -polynomial of a semisimple monoid. In this section we
obtain this polynomial in terms of the augmented set (E1, ν) of M in case M is quasismooth.
If P ⊂ G is a parabolic subgroup of type J ⊂ S we denote by H(G/P ) the Poincaré polyno-
mial of WJ .
Theorem 5.5. Let M be a quasismooth semisimple monoid and let R of B × B-orbits. Write
G/Pe for (eG)/K∗. Let e1 ∈ Λ and let we1w−1 = e, where w ∈ W has minimal length with this
property.
(1) If we let w(e) = w then
H(M) =
∑
e∈E1
(
t l(w0)−l(w(e))+ν(e)H(G/Pe)
)
.
(2) In case Pe and Pe′ are conjugate for all e, e′ ∈ E1 the sum can be rewritten as
H(M) =
(∑
e∈E1
t l(w0)−l(w(e))+ν(e)
)
H(G/P )
where P = Pe.
Proof. Let H(Ye) = (t − 1)−1∑x∈R(e)(t − 1)r(x)t l(x)−r(x), the H -polynomial of Ye . This
makes sense since M \ {0} = ⊔e Ye and BYeB = Ye . Therefore the H -polynomial of M is∑
e∈E1 H(Ye). Furthermore, by Propositions 4.8, 4.9, Corollary 5.2 and Definition 5.4, we obtain
that
H(Ye) = t l(w0)−l(w(e))+ν(e)H(G/Pe).
This completes the proof. 
6. Examples
6.1. Canonical monoids
A semisimple monoid M is called canonical if Λ1 = {e}, and CG(e) is a maximal torus
(this is the smallest the centralizer of an idempotent can be). These monoids have been studied
in detail by Putcha and the author in [5,9]. Any two canonical monoids M and M ′ have the
same H -polynomial since X = (M \ {0})/Z ∼= X′ = (M ′ \ {0})/Z′ as G × G-varieties. X is
related to the much-studied wonderful embedding of G/Z and we have obtained an explicit cell
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of X at t1/2.
H(M) =
(∑
u∈W
tl(w0)−l(u)+|Iu|
)(∑
v∈W
tl(v)
)
where Iu = {s ∈ S | u < us}.
6.2. The semisimple rank two case
In this subsection we illustrate our results by finding an explicit formula for the H -polynomial
of a semisimple monoid of type A2, C2 and G2. Let M be a semisimple monoid with unit group
G ∼0 G0 × K∗ where G0 is a simple algebraic group of type A2, C2 or G2. The point here is
that all semisimple monoids in question are quasismooth since any two-dimensional D-monoid
is quasismooth. We assume the reader is acquainted with finding the h-polynomial of a two-
dimensional projective torus embedding. The following tables (see the examples below) depend
on the choice of an appropriate one-parameter subgroup which is relatively easy to find. See
Theorem 3.4 for the recipe.
There are three cases to consider depending on the structure of Λ1. If any e ∈ Λ1 has CW(e) =
{1} we are in the situation of Example 6.1. If there exists exactly one e ∈ Λ1 such that CW(e) =
{1} we are in the situation of Example 6.2. If there exist distinct idempotents e, f ∈ Λ1 such that
CW(e) = {1} and CW(f ) = {1} we are in the situation of Example 6.3. Each of these semisimple
groups has dimension 2N + 2 where N is the length of the longest element in the Weyl group.
Furthermore the Weyl group has order 2N in each case. N = 3 for type A2, N = 4 for type C2
and N = 6 in type G2.
Example 6.1. Let M be as above. Assume that |Λ1| = k and that any e ∈ Λ1 has CW(e) = {1}.
Thus we are in the situation of part (2) of Theorem 5.5. Let E1 = E1(T ). Notice that, in W , there
is one element of length 0, one of length N and two of length j for each j = 1, . . . ,N − 1. For
any idempotent in Λ1, there are 2N elements in its W -orbit. We let N(a,b) = |{e ∈ E1 | ν(e) =
a and l(w(e)) = b}|. In the case N = 4, the following table records the information that is needed
to obtain the H polynomial of M using Theorem 5.5.
N(a,b) a = ν(e) b = l(w(e))
1 2 0
k − 1 1 0
2k 1 1
2k 1 2
2k 1 3
k − 1 1 4
1 0 4
Similar tables exist for the cases N = 3 and N = 6. Using Theorem 5.5 we conclude that the
H -polynomial of M is, in all cases, as follows.
H(M) = (1 + (k − 1)t + 2k(t2 + · · · + tN )+ (k − 1)tN+1 + tN+2)H(G/B).
Notice that H(G/B) = (1 + t)(1 + t + · · · + tN−1).
374 L.E. Renner / Journal of Algebra 319 (2008) 360–376Example 6.2. Assume that |Λ1| = k+1 and that exactly one e0 ∈ Λ1 has CW(e0) = {1}. Thus we
are no longer in the situation of part (2) of Theorem 5.5. Let E1 = E1(T ). For this e0 the longest
element w0 ∈ WJ has length N − 1 and there is exactly one element of length j in ClW(e0) for
each j = 0, . . . ,N −1. We use two tables in this example, the first one for the special idempotent
e0 ∈ Λ1, and the second one for the other k idempotents of Λ1. We let N(a,b) = |{e ∈ ClW(e0) |
ν(e) = a and l(w(e)) = b}|. We then obtain, in the case N = 4, the following table:
N(a,b) a = ν(e) b = l(w(e))
1 4 0
1 2 1
1 2 2
1 0 3
We let M(a,b) = |{e ∈ E1 \ ClW(e0) | ν(e) = a and l(w(e)) = b}|. In this situation we obtain, in
the case N = 4, the following table:
M(a,b) a = ν(e) b = l(w(e))
k 1 0
2k 1 1
2k 1 2
2k 1 3
k 1 4
Similar tables exist for the cases N = 3 and N = 6. Applying Theorem 5.5 to these numbers
yields the following result. From the first table we obtain H1 = (tN+3 +
(tN + · · · + t3) + 1)H(G/P ) where P ⊂ G is a maximal parabolic subgroup of G. From the
second table we obtain H2 = k(tN+1 + 2(tN + · · · + t2) + t)H(G/B) where B ⊂ G is the
Borel subgroup. After a simple calculation, using the facts that H(G/B) = (1 + t)H(G/P ), and
H(M) = H1 +H2, we obtain that the H -polynomial of M is as follows.
H(M) = (tN+3 + ktN+2 + 3ktN+1 + (4k + 1)(tN + · · · + t3)+ 3kt2 + kt + 1)H(G/P )
where H(G/P ) = 1 + t + · · · + tN−1.
Example 6.3. Here we assume that |Λ1| = k + 2 and that exactly two idempotents e0, e1 ∈ Λ1
have nontrivial centralizer in W . Thus CW(e0) = {1, s} and CW(e1) = {1, t} where S = {s, t}.
Let E1 = E1(T ). For e0, J0 = {s} and the longest element w0 ∈ WJ has length N − 1 and there
is exactly one element of length j in ClW(e0) for each j = 0, . . . ,N − 1. The same is true for e1,
except that J1 = {s} = {t} and the element of maximal length (N − 1) is different. We use two
tables in this example, the first table is for the two special idempotents e0, e1 ∈ Λ1, and the
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ν(e) = a and l(w(e)) = b}|. We then obtain, for the case N = 4, the following data:
N(a,b) a = ν(e) b = l(w(e))
1 4 0
1 2 0
2 2 1
2 2 2
1 2 3
1 0 3
Let M(a,b) = |{e ∈ E1 \ (ClW(e0)∪ ClW(e1)) | ν(e) = a and l(w(e)) = b}|. In this situation we
obtain, for the case N = 4, the following data:
M(a,b) a = ν(e) b = l(w(e))
k 1 0
2k 1 1
2k 1 2
2k 1 3
k 1 4
Similar tables exist for the cases N = 3 and N = 6. Applying Theorem 5.5 to these numbers
yields the following results. From the first table we obtain the summand H1 = (tN+3 + tN+1 +
(tN + · · · + t3) + t2 + 1)H(G/P ) where P ⊂ G is a maximal parabolic subgroup of G. We
can get away with just one H(G/P ) factor here since, the two parabolic subgroups P0,P1 con-
taining B have the property that H(G/P0) = H(G/P1). From the second table we obtain the
other summand H2 = k(tN+1 + 2(tN + · · · + t2) + t)H(G/B) where B ⊂ G is the Borel sub-
group. After a simple calculation, using the facts that H(G/B) = (1 + t)H(G/P ) and H(M) =
H1 +H2, we obtain that the H -polynomial of M is as follows.
H(M) = (tN+3 + ktN+2 + (3k + 1)tN+1 + (4k + 2)(tN + · · · + t3)
+ (3k + 1)t2 + kt + 1)H(G/P )
where H(G/P ) = 1 + t + · · · + tN−1.
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