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The pressing global issue of climate change has driven the development of clean energy 
technologies. The clean energy technologies addressed in this dissertation include those used to produce 
energy and provide mobility with reduced emissions, as well as technologies outside the energy and 
transportation sectors which utilize energy in a more efficient way. Many of these technologies rely on 
materials that are considered critical due to their importance to the technology’s functionality and their 
potential vulnerability to supply disruption. Supply disruptions can stem from a variety of factors such as 
geographical supply concentration, production in unstable areas, low ore grades, or a large portion of the 
production occurring as a byproduct of another material.   
First, critical material intensity data from academic articles, government reports, and industry 
publications are aggregated and presented in functional units. These functional units vary based on the 
functionality of each technology and incorporate aspects of lifecycle assessment in order to allow for 
comparison of material intensities. The clean energy technologies analyzed include natural gas turbines, 
direct drive wind turbines, three types of solar photovoltaics (silicon, CdTe, and CIGS), the proton 
exchange membrane (PEM) fuel cells, permanent-magnet-containing motors, nickel metal hydride and 
Li-ion batteries from electric vehicles, and finally energy-efficient lighting devices (CFL, LFL, and LED 
bulbs). To further explore the role of critical materials in addressing climate change, emissions savings 
units are provided to illustrate the potential for greenhouse gas emission reductions per mass of critical 
material in each of the clean energy production technologies. 
The impact of drastic and unexpected price increases of critical materials caused by supply 
disruptions on the cost of clean energy technologies are also explored. For this economic analysis three 
case study clean energy technologies are analyzed. These case studies are PEM fuel cells, NdFeB 
permanent magnets in direct drive wind turbines, and Li-ion batteries for electric vehicles. Using the 
calculated critical material intensities in these technologies, as well as material price information, we 
analyze technology-level costs under potential material price change scenarios. By benchmarking against 
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target costs at which each technology is expected to become economically competitive relative to 
incumbent energy systems, the impact of unexpected price increases on marketplace competitiveness are 
evaluated. For the three case studies, technology level costs (of the fuel cell, generator, and battery) could 
increase by between 13% and 41% if recent historical price events were to recur at current material 
intensities. By analyzing the economic impact of material price changes on technology-level costs, the 
need for stakeholders to push for various supply risk reduction measures is stressed, and the potential 
options for doing so are summarized.   
One potential solution to the issues caused by critical materials is to substitute out those materials 
for less critical materials. A survey of national laboratory, academic, and industry stakeholders allows for 
a better understanding of how groups are making substitution decisions, and then that information is 
applied to the development of a novel, dynamic framework for quantifying substitutability that integrates 
technological, economic, criticality, and environmental tradeoffs. An in-depth literature review shows that 
current substitution analyses are done qualitatively or semi-quantitatively. The problem with addressing 
substitution through qualitative metrics is that they often necessitate expert analysis and are usually done 
for specific applications at a snapshot in time, which is time consuming and variable. The development of 
fully quantitative metrics allows for reassessment to be done much more frequently by updating the 
numeric values as they change. Through the development of the decision framework, a methodology that 
can be implemented to enable more informed decisions while respecting the realities of industry priorities 
and efforts is provided. This methodology is applied to a case study of elemental level substitution of 
nickel for cobalt and manganese in Li-ion batteries. These results capture the technical, economic, 
criticality, and environmental tradeoffs that would be realized by selecting any of the three demonstrated 
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CHAPTER 1: INTRODUCTION 
Background 
Anthropogenic greenhouse gas (GHG) emissions have proven to contribute to global climate 
change [1]. Climate change is one of the world’s most pressing current issues and therefore new 
technologies are being developed rapidly to lessen our emissions [2]. Several clean energy technologies 
have been developed to reduce GHG emissions in the categories of electricity and heat production, 
buildings, industry, transportation, and “other energy”, which address a total of 76 percent of the total 
global GHG emitting sectors [3]. Throughout this research, these technologies are referred to as “clean 
energy technologies”, recognizing that while they still have environmental footprints associated with their 
life cycle, these technologies aim to be less harmful to the environment than their comparative incumbent 
technologies. Clean energy technologies are essential tools for reducing carbon emissions and providing 
for a sustainable future. As new advancements are made in this field, we see a greater complexity of 
materials in high-tech products [4]. 
Each of the clean energy technologies studied in this dissertation contain what are known as 
critical materials. These are materials that have both a high level of importance to the technology’s 
functionality as well as potential for supply disruption. Factors that may lead to supply disruption include 
a high concentration of the material’s production geographically, the location of the resource in politically 
unstable regions, large environmental impacts that might be subject to environmental regulations, the 
material being mined majorly as a byproduct of other materials, and/or low recycling rates. Some 
examples of more prolific metrics used to measure criticality include those that reference material 
resource availability, the price of the material, and market concentration. An article by Graedel and Nuss 
scores the criticality of 62 elements [5] and a review article by Jin et al. is helpful in summarizing the 
findings of such studies [6]. While the methods of determining criticality vary between studies, and 
therefore elements are given differing criticality “scores”, we do see common trends in materials such as 
rare earth elements, platinum group elements, and individual elements including indium (In), gallium 
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(Ga), tellurium (Te), and cobalt (Co), consistently being identified as more critical than most other 
elements for clean energy technologies [6]. The US Department of Energy (DOE) has identified the lack 
of data on material intensities of clean energy technologies to be a data gap which has the potential to 
hinder the ability of policymakers to understand market situations and create strategies accordingly [4]. 
The demand for many materials identified as critical is expected to grow in the future, alongside the 
growth in world population, electronic sales, and clean energy adoption. High demand, coupled with 
criticality, promotes the risk of extreme price spikes or even material shortages in the event of a 
disruption in the supply chain. Both of these events could have the potential to hinder the adoption of 
clean energy technologies due to the unavailability of input materials for production or the inability for 
the clean technologies to compete economically with incumbent options [7]. Quantifying the potential 
price impacts of these materials on clean energy technologies is important to understand their potential for 
disruption. There are many methods for reducing the risks posed by critical materials on clean energy 
technologies. These include dematerialization, substitution, recycling/using secondary sources, 
development of primary mining (especially for materials currently mined mainly as byproducts), yield 
improvement, and increasing the lifespan of the technologies. Substitution is one of the primary 
mitigation methods that is available to those working in clean energy technology research, design and 
manufacturing. Currently substitution decisions are made using qualitative or semi-quantitative 
methodologies, which is time consuming and requires periodic reevaluation [8].   
Dissertation Motivations and Objectives 
Problem Statement  
This dissertation contributes to better understanding critical material utilization in the clean 
energy technology research space. This area of research is vital to the field of sustainability as critical 
material usage in clean energy technologies is often vital to their function, and yet is a weakness which 
could hinder the adoption of clean energy technologies due to their potential for supply disruptions 
leading to price spikes. Ensuring the continued adoption of clean energy technologies, be they energy 
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production, low-emission mobility, or energy efficiency devices, is essential for reducing greenhouse gas 
emissions and thereby the rate of climate change.  
Research Questions and Novel Contributions 
(1) Where in clean energy technologies are critical materials found? And in what material 
intensities, or mass per functional output of the technology? 
In the second chapter we address these questions for the clean energy production 
technologies of natural gas turbines, direct drive wind turbines, and three types of solar 
photovoltaics (silicon, Cadmium-Tellurium or CdTe, and Copper-Indium-Gallium-Selenide 
or CIGS); the low emission mobility technologies of proton exchange membrane (PEM) fuel 
cells, permanent-magnet-containing motors, and both nickel metal hydride (NiMH) and Li-
ion batteries; and the energy-efficient lighting devices of compact fluorescent (CFL), linear 
fluorescent (LFL), and light emitting diode (LED) light bulbs. The critical materials used in 
these clean energy technologies are identified through extensive literature review and the 
intensities of those materials in terms of mass per functional output of the technologies are 
calculated to incorporate aspects of lifecycle assessment (LCA). Results show the 
comparisons of material use in clean energy technologies under various performance, 
economic, and environmental based units. These include emissions savings units which are 
generated to illustrate the potential for greenhouse gas emission reductions per mass of 
critical material in each of the clean energy production technologies. 
(2) What level of economic impact could critical material supply disruptions potentially 
have on clean energy technologies? 
In Chapter 3 this question is addressed by analyzing the impact of historical price events 
caused by supply disruptions on the cost of three case study clean energy technologies. These 
case studies include proton exchange membrane (PEM) fuel cells in fuel cell electric vehicles 
(FCEVs), neodymium iron boron (NdFeB) permanent magnets in direct drive wind turbines, 
and Li-ion batteries in battery electric vehicles (BEVs). Using the calculated material 
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intensities of critical materials in these technologies from the second chapter, as well as 
material price information, the technology-level costs under potential material price event 
scenarios are analyzed. By benchmarking against target costs at which each technology is 
expected to become economically competitive relative to incumbent energy systems, the 
impact of price spikes on marketplace competitiveness are evaluated. It is found for the three 
case studies, that technology component level (fuel cell, generator, or battery) costs could 
increase between 13% and 41% if recent historical price events were to recur at current 
material intensities.  
(3) How are substitution decisions being made in practice? What quantitative metrics can 
be used to describe the technical, economic, criticality, and environmental tradeoffs of 
elemental substitution of critical materials in clean energy technologies?  
A survey of national laboratory, academic, and industry stakeholders is conducted to 
allow for a better understanding of how stakeholders are making substitution decisions. 
Concurrently, an in-depth literature review shows that current substitution frameworks are 
done qualitatively or semi-quantitatively, and that such assessments typically require expert 
elicitation and are often done for specific applications at a snapshot in time.   
A quantitative framework for weighing the technical, economic, criticality, and 
environmental tradeoffs of elemental level critical material substitution is developed. The 
fully quantitative nature of the framework allows for reassessment to be done much more 
frequently by updating the numeric values as they change. The decision framework is a 
methodology that can be implemented to make more informed and consistent decisions while 
still respecting the realities of industry priorities. The results of the framework and it’s 
twelve metrics of comparison are demonstrated on a case study of three different Li-ion 





This research contributes novel methodologies and data to the body of scientific knowledge 
through the investigation of these research questions and the presentation of the results within the current 




CHAPTER 2: CRITICAL MATERIAL APPLICATIONS AND INTENSITIES IN CLEAN 
ENERGY TECHNOLOGIES†  
 
Introduction and Literature Review  
Overview of Critical Material Applications in Clean Technologies 
In this chapter, the following clean energy production technologies were studied to identify their 
critical material requirements: solar panels, wind turbines, and gas turbines; the low emission mobility 
technologies of fuel cells, batteries, and motors; and the energy efficiency technology of efficient lighting 
devices. Through literature review, critical metals, ceramics, and glasses contained in these clean energy 
production, low emission mobility, and energy efficiency technologies are initially identified. This 
qualitative information is gathered from a variety of government reports, academic journals, and industry 
materials. The findings are discussed below and summarized in Table 2.1. 
Clean Energy Production Technologies  
As of 2016, approximately 6% of global solar energy production was from thin-film solar, 3.8% of 
which was CdTe panels and 1.6% of which was CI(G)S. The large majority of solar production (94%) 
was comprised of mono- and multi-silicon, at 24.5% and 69.5%, respectively [9]. Each of these types of 
solar panels relies on a distinct set of critical materials. In CdTe solar cells, the active/absorber layer is 
comprised of cadmium and tellurium in a ratio of approximately 48:52 [10]. The absorber layer will 
typically have a thickness of approximately 1-3 µm but can be as thick as 10µm in some cases [11]. In 
CIGS solar cells, indium and gallium are also located in the absorber layer, which has a typical thickness 
of approximately 1-2.5 µm [12]. More recently, studies have examined replacing a portion of the indium 
with gallium so as to increase the bandgap, and allow for greater efficiency [13]. Finally, in crystalline 
 
 
† This chapter has been adapted from the published manuscript: Leader, A.; Gaustad, G. Critical Material Applications and Intensities in Clean 
Energy Technologies. Clean Technol. 2019, 1, 164-184. 
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silicon solar panels, silver is used for its low electrical resistivity in the screen-printing pastes, and tin and 
indium are found within their transparent conducting oxide layers [9].  
For this study we consider the permanent magnets as the main critical material containing component 
in wind turbines. Approximately 23% of the globally installed wind capacity relies on those permanent 
magnets, which are found only in direct drive wind turbines, not the more popular geared variations. 
These NdFeB permanent magnets can contain neodymium, dysprosium, praseodymium, and terbium. The 
other 77% of globally installed wind turbines have electromagnetic generators which utilize primarily 
steel and copper, which are not considered critical materials, for their functionality [14]. In comparing the 
two primary categories of wind turbines, the gearless, direct-drive turbines considered in this study 
operate best at low speeds and have better overall efficiency, lower weight, and less maintenance 
requirements [14]. Geared turbines will tend to operate at higher speeds and on smaller turbines (< 5MW) 
[14]. While NdFeB magnets currently contain 29-32% Nd/Pr and 3-6% Dy, Pavel et al. estimate that they 
could be dematerialized to contain just 25% Nd/Pr and <1% Dy by 2020 [14]. Directly substituting other 
elements in place of the rare earth elements doesn’t currently appear feasible, and therefore efforts are 
being focused on discovering new magnet compositions and/or using different turbines that don’t rely on 
rare-earth-containing permanent magnets [14].  
Natural gas turbines, although still utilizing a finite fossil fuel resource, are still considered in this 
study on clean energy technologies as natural gas is widely viewed as an imperfect step in this correct 
direction away from coal-based energy. The superalloy coating on the blades of the gas turbine is the 
portion of this technology that contains critical materials. Gas turbine blades must withstand both high 
centrifugal stresses and extreme temperatures [15]. The nickel-based superalloys containing rhenium and 
hafnium are the current solution to these extreme conditions due to their high temperature properties [15, 
16]. Rhenium is often focused on during dematerialization efforts because of its use in much greater 
quantities than hafnium in the superalloys. Rhenium has a history of price volatility, as witnessed in the 
large price spike of 2007 [17]. Companies such as General Electric, that rely on rhenium, began to look at 
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dematerialization and in-house recycling as methods of risk reduction after the immense economic losses 
that price spike caused [17]. One of the factors that creates the volatility in rhenium prices is the 
byproduct nature of production in which 80% of rhenium is mined as a byproduct of copper [18]. Alloys 
have been designed containing half as much, or even no rhenium, but are unable to match the high 
temperature creep resistance of those superalloy blends that are currently used [18].  
Low Emission Mobility Technologies 
 This study focuses on several electric vehicle components for the quantification of critical 
materials in low emission mobility technologies. These electric vehicle components include the 
technologies of fuels cells and batteries as well as the permanent magnets that are in the electric vehicle 
motors. Specifically, proton exchange membrane (PEM) fuel cells, seven different lithium-ion (Li-ion) 
battery chemistries, nickel metal-hydride (NiMH) batteries, and NdFeB permanent magnets used in 
electric vehicle motors are considered in this study. NiMH batteries are currently the dominant battery 
choice for hybrid electric vehicles, however, numbers as high as 70% of hybrid electric, and 100% of 
plug-in and full electric vehicles are expected to use Li-ion batteries by 2025 [19]. The materials of 
greatest concern that are considered in this study for the low emission mobility technologies are the rare 
earth elements in the permanent magnets and NiMH batteries, lithium and cobalt in the Li-ion batteries, 
and platinum in the PEM fuel cells [2].  
 We consider PEM fuel cells as they currently dominate the fuel cell electric vehicle marketplace. 
Fuel cells are a clean energy technology because they are highly efficient, reduce point source emissions, 
and are capable of running on fuels produced by renewable resources [20]. Pure hydrogen is used as a 
fuel input, and H2O is emitted as on output. PEM fuel cells have a high power density, operate at 
relatively low temperatures in comparison with other types of fuel cells, and have a quick start up, which 
makes them good candidates for electric vehicles [21]. Platinum is utilized in the fuel cells for its 
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excellent catalytic properties; however, platinum group elements are expensive and can be considered 
critical, as deposits that are concentrated enough to mine economically are rare [22]. 
 Typically, Li-ion batteries will have a graphite anode and lithium-containing cathode [23]. The 
cathodes we include in this study are; LiFePO4 (LFP), Li[NiCoAl]O2 (NCA), Li[MnNiCo]O2 (NMC), 
LiMn2O4 (LMO), and LiCoO2 (LCO). Each chemistry provides different properties and manufacturers 
must take into consideration factors such as weight, material use, and cost. LFP batteries have good safety 
and long lifespans, but may lack in specific energy [24]. NCA batteries provide high energy and power 
densities, however, cost and safety are drawbacks [24]. NMC batteries are gaining popularity due to their 
high specific energy and power, and the ability for their active materials (nickel, manganese, and cobalt) 
to be blended at different concentrations to adjust the battery properties [24]. This study considers NMC 
batteries with Ni:Mn:Co ratios of 1:1:1, 6:2:2, and 8:1:1. LMO batteries are often found in combination 
with NMC batteries to achieve the current required for acceleration while still maintaining the longer 
range of the NMC battery [24]. LCO batteries are more commonly found in electronic devices because of 
their very high specific energy but short lifespan, limited thermal stability, low specific power, and high 
price [24]. NiMH batteries are typically cheaper and safer than Li-ion batteries, however they also usually 
have a lower energy density [25]. NiMH batteries typically use a cathode called AB5, where “A” is a rare 
earth mischmetal (which may contain lanthanum, cerium, neodymium and/or praseodymium) and “B” is a 
combination of nickel, cobalt, manganese and/or aluminum [26]. Different combinations of these 
materials can be utilized to create the desired low equilibrium pressure, corrosion resistance, mechanical 
stability, reversibility, and hydrogen storage properties [27].  
The NdFeB magnets are the strongest known magnets and therefore are often utilized when space or 
weight are constraints, making them ideal for vehicle electric motors where keeping weight down is a 
priority [28]. While Neodymium is the critical material used in the greatest quantities in these magnets, 
the dysprosium is important in its contribution of heat resistant properties [28].  
10 
 
Energy Efficiency Technologies 
In representation of energy efficiency technologies, three types of light bulbs are studied; compact 
fluorescent lightbulbs (CFLs), linear fluorescent lightbulbs (LFLs), and light-emitting diodes (LEDs). All 
three of these bulb types are more energy efficient than traditional incandescent bulbs. In these lighting 
devices, most of the critical materials (especially the rare earth elements) are used in the lamp phosphors 
[29]. The phosphor is coated onto the inside of the bulb and therefore the quantity of rare earths used 
often varies directly with the physical size of the bulb. The trend is especially visible for the linear 
fluorescent bulbs which are long and tubular [26]. Critical materials are used to create different colors in 
fluorescents; Eu and Y create red, Tb produces green, and Eu gives blue phosphors [30]. LEDs use less 
rare earths than fluorescent bulbs; however, they also contain gallium and indium in their semiconductor 




Table 2.1: Critical materials identified in clean energy technologies through literature review. Table reproduced from Leader and 
Gaustad, 2019 [31]. 

























SnO2, Zn2SnO4, ZnO, SnO2, 
Cd2SnO4  
[32, 33] Cd, Te, Ni, Cr, 
Mo 






Ag, Sn, Ni  
[35] 
CIGS ZnO, NaO, CaO, SiO2 
[39, 40] In, Ga, Se, Sn, 
Ni, Cr, Mo 





Sr6Fe2O3, Ba6Fe2O3, Si3N4 
[41, 42] Dy, Nd, Mo, Tb, 
Pr 





Y2O3-ZrO2, CMC, Si3N4, 1-
xBaO·xSrO·Al2 O3·2SiO2, 0 ≤ 
x ≤1, Al2O3, Si3N4, SiC 
[42, 49] 
Co, Ni, Re, Hf, 




















Ni/YSZ, LaMnO3, LSCF, 
ScSZ, LSGM, YSZ, LSM, 
LSC, LaMnSrO3, La(Sr, Mn, 
Ca)CrO3 
[42, 51-53] 
Y, La, Ce, Co, 
Sm, Gd, Sr, Ni 
[52, 54] 
PEM    Pt [2, 26, 55, 56] 
Batteries 
Li-ion  




Li, Co, Ni, Mn, 
Dy, Pr, Nd, V, 
Tb  
[2, 26, 58-60] 
NiMH   
 Pr, Nd, La, Co, 
Mn, Ni, Ce, V, 
Tb, Dy  
[26, 43, 46, 




Sr6Fe2O3, Ba6Fe2O3, Si3N4 
[41, 42] Dy, Pr, Nd, Co, 
Tb 
[26, 43, 44, 
















BAM, CAT, LAP, YAG, 
GaAs, GaN, InGaN 
[64] Ga, La, Ce, Tb, 
Eu, Y, Gd, Mn, 
Ge, In  
[26, 29, 64] 
LFL 
BAM, CAT, LAP, YAG, 
GaAs, GaN, InGaN 
[64] La, Ce, Tb, Eu, 
Y, Mn, Ga, Ge, 
In 
[26, 29, 64] 
LED 
Y3Al5O12:Ce3+, YAG, LuAG, 
GAL, LaPO4:Ce, Tb, 




In, Ga, Ce, Eu, 
Y, Gd, La, Ni, 




Material Requirements for Meeting Climate Change Mitigation Targets 
 Material intensity data are often utilized to understand the larger picture of if the quantity of 
materials necessary to produce the clean energy technologies needed to mitigate climate change are 
available. For example, Alonso et al. considered rare earth elements used in wind turbines and electric 
vehicles. They found that to keep atmospheric CO2 under 450 ppm, neodymium and dysprosium may 
experience an increase in demand by those technologies of over 700 percent and 2600 percent, 
respectively from 2010 to 2035 [68]. A second analysis by Grandell et al. considers potential 
“bottlenecks” for critical material supply through 2050. They consider solar panels, wind turbines, fuel 
cells, batteries, electrolysis, hydrogen storage, electric vehicles, and efficient lighting [54]. Silver is 
identified as the most problematic, with potential for bottleneck issues in tellurium, indium, dysprosium, 
lanthanum, cobalt, platinum, and ruthenium as well [54]. According to Grandell et al., those identified 
bottlenecks could cause the Intergovernmental Panel on Climate Change (IPCC) renewable energy 
scenarios to be “partly unrealistic from the perspective of critical metals” [54]. Another study by Jacobson 
and Delucchi theorizes what the material impact might be if all of the world’s energy were provided 
solely through wind, water, and solar power. Their findings show that even such an extreme system 
would not likely be inhibited by the availability of bulk materials, but rather other less common materials, 
such as neodymium, platinum, and lithium, would need to be recycled, substituted, or discovered in new 
deposits [2]. Finally, a study by Bustamante and Gaustad considers the case study of tellurium in CdTe 
solar cells [36]. Their findings show that tellurium availability is actually likely to slow CdTe adoption 
even based on conservative demand estimates [36]. They do find, however, that this is more likely if 
tellurium continues to be mined primarily as a byproduct of copper, rather than due to the overall resource 




In addition to identifying critical materials utilized in clean energy technologies, it is also important 
to know the quantity of those materials required per functional unit of the technology. The functional 
units created in this study differ between technologies based on the functional use of the given 
technology. For example, in the case of a wind turbine it is valuable to consider the mass of critical 
material used per the installed power capacity, whereas for a Li-ion battery in an electric vehicle the mass 
of material needed per energy storage potential is more pertinent. 
Once the materials with the potential to be utilized in each technology were identified, more 
quantitative data were gathered from literature. The quantitative portion of this study focuses on the 
metals identified in the initial literature review. This is due to the large portion of the critical materials 
that are metals, data availability, and the overlap in metals and ceramics, as it is often the metal element in 
the ceramic that contribute toward its criticality. The data acquired were in some cases already provided 
in some form of a functional unit (such as mass of material per kW of power capacity) but in other 
instances were provided in other units or formats such as mass of material per electric vehicle or mass per 
light bulb. In Figures 2.2-2.7, each point in the plots represent a data point found in literature. While most 
of these represent different sources, in a few instances in which a high and low value were given within a 
single source, both were plotted. 
After carefully considering the functionality of each of the clean energy technologies in this study it 
was determined that the mass of a given material per kWh would be most appropriate to describe the 
energy storage purpose of Li-ion and NiMH batteries for electric vehicles. For electric vehicle motors, 
solar panels, wind turbines, gas turbines, and fuel cells, the data are normalized to units of mass of 
material per kW of power capacity. Both of these functional units were also found, at least occasionally, 
in literature, further validating their usefulness. Providing data aggregation in these units will likely be 
most useful for academic researchers who may utilize this data for further research. Finally, for efficient 
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lighting devices, new functional units were created to accommodate the fact the efficient lighting devices 
use electricity (albeit less than conventional lighting) rather than storing or generating it as with the other 
discussed technologies. In addition, due to the large difference between incumbent and novel lighting 
devices’ lifespans and light quality or brightness (measured in lumens), those factors have been 
incorporated as well to generate the functional units of mass of material multiplied by the wattage input of 
the bulb and divided by the product of the lumens and hours of output (g-W/lumen-hr). 
In cases where data were provided in mass per vehicle for NiMH battery electric vehicles an 
assumption of a 1.3 kWh battery was used, consistent with literature values for the third generation 
Toyota Prius NiMH battery [26, 69]. When data are provided in literature as mass per motor, we utilize 
the assumption of 130kW for an average 2018 electric motor power for battery electric vehicles (not 
including Tesla) [70]. We use the average without Tesla because their motor power is typically much 
higher than other vehicles due to having separate motors for front and rear wheels in their all-wheel drive 
cars [70]. There is a large range in electric motor power in electric vehicles, from the lower end with the 
2018 Hyundai IONIQ with 88kW, to the 2018 Volkswagen e-golf with 100kW, the 2018 Nissan Leaf 
with 110kW, and the 2018 Chevrolet Bolt at 150kW, to give a few examples [71]. For efficient lighting 
devices, average lifespans (in hours), kW per lumen, and color rendering index (CRI) from literature were 
used as seen in Table 2.2, below. 
Table 2.2: Values used in calculation of lighting units, averaged from literature values. 
   Average value (used in calculation of 
functional units) 
Sources 
Lifespan (hours) CFL 10,100 [72-78] 
LFL 22,000 [72, 74, 75, 78] 
LED 32,800 [72-78] 
kW/Lumen  CFL 16.4 [74, 76-79] 
LFL 11.0 [74, 78] 
LED 16.7 [74, 76-79] 
CRI  CFL 76.2 [80-84] 
LFL 76.2 [80-84] 




One important concept is that the functional units can be adjusted based on the factors that an 
individual is interested in, and it is only necessary that any comparisons are made between like units. The 
three primary functional units selected are thought to be comprehensive and useful for further study or 
calculations. However, in this study, two examples of how these units may be adjusted to compare 
different technology functionalities are also demonstrated. First, for the case of efficient lighting devices, 
a secondary set of units which incorporates the color rendering index (CRI) into the denominator of the 
aforementioned unit was created, as seen in Figure 2.6. CRI is a quantitative measure of the color 
reproducibility of light source when compared to natural light, where a high value indicates closer to 
natural light (which has a value of 100) [83]. Second, an “emission savings” unit is demonstrated for the 
three clean energy production technologies (wind, solar, and gas turbines). These units describe the 
greenhouse gas reduction potential per the mass of each material if utilized in each of the clean energy 
technologies and are calculated using Equation 2.1. Because the functional units for the clean energy 
production technologies are kW of power capacity, the calculations are based on one hour of electricity 
generation. The emissions savings (∆kg CO2eq) are based on replacing one kWh of coal with one 
produced with the given clean energy production method. Lifecycle greenhouse gas emissions of 0.888 kg 
CO2eq/kWh for coal, 0.499 kg CO2eq/kWh for natural gas, 0.085 kg CO2eq/kWh for solar photovoltaics, 












Equation 2.1: Emissions savings units.  
 
When lifecycle greenhouse gas emissions are used in the above calculation this means that the 
emissions from the technology’s entire lifecycle are quantified through lifecycle assessment including the 
raw material extraction, manufacturing, use, and disposal as seen in the example for a wind turbine in 
Figure 2.1 [86]. The quantified lifecycle greenhouse gas emissions listed above for each technology are 
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mean values from a review article that takes 21 studies into account and therefore provides a good 
estimate for the lifecycle emission values [85]. With any lifecycle assessment, however, there are 
assumptions made that lead to uncertainty in the results. These lifecycle emissions per kWh for each 
technology are recognized to be estimates for these calculations as actual emissions would vary based on 
many factors including the technology’s specifications, transport distances, and location of their 
installation and use.  
 
Figure 2.1: Example of a wind turbine’s lifecycle. The lifecycle greenhouse gas emissions discussed in this study include the 
emissions produced by the raw material extraction, manufacturing, use phase, and end of life for each technology. 
 
Results and Discussion  
The quantitative data gathered, and presented in Figures 2.2-2.7 below, are valuable for many 
applications, whether they be comparisons of the intensities between materials within a single technology, 
or of a single material across multiple technologies with the same function. These capture the inherent 
variability that exists in material intensities in clean energy technologies and provide data for material 
scarcity or supply issue predictions based on clean energy demand and adoption scenarios.  
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Clean Energy Production Technologies  
The material intensity data aggregated into functional units of kilograms of material per kW of power 
capacity for the clean energy production technologies can be seen in Figure 2.2. When reading these 
figures it is important to note that a material with a greater intensity does not necessarily indicate that it is 
more problematic. For example, in Figure 2.2a, neodymium is seen to be found in much greater intensities 
than terbium and dysprosium, however, terbium and dysprosium are “heavy rare earths” which are less 
abundant and more costly than neodymium [87]. When the costs of each material are taken into 
consideration along with the material intensities, each material contributes approximately 2.4-3.5% of the 
NdFeB magnet cost, showing that while there is large variation in material intensities between the three 
materials, their economic contributions to the permanent magnets are actually quite similar [88]. In 
addition to adding economic considerations, the environmental impacts of each material may also be 
considered alongside the material intensities as well. For example in the solar cases presented in Figure 
2.2b, it may be important to consider that indium and tin typically have worse environmental impacts to 
human health and ecosystems than cadmium, and therefore just because they are found in lower 
intensities in CdTe solar panels does not mean that they have a lower impact in every category of 
comparison [89]. Another important consideration is the variability in the data. For the superalloy coating 
on the gas turbine blades, shown in Figure 2.2c, a tight range can be seen in the data points (with a some 
overlapping) which is assumed to be due to the greater specificity of the technology being considered and 
the existance of fewer manufacturers. A nickel-based superalloy coating will likely have low variability in 
material intensity, especially as previous attempts to lower rhenium content have not been sucessful in 






Figure 2.2: Clean energy production technologies; (a) material intensity of direct drive wind turbines [2, 35, 43-47, 90], (b) 
material intensity of three types of photovoltaic solar panels [11, 26, 35-37, 91, 92], (c) material intensity of the superalloy 




Low Emission Mobility Technologies 
The material intensity data aggregated into functional units of kilograms of material per kWh of 
energy storage for the low emission mobility technologies can be seen for seven different Li-ion battery 
chemistries and NiMH batteries in Figures 2.3a and 2.3b, respectively. Comparisons can be made with 
ease between the material intensities of the seven different Li-ion battery chemistries as the same four 
critical materials are considered in each. For example, cobalt is one of the more critical materials used in 
this technology; therefore, as seen in Figure 2.3a, LCO batteries which have a very high cobalt intensity 
relative to the other chemistries would be at much greater risk of impact from cobalt supply disruption 
than the other chemistries. Lithium can be seen to have very little variation between chemistries and while 
manganese and nickel do vary somewhat those materials have less criticality concerns. This draws out an 
important point in that material intensity is not the entire story and other metrics (be they performance, 
environmental or critiality indicators) can be incorporated into these funcitonal units to provide the user 
with different information. Because NiMH and Li-ion batteries have the same functional units it is 
possible to also compare between technologies, observing for example that nickel intensities are typically 
greater in NiMH batteries than any of the seven Li-ion chemistries. One trend that can be clearly seen in 
Figure 2.3a is the increasing nickel intensity and decreasing manganese and cobalt intensities from 
NMC111 to NMC622 to NMC 811. This is to be expected as the numbers following “NMC” represent 
the ratio of Ni:Mn:Co. This trend is important because more Li-ion batteries are moving towards these 
newer lower cobalt intensity NMC622 and NMC811 chemistries in part due to the lower criticality of 
maganese and nickel [88]. Criticality reduction is not the only benefit of replacing cobalt with nickel, as 
nickel can provide lower toxicity and the potential to increase capacity, tap density, and volumetric 





Figure 2.3: Low emission mobility technologies with functional units of kg of material per kWh of energy storage; (a) material 
intensity of seven different Li-ion battery chemistries in battery electric vehicles [58, 94, 95], (b) material intensity of NiMH 
batteries in battery electric vehicles [26, 43, 46, 58, 61, 62, 96].  
The material intensity data aggregated into functional units of kilograms of material per kW of power 
capacity for the low emission mobility technologies of PEM fuel cells and NdFeB permanent magnets in 
electric vehicle motors is shown in Figure 2.4a and 2.4b, respectively. In fuel cells the platinum intensities 
shown are from 2011 or later which is important because due to active dematerialization efforts, platinum 
group metal intensities have been reduced by approximately 80% in PEM fuel cells since 2005 [97]. For 
the permanent magnet motors, it is assumed that the larger range in neodymium intensities found in 
literature could be partially due to the potential for praesodymium to be substituted for neodymium or 






Figure 2.4: Low emission mobility technologies with functional units of kg of material per kW of power capacity; (a) material 
intensity of PEM fuel cells in fuel cell electric vehicles [2, 55, 56], (b) material intensity of the NdFeB permanent magnet motor 
in electric vehicles [2, 26, 43, 44, 46, 48, 61, 70, 98, 99].  
 
Energy Efficient Lighting  
The material intensity data aggregated into functional units of g-W/lumen-hr can be seen for the 
three types of efficient lighting devices in Figure 2.5. Because the same seven materials are compared 
across all three bulb types, the material intensity comparisons in the given functional units can be made 
with ease. For example, one of the primary trends that can be seen in Figure 2.5 is the lower intensity of 
rare earth elements (Gd, La, Ce, Tb, Eu, and Y) in LEDs than in either of the fluorescent bulbs, per the 
wattage input and lumens and hours of output. This is mostly because of the utilization of less mass of 
rare earths per LED bulb, but is also magnified by the longer lifespan of LEDs when compared to 




Figure 2.5: Material intensity of efficient lighting devices in (g-W/lumen-hr) [26, 29, 30, 100].  
The material intensity data, aggregated into functional units of g-W/lumens-hr-CRI can be seen 
for the CFL and LED bulbs in Figure 2.6. Only these two cases are shown because the CRI value for 
fluorescents is the same for CFL and LFLs and therefore those values would change by the same factor. 
The LED and CFL cases shown, however, are affected by the addition of the CRI values in the 
denominator of the functional unit, albeit very slightly. The CRI value averaged from literature is 76.2 for 
fluorescents and 81.1 for LEDs, as shown in Table 2.2. By incorporating this factor into the denominator, 
the LED bulbs are given a very slight advantage over the CFLs as the incorporation of CRI output into the 
functional unit would lower it slightly, as compared to the above units in Figure 2.5 which do not 




Figure 2.6: Demonstration of other potential material intensity units as shown by adding CRI into the denominator of the 
functional units for CFL and LED lighting devices [26, 29, 30, 100].  
 
Emissions Savings Units  
 The emission savings units are used to capture the environmental benefits of these clean energy 
production technologies in an adaptation of the previous functional units. The results can be seen in 
Figure 2.7.  
 
Figure 2.7: Emission saving units applied to the clean energy production technologies of direct drive wind turbines, three 
different types of photovoltaic solar panels, and gas turbines [2, 11, 15, 18, 26, 35-37, 43-47, 50, 85, 90-92].  
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In Figure 2.7, two factors are at play in the functional units displayed. The first is the difference in 
greenhouse gas emissions per kWh between the clean energy production technology considered and coal. 
Natural gas has approximately 56% of the lifecycle greenhouse gas emissions of coal while wind and 
solar have approximately 3% and 10%, respectively [85]. These approximations are used in the 
calculation of the emissions savings functional units as decribed in the methods sections. The second 
factor that affects the functional units is the quantitiy of material utilized per kW of capacity of the 
technology. Therefore when considering emissions savings per mass of material, the outcome may be a 
high emissions savings per mass of material due to either a low material mass per kWh, a high differential 
in GHG emssions per kWh, or a combination of these two factors. By referring back to Figure 2.2, it is 
possible to differentiate between the the two factors by seeing where low material intensities may be the 
largest contributing factor.  
This study assumes the replacement of coal with the adopted clean energy technologies because it 
would make sense that the fossil fuel source with the greatest greenhouse gas emissions per kWh of 
electricity production would be the first to be phased out during the adoption of clean energy production 
technologies. However, it would produce different results, for example, if it was assumed that the clean 
energy production technologies studied were replacing electricity produced by nuclear that was being 
phased out. If replacing nuclear (at 0.029 kg CO2eq per kWh) was assumed, then a very small emissions 
savings for utilizing wind, and negative emissions savings functional units (or increased emissions) for 
photovoltaic solar and gas turbine replacements would be realized [85]. There are, of course, other factors 
to consider when replacing one energy production method with another, including reliability, cost, and - 
for the case of nuclear power - significant legacy impacts from decommissioning. Decommissioning, 
along with the initial construction of nuclear power plants, actually account for the majority of the 
lifecycle greenhouse gas emissions associated with nuclear power [85]. While the greenhouse gas impacts 
of decommissioning are accounted for in the lifecycle units utilized in this study, the significant cost and 
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safety issues of decommissioning a nuclear power plant, particularly stemming from handling the 
radioactive waste are additional factors to be considered [101]. 
The results would also change if only the generation phase emissions were considered (rather than 
lifecycle emissions). The majority of coal and natural gas emissions (approximately 86% and 88%, 
respectively) come from the generation phase, so there would be slight decreases in those numbers and 
zero generation phase emissions for the renewable solar and wind technologies [102]. If it was assumed 
that coal was replaced under the generation phase emission scenario there would be very similar results to 
those presented in Figure 2.7, with just slightly lower savings for the implementation of the clean energy 
technologies due to a slightly smaller differential. If, however, it was assumed the the the clean energy 
technologies were replacing an average kWh in the United States or New York State electrical grids, at 
0.46 or 0.21 kg CO2eq per kWh, respectively, there would be reductions in generation phase emissions 
from wind and solar renewable energy technologies whereas the natural gas emissions from the gas 
turbine would actually produce an increase in emissions (or a negative functional unit kg CO2eq savings/ 
kg material) [103]. These are a few ways the units can be utilized to understand the environmental 
implicaitons of critical material use in clean energy technologies, and as previously stated there are many 
other potential adaptations of the functional units from this study.     
Economic Analysis 
 Levelized cost of energy takes into account all of the lifetime costs and divides them by the 
lifetime energy production (or discharge for storage technologies) to give a cost per kWh [104, 105]. 
In Figure 2.8, the ranges in total critical material costs for each technology have been plotted against 
ranges in levelized cost of energy (LCOE). This means that for wind energy technologies, the range in 
total cost of the Nd, Dy, and Tb is plotted; for fuel cells, the range of Pt costs are plotted; and for Li-
ion batteries, the figure shows the range in cost of Li, Co, Mn, and Ni across all seven Li-ion battery 
chemistries, illustrating a large range in critical material costs [88]. One important note is that the 
LCOE for offshore wind is much higher ($0.092/kWh) than onshore wind ($0.029 – 0.056/ kWh) but 
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both have been included in the overall range of LCOEs for wind in Figure 2.8. All LCOE values are 
based off unsubsidized technology costs [104, 105]. 
 
Figure 2.8: Critical material costs versus levelized cost of energy (LCOE) for three example technologies, wind turbines, fuel 
cells, and Li-ion batteries [88, 104, 105]. 
The values provided in Figure 2.8 are meant to demonstrate the general ranges in critical material 
costs and levelized costs of energy for each of the three technologies. These metrics are impact by a 
number of factors including location of installation, scaling of technology size, and the specific type 
of the technology. The fuel cell, wind, and Li-ion battery LCOEs provided are generalized for those 
categories of technologies. Overall a lower LCOE and lower critical material cost is preferred. In terms 
of the range in critical material costs, that of fuel cells is expectedly the shortest due to the inclusion 
of only one critical material. The wind turbine range shows more variation because the material 
intensity variation of all three materials are being considered. Finally, the Li-ion battery range is the 
largest, as it not only includes the material intensity variation of four materials, but across seven 
different battery chemistries as well. Wind turbines can be seen to have the lowest LCOE of the three 
technologies considered, as well as the greatest critical material costs. One impact of this is that while 
wind power may currently seem appealing due to its lower LCOE, adoption could be disrupted if the 
critical material prices increase unexpectedly which has been known to happen in rare earth elements 
such as Nd, Dy, and Tb in the past [88]. As recently as 2011, Chinese export restrictions caused rapid 
price increases in rare earth elements [106]. If those same price spikes were to occur again today under 
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current material intensities, the cost of the generator component of a direct drive wind turbine would 
increase by approximately 41% as calculated in Chapter 3 [88].  
Conclusions 
This analysis provides the ability to compare and analyze performance indicators and environmental 
aspects of a wide range of clean energy technologies. As social, economic, and environmental sustainability 
concerns grow, the trend of considering broader implications of material selection beyond cost and 
functionality is becoming more common. The functional units discussed in this paper allow for the inclusion 
and comparison of metrics that consider environmental aspects of material use in technologies as well as 
the more traditional cost and functionality metrics. In addition, while social impacts are not discussed in 
this study it is important to note that critical materials are commonly acquired through poor labor conditions, 
such as the improper recycling of critical materials from electronic waste in less developed countries, which 
can lead to health issues [107]. Cobalt mining in particular has been linked to funding conflict in the 
Democratic Republic of the Congo [108]. While this study doesn’t delve into quantifying these social 
impacts, by quantifying critical material content in clean energy technologies, the technologies that demand 
more of these socially detrimental materials are identified. 
 Proactive design which considers the impacts of our material choices is necessary to not only ensure 
the uninterrupted development and implementation of clean energy technologies but also to ensure their 
social, economic and environmental viability. In 2010 the US Department of Energy identified the material 
intensities of different clean energy technologies to be a “data gap” which has the potential to impede the 
ability of policymakers to understand the market situation and create strategies accordingly [4]. Providing 
data aggregation from across literature sources builds a more accurate range of the potential material 
intensities of clean energy technologies and better describes the inherent variation in material intensities 
that exists. This information is valuable for policymakers, as accurate data can allow for better 
characterization of markets and inform better decision making.       
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CHAPTER 3: THE EFFECT OF CRITICAL MATERIAL PRICES ON THE 
COMPETITIVENESS OF CLEAN ENERGY TECHNOLOGIES‡  
  
Introduction and Literature Review  
Identifying Critical Materials and their Importance for Firms  
Having identified in Chapter 2 the clean energy technologies that contain critical materials, and 
quantified their use per functional output of the technology, this chapter now focuses on utilizing those 
material intensity values to determine the impact of critical material price changes on the competitiveness 
of clean energy technologies. Throughout this chapter we explore the concept of critical materials and 
how their price instabilities may affect the ability of clean energy technologies to compete in a tight 
marketplace, filled with low-cost incumbent technologies.  
Many of critical materials have extreme price inelasticity, which stems from the small quantities 
that are used in final products, allowing for the cost increase to be passed on by the intermediate 
purchaser to the final consumer. When a change in price does cause a change in demand, producers may 
be slow to change output due to the scale of operations, high capital requirements, long lead times for new 
projects, lack of substitutes, or the interconnected nature of mining (in which raw materials are not mined 
separately, but rather as byproducts and coproducts of one another) [109]. These factors, when combined, 
can lead to significant price spikes. A classic example of such a price spike was cobalt in the 1970’s. 
During that time, approximately 65% of cobalt production occurred in Zaire (now the Democratic 
Republic of the Congo) [110]. Additionally, cobalt demand stemmed largely from samarium-cobalt 
permanent magnets and superalloys in jet engines. Around 1977, supply was disrupted due to an uprising 
in the region of production [110, 111]. The market saw price increases of over 500%, causing severe 
interruptions for the downstream cobalt users, such as General Electric [110]. Still today, over 50% of 
cobalt comes from that same region, and although prices have long since recovered, such a concentrated 
 
 
‡ This chapter has been adapted from the published manuscript: Leader, A., Gaustad, G. & Babbitt, C. The effect of critical material prices on the 
competitiveness of clean energy technologies. Mater Renew Sustain Energy 8, 8 (2019). 
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supply in a provenly  unstable region leaves concern over the potential for another major supply 
disruption [95, 112]. 
It is in the interest of firms, consumers, and governments to reduce the risk of material supply 
disruptions and price spikes to maintain the competitiveness of clean energy technologies in the 
marketplace. While the motivations of these stakeholders may vary from simply being able to make a 
profit or purchase the technologies at a reasonable price to meeting greenhouse gas emissions targets at a 
national level, the goal of minimizing price increases remains the same. Therefore, this study examines 
the connection between material price instability, technology costs, and the potential solutions for 
minimizing the risk of material supply disruptions and price spikes.  
Clean Energy Case Studies 
 While other studies have considered the effect of material prices on clean energy technologies 
[113-115] this study is novel in its consideration of multiple technologies under the same methodology 
and the comparison to cost targets under various price spike scenarios. While varied in their 
implementation, similar economic modeling that extrapolates from price changes in material input prices 
to impact on product cost have been utilized in previous studies. For example, two studies consider 
indium and tellurium price changes and their impact on photovoltaic solar panel cost metrics [114, 115]. 
A previous study has been conducted on Li-ion batteries by a private organization, and resultant data and 
findings are not publicly available to inform further research, technology design, or policy making. An 
article on this study by the Bloomberg New Energy Finance group, titled “Lithium Price Spike Has 
Moderate Effect on Batteries,” suggests that the report considers the effect of material prices on Li-ion 
battery cost for at least one type of Li-ion battery [113]. This present work extends the analysis to seven 
Li-ion battery chemistries, as well as to proton exchange membrane (PEM) fuel cells and neodymium iron 
boron (NdFeB) permanent magnets for wind turbines. We take the concepts of commodity vulnerability 
and translate them beyond their impact on an individual firm to overall technology adoption. This 
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approach is essential to bridge critical material studies and climate change mitigation strategies that 
involve unprecedented deployment of clean energy technologies.  
Many studies consider material requirements on the basis of meeting various climate change 
mitigation targets [2, 36, 54, 68]. These studies typically assess whether we have the quantity of materials 
necessary to manufacture clean energy technologies to the extent needed to mitigate climate change to 
various levels, as discussed in Chapter 2. While these studies provide a valuable perspective on material 
demand for clean energy adoption, the literature has yet to fully connect such estimates of material 
consumption with their attendant impacts on technology cost. Therefore, this study merges analysis of 
material intensity with scenarios capturing material price volatility to understand the ultimate impact on 
technology cost and adoption. If material supply is low, price increases will potentially lead to lower 
demand for, and adoption of, clean energy technologies. The three case study clean energy technologies 
analyzed are described below and shown conceptually in Figure 3.1. We use cost as the metric of 
comparison as it is commonly cited as a main inhibitor for clean energy technology adoption [7]. Because 
each technology provides a unique functionality, it was necessary to normalize cost estimates 
consistently. Therefore, technology cost per functional output of the technology (in kWh energy stored or 
kW power generated) is used to compare clean energy technologies to their incumbent equivalent and 




Figure 3.1: Schematics of the three case studies considered in this work. From left to right: PEM fuel cell catalysts in fuel cell 
electric vehicles (FCEVs), NdFeB permanent magnets in generators in direct drive wind turbines, and Li-ion battery cathodes in 
battery electric vehicles (BEVs). The elements in parenthesis are those that are analyzed in this study.   
 
Proton Exchange Membrane Fuel Cells in Fuel Cell Electric Vehicles 
Fuel cells come in many forms, typically classified by their electrolyte type, as that is what drives 
many other factors, such as what electro-chemical reactions occur, what type of catalyst is used, which 
fuel is run, and the operating temperature at which it performs [21]. As described in Chapter 2 PEM fuel 
cells have a high power density, operate at relatively low temperatures compared to other fuel cell types, 
and start up quickly, and emit only H2O [21]. However, the platinum catalyst is expensive and platinum 
deposits concentrated enough for economic mining are rare, therefore researchers are looking into 
methods such as carbon nanotube supported platinum catalyst to reduce platinum use in PEM fuel cells, 
which would thereby reduce costs [116, 117]. In the fuel cell case study presented in this paper, we 
considered only PEM fuel cells for FCEVs, as other types such as solid oxide fuel cells (SOFC) and 
molten carbonate fuel cells (MCFC) are primarily used in stationary applications [21]. 
PEM fuel cells use platinum as a catalyst because of its high catalytic activity, selectivity, 
stability, and its resistance to poisoning by impurities [118, 119]. These properties and others such as its 
high value and resistance to tarnishing suit it to a wide array of end uses in gasoline-vehicle catalytic 
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converters (45%), jewelry (34%), and chemical and petroleum refining (9%) [120]. The demand for 
platinum for fuel cell use is growing, and one report estimates that 7% of the world’s platinum supply in 
2030 could be required for fuel cells in the European Union [15]. However, the material is also described 
in literature as being a concern due to its high cost, concentrated supply, and scarcity  [2, 15, 26, 119]. 
According to United States Geological Survey, platinum group elements are among the rarest elements on 
earth and are found in earth crust in concentrations of around 0.5 parts per billion. Adding to the 
criticality of platinum is the high concentration of production in South Africa, accounting for 72% in 
2017 [120]. Based on these combined supply and demand factors, platinum is therefore selected as the 
material to be analyzed for the PEM fuel cell case study.  
Permanent Magnet Generators in Direct Drive Wind Turbines  
As described in Chapter 2, approximately 23% of the globally installed wind capacity relied on 
generators utilizing NdFeB permanent magnets (which can contain the rare earth elements neodymium, 
dysprosium, praseodymium, and terbium) as of 2015. The other 77% had electromagnetic generators 
utilizing steel and copper for their functionality, neither of which are considered critical materials [14]. 
The critical materials identified in literature as potentially being present in these direct drive turbines are 
neodymium, dysprosium, nickel, molybdenum, praseodymium, and terbium [2, 35, 43-48]. The 
molybdenum and nickel are found in the steel alloys of the turbines, and are therefore not included in the 
permanent magnet generator (PMG) case study [35].  
Neodymium, dysprosium, and terbium are considered in more detail in this case study of 
permanent magnets in direct drive wind turbines. These three elements are all rare earth elements (REEs). 
REEs are critical, largely because of their high production concentration in China, where approximately 
81% of which were produced in 2017 [87]. Adding to REE criticality is the fact that currently less than 
1% of REEs are recycled from the products they are used in [121]. In general, heavy REEs such as 
dysprosium and terbium are less abundant and therefore usually demand a higher value. According to the 
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United States Geological Survey, “the magnet sector is expected to become the leading user of REEs, 
based on mass, by 2020” [87]. 
Li-ion Batteries in Battery Electric Vehicles    
When comparing reusable batteries, factors such as safety, weight, efficiency, cycle life, and 
energy density should be taken into consideration [23]. Li-ion batteries are expected to lead the battery 
electric vehicle revolution, due primarily to their energy densities, which surpass those of other options, 
such as nickel metal-hydride (NiMH) or lead-acid batteries [23]. While NiMH batteries are currently the 
dominant battery choice for hybrid electric vehicles, some expect numbers as high as 70% of hybrid 
electric, and 100% of plug-in and full BEVs to use Li-ion batteries by 2025 [19]. Li-ion batteries have 
also been modeled as having lower environmental impacts than NiMH options when the technologies are 
compared on a “per-energy storage basis” [24] and an overall lower contribution to the total BEV life 
cycle environmental impact [25].  
Typically, Li-ion batteries contain a graphite anode and lithium-containing cathode [23]. 
Common cathodes include LiFePO4 (LFP), Li[NiCoAl]O2 (NCA), Li[MnNiCo]O2 (NMC), LiMn2O4 
(LMO), and typically in non-vehicle uses, LiCoO2 (LCO) [23]. Different cathode chemistries provide 
different properties, each with their own drawbacks in terms of weight, material use, and cost as discussed 
in Chapter 2. In this Li-ion battery case study the four major critical cathode materials used in Li-ion 
batteries which are lithium, cobalt, manganese, and nickel are selected for analysis, recognizing that 
within these four materials, lithium and cobalt are identified as being the primary concerns [2]. 
Lithium is considered a geochemically scarce metal, found in earth’s crust in concentrations of 
less than 0.01% by weight [59, 122]. It is produced from natural brines and ore, and is also found in 
seawater, although currently it isn’t feasible to use seawater as a production source [59]. Salt lakes are 
currently the largest source of lithium production, largely found in Chile, Argentina, the United States, 
and China [59, 122]. With respect to ore-mining, lithium is primarily produced from spodumene, in 
countries such as Australia, Brazil, Portugal, China, the United States, Canada, and Zimbabwe [59, 122]. 
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The final method of lithium production is through secondary production, or recycling; however, this 
segment makes up less than 1% of production [59]. Recycling remains limited due to low lithium prices, 
dispersive applications (such as glass, ceramics, and lubricants), and an industrial focus on recovering 
other materials, such as cobalt, copper and nickel, at battery end-of-life [59]. Lithium demand is projected 
to grow over the coming century, particularly due to its use in Li-ion batteries for mobility applications 
[59, 122, 123]. Lithium is the lightest solid metal and has the highest electrochemical potential, making it 
ideal for battery applications as it can have a high energy density [122]. As of 2013, the battery sector was 
the second highest consumer of lithium at 23% of the world supply, second only to the ceramics and glass 
sector at 31% [122].  
Over half of all cobalt is mined in the Democratic Republic of the Congo (DRC), with smaller 
percentages coming from China and Canada [95, 112]. It is mined mainly as a byproduct of nickel 
production or a co-product of copper production, with only 6% being attributed to primary production 
[95]. As mentioned previously, having such a high concentration of production in the historically unstable 
DRC has proved problematic and led to price spikes of over 500% as a combined result of institutional 
inefficiency and conflict in the area [95, 110]. In fact, cobalt exports from the DRC actually halted 
altogether briefly during the 1970’s conflict [95]. China is also a large player in cobalt production, as they 
import partially refined cobalt from the DRC and complete much of the refining within their borders. In 
recent years, China has also been the world’s largest user of cobalt as they rapidly grow their battery 
industry. Around 50% of current cobalt production goes into rechargeable batteries, including those in 
electronic devices, electric vehicles, and energy storage applications [124]. The other 50% is divided 
amongst applications such as  catalysts, healthcare technologies, other electronic components, alloys, inks 
and pigments [124]. 
Manganese and nickel are less frequently described as being of concern; however, as the other 
main materials used in Li-ion battery cathodes in electric vehicles, we have chosen to include them in this 
analysis as well. Manganese is largely produced in South Africa, Australia, and Brazil as a primary 
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material, however a small percentage is also mined as a byproduct of iron [125, 126]. It is primarily used 
in the steelmaking industry [127]. Nickel is mined in the greatest quantities in the Philippines, followed 
by Australia, Canada, and Russia [125]. Similarly to manganese, nickel is mined almost exclusively as a 
primary material, however a small portion of production can be considered a byproduct of platinum 
production [126]. The largest end use demand for nickel is in stainless steel manufacturing [128].       
 
Methods  
The goal of this study was to determine potential impacts of critical material price spikes on the 
cost of clean energy technologies, using the three case study technologies as examples. Critical materials 
were selected based on those that have been identified through literature review for each technology to be 
critical or of concern as described in the Introduction and Literature Review. Within each case study, 
material prices are varied to simulate the impact that changes in material price can have on the technology 
cost. For each case we analyze the impacts both of changing all considered material prices simultaneously 
as well as the impact of independently manipulating the prices of individual materials. We then use a 
scenario of a recent historical price event in combination with current material intensities to demonstrate 
the impact of such a price spike reoccurring. As discussed in the introduction, each of the three case study 
technologies contain materials that are prone to these price changes.  
Material Intensity Calculations  
 Material intensity is the mass of a given critical material per a functional unit associated with the 
technology of interest and its clean energy application. For wind turbine PMGs and PEM fuel cells, the 
functional unit is power (kW), reflecting the use of these technologies in electric power generation and 
fuel cell vehicle propulsion, respectively. For Li-ion batteries, the functional unit is energy storage (kWh), 
representing its application in BEVs. Critical material compositions of each of the case study products 
were collected from an extensive literature review and normalized to the stated functional units provided 
in each respective literature source (see Appendix A Tables S2 and S3). Material intensities were 
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calculated for platinum for the catalyst material in PEM fuel cells in FCEVs, neodymium, dysprosium, 
and terbium in permanent magnets used in the generators of direct drive wind turbines, and lithium, 
cobalt, manganese, and nickel in seven commercially available cathode chemistries used in Li-ion 
batteries for BEVs. 
Economic Impact Modeling  
 Economic modeling was used to determine how supply disruptions, leading to various levels of 
price fluctuation, could impact the overall cost of a PEM fuel cell, a wind turbine PMG, and a Li-ion 
battery. Fundamentally, this model estimated the total system cost (C) of clean technologies (j), 
accounting for the material intensity (M) of each technology, the material prices (P), and a ratio (R) of the 
critical material costs to the total technology system cost (Equation 3.1).  





]              {
𝑓𝑜𝑟 𝑗 = 𝐹𝑢𝑒𝑙 𝐶𝑒𝑙𝑙, 𝑖 = 𝑃𝑡
𝑓𝑜𝑟 𝑗 = 𝑊𝑖𝑛𝑑 𝑇𝑢𝑟𝑏𝑖𝑛𝑒, 𝑖 = 𝑁𝑑, 𝐷𝑦, 𝑇𝑏
𝑓𝑜𝑟 𝑗 = 𝐿𝑖 − 𝑖𝑜𝑛 𝐵𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠, 𝑖 = 𝐿𝑖, 𝐶𝑜, 𝑀𝑛, 𝑁𝑖
}    
Equation 3.1: System cost formula 
 
Material intensity (M) was estimated as described in the Material Intensity Calculation section 
above. The baseline current material prices (P) were obtained from Argus [129], InfoMine [130], 
MineralPrices.com [131], and USGS [132] and are specific to the years 2017 or 2018 (as summarized in 
the Appendix A, Table S1).  The relationship between the critical materials’ prices and the total 
technology cost was calculated using literature and estimation approaches that varied slightly between 
technologies, based on data availability. For the PEM fuel cell and wind turbine PMG, estimates for 
system cost (C) were readily available in the needed form ($/kW), and R could be solved for relative to 
other terms in Equation 3.1. The R value is calculated for use as a constant in the analysis when we 
calculate the effect of changing material price (P) on system cost (C). For Li-ion batteries, system cost 
data (in $/kWh) were not available because the specific chemistry type is not typically provided for values 
in literature. However, estimates have been published regarding the relative contribution of the battery 
cathode to the total battery cost, specific to each chemistry. Thus, we assumed that the price of obtaining 
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the four major cathode materials, lithium, cobalt, manganese, and nickel, would be a proxy for the total 
cathode cost. This assumption neglects cost of any “other” cathode active materials including aluminum 
in NCA cathodes and iron in LFP cathodes as they are not considered critical and they were each found to 
make up less than 1% of the active cathode material costs [94, 133, 134]. Values used for all parameters 
can be found in Table 3.1.  
By establishing the relationships between material and technology costs, we then could model the 
effect of material price fluctuation on technology costs. These analyses were performed for both the 
scenario of all the selected critical materials in the case study changing price at the same rate, and for each 
material changing price independently. These scenarios were also analyzed based on the degree to which 
material price fluctuations may cause clean energy to deviate from target cost parity with incumbent 
technology options. For the case of the PEM fuel cell we compare to a 2020 target set forth by the United 
States Department of Energy Fuel Cell Technology Office of $40/kW [97]. For the direct drive wind 
turbine PMG target, cost scenarios are plotted against a target to meet the 2020 levelized cost of energy 
goals set by the European Wind Industrial Initiative to meet the Strategic Energy Technology (SET) Plan 
of $141/kW [135]. Finally, for the Li-ion batteries we consider a current average value of $209/kWh for 
Li-ion electric vehicle batteries and the future (2025-2030) target of $100/kWh for reference [136-138]. 
The $100/kWh price point is largely seen as a “tipping point” for BEV adoption and has been described 
by McKinsey & Company as the point at which “[electric vehicles]…reach true price parity with ICE 




Table 3.1: Values used for each of the case study clean energy technology’s economic calculations. More details on sources, 
calculations, and ranges can be found in Appendix A.   











(P and M) 
PEM Fuel Cell 
System 
55 Catalyst  Pt  $      26,715.60  0.0002 [2, 55, 56]  
      
 



















Nd  $              39.40  0.185 [2, 35, 43-46, 
129] 
Dy  $            261.00  0.021 [35, 43, 44] 
Tb  $            655.00  0.008 [47, 48, 131]       
 



















Li  $              73.94  0.118 [58, 94, 95, 
132] 
Co  $              64.24  0.313 [94, 95, 130] 
Mn  $                2.04  0.292 [94, 95, 130] 







Li  $              73.94  0.100 [94, 95, 130] 
Co  $              64.24  0.170 [94, 95, 130] 
Mn  $                2.04  0.159 [94, 95, 130] 







Li  $              73.94  0.090 [94, 95, 132] 
Co  $              64.24  0.076 [94, 95, 132] 
Mn  $                2.04  0.071 [94, 95, 132] 
Ni  $              13.43  0.608 [94, 95, 132] 
Li-ion Battery 
(NCA) 
0.194 NCA Cathode 
Active 
Materials 
Li  $              73.94  0.106 [58, 94, 95, 
132] 
Co  $              64.24  0.117 [94, 95, 130] 
Mn  $                2.04  0.000 [94, 95, 130] 
Ni  $              13.43  0.618 [94, 95, 130] 
Li-ion Battery 
(LCO) 
0.308 LCO Cathode 
Active 
Materials 
Li  $              73.94  0.112 [58, 94, 95, 
132] 
Co  $              64.24  0.959 [58, 94, 95, 
130] 
Mn  $                2.04  0.000 [94, 95, 130] 







Li  $              73.94  0.097 [58, 94, 132] 
Co  $              64.24  0.000 [94, 130] 
Mn  $                2.04  0.103 [94, 130] 
Ni  $              13.43  0.000 [94, 130] 
Li-ion Battery 
(LFP) 
0.114 LFP Cathode 
Active 
Materials 
Li  $              73.94  0.087 [94, 130] 
Co  $              64.24  0.000 [94, 130] 
Mn  $                2.04  0.000 [94, 130] 




The resulting analyses were benchmarked against recent material price fluctuations associated 
with recent historical events. The benchmark years selected were obvious examples of the greatest price 
fluctuations in the past fifteen years. For the PEM fuel cell and Li-ion battery case studies we examine the 
example of the 2008 global economic crisis. Although lithium prices were actually lower in 2008, cobalt, 
manganese, nickel, and platinum all experienced significant price spikes [130, 151]. For the wind turbine 
case study, however, we chose to model the impact of the 2011 material price spikes, when rare earth 
element prices, including neodymium, dysprosium, and terbium, all increased sharply due to export 
limitations put in place by China [106]. The historical price data were combined with current material 
intensities to demonstrate how such a price change occurring again would affect the present cost of the 
technology. The historical pricing data used is not adjusted to account for time value as we are presenting 
an estimation of price change impacts. The details on the price data collected can be found in Appendix A 
Table S6, and the results of the historical cases are presented alongside the previously discussed economic 
modeling results.  
 
Results and Discussion  
Case Study 1: Catalysts for PEM Fuel Cells in FCEVs  
As demonstrated in Figure 3.2, the range of material intensities found in literature for platinum in 
PEM fuel cells as well as neodymium, dysprosium, and terbium in NdFeB permanent magnets are all 




Figure 3.2: PEM fuel cell and NdFeB permanent magnet material intensities. Note the log scale on the y-axis upon which the 
material intensities are presented. Sources [2, 35, 43-48, 55, 56]. 
 
As the only critical material being considered for the PEM fuel cell case study is platinum, Figure 
3.3 can be read very simply as the effect of changing platinum price (on the x-axis) on the overall fuel cell 
system cost (in $/kW on the y-axis). As previously described, the results are compared to a 2020 target set 
forth by the United States Department of Energy Fuel Cell Technology Office [97]. In addition, we show 
the fuel cell system cost that would be experienced based on current material intensities, but under the 
most recent large price spike in platinum prices which occurred in 2008 during the global economic crisis. 
The 2008 price values are not adjusted for inflation (as described in the methods section) because we are 
presenting an estimation of impacts from this scenario. We find that if the 2008 platinum price spike were 
to occur again, it could cause a 17% increase in the fuel cell system cost. Platinum price decreases cannot 
alone reduce PEM fuel cell costs down to the $40/kW target, based on the platinum cost contribution of 
$5.33/kW [2, 55, 56, 130] and overall fuel cell system cost of $55.00/kW [139-142], however, mitigating 




Figure 3.3: Impact of platinum price changes on the overall PEM fuel cell system cost. The black dot is representative of the fuel 
cell costs that could occur under a scenario of current platinum intensities experiencing the platinum price spike that occurred in 
2008. Sources: [97, 130].  
 
While the 177% increase in platinum prices that occurred in 2008 would translate to a 17% fuel 
cell system cost increase under current PEM fuel cell material intensities, this is a large improvement 
from where the technology material costs would have been under material intensities just a decade ago. 
According to the US Department of Energy, platinum group metal intensities have gone down by 
approximately 80% in PEM fuel cells since 2005, due to active dematerialization efforts [97]. If the 2008 
historical price event shown in Figure 3.3 were to be calculated using the material intensities of fuel cells 
in 2008 in addition to the increased 2008 platinum prices, we would see fuel cell system costs 30% 
greater than those of 2018.   
Case Study 2: NdFeB Permanent Magnets in Direct Drive Wind Turbine Generators 
The material intensities for the three materials, neodymium, dysprosium, and terbium that are 
being considered in the PMG case study are displayed in Figure 3.2. For direct drive wind turbine PMGs, 
we consider the effect of the change in price of all three materials at the same rate (on the x-axis) on the 
change in technology cost (in $/kW on the y-axis). This change in technology cost is compared to the 
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target PMG cost of $141/kW which would allow the technology to meet the 2020 levelized cost of energy 
goals set by the European Wind Industrial Initiative to meet the Strategic Energy Technology (SET) Plan 
[54]. We also indicate in Figure 3.4 the PMG cost that would have occurred based on current material 
intensity data but 2011 price data, when rare earth elements experienced a price spike due to export 
limitations put in place by China [106]. Again, these 2011 price values are not adjusted for inflation, as 
they provide an estimation of impacts from this scenario.  In 2011, neodymium, dysprosium, and terbium 
were 685%, 613%, and 420% of their 2018 prices respectively [130, 152]. This would have led to a 41% 
increase in PMG costs from $209/kW to $295/kW.  
   
Figure 3.4: Impact of permanent magnet material price changes on overall PMG cost ($/kW). The black dot indicates the 
historical price event example where we show the effects of the 2011 material price increases (combined with current material 
intensities) on the PMG cost. Sources: [130, 131, 143-146, 152, 153]. 
 
In addition to studying the effect of the three materials prices changing at the same rate, we also 
analyze the effect of a 100% price increase in each of the individual materials on the cost of the overall 
PMG in the table insert in Figure 3.4. For example, it reads that a 100% increase in the price of 
neodymium would only lead to a 3.5% increase in the PMG cost, with all other material prices held 
constant. There is not a large variation in the effect of each of the three material’s individual 100% price 
increases on the overall PMG cost. This is because neodymium is used in much higher concentrations but 
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is less costly, while both dysprosium and terbium are used in smaller quantities but have higher costs. 
While it is not possible to achieve the designated target through material cost reductions alone based on 
permanent magnet neodymium costs of $7.29/kW, dysprosium costs of $5.48/kW, terbium costs of 
$4.98/kW, and average baseline PMG cost of $209/kW [143-146], mitigating price spikes is a 
preventative measure to reduce movement in technology costs away from the identified target. Details on 
material prices for the current and historical example can be found in Appendix A.  
 
Case Study 3: Cathode Materials in Li-ion Batteries for Electric Vehicles 
 The material intensities of lithium, cobalt, manganese and nickel vary widely across the seven Li-
ion battery chemistries modeled (Figure 3.5). This variation is associated with technology age, battery 
capacity, manufacturer differences, and the overall quality of literature data. Lithium has the least 
variation across chemistries, because the lithium atom content characterizes the maximum storage 
capacity of the battery. On the other hand, cobalt has the highest variation, ranging from zero (in LMO 
and LFP batteries which use other metals in the cathode) to an average of 959 g/kWh in LCO batteries. 
Nickel and manganese are each found in four of the seven chemistries and have a large spread of 
intensities between those four in which they are found. An interesting trend that can be clearly seen is that 
of the increasing nickel intensity and decreasing manganese and cobalt intensity from NMC111 to 
NMC622 and finally to NMC 811 (where the numbers following “NMC” represent the ratio of 
Ni:Mn:Co). It is important to understand that our results consider the overall change in material intensity 
in g/kWh, however this change is affected by both dematerialization and efficiency improvements, which 
are not discernable with the single metric. This tradeoff of replacing manganese and cobalt quantities with 
greater nickel concentrations is sought after in the Li-ion battery industry largely due to the high cost and 
supply risks associated with cobalt use. As discussed in Chapter 2 there are also other benefits of 
replacing cobalt with greater amounts of nickel, including lower toxicity and the ability to increase 




Figure 3.5: Material intensities of lithium, cobalt, manganese, and nickel in seven different Li-ion battery chemistries. Note the 
differing y-axis scales. Sources [58, 94, 95].  
 
In the baseline case, with current material prices, most of the overall battery costs are 
approximately in the $60-230/kWh range, which would be expected with the current average Li-ion 
battery cost of $209/kWh [136]. The LCO battery has a much higher cost due to its high cobalt content, 
but LCO batteries are more commonly used in consumer electronics, less so in BEVs. We have indicated 
in Figure 3.6 the future (2025-2030) target of $100/kWh for reference [137, 138]. While some battery 
chemistries are currently below the target line, it is important to recall that they have different properties 
and applications. 
To demonstrate the real possibility of these price spikes occurring, the effect of the price changes 
that occurred in each of the four materials during the 2008 global economic crisis, under current material 
intensities have been analyzed. The impact of this historical price event example on each Li-ion chemistry 
is shown by the black dots on each of the chemistry lines in Figure 3.6. As previously mentioned, the 
2008 price values are not adjusted for inflation, as an estimation of impacts from this scenario are being 
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presented. The differential between 2018 and 2008 was 216% lower Li prices, as well as 81% higher Co 
prices, 165% higher Mn prices, and 272% higher Ni prices [130, 151]. Detailed information on the 
pricing data used can be found in Appendix A, Table S6. The combination of these price changes would 
cause a cost increase of 13% in NMC111 batteries, 14% in NMC622 batteries, 15% in NMC811 batteries, 
19% in both LCO and NCA batteries, and a decrease in cost of 2% in LMO batteries and 8% in LFP 
batteries. For all battery chemistries, with the exception of LFP and LMO, we observe that a price event 
similar to that which occurred in 2008 would increase the Li-ion battery costs, moving them away from 
the target that has been set for achieving their competitiveness with incumbent gasoline powered vehicles. 
In the case of LFP and LMO batteries, because lithium prices make up the majority of the cathode costs, 
and lithium prices have increased since 2008, the historical scenario actually led to decreases in battery 
costs as seen in Figure 3.6.  
 
Figure 3.6: Impact of cathode material price changes on overall Li-ion battery cost. The percent change in material price on the 
x-axis assumes the same change is applied to all four materials being considered. The black dots on each of the chemistry lines 
are representative of the battery costs that would have occurred if the current material intensity scenarios experienced the material 




While Figure 3.6 demonstrates how the cathode materials all changing price at the same rate 
impacts the overall battery cost, the heat map in Figure 3.7 allows us to observe how price fluctuations in 
a single material will impact battery cost independently. Here we display the impact of a 100% increase in 
each material’s price (with all other material prices being held constant). This analysis could be done for 
any percentage and the results will scale linearly. To identify the greatest sensitivity to price variability, 
results are color-coded, where green shows battery cost increases of less than 5%; yellow represents 
battery cost increases of 5-10%; orange shows battery cost increase of 10-15%; and red reflects battery 
cost increases greater than 15%.  
 
 Li (100% increase) Co (100% increase) Mn (100% increase) Ni (100% increase) 
NMC 111 5.1% 11.7% 0.3% 2.4% 
NCA 6.4% 6.2% 0.0% 6.8% 
LMO 8.0% 0.0% 2.3% 0.0% 
LFP 11.4% 0.0% 0.0% 0.0% 
LCO 3.6% 27.2% 0.0% 0.0% 
NMC 811 4.5% 3.3% 0.1% 5.5% 
NMC 622 4.6% 6.7% 0.2% 4.2% 
 
Legend <5% 5-10% 10-15% >15% 
 
Figure 3.7: Impact of 100% price increase in each of the individual materials on battery system cost for seven different Li-ion 
chemistries. A legend for the color-coding system can be seen at the bottom of the figure. Sources [130, 148, 149, 154, 155]. 
 
  With this detailed breakdown of the cost variation by individual material, we can better interpret 
the severity of price fluctuations in different materials, across each of the seven chemistries. Even a 100% 
increase in the price of either manganese or nickel won’t cause a battery level cost increase of greater than 
10% in any of the seven chemistries. For lithium a 100% price increase is most concerning for the LFP 
chemistry, which is expected due to the assumption that lithium makes up the entire cathode material cost 
(as we have identified that LFP batteries don’t contain cobalt, manganese, or nickel). Lithium is however 
present in all seven chemistries and a 100% increase in the price of lithium would therefore lead to an 
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increase in all seven types of Li-ion batteries in the range of 3.6 to 11.4%. For cobalt it is important to 
note the large range in effects, as both LMO and LFP batteries contain no cobalt and are unaffected by the 
100% increase in cobalt prices, however, LCO batteries which have very high cobalt content, could 
experience battery level cost spikes of 27.2%. Within the three different NMC chemistries we clearly see 
the lessening cobalt price impact from NMC 111 to NMC 622 and NMC 811, corresponding with the 
lessening cobalt intensities.    
 
Case Study Findings  
 We find in analyzing these three case studies that the impact of material price spikes on these 
clean energy technology costs could potentially be disruptive to the technology’s adoption. We have 
analyzed the fuel cell, PMG, and battery components of the PEM FCEV, direct drive wind turbine, and 
Li-ion BEV technologies respectively. For each case we have analyzed the effect of increasing all of the 
selected material prices at the same rate, having 100% price spikes in individual materials, and the impact 
of the reoccurrence of real recent historical price events under current material intensities. Without 
assessing how likely each of these scenarios is, the best way to assess the severity of material price 
increases on these technologies is through the recent historical price event examples. For the PEM fuel 
cell a 17% increase was observed under the historical scenario and for the wind turbine PMG a 41% cost 
increase would have occurred. For Li-ion batteries using this method leads to a cost increase of 13% in 
NMC111 batteries, 14% in NMC622 batteries, 15% in NMC811 batteries, 19% in both LCO and NCA 
batteries, and a decrease in cost of 2% in LMO batteries and 8% in LFP batteries. It is difficult to 
determine exactly what level of cost increase would lead to disruption in technology adoption, as that 
entails many factors such as location, specific brand of FCEV, BEV, or wind turbine, and how much of 
the cost increase would be absorbed by the producer versus passed to the consumer. We speculate, 
however, that a large portion of these costs would be passed to the consumer, and that the consumer will 
typically make a decision based on an expected return on investment period, which would be extended by 
48 
 
these price increases. We therefore would suggest that these results indicate the potential for a moderate 
disruption in clean energy technology adoption from critical material price spikes.       
Summary and Limitations 
The future sustainability of clean energy technologies depends on environmental, social, and 
economic factors. This study has established that material price spikes can impact technology costs, 
shifting them further from the targets of cost parity with incumbent technologies. As technology costs 
decrease in the future, the material prices remain mostly incompressible and therefore the materials will 
contribute a greater portion of the overall cost, unless dematerialization can outpace this trend. Material 
price spikes therefore can be expected to become even more important in the future, as they could have a 
proportionally greater impact then they do now. According to Bloomberg New Energy Finance, since the 
data used in this study was published in 2017 at $209/kWh, battery prices have already dropped to 
$156/kWh in 2019 and are predicted to reach $100/kWh by 2023 [156]. As a general trend for every 
doubling of cumulative production volume approximately an 18% reduction in price per kWh is observed 
[157]. Following this observation trend and their battery demand forecast, Bloomberg New Energy 
Finance also predicts the price of an average battery pack to be around $94/kWh by 2024 and $62/kWh 
by 2030 [157]. 
One limitation of this method is the inability to distinguish if technology cost changes are due to 
material price variability, reduced material intensity (as a result of natural technological progress), or both 
factors acting simultaneously. Price as a metric captures a wide variety of mechanisms which may 
counteract one another or intensify movement in a given direction. The events that impact material price 
are extremely complex as they may include global political issues, physical resource scarcity, or other 
supply chain issues including production bottle-necks, long lead times, or improper stockpiling and 
hedging [158]. Through a phenomenon known as the bullwhip effect price volatility and supply issues 
propagate through the supply chain and have worsening impacts at the manufacturers end [158].  
However, price is a leading signal that firms receive and regard as important and therefore it is the metric 
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we’ve chosen to analyze. Other limitations include the assumptions taken into account in our modeling, 
including the calculation of our cost estimations without taking into account the time value of money and 
the assumption that all other component prices remain constant during critical material price events. In 
addition, while critical materials are by definition difficult to substitute for due to their unique properties, 
this work does not address the fact that if material prices were to rise high enough, some substitutions that 
are not currently viable may become reasonable options. It is important to note however that there is a 
long lead time for most substitution implementations, and therefore a lag time in material demand as well. 
For example, substitution of palladium for platinum may be possible for PEM fuel cells at certain 
platinum price points, as has been done in catalytic convertors that rely on platinum in the past when 
platinum prices rise dramatically [159]. However, studies show that platinum is still provides a “high” 
level of concern for automotive applications due to low elasticity and long delays in response time [119]. 
Future work could further explore the interplay between dematerialization and critical material price 
changes in an attempt to provide better predictions. 
In this study we consider the economic sustainability issues associated with relying on critical 
materials, but there are in fact social and environmental issues associated with the production and 
distribution of these materials as well. Mining is inherently an environmentally detrimental process, that 
only becomes less efficient as resources are depleted and ore grades worsen [160]. Some of the materials, 
such as cobalt, are produced in regions that are known to utilize mining profits to promote conflict [108]. 
Recycling or secondary production of many of these critical materials is often done in developing 
countries under unsafe conditions, causing human health hazards [107].  
In comparing our results to the previously mentioned Bloomberg New Energy Finance study we 
find that our results show a lower impact of critical material costs on the technology but are comparable. 
Their results seem to show that for an NMC111 chemistry a 100% price increase in lithium prices would 
lead to approximately an 8% increase in battery costs where as our results show a 5.1% increase [113]. 
Similarly, for a 100% increase in cobalt prices they show a 20% battery cost increase while we show 
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11.7%, and for a 100% increase in nickel prices they show approximately a 3% battery cost increase 
while we show 2.4% [113]. While these three metals in just one chemistry is only a small sample set of 
results that we are able to compare, it aids in supporting the methodology and results in this study.  
Reducing Supply Risk 
Given the potential for growing contributions of critical materials to clean energy technology 
performance and cost, future research is required to establish solutions that will reduce the underlying 
supply risks that may lead to price fluctuation. Factors that contribute to a material’s supply risks may 
include difficulty of substitution due to unique properties, low recycling rates, the material being mined 
majorly as a byproduct of other materials, a limited number of suppliers, or the positioning of those 
suppliers in geopolitically unstable regions. Reducing a material’s supply risk leads to a lower likelihood 
of price spikes, which as demonstrated throughout this study can impact the technology level cost. 
Therefore, these methods of supply risk reduction are solutions, that if applied appropriately, may 
improve the ability of clean energy technologies to compete economically with incumbent technologies in 
the marketplace (although we recognize that factors other than material costs may have a greater impact). 
Methods of supply risk reduction include dematerialization, substitution, recycling/using secondary 
sources, development of primary mining (especially for materials currently mined mainly as byproducts), 
yield improvement, and increasing the lifespan of products containing these materials. Each method has 
advantages and disadvantages, and often their use is intertwined. 
Supply risk reduction measures are implemented at either the level of firms and consumers or at 
the policymaker and governmental level. We assume that firms and consumers are most concerned with 
the overall technology costs, but don’t have much control over the upstream mining and processing 
portion of the supply chain. Therefore, the methods best suited for firms would include dematerialization, 
substitution, recycling, and increasing product lifespan [17, 161]. Increasing product lifespan may be the 
least intuitive method of supply risk reduction, but the concept is that if a product lasts longer, it will have 
to be replaced with a new critical-material-containing product less often, thereby reducing the demand for 
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that material. We recognize however that most firms do not inherently have incentive to increase product 
lifespan, except possibly for customer satisfaction and brand recognition. While most of these are also 
outside of the reach of consumers, they should recognize that recycling (at the end of a product’s life) and 
increasing product lifespan (through regular maintenance and repair) are methods by which they can 
incrementally reduce supply risk (by reducing demand). Therefore, if performed on a global scale, 
customers could theoretically reduce the potential for cost increases in clean energy technologies.  
Dematerialization is the concept of using less of a given critical material in a specific technology 
per functional unit. Usually, improvements in existing technology must occur in order for 
dematerialization to be possible without losses to either efficiency or performance and therefore this will 
often happen naturally over the evolution of a product. For example, the mass of platinum in PEM fuel 
cells has decreased by 80% since 2005 [97]. Due to the current lower material intensities, a price event 
similar to that which occurred in 2008 would now lead to a 17% increase in fuel cell system costs, rather 
than the 30% cost increase that would have been experienced under 2008 material intensities. Often first-
generation designs are created with emphasis on proof-of-concept and in later, more refined generations, 
we see a reduction in the use of overly expensive or risky materials [162]. Ultimately, though, firms can 
realize a dual benefit in dematerialization: using less material will not only reduce costs but will also 
reduce the impact of price spikes in the future.  
The strategy of substitution involves using a different, lower impact material to replace one that is 
currently used. Substitution may lead to efficiency losses, as the original materials are typically chosen 
for their unique chemical, electrical, or physical properties that are difficult to replace. Substitution is a 
viable solution for reducing criticality only when a less critical material can be substituted for a more 
critical one, without significant tradeoffs [36, 163, 164]. An example of this transition has been seen in 
the move from NMC111 battery chemistries to NMC622 and NMC811, one motivation for which is that 
manganese and nickel are typically considered less critical materials than cobalt, although they also have 
ultimately provided cost and performance benefits as well.  
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Recycling, or using other secondary sources such as industrial byproducts and wastes, inherently 
reduces supply risk because there is reduced dependence on the primary suppliers and an increased 
number of suppliers overall. In addition, secondary sources are often more geographically distributed. 
While a “closed loop” material recovery system is optimistic, even “open loop” secondary sources can 
offset some of the primary mining that is necessary to meet demand. For firms in particular, “in-house” 
recycling of scrap is a realistic method of supply risk reduction. Recycling has been deemed essential to 
ensure the necessary availability of materials (including platinum, lithium, and neodymium) for the clean 
energy transformation that is predicted in coming years [2].    
It is also the recognized that a strong policy role will be required to incentivize clean energy 
technology adoption at a rate that will mitigate climate change. Policies that will maintain or reduce clean 
energy technology costs may include common incentives such as tax credits and subsidies, or less 
obvious supply risk mitigation efforts which help avoid cost increases.  The use of policy to ensure the 
consistent flow of critical materials is important for not only clean energy technologies but also for other 
significant applications such as healthcare and defense technologies, creating additional incentive for 
policymakers to consider these risk reduction measures. In this respect, all the previously listed methods 
of supply risk reduction may be of interest to policymakers, but particularly, recycling and increasing 
product lifespan may prove most effective. Recycling, especially increasing the recycling capacity in 
countries that are currently very reliant on importing these critical materials, can help nations become less 
reliant on imports, and thereby less susceptible to imposed tariffs or export restrictions put in place by 
exporting countries. These risk reduction methods would help prevent price spikes such as the 2011 rare 
earth price spikes that we analyzed in the wind turbine permanent magnet case study from when China 
implemented their export restrictions, as the United States had no domestic mine production of REEs in 
2017, and 78% of their imports were from China [87].    
Other methods that indirectly fall under the scope of policy, rather than firms and consumers, 
may include development of new strategic mines and improving yields in mining and processing 
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operations. These methods could be indirectly influenced through policy-backed incentives. Developing 
new mines can reduce supply risk by increasing the number of domestic suppliers and diversifying the 
geographic source of the materials. This mitigation is especially pertinent for materials that are currently 
mined as byproducts or co-products of other materials. For example, currently 87% of cobalt is produced 
as a byproduct of copper or nickel production [165]. Therefore, an increase in demand for cobalt does not 
necessarily have the typical market effect of increased cobalt production. Developing primary mining for 
elements that are currently mined largely as byproducts or coproducts has huge economic barriers, 
however, it would enable market pulls and policy pushes to reduce supply risk. Yield improvement in 
mining or production processes would simply allow the production of greater quantities of the materials 
from the same ore, thereby increasing supply and lessening the material’s criticality. The barriers to yield 
improvement are in both technological feasibility and, more often, economic feasibility, but in either case 
are often reduced by policy that establishes disposal bans or recycling targets for particular materials or 
products.  
Conclusions 
 Through the use of historical price spike data, combined with current material intensities, we have 
found the impact of critical material price spikes on technology component costs to be increases of 13% 
to 41% within the three case studies considered. Therefore, we conclude that there is potential for critical 
material price spikes to have a moderate impact on overall clean energy technology adoption. The use of 
these critical materials puts clean energy technologies at some degree of risk, where that risk is a function 
not only of impact, as measured by the potential technology cost increases, but also probability, which 
can be measured through various metrics describing degrees of material criticality. By understanding 
criticality from previous studies, in combination with the economic modeling in this work, we can better 
understand where stakeholders should focus the discussed risk mitigation efforts to avoid disruptions in 
clean energy technology adoption. By removing obstacles from the pathway of clean energy technology 
adoption we can have a better chance at a sustainable future.  
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CHAPTER 4: QUANTITATIVE CRITICAL MATERIAL SUBSTITUTION METRICS – A CASE 
STUDY OF LI-ION BATTERIES  
 
Introduction  
As identified in Chapter 3, there are many methods of reducing the supply chain vulnerabilities 
associated with critical materials use, one of which is substituting a less critical material. The original 
critical materials utilized in the application would have been selected for their unique chemical, electrical, 
or physical properties and therefore it is recognized that substitution would likely lead to tradeoffs. 
Chapter 4 thus builds on the concept of substitution discussed in Chapter 3 to determine a methodology 
for comparing the technical, economic, criticality, and environmental tradeoffs that would occur in the 
case of elemental substitution. Understanding what materials may serve as substitutes, and the ease of that 
substitution, is a complex process. Due to the application-specific nature of such assessments, current 
work in academia and industry have focused on qualitative measures of substitutability. The lack of 
quantitative metrics is a key challenge for firms using critical materials, as substitution is an important 
strategy to deal with supply disruptions and qualitative assessments relying on expert opinions may be 
slow and costly with inconsistent results. The speed and technical ease of substitution are fundamental to 
ensuring the swift and sufficient supply of materials for production. 
The concept of substitutability, or the potential to offset demand for a material by utilizing a 
replacement, is a fundamental aspect to understanding criticality because it accounts for the simplest 
reaction to economic scarcity. When a material becomes increasingly scarce, more expensive, or even 
temporarily unavailable, the natural reaction for the consuming agent is to pivot, if possible, to use of a 
different material already available in the open market. Therefore, if the idea of a criticality assessment is 
to identify materials with the most troubling availability concerns, then a material with greater ease of 
substitution would be considered less critical. Substitution in literature is closely tied to criticality studies, 
with many sources even incorporating substitution into their definition of criticality. The National 
Research Council states that “a mineral can be regarded as critical only if it performs an essential function 
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for which few or no satisfactory substitutes exist” [8]. The importance of substitutability as a criticality 
indicator is evidenced by its inclusion in many criticality and related studies [4, 8, 26, 164, 166-175].  
Materials may be substituted for a variety of reasons. Critical materials that are likely to 
experience supply disruptions may be substituted out to preserve supply chain efficiency. Another 
common reason for substitution is health and safety concerns, as it has been seen historically with the 
implementation of newer insulating and fire-resistant materials to replace asbestos and with the use of low 
toxicity pigments such as titanium dioxide to replace lead in paint [176, 177]. Environmental concerns 
have led to the substitution of chlorofluorocarbons (CFCs) that were proven to be destroying the ozone 
layer [178]. It is also common for lower cost materials to be substituted in place of more expensive 
materials as seen by the changing compositions of Li-ion batteries. Battery cathodes that used to be equal 
parts nickel, manganese, and cobalt (NMC111) are now shifting to chemistries that contain more nickel 
and less of the expensive cobalt (such as NMC532, NMC622, and NMC811) [179]. Substituting in new 
materials can also be done to improve performance or functionality, as seen by the increased use of 
rhenium in second and third generation superalloy turbine coatings [17]. Other social benefits such as 
conflict reduction can be seen through the substitution of conflict minerals, such as tantalum, tin, 
tungsten, and gold [180]. These substitution decisions may be made voluntarily by the manufacturer, 
especially in the case of cost or performance improvements, or may be forced by regulation in the case of 
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A study by Smith and Eggert examines the response of permanent magnet manufacturers to the 
rare earth element price spike that occurred around 2011 in which prices of certain elements spiked over 
3000% in just months [183]. They interviewed experts to assess the degree to which companies 
implemented different strategies in the five years following the price event. The immediate response was 
to use a combination of passing portions of the increased costs through to the consumer and absorbing the 
remainder [183]. This was unsustainable long term however, especially for producers with smaller 
volumes that had less capacity for absorbing costs. The types of the substitution that occurred first were 
those that already had a least somewhat developed solutions at the time of the price event including 
alternative manufacturing processes and product specifications [183]. While process-for-element 
substitution was said in the interviews to be the most significant response to the REE price spike by PM 
manufacturers, as one expert said “everything that could be done was done” to reduce the impacts of the 




While element-for-element substitution was ranked by the experts as less important compared to 
some of the other mitigation strategies, it did still play a role in combination with the other strategies. 
Element-for-element strategies included increasing the use of praseodymium content in place of portions 
of the neodymium in NdFeB permanent magnets as well as well as substituting terbium for portions of the 
dysprosium (although terbium was also an expensive option) [183].  
The other strategies used by PM manufacturers included grade for grade substitution, with wind 
turbine producers lowering magnet grade specifications after either initial overspecification or the 
redesign of the generators to accommodate lower-grade magnets. System-for-system substitution was 
used as manufacturers moved away from PMG wind turbines to doubly-fed induction generator (DFIG) 
turbines, or innovation of new drive systems that rely on less REEs [183]. Technology for element 
substitution through improved manufacturing efficiency occurred as manufacturers implemented waste-
reduction measures such as net-shape manufacturing and using thinner saws to create less waste [183]. 
Innovation level technology-for-element advancements were seen around three years after the price event. 
The experts interviewed indicated that an example of technological innovation was a system designed to 
cool the PMG allowed for the use of PMs with lower REE concentrations [183]. Some experts indicated 
that the lack of further long-term innovations was likely due to the fact that the price spike lasted only 18 
months [183]. While Smith and Eggert identify that element for element substitution was not the first or 
most significant response overall element for element substitution is important as one piece of a wholistic 
response to supply disruption.  
The framework developed in this paper is a way to identify acceptable element for element 
substitution opportunities either in response to a price event, or more realistically to identify these 
opportunities proactively. Idealistically through the implementation of this framework potential element 
for element substitution opportunities could be identified prior to a supply disruption make the solution an 
earlier and more significant piece of the mitigation strategy applied. The framework is also valuable for 
elemental level substitution decisions that may be required based on environmental or health regulations 
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that require the substitution of a particular element, such as when lead was required to be substituted out 
of electronic devices [184, 185].  
The objectives of this work are to better understand how firms and researchers make substitution 
decisions, and then to use that information to develop a novel, dynamic framework for quantifying 
substitutability that integrates technical, economic, criticality, and environmental tradeoffs of the 
considered substitute materials. This research delves into the concept of substitution as a potential 
solution to the issues caused by material criticality, by first utilizing surveys of national laboratory, 
academic, and industry stakeholders to better understand how groups are currently making substitution 
decisions. This information is then used to develop quantitative metrics that are capable of measuring the 
overall substitutability of a new material for the original. There are design, procurement, engineering, and 
finance decisions being made in firms that are all impacted by the supply of these critical materials. The 
goal of the framework is to represent how material substitution decisions are made in practice, through 
purely quantitative metrics to allow for more consistent and repeatable implementation. The objective 
behind this paper is not to tell stakeholders how different variables should be ranked and weighted but 
rather to provide a framework of metrics that may then be adjusted and implemented to fit their specific 
case as needed.  
This study uses Li-ion batteries as a case study to test the framework for several reasons, 
including the potential for challenges in rapid scaling of lithium and cobalt production in the short term as 
adoption of this technology increases, the significant risks associated with geopolitical concentration of 
materials, particularly for cobalt in the Democratic Republic of Congo, and for the fact that substitution 
may be a viable criticality mitigation strategy for lithium ion batteries at various levels. For example, in 
this paper we consider cathode alternatives such as NMC811 and NMC622 instead of the traditional 
NMC111, because they shift the material resource burden more towards nickel and away from cobalt and 
manganese. These reasons, combined with the current price volatility and the byproduct nature of cobalt, 




Figure 4.1: The material processing chains for cobalt (left) and nickel (right) in NMC111 Li-ion batteries. Concentrations of 
cobalt and nickel respectively are shown in parenthesis for each stage. Opportunities for different levels of substitution 




The literature review was conducted to understand how previous studies had considered or 
measured the substitutability of critical materials. Key search terms including “critical material 
substitution”, “elemental substitution critical materials”, and “material substitution strategies” in search 
engines including Google Scholar, Web of Science, Science Direct, and Wiley Online Library. We looked 
not for individual case studies testing the performance of implementing a new substitute material in a 
given technology, but rather articles that considered the concept or potential of substitutability and those 
that suggested methodologies for determining substitutes or measuring substitutability and tradeoffs of 
different material choices. The articles included in the literature review below focus on the substitution of 
critical materials only, although there is a plethora of literature available on non-critical material 
substitutions as well. The major literature review findings are summarized in Table S1 in Appendix B and 
discussed in further detail below.  
 
The UK Chemical Stakeholders Forum defines substitution as “the replacement of a substance, 
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substitution should at the same time improve resource efficiency, meet the socioeconomic requirements of 
all relevant stakeholders, and not lead to negative impacts on human health or the environment [190]. 
These components summarize the definitions utilized in other studies as well. Some studies do, however, 
separate out technical substitutes, which can supply the necessary functionality from economic substitutes 
which are economically viable replacements [8]. To this point, the UK Chemical Stakeholders Forum 
suggests that identifying substitutes requires analyzing tradeoffs between differing impacts including 
functionality, compatibility, availability, depth of knowledge, human and environmental impact, 
efficiency of resource utilization, and socio-economic consequences [190]. Balancing these different 
impacts is one of the primary reasons that most studies that consider substitutability of materials use 
qualitative or semi-quantitative methods that include value judgements to understand if substituting one 
material for another would be beneficial overall [190]. Problems with addressing substitution through 
qualitative metrics include that they necessitate expert analysis of each element (which only gives a 
general aggregated view of substitutability) or each specific application, which is time consuming. In 
addition, substitutability studies typically look at a snapshot in time, and therefore would need to be 
periodically reassessed [8]. Fully quantitative metrics would allow for reassessment to be done more often 
and easily through updating the numeric values as they change.  
 Many studies have considered the substitution of critical materials with those that are less critical. 
Most of these studies discuss the ability of different materials to replace critical materials qualitatively, 
largely because of the application-specific nature of such assessments. Qualitative scales have been 
utilized in industry, such as in the case of General Electric (GE), where a one (low risk) through five 
(high risk) scale system is used [166]. They consider both the elements in GE products as well as the 
impact of the utilization of those same elements in key non-GE product applications. For their internal 
assessment, they use the terms “very difficult” for no expected substitute, “difficult” for no known 
substitute, “moderate” for possible substitutes known but not yet tested, “easy” for substitute known but 
not designed in, and “very easy” for substitute design ready for production [166]. For the assessment of 
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market substitutability for elements in key non-GE products, their scale ranges from “very high” risk with 
no substitutes, “high” risk with unknown or poor substitutes, “moderate” with known substitutes but 
worse performance, “low” risk with known substitutes, to “very easy” with easy and known substitutes 
[166]. Peck et al. review the various definitions of criticality found throughout the scientific of literature, 
noting that most are not written in a way that is actionable for product designers, even though they are 
being tasked with addressing criticality issues through solutions like substitution and design for 
recyclability [191]. They list the development of a substitution framework aimed at assisting product 
designers as a recommendation for future work [191].  
 Government reports such as the US Department of Energy’s Critical Material Strategy have 
considered substitutability at the elemental level across their applications, rather than for a specific 
application. While this aggregation can be a helpful lens through which to view substitutability, it 
provides a broad overview, where each element receives a qualitative score for the short and medium 
term of one to four (with one being the least substitutable and four being the most) [4, 26]. Similarly, the 
European Commission’s Report in Critical Raw Materials for the EU” uses a “substitutability index” 
which considers the difficulty of substitution at the element level [167, 192]. The score is weighted across 
all the element’s major applications and the ranges in scale from zero to one (with zero being most 
substitutable and one the least) [167]. The European Parliament, in their report titled, “Substitutionability 
of Critical Raw Materials,” also qualitatively assess the substitutability of fourteen elements but without a 
scoring system, using a brief descriptor of the current situation instead [193]. The US National Research 
Council considers their approach to substitution “semi-quantitative” and they again look at element level 
substitutability, aggregated across applications and from the viewpoint of the United States [8]. They use 
a scale from one to four (with one being the least critical and four being the most), and each element’s 
score is determined by the judgment of a committee who answer qualitative questions on topics such as 
technical substitution potential in particular end uses combined with semi-quantitative metrics such as the 
“percentage of U.S. consumption in existing uses for which substitution is difficult or impossible” [8].  
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 Numerous academic studies have also addressed the issue of substitution through qualitative 
metrics as well. These methods that different studies have used to assess substitutability are reviewed in 
articles by Erdmann and Graedel [168], Olivetti et al. [174], and Nassar et al. [194] as part of their 
reviews of criticality studies. Olivetti et al. explain that, substitution has primarily been addressed 
qualitatively and is most commonly used as a metric that describes a materials “vulnerability” or the 
impact of its supply disruption [174]. Of the ten studies analyzed by Erdmann and Graedel they found 
eight consider substitutability, and of those eight all use qualitative or semi-quantitative measures and 
focus on material for material level substitution [168]. They found that typically the substitutes are 
appropriately discussed in terms of particular applications; however, it is not always structured, 
suggesting that there is no guarantee that equal, if any, attention is paid to each application [4, 26]. At the 
time of their review in 2011 Erdmann and Graedel state that there was “no coherent or comprehensive 
quantitative data on the substitutability of raw materials” [168].  
Smith and Eggert utilize expert interviews to determine what type of permanent magnet 
substitution decisions were made in practice following the rare earths price spike in 2011. They find that 
technical substitution, or more efficient production process that allow for more efficient use of the same 
input material, were most feasible and popular [183]. Other studies also point out that component or 
technology level substitution may be more feasible than element for element substitution in some cases. 
For example, in considering critical materials in lighting applications Pavel et al. find that critical material 
substitution in fluorescent lighting is “very limited” due to the “high functionality” properties of Eu, Tb 
and Y [64, 195]. They suggest however, that through the LED lighting market penetration the technology 
level substitution will bring with it improved material efficiency and a reduction in critical material 
dependence [64, 195]. Pavel et al. find for the case of rare earth reduction in wind turbine permanent 
magnets the technology level substitution is further advanced (with substitute technologies containing no 
rare earths already in use, although lacking some of the desirable properties of the permanent magnet 
generator turbines) while direct elemental level substitution is still in the research phase of development 
[14, 195]. In another article by Pavel et al. they explore substitution as a method of reducing rare earth 
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element demand through dematerialization and component level substitution in “electric road transport 
applications”. They qualitatively compare component level substitution. For example, they describe a 
motor without rare earths as having “lower efficiency” or “lower power density” [195, 196]. Likewise, 
Smith and Eggert find for the case of NdFeB magnets that technology-for-element (using different 
production methods to reduce quantities of the same element), grade-for-grade (using a different grade of 
the same magnet type), and system-for-system substitution (using a completely different system, for 
example a traditional wind turbine with an induction generator and gearbox that doesn’t require a 
permanent magnet) were more viable solutions during the rare earth element price spike of 2011 than 
element-for-element and magnet-for-magnet substitution [197]. Their study relies primarily on the 
interview of experts in the field [197]. Light rare earth elemental substitution has been found to typically 
lead to inferior performance. Researchers have therefore focused on dematerialization of light rare earths 
in certain applications or technology level, grade, or system level substitution. Because light rare earths 
are currently relatively cheap, efficient, and established, efforts to substitute these particular materials 
have not been urgent [198].  
In a study by Nassar that looks at the substitutability of platinum group elements, he recommends 
technology level substitution due to the fact that often times the elemental level functional replacements 
for platinum group elements are other elements within the group which often suffer the same supply risks 
[199]. The identification of substitutes in this study was primarily done through literature review and 
expert opinion, however for some of the specific platinum group element applications more quantitative 
methods were used [199]. One of these methods used the aggregated difference or Euclidean distance 
(between the current material and potential substitute) to compare multiple competing substitute 
properties at once [199]. The other quantitative method that was applied to some of the end-use 
applications involved examining the price elasticity of demand for the current element in an application, 
and the cross-price elasticity of demand of the potential substitute being considered [199]. This metric 
was analyzed by assuming that relatively elastic demand in an application would indicate the availability 
of a substitute and an inelastic demand would indicate the lack of one. In addition, a positive cross-price 
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elasticity would indicate that a material may be a potential substitute and a negative cross-price elasticity 
would indicate it may be a complement [199].  
A paper by Bartl et al., identifies potential substitute materials in each of the main applications of 
cobalt, niobium, tungsten, yttrium, and the rare earth elements [200]. While the identification of potential 
substitutes is a great step forward, the article is broad in its statements that the substitutes identified may 
lead to performance losses or cost increases without quantifying these tradeoffs [200]. On the other hand, 
Bontempi introduces an index to quantify the environmental impacts of substitution between two 
materials incorporating embodied energy and carbon intensity as the two measurements used to provide a 
score between -9 and 9 (with 0 indicating a perfect substitute and positive values being more desirable). 
While this method is beneficial in providing a metric of comparison, the score only measures 
environmental impacts of substitution and the scores are, as seen in other studies, “semi-quantitative” 
[201, 202]. A study by Kosai and Yamasue identifies the environmental implications of substituting one 
metal for another in terms of both global warming potential and total material requirements (including 
those lost to processing inefficiencies) [203]. Of the metal substitutes they assess impacts for, they found 
approximately 60% would be “environmentally benign” while the other 40% could potentially lead to 
additional negative environmental impacts [203].  
There has been great effort put forth by the Graedel group to create semi-quantitative 
methodology for measuring material substitutability as part of their overall methodology of critical 
material determination [89, 164, 169, 170, 172, 173, 175]. Their article “Methodology for Critical 
Material Determination” in 2012 defined a methodology for calculating different aspects of criticality, 
including substitutability [164]. The methodology has since been applied to numerous material systems 
including rare earth elements [173], the geological copper family [169], the geological lead, tin and zinc 
family [89], seven specialty metals [175], four nuclear energy materials [172], and iron and its principal 
alloying elements [170]. The substitutability indicators they suggest change depending on the perspective 
of the user with the three options being corporate level (substitute performance, substitute availability, 
environmental impact ratio, and price ratio), national level (substitute performance, substitute availability, 
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environmental impact ratio, and net import reliance ratio), or global level (substitute performance, 
substitute availability, and environmental impact ratio) [164]. They semi-quantitatively calculate scores 
for each end use application of a given element using the appropriate indicators based on the level of the 
analysis, and then weight the overall score by the fraction of the element found in each end use category 
[164]. Substitute performance is done using either expert opinions or through use of a four-point binary 
scale, which is then translated to scores out of 100 (12.5, 37.5, 62.5, or 87.5, with 0 being the best 
performing substitute) [164]. Substitute availability is calculated using their quantitative supply risk 
methodology, with a score of 0 to 100, with 0 indicating greater availability and therefore lower risk 
[164]. The environmental impact ratio utilizes data from the Ecoinvent inventory on damage to human 
health and ecosystems and a 0-100 score is developed through calculations and ratios between the original 
material and potential substitute [164]. Similarly, the price ratio indicator and net import reliance 
indicators are simply ratios between those values for the original material and potential substitute, 
translated into a 0-100 score [164]. While this study seems to be the most thorough and quantitative to 
date, it is still very much semi-quantitative, relying on “scores” that are based upon expert opinion and/or 
calculations that are divided into broad baskets of scores. This methodology also does not account for 
changes in behavior corresponding to price changes or the potential for other levels of substitution such as 
those at the process, component, or system levels. Graedel et al. use the same approach that they use to 
measure substitutability in their 2012 “Methodology for Critical Material Determination” in a study titled, 
“On the material basis of modern society,” and apply the substitutability portion of the criticality 
methodology to 62 elements [204]. The best substitute for the end use application with the greatest mass 
fraction of a material’s use is determined and then through literature review and consultation with product 
designers and materials scientists, the substitute is rated exemplary, good, adequate, or poor (scores of 
12.5, 37.5, 62.5, or 87.5 respectively) [204].   
 While typically metals are considered as the primary substitutes for critical metals, there is also 
ongoing research in the area of replacing critical metals with carbon nanomaterials [205]. A review article 
on this topic looks into the potential of replacing 14 critical materials in their primary application with 
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carbon nanomaterials and finds that “early-stage” carbon nanomaterials have been identified to have 
potential in replacing antimony, beryllium, chromium, cobalt, gallium, germanium, indium, niobium, 
platinum, silver, tantalum, tin and tungsten in their primary applications. This includes their use in 
applications such as transparent electrodes, semiconductors, conductive materials, flame retardants, strong 
materials, corrosion protection and capacitors. They point out that further research needs to be done to 
ensure that scarcity issues are not transferred to ecotoxicity issues [205].  
Another facet through which to view substitution decisions is the timing of implementation, 
which is discussed in an article by Fisch and Ross. Their research is tangential to this study, which 
attempts to ease the ability of decision makers and product designers to identify substitutes. They find that 
price uncertainty of both the original material and proposed substitute material, as well as other factors 
like the project length and competition, can factor into the decision to start a new product development or 
make a substitution. By timing substitution and new product developments correctly, they find it is 
possible to hedge risks from volatile material prices [206]. In addition, while most studies consider 
criticality of materials at a snapshot in time, they point out that through a feedback loop-type mechanism, 
the implementation of substitute materials can actually increase the criticality of the material utilized as 
the substitute due to the increased demand, making it important to update criticality assessments 
periodically [207]. In this same vein, other studies have looked into how implementing substitutes at the 
material or technology level will change material demand scenarios as clean energy technology adoption 
grows to meet climate mitigation targets [208].  
A majority of scientists and engineers tasked with developing substitutes do not consider broader 
system issues like criticality, availability, and cost; all inter-dependent parameters [64, 197]. Better 
quantification of substitution is needed for firms and agencies to reduce supply chain risks, maintain on-
time delivery of products, and protect from commodity price volatility. Quantified substitutability may 
also inspire product innovation at the design level within firms. A study by the European Parliament 
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found that “the majority of substitutes are currently in the research and development stage and market-
ready solutions are rarely available” [193]. 
 




An online survey was created to assess how critical material substitution decisions are currently 
being made in practice. The survey was approved by the Rochester Institute of Technology Internal 
Review Board (the documentation can be seen in Appendix C). This survey was distributed to 42 people 
working in US National Laboratories and Academia (largely identified through the US Department of 
Energy’s Critical Material Institute website [209]) and 500 people working in industries that may utilize 
critical materials in their processes (such as electronics and clean energy technology manufacturers). 
These people were contacted via email with a link to the Qualtrics survey software. It was recognized that 
many of the industry contacts may not respond due to lack of incentive or lack of relevance to their work. 
The 31 questions in the survey attempted to gauge who made material substitution decisions, how they 
were made, which factors were considered most important in terms of tradeoffs, and what strategies were 
used to predict material trends and offset impacts of the changing materials market. The information 
gained from these surveys is described in the results section, and the survey questions can be found in the 
Appendix B.  
 
Reasons for Substitution





Types of Substitution 
• Element for Element 
• Process for Element
• Component for 
Component
• System for System 
Methodologies to Assess 
Substitutability 
• Expert elicitation
• Element or applicaiton 
specific assessments






Framework Methodology  
 
 Through the development of the decision-making framework, we have provided a useful 
methodology that can be implemented to make more informed, holistic substitution decisions while still 
respecting the realities of industry priorities. As described below in the metrics methodology sections 
almost all of the metrics chosen can be applied to other technologies, with the exception of the technical 
metrics which would have to be changed to capture the function and performance characteristics of the 
technology being considered. It is assumed that the group or individual making the material substitution 
decisions in a given organization would be able to identify which technical (i.e. functional or performance 
based) metrics would be most important to consider for their given scenario. Likewise, while we believe 
the rest of the metrics we have used to be fairly universal, it would be quite simple to use the framework 
provided as a baseline, while adding or subtracting any metrics that the organization does or does not 
want to include. For example, we recognize that based on the point of view considered, some metrics 
would be more important than others. This can be seen in the case of the economic metrics where a 
manufacturer would likely focus on profit margin, whereas a consumer would likely value payback time 
as a more essential metric. The intention behind the case study framework presented here is for it to be 
applied specifically in this instance to NMC Li-ion batteries for electric vehicles, yet maintain 
adaptability of the concept and majority of the metrics for future use, by industry manufacturers or others 
looking to quantify substitutability of critical materials.  
Drawing upon methodologies from lifecycle assessment, commodity market modeling, material 
selection, and supply chain logistics we first identify quantitative metrics to measure substitutability in the 
categories of technical and economic feasibilities, criticality reduction, and environmental impact. Data 
was gathered from academic literature to calculate the technical, economic, criticality, and environmental 




Figure 4.3: Outline of the framework used to determine the tradeoffs of the material substitution.  
 
Technical Metrics  
 
The technical metrics compare the performance or functionality of the options being evaluated. 
What that “function” is will vary based on the technology being considered, and therefore the metrics 
used will vary depending on the technology to which this framework is applied. The data may be 
generated by laboratory research or the manufacturer in the case of a novel technology or may be 
researched in literature based on academic studies and reported industry values. In the case study 
application of Li-ion batteries in electric vehicles in this work, these metrics include specific energy, 
specific power, and cycle life. These are key metrics that describe the performance of the battery in an 
electric vehicle application. Mass intensity of the cathode active materials per kWh are also reported as 
another viable metric, as they are used to weight those metrics in the economic, criticality, and 




Embodied Energy Carbon Intensity Recycling 
Criticality
Byproduct Index HHI*PSAV Co-occurence
Economic Metrics
Price Elasticity of Demand Profit Margin Elasticity Payback Time Elasticity
Technical Metrics 
Specific Energy Specific Power Cycle Life 
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Specific Energy and Specific Power 
Specific energy is the amount of energy that the battery can store per unit of mass. Often in the 
electric vehicle literature space this is also referred to as energy density. A higher specific energy 
(reported in kWh/kg) would allow for an increased range, or constant range with a smaller battery and 
motor [210]. Specific power refers to the amount of power available per unit mass of the battery (kW/kg) 
and is associated with the battery’s ability to provide acceleration [211]. For both of these metrics, it is 
important to keep the performance to battery mass ratios high. Batteries are subject to a phenomenon 
called mass compounding, where for every unit of mass added to the battery the size or weight of other 
components, such as the electric vehicle motor or structure of the electric vehicle must also be increased 
[211]. For the Li-ion battery case study presented in this paper we used previously published modeling 
and literature values for the technical metrics. Using the BatPaC Model developed by Argonne National 
Laboratory [212], we chose battery parameters required in terms of energy and power performance. 
Setting these values to 60 kWh and 200 kW respectively, we used the same defaults from the model on 
each of the three chemistries (NMC111, NMC622, and NMC811) to determine the mass of the battery 
necessary to provide those characteristics. An energy capacity of 60 kWh was used as it was the 
(rounded) average of 17 battery electric vehicles for sale in the US as of 2018 [213]. The power capacity 
of 200kW was selected to provide a power to energy ratio of approximately 3.4 kW/kWh, which was 
assumed for most default cases in the BatPaC model [212]. While extensive research exists on the 
optimization of battery parameters in the Li-ion battery research space, for the scope of this paper one of 
the default sets of parameters provided in BatPaC were used as constants for each chemistry modelled to 
allow for the comparison of specific energy and specific power for each chemistry. The full set of 
modelling parameters used can be seen in Appendix B. By dividing the energy and power requirements 
for each battery by the model’s output for the required battery weight to achieve those parameters, the 
values for the specific energy and specific power metrics are determined. 
While specific power is also important, specific energy is generally the most vital performance 
characteristic of an electric vehicle [214]. For specific energy and specific power the mass described is of 
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the entire battery pack; however we also utilize the mass intensities (kg/kWh) of each of the three active 
cathode materials (Ni, Mn, and Co) as a weighting factor for those metrics from the  economic, criticality, 
and environmental tradeoff categories that are defined per element rather than per functional output of the 
battery (in kWh).  
 
Cycle Life 
Cycle life is chosen as the next technical metric to be compared across battery chemistries, in this 
case describing the number of cycles that an average battery of each chemistry can cycle through before 
its capacity is diminished to 80% of the original. This is an important performance metric for an electric 
vehicle as it determines the battery’s lifespan. A battery will typically be considered at its end of life (at 
least for its EV application) at around 80% capacity [215]. Cycle life is impacted by a variety of factors 
including ambient temperature, charging mode, and trip distance per driving cycle or depth of discharge 
[216]. All data values gathered from the BatPaC model and literature for the calculation of the technical 




Table 4.2: Values gathered from literature for use in the calculation of the technical metrics. 
Variable  Values  Units Sources  
NMC111 Co Mass Intensity  0.313 kg/kWh [88] 
NMC622 Co Mass Intensity  0.170 kg/kWh [88] 
NMC811 Co Mass Intensity  0.076 kg/kWh [88] 
NMC111 Ni Mass Intensity  0.312 kg/kWh [88] 
NMC622 Ni Mass Intensity  0.508 kg/kWh [88] 
NMC811 Ni Mass Intensity  0.608 kg/kWh [88] 
NMC111 Mn Mass Intensity  0.292 kg/kWh [88] 
NMC622 Mn Mass Intensity  0.159 kg/kWh [88] 
NMC811 Mn Mass Intensity  0.071 kg/kWh [88] 
NMC111 Cycle Life 1000- 2000 -  [217] 
NMC622 Cycle Life 1000-1500 -  [217] 
NMC811 Cycle Life 500-1000 -  [217] 
NMC111 Battery mass needed to achieve 
200kW and 60kWh performance 
(assumptions in Appendix B) 
331 kg [212] 
NMC622 Battery mass needed to achieve 
200kW and 60kWh performance 
(assumptions in Appendix B) 
299 kg [212] 
NMC811 Battery mass needed to achieve 
200kW and 60kWh performance 
(assumptions in Appendix B) 
292 kg [212] 
 
Economic Metrics  
Three economic metrics were developed to measure the feasibility of substitution: price elasticity 
of demand, payback time elasticity, and profit margin elasticity metrics. The concepts for the profit 
margin elasticity and payback time elasticity metrics are structured after work done on price volatility for 
photovoltaic material markets by Bustamante and Gaustad [114]. Equations 4.1-4.4 show the calculation 
methods for the economic metrics. All data values used from literature can be found in Table 4.3.  
Price Elasticity of Demand 
Price elasticity of demand (PED) measures the sensitivity of demand for a good to increase in its 
price. The PED values for each element are negative because as their prices increase, demand decreases. 
For PED, greater negative values (in absolute value) indicate a more elastic good, meaning that a price 
change has more impact on demand and that there are likely substitutes available for that material. 
73 
 
Conversely, smaller values (closer to zero) indicate a less elastic good, meaning that a change in price 
does not have a large effect on the demand due in part to a lack of substitutes available for consuming 
agents to pivot to. There are also other aspects of critical materials that can lead to their inelasticity 
including the small quantities that are often used in final products (which allows the cost increase to be 
passed on to the final consumer) and the large scale, long lead times, and high capital requirements of 
operations which can cause response to changes in demand to be slow. Therefore, for this metric a greater 
negative value is preferable. The individual element price elasticities of demand were found in literature 
[218, 219] and then the chemistry-level metric was calculated with relation to the functional units of the 
technology (energy capacity in kWh). This was done by multiplying the short run elasticity of demand of 
each material by the mass of that material per kWh as a fraction of the total mass of all three active 
cathode materials per kWh and summing the results, as seen in Equations 4.1 and 4.2. While this is a 
metric based on elasticity, it is not necessarily a traditional “elasticity of demand” for the cathode 
chemistry as a product itself, but rather a metric created by weighting the elasticities of the components 










Equation 4.1: Mass intensity weighting factor for each material, “i" = Ni, Mn, Co.  
𝑃𝐸𝐷 𝑀𝑒𝑡𝑟𝑖𝑐 = ∑ (
∆ 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑖  𝐷𝑒𝑚𝑎𝑛𝑑𝑒𝑑





Equation 4.2: Price elasticity of demand metric, “i" = Ni, Mn, Co. For the calculation of “Ei” see Equation 4.1.  
 
Profit Margin Elasticity  
The profit margin on a good is the amount that the sale price exceeds the costs of production. The 
profit margin elasticity metric used in this framework is the change in profit margin per change in input 
raw material prices for the three active cathode materials (Ni, Mn, and Co). It is assumed that the cathode 
active material as a whole changes price for this case study, although if desired that assumption could be 
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changed during the implementation of the decision framework so that only some elements change price or 
so that they change price at different rates. The profit margin elasticity metric was calculated using the 
cathode chemistry costs from Leader et al. [88] with material prices updated to 2018 prices from the 
USGS Mineral Commodity Summaries and Metalary [125, 220]. Based on literature sources we assume 
an initial profit margin of 30% [114, 149]. The change in the cathode chemistry cost based on the material 
prices doubling allows for the calculation of the change in profit margin for each chemistry (holding the 
sale cost steady). The metric is obtained by dividing the change in profit margin by the change in material 
cost (in this case we use a 100% increase, although the percent increase chosen is irrelevant as the metric 
is a relation). The profit margin elasticity metric was calculated at the chemistry level for NMC111, 
NMC622, and NMC811. The methods for their calculation can be seen in Equations 4.3a-b.  
(a) 𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦 𝑃𝑟𝑜𝑓𝑖𝑡 𝑀𝑎𝑟𝑔𝑖𝑛 =
𝑆𝑎𝑙𝑒 𝑃𝑟𝑖𝑐𝑒 𝑝𝑒𝑟 𝑘𝑊ℎ−𝑀𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝐶𝑜𝑠𝑡 𝑝𝑒𝑟 𝑘𝑊ℎ
𝑀𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝐶𝑜𝑠𝑡 𝑝𝑒𝑟 𝑘𝑊ℎ
 
 
(b) 𝑃𝑟𝑜𝑓𝑖𝑡 𝑀𝑎𝑟𝑔𝑖𝑛 𝐸𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑟𝑖𝑐 =
∆ 𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦 𝑃𝑟𝑜𝑓𝑖𝑡 𝑀𝑎𝑟𝑔𝑖𝑛 (%)
∆ 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑃𝑟𝑖𝑐𝑒 (%)
 
 
Equations 4.3a and 4.3b: Profit margin elasticity metric 
 
Payback Time Elasticity  
Similar to the profit margin elasticity metric, the payback time elasticity metric is calculated at 
the cathode chemistry level rather than the elemental level. Since this case study concerns the cathode 
chemistries used in Li-ion batteries for electric vehicle use, we calculated the changing payback time 
based on driving an electric vehicle versus an internal combustion engine, gasoline-powered vehicle. To 
do this several assumptions were made, including the average number of miles driven per person 
annually, the kWh needed to drive per mile, the kWh capacity per battery, the gasoline needed to drive 
per mile, a cost per kWh of electricity, and a cost per gallon of gasoline all of which can be seen below in 
Table 4.3. From those assumptions, it was possible to calculate an average savings per year for owning an 
electric vehicle (which in this case came out to $1,232 per year). Unlike the profit margin elasticity metric 
where the metric was allowed to change based on the material cost, a fixed 30% profit margin was 
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assumed, so that the overall sale price must increase if material prices increase. The active material costs 
are then increased by 100% and the change between the original payback time and the new, longer 
payback time is calculated and divided by the 100% increase in material cost change as seen in Equations 
4.4a-b. The metric is not a payback time on its own, but rather would be equivalent to the slope of a graph 
of the change in payback time versus the change in material costs. This means that a lower slope, or 
metric value, is preferable. The payback time elasticity metric was calculated at the chemistry level for 
NMC111, NMC622, and NMC811. The payback time elasticity metric could be calculated at whichever 
technology level the user of the framework has the necessary data for, as long as the comparison of the 
metric is done across technologies that are all assessed at the same level. For example, in this case study 
we use the battery level cost divided by the cost savings for an electric vehicle to get the “technology 
payback time” (Equation 4.4a) that goes into the payback time elasticity metric (Equation 4.4b).  









(b) 𝑃𝑎𝑦𝑏𝑎𝑐𝑘 𝑇𝑖𝑚𝑒 𝐸𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 𝑀𝑒𝑡𝑟𝑖𝑐 =
∆ 𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦 𝑃𝑎𝑦𝑏𝑎𝑐𝑘 𝑇𝑖𝑚𝑒 (%)
∆ 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑃𝑟𝑖𝑐𝑒 (%)
 




Table 4.3: Values gathered from literature for use in the calculation of the economic metrics. 
Variable  Values  Units Source
s  




-  [218, 
219] 
Mn Short run elasticity of 
demand  
-0.1 -  [218] 
Co Short run elasticity of 
demand  
-0.5, -0.029, -
0.09 to -0.24 
-  [218] 
Ni Material Price  $ 14.00  $/kg (2018) [221] 
Mn Material Price  $ 2.06  $/kg (2018) [220] 
Co Material Price  $ 72.75  $/kg (2018) [221] 
Pt Material Price  $ 28,935.65 $/kg (2018) [221] 
Cu Material Price  $ 6.61  $/kg (2018) [221] 
Fe Material Price  $ 0.13  $/kg (2018) [125, 
221] 
US Average, Updated 
March 
 2018  
Annual Miles per 
Driver  
13,476 mi/yr [222] 
Electric Vehicle   2018 Energy per Mile 
(average of 13 EVs)  
0.3 kWh/mi [223] 
Electricity Price 2018  US Average to 
Ultimate Consumer 
(all sectors)  
 $ 0.11  $/kWh [224] 
US 2016 Average  Light Duty Vehicle  0.045 gal/mile [225] 
  
US 2018 Average All grades 
conventional gasoline  
 $ 2.71  $/gal [226]  
NMC111 Cathode portion of 
battery cost 
20.0% - [88] 
NMC622 Cathode portion of 
battery cost 
15.7% - [88] 
NMC811 Cathode portion of 
battery cost 
13.3% - [88] 
 
Criticality Metrics  
 Three different substitution metrics are included in this study to measure the criticality of the 
active cathode materials: byproduct index (BPI), the Herfindahl-Hirschman Index weighted with the 
political stability and absence of violence indictor from the World Bank (HHI*PSAV), and co-
occurrence. In this case study, the criticality metrics were all calculated at the elemental level and then the 
chemistry level metric was calculated with relation to the functional units of the technology (energy 
storage capacity in kWh). This was done by multiplying the respective criticality metric for each material 
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by “E” or the mass of that material per kWh as a fraction of the total mass of the active cathode materials 
per kWh, and then summing the results as seen in Equations 4.5-4.7. Other options for metrics to measure 
criticality which could be plugged into this framework if the end user found them more applicable have 
been provided in Appendix B. They were not included in the main framework with the intention of not 
providing excessive metrics to the end user and to not provide metrics that might have significant overlap 
in their methods of measuring criticality.   
The values used to calculate these three criticality metrics were obtained from literature, and are 
summarized in Table 4.4, with the exception of the HHI and WGI-PSAV data as it is too extensive to 
include in the table but can be found in the following described sources. The amount of each element that 
was mined as a primary product versus byproduct and the number of byproducts per each parent material 
were obtained from Nassar et al. [126]. The production quantities of the elements considered (Ni, Mn, 
and Co) and their parent elements (Pt, Cu, and Fe) were taken from the United States Geological Survey 
(USGS) Mineral Commodity Summaries [221]. The production quantities broken down by country were 
also obtained from USGS sources [227-229] and the World Governance Indicator Political Stability and 
Absence of Violence values were obtained from The World Bank data catalog [230]. The material prices 
were obtained from the USGS and Metalary [220, 221]. The price of iron (Fe) was calculated from the 
USGS data with the assumption that Fe content in iron ore is 61.5% (calculated by dividing USGS world 
Fe content by the world ore production values) [231]. The ore grade values were found in a variety of 
sources including the USGS and others [186, 187, 229, 231-233].  
 
Byproduct Index 
A material being mined in large part as a byproduct of another material makes its supply more 
vulnerable because demand pressures have less impact on initiating increased production. The product 
may not be the main economic output of the mine that it comes from or may be a small portion of the 
mine output by mass. BPI is a metric that measures how “byproduct-like” a material is and it is calculated 
78 
 
by dividing the production mass of the material being considered by the production of any materials that 
are considered its “parent” material [234]. The production for each parent material is weighted by the 
portion of the material of concern’s production that is mined as a byproduct of that parent material 
(Equation 4.5). For example, the BPI of manganese (Mn) would be the annual production of Mn in a 
given year divided by the sum of that of iron (multiplied by 3% for the portion of Mn which is considered 
a byproduct of iron) and Mn (multiplied by 97% for the portion of manganese which is considered to be a 
primary product). This metric therefore includes information on how much of the material is mined as a 
byproduct, but also compares the production volumes of the material of concern and its “parent” 
material(s). For this metric a higher number would be more desired as it would indicate the material is 
less “byproduct-like.”  
𝐵𝑃𝐼 = ∑(
𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑖  𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛





) ∗ 𝐸𝑖 
  
Equation 4.5: Byproduct index metric. Here “i" = Ni, Mn, Co and “j” = the parent materials of each material (i) as described in 
Table 4.4. For calculation of “E” see Equation 4.1.  
 
Herfindahl-Hirschman Index 
The Herfindahl-Hirschman Index is a measure of market concentration, where a higher score will 
indicate a more geographically concentrated supply, and therefore one more vulnerable to disruption. A 
supply that has large concentrations in a small number of countries presents the opportunity for 
disruptions such as political issues or natural disasters to disrupt a larger portion of the material’s supply. 
HHI is typically calculated based on the number of firms supplying a good, however for a materials 
application we consider the supply concentration at the country level. The HHI is calculated by squaring 
the percentage of production that occurs in each country that supplies it and then summing for a score 
ranging 0 to 1 [235]. The weighted HHI-PSAV score, is intended to show the same geographical 
concentration as is measured with the normal HHI but weighted with the World Governance Indicator of 
Political Stability and Absence of Violence (WGI-PSAV) score to incorporate the geopolitical stability of 
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the producing countries in the metric. WGI-PSAV scores are assigned to each country by the World Bank 
based on the levels of “political stability” observed there and the likelihood of “politically motivated 
violence” [230]. Therefore, when the WGI-PSAV scores are used to weight the HHI, it is calculated as 
previously described, except that before summing the squared production percentages for each country, 
they are multiplied by 100 minus the percentile rank of the WGI-PSAV score for that country of 
production. This can be seen in Equation 4.6 below, where we have the HHI-PSAV formula; where “a” 
indicates the material’s production that occurs in a given country “i”, divided by the total production of 
that material, “T”, squared. The “I” multiplier is the WGI-PSAV percentile ranking for each of the “n” 
countries. HHI is a number between 0 and 1, with a lower number being more desirable, indicating less 
supply concentration. The PSAV score being calculated as 100 minus the percentile rank of the WGI-
PSAV score for each country lends itself to having a lower score being more desirable as well. Therefore, 
when the HHI value is weighted with the WGI-PSAV value, the lower metric overall is preferred from a 
criticality standpoint because it indicates an unconcentrated market and/or the location of that production 
in stable/non-politically violent countries.  
 











∗ 𝐸𝑖   
 
Equation 4.6: HHI weighted with WGI-PSAV metric. Here “i" = Ni, Mn, Co, “I” = PSAV percentile ranking for each country 
(j), the “a” indicates the material’s production that occurs in a given country “j”, and is divided by the total production of that 
material, “T”. For the calculation of “E” see Equation 4.1. 
 
Co-occurrence  
The co-occurrence metric is derived from the ecological population metric of “vulnerability”. It 
was adapted from a paper by Hubler, who came up with the concept of using ecological indicators to 
describe material systems [236]. In ecology “vulnerability” is typically used to describe the mean number 
of predator species per prey [237]. In this material-based research we’ve adapted that metric to describe 
the number of co-products and by-products associated with the mining of a particular material [236]. For 
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this metric a higher number of by-products and co-products would indicate lower criticality due to greater 
economic incentive to keep mines open and producing. Similar to BPI, this metric is also weighted by the 
percent of production for the given material that is associated with each parent material, as seen in 
Equation 4.7.  







Equation 4.7: Co-occurrence metric. Here “i" = Ni, Mn, Co. For the calculation of “E” see Equation 4.1. 
Table 4.4: Values gathered from literature for use in the calculation of the criticality metrics. 
Variable  Values Units Sources 
Ni Percent mined as a primary 
product  
98% - [126] 
Mn Percent mined as a primary 
product  
97% - [126] 
Co Percent mined as a primary 
product  
15% - [126] 
Ni Global Production  2,160,000  Metric tons  [221] 
Co Global Production  120,000 Metric tons  [221] 
Pt Global Production  199 Metric tons  [221] 
Cu Global Production  20,000,000 Metric tons  [221] 
Mn Global Production  17,000,000 Metric tons  [221] 
Fe Global Production  1,450,000,000 Metric tons  [221] 
Ni Parent Materials  2% Pt  - [126] 
Mn Parent Materials  3% Fe - [126] 
Co Parent Materials  50% Ni, 35%Cu - [126] 
Ni Ore Grade  0.7 - 1.2% - [232]  
Co Ore Grade  0.01 - 0.4% - [186] 
Pt Ore Grade  0.001% - [233] 
Cu Ore Grade  0.62% - [232] 
Mn Ore Grade  46-48% - [127] 
Fe Ore Grade  58-65% - [231] 
Ni Number of Byproducts 11 - [126] 
Cu Number of Byproducts 18 - [126] 
Pt Number of Byproducts 11 - [126] 
Mn Number of Byproducts 0 - [126] 
Fe Number of Byproducts 14 - [126] 






 Three environmental metrics were developed to measure the differences in environmental impact 
between the original and substituted materials including embodied energy, carbon intensity, and 
percentage of recycling. The values used from literature and from the Ecoinvent 3.4 database can be 
found in Table 4.5.  
 
Embodied Energy 
Calculating embodied energy involves the use of a lifecycle assessment (LCA) which can be done 
by hand or with LCA software by adding up all of the energy inputs that go into the mining, 
transportation, and processing phases of the material production. In this case study SimaPro 8.5.2.0 with 
the Ecoinvent 3 allocation unit library was used to model the embodied energy per kg of each of the three 
active cathode materials (Ni, Mn, and Co). The materials selected in SimaPro were specifically “Nickel, 
99.5%, global (market)”, “Cobalt, global (market)”, and “Manganese, global (market)” in the Cumulative 
Energy Demand Version 1.1 calculation method. The units of embodied energy here are energy per kg of 
material, which were then weighted by the material intensity of each component per kWh and summed as 
seen in Equation 4.8.  











Equation 4.8: Embodied energy metric (i = Ni, Mn, Co). 
 
Carbon Intensity  
Calculating carbon intensity was done very similarly to the embodied energy metric in that it also 
involves the use of a lifecycle assessment (LCA) to sum greenhouse gas emissions that are created in the 
mining, transportation, and processing phases of the material production. The same SimaPro 8.5.2.0 with 
the Ecoinvent 3 allocation unit library was used to model the carbon intensity per kg of each of the three 
active cathode materials. The materials selected in SimaPro were the same “Nickel, 99.5%, global 
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(market)”, “Cobalt, global (market)”, and “Manganese, global (market)” but in the IPCC 2013 GWP100a 
calculation method. The units of carbon intensity here are kg CO2eq per kg of material, which were then 
weighted by the material intensity of each component per kWh and summed as seen in Equation 4.9. 














The recycling percentage is a valuable metric because a higher percentage of recycling could 
indicate a more circular economic model, recycled materials often have lower energy usage and emissions 
associated with their processing than virgin materials, and recycling reduces supply chain vulnerability by 
reducing supply concentration [238]. To create the cathode-level recycling metric, the global recycling 
rates for each material are multiplied by the mass of that material per kWh as a fraction of the total mass 
of all three active materials in the cathode per kWh (or “E” as defined in Equation 4.1) and then the 
results are summed. The recycling percentage metric can be calculated using Equation 4.10 below. For 
this case study, the recycled percentages of each of the three metals were found in the USGS Mineral 
Commodity Summaries [239-241].  
𝑅𝑒𝑐𝑦𝑐𝑙𝑖𝑛𝑔 = ∑ (
𝑀𝑎𝑠𝑠 𝑜𝑓 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑖  𝑡ℎ𝑎𝑡 𝑖𝑠 𝑅𝑒𝑐𝑦𝑐𝑙𝑒𝑑 𝐺𝑙𝑜𝑏𝑎𝑙𝑙𝑦










Table 4.5: Values gathered from literature for use in the calculation of the environmental metrics. 
Variable Values Units Sources 
Ni Global Recycling 52% - [221] 
Co Global Recycling 29% - [221] 
Mn Global Recycling Negligible  - [221] 


























The results of the Li-ion battery case study in the substitution decision making framework can be 
seen below in Figure 4.4. While some of the metrics are cathode chemistry-specific and have related 
functional units, others are calculated for each of the three active NMC Li-ion battery cathode materials 
(nickel, manganese, and cobalt), and then the chemistry level metric was calculated with relation to the 
functional units of the technology (in this case energy capacity in kWh). This was done by multiplying the 
metric value for each material by the mass of that material per kWh as a fraction of the total mass of all 
three active cathode materials considered per kWh and summing the results to allow metric comparison at 
the cathode level. Many of the metrics are unitless while others show the calculated units in the top row of 
84 
 
each section in the framework (Figure 4.4). All metrics can only be compared between the three 
chemistries shown within that metric, and not across categories.  
 
Results and Interpretation  
Survey  
Of the eleven survey responses we were able to obtain, nine respondents identified themselves as 
affiliated with national laboratories, one with academia, and one with industry. Many of the surveys were 
only partially completed and therefore limited deductions can be made from the results. It appears that in 
general most organizations had a purchasing department responsible for material purchasing; in addition, 
however, the majority of respondents indicated that they were not the same individual or group that would 
make the material substitution decisions. The answer as to who was in fact making material substitution 
decisions varied with the most common response being a material or staff scientist (likely due to the 
number of respondents that were national laboratories) or that “it depends” or was a group effort. Several 
respondents noted that while they study material substitutions, they do not actually participate in material 
substitution decision making and purchasing. Most indicated that they had no long-term contracts with 
material suppliers, although a few indicated that they had contracts in the 1-5 year range. All respondents 
who recorded an answer for the question “Does your organization utilize any material selection 
software?” selected “No”, with the exception of one respondent who indicated that a software was used 
although they weren’t aware of which software. The majority of respondents stated that their organization 
kept up with new research on substitutes that were available for their area of business/research or were at 
least moderately aware of them, again most likely heavily weighted by the large number of national 
laboratory respondents. Of the seven responses to the question “Are your substitute material choices made 
based solely on functionality and costs within your organization or do you also consider external factors 
(such as growing demand in other markets, supply vulnerability, or environmental/political impact)?” five 
respondents indicated that they also considered external factors while two stated that the decisions their 
organization made were based solely on cost and functionality. While we do not believe there is enough 
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data to make significant conclusions from the few responses obtained it appears that overall supply 
vulnerability and growing demand in other markets were external factors considered to be of greater 
concern than others such as environmental concerns, resource scarcity, or political concerns. More 
respondents indicated that their organization made decisions “proactively based on supply/price forecasts 
or predictions,” rather than “reactively based on price changes or supply disruptions;” again, this is likely 
due to the high number of national laboratory respondents.  
All of these interpretations are based on a small survey sample size comprised primarily of 
respondents from national laboratories. While we can still extract valuable information from these results 
that aid in informing our framework, the bias from a large percentage of respondents that were affiliated 
with national laboratories and not industrial interests should be considered; additionally, many of the 
survey questions and responses were disregarded and excluded from this analysis due to low response 
levels. Raw survey responses, with identifying information retracted can be seen in Appendix B. While it 
was already known that the performance of the technology is the first priority, and that the economic 
factors would be the next priority for a profit-maximizing organization, this survey data helps us to 
reinforce the priority structure of the framework in which criticality concerns come next above 





Figure 4.4: Case study results of the fully quantitative substitution decision framework applied to Li-ion batteries in electric 
vehicles. Comparing Ni substitution for Co and Mn in NMC batteries (NMC111 to NMC622 or NMC811 chemistries).  
 
The framework results displayed in Figure 4.4 show the tradeoffs from substituting nickel for 
portions of the cobalt and manganese in an NMC Li-ion electric vehicle battery. For some of the metrics 
there is a more concrete range that informs how substantial the differences are, whereas for other metrics 
there is no such range, and thus comparisons are provided to help interpret the results. For example, 
specific energy in electric vehicles can range from around 0.05-0.2 kWh/kg [242, 243]. Specific power 
can have an extensive range from 0.004-10 kW/kg [243], but a more typical range would be 
Specific Energy Cycle Life Specific Power
Units kWh/kg battery - kW/kg battery
NMC111 0.18 1500 0.60
NMC622 0.20 1250 0.67
NMC811 0.21 750 0.68
Elasticity Profit Margin Elasticity Payback Time Elasticity
Units - - -
NMC111 -0.12 -0.55 5.9
NMC622 -0.09 -0.53 5.1
NMC811 -0.07 -0.50 4.2
Co-occurence BPI HHI*PSAV
Units - - -
NMC111 7.9 0.44 14
NMC622 9.2 0.68 10
NMC811 10.1 0.85 7
Recycling GHG Emissions Embodied Energy
Units % kg CO 2eq  /kWh capacity kWh/kWh capacity
NMC111 28 7.9 29.9
NMC622 37 8.1 30.7







approximately 0.1-0.8 W/kg [242]. Cycle life varies by battery chemistry as well as driving conditions, 
but Li-ion batteries would typically fall within the range of 300 to 7000 cycles before the battery reaches 
the point of 80% capacity remaining [217]. 
Price elasticity of demand values can range from 0 to negative infinity; however, most goods and 
services will range from -0.5 to -1.5 and values more negative than -1 are considered elastic [244]. As 
another benchmark, the short run elasticity of gasoline is typically around -0.2, as in the short run it is a 
fairly inelastic good that cannot be easily substituted out [244]. For the profit margin elasticity metric, the 
value can theoretically range from zero to negative infinity. To give some context for the profit margin 
elasticity metric we can compare to the original study by Bustamante and Gaustad from which this metric 
was obtained and compare to their values for the impact of the change in tellurium price on the profit 
margins of CdTe solar panels and also to the cost of indium on the profit margins of CIGS solar panels 
[114]. As with the study by Bustmante and Gaustad, this study uses 30% as the initial profit margin and 
follows the same methodology for the profit margin elasticity metric calculation. They show the impact of 
a Te price change on CdTe profit margin is -0.41, while the value for the metric describing the impact of 
In price on CIGS panels is -0.71 [114]. In this study the metric describing the change in cathode active 
material (CAM) price on NMC111, NMC622, and NMC811 Li-ion battery profit margins gives values of 
-0.55, -0.53, and -0.50 respectively, indicating that these battery profit margins are more sensitive to 
CAM price changes than CdTe solar is to Te price changes, but less so than CIGS solar is sensitive to In 
prices. The payback time elasticity metric can theoretically range from zero to infinity. The payback time 
elasticity metric in the photovoltaic solar study by Bustamante and Gaustad can also be used as a 
reference point for this metric, however, this calculation was applied differently in this study. For the 
cases of the Te impact on CdTe solar payback time and the In impact on CIGS payback time the values 
are 0.14 and 0.24 respectively [114]. The reason these values are so much lower than the values seen for 
CAM impacts on NMC111, NMC622, and NMC811 batteries (5.9, 5.1, and 4.2 respectively) is because 
batteries are an energy storage technology not an energy production technology and therefore they don’t 
inherently have a payback time themselves. We use the cost savings per year from the application of these 
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batteries in an electric vehicle which does have a payback time, but for the manufacturing cost we use the 
battery cost rather than the vehicle cost. This allows for a more accurate comparison between the batteries 
with different cathodes without skewing the results with the remainder of the vehicle costs which can vary 
widely. However, this does make the results less comparable to other studies. The negative impact of 
CAM material cost increases on the payback time for Li-ion batteries is much greater than that of Te on 
CdTe and In on CIGS solar panel payback time, which still provides a baseline even if a comparison to 
CAM costs on electric vehicles may have provided a more reasonable comparison.  
Co-occurrence values will fall in the range of 0 to 22, although a value of 22 would be highly 
unlikely, as the paper used to identify the number of byproducts per parent material only had one parent 
material with that many byproducts and coproducts. To have a value of 22, 100% of the material 
considered would have to be mined as a byproduct of tin with no primary production or other parent 
materials [126]. The Byproduct Index value will typically fall in the range of 0 to 1. As can be seen in the 
case of a more major material like nickel, presented in the framework above, the value can exceed one 
because it could be, in small part, a byproduct of a material with lower global production. For HHI-PSAV 
the score will fall within the range of 0 to100, however a score nearing 100 would be nearly impossible, 
as “100” would require 100% of a material’s global production to come from the country with the worst 
ranking PSAV value (North Korea) [125]. To help provide a relevant sense of HHI-PSAV scores, before 
the individual element scores were weighted to the chemistry level, cobalt had a score of 30, which would 
be on the high end of the spectrum as over 50% of cobalt production occurs in the DRC, which has a 
PSAV percentile ranking of 7.4 [227-230]. Comparatively, nickel and manganese have scores of 
approximately 4 and 7, respectively.  
The recycling metric will typically fall in the range of 0-100, however it is technically possible 
for the value to exceed 100 if production of a material from recycling exceeded global virgin production 
for that material in a given year. The values for embodied energy and carbon intensity expressed in 
functional units. However, they could also be multiplied by the 60kWh battery capacity (that was 
assumed in this study) to give actual energy and greenhouse gas emission differentials between the 
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different chemistry’s cathode materials. Doing this would give values for carbon emissions for the active 
cathode materials in NMC111, NMC622, and NMC811 batteries of 474, 486, and 474 kgCO2eq, 
respectively. While the difference in NMC111 and NMC811 CAM carbon intensities are the same, the 
NMC622 value is about 12 kgCO2eq greater than the other two chemistries. This difference is 
approximately the same emissions as would be emitted from combusting 1.4 gallons of gasoline and 
therefore there is also no significant difference in the overall carbon intensities of the CAMs across 
chemistries [245]. Similarly, when the embodied energy per kWh is multiplied by the 60 kWh assumed 
battery capacity, the CAM embodied energy in NMC111, NMC622, and NMC811 are found to be 1790, 
1840, and 1800 kWh, respectively. The largest differential, between NMC111 and NMC811, of 50 kWh 
would be approximately equivalent to the energy needed to drive 170 miles in an average 2018 electric 
vehicle [223].  
While Figure 4.4 provides all of the calculated values for each of the twelve metrics that can be 
understood within the context of these described ranges and examples, it is also easy to compare the 
values for each metric across the three chemistries with the visualization provided by the radar chart 
shown in Figure 4.5. The values in Figure 4.5 are normalized so that the “best” value of the three 
chemistries is equal to “1” to allow for a simplified visual of the relative comparison within each metric. 





Figure 4.5: Relative comparison of the substitution metrics described in this research between the three Li-ion battery cathode 
chemistries. The “best” metric value in each category is set as “1” (outer contour) to allow for visual comparison.  
 
For the case study presented in Figures 4.4 and 4.5 above, we compare three different Li-ion 
battery cathode chemistries under the condition that the electric vehicle battery must provide 60kWh of 
energy capacity at 200 kW. Any selection that is made will have tradeoffs, highlighted by the results of 
the twelve calculated metrics. In Figure 4.4, the framework can be seen flowing from technical metrics, to 
economic metrics, followed by criticality and environmental metrics. This design was intentional, as the 
technical performance and economic costs are known to be most important in a manufacturer’s decision-
making process, and as informed by the survey these would be followed by criticality and then lastly 
environmental impacts. For the technical metrics both the specific energy and power increase from 
NMC111 to NMC622 to NMC811 which is preferable, to have a lighter weight and less material intense 
battery that provides the same performance. While cycle life is better for the chemistries with higher 
cobalt contents, there is a larger drop off in cycle life between NMC622 at 1250 and NMC811 at 750 than 
there is between NMC111 at 1500 and NMC622 at 1250 [217]. With the recognition that the technical 
metrics are most vital, and cycle life being so important for the life of the vehicle, this is a major tradeoff 
to be considered.  
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The first economic metric, short run price elasticity of demand, indicates that as nickel content 
replaces cobalt and manganese from NMC111 to NMC622 to NMC811, the chemistries are made up of 
materials that are more inelastic, meaning that they have less substitutes available, which is less 
preferable. This visually appears to be a large differentiator between the chemistries in Figure 4.5, 
however all three of the cathode materials in the chemistries considered are very inelastic in comparison 
to the previously mentioned typical ranges. Note that this metric is measuring the overall substitutability 
of the materials included in the chemistry which could indicate the ability of this technology to adapt to 
price changes. It also suggests that other end users of the material may be able to find and apply substitute 
materials as a response to price changes, which would relieve pressure on material demand during price 
increases. The payback time elasticity metric, while not directly “payback time” itself, decreases as nickel 
content displaces cobalt and manganese, a desirable trait. The profit margin elasticity metric indicates that 
as cobalt and manganese are substituted out with nickel from NMC111 to NMC622 to NMC811, the 
negative impact of material price increases on the profit margin of the battery are lessened, the desired 
effect.  
The byproduct index (BPI) metric demonstrates that the materials that make up the chemistries 
with more nickel and less cobalt and manganese are less “byproduct-like” overall. The HHI-PSAV metric 
indicates that the material supply for the cathode materials in each battery becomes less concentrated in 
politically unstable countries as the cathode chemistries trend away from cobalt and manganese and 
toward increased quantities of nickel. The co-occurrence metric increases with increased nickel content, 
indicating a higher the number of byproducts per parent material, an indication of a less-critical product. 
The three criticality metrics therefore show a clear trend of decreased vulnerability to supply disruption as 
the nickel replaces cobalt and manganese. 
On the environmental level, it is clear that the overall combination of materials that make up the 
cathode chemistries in NMC622 have a worse carbon intensity and embodied energy, followed by 
NMC811 and NMC111, which are nearly the same. As discussed previously both of these differences are 
negligible over the vehicle life, equating to emissions from burning 1.4 gallons of gasoline and driving an 
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electric vehicle 170 miles respectively. The recycling metric, however, improves from NMC111 to 
NMC622 to NMC811.  
Each of the metrics has varying levels of uncertainty stemming from the uncertainty and volatility 
in the underlying values that are used to calculate the metric. For the technical metrics of specific energy, 
specific power, and cycle life which were obtained from literature there could be uncertainty based on the 
year the data was collected, as typically there will be progress and improvement in the performance over 
time, as well as potential uncertainty from scale up of lab scale studies if that is the data source used. In 
addition, the values used are based on a particular set of conditions and will vary based on driving 
conditions such as temperature, charging mode, and depth of discharge [216]. For the economic metric of 
price elasticity of demand, the values found in literature have inherent uncertainty as the estimation of the 
impact of price changes on demand will be imperfect and vary based on market factors. For profit margin 
elasticity and payback time elasticity which were calculated in this case study we have greater insight into 
the uncertainty and volatility present in the metrics. For the profit margin elasticity metric, measuring the 
effect of change in raw material price on profit margin while holding sales price steady, the main source 
of uncertainty is the manufacturing cost per kWh of battery storage. If a manufacturer were to utilize this 
framework, they would likely have reduced uncertainty due to a better understanding of their internal 
manufacturing costs.  For the payback time elasticity metric, measuring the impact of raw material price 
changes on payback time while holding profit margin constant, the main sources of uncertainty are the 
battery cost, and the components used to calculate the annual savings including miles driven per year, 
miles per kWh for an EV, and miles per gallon for an internal combustion engine vehicle. The cost per 
kWh and cost per gallon of gasoline are also used to calculate the annual savings and can have price 
volatility, but have relatively low uncertainty. Changing the cost per kWh or gallon of gasoline affects the 
overall metric value non-linearly. For example, if the average US gasoline price from the first five months 
of 2020 of $2.16/gal is used to replace the 2018 average gasoline price of $2.71/gal, it is found that this 
20% decrease in assumed fuel costs would lead to a 37% increase in the overall payback time elasticity 
metrics for each chemistry [226]. This indicates a high sensitivity to the input variables used, however, 
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the value for each chemistry changes by the same percentage and therefore it does not impact the relative 
comparison between the battery chemistries. For the criticality metrics of HHI-PSAV, BPI, and Co-
occurrence uncertainty stems from the potential for undocumented material flows, change in mine 
production quantities of parent and byproduct materials, or imperfect estimations of the political 
instability in a given country. Similarly, recycling rates are subject to uncertainty due to undocumented 
recycled material flows as well as proper estimation of all virgin material production. Recycling may also 
have some volatility as material market values fluctuate and recycling rates will vary accordingly. The 
GHG emissions and embodied energy metrics are obtained from the SimaPro Ecoinvent 3.4 database and 
the uncertainty would stem from the fact that global values were used and the impacts of mining, 
transportation and processing would vary based on the methods used and  geographical location. 
 
Discussion 
Over the course of this study, a quantitative framework for weighing tradeoffs of elemental 
substitution has been established in an attempt to capture the reality of material substitution decisions. 
The most important tradeoffs have been identified as those that describe technical performance, followed 
by in order of importance, economic, criticality, and then environmental impacts. This importance was 
partially informed through the result of a survey distributed to and taken by academic, industry and 
national laboratory personnel who work in the critical material space. It is recognized that in the case 
study application, the extremely complex Li-ion battery performance tradeoffs were simplified in order to 
demonstrate the methodology of the framework with data available through literature. Regardless of the 
values used, it must be acknowledged that the modelling of empirical battery characteristics will always 
be imperfect.  
This framework is meant as a guideline and requires the user to determine for themselves which 
metrics should or should not be included in their own application and which metrics to value over others 
when results show that there are tradeoffs. Users of the framework are encouraged to select metrics from 
those presented in this paper or other repertoires based on the availability of quality data as well as 
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industry or company priorities. While imperfect, the authors believe that this framework provides a 
simple and quantitative methodology for critical material substitution decision making that can be applied 
to suit the needs of the user. The fully quantitative model does not remove the need for a decision maker, 
but it may allow stakeholders to modify this framework and implement it into their decision-making 
process. This could enable quicker material substitution comparisons and result in material substitution 
decisions that are made in a consistent and comprehensive manner. As with all data-based decision-
making tools, the necessity of data is a limitation of this framework. The authors have designed the 
framework with the goal that the necessary data inputs will either already be available to a researcher or 
manufacturer based on their own operations or be found through literature review and simple calculations. 
The sources used to conduct this case study have been provided as examples of sources that may contain 
the required data needed to calculate the metrics described in this paper, especially those that are done at 
the elemental level.  
This case study demonstrated the quantification of the tradeoffs in the elemental substitution of 
nickel for portions of the cobalt and manganese contained in Li-ion battery cathode materials. While the 
framework was designed for elemental substitution, many of the concepts can be scaled to other levels of 
substitution including those seen in Figure 4.1. For example, this case study could be scaled to component 
level substitutions of other Li-ion battery cathodes such as LMO, LFP, NCA, or LCO, or technology level 
substitutions to battery replacements for the electric vehicle application such as NiMH batteries, lead acid 
batteries, or fuel cells. Additionally, Li-ion batteries as an energy storage technology could be compared 
to other energy storage methods such as pumped hydropower. The broad concept of considering 
technical, economic, criticality, and environmental tradeoffs is applicable across all levels of substitution. 
While the equations for calculating the metrics were not designed for these other substitution levels the 
concepts behind the metrics can be adapted. For example, HHI-PSAV can be calculated based on the 
country exporting a technology or carbon intensity could be compared per functional unit of two 
completely different systems (such as Li-ion batteries and pumped hydropower for energy storage per 




Through this work a greater understanding was reached with respect to how critical material 
substitution decisions are made in practice, although there is room for further exploration in this area. The 
first fully quantitative critical material substitution decision making framework was developed and 
demonstrated on the case study of elemental level substitution of nickel for cobalt and manganese in Li-
ion batteries for electric vehicle applications. By integrating technical, economic, criticality, and 
environmental metrics to compare the substituted material being considered to the existing option, the 
framework can be adapted by manufacturers and other stakeholders to fit their needs for each specific 
application. In the case study of NMC Li-ion batteries, the interpretation of the framework results 
identifies that replacing the cobalt and manganese in the more traditional NMC111 batteries with greater 
nickel compositions (as done in the NMC622 and NMC811 batteries) would lead to a variety of tradeoffs. 







CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS  
As humanity works to find methods to slow the rate of climate change, we at the same time work 
to maintain or improve quality of life. In pursuit of this goal, without reducing population or affluence, 
new technological advancements are one available opportunity to reduce anthropogenic greenhouse gas 
emissions. The focus of this research is on the critical material composition of clean energy technologies 
that have been developed to reduce anthropogenic GHG emissions. As new advancements are made in 
this field, we see a greater complexity of materials utilized, some of which are critical in terms of both 
their importance to the technology’s function and their potential for supply disruption [4]. To ensure 
smooth adoption of clean energy technologies, understanding potential barriers and quantifying solutions 
to those barriers is necessary. The topics covered in this research include which critical materials are used 
in several different types of clean energy technologies, what the economic impact of critical material price 
spikes caused by supply disruption could be on the technology level costs, and finally how potential 
substitute materials that are less critical could be analyzed in terms of their tradeoffs using a fully 
quantitative framework.  
While a wide array of literature exists detailing clean technology material compositions, there has 
not been a comprehensive integration and analysis of the data from across academic, governmental, and 
industry literature. This is the primary novel contribution from Chapter 2, the aggregation of critical 
material intensity data from across a wide variety of literature sources into common material intensities 
and units that describe technology performance and greenhouse gas emissions savings potential. The 
novel contribution from Chapter 3 is the application of such material intensities in the economic analysis 
of critical material price spikes on three case study technologies. While critical material substitution has 
been explored in-depth through qualitative or semi-quantitative methodologies, the work presented in 
Chapter 4 is the first time a fully quantitative framework has been created for comparing tradeoffs 
between critical material substitutes at the elemental level. This area of research is important for reducing 
global GHG emissions, as critical material use in clean energy technologies is often necessary for their 
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functionality, and supply disruptions could therefore hinder their production and adoption. Ensuring the 
competitiveness of clean energy technologies in the areas of energy production, low-emission mobility, 
and energy efficiency devices, with incumbent technologies is essential for reducing global GHG 
emissions and thereby the rate of climate change.  
Key Takeaways  
• Natural gas turbines, direct drive wind turbines, silicon, CdTe and CIGS solar photovoltaics, 
PEM fuel cells, PMG EV motors, both NiMH and Li-ion batteries, CFL, LFL, and LED light 
bulbs, all contain materials that are considered to be critical based on extensive literature review.  
• It has been demonstrated that for the three case studies, PEM fuel cells in FCEVs, NdFeB 
permanent magnets in direct drive wind turbines, and Li-ion batteries in BEVs, that the 
technology level costs (fuel cell, PMG, and battery respectively) could increase by between 13% 
and 41% if recent historical price events were to recur at current material intensities.  
• A survey of national laboratory, academic, and industry stakeholders indicated that these groups 
have a separate person or group making material purchases than that are making substitution 
decisions, most did not have long term material purchasing contracts, and most did not use 
software to make material selections. A majority did consider external factors (such as growing 
demand in other markets, supply vulnerability, or environmental/political impact) in addition to 
cost and functionality impacts and made material decisions proactively based on material market 
predictions. It is important to note that this survey had only eleven responses and was heavily 
skewed by a large number of national laboratory respondents.  
• Current substitution frameworks are qualitative or semi-quantitative which typically necessitates 
expert analysis that is applicable for a specific instance. This approach therefore requires and 
expert and the results will need to be reassessed over time. To address these shortcomings a 
novel, dynamic, fully quantitative framework for quantifying the technological, economic, 
criticality, and environmental tradeoffs of elemental level substitutions was developed.  
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Research Implications  
This aggregation of data on critical material contents is a valuable resource for the critical material in 
clean energy technologies research space, as it combines data from many academic papers, government 
reports, and industry articles. The US Department of Energy identified the material intensities of different 
clean energy technologies to be a “data gap” which has the potential to impede the ability of policymakers 
to understand market situations and create appropriate strategies [4]. This is particularly the case for 
policy in the critical material area where considerations include decisions on national stockpiling, 
import/export restrictions, and landfill bans. The data gathered in Chapter 2 helps to fill this gap and 
provides the research community the critical material intensities in many clean energy technologies to 
enable the comparison between technologies through the use of functional units and emission savings 
units. This information can serve to highlight specific technologies that may have a greater number, or 
greater intensity of, critical materials that serve their functionality, which points researchers in the 
direction of where to focus their research and vulnerability mitigation efforts. In addition, the 
functionality metrics can be enhanced to demonstrate other performance or sustainability characteristics, 
as demonstrated with the color rendering index addition to the lighting metric and the emissions saving 
units calculated for the energy production technologies. Exemplifying the benefits of the data aggregation 
in Chapter 2 is the use of that data for the economic analysis conducted in Chapter 3 on three case study 
technologies.  
Chapter 2 was primarily intended to provide useful, informative, aggregated data and metrics for 
academic research, and in Chapter 3 the economic impact of critical material supply disruptions on the 
cost of clean energy technologies showcases one such avenue of applied research. The results of Chapter 
3 provide academic insights and would likely inform industry stakeholders as well. By utilizing historical 
price spike data, and the material intensities calculated in Chapter 2, we find that critical material price 
spikes can lead to costs increases of 13 to 41% in the technology components (PEM fuel cell, Li-ion 
battery, or wind turbine generator) of the three case studies. We interpret this as potential for moderate 
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impact on overall clean energy technology adoption as they attempt to compete economically with well 
entrenched, incumbent energy generation and mobility technologies. Supply vulnerability, or risk, that 
stems from using critical materials in clean energy technologies is a function of both impact, as measured 
by the potential technology cost increases in Chapter 3, and also the probability of occurrence which is 
assessed throughout criticality literature. Understanding the risk created by the impact and likelihood of 
supply disruption helps determine where stakeholders should focus the risk mitigation efforts, also 
discussed in Chapter 3, to avoid disruptions in clean energy technology adoption. These risk mitigation 
efforts may include dematerialization, substitution, recycling/using secondary sources, development of 
primary mining (especially for materials currently mined mainly as byproducts), yield improvement, and 
increasing the lifespan of products containing these materials. These solutions are often intertwined, and 
their combination can be even more effective. All of these are vital research areas that should be further 
explored. Substitution is one of the most challenging to quantify as at the core of the question is whether a 
complex set of functionalities and tradeoffs can be acceptable given a different material choice. We 
therefore chose to focus on this particular mitigation strategy in Chapter 4.   
In Chapter 4 the mitigation strategy of material substitution is considered in more depth as an 
important piece of the solution to reducing the inherent risk in clean energy technologies due to 
dependence on critical materials. The original critical materials are designed into clean energy 
technologies for their unique chemical, electrical, or physical properties and therefore it is recognized that 
substitution would likely lead to tradeoffs. A survey was conducted to better understand critical material 
substitution decision-making in practice, in order to inform this work, and future research in this space. In 
the survey the majority of respondents indicated that they consider external factors (such as growing 
demand in other markets, supply vulnerability, or environmental/political impacts) in addition to cost and 
functionality. While only a small population responded to the survey, and we do not believe there is 
enough data to make significant conclusions, it does seem that overall “supply vulnerability” and 
“growing demand in other markets” were external factors that were ranked as being of greater importance 
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than others such as “environmental concerns”, “resource scarcity”, or “political concerns” from this 
limited dataset. Substitution strategy involves trying to identify the option with the best combination of 
attributes, recognizing that there will likely be tradeoffs to decide between. The work in Chapter 4 
addresses the idea of weighing tradeoffs by creating a quantitative framework with the goal of improving 
the ease, frequency, consistency, and comprehensiveness of making critical material substitution 
decisions. We demonstrate the application of the framework on the cathode active material substitution in 
NMC Li-ion batteries for electric vehicles, in a way that is informative on that particular case, but could 
also be adapted by manufacturers and other stakeholders to fit their needs for other applications.  
Recommendations and Future Work   
There are many opportunities to apply the research presented in this dissertation to future work. The 
material intensity data aggregated in Chapter 2 is a resource that can be applied to generate material 
demand forecasts based on clean energy technology growth scenarios. It could also be used to calculate 
other performance, economic, environmental, or social material intensity metrics. Some of these types of 
metric analyses are demonstrated in Chapter 2 with the emissions saving units for energy production 
technologies and the performance-based color rendering index units to compare lighting devices. Chapter 
4 also demonstrates a framework of metrics that were based on material intensity, but there many more 
opportunities to apply these concepts to other metrics. The economic analysis conducted in Chapter 3 
presents another analysis that can be built upon in future studies. The same analysis that was performed 
for the three case studies of Li-ion batteries in electric vehicles, permanent magnet generators in direct 
drive wind turbines, and PEM fuel cells in fuel cell electric vehicles could be applied to other clean 
energy technologies as well, such as solar for example. There is opportunity for future work in the 
application and adaptation of the critical material substitution decision framework as well. The framework 
could be applied to other critical material elements for element substitution decisions as it was designed 
for. In addition, as was discussed in Chapter 4 there is room for future work in adapting the framework to 
assess tradeoffs for different levels of material substitution beyond element for element. The concept of 
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comparing technical, economic, criticality, and environmental metrics in a fully quantitative and 
repeatable methodology is applicable across different levels of substitution, but the equations and metrics 
would have to be adapted to be practical.    
 Overall, this research has implications for both the critical material and clean energy technology 
research community, as well as broader global sustainability implications. The most significant 
contributions of this dissertation include identifying, and quantifying in functional units, the critical 
material content in clean energy technologies, quantifying the economic impacts of critical material 
supply disruption on the technology level costs of three case study clean energy technologies, and finally 
the development of a framework to calculate tradeoffs between elemental level substitutes. By better 
understanding the use and impact of critical materials in clean energy technologies, we can find solutions 
such as material substitution to reduce the risk of price increases or even material shortages that might 
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The Effect of Critical Material Prices on the Competitiveness of Clean Energy Technologies 
 
Table S1: Material prices used as the “current” prices in all calculations.  
Material Price (USD/kg) Source Notes 
Dy $261.00 Argus [1] February 2017 
Nd $39.40 Argus [1] February 2017 
Tb $655.00 MineralPrices.com [2] December 2017 
Pt $26,715.60 InfoMine [3] July 2018 
Li $73.94 USGS [4] 2017 average (converted from 
LiCO3 to Li content) 
Co $64.24 InfoMine [3] April 2018 (1-year average) 
Mn $2.04 InfoMine [3] January 2018 (52 Week Low 1.94 
USD/kg 52 Week High 2.12 
USD/kg) 
Ni $13.43 InfoMine [3] March 2018 (52 Week Low 3.95 




Table S2: Material intensity values for permanent magnets and fuel cells in g/kW. Averages were used for 




Low High Average 
NdFeB Magnets in 
Direct Drive Turbines 
Nd 150 220 185 [5-10] 
Dy 14 28 21 [7, 9, 10] 
Tb 6.2 9 7.6 [11, 12] 
PEM Fuel Cell 
Catalyst for EV 
Applications 










Low High Average 
NMC Li 91 140 117.5 [15-17] 
Co 232 394 313 [15, 16] 
Mn 216 367 292 [15, 16] 
Ni 231 392 312 [15, 16] 
NCA Li 70 140 105.5 [15-17] 
Co 90 143 116.5 [15, 16] [94, 
95] [94, 95] 
[94, 95] [94, 
95] [94, 95] 
Mn 0 0 0 [15, 16] 
Ni 477 759 618 [15, 16] 
LMO Li 65 140 96.66667 [16, 17] 
Co 0 0 0 [16] 
Mn 103.4 103.4 103.4 [16] 
Ni 0 0 0 [16] 
LFP Li 87 87 87 [16] 
Co 0 0 0 [16] 
Mn 0 0 0 [16] 
Ni 0 0 0 [16] 
LCO Li 84 140 111.75 [15-17] 
Co 717 1200 959 [15-17] 
Mn 0 0 0 [15, 16] 
Ni 0 0 0 [15, 16] 
NMC 811 Li 69 111 90 [15, 16] 
Co 58 94 76 [15, 16] 
Mn 54 88 71 [15, 16] 
Ni 465 750 608 [15, 16] 
NMC 622 Li 74 126 100 [15, 16] [94, 
95] [94, 95] 
[94, 95] [94, 
95] [94, 95]  
Co 125 214 170 [15, 16] 
Mn 117 200 158.5 [15, 16] [94, 
95] [94, 95] 
[94, 95] [94, 
95] [94, 95]  







Table S4: Cathode costs in USD/kWh under the assumption that the cathode costs are the sum of the four 
material prices.  
Cathode Chemistry 
Cathode Cost ($/kWh) 
based on these 4 active 
materials 
NMC  $                                33.57  
NCA  $                                23.58  
LMO  $                                   9.26  
LFP  $                                   6.43  
LCO  $                                69.87  
NMC 811  $                                19.84  
NMC 622  $                                25.42  
 
 
Table S5: Percentage of the overall battery system cost that is made up of the cathode material prices.  
 
Cathode Percentage 
of the Battery 
System Cost  
Sources 
NMC111 19.6% Averaged from the following sources: [18-21]  
NMC622 15.7% Calculated from NMC111 percentage above and the ratio 
from [18] Table 2.  
NMC811 13.3% Calculated from NMC111 percentage above and the ratio 
from [18] Table 2. 
NCA 19.4% Source: [18] Figure 2. 
LFP 11.4% Source: [18] Figure 2. 
LMO 10.3% Source: [18] Figure 2.  
LCO 30.8% Ratios from [22] between LMO, LFP, NCA, NMC111 
and LCO are used to extrapolate from the above 











Dy $1,600.00 2011 USGS [23] 
Nd $270.00 2011 USGS [23] 
Tb $2,750.00 2011 USGS [23]  
Pt $74,075.00 2008 InfoMine [3] 
Li $23.40 2008 USGS [24] (converted from LiCO3 to Li content) 
Co $116.00 2008 InfoMine [3] 
Mn $5.40 2008 Metalary [25] 
Ni $50.00 2008 InfoMine [3] 
 
 
Table S7: Comparison to results from literature for the NMC111 Li-ion battery chemistry. Comparison 
shown for this study versus the Bloomberg New Energy Finance Group report [26].  
100% Price Increase in Material 
Price  
Change in NMC111 Battery 
Cost (BNEF [26]) 
Change in NMC111 Battery 
Cost (This Study)  
Lithium 8% 5% 
Cobalt 20% 12% 
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BatPac Model Version 4.0 Assumptions  
 
Table S2: Inputs used for all three chemistries from BatPac 4.0 [37]. 
Separator thickness, µm 15 
Maximum charging current density, mA/cm² 9.00 
Target battery pack power at 20% SOC, kW 200 
Positive active material specific capacity, mAh/g 180 
Void volume fraction,  % 25 
Positive foil thickness, mm 15 
Maximum positive electrode thickness, µm 120 
Number of cells per module (total) 20 
Number of cells in parallel group in module 4 
Number of modules in row 5 
Number of rows of modules per pack 4 
Number of modules in parallel 1 
Number of packs manufactured per year 100,000 
Energy requirement for a UDDS cycle, Wh/mile 250 
Pack energy (kWh) 60.0 
Time to recharge from 15% to 75% SOC, min 9.65 
 
Table S3: NMC111 Specific Inputs from BatPac 4.0 [37]. 
Positive active material specific capacity, mAh/g 155 
Void volume fraction, % 25 
Positive foil thickness, mm 15 
Maximum positive electrode thickness, µm 120 
Negative active material specific capacity, mAh/g 360 
N/P capacity ratio after formation 1.15 
Void volume fraction, % 25 





Table S4: NMC111 Battery Design (output) from BatPac 4.0 [37]. 
EV Vehicle with NMC333-G Electrodes 
 
Battery system total energy storage, kWh 60 
Required battery system power, kW 200 
Pack power to energy ratio 3 
Pack charging time for 80% ΔSOC, min 56 
Cell capacity inadequate if X 
 
Positive electrode thickness, µm 120 
Positive electode areal capacity, mAh/cm² 6 
Negative electrode areal capacity, mAh/cm² 7 
Cell capacity, Ah 41 
Module mass, kg 13 
Number of cells per pack 400 
Nominal battery system voltage (OCV at 50% SOC), V 367 
Cost of pack to OEM, $ 8,685 
Pack total mass, kg 331 
Pack volume, L 194 
Total cost of cells, $/kWh 110 
Cost of cells, $/kWhUse 129 
Extra cost of meeting fast charging requirements, $ NA 
Production volume, packs per year 100,000 
Cell cost to OEM, US$/Cell 16 
 
Table S5: NMC622 Specific Inputs from BatPac 4.0 [37].  
Positive active material specific capacity, mAh/g 180 
Void volume fraction, % 25 
Positive foil thickness, mm 15 
Maximum positive electrode thickness, µm 120 
Negative active material specific capacity, mAh/g 360 
N/P capacity ratio after formation 1.15 
Void volume fraction, % 25 






Table S6: NMC622 Battery Design (output) BatPac 4.0 [37]. 
EV Vehicle with NMC622-G Electrodes 
 
Battery system total energy storage, kWh 60 
Required battery system power, kW 200 
Pack power to energy ratio 3 
Pack charging time for 80% ΔSOC, min 56 
Cell capacity inadequate if X 
 
Positive electrode thickness, µm 120 
Positive electode areal capacity, mAh/cm² 7 
Negative electrode areal capacity, mAh/cm² 8 
Cell capacity, Ah 40 
Module mass, kg 11 
Number of cells per pack 400 
Nominal battery system voltage (OCV at 50% SOC), V 375 
Cost of pack to OEM, $ 7,979 
Pack total mass, kg 299 
Pack volume, L 179 
Total cost of cells, $/kWh 99 
Cost of cells, $/kWhUse 116 
Extra cost of meeting fast charging requirements, $ NA 
Production volume, packs per year 100,000 
Cell cost to OEM, US$/Cell 15 
 
Table S7: NMC811 Specific Inputs from BatPac 4.0 [37]. 
Positive active material specific capacity, mAh/g 212 
Void volume fraction, % 25 
Positive foil thickness, mm 15 
Maximum positive electrode thickness, µm 120 
Negative active material specific capacity, mAh/g 345 
N/P capacity ratio after formation 1.14 
Void volume fraction, % 25 





Table S8: NMC811 Battery Design (output) from BatPac 4.0 [37]. 
EV Vehicle with NMC811-G Electrodes 
 
Battery system total energy storage, kWh 60 
Required battery system power, kW 200 
Pack power to energy ratio 3 
Pack charging time for 80% ΔSOC, min 56 
Cell capacity inadequate if X 
 
Positive electrode thickness, µm 120 
Positive electode areal capacity, mAh/cm² 8 
Negative electrode areal capacity, mAh/cm² 8 
Cell capacity, Ah 40 
Module mass, kg 11 
Number of cells per pack 400 
Nominal battery system voltage (OCV at 50% SOC), V 375 
Cost of pack to OEM, $ 7,885 
Pack total mass, kg 292 
Pack volume, L 180 
Total cost of cells, $/kWh 97 
Cost of cells, $/kWhUse 115 
Extra cost of meeting fast charging requirements, $ NA 
Production volume, packs per year 100,000 





Additional Optional Criticality Metrics:  
 
The C-Score metric, the concept for which is taken from ecology, where “C-Score” is defined as 
representing non-co-occurrence or the likelihood of species to not coexist together [38, 39]. In terms of 
materials, we define this metric as the percentage of the material being considered that is mined as 
byproducts of other materials, or the percent of production that is not from that material being mined as 
the primary material. For example while manganese may be very “byproduct like” according to its BPI 
score when it is mined as a byproduct of iron (which has a very high production volume), it is actually 
only mined as a byproduct 3% of the time [40]. This gives it a very desirable (low) “C-Score” of 3%.  





Equation S1: The criticality reduction potential substitution metric of C-Score. 
 
The byproduct economic ratios measure the differential between the byproduct material being 
considered and its parent material. For both the ore grade economic ratio described in Equation S2 and the 
production economic ratio described in Equation S3 a larger value would indicate greater criticality as a 
larger price difference and smaller grade or production ratio would indicate a more byproduct-like 
material. For example, cobalt, due to its high price and low ore grade and production compared to its 
parent materials copper and nickel, would have relatively high score for both the economic/ore grade and 
economic/production ratios. 






𝑂𝑟𝑒 𝐺𝑟𝑎𝑑𝑒 𝑜𝑓 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑖







Equation S2: Economic to ore grade ratio metric  
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Survey Questions:  
 
Critical Material Substitution - The Decision-Making Process 
 










Q3 Which of the following best describes your affiliation: 
o Academic  (1)  
o Government  (2)  
o National Laboratory  (3)  






Q4 Which of the following areas is your work focused on? (Please select all that apply)  
▢ Electronics  (1)  
▢ Energy production and storage  (2)  
▢ Defense technologies  (3)  
▢ Automotive  (4)  
▢ Healthcare technologies  (5)  





Q5 Who in your organization handles your material purchasing? 
o Purchasing Department  (1)  
o Material Scientist  (2)  
o Manufacturing Department  (3)  




Q6 Is this the same person or group that handles material substitution decisions?  
o Yes  (1)  
o No  (2)  
o It depends (please explain)  (3) ________________________________________________ 
 





Q7 If you answered NO to the previous question, then who makes material substitution decisions at your 
organization?  
o Purchasing Department  (1)  
o Material Scientist  (2)  
o Manufacturing Department  (3)  
o Customer  (4)  




Q8 Does your organization predict material trends or utilize material forecasts from third parties? 
o Yes  (1)  
o No  (2)  




Q9 If you answered YES in the previous question, based on those forecasts or predictions does your 
organization utilize stockpiling strategies to vary the amount of surplus material kept in stock? 
o Yes, consistently  (1)  
o Yes, rarely  (2)  
o No  (3)  






Q10 Does your organization have long term material supply contracts? 
o Yes, 5+ years  (1)  
o Yes, 1-5 years  (2)  




Q11 Does your organization typically have multiple suppliers for each material?  
o Yes, 3+  (1)  
o Yes, 2  (2)  




Q12 What sources does your organization consult for updates or information on raw materials in terms of 




Q13 What information on materials does your organization review regularly? (select all that apply) 
▢ Material Price  (1)  
▢ Material Properties  (3)  
▢ Material Availability  (4)  
▢ Other (please list)  (5) ________________________________________________ 






Q14 Does your organization utilize any material selection software? 
o Yes (please list)  (1) ________________________________________________ 
o No  (2)  
 
Skip To: Q16 If Does your organization utilize any material selection software? = No 
 
 
Q15 If you answered YES to the previous question, does your organization use material selection 
software for initial material selection processes, for finding substitute materials, or for both? 
o Only in the initial material selection process  (1)  
o Only to make substitution decisions  (2)  




Q16 Is your organization involved in internal initiatives or projects that focus on the substitution of 
critical materials?  
o Yes  (1)  
o No  (2)  






Q17 How are substitution decisions made in your organization?   
o Standard operating procedure  (1)  
o Decision framework  (2)  
o Ad hoc basis  (3)  




Q18 Are you or others in your organization aware of any substitutes that already exist for your 
research/business area of interest?  
o Yes, we keep up to date on all new research  (1)  
o Yes, moderately aware of options  (2)  




Q19 What is the technological readiness level of the substitutes in your research/business area of interest? 
o Research and development stage  (1)  
o Prototype stage  (2)  
o Market ready  (3)  
o Unknown  (4)  






Q20 Are your substitute material choices made based solely on functionality and costs within your 
organization, or do you also consider external factors (such as growing demand in other markets, supply 
vulnerability, or environmental/political impact)? 
o Decisions based on functionality and cost only  (1)  




Q21 If your organization considers external factors, in what order would you rank the importance of those 
listed below from 1 (most important) to 5 (least important)? 
______ Growing demand in other markets (1) 
______ Supply vulnerability (2) 
______ Environmental concerns (3) 
______ Political concerns (4) 




Q22 Substitution decisions in your organization are primarily made... 
o Proactively based on supply/price forecasts or predictions  (1)  
o Reactively based on price changes or supply disruptions  (2)  












Q24 Would your organization primarily target new technology-level substitution or elemental-level 
substitutions? 
o Technology level  (1)  
o Elemental level  (2)  




Q25 Does your organization currently have, or has your organization previously had, the need to identify 
substitute materials?   
o Yes  (4)  
o No  (5)  












Q27 If your organization has implemented material substitutions, to what extent did the substitute 
material(s) provide adequate functionality? 
o Extremely adequate  (1)  
o Moderately adequate  (2)  
o Slightly adequate  (3)  
o Neither adequate nor inadequate  (4)  
o Slightly inadequate  (5)  
o Moderately inadequate  (6)  




Q28 If your organization has previously substituted materials did the substitution process lead to cost 
increases? 
o Yes  (1)  
o No  (2)  




Q29 If your organization has implemented material substitutions, have there been any concessions made 







Q30 When considering a new potential substitute material, how does your organization rank the following 
factors?  1 should represent the most important factor and 10 should represent the least important factor. 
______ Cost (1) 
______ Functionality, thermal (2) 
______ Functionality, mechanical (3) 
______ Functionality, optical (4) 
______ Functionality, electrical (5) 
______ Toxicity (8) 
______ Criticality (9) 
______ Customer perception (10) 
______ Environmental impacts (11) 




Q31 Would you or someone else in your organization be willing to be contacted about a more in-depth 
interview regarding a specific case study? 
o Yes  (1) ________________________________________________ 






*These are the original responses to the survey sent out as described in Chapter 4 with the exception of 
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(1) Research conducted in established or commonly accepted educational settings, involving normal educational 
practices, such as (a) research on regular and special education instructional strategies, or (b) research on the 
effectiveness of or the comparison among instructional techniques, curricula, or classroom management 
methods. 
 
(2) Research involving the use of educational tests (cognitive, diagnostic, aptitude, achievement), survey 
procedures, interview procedures or observation of public behavior, unless: (a) information obtained is 
recorded in such a manner that human subjects can be identified, directly or through identifiers linked to the 
subjects; and (b) any disclosure of the human subjects’ responses outside the research could reasonably place 
the subjects at risk of criminal or civil liability or be damaging to the subjects’ financial standing, 
employability, or reputation. If the subjects are children, this exemption applies only to research involving 
educational tests or observations of public behavior when the investigator(s) do not participate in the 
activities being observed. [Children are defined as persons who have not attained the legal age for consent to 
treatments or procedures involved in the research, under the applicable law or jurisdiction in which the 
research will be conducted.] 
 
(3) Research involving the use of educational tests (cognitive, diagnostic, aptitude, achievement), survey 
procedures, interview procedures or observation of public behavior that is not exempt under section (2) 
above, if the human subjects are elected or appointed public officials or candidates for public office; or 
federal statute(s) require(s) without exception that the confidentiality of the personally identifiable 
information will be maintained throughout the research and thereafter. 
 
(4) Research involving the collection or study of existing data, documents, records, pathological specimens, or 
diagnostic specimens, if these sources are publicly available or if the information is recorded by the 
investigator in a manner that subjects cannot be identified, directly or through identifiers linked to the 
subjects. 
 
(5) Research and demonstration projects which are conducted by or subject to the approval of department or 
agency heads, and which are designed to study, evaluate, or otherwise examine: (a) public benefit or service 
programs; (b) procedures for obtaining benefits or services under those programs; (c) possible changes in or 
alternatives to those programs or procedures; or (d) possible changes in methods or levels of payment for 
benefits or services under those programs. 
 
(6) Taste and food quality evaluation and consumer acceptance studies, (a) if wholesome foods without additives 
are consumed or (b) if a food is consumed that contains a food ingredient at or below the level and for a use 
found to be safe, or agricultural chemical or environmental contaminant at or below the level found to be 
safe, by the Food and Drug Administration or approved by the Environmental Protection Agency or the Food 
Safety and Inspection Service of the US Department of Agriculture. 
 
 
No Greater than Minimal Risk – The probability and magnitude of harm or discomfort anticipated in the 
research is no greater than those ordinarily encountered in daily life or in the performance of routine physical 
and psychological examinations or tests. 
 
 
Greater than Minimal Risk – The probability and magnitude of harm or discomfort anticipated in the research is 
greater than those ordinarily encountered in daily life or in the performance of routine physical and 
psychological examinations or tests. 
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Human Subjects Research - Definitions 
Anonymity – Anonymity offers the best insurance that disclosure of subjects’ responses will not occur. Research  
data that is anonymous contains no information that would link the data to the individual who provided 
the information. 
 
Confidentiality – Confidentiality refers to (a) identifiable data (some information about a person that would permit 
others to identify the specific person, such as a non-anonymous survey, notes or a videotape of the person) and  
(b) agreements about how those data are to be handled in keeping with respondents’ interest in controlling the 
access of others to information about themselves. The two critical elements of this definition of confidentiality 
indicate the critical role of informed consent, which states how the researcher will control access to the data 
and secures the respondent’s agreement to participate under these conditions. 
 
Child (Definition of) and Use of Children in Research - Children are defined as persons who have not attained 
the legal age for consent to treatments or procedures involved in the research, under the applicable law or 
jurisdiction in which the research will be conducted. In New York State, a person age 18 is considered an adult 
and can provide consent without parental permission. However, some students at RIT are under age 18. To use 
children (individuals under the age of 18 years) in research, you must first obtain the permission of the 
parent(s) and then obtain assent from the child. 
 
Human Subjects - The regulations define human subject as “a living individual about whom an investigator 
(whether professional or student) conducting research obtains (1) data through intervention or interaction with 
the individual, or (2) identifiable private information.” (1) If an activity involves obtaining information about a 
living person by manipulating that person or that person’s environment, as might occur when a new 
instructional technique is tested, or by communicating or interacting with the individual, as occurs with surveys 
and interviews, the definition of human subject is met. (2) If an activity involves obtaining private information 
about a living person in such a way that the information can be linked to that individual (the identity of the 
subject is or may be readily determined by the investigator or associated with the information), the definition of 
human subject is met. [Private information includes information about behavior that occurs in a context in which 
an individual can reasonably expect that no observation or recording is taking place, and information which has 
been provided for specific purposes by an individual and which the individual can reasonably expect will not be 
made public (for example, a school health record).] 
 
Informed Consent – Informed consent is a process by which individuals learn about a study – the substantive issue 
investigated, participation demands (including time expenditure, types of activities), participant rights 
(voluntariness, confidentiality), risks, benefits, costs/compensation, contacts if further questions arise, etc. There 
are multiple ways to convey these elements of consent: by written document, oral presentation with script, oral 
presentation without script. In addition, there are various ways to document consent: written signature of the 
participant, written indication of participant’s study identification number, oral recording of consent, oral 
consent documented by the investigator. In addition, sometimes it is important to obtain separate consent for the 
use of photographs or videotaped images. The different ways to obtain consent include: 
 
(1) Written consent with written documentation by participant. 
(a) formal style (for study involving mothers and children) 
(b) informal style 
(c) formal style for at-risk population 
(2) Written consent with written indication of participant’s study identification number. 
(3) Written consent without documentation (for no/minimal risk survey studies). 
(4) Oral presentation with script with oral consent documented by the investigator. 
(5) Oral presentation with script without documentation (includes contact card).  
(6) Oral presentation without script without documentation (provides rationale for request for waiver of written 
documentation and indicates what will be said).  




▪ Describe the proposed involvement of human subjects in your project.  
▪ Describe the characteristics of the subject population, including their anticipated number, age range, and health status.  
▪ Identify the criteria for inclusion or exclusion of any subpopulation.  
▪ Explain the rationale for the involvement of special classes of subjects. 
 
Research Activity - The ED Regulations for the Projection of Human Subjects, Title 34, Code of Federal 
Regulations, Part 97, define research as “a systematic investigation, including research, development, testing 
and evaluation, designed to develop or contribute to generalizable knowledge.” If an activity follows a 
deliberate plan whose purpose is to develop or contribute to generalizable knowledge, such as an exploratory 
study of the collection of data to test a hypothesis, it is research. Activities which meet this definition constitute 
research whether or not they are conducted or supported under a program which is considered research for 
other purposes. For example, some demonstration and service programs may include research activities. 
 
Risks in Research – As with any activity, there is potential for harm in the social and behavioral sciences – from 
inconvenience or embarrassment to stigma or legal or economic consequences. Typically, however, in these 
sciences both the potential harms and the risks of them are minimal and not of the type routinely being assessed 
in biomedical research. Much of the risk relates to disclosure of the identity of human subjects or the 
information they provide; thus, considerable effort in these sciences is devoted to safeguarding subjects’ privacy 
and the confidentiality of the data they provide even when the information has no or minimal potential for harm. 
 
Minimal risk means that the probability and magnitude of harm or discomfort anticipated in the research are not greater 
in and of themselves than those ordinarily encountered in daily life or during the performance of routine physical or 
psychological examinations or tests. “Risk” refers to a probability that some harm will occur.  
“Harm” refers to a specific outcome(s) or event(s) – and can be inconvenience, physical, psychological, social, 
economic, or legal in nature. If human subjects are exposed to a degree of harm roughly equivalent to what 
one would expect in the course of daily life or in the course of routine tests and examinations, then “minimal 
risk” applies. 
 
Sources of Materials  
▪ Identify the sources of research material to be obtained from individually identifiable living human subjects in the 
form of specimens, records, or data.
  
▪ Indicate whether the material or data will be obtained specifically for research purposes or whether use will be made 






Currently, the only methods available for evaluating substitutes for materials are qualitative and do not 
consider the context dependent functionality of products and their applications. This is a key challenge 
for firms using critical materials in clean energy technologies as substitution is an important strategy to 
deal with supply disruptions. The objectives of this work are to 1) better understand how firms and 
researchers make substitution decisions, and 2) use this information to develop a novel, dynamic 
framework for understanding critical material substitutes that integrates functional equivalents, the 
criticality of equivalents, and their commodity price volatility. Information on how firms are currently 
making substitution decisions will be gathered through a series of interviews and surveys. Methodologies 
from life-cycle assessment, commodity market modeling, material selection, and supply chain logistics 
will be synthesized to create a framework based on the findings from our surveys and interviews. 
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The following consent information will be emailed to the subjects prior to them continuing with the survey 
questions or given to the subject in person prior to the in-person interview. Italicized and Bold statements 
have been included here for IRB review purposes. 
 
1) A sentence that the study involves research and explains the purpose of the study;  
5) A description of any possible benefits to the subject, or society, from the study; 
 
The goal of this study is to understand how critical material substitution decisions are being made in 
industry in order to inform better decisions through the creation of a framework. 
 
2) A description of what you will be asking the subject to do and how much time they will spend 
participating in the study; 
 
To characterize your motivation to participate in this study, we are going to ask you some questions about 
your company’s policies regarding material substitution and in particular the decision-making process. 
These questions will take approximately 20-30 minutes, total. 
 
4) A description of any anticipated risks, harms, discomforts, and inconvenience for the subject; 
 
You will only experience minimal risks which you would experience on a normal day. 
 
9) A statement that taking part in the study is voluntary, and there will be no penalty or loss of benefits 
if they don’t want to participate. 
 
10) A statement that they can stop participating at any time, and there will be no penalty or loss of benefits 
if they decide to stop. If necessary, include information that alerts subjects to any consequences to them 
should they withdraw while dependent on some intervention to maintain normal function. 
 
Your participation in this study is completely voluntary. You are under no obligation to participate and 
choosing not to participate will not affect your relationship with RIT. You may choose to not answer 
questions or withdraw from participation at any time. You may choose to not be a part of any media we do 





11) Name and phone number or email of the person(s) the subject can contact if they have any 
questions about the study of if there is a research-related injury or adverse event; 
 
12) Name and email of the HSRO Associate Director if they have any questions about their rights or if 
there is an adverse event. 
 
Any questions? If you have concerns or problems about your participation in this study or about your rights 
as a research subject, please contact Heather Foti at: 
 
Human Subjects Research Office (HSRO) Bldg 87, 2nd Floor Administrative Services Building/Innovation 
Center, Suite 2400, Rochester Institute of Technology, Rochester, NY 14623 
 
If you have questions about the study itself, please contact Dr. Gabrielle Gaustad by telephone at 607-871-




If I agree what does it mean? This is a consent form. By selecting “Yes, I agree to participate”, 
you agree that: You are over the age of 18. You have read and understand the above information. 
You agree to participate in this survey. You can change your mind and stop at any time without 
penalty. Print this information to keep for your records if you wish. 
 
 
The following items are not applicable. 
 
3) If appropriate, an explanation if any of the procedures are experimental; 
 
4) If appropriate, a disclosure of any alternative procedures or treatments instead of the 
study that would be helpful; 
 
5) If appropriate, a description of any compensation or medical treatments available if the 
subject is injured while participating in the study; 
 



















In-Person Interview Topics: 
 
1) How do you handle your material purchasing? Do you predict material trends or production 
trends and stockpile? Do you have long term contracts? Do you have multiple suppliers for 
each material? 
 
2) What sources do you consult for updates or information on raw materials in terms of 
availability, pricing, or material properties for substitution? 
 
a. What information in particular are you looking to obtain from those sources (price, 
availability, suppliers, forecasts, etc.).  
3) Do you utilize any material selection software?  
a. If so, which one?  
b. If so, is it used in finding substitutes or only in initial material selection processes?  
4) Are you involved in initiatives/projects that target the substitution of critical materials? 
 
5) Are substitution decisions made using any type of standard operating procedure or framework 
or are they made on an ad hoc basis?  
6) Are you aware of any substitutes that already exist for your research/business area of interest? 
 
a. If so, what is the technology readiness level of those substitutes (R&D stage, 
prototype stage, market readiness)? 
 
7) Are your substitute material choices made based solely on functionality and costs within your 
organization, or do you also consider external factors (such as growing demand in other 
markets, supply vulnerability, or environmental/political impact)?  
a. If you consider external factors in what order would you rank their importance?  
i. Growing demand in other markets  
ii. Supply vulnerability (general/overall)  
iii. Environmental concerns  
iv. Political concerns  
v. Resource scarcity 
 
8) Are your substitution decisions made proactively based on forecasts and supply/price 
predictions or reactively to price changes or supply disruptions?  
9) What would be a trigger for you to scout for or develop alternative technologies / substitutes for 
new product developments? Would you primarily target new technologies or elemental level 
substitutions and why?  
10) Why do you (or have you in the past) needed to identify substitute materials? 
 
11) Are you able to provide examples of materials that have been previously substituted 
out of your processes (either partially or fully)? If so, which materials are they?  
a. If so, what materials were able to provide adequate substitution?  
b. Did the substitution process lead to intermediate cost increases? 
 
c. Did they final product with a newly substituted material meet the same cost, 
functionality, and toxicity metrics as the original? If not, what was conceded? 
 
12) Rank the following aspects in order of importance when comparing a new potential substitute 
material to the original material.  
i. Cost  
ii. Functionality  
1. Thermal  
2. Mechanical  
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3. Optical  
4. Electrical  
5. Strength  
6. Elasticity  
iii. Toxicity 
iv. Criticality  
v. Costumer perception  
vi. Corporate Social Responsibility  
1. Environmental impacts  




Written Survey Questions: 
 
Please answer each question to the best of your knowledge and as completely as possible. We 
appreciate your participation in this survey. 
 
1) Who in your organization handles your material purchasing? 
 
a. Is it the same entity that handles material substitution decisions? If not, then who 
makes substitution decisions at your organization?  
2) Do you predict material trends or utilize material forecasts?  
a. If so, based on those forecasts or predictions do you utilize stockpiling strategies?  
3) Do you have long term contracts?  
a. If so what is the approximate length of those contracts?  
4) Do you have multiple suppliers for each material? 
 
5) What sources do you consult for updates or information on raw materials in terms of 
availability, pricing, or material properties for substitution?  
6) What information on materials do you research?  
7) Do you utilize any material selection software?  
a. If so, which one?  
b. If so, is it used in finding substitutes or only in initial material selection processes?  
8) Are you involved in initiatives/projects that target the substitution of critical materials? 
 
9) Are substitution decisions made using any type of standard operating procedure or framework 
or are they made on an ad hoc basis?  
10) Are you aware of any substitutes that already exist for your research/business area of interest? 
 
a. If so, what is the technology readiness level of those substitutes (R&D stage, prototype 
stage, market readiness, etc.)?  
11) Are your substitute material choices made based solely on functionality and costs within your 
organization, or do you also consider external factors (such as growing demand in other 
markets, supply vulnerability, or environmental/political impact)? 
 
a. If you consider external factors in what order would you rank the importance of those 
listed below from 1 (most important) to 5 (least important)?  
i. Growing demand in other markets  
ii. Supply vulnerability  
iii. Environmental concerns  
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iv. Political concerns  
v. Resource scarcity 
 
12) Are your substitution decisions primarily made proactively based on forecasts and 
supply/price predictions or reactively to price changes or supply disruptions?  
13) What would be a trigger for you to scout for or develop alternative technologies / or substitute 
materials?  
14) Would you primarily target new technologies or elemental level substitutions and why?  
15) Why do you (or have you in the past) needed to identify substitute materials? 
16) Are you able to provide examples of materials that have been previously substituted out of 
your processes (either partially or fully)? If so, which materials are they?  
a. If so, what materials were able to provide adequate substitution?  
b. Did the substitution process lead to intermediate cost increases? 
 
c. Did they final product with a newly substituted material meet the same cost, 
functionality, and toxicity metrics as the original? If not, what was conceded? 
 
17) Rank the following aspects in order of importance when comparing a new potential substitute 
material to the original material, 1 being most important to 14 being least important.  
i. Cost  
ii. Functionality  
1. Thermal  
2. Mechanical  
3. Optical  
4. Electrical  
5. Strength  
6. Elasticity  
iii. Toxicity  
iv. Criticality  
v. Costumer perception  
vi. Corporate Social Responsibility  
1. Environmental impacts  
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