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Abstract 
In this paper we studied the computer automatic scoring for English discourse oral reading. According to the view 
and guidelines of manual scoring, we analyzed the voices from oral reading with speech recognition technology, and 
extracted the series of features including reading completeness features, pronunciation accuracy features and fluency 
features for evaluation. We mapped these features to scores by SVM regression. In the testing of English discourse 
oral reading for 4000 middle school students, in which the materials of 3200 students were used to train and the rest 
of 800 students to test, we got a good result that the difference between average machine score and reference score is 
1.18, while the difference between average human score and reference score is 1.31. The experience result shows this 
system can be used in practice. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
In China, more and more provinces have added the oral English test in entrance high middle school 
test. Due the shortage and high cost of human teacher scorers, manual evaluation has been difficult to 
meet the needs of large scale evaluation. Machine scoring is a good solution to this problem, machine 
scoring has the strengths of objective, consistency and batch processing, and the cost of the hardware and 
the software are much lower than the cost of human scoring. In the current oral English test in China, a 
part of the test is reading aloud. In this part, students are required to read aloud a passage of about 100 
words. The scoring system loads the speech file and the reference text, and then the system outputs a 
score in 0 to 5. The computer scoring must follow the human teacher's scoring metrics.  
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Currently, there are many research institutes studying on automatic scoring. Zechner [1] researched 
automatic scoring in TOEFL exam. They used speech recognition approach to extract a number of 
scoring features. Huang et al [2] presents methods to evaluate the reading fluency without evaluate other 
reading quality indicators. Audhkhasi et al [3] extracted and analyzed formant to detect filled pauses. 
Based on the current research results, we designed machine scoring method following the human scoring 
metrics. The scoring method was a simulation of human scoring, which was scored from the 
completeness, pronunciation and fluency. 
2. Methods of Automatic Scoring 
2.1. System overview 
The scoring system was based on the speech recognition frameworks. The silence in the begin and the 
end of the training speech was cut off, and then the waveform was converted to a sequence of Perceptual 
Linear Prediction (PLP) [4], which was then fed into the decoder and was forced aligned with the 
reference grammar network. The formant was also extracted. The result of forced alignment provided the 
time points of each phones, and then we calculate Phone Log-Posterior Probability (PLPP) [5] to evaluate 
the reading pronunciation quality. By analyzing the phone time points from forced alignment, PLPP and 
formant curve, the scoring features were extracted. We use the scoring features and the corresponding 
human scores to train support vector machine (SVM) regression model. We use the SVM model to score. 
To score, the scoring features from the testing data were extracted following the same workflow of 
training. Then the machine score was retrieved by regression with the SVM model. Finally we took 
Cumulative Distribution Function (CDF) matching to get the final score. 
2.2.  Completeness Evaluation 
Currently, the mainstream pronunciation quality assessment techniques are based on Hidden Markov 
Model (HMM) speech recognition [6]. As the text is known, forced alignment can be used of decoding to 
the reading speech. Generally the decoding network of forced alignment is constructed of the word series 
in the reference text. But in the real testing, the students often added some unpredictable error 
pronunciations to the speech. Sometimes the students replaced some words by wrong pronunciations 
because they did not understand those words. They also missed one or more words sometimes. In order to 
match those pronunciation phones more complex network was required. In this paper, we used a more 
complex decoding network structure to describe those pronunciation phones. 
We trained an Acoustic Model (AM) including seven filler phones. The filler phones and silence 
phone were paralleled as a cycle network named FillerNet, which was to describe any unknown length 
and unknown words pronunciation and a long silent pause. The FillerNet was also paralleled with a skip-
able short pause (SP) to make the FillerNet be option. The network was named a FillerNet Unit. 
In this paper, each word in the reference was connected with two FillerNet Units in series and parallel, 
shown in Fig.1. The FillerNet Unit which connected with the word in series was names as Insertion 
FillerNet, and the FillerNet Unit which connected with the word in parallel was names as Substitution 
FillerNet. The filler phones and SP in the Insertion FillerNet were used to detect insertion error and 
silence pause; the filler phones in the Substitution FillerNet were used to detect substitution error; the SP 
in the Substitution FillerNet were used to detect deletion error. 
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Fig .1 Improved Forced Alignment Network 
2.3. Pronunciation Evaluation 
The result of the forced alignment is the time points and phone sequence which contain the correct 
word phones, filled phones, silence phones and pause phones. For each correct word phones, we use the 
PLPP [5] as the pronunciation quality measurement. PLPP is an absolute measurement describing how 
close the utterance is to the standard pronunciation. We calculated the average of each phone's PLPP of 
the reading text, and then the average PLPP was mapped to pronunciation quality score. For the phones 
marked as substitution, we set them a small PLPP value because substitution phones were pronounced 
error obviously. For the phones marked as insertion and silence and pause, we did not calculate PLPP for 
them.  
2.4. Fluency Evaluation 
If the pronunciation was not fluency, it will cause some phone pronunciations were too long, while 
some phone pronunciations were too short, which do not meet the standard pronunciation length 
distribution. Whether the phone durations were correct is an important indicator to evaluate the reading 
fluency. In order to evaluate it, we use Gaussian Mixture Models (GMM) to model standard phone 
lengths. We chose a number of standard pronunciation data to train GMM [7] with the phone durations. In 
assessment, the cumulative probability calculated with the GMM was used as the scoring feature. The 
cumulative probability was calculated as Eq.1: 
,                                                          (1) 
where N is the number of the phones, p(di|pi)  is the probability of the i-th phone whose normalized 
duration was ndi. The normalized duration was calculated by using the phone duration divide the word 
duration.   
3. Experiments 
3.1. Corpus and Performance indicators 
The corpus was collected from 4000 junior high school Grade three students, in which 60% are males, 
the other are females. Each student was required to read a passage with about 120 words. The hard level 
of the passage was corresponding to the English Textbook of Grade three students. The speeches were 
recorded in 8k sample rate and 16bit wav format.  To make sure the human score was accuracy enough, 
we engaged four English teachers to score for each student.  
The scoring accurate was measured by three indicators: the Average Scoring Absolute Difference 
(ASAD), the Recall Rate (RR) and the Correlation Coefficient (CC). The Scoring Absolute Difference 
(SAD) is the difference between the testing score and the reference score. The ASAD is the average 
absolute value of SAD. The RR evaluates the rate of items whose SAD was larger than a threshold. The 
CC is the correlation coefficient between the testing scores and the reference scores.  
1
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3.2. The accuracy of machine scoring 
The 80% data was used to train and the other data was used to test. The result was the average of the 
result of five-fold cross-validation. The human score was the average of the scores from the four human 
teachers.
First we test the feature of Pronunciation Evaluation. After SVM regression, the machine score was 
compared with the reference score. The test result is shown as Table.1: 
We used the filler network to detect repeat reading, skip reading and gross wrong reading, the test 
result is shown in Table.2, where the “Combination of {#a,#b,…}” means use multi-dimensions features 
consist of {#a,#b,…} in SVM regression. 
Table.1 Scoring Performance of Pronunciation Evaluation 
Feature Index Feature description ASAD RR CC 
#1 PLPP 0.688 0.156 0.7811 
Table.2 Scoring Performance of Completeness Evaluation 
Feature Index Feature description ASAD RR CC 
#2 Correct word number 0.703 0.165 0.7719 
#3 Insertion words number 1.134 0.394 0.2317 
#4 Deletion words number 1.051 0.326 0.3879 
#5 Substitution words number 0.811 0.202 0.6837 
#6 Combination of {2,3,4,5} 0.677 0.155 0.7837 
#7 Combination of {1,6} 0.631 0.129 0.8117 
According Table 2, the scoring performance of the combination of the four features was similar to the 
PLPP feature. Within the four features, because of the frequency of skip reading and gross wrong reading 
was far less than repeat reading, the performance of feature #3 and #4 was worse than #2 and #5.  
Table.3 is the test result of fluency features. According the result, the GMM-based duration cumulative 
probability features contributes most, which achieved a 0.80 CC even be used alone. The GMM was 
trained by huge data, the duration cumulative probability reflects whether the student can master the 
phone duration in reading. Therefore, this feature has a strong descriptive. 
Table.3 Scoring Performance of Fluency Evaluation 
Feature Index Feature description ASAD RR CC
#8 Duration cumulative probability 0.660  0.138 0.8005 
#9 Combination of {#1, #8}  0.127  0.121 0.8147 
Table.4 shows the result with all the three types of features. The largest contribution was from the 
fluency features. It is reasonable because normally fluency give a directly impression to scorers. 
According the result, using a combination of the pronunciation, fluency and completeness features 
performance better than using one of them alone 
Table.4 Scoring Performance of The Combined Feature 
Feature Index Feature description ASAD RR CC 
#1 Pronunciation Features  0.688 0.156 0.7811 
#6 Completeness Features 0.677 0.155 0.7837 
#8 Fluency Features 0.636 0.127 0.8101 
#14 Combination of {#1,#6,#12} 0.593 0.108 0.8294 
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This comparison of the final performance of machine scoring and the human scoring is shown in 
Table.5 below. In the indicators ASAD and RR, the machine scoring is better than human scoring. But the 
CC of machine scoring is less than human scoring. This result suggested the machine scoring is less 
accuracy than human in small score range but it is more hardly to make extraordinary failure than human 
scoring. 
Table.5 Final Performance 
 ASAD RR CC 
Machine Score 0.593 0.108 0.8294 
Human Score 0.658 0.142 0.8601 
4. Conclusion 
In all kinds of automatic scoring features, the fluency features provide more effective information than 
other features; especially the GMM-based duration cumulative probability features reflected the reading 
fluency effectively. The pronunciation and the completeness features are also necessary for scoring. From 
the experimental results, using a combination of the pronunciation, fluency and completeness features 
performance significantly better than using one of them alone. This study proved that the computer can be 
use for automatic scoring in middle level passage reading tests.  
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