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En las últimas décadas se ha producido un interés creciente por
el desarrollo de modelos psicométricos que tienen en cuenta los
Procesos Cognitivos (PCs) utilizados al resolver los ítems de un
test. Un ejemplo son los denominados modelos componenciales
(Embretson, 1999; Fischer, 1995; van der Linden y Hambleton,
1997). Estos modelos requieren: a) determinar la cantidad y orden
de los PCs implicados en la resolución de los ítems; y b) proponer
un modelo matemático que estime la probabilidad de acertar el
ítem según sus propiedades estructurales y el nivel de habilidad
del evaluado. 
Uno de los modelos componenciales más utilizados es el Mo-
delo Logístico Lineal de Rasgo Latente (LLTM) de Fischer
(1973). Es una extensión del modelo de Rasch, en el que se esta-
blecen restricciones lineales en los parámetros. La descomposi-
ción lineal del parámetro de dificultad para cada ítem se expresa
mediante:
(1)
Donde αk, con k= 1, …, p, son los llamados parámetros bási-
cos e indican la contribución de cada PC a la explicación de las di-
ficultades de los ítems; wik es el peso del PC k e indica si éste ha
de tenerse en cuenta para la resolución del ítem i; y c es una cons-
tante de normalización.
El LLTM fue desarrollado para analizar tests en los que se co-
noce la estructura de cada ítem en términos de los PCs necesarios
para su correcta resolución. La estructura cognitiva se refleja en la
denominada matriz de pesos (W) del siguiente modo: si el ítem i
requiere la operación k, wik= 1; en caso contrario, wik= 0. Por ello,
los wik dependen del diseño del ítem y se consideran fijos. Los va-
lores de αk se estiman a partir de W y de las respuestas de los su-
jetos mediante máxima verosimilitud condicional. A continuación
se estiman las dificultades mediante la ecuación (1), que serán usa-
das a su vez en el modelo de Rasch.
La aplicación correcta del modelo LLTM requiere tres tipos de
contrastes: 1) el ajuste previo al modelo de Rasch; 2) las restric-
ciones lineales de la ecuación (1) mediante el estadístico de la ra-
zón de verosimilitudes condicional CLR (Fischer y Ponocny-Seli-
ger, 1998); y 3) estudios de validación del modelo cognitivo,
representado formalmente en la matriz W. 
Apenas se han propuesto procedimientos para realizar estudios
de validación. Medina-Díaz (1993) propuso uno basado en técni-
cas de asignación cuadrática (QA), que evalúa la asociación entre
la matriz estructural C (que describe las relaciones entre los ítems
derivadas de la matriz W) y la matriz de proximidades Q (que con-
tiene las relaciones observadas entre los ítems). El principal in-
conveniente del método QA es que requiere información empírica
de qué operaciones se han aplicado en la solución de cada ítem, no
bastando con su solución final. 
Debido a estas dificultades, Dimitrov y Raykov (2003) propo-
nen el uso de modelos de ecuaciones estructurales (SEM) para el
contraste de las relaciones establecidas en la ecuación (1). El pro-
cedimiento que presentan es complementario y no alternativo,
pues mientras el estadístico CLR pone a prueba si la dificultad de
los ítems se descompone según la ecuación (1), el análisis SEM
evalúa si las relaciones observadas entre los ítems son compatibles
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con las relaciones expresadas en el modelo psicológico propuesto
para explicar cómo se resuelven.
El procedimiento de validación por SEM sigue los siguientes pa-
sos: 1) reducir la matriz W a la matriz S de subordinaciones cogni-
tivas. Un ítem Ij está subordinado a un ítem Ii si y solo si las opera-
ciones cognitivas requeridas para su correcta resolución son un
subconjunto propio de las operaciones requeridas por el ítem Ii. En
la matriz S, sij= 1 indica subordinación del ítem Ij al Ii; en otro caso,
sij= 0. 2) Representar gráficamente las subordinaciones definidas en
la matriz S. Cada ítem se representa con un círculo que denota la ha-
bilidad latente requerida para su correcta solución. Las flechas Ij al Ii
indican subordinación del ítem Ij al Ii. 3) Evaluar el ajuste del mo-
delo mediante los procedimientos de la metodología SEM.
Para el ítem i se asume que existe una variable latente continua
(ηi) que representa la habilidad requerida para su correcta solu-
ción. Existe también un valor del umbral de habilidad (τi) cuya su-
peración implica el acierto del ítem, de forma que: 
(2)
Partiendo de lo anterior, la ecuación estructural del modelo es: 
(3)
donde η es el vector de variables latentes que representan las ha-
bilidades para resolver los ítems, B es la matriz de relaciones en-
tre las habilidades y ζ el vector de residuales. 
Los parámetros β representan el grado en que la habilidad para
acertar un ítem está linealmente relacionada con la de otro(s)
ítem(s) subordinados a él. Por tanto, el enfoque SEM proporciona
una validación general de la estructura cognitiva y también de las
relaciones de subordinación entre ítems, indicando cuáles se pue-
den excluir o añadir. 
Además de aplicar la metodología SEM, Dimitrov y Raykov
proponen la triangulación, un procedimiento de validación que
consiste en comprobar que la dificultad de los ítems aumenta a
medida que se pasa de un ítem Ii a otro Ik (si Ii está subordinado a
Ik) pues al incrementarse el número de procesos involucrados, la
dificultad del ítem deberá ser mayor. 
Que sepamos, no se han realizado aplicaciones posteriores de
la metodología propuesta por Dimitrov y Raykov. En este trabajo
se aplican ambos procedimientos, SEM y triangulación, para ha-
cer un estudio de validación de la estructura cognitiva del test de
signos (Alonso y Olea, 1997). Real, Olea, Ponsoda, Revuelta y
Abad (1999) delimitaron 10 PCs para dicho test y estudiaron el
ajuste al modelo de Rasch y al modelo LLTM, encontrando una
elevada relación lineal (0.87) entre los parámetros de dificultad de
ambos modelos, aunque el estadístico CLR indicaba desajuste del
LLTM y 22 de los 66 ítems no ajustaban al modelo de Rasch.
Asimismo, dicho estudio no planteaba la validación de la estruc-
tura cognitiva propuesta. 
El objetivo del presente trabajo es proponer una estructura cog-
nitiva para el test de signos y hacer un estudio de validación de la
misma, aplicando el enfoque SEM. En primer lugar, se hace un es-
tudio de validación de una estructura propuesta por Real et al. Da-
do que dicha estructura no es plausible, se propone una nueva es-
tructura y se lleva a cabo su estudio de validación mediante el
enfoque SEM y la triangulación. 
El test de signos: delimitación de la estructura cognitiva
El test de signos consta de 66 ítems de forma a*b= c, donde *
es una de las cuatro operaciones básicas (suma, resta, multiplica-
ción y división) y a, b y c son números enteros positivos y negati-
vos de uno o dos dígitos. El test consta de 24 ítems de sumas, 24
de restas, 9 de productos y 9 de divisiones. El formato de respues-
ta es de «sentencia-verificación» (el niño ha de identificar la co-
rrección o incorrección del resultado ofrecido). 
En primer lugar se aplicó la metodología SEM al modelo pro-
puesto por Real et al. Para ello, se utilizaron los datos y las especi-
ficaciones que se exponen en el apartado «Método». No fue posi-
ble llegar a una solución convergente según el criterio de Jöreskog
(1967): «que la solución converja en las 250 primeras iteraciones»
(p. 460). Puesto que las relaciones de subordinaciones entre ítems
planteadas en dicho modelo no son plausibles se decidió plantear
un nuevo modelo. Para establecer los procesos se recurrió al análi-
sis sistemático las operaciones básicas con números enteros (Ka-
mii, 1989; Maza, 1991, 1999), se realizaron entrevistas a profeso-
res de matemáticas y se revisaron materiales curriculares.
Algunos autores usan el concepto «hechos numéricos» para re-
ferirse a las operaciones básicas que se enseñan en Educación Pri-
maria (Maza, 1991; 1999). Siendo a y b números naturales, el «he-
cho aditivo», (a+b), se aprende paralelamente al «hecho
sustractivo», (a-b, con a>b). A continuación se introduce el «he-
cho multiplicativo» (a×b), que se enseña como una extensión de la
suma, pero se aplica mediante la memorización de tablas de mul-
tiplicar; y, finalmente, el «hecho divisivo» (división exacta con
una sola cifra en el divisor: a/b= c, con a>b), que consiste en con-
vertir el cociente en el correspondiente producto (b×c= a).
Cuando se han afianzado las operaciones con números naturales
se introducen las operaciones con números enteros. El proceso de
enseñanza de la suma con enteros comienza con el concepto de or-
den, con la utilización de la recta y la noción de valor absoluto.
Cuando el alumno maneja dichos conceptos se introduce la suma
con números de igual signo con la instrucción: «se suman las can-
tidades y al resultado se le antepone el mismo signo de los núme-
ros implicados», que se plasma en que el resultado de sumar dos
positivos siempre es positivo, y el de dos negativos, negativo. La
suma con números de diferente signo se enseña con la instrucción:
«se resta el número de menor cantidad al de mayor cantidad y al re-
sultado se le pone el signo del número de mayor cantidad». La res-
ta entre números enteros se enseña utilizando el concepto de «in-
verso aditivo». Sea cual sea el signo de b, se debe cambiar su signo,
cambiar el operador de resta por el de suma y resolver la suma. Por
ejemplo: (-8)-(-3)= (-8)+(3)= (-5). La multiplicación y la división
con enteros se enseña con la instrucción: «el producto de dos nú-
meros positivos es siempre positivo; el de dos negativos, positivo;
y el de uno positivo con uno negativo, negativo». Derivado del aná-
lisis anterior, la tabla 1 presenta los ocho PCs que se proponen. 
El siguiente paso consiste en la obtención de las matrices W y
S. Dimitrov y Raykov aplicaron el SEM a un test de 15 ítems di-
cotómicos. En su estudio cada ítem requería un conjunto de pro-
cesos distinto al de los demás, de ahí que la estructura teórica es-
tableciera relaciones entre ítems individuales. En nuestro caso,
puesto que hay ítems que comparten los mismos PCs, se decidió
aplicar el denominado «item parceling» (Kishton y Widaman,
1994), que consiste en formar grupos de ítems tomando como pun-
tuación la suma de las puntuaciones en sus ítems, y aplicar el aná-
lisis SEM a dichos grupos en lugar de a los ítems individuales. Es-
n = Bη + ζ
Xi = 1, si ηi ≥ τi y Xi = 0, si ηi ≤ τi
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te procedimiento sólo se justifica cuando los grupos tienen senti-
do teórico y sus ítems son unidimensionales. Según esto, hemos
obtenido que los 66 ítems dan lugar a 11 grupos de ítems unidi-
mensionales (véase última columna de la tabla 2) que tienen sen-
tido teórico puesto que requieren los mismos procesos.
La parte superior de la tabla 2 contiene la matriz W, que mues-
tra los procesos requeridos por cada grupo de ítems. Como ilus-
tración, el ítem 55, (-8)+(-5)= -3, que pertenece al grupo G2, cuya
respuesta ofrecida es incorrecta, requiere aplicar el PC1 (suma) y
el PC7 (signo negativo). El ítem 52, (6)+(2)= 8, que pertenece al
grupo G1, requiere aplicar sólo el PC1. Por tanto, sus PCs son un
subconjunto propio de los del ítem 55 y está subordinado a él. La
matriz S muestra las subordinaciones entre los grupos de ítems
(véase parte inferior de la tabla 2). Por ejemplo, s21= 1 indica que
los ítems del grupo G1 están subordinados a los del grupo G2.
Las relaciones de subordinación entre grupos de ítems defini-
das en la matriz S aparecen expresadas gráficamente en la parte
superior de la figura 1. Como puede verse, hay dos casos inde-
pendientes de relaciones entre grupos de ítems de suma y resta: el
caso 1, con subordinaciones entre cuatro grupos de ítems; y el ca-
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Tabla 2
Matriz W y matriz S para los grupos de ítems
Características Matriz W T
PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8
G1 (a)+(b) 1 0 0 0 0 0 0 0 0.86
G2 (-a)+(-b) 1 0 0 0 0 0 1 0 0.95
G3 (-a)+(b), (a)+(-b)  a>b 0 1 0 0 1 0 1 0 0.99
G4 (-a)+(b), (a)+(-b)  a<b 0 1 0 0 1 1 1 0 0.96
G5 (a)-(b)   a>b 0 1 0 0 0 0 0 0 0.99
G6 (-a)-(-b)   a>b 0 1 0 0 1 0 1 1 0.99
G7 (-a)-(-b),  (a)-(b)   a<b 0 1 0 0 1 1 1 1 0.94
G8 (-a)-(b) 1 0 0 0 0 0 1 1 0.99
G9 (a)-(-b) 1 0 0 0 0 0 0 1 0.99
G10 (-a)x(b),(a)x(-b),(-a)x(-b) 0 0 1 0 0 0 1 0 0.95
G11 (-a)/(b), (a)/(-b), (-a)/(-b) 0 0 0 1 0 0 1 0 0.98
Matriz S
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11
G1 0 0 0 0 0 0 0 0 0 0 0
G2 1 0 0 0 0 0 0 0 0 0 0
G3 0 0 0 0 1 0 0 0 0 0 0
G4 0 0 1 0 1 0 0 0 0 0 0
G5 0 0 0 0 0 0 0 0 0 0 0
G6 0 0 1 0 1 0 0 0 0 0 0
G7 0 0 1 1 1 1 0 0 0 0 0
G8 1 1 0 0 0 0 0 0 1 0 0
G9 1 0 0 0 0 0 0 0 0 0 0
G10 0 0 0 0 0 0 0 0 0 0 0
G11 0 0 0 0 0 0 0 0 0 0 0
Donde T es el índice de unidimensionalidad de Tanaka ofrecido por NOHARM (Fraser, 1988)
Tabla 1
Procesos cognitivos
Operación Descripción del proceso
PC1 (Suma) Suma entre dos números naturales 
PC2 (Resta) Resta entre dos números naturales, con a > b
PC3 (Producto) Multiplicación entre dos números naturales 
PC4 (Cociente) División exacta entre dos números naturales 
PC5 (Identificación de mayor y menor en valor absoluto) Identificación del componente mayor en valor absoluto y planteamiento de la resta del menor al mayor
PC6 (Intercambio de componentes) Intercambio de posición entre a y b
PC7 (Signo del resultado) Determinación del signo positivo o negativo del resultado aplicando la correspondiente regla
PC8 (Conversión de resta en suma) Cambio del signo de b y del operador de resta por suma
so 2 con cinco. Los grupos G10 y G11 no aparecen representados
porque no tienen relaciones de subordinación con el resto de los
ítems, pues el test de signos no tiene multiplicaciones y divisiones
con números naturales. 
Validación de la estructura cognitiva propuesta mediante SEM
Método
Instrumento y participantes
El test de signos fue aplicado a una muestra de 221 alumnos de
7º de EGB y 1º de la ESO de tres colegios de Madrid.
Procedimiento
En primer lugar se realizó el análisis SEM para cada modelo
path planteado en la figura 1. El método de estimación empleado
fue WLS, que ajusta el modelo a la matriz de correlaciones poli-
córicas y requiere el cálculo de la matriz de covarianzas asintóti-
cas. Para la evaluación del ajuste del modelo, además del estadís-
tico chi-cuadrado de Pearson y su prueba de significación, se
emplea el criterio mixto de Hu y Bentler (1999): se considera buen
ajuste cuando el índice RMSEA <0.05 y el índice CFI >0.95. Tam-
bién se examinaron los residuos estandarizados. Los análisis SEM
se han realizado con los programas PRELIS 2 y LISREL 8.71. Pa-
ra propósitos de triangulación, se compara la proporción media de
aciertos en cada grupo de ítems.
Resultados
La tabla 3 incluye los estadísticos descriptivos, la matriz de co-
rrelaciones policóricas y la matriz de residuos estandarizados. 
Ajuste de los modelos SEM: la tabla 4 presenta los índices de
ajuste, los parámetros estimados en el modelo y sus respectivos
errores típicos (entre paréntesis). Como puede verse, ambos mo-
delos ofrecen índices de ajuste aceptables. En el caso 1, para obte-
ner un buen ajuste, ha sido necesario reespecificar el modelo aña-
diendo la correlación entre los errores de los grupos G2 y G9
(véase panel inferior izquierdo de la figura 1). Asimismo, sólo hay
dos residuos significativos: en el caso 1 el modelo predice mal la
covarianza entre los grupos G1 y G2 y en el caso 2 entre G4 y G5
(véase tabla 3). Dado que ambos modelos obtienen un ajuste acep-
table, es adecuado proceder a su interpretación.
En el caso 1 se aprecia una relación fuerte de subordinación
G9→G8, posiblemente debida a que ambos grupos requieren los
mismos procesos excepto el PC7. La relación G2→G8 es también
positiva y significativa, indicando que para resolver los ítems del
grupo G8 es importante la habilidad empleada en los ítems del
grupo G2. No han resultado significativas las relaciones G1→G2
y G1→G9. El grupo G1 está formado exclusivamente por ítems
del tipo (a)+(b), que han resultado muy fáciles (la proporción me-
dia de acierto es 0.98). No es de extrañar entonces su escasa capa-
cidad predictora. Existe una relación moderada (0.23) que no se
esperaba entre los residuos asociados al rendimiento en los grupos
G2 y G9. Por tanto, otro u otros componentes distintos del reque-
rido por G1 (que sólo requiere PC1: suma) parecen afectar al ren-
dimiento en los ítems de ambos grupos. Una posible explicación a
este resultado puede deberse a características comunes de formato
pues hemos comprobado que, en todos los ítems de G2 y G9, el re-
sultado que proporciona el ítem es incorrecto. 
En el caso 2 se aprecia una relación lineal positiva y significa-
tiva en las relaciones G6→G7, G3→G4 y G4→G7. Cabía esperar
dichos resultados porque los procesos requeridos por los ítems de
G3 representan la mayor parte (todos excepto el PC6) de los re-
queridos por los de G4, y lo mismo ocurre entre los ítems de G6 y 







































Figura 1. Diagramas path de subordinaciones entre grupos de ítems. Los gráficos de la parte superior representan los modelos de estructura cognitiva
planteados para el caso 1 (a la izquierda) y 2 (a la derecha); y los de la parte inferior el diagrama path correspondiente al modelo que se ha ajustado
(donde: X1= G1, Y1= G2, Y2= G9 e Y3= G8 para el caso 1; y X1= G5, Y1= G3, Y2= G6, Y3= G4 e Y4= G7 para el caso 2)
G7. Los ítems de G4 y G7 comparten también la mayoría de pro-
cesos, excepto el PC8. La relación G5→G3 no resultó significati-
va, a lo que puede haber contribuido el hecho de que ambos com-
parten un proceso y difieren en dos. Por su parte, los grupos G3 y
G6 difieren únicamente en el PC8 y existe entre ellos una relación
significativa pero negativa. Es decir, los niños con alto rendimien-
to en los ítems (-a)+(b) o (a)+(-b), tienen un rendimiento bajo en
los ítems (-a)-(-b). Estos resultados evidencian la importancia de
la operación de conversión de la resta en suma (PC8) en la resolu-
ción de este tipo de tarea y puede servir a los docentes para hacer
énfasis en dicho proceso durante la enseñanza del tema.
Triangulación: al realizar una triangulación lógica con las pro-
porciones medias de acierto se observa un incremento de la dificul-
tad a medida que los grupos de ítems van añadiendo procesos. En el
caso 1 se pueden hacer cinco comparaciones (G1-G2, G1-G8, G1-
G9, G2-G8 y G9-G8). La tabla 3 contiene las proporciones medias
de acierto de cada grupo de ítems. Puede comprobarse que las dife-
rencias entre las proporciones medias son 0.19, 0.42, 0.54, 0.23 y
-0.12, respectivamente. En cuatro de las cinco comparaciones, el au-
mento de procesos lleva aparejado un decremento importante en la
proporción media de acierto. En el caso 2, las posibles comparacio-
nes son nueve (G5-G3, G5-G6, G5-G7, G5-G4, G3-G6, G3-G7,
G3-G4, G6-G7 y G4-G7) y las diferencias obtenidas son 0.0, 0.33,
0.34, 0.01, 0.33, 0.34, 0.01, 0.01 y 0.33, respectivamente. Se apre-
cia que cuatro de las nueve comparaciones no producen una dife-
rencia reseñable. Las cinco restantes sí muestran decrementos en la
proporción de acierto en los grupos de ítems con más procesos.
Si se observa la proporción de aciertos de los ítems de los dis-
tintos grupos, se aprecia que la desviación típica en los ítems del
grupo G8 es casi tres veces superior a la del siguiente grupo de
más variabilidad (G2). De los seis ítems del grupo G8, tres resul-
taron difíciles (proporciones de acierto: 0.36, 0.35 y 0.38) y tres
fáciles (0.80, 0.78 y 0.71). Se observa que en los ítems difíciles
ocurre que a>b, mientras que en los fáciles que a<b, lo que su-
giere que el tamaño relativo de a y b puede tener un papel en este
grupo de ítems, pese a no haberse tenido en cuenta en el modelo.
Este resultado indica que hay factores no tenidos en cuenta por el
modelo que pueden estar afectando a los resultados.
Discusión y conclusiones
Este estudio aporta algunas evidencias sobre la validez del mo-
delo propuesto. Desde la idea de validez que propuso Messick
(1989) un test «nunca está validado» al ser siempre posible realizar
estudios complementarios sobre el significado de sus puntuaciones
(en el área de aprendizaje sirva como ejemplo el estudio de la vali-
dez de la escala SIACEPA de Barca, Peralbo y Breñilla, 2004; y los
estudios de validez de la evaluación del potencial de aprendizaje de
Calero, 2004). En este sentido, el presente estudio proporciona in-
formación adicional sobre lo que mide el test de signos y eviden-
cias diferentes a las encontradas tradicionalmente en estudios de
validación, pues se centra en la adecuación de los PCs propuestos. 
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Tabla 4
Resultados del análisis SEM
Caso 1 Caso 2
γ11 (G1→G2) 0.08 (0.43) γ11 (G5→G3) 0.00 (0.11)
γ21 (G1→G9) -0.12 (0.69) β21 (G3→G6) -0.15 (0.07)*
β31 (G2→G8) 0.30 (0.07)* β31 (G3→G4) 0.65 (0.13) *
β32 (G9→G8) 0.55 (0.03) * β42 (G6→G7) 0.71 (0.07) *
β43 (G4→G7) 0.22 (0.09) *
ζ1 1.69 (0.15)* ζ1 0.59 (0.17)*
ζ2 6.42 (0.28)* ζ2 1.51 (0.07)*
ζ3 1.52 (0.13)* ζ3 0.61 (0.12)*
θ12 0.23 (0.20)* ζ4 1.91 (0.17)*
X2 (p-valor) 3.07 (p= 0.08) 13.02 (p= 0.02)
gl 1 5
RMSEA 0.097 0.085
(intervalo al 90%) (0.00-0.22) (0.03-0.14)
CFI 0.99 0.97




Estadísticos descriptivos, matriz de correlaciones policóricas y matriz de residuos
Caso 1 Caso 2
G1 G2 G8 G9 G3 G4 G5 G6 G7
G1 0.49 -0.18 -0.19 G3 0.75 0.13 -0.18 0.09
G2 6.32 0.42 0.19 G4 0.92 0.26 0.01 0.20
G8 -1.10 -0.19 0.56 G5 1.24 2.64 0.13 -0.06
G9 0.35 0.07 -0.12 G6 0.34 1.42 1.65 0.74
G7 0.22 0.07 -0.82 -0.21
Nº ítems 6 6 6 6 5 7 3 3 6
M. 5.90 4.76 3.38 2.63 4.67 6.43 2.76 1.79 3.55
D.T. 0.51 1.36 1.67 2.53 0.83 1.15 0.59 1.24 1.97
p– 0.98 0.79 0.56 0.44 0.93 0.92 0.93 0.60 0.59
(Sp) (0.01) (0.08) (0.22) (0.03) (0.01) (0.03) (0.01) (0.03) (0.03)
Los elementos por encima de la diagonal de la matriz son las correlaciones policóricas y por debajo los residuos estandarizados. En las filas inferiores aparecen la media (M.), desviación típi-
ca (D.T.) y proporción media de aciertos (p–) para cada grupo de ítems
El modelo propuesto es más adecuado que el descrito en Real
et al., pues se ha conseguido ajustar el modelo SEM, mientras no
fue posible hacerlo al modelo propuesto por dichos autores. Sin
embargo, el ajuste ha precisado de una reespecificación, ausente
en el modelo de partida, y es sólo parcialmente satisfactorio. Ade-
más, los ítems de las operaciones de multiplicación y división no
han sido incluidos en el modelo, al no haberse podido establecer
relaciones de subordinación que les afecten. Una segunda estrate-
gia de validación, la triangulación, ofrece resultados más acordes
con lo esperado, pero no en todas las comparaciones el incremen-
to de PCs se traduce en un incremento de la dificultad. 
En el trabajo de Real et al., el modelo propuesto surgió en par-
te de un análisis lógico de los posibles pasos necesarios para la re-
solución de los ítems. El presente trabajo ha dado un paso adelan-
te al proponer un modelo basado en cómo explican los docentes la
realización de estas operaciones a los alumnos. Presumiblemente,
la explicación que da el profesor sobre cómo hacer las operacio-
nes debe estar más cerca de la posible actuación del alumno que
un análisis lógico de la misma, por plausible que resulte. Por otro
lado, parece poco probable que un niño, por ejemplo, ante el ítem
(-2)-(-4)= -6 aplique la secuencia de cinco PCs que supone el mo-
delo, cuando su tarea es decir si el resultado es correcto o no, sin
tener que dejar constancia del desarrollo de la operación. Por tan-
to, el siguiente paso debiera ser elaborar un modelo que se inspire
en cómo resuelven esta tarea los niños, utilizando para ello ítems
de respuesta construida y/o entrevistas. También podrían emplear-
se ítems de opción múltiple.
Futuros estudios deben continuar investigando la adecuación
del enfoque SEM con respecto a otras técnicas de validación. La
principal ventaja de este procedimiento es que no requiere infor-
mación empírica sobre si el niño ha aplicado o no cada proceso en
el ítem. Basta con saber si ha resuelto bien o mal el ítem, lo que
constituye un ahorro en tiempo y costes. Otra ventaja del enfoque
SEM es que no está ligado a los supuestos específicos del LLTM
o de los modelos de la teoría de respuesta al ítem. No obstante, re-
quiere el cumplimiento de los supuestos del SEM. En cuanto a las
limitaciones, la principal es que la matriz de subordinaciones S no
tiene en cuenta cuántos y qué procesos son comunes a los ítems
(un ítem está subordinado a otro tanto si comparte un sólo PC co-
mo si comparte varios). Es decir, el enfoque propuesto intenta va-
lidar un aspecto de la relación entre los ítems –la subordinación,
tal como se ha definido–, quedando otras posibles relaciones fue-
ra de consideración. Por ejemplo, dos modelos que utilicen los
mismos procesos para la resolución de los ítems, pero aplicados en
distinto orden, son indistinguibles y proporcionan los mismos re-
sultados, pues ambos generan la misma matriz W.
Otra línea de investigación futura podría ser llevar a cabo estu-
dios de simulación sobre la adecuación del enfoque SEM para va-
lidar estructuras cognitivas. Por ejemplo, se puede controlar el gra-
do de inespecificación de la matriz W y apreciar cómo repercute
en el ajuste del modelo y en la significación de los parámetros β.
Por último, se necesita más investigación para analizar las venta-
jas e inconvenientes que introduce el «item parceling» en el pro-
cedimiento de validación por SEM.
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