Abstract-In this paper, we consider a scenario where a source node wishes to broadcast two confidential messages for two respective receivers via a Gaussian multiple-input multiple-output (MIMO) broadcast channel. An eavesdropper also receives the transmitted signal via another MIMO channel. We first consider the discrete memoryless channel and obtain the capacity region of the degraded channel. The secret dirty paper coding (SDPC) region as an achievable rate region for the general discrete channel is introduced. Relying on the results for the discrete channel, we fully characterize the secrecy capacity region of MIMO broadcast channel. It is shown that the SDPC scheme is optimal. The converse part of the proof relies on the generalized Costa's entropy power inequality and a new channel enhancement strategy in which we only need to enhance the channels of the legitimate receivers, and the channel of the eavesdropper remains unchanged.
capacity-equivocation region. Wyner's work was then extended to the general broadcast channel (BC) with confidential messages by Csiszar and Korner [2] . They considered transmitting confidential information to the legitimate receiver, while transmitting a common information to both the legitimate receiver and the wire tapper. They established a capacity-equivocation region of this channel. The secrecy capacity for the Gaussian wiretap channel was characterized by Leung-Yan-Cheong and Hellman in [4] .
A. Contributions
Motivated by the broadcast nature of wireless communication systems, we consider a secure BC with an external eavesdropper and characterize the secrecy capacity region of the degraded broadcast channel. Our achievability scheme is a combination of the superposition coding and randomization within the layers, which we refer to as secret superposition coding. We also provide an achievable rate region for the nondegraded case by integrating Gelfand-Pinsker binning for broadcasting and random binning for secrecy.
The main focus of this paper is on the MIMO BC with an external eavesdropper. We establish the secrecy capacity region of the degraded vector Gaussian BC by using the idea of enhancement introduced in [14] . Then, we characterize the secrecy capacity region of a general secure Gaussian MIMO BC (SGMBC). The optimal achievable scheme is a combination of the dirty paper coding of Gaussian codes and randomization within the layers. To prove the converse, we again make use of the notion of enhanced channel and show that the secret dirty paper coding (SDPC) of Gaussian codes is indeed optimal. We only derive the secrecy capacity region for the case of two intended receivers. Generalizing to more than two user is straightforward and is not presented in this paper.
B. Related Works
Regarding the discrete BC with an eavesdropper, parallel and independent with our work, cf., [7] , Ekrem et al. established the secrecy capacity region of the degraded BC with an external eavesdropper [9] , [10] .
The Gaussian MIMO wiretap channel has been considered by Khisti and Wornell [5] , [6] . Finding the optimal distribution, which maximizes the secrecy capacity for this channel, is a nonconvex problem. Khisti and Wornell, however, followed an indirect approach to evaluate the secrecy capacity of Csiszar and Korner. They used a genie-aided upper bound and characterized the secrecy capacity as the saddle value of a min-max problem to show that the Gaussian distribution is optimal.
The problem of SGMBC without an external eavesdropper is also solved by Liu et al. [11] - [13] . Although in all works 0018-9448/$31.00 © 2013 IEEE of [11] - [13] there is no external eavesdropper, however, each intended user plays the role of eavesdropper for other intended users.
In a parallel work, Ekrem and Ulukus [16] used the relationships between the minimum mean square error and the mutual information, and equivalently, the relationships between the Fisher information and the differential entropy to provide the converse proof for the degraded Gaussian MIMO multireceiver wiretap channel. In order to extend their solution to the general Gaussian MIMO scenario, they also employed dirty paper coding for the achievability proof and enhancement technique for the converse proof. Our degraded converse proof, however, is based on the enhancement technique along with the generalized entropy power inequality.
In another parallel work, Liu et al. [17] , [18] , by establishing a vector generalization of Costa's entropy power inequality, provided a converse proof for the degraded case which is based on single-letter expressions of the capacity region. Our degraded converse proof is similar to [17] and [18] in employing the generalized entropy power inequality; however, it uses the enhancement technique instead of using the single-letter expressions for the capacity region. One of our contributions compared with [17] and [18] is that we have characterized the secrecy capacity region of the general (nondegraded) Gaussian MIMO BC as well.
C. Organization
The rest of this paper is organized as follows. In Section II, we consider the discrete BC with confidential messages and characterize the capacity region of the degraded channel and an achievable region for the general channel. In Section III, we establish the secrecy capacity region of the vector Gaussian BC. Section IV concludes this paper.
II. DISCRETE BC WITH AN EAVESDROPPER
Consider a BC with confidential messages as depicted in Fig. 1 . In this confidential setting, the transmitter wants to broadcast some secret messages to the legitimate receivers and , and prevent the eavesdropper from having any information about the messages. A discrete memoryless BC with confidential messages is described by finite sets , , , , and a conditional distribution . The input of the channel is and the outputs are , , and for Receiver 1, Receiver 2, and the eavesdropper, respectively. The transmitter wishes to send independent messages and to the respective receivers in uses of the channel while ensuring perfect secrecy. The channel is discrete memoryless in the sense that A code for the aforementioned channel consists of a stochastic encoder (1) and two decoders (2) and (3) The average probability of error is defined as the probability that the decoded messages are not equal to the transmitted messages, i.e.,
The secrecy levels of confidential messages and are measured at the eavesdropper in terms of equivocation rates, which are defined as follows. In the aforementioned definition, the first condition concerns the reliability, while the other conditions guarantee perfect secrecy for each individual message and both messages as well.
We first present the capacity region of the degraded channel. Since the capacity region depends only on the conditional marginal distributions, without loss of generality, one can assume that the channel is physically degraded. Here, by physically degradedness, we mean forms a Markov chain. The capacity region of the channel is given by the following theorem.
Theorem 1 (Capacity Region of the Degraded Channel):
The capacity region of the physically degraded BC with confidential messages is the convex closure of all satisfying
for some joint distribution . We omit the proof here and refer the reader to [7] for details. It is worth mentioning that the achievable coding scheme is based on Cover's superposition scheme and random binning. We refer to this scheme as the secret superposition scheme. In this scheme, randomization in the first layer increases the secrecy rate of the second layer.
For the general secure BC, we establish an achievable rate region in the following theorem. The achievable scheme enables both joint encoding at the transmitter by using Gelfand-Pinsker binning and preserving confidentiality by using random binning.
Theorem 2 (Achievable Rate Region for the General Channel):
The achievable rate region for the general BC with confidential messages is the convex closure of all rate pairs satisfying for some
Here, and are two auxiliary random variables. Proof: 1) Codebook Generation: The structure of the encoder is depicted in Fig. 2 . Fix , and . The stochastic encoder generates independent and identically distributed sequences according to the distribution . Next, randomly distribute these sequences into bins such that each bin contains codewords. Similarly, it generates independent and identically distributed sequences according to the distribution . Randomly distribute these sequences into bins such that each bin contains codewords. Index each of the aforementioned bins by and , respectively.
2) Encoding:
Let denote the set of jointly typical sequences and with respect to . To send messages and , the transmitter looks for pairs such that and come from the bin of the first bin set and the bin of the second bin set, respectively. If there is no such pair, it sends a predefined codeword. Otherwise, it randomly and uniformly chooses one pair and then generates according to . This scheme is equivalent to the double binning scheme of [8] in which each bin is divided into subbins and the transmitter randomly and uniformly chooses one of the subbins of bin and one of the subbins of bin . It then looks for a joint typical sequence in the corresponding subbins and generates .
3) Decoding:
The received signals at the legitimate receivers and are the outputs of the channels and , respectively. The first receiver looks for the unique sequence such that is jointly typical and declares the index of the bin containing as the message received. The second receiver uses the same method to extract the message .
4) Error Probability Analysis:
Since the region of (5) is a subset of Marton region, the error probability analysis is the same as in [3] .
5) Equivocation Calculation:
See Section A in the Appendix.
In the following corollary, we characterize the SDPC region as a subregion of . The achievability of is also reported by Liu et al. in [11] and by Liu and Poor in [13] .
Corollary 1 (SDPC Region): Let denote the set of all rate pairs satisfying for some . Similarly, is defined by the set of all rate pairs satisfying for some . Then, is the convex closure of the union of and .
III. SECURE CAPACITY REGION OF MIMO BC WITH AN EAVESDROPPER
Consider an SGMBC as depicted in Fig. 3 . In this setting, the transmitter wishes to send two independent messages to the respective receivers in uses of the channel while preventing the eavesdropper from having any information about the messages. At a specific time, the signals received by the destinations and the eavesdropper are given by (11) where 1) is a real input vector of size under an input covariance constraint. We require that for a positive-definite matrix . Here, , and represent partial ordering between symmetric matrices where means that is a positive-semidefinite matrix. 2) , , and are real output vectors that are received by the destinations and the eavesdropper, respectively. These are vectors of size , , and , respectively. 3)
, , and are fixed, real gain matrices which model the channel gains between the transmitter and the receivers. These are matrices of size , , and , respectively. The channel state information is assumed to be known perfectly at the transmitter and at all the receivers. 4) , , and are real Gaussian random vectors with zero means and covariance matrices , , and , respectively. The capacity region of this channel is denoted by , where represents the channel parameters, i.e.,
The main result of this paper is the following.
Theorem 3: The SDPC region with Gaussian inputs, denoted by , is the capacity of the MIMO BC with confidential messages. In other words, . The capacity region of the MIMO BC is characterized in [14] where the result is obtained by introducing two subclasses of channels, namely, aligned degraded MIMO BC (ADBC) and aligned MIMO BC (AMBC). In [14] , the capacity region of ADBC is characterized first and the result is passed to the AMBC to obtain the capacity of the second subclass. Finally, the capacity region of the MIMO BC is derived from that of AMBC by using continuity arguments. Here, we take similar steps to obtain the capacity region of the channel under consideration.
The first subclass that we will consider is the secure aligned degraded MIMO BC (SADBC). The MIMO BC of (11) is said to be aligned if the number of transmit antennas is equal to the number of receive antennas at each of the users and the eavesdropper ( ) and the gain matrices are all identity matrices . Furthermore, if the additive noise vectors' covariance matrices are ordered such that , then the channel is SADBC. The second subclass we consider here is a generalization of the SADBC. The MIMO BC of (11) is said to be secure aligned MIMO BC (SAMBC) if it is aligned and not necessarily degraded. In other words, the additive noise vector covariance matrices are not necessarily ordered.
In this paper, we only provide proofs for the capacity results of SADBC and SAMBC as the passage from SAMBC to the general case is similar to that of the MIMO BC presented in [14] .
Note that in this paper, we assume that the covariance matrix constraint is strictly positive definite and therefore is invertible. The results of this paper can be extended to the case where is positive semidefinite but noninvertible, i.e., . The reason is that for a secure aligned (either degraded or nondegraded) MIMO BC with a noninvertible covariance matrix constraint, we can define an equivalent SAMBC with a smaller number of transmit and receive antennas and with a covariance matrix constraint which is strictly positive definite. A formal presentation of the aforementioned argument is given in Lemma 2 in [14] .
A. Capacity Region of the SADBC
In this section, we characterize the capacity region of the SADBC. The capacity region of the general degraded BC with confidential messages is characterized in Theorem 1. However, showing that the Gaussian input is optimal is nontrivial as evaluating (9) and (10) involves solving a functional, nonconvex optimization problem. Usually nontrivial techniques and strong inequalities are used to solve optimization problems of this type. Indeed, for the single antenna case, Bagherikaram et al. [19] and Ekrem and Ulukus [20] successfully evaluated the capacity expression of (9) and (10) . As already mentioned parallel to our works, Ekrem and Ulukus [16] and Liu et al. [17] , [18] , independently solved (9) and (10) for the secure MIMO BC and established its capacity region. In the following section, we state and prove our result for the capacity region of SADBC.
Theorem 1 can be readily applied to the SADBC with covariance matrix constraint to obtain an achievable rate region using Gaussian codebooks. To this end, let and . Let us define and as Then, the Gaussian rate region of SADBC under a covariance matrix constraint is defined by
From Theorem 1, it is clear that is an achievable region for the SADBC. We aim to show that is indeed the capacity region of the SADBC; however, certain preliminaries need to be addressed first. We begin by characterizing the boundary of the Gaussian rate region.
Definition 3: The rate vector is said to be an optimal Gaussian rate vector under the covariance matrix , if and there is no other rate vector such that and where at least one of the inequalities is strict. The set of positive-semidefinite matrices such that is said to be realizing matrices of an optimal Gaussian rate vector if the rate vector is an optimal Gaussian rate vector.
Lemma 1 (Necessary Condition on ):
A necessary condition on and to be realizing matrices of an optimal Gaussian rate vector is that .
Proof:
We can prove the lemma by contradiction. Since and for any positive-semidefinite matrices , , and where , we have (13) Suppose the condition of the lemma does not hold, i.e., but and are realizing matrices of an optimal Gaussian rate vector. We can show that is dominated by . This is due to the fact that , which is not a function of , is preserved and is increased. This completes the proof. In this section, we assume that . Note that the results can be easily extended to the cases where by perturbing and applying continuity arguments.
Lemma 2 (Proportionality, Sufficient Conditions):
For any SADBC with covariance matrix constraint , is on the boundary of the capacity region if and satisfy the following conditions. 1) . 2) .
3) There exists an such that , where is the solution of . Proof: See Section B in the Appendix for the proof. The proportionality lemma states that points on the boundary of satisfying the condition of the lemma lie on the boundary of the capacity region. To extend the result to all points on the boundary of , we make use of channel enhancement first introduced in [14] as follows.
Definition 4: An SADBC with noise covariance matrices is an enhanced version of another SADBC with noise covariance matrices if (14) Obviously, the capacity region of the enhanced version contains the capacity region of the original channel. Note that in characterizing the capacity region of the conventional Gaussian MIMO broadcast channel, all channels must be enhanced by reducing the noise covariance matrices. In our scheme, however, we only enhance the channels for the legitimate receivers and the channel of the eavesdropper remains unchanged. This is due to the fact that the capacity region of the enhanced channel must contain the original capacity region. Reducing the noise covariance matrix of the eavesdropper's channel, however, may reduce the secrecy capacity region. We are particularly interested in tight enhancements defined as follows.
Definition 5 (Tight Enhancement): Consider an SADBC with positive-definite noise covariance matrices . Let and be realizing matrices of an optimal Gaussian rate vector under a transmit covariance matrix constraint . An enhanced SADBC with noise covariance matrices is said to be tight if the following properties hold. 1) Degradedness: .
2) Proportionality:
There exists an such that , where is the solution of . 3) Rate preservation:
. Lemma 3: For every optimal Gaussian rate vector of , there exists a tight enhanced channel. Proof: See Section C in the Appendix for the proof. Now, we can state the main theorem of this section.
Theorem 4:
The rate region is the capacity region of the SADBC.
Proof: Due to Lemma 1, if and are optimal covariances, then . Lemma 3 implies that for the choice of and , there exist a tight enhanced channel. The enhance channel for this case satisfies the condition of Lemma 2. Therefore, is on the boundary of the capacity region of the enhanced channel. The rate preservation of tight enhancement ensures us that is on the boundary of the capacity region of the original SADBC. This completes the proof.
B. Capacity Region of the SAMBC
In this section, we characterize the secrecy capacity region of the aligned (but not necessarily degraded) MIMO BC. The achievable result of Corollary 1 can be readily applied to the SAMBC with covariance matrix constraint to obtain an achievable rate region. To this end, we define the region as conv (15) where , for , is the set of all rate pairs satisfying for some and such that . (16) (17) where . By substituting (16) into Theorem 2, we obtain the desired result, cf., [24] .
We aim to show that is indeed the capacity region of the SAMBC. However, unlike the degraded channel, not all points on the boundary of can be directly obtained using a single SDPC scheme. In other words, there exist boundary points that can be achieved only by time sharing between other boundary points of the region. Hence, as the SDPC region is convex by definition, we use the notion of supporting hyperplanes of [14] to characterize the region as follows.
Definition 6: The set , for fixed and given scalars and, , is a supporting hyperplane of a closed and bounded set , if , with equality for at least one rate vector (see [14] ).
Remark 1:
Since is closed and bounded, it is a compact subset of . Hence, for any and , there exists a solution for the optimization problem . This, in turn, means that for any and , a supporting hyperplane can be found.
As is a closed and convex set, for each rate pair not in , there exists a separating hyperplane such that . The following theorem illustrates the relation between the ideas of enhanced channel and a supporting hyperplane.
Lemma 5: Consider an SAMBC with noise covariance matrices and an average transmit covariance matrix constraint . Assume that is a supporting hyperplane of the rate region with , , and . Then, there exists an enhanced SADBC with noise covariance matrices satisfying the following 1) Degradedness: Either or . 2) Supporting hyperplane preservation:
is also a supporting hyperplane of the rate region . Proof: See Section D in the Appendix Relying on Lemma 5 and the capacity result of the SADBC, we can state the following theorem.
Theorem 5:
Consider an SAMBC with positive-definite noise covariance matrices . Let denote the capacity region of the SAMBC under a covariance matrix constraint . Then, . Proof: We only need to show that any rate pair outside of is also outside of the capacity region. Since is outside of , there exists a supporting hyperplane separating from the region. However, Lemma 5 states that for any supporting hyperplane, there is a degraded enhanced channel with the same supporting hyperplane on . Since the capacity of the degraded enhanced channel is indeed , is a supporting hyperplane on the capacity region of the enhanced degraded channel. Since the capacity region of the enhanced degraded channel contains that of the SAMBC, is outside the capacity region of the SAMBC.
IV. CONCLUSION
A scenario where a source node wishes to broadcast two confidential messages for two respective receivers, while a wire-tapper also receives the transmitted signal is considered. In the case of discrete memoryless channel, two results are presented. First, the capacity region of the degraded channel is fully characterized. Second, an achievable rate region for the general channel is obtained.
Considering the secure vector Gaussian broadcast channel, it is shown that SDPC achieves the capacity region of the channel. This result is proved based on modifying the idea of channel enhancement for the secure MIMO broadcast channels.
APPENDIX

A. Equivocation Calculation
The proof of secrecy requirement for each individual message (6) and (7) is straightforward and may therefore be omitted.
To prove the requirement of (8) is the error probability of decoding from for a given decoding rule. To deduce , we only need to show that approaches zero as goes to infinity. We choose the joint typical decoder to be the decoding rule as follows. We look for unique sequences and in the bin numbers and , respectively, such that they are jointly typical with . Let us compute the error probability of decoding . The number of sequences in the bin is and since it is strictly less than , the error probability of the decoder approaches zero. The same argument can be applied to decoding of . This justifies . follows from the following Markov chain:
. Hence, we have . follows from the fact that . follows from that fact that and .
follows from the following lemmas. Lemma 6: Assume , and are generated according to the achievability scheme of Theorem 2; then, we have (18) Proof: Let denote the set of typical sequences with respect to , and otherwise (19) be the corresponding indicator function. We expand as follows: (20) According to the joint typicality property, we have (21) Note that (22) Now, consider the term . Following the sequence joint typicality properties, we have (23) By substituting (21)- (23) into (20), we obtain the desired result (24) where (25) Following the same steps, one can prove that (26)
Using the same approach as in Lemma 6, we can prove the following lemmas.
Lemma 7: Assume , and are generated according to the achievability scheme of Theorem 2; then, we have (27) Proof: The steps of the proof are very similar to the steps of proof of Lemma 6 and may be omitted here.
B. Proof of Lemma 2
We need to show that , where is a rate pair in the capacity region, is maximized by and for some . We claim that this is the case for .
can be represented as where follows from which is the third condition in the statement of the lemma.
can also be represented as where follows from the second condition in the statement of the lemma, follows from , and follows from . Using the aforementioned expressions, is bounded below by 
Clearly
We maximize and separately. Starting with , we have where comes from the fact that Gaussian noise is the worst noise for the additive channel with Gaussian input, cf., [23] .
The generalized Costa's entropy power inequality is stated in [17] and [18] . We use the conditional version of the inequality, which can be easily derived from the original one, to upper bound . 
C. Proof of Lemma 3
First, we need to characterize optimal Gaussian rate vectors. The realizing matrices of an optimal Gaussian rate vector are the solution of the following optimization problem:
where . Using the Lagrange multiplier method, this constraint optimization problem is equivalent to the following unconditional optimization problem: (36) where , , and are positive-semidefinite matrices. An optimal solution to the unconstrained problem satisfies the following Karush-Kuhn-Tucker (KKT) conditions:
We choose the noise covariance matrices of the enhanced channel as follows:
(37) (38) and . As and , the aforementioned choices imply the enhancement property. It is easy to show that with the aforementioned enhancement, the equality holds. Therefore, the parameters of the enhanced channel satisfy the following conditions:
We need to show that the enhanced channel is indeed tight. We start with the degradedness.
Degradedness The first identity can be verified as where once again follows from the fact that . The second identity can also be verified as where follows from the fact . This completes the proof.
D. Proof of Lemma 5
We only consider the case where and show that there exists an enhanced degraded channel with such that its supporting hyperplane matches that of . The other case can be deduced in a similar fashion.
We need to characterize and , the maximizers of where . We can directly use the result of Lemma 3 to obtain the same KKT conditions as K1-K5. Similar to Lemma 3, we choose the noise covariance matrices of the enhanced channel as follows: (44) (45) and . Now, we need to show that the enhanced channel is degraded and also preserves the supporting hyperplane.
Degradedness: Since the proof of degradedness in Lemma 3 does not rely on the degradedness of the original channel, it can be directly applied to nondegraded case. Hence, following Lemma 3, we have . Supporting Hyperplane Preservation: Similar to Lemma 3, one can show that and , i.e., the rates are preserved. To show that the supporting hyperplane is preserved, however, must lie on the boundary of the Gaussian rate region of the degraded channel. To this end, we only need to prove that the condition for optimality of realizing matrices presented in Lemma 
