Abstract-For a differential-drive mobile robot equipped with an on-board range sensor, there are six parameters to calibrate: three for the odometry (radii and distance between the wheels), and three for the pose of the sensor with respect to the robot frame. This paper describes a method for calibrating all six parameters at the same time, without the need for external sensors or devices. Moreover, it is not necessary to drive the robot along particular trajectories. The available data are the measures of the angular velocities of the wheels and the range sensor readings. The maximum-likelihood calibration solution is found in a closed form.
I. INTRODUCTION
The problem of calibrating the odometry of mobile robots has been studied since the 80's. For the formalization and theoretical analysis of the problem, we refer the reader to [1] , [2] , [3] , [4] , [5] .
As for practical methods used for calibration, there are two main approaches. The first is to drive the robot along especially crafted trajectories, take some sort of external measurement on its pose, and then estimate/correct its parameters. A popular method of this sort is the UMBmark [2] , in which a differential-drive robot is driven along a square path for multiple times, clockwise and anti-clockwise. In the same spirit, in [6] there is a generalization to arbitrary trajectories and different kinematics.
Another approach is called auto-calibration or SLAC (Simultaneous Localization And Calibration), in which calibration is part of the normal activity of the robot and happens without human intervention. A possibility is to use an Extended Kalman Filter (EKF) that estimates both the pose of the robot and the odometry parameters [7] , [8] , [9] . In this case, there are observability issues to take into account: this is considered in [10] for different combinations of sensors and kinematics. In [11] the authors propose a maximum-likelihood model-free approach that does not seek a physical explanation of the odometry errors. In [12] , the authors use a maximum-likelihood method for estimating the odometry parameters of a differential-drive robot, using the absolute observations of an external camera. The method is particularly simple because the problem is completely linear, and therefore can be solved via linear least-squares.
A more difficult problem is to simultaneously estimate the odometry parameters plus some other sensor parameters. first example of this is in [13] , where calibration is performed for odometry, a piezo-electric vibrating gyroscope, and a flux-gate magnetic compass. Also in this case there are observability issues: in [14] the authors show that, even assuming the odometry already calibrated, the system is not fully observable if one uses only a bearing sensor.
The present work is the first to consider the simultaneous calibration of odometry and sensor pose (in [14] , the sensor pose is calibrated, assuming that odometry parameters are known). Compared to [12] , we consider a three-parameters model for a differential-drive robot: we estimate the wheel radii r L , r R and the distance b between the wheels. For the sensor, we estimate its pose = ( x , y , θ ) with respect to the robot frame. We assume that the sensor is mounted horizontally -an arbitrary orientation would need another two parameters (tilt and yaw). We assume to know the measured wheel velocities, and the output of the range finder. The range readings are passed to a scan-matching algorithm that provides an estimate of the roto-translation of the sensor. We will not discuss the scan-matching algorithm as it is used as a black-box. The method is easy to implement: the robot drives autonomously along arbitrary trajectories, no external measurement is necessary, no nominal parameters must be measured beforehand.
II. SIMULTANEOUS CALIBRATION OF ROBOT AND SENSOR PARAMETERS
Consider the robot motion along an arbitrary configuration trajectory q(t). Split the time axis in a number of intervals, each delimited by two range finder readings, and each of (possibly different) duration T k . In the k-th interval, the robot moves from pose q k to pose q k+1 , performing a roto-
Such roto-translation depends on the wheel velocities ω L (t), ω R (t) through the odometry parameters r L , r R , b, therefore, at first, o k is an unknown quantity. In the same interval, the sensor motion is s k in the absolute frame:
Through scan matching, we have an estimateŝ k of s k . In the following, for simplicity, we first assume that the wheel velocities are constant over each interval. This leads to simple formulas, an efficient implementation, and good accuracy in our experimental setting. In section II-D we give the equivalent formulas for arbitrary velocities.
A. Kinematic model
Consider the kinematic model of the unicycle:
The absolute velocities v(t), ω(t) depend on the wheel velocities through a linear transformation J:
Such transformation depends on the odometry parameters:
In this paper, we always consider each interval separately. Fix t = 0 at the beginning of the interval, and let the starting pose be q k = q(0) = 0. If we assume that the wheel velocities are constant over one interval (ω L 
, then the robot velocities are constant too:
and we can compute the roto-translation at the end of the interval q k+1 = q(T k ) = o k in closed form, by integrating exactly the differential equation (1):
If the velocities ω(t), v(t) are not constant in the interval, the solution can still be easily written, as the differential equations are in cascade form. other symbols ⊕, As defined in [15] , the ⊕ operator is the composition of transformations, and is its inverse. 
Estimation of the parameters J 21 , J 22
We first estimate J 21 and J 22 by using the scan-matching estimate of the rotation. This part of the method is numerically equivalent to the estimation done in [12] . The difference is that we are considering relative measurements instead of absolute, and very short intervals instead of full trajectories.
If the robot rotates by an angle o k θ , also the sensor will rotate by the same angle: (4) and (7) it follows that:
Rewrite this in matrix form with the measured quantities:ŝ k θ being the estimate of s k θ given by scan-matching, andω L ,ω R being the measured wheel velocities:
For simplicity, we do not write the details of the 'errors' terms. As for the termsω
, note that they are simply the encoder increments in the k-th interval; their error is at most one encoder tick. The variance ofŝ k θ can be taken into account in the least-squares solution, if the scan matching algorithm provides such data (most do not; see [16] for computing the covariance of ICP). Stack all the equations
From this, one can find an estimateĴ 21 ,Ĵ 22 by linear leastsquares. Observability of J 21 , J 22 can be checked via the condition number of the constraint system. Note that, at this point, we only know an estimate of the ratios J 21 = −r L /b and J 22 = +r R /b, but we do not know the value of the single physical parameters r L , r R , b. In the following, we will estimate the four parameters b, x , y , θ ; then, the estimate of r L , r R will be given byr L = −bĴ 21 andr R = +bĴ 22 . 
Rewrite it in the extended form, for the x, y components:
At this point, we already have an estimate of o (11) will contain all four remaining parameters (b, x , y , θ ). From (2), note that J 11 and J 12 can be written in terms of J 21 , J 22 and b:
Therefore, the linear velocity v k 0 can be estimated as:
By substituting (12) into (5)- (6), we find that o 
The constants c x and c y depend on quantities that have already been estimated: Substitute (13) in (10), (11) to obtain the following relationships, which contain the 4 remaining unknowns: 
The matrix L k depends on known quantities. By defining M = k L T k L k , the least-squares problem to solve is:
For this problem, for each solution x, also −x is a solution.
As an additional constraint, we impose that the distance b must be positive: 
As before, v(t) is known up to a constant (the distance b):
Therefore, the value ofô
where the two constants c x and c y can be estimated by:
From this point on, the computation is the same as in the previous case.
E. Solving the constrained least-squares problem
We solve the constrained least-squares problem by using Lagrange's multipliers. The constraint (18) is written in matrix form as
Constraint (19) is ignored for now: we will just flip the solution ifx 1 happens to be negative.
Using Lagrange's multipliers method, a necessary condition for optimality is that
One needs to find a λ such that the matrix (M + λW) is singular, and then choose the solution x in the kernel of such matrix. The value of λ can be found by solving the equation det (M + λW) = 0
In our problem, the matrix M has a particular structure, with some zeros and repeated entries: The number λ, such that the matrix M + λW is singular, can be found in closed form by using the well-known formula for the roots of a second-order polynomial. After having found λ, the choice of x is unique given the constraints (18) and (19). Call v any vector in the kernel of M + λW . To obtain the estimatex, scale v by v 2 4 + v 2 5 to respect constraint (18) , then flip it by the sign of v 1 to respect constraint (19):x
Finally, all six parameters have been recovered:
III. EXPERIMENTS
In this section, we present our experience in calibrating Khepera III mobile robots 1 with on-board Hokuyos 2 . A video attached to this submission shows the setting used for the experiments. All the experimental data and the software used is available for download from http://purl.org/censi/2007/calib
A. Equipment
The Kheperas III, with respect to the Kheperas II used in [17] , have a better encoder resolution of about 7 ticks per degree, therefore we could get good smooth estimates of the velocities ω
The Hokuyo URG-04LX is a small lightweight rangefinder sensor. It is the new model with respect to the sensor described in [18] , but the under-lying technology is the same. It provides 681 rays over a 240
• field of view, with a resolution of 1mm, and a standard deviation of about 3mm. It is not an ideal sensor. The measurements are highly correlated, with every ray's error being correlated with its 3-4 neighbors: this is probably a symptom of some post-processing (interpolation) to bump up the resolution to the nominal 1024/360 rays/degrees. There is temporal bias: readings change as much as 20mm over a period of 5 minutes -this could be due to the battery power, or the change in temperature. There is also a spatial bias which is a function of the distance [18] : in practice, a rectangular environment appears slightly curved to the sensor.
B. Problems
It is surprisingly challenging to gather the perfectly tidy experimental data that one would expect for calibration. We outline the main practical problems we faced, and the solutions we tried.
Data synchronization: We experienced some problems in interfacing with the sensor, probably due to the complicated communication protocol and the not-so-reliable serial-to-USB link. As a result, during the first period of experimentation, we were not able to retrieve the correct timestamp for the scans (this affects datasets k06-k21). We figured that, to mitigate this kind of problem, one should use trajectories 1 http://www.k-team.com/ 2 http://www.hokuyo-aut.jp/ Fig. 3 . Two configurations for the Hokuyo. In the first one, the sensor's pose is 0 with respect to the robot frame (approximately indicated by the black lines on the white sheet). In the second, the sensor is translated and rotated. Wheels slippage: From time to time, we observed severe slip of the wheels. From the measured data, slip is evident as the odometry typically gives an estimate of zero for the rotation, while scan matching detects a non-zero rotation. Slippage seriously impacts calibration. However, a simple post-processing using trimming can eliminate outliers.
In the first step, the parameters are estimated using all available measurement tuples˙ŝ
Then, the residuals are computed as:
A fixed percentage of the samples having large residuals are considered outliers and discarded; then, the parameters are estimated again with the remaining samples. In our implementation, we discarded the worst 5% for 3 times in a row. Our method is convenient because we can compensate the poor quality of the data with an extremely large quantity of samples; compare, for example, with UMBmark, which requires very precise observation of some small set of data.
C. Datasets
We consider three sets of logs:
• From log 'k06' to 'k21', we were still using the old Hokuyo firmware, and we used the Khepera's clock for timestamping the laser data upon reception.
• From log 'k22' to 'k30': laser and odometry data are properly synchronized. The laser is mounted at 0.
• From log 'k40' to 'k45': the laser is mounted with a different pose (Fig. 3) . We measured the new pose of the laser and obtained approximately (45mm, 35m, 0.40rad). Note that some of the logs did not excite all parameters. For example, dataset k06 consists of only identical turns, and the linear least-squares problem is under-constrained. However, such data can be used in conjunction with other logs. In general, each log is seen by our method as just a large set of measurements tuples˙ŝ
even the order of the tuples is not important. Therefore a single log can be split in multiple parts, or multiple logs can be joined together.
D. Results
The calibration results are shown in Table I . In general, there is much variation in the estimate of the physical parameters: the estimate of r L varies in the (0.087m, 0.092m) interval, and b varies in the (0.019m, 0.021m) interval. However, note that the ratio of such parameters (J 21 ) varies in a much smaller interval. This is because J 21 is directly observable, while the single parameters are not. A study of the uncertainty of the estimate would clarify such matters, however it is not trivial in this case because of the nonlinearity in the problem.
For the logs 'k40' to 'k45', the Hokuyo was mounted in the second configuration (Fig. 3) . The estimated pose for the Hokuyo was slightly different than our measured pose. We were puzzled by these results, so we checked the distribution of the residuals. The residuals are interesting because they are the sum of all errors involved in the process: the scan-matching error, the encoder measurements error, any synchronization error, and the error due to the constant-speed approximation. All three components are distributed along the expected bell-shaped curves -the long tails are the very few outliers that get ignored in the estimation. The x, y errors are in the order of millimeters, and the θ errors are much less than 1
• . Therefore, we can conclude that the estimation is 'healthy', and the final estimation errors are due to the limited information contained in the data. It could be that the logs we used did not excite enough the parameter: this could be clarified by doing an in-depth observability analysis of the problem.
E. Comparisons
This method is the first to calibrate both odometry and sensor parameters, therefore any comparison can only be qualitative. The method described in [12] estimates the matrix J as 4 independent numbers, here instead we use the three physical parameters (r L , r R , b) -this is actually harder, as there is one constraint more to consider. Anyway, their method could be easily extended to add one constraint to J, and our method could easily use independent elements. It is unclear which approach is the best.
We report here an anecdote about our use of the UMBmark. Before even thinking about the method described in this paper, we needed to calibrate our robots, and we chose the UMBmark, using a ceiling-mounted camera as the external sensor. The nominal parameters, and the updated parameters after each trial, are reported in Table II . We used 21mm as the nominal radius. One problem with UMBmark is that it constrains the radii average to be fixed at the nominal radius. After running our method, we see that in reality the radii should be slightly less than 21mm, and therefore the UMBmark estimate we used is biased.
IV. CONCLUSIONS AND FUTURE WORK
In this paper we presented a simple and practical method for simultaneous calibration of the odometry and sensor parameters. The method has some interesting characteristics:
• It can run unattended, with no human intervention.
• No apparatus has to be calibrated a priori.
• There is no need for nominal parameters.
• Trajectories can be freely chosen. Future work concerns characterizing the uncertainty of the estimate. In [12] , the author could obtain an estimate of the covariance because they were facing a completely linear problem. Here, two things differ: we use a 3 parameter model, instead of estimating an arbitrary 4-element matrix, and, of course, the other three parameters introduce a nonlinearity (cos θ , sin θ ). Hence it is not trivial to compute the uncertainty.
We have also concerns about different forms of bias. The sensor that we use suffers of both temporal and spatial bias. Moreover, the ICP algorithm used for scan-matching is biased, and its bias is hard to measure. Even if the sensor and the scan-matching algorithm were unbiased, the maximumlikelihood minimization we use is biased itself. Our intuition is that these four (independent!) sources of bias constitute a non-negligible part of the final error, and should be object of further study.
