In the paper basics of programmed iteration method is studied. This method appeared for the purposes of research of non-regular differential games. We consider zero-sum differential games with terminal payoff. We introduce value operators and prove main properties of operators used in programmed iteration method.
Introduction
The method of programmed iteration was introduced by Chentzov and Chistyakov [1, 2, 3, 4, 5, 6, 7, 8] . Initially it was used to tackle the challenges of research of non-regular differential games. Later it found wider applications and could be thought as non-smooth version of dynamic programming method for differential games.
In this article we introduce value operators Φ − and Φ + and proove their main properties. Before, main focus of research for programmed iteration method was on value operators Φ c − and Φ c + which are of simpler structure. In the next section we describe the differential game under study and list assumptions regarding right-hand side of the system of differential equations and payoff function. These assumptions are common in the theory of differential games. It is worth to notice that we do not assume that Isaacs' condition holds.
In the section number three we introduce value operators Φ − and Φ + proove their main properties used in programmed iteration method.
We conclude the paper with remarks on presented results and how they are connected to results of previous research on programmed iteration method.
Differential game
Let differential game be dx dt = f (t, x, u, v),
(t ∈ [t 0 , T ], x ∈ R n , u ∈ P ∈ Comp R k , v ∈ Q ∈ Comp R m ),
Condition (3) means that we consider zero-sum differential game with terminal payoff. First player, controlling parameter u, aims at maximization of the payoff. His or her opponent, controlling parameter v, has opposite goal, i.e. tries to achieve minimum value of payoff. The game (1)-(3) is denoted as Γ(t 0 , x 0 ).
Throughout the paper it is assumed that (a) function f is continuous on R 1 × R n × P × Q and satisfies Lipschitz's condition locally in x, (b) there exists constant λ ≥ 0 such that 
there is an unique absolutely continuous solution x(t) = x(t, t * , x * , u(·), v(·)) of the system (1) starting at state or position (t * , x * ). Let A(t 0 , x 0 ) be the set of all solutions x(·) = x(·, t 0 , x 0 , u(·), v(·)) of the system (1) from position (t 0 , x 0 ) for all choices of controls u(·) ∈ L([t * , T ], P ) and v(·) ∈ L([t * , T ], Q) and
is the set of all positions in the game. Due to (a) and (b) the set D = D(t 0 , x 0 ) is bounded and there exists constant M > 0 such that for any
The latter follows from Gronwall lemma [19] .
Value operators
Together with the game Γ(t 0 , x 0 ) we introduce the set of games
By analogy with multistage games [18] one may consider the set D = D(t 0 , x 0 ) to be the tree of multistage game. Let M(D) be the set of all bounded functions w(·) : D → R and UC(D) is it's subset of uniformly continuous functions w(·) ∈ M(D). On both sets we introduce distance function as 
where Proof. Let w(·) ∈ UC(D), (t , x ), (t , x ) ∈ D and
Let θ = max{t , τ }. Recalling defintion of value operator Φ − we conclude that
Hence,
This is the upper bound on value β. Same way lower bound for β is derived. First we select τ ∈ [t , T ] and
Then, we define θ = max{t , τ } and choose u (·) ∈ L P . This leads us to inequality
From (7) and (8) it follows that
where
Due to (4)
and
Moreover τ , θ , τ and θ were chosen so that
Uniform continuity of function Φ − • w(·) then follows from (9)- (15), definition of β, uniform continuity of w(·), arbitrary choice of α > 0 and the fact that (t , x ), (t , x ) ∈ D.
In the same way the proposition that UC(D) is invariant under Φ + is derived.
We say that operator Φ : Proof. Let us proove the statement regarding value operator Φ − . Let
In other words Proof. As before we present the proof for one value operator only. This time let it be value operator Φ + .
Let us choose arbitrary > 0,
By definition of value operator Φ + there exists t 2 ∈ [t * , T ] and
From (16) and (17) it follows that
In similar way we find
From (18) and (19) then it follows that
Thus, |γ| ≤ ν(w 1 (·), w 2 (·)) + 2 .
From the last inequality and definition of γ due to arbitrary choice of > 0 and (t * , x * ) ∈ D we conclude that
It is worth to notice that value operators Φ − and Φ + are not contractors, because any constant function on D is fixed point of value operator.
From (5) and (6) it immediately follows that
Lemma 3.4. For any w(·) ∈ M(D)
Let us consider the function
and the function
Due to H(·) ∈ C(R n ) the functions w Let us proove that consecutive approximations (22) with initial approximation w (0) − (·) are uniformly continuous on D. We choose arbitrary n ∈ N and (t , x ), (t , x ) ∈ D. Let
be arbitrary converging series with positive terms. Repeating steps of proof leading to (9) we get
In similar way we get
From (26) and (27) we conclude that
After n steps we get
where S n is n-th partial sum of series (25), where
Because of (4) we have
The function w
, a number n ∈ N, positions (t , x ), (t , x ) ∈ D and converging series (25) with positive terms were chosen arbitrary. Then, from (24), (28)-(31) it follows that consecutive approximations (22) are equicontinuous on the set D. In turn due to Arzela-Ascoli theorem [21] consecutive approximations (22) contains uniformly converging sub-sequence. Because of lemma 1 we have In analogy with [6] the following statement could be proved. 
Proof. Because of lemma 3.4 for any function w(·) ∈ M(D)
holds. Apparently from these inequality statement of lemma follows.
It is not hard to notice that consecutive approximations (22) and (23) with initial approximations (20) and (21) have a property that for any position (t, x) ∈ D sequences {w (n) − (t, x)} and {w (n) + (t, x)} are sequences of upper and lower values of multistage games, which approximate value of differential game Γ(t, x) [13, 14, 20, 22] . Then from theorem 3.5 and results of works [6, 13, 14, 20, 22] it follows that if Isaacs' condition holds [15] then any sequence {w Independently this result could also be derived from theorem 3.5 and work [6] , where instead of value operators Φ − and Φ + simpler value operators Φ 
Indeed, for any function w(·) ∈ M(D) the following inequalities hold
Hence, any solution of equation
is also solution of equation
But under assumptions (a)-(c) and Isaacs's condition it is proven [6] that equation (35) posses unique solution on the space UC(D) with boundary condition
This solution is the value function of differential game Γ(D). Due to any consecutive approximation (22) with initial approximation (20) and any consecutive approximation (23) with initial approximation (21) apparently satisfies boundary condition (36) from theorem 3.5, lemma 3.6 and lemma 3.7 it follows that both consecutive approximations converge uniformly to the value function of differential game on the set D.
Historically, value operators Φ − and Φ + were introduced earlier in programmed iteraton method. This method appeared for the needs of research of so-called non-regular differential games. In these games the function w + (·)) is justified by the fact that in pursuit-evasion games the former function has simpler geometric interpretation [16] . Theorem 3.5 together with lemma 3.6 and 3.7 lead us to the following criteria of regularity for the set of games Γ(D). Every game from the set Γ(D) is regular if and only if w (0) − (·) is a fixed point of value operator Φ − . It is known [17] that solution of equation (35) with boundary condition (36) is viscosity solution [10, 12] of Isaacs' equation [15] . Moreover equation (35) Presented in the paper properties of value operators Φ − and Φ + are also valid for value operators Φ c − and Φ c + . Excluding lemma 3.6 these results were published in doctoral dissertation of Sergei Chistyakov, but weren't widely available for public. This paper particularly fills this gap.
