ABSTRACT This paper investigates optical camera communication (OCC) technologies, targeting new spectrum, multiple-input-multiple-output diversity, transmission access, and novel architectures with augmented reality user experience for the extended 5G wireless network. It provides the current OCC research status and trend pertaining to these technologies, especially an inside view on the revision of IEEE 802.15.7-2011 known as the IEEE 802.15.7m (TG7m) Optical Wireless Communication Task Group. Such standardization activities have a major impact on the development of OCC technologies. In addition, it provides a detailed review of the related literature. Herein, OCC technologies are classified into five categories to elucidate their operations and technical characteristics. Furthermore, a concise performance analysis, numerical simulations, and some comparison of the results obtained for associated systems are presented, and the future directions of research and development are discussed.
I. INTRODUCTION

Fifth generation (5G) wireless systems represent the next generation of wireless communication systems. Although it
is not yet entirely clear what next-generation technologies will offer, they could be related to higher data rates, improved spectral efficiency in systems, centralized controlling and provisioning, improved network capacity, greater scalability, more reliable modes of communication, and lower battery consumption and cost. Furthermore, 5G networks are expected to enable a wide range of new services that have high-end requirements, such as ultra-high-definition (UHD) video streaming, augmented and virtual reality, cloud gaming, smart homes, connected cars, and remote control of machines. Thus, 5G networks will need to support unprecedented demands in terms of data rates, latency, reliability, and energy efficiency for wireless communication to enduser devices while maintaining low-latency targets in order to ensure the delivery of real-time services. Developing solutions that can address these issues has become an extremely challenging task for network engineers. Although there are still debates about the direction of 5G technology, it is expected to be significantly different from existing communications technologies.
Optical wireless-based networking is expected to play a major supporting role in meeting the requirements for 5G technology and is expected to extensively change the existing infrastructure by reducing the deployment costs with the introduction of new technologies, such as new Physical layer (PHY) architectures, data links, network layer functionalities, and interfaces with different service layers. The aim of optical communication is to provide greater flexibility or adaptability to wireless networks by reducing the number of access points needed (e.g., remote radio-frequency-based antennae). The important consideration when designing a network is how the capabilities and functionalities of the networks can be monitored and controlled. The introduction of software-defined networks (SDN) to 5G technology allows for centralized monitoring and control of an entire network [1] - [4] . Furthermore, advanced virtualization capabilities with network function virtualizations (NFVs) can services at both the user and application end because SDN provides scalable and secure centralized control of all systems through its interface [5] , [6] .
B. PROMISING TECHNOLOGIES FOR 5G
This subsection points out several promising technologies that can be used for 5G networking. Herein, the technologies for 5G networking have been discussed with standardization efforts.
1) IEEE 802.15 PROJECTS RELATED TO 5G
The IEEE projects related to 5G can be classified as shown in Table 1 ; the information was provided by Heile of the Wi-SUN Alliance. Four ongoing task groups of the IEEE 802.15 are attractive for 5G, including 802.15.3d Task Group, 802.15.7r1 OWC Task Group, 802.15.8 Peer Aware Communication Task Group, and 802.15.4 Low-rate Wireless Personal Area Networks (LR-WPANs) Task Group. Different characteristics (including the operating bandwidth, data rate, and distance) and multiple benefits to the 5G network have been addressed.
There are several solutions that could allow for an increased available spectrum and increased confinement of RF signals; WiGig is one such solution, as defined by IEEE 802.11ad, 802.11mc, 802.11aj, and the revised version of 802.11ay. However, the continued deployment and growth of 802.11 technologies relies on the utilization of unlicensed spectrums in order to satisfy complementary-use cases.
In this article, we only are focusing the promising technologies using optical wireless communication.
2) VISIBLE LIGHT COMMUNICATION FOR 5G
Currently, the majority of visible-light spectrums remain unused. They range from approximately 430-770 THz, which makes more than 1000 times the bandwidth of the entire RF spectrum (approximately 300 GHz) available for use. Since the visible-light and infrared (IR) spectrums are unlicensed, there is no cost for buying them.
While the current RF networks serve outdoor users or users in fast moving vehicles, VLC mainly serve indoor environment communications in future 5G systems because of the following factors (e.g., no interference between the different users due to different spectra, support communication and lighting at simultaneously). Therefore, VLC is an ideal implementation for micro-cell and attocell (approximately 1-10 m 2 ) as parts of the future 5G network [7] . VLC has experienced a lot of developments in the last few years. Extensive works have been performed on VLC [8] , [9] and 5G [10] , [11] individually but no significant connection has not been made between them. In the latter part of this section, the 5G network architecture with their promising technologies will be discussed.
Similar to VLC that utilizes visible light with unique features, LiFi (Light Fidelity) has the properties of small light interference, no signal from outside, easy to form beam with optics and due to line-of-sight facility it supports improved security [12] . Furthermore, LiFi spectrum is synchronized and unlicensed. The allocated Spectrum is non-interfering and promisingly complementary to the existing technologies in 802.11 and 802. 15 . Also, it creates no interferences and can be easily compatible with all the solutions of IEEE 802.11 and 802. 15 . As LiFi can ensure interference free, reliable communication, it attracts great attention both in academia and industries [12] .
The main difference between VLC and LiFi can be described as follows. Undoubtedly, LiFi is more mature than VLC and has similar speed (up to 1Gb/s). VLC uses LEDs to transmit data wirelessly by using intensity modulation (IM). At the receiver, the signal is detected by a photodiode (PD) or camera. VLC has been conceived as a point-to-point data communication technique. Whereas LiFi includes bi-directional multiuser communication, i.e. point-to-multipoint and multipoint-to-point communication.
LiFi also involves multiple access points forming a wireless network of very small optical attocells with the seamless handover. LiFi enables full user mobility, and therefore forms a new layer within the existing heterogeneous wireless networks.
VLC and LiFi both provide connectivity with low cost with using almost all the existing infrastructures. Both operate with no extra energy requirement in compared to the typical illumination devices, having comparable energy efficiency to RF technologies. Moreover, the feasibility of 100Gbps data rate over optical wireless communication has been discussed in [13] . Undeniably, the technology has satisfied the requirement on new spectrum, data rate, device density, and delay, being coexistence and compatibility to the 5G network.
3) OCC TECHNOLOGY FOR 5G AND STANDARDIZATION
OCC is similar to VLC or LiFi in that it also relies on visible-light communication. The major difference between OCC and VLC is the receiver type; OCC uses a camera that comprises a two-dimensional array of photodiodes to receive demodulated light. Inheriting the achievement from VLC technology, OCC technologies that utilize an entire spectrum of light wavelengths (from IR to visible-light to ultraviolet (UV)) are widely applicable to applications such as augmented reality. The spatial separation characteristic of OCC is beneficial as well.
A range of OCC systems has been investigated. International standardization tends to exert a great impact on the development and research of a technology, and OCC is no different. TG7m OCC technologies are applicable to multiple applications and services, as illustrated in Fig. 2 .
IEEE TG7m covers the infrared (700 nm-1 mm wavelengths), near-UV (100-400 nm wavelengths), and visiblelight (400-700 nm wavelengths) spectra. It contributes the following technologies to revise the IEEE 802.15.7-2011 standard [14] :
• OCC: This allows for a scalable data rate, more specific positioning/localization, and message broadcasting owing to the display and an image sensor being used as the transmitting and receiving devices, respectively. Recently, in January 2017, the initial integration of technologies was formed, subject to comment and resolve. The rest of the article is organized as follows. Section II presents the overview of promising OCC technologies whereas Section III describes the channel modeling of OCC technologies. Then Section IV presents the reference architectures, and performance evaluation of screen based Nyquist sampling and Section V describes the high framerate Nyquist sampling. Section VI represents the reference architecture and performance comparison of RoI (regionof-interest) signaling techniques. The Hybrid OCC and PD communication system have been presented in Section VII and the rolling shutter sampling reference architecture with their performance comparison has been discussed in Section VIII. Finally, Section IX concludes our article with the future direction.
II. OVERVIEW OF OCC TECHNOLOGIES
A range of modulation and coding schemes have been investigated for use in OCC systems because they are considered to be the key drivers in a communication system's performance. A suitable modulation scheme depends on the image sensor used, the method by which the exposure is made, and the light source used. However, constructing a classification of modulation schemes and systems solely based on the characteristics of the light source or image sensor would prevent an acceptable classification from being derived. Table 2 summarizes the most cited pieces of research on OCC, classifying the schemes into five major categories based on the following technical considerations. (i) The characteristics of modulated light as perceived by the human eye. This consideration suggests the proper use of light sources along with any modulations and is necessary because the primary purpose of a light source is to illuminate, with communication being a secondary concern. (ii) The method by which the camera receiver (Rx) demodulates data (the type of camera used to acquire the data when the limitation imposed on the communications system is based on the camera receiver rather than the transmitter (Tx)).
A. NYQUIST SAMPLING BASED FLICKER MODULATIONS
The modulation of a screen transmitter is not restricted to any particular flicker frequency because the flickering of a screen is less troubling for the human eye compared with the flicker 4578 VOLUME 5, 2017 from a LED; thus, the optical clock rate at which a block of a two-dimensional (2D) code is clocked out can be achieved even at low frequencies, such as 10 or 20 Hz.
Obviously, the optical clock rate must be less than the typical frame rate of a camera (i.e., 30 fps), and being satisfied the Nyquist sampling theorem. Several notable screen-based OCC methods and systems are listed in category A, which describes flicker modulation, as shown in Table 2 .
PixNet and COBRA codes are remarkable for screen modulation. PixNet, developed by S. D. Perli et al. [15] , encodes data in the frequency domain by adopting a 2D Orthogonal Frequency-Division Multiplexing (OFDM) modulation scheme. The throughput can be in the range of several Mbps, but the processing time is limited by the low optical clock rate, which has a transmission of no more than 5 Hz,i.e., five blocks per second [16] . COBRA, developed by Hao et al. [16] , uses a novel 2D barcode that has been optimized for the real-time streaming of data using five colors and three further optional colors at a clock rate of around 10 Hz. The issue of a lack of synchronization between the framerates of the transmitter and the receiver was resolved using Microsoft LightSync [20] , which uses interframe coding to support asynchronous communication.
The time-variant frame rate problem is also taken account of in the TG7m technical proposals on screen modulation, which include the use of 2D-sequential color codes [21] and Casio Picapi camera [18] . TG7m screen modulations target the optimization of the transmission overhead over time sequential protocol, allowing a wide range of image sensors to be supported. Existing TG7m modulations are mostly designed to support tens of kbps data rate operating at 10 Hz optical clock rate, to accommodate cameras with lower frame rates of 20 fps. Future work will seek to update the TG7m screen modulation technologies to allow efficient and reliable communication. Moreover, a process for merging similar methods is also being discussed by the TG7m committee.
Changes in the intensity of light used in invisible dataembedding techniques are imperceptible to the human eye. However, there are a lot of similarities between 2D-sequential coding and invisible data-embedding techniques [22] - [24] that modulate a screen light source; for instance, both make use of optical clock rates that are lower than the eye cut-off frequency and employ similar data mapping techniques. Hence, both 2D-sequential and invisible dataembedding codes are placed in the flicker-modulation category.
Hereafter, there are still related works associated with screen modulations that modulate the screen in a different way. For example, a modulation inspired by the design of LCD screen, proposed by Jiansong Zhang et al. (Microsoft Research Asia) presented an approach called polarized light modulation, inspired by the design of the LCD screen [25] . A drawback of this approach is that an additional polarizer must be placed in front of the camera receiver to demodulate the polarized light. Furthermore, some image watermarks/data embedding approaches have been proposed, for example in [23] and [24] , which may be included in the updates of technical proposals using invisible codes.
B. HIGH-FRAME-RATE NYQUIST SAMPLING
Given that illumination is the primary purpose of a light source, in some applications, such as in vehicles, light must be flicker-mitigated. This requires the optical modulation rate to be greater than 200 Hz because this makes the changes in the intensity of the light imperceptible to human eyes [54] . For the camera samples operating at a frequency (equal to the frame rate) that is several times higher than the modulation rate, a several-hundred-fps or a kilo fps (kfps) frame rate camera should be used.
High-speed cameras address the demodulation of light modulated at hundreds of Hertz by using the Rx-Tx oversampling ratio, as described in the schemes shown in Table 2 . For example, in one scheme, a high-speed camera-based transmission protocol uses an A-On-A'-Off protocol [27] (where A' is the inverse of a block of data, A) that is similar, in principle, to differential coding. A space-time code called Spatially-Modulated Space-Time (SM-ST) proposed by Ebihara et al. [28] used two blocks of 2x2 LED matrices to transmit 3 bits. An updated protocol for a 2N×2N LED matrix, called Layered Space-Time Code, then allowed multiple LEDs to be used, and the data rate adapted to handle variations in distance [30] . All the above mentioned studies used high-speed cameras (1000 fps) for vehicular applications. Other notable techniques, such as hierarchical rate adaption schemes using wavelet transforms [31] , allow for the incorporation of four-level priority in data mapping. The camera Rx can then adapt the amount of data demodulated based on the image resolution at different distances. Additionally, an erasure code that detects and recovers frames that are lost by the unsatisfied oversampling of framerates is notable [32] . Although these studies have demonstrated the reliable performance of high-framerate processing, the cost of the high-speed cameras required makes them an unattractive proposition.
C. REGION OF INTEREST SIGNALING
As oversampling requires the use of a high-speed camera Rx, a heavy computational burden is imposed in detecting the light source Tx(s) and demodulating the data. However, the high-frame-rate processing schemes are cost-ineffective. The RoI, a technique familiar to camera developers, may be applied to camera Rx, allowing a high frame rate to be achieved while minimizing the computational cost simultaneously. Thus, the methodology in implementing RoI based communication is one of the three PHY operating categories for OCC within IEEE TG7m (see Table 2 ).
The RoI signaling technique uses the simultaneous transmission of two data streams: (i) a low rate stream that is used to detect the RoI, and then (ii) high-rate stream is transferred via the selected RoI. This is performed by using a RoI-camera that utilizes the detected RoI to accelerate the frame rate and to demodulate the data at high speed. Demodulation of two streams can be assigned to a pair of cameras or a single programmable camera. For a dual camera system, the first camera can detect the RoI and set up the link for the second demodulating the data at high speed simultaneously. Considering the cost-effectiveness of this approach, a low frame-rate (e.g. 30fps) camera is used to extract the RoI information.
1) ROI SIGNALING LOW-RATE STREAM
An innovative modulation scheme to blink the light source indication has been introduced by R. D. Roberts (from Intel) initially and contributed to TG7m [33] , [34] . The modulation called Undersampled Frequency Shift On-Off Keying (UFSOOK), it is undersampled, flicker-free, and can be used by low-speed cameras at 30fps. UFSOOK is a form of DC balanced differential coding; it functions in a manner similar to FSK, and its undersampling characteristics allow for bits to be encoded at flicker-free frequencies while being simultaneously and successfully decoded by a low-framerate camera (e.g., 30fps). Notably, it allows for the use of both globalshutter and rolling-shutter cameras. This compatibility with both shutter types and low-framerate cameras is the key to the usefulness of UFSOOK.
Another undersampling scheme known as Undersampled Phase Shift On-Off Keying (UPSOOK), was introduced by Luo et al. [35] - [37] and it also displays a remarkable level of performance. In the UPSOOK system, Rx demodulates a bit from two sampled images in the same manner as UFSOOK such that the camera frame rate is twice the bit rate.
Undersampling can also be performed spatially using a spatial modulation scheme called Spatial 2-Phase Shift Keying (S2-PSK), which has recently contributed to TG7m [38] , [39] . The spatial separation capacity of the camera allows S2-PSK to fully demodulate a bit within a randomly sampled image. The support for the demodulation under random sampling allows for this approach to be used with time-variant frame rate cameras, which extends its compatibility to a wide range of image sensors.
2) HIGH RATE MIMO DATA STREAM
This sub-section explains hybrid modulation of the RoI data stream and high-rate Multiple-Input-MultipleOutput (MIMO) data stream.
Twinkle VPPM [34] is a combination of UFSOOK and VPPM. The amplitude modulation (AM) signal is generated in VPPM by changing the duty cycle of the groups of high rate pulses (via pulse width modulation) over time. This imparts a low-frequency UFSOOK amplitude envelope to the high rate data so that the LED light appears to change its intensity in a low-frequency manner while still transmitting at a high data rate. The low-frequency amplitude envelope makes the LED light appear to flicker (twinkle), and this is used as a beacon to identify LEDs that are transmitting high rate data.
Hybrid Spatial Phase-shift Keying (HS-PSK) [39] is a dedicated combination of S2-PSK and dimmable spatial multiple-PSK (DSM-PSK). Similar to the Twinkle VPPM, the AM signal that forms the basis of S2-PSK is generated using DSM-PSK. DSM-PSK comprises multiple VPPM signals with delays, it dims the light source by changing the duty cycle, and generating even intervals of low dimming and high dimming, creating a low-frequency AM signal at 200 Hz or 125 Hz. The AM signal is modulated using the S2-PSK encoding rule.
Also introduced by Intel to TG7m, Near-Infrared light (NIR), particularly at the 850 nm wavelength, and with a link budget up to 16 kbps [34] , objects to use in automotive positioning/augmented reality applications.
D. HYBRID OCC AND PD COMMUNICATION
Several studies have investigated hybrid OCC and Photodiode (PD) systems [40] - [43] that are able to realize new types of image sensors with PD cells (i.e., communication cells) integrated between the image pixels (i.e., image cells). An image output from image cells is used to detect the light source, and a communication link is subsequently set up and the PD cells are activated.
The technique also requires the detection of RoI; however, RoI signaling is not investigated, and Computer Vision based RoI detection is performed instead. If the RoI is assumed to have been successfully detected, the PDs within the selected RoI are activated and are ready for the demodulation of the PD communications. By using a novel architecture for the image sensor, the frequency response of the PD cells in the image sensor can be tested [43] and several PD communication methods can be implemented, including baseband modulations with line coding [40] , [41] and OFDM [42] , [43] .
Inheriting the achievement of PD communications from existing VLC standards such as IEEE 802.15.7-2011 std. [55] , along with the achievement of high-rate PD communication sub-committee (LiFi sub-committee) in the ongoing IEEE 802.15.7 revision TG7m [56] , [57] , hybrid OCC and PD communication systems are considered to be a promising research direction as they benefit from the spatial separation of OCC and the ''5G required data rate'' of LiFi.
E. ROLLING SHUTTER BASED OCC
Being a part of non-flicker modulation series, with the vast usage of rolling shutter cameras in the camera market, the use of rolling shutter cameras in OCC systems takes advantage of the high sampling rate of the rolling shutter mechanism, which sequentially exposes lines of pixel to the incoming light. The Rx sampling rate of these systems, which reflects the pixel sampling rate of the rolling shutter, is much higher than the Tx optical clock rate. In principle, the frame rate of a high-speed camera Rx must be greater than the Tx optical clock rate to satisfy the Nyquist rate. An analysis of the relevance of the image sensor parameters (such as readout time, exposure time, and rolling shutter sampling rate) to communication applications has been presented [46] . Table 2 includes the modulation schemes for rolling shutter OCC systems submitted to TG7m and presented in related works. These include the following technical proposals that were submitted to TG7m: compatible OOK (C-OOK) from Kookmin University, Pulse Width/ Position Modulation (PWM/PPM) code from Panasonic, rolling shutter-FSK (RS-FSK) from National Taiwan University, and the compatible M-FSK series (CM-FSK) from Kookmin University. The related works discuss OOK based line coding developed by PureLiFi [44] and M-FSK developed by Carnegie Mellon University [49] .
The highlighted works presented in Table 2 can be grouped into two types: time modulation series (OOK schemes [44] - [46] and PWM/PPM [47] , [48] ), and frequency modulation series (M-FSK schemes [49] , [52] , [53] , and RS-FSK [50] , [51] ). The modulations listed by TG7m were designed to be compatible with a wide range of image sensors, whereas those presented in the related works did not take into account the compatibility considerations. In particular, C-OOK [46] enables the detection of packets that are missing because of a sharp decline in the Rx frame rate. A pair of asynchronous bits (Ab) allows for the detection of two-thirds of these missing packets. Two other modulation schemes, RS-FSK [51] and CM-FSK [52] , are compatible with cameras that have widely different frame rates, readout-times, inter-frame gap times, and pixel sampling rates. The typical bandwidth of smartphone cameras is also supported. Moreover, PWM/PPM is designed to support bandwidths of ≥10 kHz, which facilitates greater data rates.
All of these rolling-shutter-based OCC systems share a problem that results from the trade-off between the data rate and the communication distance; this trade-off means that the amount of data available is proportional to the resolution of the light source on the image. A detailed analysis of the performance shall be discussed fully in the following sections. From our perspective, these modulation schemes are most suitable for indoor scenarios or for smartphone users located in nearby buildings because the distance is usually no more than 10 m and the camera receiver is equipped with a pedestrian's smartphone. Researchers have shown that the rolling shutter OCC technology is to deliver accurate indoor localization and navigation [58] , [59] , or some other promising services [60], [61] for inside buildings where GPS cannot reach.
A brief comparison of the performance and intended services of the five categories of OCC systems is given in Table 3 . The discussion on how these performances are achieved is presented throughout this paper.
III. OCC CHANNEL MODELING A. IMAGE SENSOR MODELLING
Before moving to the calculation of E b /N o , i.e., to evaluate and compare the performance of the modulation and coding techniques, the model of the image sensor as a 2D light waveto-digital converter is shown in Fig. 3(a) . In this model, all possible parameters which control image sensors/cameras are VOLUME 5, 2017 considered, including frame rate, exposure (i.e. light integration time), row sampling rate (especially for rolling shutter camera) and image resolution. Communication-related performance is the foremost priority, whereas variations in the parameters that lead to the need for image-sensor compatibility are secondary.
For the communication performance, along with the need for typical image-sensor compatibility, we must identify parameters that mainly limit the communication bandwidth. The frame rate (or row sampling rate, especially in the rollingshutter camera Rx) that varies slightly or considerably is the limit for the optical clock rate of transmission at the Tx, satisfying the Nyquist sampling rate, whereas the long exposure time, which is controlled by the ''Integrate & Hold'' block, takes a role as the low-pass filter, limiting the upper threshold of the communication bandwidth to typically less than tens of kHz. Moreover, the resolution of the image allows the Rx to receive signals from multiple light sources simultaneously, performing the visual MIMO technique.
Based on the model of image sensor, the pixel E b /N o is estimated [34] as follows
where E b represents the Energy-per-bit; N 0 represents the Spectral-Noise-Density; s is the pixel value; a is the amplitude of the signal; is the camera exposure duration as a ratio of the signal cycle;
= t e /T ; n is noise value n ≈ N (0, α(s) 2 ); α, β are noise model fit parameters.
The calculation of the pixel E b /N 0 ratio in our OCC system differs fundamentally from the typical calculation of E b /N 0 in an RF system. The difference between the Rx of an RF system and Rx of our OCC system derives originates from the image sensor Rx and its mechanism of exposure to light intensity. A camera Rx is solely based on what the image sensor detector sees within the integration time, i.e., from the time the shutter is open to the time it is closed. The shutter speed relates to the integration time that is simply a fraction of the bit interval (i.e., multiple times less than 1%), and the following relationship between the error probability and pixel E b /N 0 shall be unfamiliar to the RF system.
The fit parameters α = 0.01529, β = 0.1973 introduced in [34] are used. For our intended systems, two options of the shutter speed at 1and 8 kHz are provided to compare, and the optical clock rate of Tx at 125 Hz is selected. From these values, we obtain the relationship between the pixel amplitude and E b /N 0 , as shown in Fig. 3(b) . The estimation shows that the curve is not linear. Even when a signal is absent, residual noise power may still exist. Moreover, a very high pixel E b /N 0 can be achieved when the pixel amplitude acquired is close to the maximum value, such as 255 for 8-bit ADC pixel. Notably, compared with a lower shutter speed (e.g., 1 kHz), a faster shutter speed (e.g., 8 kHz) shall require a lower bit energy to attain the desired pixel amplitude. The estimation of bit energy as a function of pixel amplitude is useful in practically measuring and estimating the performance of OCC systems.
IV. SCREEN BASED NYQUIST SAMPLING A. REFERENCE ARCHITECTURE
The pervasive use of screens can be viewed as communicating a 2D code to camera-equipped sensors. Two types of screen modulation are introduced in Fig. 4 based on their perceptibility characteristic of modulation to human eyes: (i) color modulation, shown in Fig. 4(a) , and (ii) hidden modulation, shown in Fig 4(b) . Color modulation attracts users by informing where the transmitter is. In contrast, hidden code objects protect data from any unintended attention.
Both types of screen modulation shall implement multiple cells simultaneously transmitting data to multiple pixels of the image sensor to achieve the desired data rate. The modulated light coming to the image sensor is filtered by Bayer RGB filter. Thus the interference between R, G, and B color channel is present in our color transmission system. Numerous studies [15] - [21] have investigated the types of color modulation in the space-time domain. On the other hand, the modulation in the grey channel or watermarking is highly affected by the ambient light. Thus line coding is used in conjunction with channel coding to enhance the performance of hidden code systems. Also, numerous studies [22] - [24] have investigated the hidden-cell modulation.
Supporting the operation under camera rotation and under the rolling shutter effect, a principle of clock information embedded into four corners of the code is introduced as Fig 4(b) showed.
B. PERFORMANCE EVALUATION
According to A. Ashok et al. [59] , the capacity of spacetime modulation can be expressed using Shannon Capacity formula, considering the deterministic nature of perspective distortions and the AWGN characteristic of the camera channel:
where SINR represents the signal-to-interference-noise ratio per pixel, F fps is the camera-frame rate, W s is the spatialbandwidth, which denotes the number of information carrying pixels per camera image frame. The spatial bandwidth is equivalent to the number of orthogonal or parallel channels in a MIMO system. The calculation of SINR under presence of perspective distortion is also provided as
where P avg denotes the average transmit pixel intensity. The average perspective distortion factor α(0 ≤ α ≤ 1) represents how the signal energy on each pixel is effective area scaling (down) due to perspective and lens-blur in the camera imaging process, while the rest of the light-energy on the pixel is from ambient photon noise. α = 1 indicates that the screen pixel is at the focus of the camera and also incurs no signal reduction due to lens-blur, and α = 0 indicates that no part of the screen-pixel gets imaged on the camera pixel.
To deal with a high perspective distortion in which the interference between pixels happens, a channel block coding in the space domain [15] , [16] , [20] , may be applied. A block of β pixels that may interfere with each other shall be used to map some bits. In this case, the SINR that indicates the signal-to-interference-noise ratio of the entire block is used.
where SINR α is calculated from (3), the coefficient γ 1 = 4( √ αβ − 1) and γ 2 = ( √ αβ − 2) 2 represent the number of boundary-blocks and non-boundary blocks respectively. Here min β = 4 (i.e. 2 × 2 pixels), and αβ = 4 indicates that each β pixel block projects onto a maximum of 1 camera pixel area while αβ > 4 indicates that the block project onto multiple camera pixels. For hidden code series, due to the low signal-tointerference-noise ratio, line coding shall be applied. A popular way to deal with the noisy channel is to use a differential coding, which uses two adjacent images to map a block of data bits. The dissimilarity of two adjacent sampled frames is objected to decode a block of data bits. Pixel-based metric, calculates the difference of the pixel color intensity values of the two frames [62] . For frames F and F each with X ×Y pixels, the pixel-based matric d p (F, F ) is calculated as:
where C(p ij ) and C(p ij ) are the color intensity values of pixels p ij and p ij in frame F and F , respectively. Based on the differential pixel-based matrix, the calculation of SINR is performed using (3), determining the maximum capacity of a system like (2) showed.
From the implementation view, the performances of highlighted systems are compared. Fig. 5(a) shows normalized communication parameters of the selective modulation schemes. It shows the comparison of Tx resolution and Tx clock rate (Hz) among the modulation schemes. In Fig. 5(b) , throughput values of different screen-camera modulation schemes has shown.
PixNet system developed by S.D. Perli et al. [15] encodes data in the frequency domain by adopting a 2D OFDM modulation scheme. The main components of PixNet include a perspective correction algorithm, blur-adaptive OFDM coding, and an ambient light ?lter. The throughput reaches multiple Mbps; however, the slow processing time causes to a low optical clock rate of transmission (no more than 5Hz, i.e. five blocks are transmitted per second). COBRA developed by T.Hao et al. [16] uses a new 2D color barcode design that is particularly optimized for real-time streaming between smallsize screens and low-speed cameras of smartphones. Five colors including black, white, red, green, and blue are used. Three optional colors including magenta, cyan, and yellow may also be used. The 10Hz data block transmission provides the reliable link. The throughput performance depends significantly on what the Rx device is used.
V. HIGH FRAME-RATE NYQUIST SAMPLING A. REFERENCE ARCHITECTURE
Unlike the modulation of screen light which operates at a low frequency (i.e. less than 20Hz) being less intrusive to the human eye, herein and following sections, the primary illumination purpose of LED light sources leads to the requirement VOLUME 5, 2017 of flicker-free modulation. The optical clock rate to drive LED light sources is at a higher frequency (i.e. greater than 100Hz [54] ). The oversampling technique means that the camera sampling rate (i.e. frame rate) is multiple times higher than the optical clock rate. Consequently, the frame rate of the camera is kfps or even higher. The reference architecture is shown in Fig. 6 .
High-speed cameras can simply handle the demodulation of hundred(s) Hz modulated light by taking their advantage in the oversampling ratio between the frame rate of Rx and the clock rate of Tx. Nonetheless, the use of high-speed cameras is an ineffective cost solution for some services. Undeniably, a typical camera at a low frame rate (such as 30fps) is inapplicable to those protocols. Multiple-LEDs array shall be used to implement the space-time coding series to apply the optical MIMO concept. It has been shown that the schemes apply to the vehicular environment at which light sources are available on cars or traffic lights, traffic signs and high speed cameras are equipped in cars or traffic CCTV systems.
The studies on space-time coding for high frame-rate Nyquist sampling optical system are various [27] - [32] . The dimming support trend is greatly affected to the illumination device; however, to the best of our knowledge, we have not found a research related to dimming support for those related systems. It may be acceptable in using traffic light at this time while the traffic light source is turned on and off at a time without any dimming requirement.
B. PERFORMANCE OF FRAME RATE OVERSAMPLING
For example of a high-speed camera based transmission protocol presented in [27] , it uses an A-On-A'-Off protocol with all beacon data repeated n-times (where A' is the inverse form of a block of data A). Similarity, a space-time code (Space Shift Keying) generating two blocks of 2 × 2 LED matrix to transmit 2 data bits is proposed by Katsunori et al. [28] . The authors used a 1000 fps vehicular camera. Later, an updated protocol for 2 n × 2 n LED matrix namely the Layered SpaceTime Code was proposed by the authors to deal with multiple LEDs and data rate adaption against distance [30] . A highspeed camera based OCC with the less oversampling ratio of 3/2 emanates from our previous study [29] in which the camera frame rate is assumed to be constant.
The tradeoff between diversity and multiplexing gain is considered in any space-time coding system, and OCC system is not an exception. Implementing visual MIMO concept, OCC systems gain a low spatial multiplexing gain as shown in Fig. 7(a) . However, this is not a problem because the current resolutions of the image allow a large amount of simultaneous data streams over LOS links. Several studies have proposed the method to embed multiple data streams by using the same multiple LEDs Tx to deliver different data stream according to the distance from Tx to Rx. Fig. 7(b) illustrates the link capacity of different data streams against distance. The distance adaption is beneficial from the spatial separation characteristic of LOS links via OCC.
VI. UNDERSAMPLED ROI SIGNALING A. REFERENCE ARCHITECTURE
The unmitigated matter of oversampling technique presented in the previous section concerns about the requirement of a high-speed camera. The camera Rx that requires maintaining its frame rate at high speed whereas the heavy processing involved in the detection of light source transmitter(s) and demodulation of data is unavoidable.
The scheme, therefore, is cost-ineffective. Fortunately, the RoI technique that is familiar to camera developer is suitable for camera Rx to achieve high frame rate while minimizing the computational cost in the light source(s) detection and extraction. Herein, the methodology of implementing RoI based communication is discussed. The architecture for RoI signaling is illustrated in Fig. 8 .
The transmission of RoI is beneficial when the camera Rx knows the area in which the communication link should be setup. The light source Tx shall continuously inform the camera Rx via a known signal for differentiating the light source Tx from other non-interested light sources and other objects. The transmission of the known signal is a type of light source identification. Moreover, the high-speed data stream is embedded into the low-speed RoI stream. A dual streaming of light source identification signaling and high-speed data link is performed as the hybrid modulation.
For the Rx, light source identification and demodulation of high-speed data can be time slotted using a single camera. This means that the camera Rx first detects the RoI from the light source identification signal, and then selects the RoI to accelerate the frame rate and achieve high-speed data link. However, the movement between Tx and Rx is considered and the RoI may also move. The alternative solution is the use of a dual-camera system in which one camera simultaneously detects the RoI for another camera that is demodulating data at high-speed. The low frame-rate (e.g. 30fps) camera shall be used to detect the RoI to reduce cost.
Different RoI waveforms are compared in Fig. 9 . The UFSOOK waveform is undersampled in the time domain, and multi-phases used to correct the error under dimming. Conversely, the S2-PSK waveform is undersampled in the spatial domain, and amplitude modulation is used to control the dimming.
B. PERFORMANCE OF UNDERSAMPLING AND RoI TECHNIQUES
Assume that the probability of a wrong decision for bit 1 (transmitted 0 bit decided 1) and bit 0 (transmitted 1 but decided 0) is the same bit error rate. For a temporal scheme of undersampling such as UPSOOK, assume that the sampling #n and sampling #(n+1) are independent, the overall error probability of the XOR operator is estimated as
where p e is the error probability of the LED state decision of 2-PSK in UPSOOK, and that of 2-FSK in UFSOOK. Unlike the temporal scheme, our spatial scheme S2-PSK demodulates a bit from a pair of states (two states of two different LEDs) from the same image. Similar to UPSOOK, a wrong demodulation solely occurs when one state among those two is improperly decided while another is correctly decided. However, given that those two states are from the same image, hence there is a high similarity in the noise experienced. Considering a suitable method of noise mitigation for the decoding, the demodulation within an image can gain a lower bit error rate compared with UPSOOK. This noise can be mitigated by using the nonlinear XOR classifier with a suitable intelligent algorithm (e.g. Artificial Neural Network (ANN) for exclusive-OR (XOR) operator proposed in [38] ). Overall, the error probability in classifying on and off states of light sources is enhanced substantially with the XOR decoder, and the BER performance of the S2-PSK scheme is expressed as:
where (αp e ) is the error probability of LED state performed by the nonlinear XOR classifier; α < 1 is the error rate enhancement coefficient achieved by using the XOR classifier. Fig. 10 presents the BER performances of the RoI signaling techniques without or with various dimming level. A comparison of BER against εb/No performance for the different schemes shown in Fig. 10(a) is performed over the simulations without dimming (i.e., the average brightness was kept constant at 50%). Here, the energy (per bit) required by UPSOOK was lower than that required by UFSOOK to achieve the same bit error rate. S2-PSK showed a lower bit error rate than UPSOOK at the same noise level, because the bit demodulator (XOR operator) could mitigate the similar noise that appears in a pair of input states within the same image.
The BER performance may change under dimming (brighter or darker) as illustrated in Fig. 10(b) . Since UFSOOK performs dimming via duty cycle modulation whereas UPSOOK and S2-PSK use AM, UFSOOK maintained its performance while that of the other two techniques was compromised. As can be seen, UFSOOK can maintain the performance with multi-phase sampling (such as a 3-times repeating (R3) code) is applied to correct the sampling error. However, when scarifying the data rate for repeating code, UFSOOK provides better performance than S2-PSK dimmed at 25%. Fortunately, the simulation and calculation of pixel Eb/No in Section III(B) show that a lightof-sight link greater than 20dB E b /N o is fully achievable with the current shutter speed. Moreover, the ANN approach works well with nonlinear classification matter in the XOR function of the S2-PSK system, ensuring that OCC systems work well under lower dimming.
C. HIGH-SPEED DATA STREAMING VIA SELECTED RoI 1) TWINKLE VPPM
The UFSOOK sends the information for the light source and RoI identification. Along with the low-speed amplitude change, the actual data rate that a high-speed camera demodulates is based on the rapid change of the VPPM clock rate. The hybrid modulation of the AM change and the VPPM is called twinkle-VPPM. The twinkle VPPM waveform generation is illustrated in Fig 11(a) .
Two cameras observe the pulsating light. The first camera has a fast exposure such that it can decode the high pulse rate (the high-speed camera). The second camera has a slow exposure time such that it only perceives light with constant intensity (the 30 fps camera).
The demodulation is a Nyquist sampled communications that considers the communications to be quasi-synchronous. Specifically, the AM twinkle frequency is at 127.5Hz to target the frequency equaling (n ±1/4) times the frame rate, where n is a selected integer. Using 4 samples per AM cycle, the aliased twinkle frequency guarantees the AM demodulation even if every other sample falls on a transition boundary. The bit rate of AM is 7.5 Hz.
2) HS-PSK
The modulation is specialized for vehicular application in which a pair of light sources (a pair of tail light or a pair of the headlight) is to transmit data. The HS-PSK waveform generation is illustrated in Fig 11(b) . The DSM-PSK evenly dims the light sources at the low and high dimming levels, which generates an AM signal at a low frequency of 200Hz (or 125Hz). The AM signal is modulated following the encoding rule of the S2-PSK. The bit rate for the AM signal is usually 10Hz; therefore, it supports any camera with the frame rate at no less than 20fps for successfully demodulating the AM signal. The random sampling of the camera is considered; hence the communication is totally asynchronous. At the initial state of TG7m standardization, a high-speed data link up to 22 kbps generated by HS-PSK is introduced for vehicular communication purposes. The technique also requires the detection of RoI; however, RoI signaling is missing, and Computer Vision based RoI detection is performed instead. The reference architecture for hybrid OCC/PD system is shown in Fig. 12 .
VII. HYBRID OCC AND PD COMMUNICATION
B. PERFORMANCE EVALUATION
To the best of our knowledge, most of the related works did not evaluate the performance of RoI detection because the detection of the light source is solely based on image processing. The detection of the light source without the RoI informing functionality, similar to the case of previous Undersampled RoI signaling technique, is problematic. The evaluation of RoI detection using the computer vision technique and the undersampled-RoI signaling technique has been presented in our previous work [38] , which reports the outstanding performance of the RoI signaling technique at large car-to-car distances.
Assume that the RoI is successfully detected, and communication pixel (CPx) is PD-activated according to the detected RoI from image cells. After this link setup step, the performance of high-rate link is based on the performance of PD and its circuit (such as an equalizer). The frequency response of communication pixel (HCPx) experimentally measured [40] is shown in Fig. 13(a) . The frequency response allowed the occupied bandwidth up to 10MHz with the equalizer considered.
After the bandwidth is selected, the proper modulation may produce a desired performance. Typical modulation schemes such as OOK and VPPM standardized by IEEE 802.15.7-2011 standard are useful. However, advanced modulation and coding schemes for optical wireless communication, such as OFDM series, present new opportunities for our hybrid OCC and PD communication system. Fig. 13(b) illustrates the bit-error rate as a function of the E b /N o performance of direct current-biased OFDM (DCO-OFMD) using quadrature amplitude modulation (QAM) symbol mapping. It shows that 10 −6 BER shall require the signal strength above 40dB (up to 80 dB). Fortunately, from our experiment, the line-of-sight link satisfies the required signal strength realized by vehicular light sources at a reasonable distance (such as 100m or greater).
VIII. ROLLING SHUTTER SAMPLING A. REFERENCE ARCHITECTURE
In addition, related to flicker-free modulation, a rolling shutter camera based OCC systems [44] , [45] , [53] can take advantage of the rolling shutter mechanism which sequentially exposes pixel lines to the incoming light. Fig. 14 illustrates two promising approaches of rolling shutter sampling based on highlighted works listed in Table 2 . Fig. 14(a) presents a block diagram of the CM-FSK system [52] proposed by Kookmin University. Compared with a similar M-FSK proposed by Carnegie Mellon University [49] , CM-FSK is designed to embed the clock information into every single frequency symbol to support varying-frame-rate cameras. Also, in functional blocks, it is similar to the RS-FSK system developed by National Taiwan University [50] . The major difference between the RS-FSK system and two other systems is the frequency separation. M-FSK and CM-FSK maintain the frequency separation at a constant value, while RS-FSK keeps the inverse value of the frequency separation at a constant. Fig. 14(b) presents an example of rolling shutter sampling OCC system in the time domain, employing OOK modulation. Packet PWM/PPM from Panasonic [47] , [48] is also a type of temporal rolling shutter camera sampling. Here in the exemplary system, we highlight the importance of a technique called data fusion which merges data from multiple images to support the reception of a longer packet at a distance.
Dimming is crucial to the modulation, and the PWM/PPM code by Panasonic supports the best dimming. The modulation pulse width in steps of 60 micro sec [48] allows the best dimming control; however, it is designed for cameras that have a higher bandwidth capacity (i.e. 16 kHz bandwidth). The smallest pulse width of 10 micro sec shall require 200 kHz sampling rate of an image sensor Rx, a requirement that most of current smartphone cameras cannot reach.
Finally, the hybrid modulation of M-FSK and 2-PSK is designed to support larger distances (up to 20m via 2-PSK link) [52] while maintaining the advantages of M-FSK, including the power efficiency and the image sensors compatibility support.
All the rolling shutter sampling OCC systems encounter the same problem of distance limitations and data rate limitations owing to the operation of the rolling shutter mechanism. Details on the performance comparison between different schemes reaching to the limitations of data rates and distance are analyzed in the following sections.
B. DATA RATE -DISTANCE TRADEOFF
Given the operation of the rolling shutter camera, the actual number of samples (pixel rows) acquired from the captured image of the light source at distance d, N row (d), is calculated as.
where w is the image width (in case the rolling axis is along the width of the image sensor), L is the normalized length (diameter) of the light source along the width of the image sensor, d is the distance between the light source Tx and the camera Rx, and FOV is the field of view of the camera. The actual number samples acquired from an image, N row (d), determines the amount of information that an image can capture. Two different approaches of demodulation, frequency domain and time domain based demodulations are described as follows.
1) PERFORMANCE LIMITATION OF FREQUENCY DEMODULATION
The sampling rate of the image sensor, which is the frequency at which a row of pixels is sampled, must be at least twice the rate of the highest signal frequency, according to Nyquist's theorem. This relationship is described by the VOLUME 5, 2017 following equation:
where f max is the maximum resolvable frequency, f Nyquist is the Nyquist frequency, and f s is the sampling rate of the image sensor (i.e., the sampling rate of lines of pixel). The frequency resolution ( f ) is dictated by the acquisition time and given as
where T is the acquisition time (of a rolling image), N row is the number of samples (i.e., lines of pixel) acquired throughout the diameter of the light source along the rolling direction of the image sensor. From (10) and (11), the condition for the camera Rx to differentiate a frequency is that the size of the light source on the captured image is large enough, namely,
From (8) and (12), the requirement of the light source size on the captured image leads to the upper-limited communication distance, which can be computed as follows
From (13), the maximum distance of transmission is proportional to the frequency resolution and the size (diameter) of the light source.
2) PERFORMANCE LIMIT OF TEMPORAL DEMODULATION
Unlike FSK, wherein a single frequency symbol is demodulated per image, OOK or Packet PWM/PPM systems demodulate the entire packet including multiple symbols per image. Thus the size of data sub-packet shall be short enough to be captured entirely by an image in the case where data fusion technique is not applied. The conditional size of the light source on the captured image is expressed as
where R DS is the data sub-packet rate, and T sub_packet is the length in time of the data sub-packet. Consequently, from (8) and (14) , the communication distance is limited as a function of the data sub-packet size as follows:
Moreover, besides the distance limitation which is linearly proportional to the data sub-packet length as shown in (15) , the temporal rolling shutter decoder shall require the number of samples to clearly differentiate between the on and off states of the captured waveform in the time domain. A minimum of four samples per clock is suggested to identify whether the transmitted state during the clock time is on or off. The condition is expressed as, (16) where N B/sub_packet is the number of binary clocks per data sub-packet. Fig. 15(a) presents the simulated bit error rate against pixel E b /N o performance of the OCC systems employing OOK, VPPM, and FSK with various dimming levels. We applied pulse width control for VPPM and FSK dimming; however, we applied the amplitude control for OOK dimming as it is suitable for an OCC system. Undeniably, Binary FSK (BFSK) shows the best performance because it requires the lowest pixel E b /N o to achieve the desired BER. VPPM outperforms under dimming. VPPM dimmed at 10% provided a better performance than OOK dimmed at 25%. This is because the amplitude dimming control is applied for OOK to maintain the link rate. Fortunately, our experiment of pixel intensity along with the calculation of pixel E b /N o in Section III-(B) always guarantee the pixel E b /N o at greater than 30dB for the light-of-sight link at an intended indoor distance such as 10 m, ensuring that the OCC systems perform well under low dimming. Fig. 15 (b) displays the bit rate against distance performances of OOK, VPPM, and FSK modulation schemes. Temporal modulation series (including VPPM and OOK) provide higher bit rates at the same distance compared to frequency modulation series (such as RS-FSK and CM-FSK). However, for the communication distance, the OOK scheme cannot extend the communication as much as FSK can. (13) and (15) describe the calculation of the maximum distances of all those schemes. The trade-off between the distance coverage and the data rate suggests the selection of a proper modulation for the intended system.
C. DISTANCE IMPROVEMENT OVER DATA FRAME FORMAT
To extend the maximum distance of communication, a fusion technique has been proposed [46] in which the sub-packet is merged from two adjacent images using asynchronous bits (Ab). This sub-packet is decodable if every image captures no less than half of the data sub-packet size. Hence, the size of the image allowed is two times smaller than that of the typical data sub-packet:
Consequently, the communication distance is limited as a function of the data sub-packet size with Ab as follows:
Within the maximum communication distance, the decoder shall also require the number of samples to clearly differentiate between the on and off state of the OOK or the VPPM signal in the time domain as expressed in (16). Fig. 16 (a) describes how data fusion is applied to collect and recover data from different images. Each data symbol shall be transmitted along with its clock information, allowing the camera decoder to group together images belonging to a data symbol. Each image provides a part of the data subpacket; however, adjacent images are fused into a complete data subpacket. The fusion technique is beneficial in terms of distance because at a further distance the decoder operates well even if a part of the data recovered from the captured image is incomplete.
In Fig. 16(b) , we present bit rate as a function of distance performances of the OOK modulation schemes. Our comparisons are performed against conventional OOK modulation formats, i.e. the data subpacket shall comprise a preamble and a payload. The fusion technique is implemented by inserting a single asynchronous bit at the start and end of each payload. OOK modulations using the fusion technique significantly outperform conventional OOK modulations. Specifically, at the same required data rate, the maximum distance is enhanced significantly with the fusion. Similarly, at the same required distance, the amount of actual information data is increased for each image (i.e. the subpacket payload after the overhead part is removed) and the fusion technique gains twice the data rate achieved by the typical technique.
IX. CONCLUSION AND DISCUSSION
In this study, we summarized the most recent works related to the OCC technology. Considering the high potential of OCC systems in enabling the next generation of wireless communication network, i.e., 5G, we focused our discussion on the operation to link the technology to 5G. Specifically, we introduced novel OCC systems whose performance can be compared to those reported in other highlighted works. A detailed analysis of OCC system performance was compared to the findings of the related works in a comprehensive manner. Numerical analysis along with practical simulations were newly introduced in this paper to provide the overview of OCC systems, their performance and suitable services. Also, the highly influential activity of the IEEE standardization TG7m was outlined. The inside look and evaluation of the technical proposals of OCC introduced in TG7m were also included in the performance analysis and comparison.
We classified OCC technologies into a set of five major types which address how the systems work and which LED Tx and camera Rx is applicable. The classification covered the entire research trend on OCC and current standardization of OCC TG7m. The image sensor model and the calculation of Eb/No based on the pixel amplitude value were addressed; this was helpful for the performance analysis and comparison.
The screen-based Nyquist sampling series operated at a low range of the optical clock rate (below 30Hz). We introduced two reference architectures for screen modulation and then analyzed our study and related research from different aspects (i.e., the optical clock rate, MIMO, and channel coding). The high-framerate sampling series also follows Nyquist sampling. However, because of the requirement of flicker mitigation, high-speed cameras were used, which are best-applied in traffic light signals.
We have shared the great interest in the third category; Undersampled RoI signaling systems were designed being suitable for car-to-car communication, namely the killer app of OCC. The low-rate stream and high-rate data stream of RoI are simultaneously transmitted, making it a complete technology that is readily incorporated into cars. The performances of RoI signaling techniques were evaluated under dimming. The waveforms generation of RoI signals along with highrate data stream were also described.
The hybrid OCC and PD systems were also described. The detection of light sources based solely on computer vision indicated a lower performance than the undersampled RoI signaling technique. In contrast, PD communication supported the required 5G data rate up to Gbps level using the advanced OFDM modulation series.
Finally, the rolling shutter sampling series were compared, and evaluated from different aspects. The tradeoff between data rate and distance which we newly analyzed in detail in this paper is fundamental but essential to any rolling shutter OCC system designer. The frequency modulation series and temporal modulation series were compared; the results suggested their suitable usages. The data fusion technique to extend the communication distance to twice the original value, and the frame rate variation support were also presented. 
