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Abstract
The present paper is the first step in the systematic study of differences and similarities of the
first order delay and ordinary differential equations. The continuous dependence of solutions to DDE
on the time delay tending to zero is discussed and theorems guaranteeing continuous dependence
are proved. The properties of nonnegativity and the blow-up phenomena for the solution to delay
differential equation are studied. Conditions guaranteeing boundness of the solution to DDE are
stated. Delay differential equations are considered in Rn as well as in Lp.
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1. Introduction
Although many processes in nature include delays, their models are usually described
in terms of ordinary differential equations (ODE). The main reason is that the systems of
ODE are simpler and it is easier to analyze them than the systems of delay differential
equations (DDE). The present paper is the first step in the systematic study of differences
and similarities between the behaviour of solutions to DDE and the behaviour of solutions
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M. Bodnar / J. Math. Anal. Appl. 300 (2004) 172–188 173to the corresponding ODE. The aim of this paper is to show that neglecting of the time
delay may be as well justified in some cases as not in the others.
In [1] a very simple example is proposed which shows that an approximation of DDE by
its Taylor sum can be unjustified. In the present paper a continuous dependence of solutions
to DDE on the time delay parameter is discussed. If one would like to use ODE instead of
DDE to study a process including a delay, it is important to know, if for a small delay and
a short time interval solutions to DDE and respective ODE are close each to other. Some
results are available in the literature [2], but still the general theory need to be developed. It
is well known that the behaviour of solutions to DDE can be much more complicated than
the behaviour of solutions to the appropriate system with delay equal to zero (see [1,3]). It
is not surprising since DDE is an infinite dimensional dynamical system while ODE is a
finite dimensional one.
Delay differential equations are often used to describe biological or physical systems
(cf. [3–7]). In this context, the property of the nonnegativity of the solution is very impor-
tant. Continuing the discussion held in [8] we prove condition guaranteeing the nonnega-
tivity of the solution to DDE. We give some interesting examples to compare the behaviour
of solution to DDE and corresponding ODE.
From the applications’ point of view it is important to know if the solution to some sys-
tem of differential equation are bounded, exists on the whole positive half-line or exhibits
blow-up. This problem was intensively studied for PDE (cf. [9,10]) and other dynamical
systems. It seems to be important also for another type of dynamical systems—delay dif-
ferential equations. Some results for the existence of global solutions to DDE can be found
in the literature (see [11–13]), but still a general theory need to be developed. In the au-
thor’s opinion the present paper is the first systematic study of blow-ups phenomena for
DDE. The blow-up means that a solution (or its norm) tends to infinity in finite time (i.e.,
it is not bounded on finite open intervals). In various applications we study the asymptotic
behaviour of the solutions. This make sens only if the solution exists for all positive times,
i.e., it does not blow-up. Therefore, it is important to have some theorem guaranteeing the
global existence of solutions.
The paper is organized as follows. In Section 1.1, the notation used in the paper is intro-
duced. In Section 2, the continuous dependence on the time delay parameter is discussed.
In Section 3, the property of the nonnegativity and in Section 4, the blow-up phenomena
for solutions to DDE are discussed. In Section 5 the case of Banach spaces of the type Lp
is discussed.
1.1. Notation
Let us remind the standard notation of DDE (cf. [14]) which will be used throughout
the paper. Define
C
def= C([−τ,0],Rn).
Let F :R×C →Rn be a continuous function. In the most general form, delay differential
equation can be written as
x˙(t) = F(t, xt ), (1)
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data is a pair (t0, ϕ), where t0 is initial time and ϕ ∈ C is a continuous function, ϕ =
(ϕ1, . . . , ϕn) and x(t) = ϕ(t − t0) for t ∈ [t0 − τ, t0]. The assumptions on the function F
guarantee that the solution to Eq. (1) exists on nonzero time interval for any pair of the
initial data (t0, ϕ) (cf. [14]). In fact, the assumption on the function F can be weakened
(cf. [14]) but we limit our study to the case of F continuous. In the autonomous case Eq. (1)
takes the form
x˙(t) = F(xt ), (2)
where xt is defined as above and F :C → Rn is a continuous function. In this case the
initial data have the form (0, ϕ).
In this paper the following norms are used:
|y| =
n∑
i=1
|yi| and ‖ϕ‖τ = sup
s∈[−τ,0]
∣∣ϕ(t)∣∣,
where y = (y1, . . . , yn) ∈ Rn and ϕ ∈ C. If no confusion can arise we omit index τ in the
definition of the norm ‖ · ‖τ .
2. Continuous dependence
If the delay parameter τ is positive, we may rescale equation in such a way to get delay
equal to 1. Therefore, the solution to DDE depends continuously on the delay parameter
(cf. [14]). On the other hand, if τ → 0 the rescaling is not valid any more. In this section we
discuss the behaviour of solutions to DDE when both the time t and the delay parameter τ
tends to zero, for arbitrary initial data. Without lost of the generality we may assume that
t, τ  1 and C = C([−1,0],Rn) in this section.
Let x[τ ] denote the solution to Eq. (1) for τ  0 and fixed, arbitrary initial data (0, ϕ),
where ϕ ∈ C. By the continuous dependence of the solution to Eq. (1) on the small para-
meter τ we mean the existence and the equality of the following limits:
lim
(t,τ )↓(t0,0)
x[τ ](t) = lim
t↓t0
lim
τ↓0 x[τ ](t) = limτ↓0 limt↓t0 x[τ ](t).
First, notice that
lim
τ↓0 limt↓t0
x[τ ](t) = x[0](t0) = ϕ(0).
Consider Eq. (2) with the initial data (0, ϕ), ‖ϕ‖1  c and the following assumption:
(A2.1) F is locally Lipschitz continuous, i.e., ∀a > 0 ∃La > 0,
∀ϕ1, ϕ2 ∈ C : ‖ϕ1‖1,‖ϕ2‖1 < a,
∣∣F(ϕ1) − F(ϕ2)∣∣ La‖ϕ1 − ϕ2‖1.
Theorem 1. If assumption (A2.1) is fulfilled, then
lim
(t,τ )↓(0,0)x[τ ](t) = x[0](0).
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b(τ) = ln(a + d) − ln(Lacτ)− ln(1 − Laτ) τ, (3)
where d = F(0)/La . Notice, that g1 = limτ↓0 b(τ) = +∞. Let t1 > 0 be an arbitrary num-
ber. Then,
∃τ1 ∀τ < τ1 t1 < b(τ). (4)
We consider only t, τ such that
t < t1 and τ < min
{
τ1,
1
La
}
.
We write x instead of x[τ ] for simplicity. By induction we prove the following lemma.
Lemma 2. For all t ∈ ((n − 1)τ, nτ), where nτ < t1, the inequalities∣∣x(t) − x(0)∣∣ Lacτ
(1 − Laτ)n +
Ladτ
1 − Laτ
(
1 + · · · + 1
(1 − Laτ)n−1
)
< a (5)
hold.
Proof. Without lost of the generality we may assume that x(0) = 0.
For i = 0,1,2, . . . denote Ii = [iτ, (i + 1)τ ]. Let si ∈ Ii be the point at which the func-
tion |x| achieves its maximum on the interval Ii .
Assume t ∈ I0. Since x is continuously differentiable, for t > 0, there exists ξ ∈ I0 such
that ∣∣x(s0)∣∣ ∣∣x˙(ξ)∣∣ · s0  sup
τ∈[−1,0]
∣∣F(xξ )∣∣ · τ.
Assumption (A2.1) implies |F(xξ )|  La(‖xξ − 0‖1 + d) = La(‖xξ‖1 + d). We have
‖xξ‖1  sups∈[−τ,0] |ϕ(s)| + sups∈[0,t ] |x(s)|  c + |x(s0)|. Therefore, |x(s0)|  Lacτ +
Laτ |x(s0)| + Ladτ . Hence,∣∣x(t)∣∣ ∣∣x(s0)∣∣ Lacτ1 − Laτ +
Ladτ
1 − Laτ ,
for all t ∈ I0. Now, inequalities (5) are shown by induction. Assume that inequalities (5)
are fulfilled for t ∈ In−1 and (n + 1)τ < t1. We show that it holds for t ∈ In.
Let t ∈ In. There exists ξ ∈ In such that∣∣x(sn)∣∣ ∣∣x(nτ)∣∣+ ∣∣x˙(ξ)∣∣ · (sn − nτ) ∣∣x(sn−1)∣∣+ ∣∣F(xξ )∣∣τ.
Assumption (A2.1) yields∣∣x(sn)∣∣ ∣∣x(nτ)∣∣+ Laτ (‖xξ‖1 + d) ∣∣x(sn−1)∣∣+ Laτ (∣∣x(sn)∣∣+ d).
Consequently,∣∣x(t)∣∣ ∣∣x(sn)∣∣ |x(sn−1)| + Ladτ1 − Laτ .
Hence,
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(1 − Laτ)n+1 +
Ladτ
1 − Laτ
(
1 + 1
1 − Laτ + · · · +
1
(1 − Laτ)n
)
.
It remains to prove that |x(t)| < a. Condition (4) yields t  (n + 1)τ < t1  b(τ) and
by (3),
n + 1 ln(a + d) − ln(Lacτ)− ln(1 − Laτ) .
Hence,
Lacτ
(1 − Laτ)n+1 +
Ladτ
1 − Laτ
(
1 + 1
1 − Laτ + · · · +
1
(1 − Laτ)n
)
< a
and finally |x(t)| < a. It completes the proof of Lemma 2. 
Rewriting inequalities (5), we obtain∣∣x(t)∣∣ Lacτ + d
1 − Laτ
1
(1 − La1/τ )
1
τ ·t
− d 
(
Lac + Lad
1 − Laτ
)
τeLat + d(eLat − 1).
Hence, for τ < min{τ0,1/La} and t < t1,∣∣x[τ ](t)∣∣(Lac + Lad
1 − Laτ
)
τeLat + d(eLat − 1).
This proves Theorem 1. 
Corollary 3. If the assumptions of Theorem 1 hold and F(φ) = 0, for a constant function φ,
where φ(t) = ϕ(0) for t ∈ [−1,0], then the solution to Eq. (2) with initial data (0, ϕ)
depends continuously on the small parameter τ .
Corollary 4. Assume that ϕ is bounded by c, F is continuous and moreover,
∀ϕ1, ϕ2 ∈ C : ‖ϕ1‖1,‖ϕ2‖1  a ∃La > 0 ∀t > t0 |t − t0| < 1,
sup
τ∈[−1,0]
∣∣F(t, ϕ1) − F(t, ϕ2)∣∣La‖ϕ1 − ϕ2‖1
and x[τ ] is a solution to Eq. (1) with the initial data (t0, ϕ); then
lim
(t,τ )↓(0,0)x[τ ](t) = x[0](t0).
Proof. The continuity of the function F implies
sup
τ∈[−1,0]
∣∣F(ξ, xξ ) − F(t0,0)∣∣ sup
τ∈[−1,0]
∣∣F(ξ, xξ ) − F(ξ,0)∣∣
+ sup
τ∈[−1,0]
∣∣F(ξ,0) − F(t0,0)∣∣La‖xξ‖1 + ε,
for ξ sufficient close to t0. Hence,∣∣F(ξ, xξ )∣∣ La‖xξ‖1 + ε + d1,
where d1 = |F(t0,0)|. If we denote d = d1 + ε, then it is easy to see that the same proof
like in Theorem 1 works. 
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In [8] some conditions guaranteeing the nonnegativity as well as an example when the
nonnegativity is not preserved were proposed. In this section the condition for more general
equations is stated.
Let, for i = 1, . . . , n,
Ci0 =
{
ϕ ∈ C: ϕi(0) = 0, ∀t ∈ [−τ,0], ∀k ∈ {1, . . . , n} ϕk(t) 0
}
and
C+ =
{
ϕ ∈ C: ∀t ∈ [−τ,0] ϕi(t) 0 for each i ∈ {1, . . . , n}
}
.
Consider the following assumptions:
(A3.1) ∃T ∈R ∀i ∈ {1, . . . , n}, t ∈R, t  T if ϕ ∈ Ci0 then Fi(t, ϕ) > 0;
(A3.2) ∃i ∈ {1, . . . , n}, t0 ∈R such that ϕ ∈ Ci0 and Fi(t0, ϕ) < 0.
Theorem 5.
(i) If assumption (A3.1) is satisfied, then each solution to Eq. (1) with the initial data
(t0, ϕ) such that ϕ ∈ C+ and t0  T is nonnegative on the interval where it exists.
(ii) If assumption (A3.2) is satisfied and ϕ0 ∈ C+, then each solution to Eq. (1) with the
initial data (t0, ϕ0) is negative on some interval.
Before we give a proof to Theorem 5, let us notice that the assumptions ensure only the
existence of the solution to Eq. (1) (due to continuity of the right-hand side). In general,
solutions need not be unique nor exist on the whole interval [0,+∞) (they can blow-up—
see Section 4 for more details).
Proof. (i) Let x be the solution to Eq. (1) with the initial data (t0, ϕ). Assume that there
exists i such that xi(t) < 0 for t > t0. Then there exists time t1, t0  t1 < t such that
xi(t1) = 0 and x˙i(t1) 0. (6)
Assumption (A3.1) implies x˙i(t1) = Fi(t1, xt1) > 0, contrary to (6).
(ii) It is easy to see that x˙i(t0) = Fi(t0, ϕ0) < 0. The equality xi(t0) = 0 implies that
xi(t0) < 0 for t > t0 and t close to t0. 
Theorem 5 involves two cases—for strictly positive and strictly negative values of Fi .
The remaining case Fi(ϕ) = 0, for ϕ(0) = 0, requires some care. Now, two remarks con-
cerning this case are presented.
Remark 6. If the function F has the form F(t, xt) = x(t)g(t, xt ), where g :R× C → R
is continuous, then each solution fulfills the equation x(t) = x(t0)e
∫ t
t0
g(s,xs) ds for all t for
which this solution exists. This implies that x(t) > 0 for x(t0) > 0.
On the other hand, solutions may be negative on some time interval.
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x˙(t) = −3(x(t)) 23 + x(t − 2), (7a)
with the initial data (0, ϕ), where
ϕ(t) =
{
0 for t ∈ [−2,− 12 ],
2t + 1 for t ∈ [− 12 ,0].
(7b)
The function x(t) = −(t − 1)3 is a solution to the initial problem (7) on the interval
[0, 32 ] which satisfies x(t) < 0 for t ∈ (1, 32 ].
Although in theorems proved in [8] it was assumed only Fi(ϕ) 0 for ϕi(0) = 0, the
considered function F had a special form (i.e., F(ϕ) = f1(ϕ(−τ )) + f2(ϕ(0))). Hence,
although Theorem 5 is more general the theorems from [8] can be applied to some cases
when the assumptions of Theorem 5 are not fulfilled.
In [1] the example that the behaviour of solutions to DDE and the behaviour of solu-
tion to the approximation of DDE by its Taylor sum are different (the solution to DDE is
bounded while the solution to DDE approximation is not) was proposed. In this Section
the example, that there is no attractor for DDE while the attractor for the corresponding
ODE exists, is presented.
Before we formulate the proposition we need the following lemma.
Lemma 8. Let F :C → R be a continuous function and τ > 0 be a constant. Then the
solution to
x˙(t) = F (x(t − τ ))
exists and is unique, for any initial data x0 = ϕ ∈ C.
The proof is obvious, so we omit it. We want to emphasize that the assumption in
Lemma 8 are weaker then in the general uniqueness theorem (cf. [14])—we do not need to
assume F to be a Lipschitz continuous function.
Consider the following equation:
x˙(t) = −∣∣x(t − τ )∣∣α, (8)
with the initial data (0, ϕ), where α > 0 and ϕ(t) > 0 for t ∈ [−τ,0].
First we prove a technical lemma.
Lemma 9. Let x be a solution to Eq. (8). If there exists t0  0 such that x(t0) < 0, then
limt→+∞ x(t) = −∞.
Proof. The inequality x(t0) < 0 implies that there exists δ > 0 such that x(t0)−δ < 0.
Note that x˙(t)  0 for every t > 0. Hence, x(t) x(t0) for all t  t0 and x˙(t)−δα for
all t  t0 + τ . Therefore, x(t)−δ − δα(t − t0 − τ ) for t  t0 + τ and the proof of lemma
is completed. 
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(i) Let 0 < α < 1 or α = 1 and τ  1/e. Then each solution to Eq. (8) tends to −∞ for
t → +∞.
(ii) Let α > 1 or α = 1 and τ < 1/e. Then there exists the initial data ϕ1 such that the
corresponding solution to Eq. (8) tends to −∞ as t → +∞. On the other hand, there
exists the initial data ϕ2 such that the corresponding solution to Eq. (8) is positive for
all t  0.
(iii) If τ = 0 then for α  1 each solution to Eq. (8) tends to 0 for any positive initial data.
Proof. Point (iii) is immediate.
The general theory for DDE (see [14]) implies that for any initial data there exists a
solution to Eq. (8). Lemma 8 ensure that the solution is unique.
Let x be a solution to Eq. (8).
Proof of (i). The case α = 1. In [15] the following equation was considered:
y˙(t) = −y(t − τ ). (9)
Let τ  1/e. In [15] it was proved that each solution y(t) to Eq. (9) oscillate around zero.
On the other hand, as long as y(t − τ ) > 0 and we start with the same initial data, solutions
to Eqs. (9) and (8) are the same (i.e., x(t) = y(t) as long as y(t − τ ) > 0). Hence, there
exists t0 such that x(t0) < 0. Lemma 9 implies that limt→+∞ x(t) = −∞.
The case α < 1. If x(τ) < 0, then the proof is finished. Assume that x(τ) 0. Let δ be
so small that δ1−α < τ . The function x is strictly decreasing for t > 0 which implies that
there exists t0  τ such that x(t0) δ. Therefore,
x(t0 + τ ) = x(t0) +
t0∫
t0−τ
(−∣∣x(s)∣∣α)ds < δ −
t0∫
t0−τ
δα ds < 0
and the proof of (i) is completed.
Proof of (ii). First, we prove that there exists the initial data such that the solution tends
to −∞ as t → +∞. Let
ϕ1(t) =
{
a for t ∈ [−τ,− τ2 ],
1−a
2τ t + 1 for t ∈ (− τ2 ,0],
where a = (4/τ)1/α. The solution to Eq. (8) with the initial data ϕ1 fulfills x(τ/2) = −1,
which yields that x(t) → −∞ as t → +∞. It completes the proof of the first part of (ii).
Now, we show that there exists initial data such that the corresponding solution to
Eq. (8) is positive for all t ∈ (0,+∞). Let φ ∈ C([−2τ,−τ ];R+) be fixed and positive. Set
X = CB([−τ,+∞);R+) (i.e., the set of all bounded continuous function form [−τ,+∞)
to R+) and define the operator S : X → X,
(Sx)(t) =
{∫ 0
t−τ |φ(s)|α ds +
∫ +∞
0 |x(s)|α ds for t ∈ [−τ,0),∫ +∞ |x(s)|α ds for t  0.t−τ
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x(t) = φ(t) for t ∈ [−2τ,−τ ). Let xf be a fixed point of operator S. Note that
x˙f (t) = d
dt
(Sxf )(t) = d
dt
+∞∫
t−τ
∣∣xf (s)∣∣α ds = −∣∣xf (t − τ )∣∣α.
Hence, xf fulfills Eq. (8) for t  0. Therefore, the function y(t) = xf (t) for t  0 is a
positive solution to Eq. (8) with the initial data ϕ2(t) = xf (t) for t ∈ [−τ,0]. Now we
show that x is positive. Note that x˙(t) = −|φ(t)|α = 0 for t ∈ [−τ,0). The inequality
xf (t) 0 yields xf (t) > 0 for t ∈ [−τ,0). Similarly we prove that xf (t) > 0 for t > 0. To
finish the proof of (ii) we need to show that the fixed point xf of the operator S exists.
We use the Schauder fixed point theorem. We show that there exists a nonempty closed
and convex subset K ⊂ X such that SK ⊂ K and the operator S is continuous and compact
on K .
Let γ be a positive constant such that γ α−1  αeτ(2−3α),
K = {x ∈ X: 0 x(t) γ e−t , for t −τ }
and φ(t) γ e−t , for t ∈ [−2τ,−τ ). Notice, that the set K is nonempty, closed and convex.
Now, we show that SK ⊂ K . Let x ∈ K . Then (Sx)(t) = ∫ +∞
t−2τ |x(s)|α ds  0 and using
the assumption α > 1, we obtain
(Sx)(t)
+∞∫
t−2τ
(
γ e−s
)α
ds  γ e−t .
Therefore, SK ⊂ K .
We proceed to show that the operator S is continuous on K with respect to the norm
induced by the norm in X. Let x, y ∈ K , ε > 0 and t1 = max{ln 4γαε /α,0}. The function
z → |z|α (for z ∈R) is continuous. This yields that there exists δ > 0 such that
|z1 − z2| < δ ⇒ |zα1 − zα2 | <
ε
2(t1 + τ ) .
We obtain
‖Sx − Sy‖X = sup
t∈[−τ,+∞]
∣∣(Sx)(t) − (Sy)(t)∣∣

t1∫
−2τ
∣∣xα(s) − yα(s)∣∣ds +
+∞∫
t1
(∣∣xα(s)∣∣+ ∣∣yα(s)∣∣)ds = I1 + I2.
We may estimate I2:
I2 =
+∞∫ (∣∣xα(s)∣∣+ ∣∣yα(s)∣∣)ds  2
+∞∫
γ e−αs ds = e
−αt1
α
 ε
2
. (10)t1 t1
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the estimate for I1:
I1 =
t1∫
−2τ
∣∣xα(s) − yα(s)∣∣ds <
t1∫
−2τ
ε
2(t1 + 2τ ) ds =
ε
2
. (11)
Inequalities (10) and (11) imply that the operator S is continuous on K .
In order to prove a compactness of the operator S, we show that SK is precompact in X.
Note, that functions y ∈ SK are commonly bounded.
Using the mean value theorem for a function y ∈ SK and definition of the operator S,
we obtain that functions in SK are equicontinuous. Moreover, for all ε > 0, there exists tˆ
such that for all y ∈ SK and for all t > tˆ we have |y(t)| < ε. Hence, using a version of the
Ascoli–Arzela theorem, we obtain that SK is precompact.
Therefore, S fulfills the assumption of the Schauder theorem. Hence, S has a fixed point
and it completes the proof of (ii). 
4. Blow-up in the case ofRn
In this section the blow-up phenomena for DDE in the case of Rn are discussed. The
blow-up means that a solution (or its norm) tends to infinity in finite time. Following [16]
the definition of blow-up is proposed.
Definition 11. Let u be a solution to an evolutionary differential equation (ordinary, par-
tial, or delay) on the interval [0, Tmax), where Tmax ∈ (0,+∞], in the Banach space X
(equipped with the norm ‖ · ‖X). We say that the solution u blows up if Tmax < +∞ and
‖u(t)‖X → +∞ as t → Tmax.
Let Ω be a domain in Rn. The domain Ω need not be bounded (if it is the theorems
presented in this section are trivial). Let
CΩ =
{
ϕ ∈ C: ∀t ∈ [−τ,0] ϕ(t) ∈ Ω},
for Ω ⊆Rn.
Theorem 12. Let Q = [T ,+∞) × Ω and Ω be a domain in Rn. If F :Q → Rn is a
continuous function and each solution to
x˙(t) = F (t, x(t − τ )) (12)
with the initial data (t0, ϕ), where ϕ ∈ CΩ and t0  T , remains in Ω for every open interval
on which the solution exists, then such a solution is bounded on every finite interval on
which the solution exists.
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t ∈ [t0 + nτ, t0 + (n + 1)τ ], we obtain
xn(t) = xn−1(t0 + nτ) +
t∫
t0+nτ
F
(
s, xn−1(s − τ )
)
ds.
Notice, that (s, xn−1(s − τ )) ∈ Q (for s ∈ [t0 + nτ, t0 + (n + 1)τ ]) and F is continuous.
Therefore, x(t) is bounded on every compact interval in the half-line [t0,+∞), by induc-
tion. 
Equation (12) may be rewritten in the form
x˙(t) = Φ(t, xt (−τ )),
where Φ : [T ,+∞)×C →Rn. Notice, that Φ is completely continuous. Hence, using [14,
Theorem 3.2], we obtain the following corollary.
Corollary 13. If the assumptions of the Theorem 12 are fulfilled, then every solution to
Eq. (12) exists on [T ,+∞).
In particular, for Ω = (R+)n we obtain the following corollary.
Corollary 14. Let Q = [T ,+∞)× (R+)n, F : Q →Rn be a continuous function and each
solution to Eq. (12) with any nonnegative initial data is nonnegative. Then each solution
to Eq. (12) with any nonnegative initial data exists on [t0,+∞) and is bounded on every
compact interval [t0, t] ⊂ [t0,+∞).
To illustrate Theorem 12 consider F(t, x) = x2, Ω = R+, and t0 = 0. Theorem 12
shows that the solution to equation x˙(t) = F(t, x(t − τ )) does not blow-up, for any non-
negative initial data. On the other hand, the solution to the equation x˙ = x2, x(0) = x0 > 0
blows-up.
Now we discuss autonomous equations. Consider the following ordinary differential
equation:
y˙(t) = F (y(t)), (13)
where F :Ω → Rn is a continuous function, and Ω ⊆ Rn is a domain. Assume that the
flow generated by Eq. (13) exists and denote it by φF . Assume:
(A4.1) if y0 ∈ Ω , then ∀t  0 φF (t)y0 ∈ Ω ;
(A4.2) each solution to Eq. (13) with the initial data y(0) = y0 ∈ Ω is bounded on every
compact interval [0, t], t  0.
Theorem 15. Let assumptions (A4.1) and (A4.2) be satisfied, F :Ω →Rn be a continuous
function, G :Ω → R be an integrable nonnegative function and ϕ ∈ CΩ . Assume that a
unique solution to
x˙(t) = F (x(t))G(x(t − τ )) (14)
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data ϕ is bounded on every compact interval on which the solution exists. Moreover, if G
is continuous, then the solution to Eq. (14) exists on the whole positive half-line [0,+∞).
Proof. Assume that the solution x is bounded on the interval [0, nτ ]. We show that x is
bounded on [0, (n + 1)τ ]. Let y be the solution to Eq. (13) with the initial data y(0) =
x(nτ). For t ∈ [nτ, (n + 1)τ ],
x(t) = y
( t−τ∫
(n−1)τ
G
(
x(s)
)
ds
)
. (15)
Notice, that
x˙(t) = F
(
y
( t−τ∫
(n−1)τ
G
(
x(s)
)
ds
))
G
(
x(t − τ ))= F (x(t))G(x(t − τ )).
The uniqueness of solutions implies that each solution to Eq. (14) satisfies Eq. (15).
For t ∈ [(n − 1)τ, nτ ], the function x is bounded. The function G is continuous and
nonnegative. This implies 0
∫ t−τ
(n−1)τ G(x(s)) ds < +∞, for t ∈ [nτ, (n + 1)τ ]. Assump-
tion (A4.2) guarantees that y is bounded on finite intervals. The inclusion y(0) ∈ Ω and
assumption (A4.1) yields that y(s) ∈ Ω for all s  0. This implies that x is bounded on
[nτ, (n + 1)τ ] and x(t) ∈ Ω , for t ∈ [nτ, (n + 1)τ ].
It is easy to see, that if G is a continuous function, then the right-hand side of Eq. (14)
is completely continuous as a function from C to R. Hence, [14, Theorem 3.2] implies that
me may extend a solution over the interval [nτ, (n + 1)τ ].
By induction the proof is finished. 
Proposition 16. Let F,G : C([−τ,0];R) → R be completely continuous functions. As-
sume that each solution to x˙(t) = F(xt ) and each solution to x˙(t) = G(xt ) are bounded on
every compact interval in [0,+∞). If there exist constants M and K such that for every
‖ϕ‖ > M the inequality |G(ϕ)| < K|F(ϕ)| holds, then each solution to
x˙(t) = F(xt ) +G(xt ) (16)
is bounded on every compact interval in [0,+∞).
Proof. Assume that the solution x(t) to Eq. (16) is not bounded on the compact interval
[0, tˆ ]. Then there exists t0 ∈ (0, tˆ) such that for every t ∈ (t0, tˆ ) the inequality ‖xt‖ > M
holds. Hence,∣∣x˙(t)∣∣ (K + 1)∣∣F(xt )∣∣,
which contradicts the assumption that x blows up. 
Now, consider the special case of the DDE
x˙(t) = f (x(t))+ g(x(t − τ )), (17)
where f,g :R→R are continuous.
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Ω for every open interval on which the solution exists. Moreover, assume that there exists
a constant K such that for each z ∈ Ω , if |z| > K , then f (z) = 0. Then if any solution to
the equation y˙(t) = f (y(t)) with the initial data y(0) ∈ Ω is bounded on R+, then each
solution to Eq. (17) with the initial data from CΩ exists and is bounded for every compact
interval contained in [0,+∞).
Proof. Assume that the solution to Eq. (17) is not bounded on the interval (0, tˆ ) on which
the solution exists. Then there exists t1 < tˆ such that |x(t)| > K , for t1 < t < tˆ . For t ∈
[t1,min{t1 + τ, tˆ}] there exists a constant M such that |g(x(t − τ )| < M (since g,x are
continuous and x is bounded). Therefore,∣∣x˙(t)∣∣ ∣∣f (x(t))∣∣+ ∣∣g(x(t − τ ))∣∣ C(M)∣∣f (x(t))∣∣,
which contradicts the assumption that the solution is not bounded.
The right-hand side of Eq. (17) is completely continuous as a function C → R. Hence,
the boundness of the solution implies that it may be extended on the whole positive half-
line. 
The following example shows that the assumption f (z) = 0 for large z is essential for
the statement of Proposition 17.
Remark 18. Let Ω =R and
f (x) =


x2 for x ∈ [a2k, a2k+1], k = 0,1, . . . ,
a22k−1
a2k−1−bk (x − bk) for x ∈ (a2k−1, bk), k = 1,2, . . . ,
0 for x = bk, k = 1,2, . . . ,
a22k
a2k−bk (x − bk) for x ∈ (bk, a2k), k = 1,2, . . . ,
(18)
where the sequences {ai}, {bi} are given by the formulas
a0 = 0,
a2k+1 = a2k + 1, for k = 0,1, . . . ,
a2k = a2k−1 + 12k , for k = 1,2, . . . ,
bk = a2k−1 + 12 (a2k − a2k−1), for k = 1,2, . . .
and g(x) = 1 + x . Then for each positive initial data the solution to Eq. (17) tends to +∞
in finite time.
Proof. First, we show that solutions to the problem
y˙ = f (y), y(0) = y0 > 0, (19)
exist, are unique and bounded. Note, that f (see Fig. 1) is locally Lipschitz continuous
and the solution to problem (19) exists and is unique. On the other hand, the functions
yk(t) ≡ bk are stationary solutions to the equation y˙ = f (y). If y0  bk then y(t)  bk .
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The sequence (bk)+∞k=1 is not bounded and therefore, for any nonnegative initial data y0
there exists bk such that y0  bk and the solution to Problem (19) is bounded by bk .
For each positive initial data the solution to problem (17) with the function f given
by the formula (18) is positive. Let x be a solution to problem (17) with the initial
data ϕ. Assume that x(0) = ϕ(0)  ak0 . Inequality f (x(t)) + g(x(t − τ )) > 0 holds for
all t  0. Therefore, there exist times {tk} such that x(tk) = ak for all k  k0. Hence, for
t ∈ [t2k−1, t2k], we obtain x˙(t) 1 and
s2k−1
def= t2k − t2k−1  a2k − a2k−1 = 12k .
For t ∈ [t2k, t2k+1], we have x˙(t) x2(t) and x(t) 11/a2k−(t−t2k) . Therefore,
s2k
def= t2k+1 − t2k  a2k+1 − a2k  sˆ,
where sˆ is a solution to the equation
1
1/a2k − sˆ = a2k+1.
Inequality a2k  k yields
s2k 
1
a2k(a2k + 1) 
1
k2
.
Now it is easy to see that the time for which the solution tends to infinity is less than
c0 +
+∞∑
k=1
sk < +∞,
where c0 < +∞ depends on the initial data. 
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Let X be a Banach space, A,B be continuous operators from X to X. We consider the
following equation:
d
dt
f (t) = Af (t − τ ) − Bf (t) (20)
in the space X. The problem of the existence and the uniqueness of the solution to DDE in
Banach space is not considered in this paper. In [11] monotonic-type conditions, in [12] a
compactness-type condition in terms of the Kuratowski measure of noncompactness and in
[13] dissipative type conditions were proposed to ensure the existence and uniqueness of
solutions to DDE in Banach spaces (see [11–13] for details). Assume that Ω is a domain
in Rn and X = Lp(Ω), where p ∈ [1,+∞), equipped with the norm
‖f ‖Lp =
(∫
Ω
∣∣f (x)∣∣p dx)1/p for f ∈ Lp(Ω).
Consider the following inequality:∫
Ω
Bf · f p−1 dµ 0. (21)
Theorem 19. Let p  1, Ω be a domain in Rn, µ be the Lebesgue measure on Ω , and
X = Lp(Ω). Let f be a solution to Eq. (20) with initial data bounded in LP -norm. Assume
that the solution f exists on the interval [0, T ), for some T > 0.
(i) If p is even and B satisfies (21) for f ∈ X, then ‖f (t)‖Lp is bounded on each compact
interval [0, t] ⊂ [0, T ).
(ii) Let p be odd or not an integer, B satisfies (21) for all f ∈ X+, where X+ = {f ∈ X:
f (x)  0 for x ∈ Ω} and solutions to Eq. (20) with a nonnegative initial data are
nonnegative. Then ‖f (t)‖Lp is bounded on each compact interval [0, t] ⊂ [0, T ).
(iii) If, in addition, we assume that operators A, B are completely continuous, then
T = +∞.
Proof. Multiplying Eq. (20) by p(f (t))p−1, we obtain
1
p
d
dt
∣∣f (t)∣∣p = Af (t − τ )f p−1(t) −Bf (t)f p−1(t). (22)
For a, b 0 the inequality abp−1  ap + bp implies∫
Ω
∣∣Af (t − τ )∣∣∣∣f (t)∣∣p−1 dµ ∫
Ω
∣∣Af (t − τ )∣∣p dµ + ∫
Ω
|f (t)|p dµ.
Since Af (t −τ ) ∈ X and f (t) ∈ X, we obtain that ∫
Ω
|Af (t −τ )‖f (t)|p−1 dµ is bounded.
In the same way we show that
∫
Ω Bf (t)f
p−1(t) dµ is bounded. Hence, we can integrate
(22) on Ω and get
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p
d
dt
∥∥f (t)∥∥p
Lp
=
∫
Ω
Af (t − τ )f p−1(t) dµ −
∫
Ω
Bf (t)f p−1(t) dµ

∫
Ω
∣∣Af (t − τ )∣∣p dµ+ ∫
Ω
∣∣f (t)∣∣p dµ
= ∥∥Af (t − τ )∥∥p
Lp
+ ∥∥f (t)∥∥p
Lp
.
The Gronwall inequality yields
∥∥f (t)∥∥p
Lp
 e(t−nτ)
(∥∥f (nτ)∥∥p
Lp
+
t−τ∫
(n−1)τ
∥∥Af(s)∥∥p
Lp
es−(n−1)τ ds
)
,
for t ∈ [nτ, (n + 1)τ ]. Since ‖Af (t)‖pLp is bounded for t ∈ [(n − 1)τ, nτ ], then f (t) is
bounded for t ∈ [nτ, (n + 1)τ ].
Note that in the point (ii) we should assume nonnegativity of the solutions in order to
have ‖f ‖pLp =
∫
Ω
f p dµ.
(iii) Since a solution to Eq. (20) is bounded and operators A and B are completely
continuous, the solution can be extended on the whole positive half-line. 
For p = 2 we obtain the following corollary.
Corollary 20. Let X = L2(Ω), Ω be a domain in Rn, A and B be completely continuous
and B satisfy
∀y ∈ X 〈Bf,f 〉 0,
where 〈·,·〉 is the inner product in L2(Ω). Assume that the solution to Eq. (20) with a
bounded (in L2-norm) initial data exists on the interval [0, T ), for some T > 0. Then its
L2-norm is bounded on each compact interval [0, t] ⊂ [0,+∞).
Now consider the following equation:
d
dt
f (t) = Af (t) − Bf (t − τ ). (23)
Remark 21. If the solution to the equation
d
dt
f (t) = Af (t)
for some initial data f (0) = f0 exists only on finite interval [0, t0) and kerB = ∅, then for
τ > t0 exists the initial data ϕ such that the solution to Eq. (23) exists only on the interval
[0, t0).
Proof. Let a ∈ kerB . Let the initial data has the following form:
ϕ(t) =
{
a for t ∈ [−τ,−ε),
f0((t/ε + 1)) for t ∈ [−ε,0),
f0 for t = 0,
188 M. Bodnar / J. Math. Anal. Appl. 300 (2004) 172–188where ε = 12 (τ − t0). It is easy to see that for t ∈ [0, ε) Eq. (23) is equivalent to the follow-
ing one:
d
dt
f (t) = Af (t).
By the assumption of Remark 21, the solution to Eq. (23) exists only on the interval
[0, t0). 
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