Introduction
In the following development of the Daniell Integral, we do not use the standard approach of introducing auxiliary spaces of the "over-functions" and "underfunctions" (see, for example, [1] , [3] , or [8] ). These spaces are only used as a step in the construction and are not needed afterwards. Instead, we consider a construction of the Daniell integral that is modeled after the following definition of the Lebesgue integrable functions:
A real function f , defined on R N , is Lebesgue integrable if there exists a sequence of simple functions f 1 , f 2 , f 3 , ... such that
f n (x) for every x ∈ R N for which
|f n (x)| < ∞.
This approach to the Lebesgue integral has been introduced in [4] and used [2] , [5] , and [6] . It gives a very fast and natural way of developing the theory of the Lebesgue integral as well as the Bochner integral. In this article we use this approach to the Daniell integral. This method allows us to introduce the integral and the space of integrable functions in one step without any other constructions. Moreover, our approach simplifies the proofs of important theorems on the integral. The construction of a complete Daniell space, based on this method, has been presented in [7] .
Daniell Spaces
Definition 2.1. A Riesz space, or vector lattice, is a vector space which is closed under the operations max(f, g) = f ∨ g and min(f, g) = f ∧ g.
Notice that if f is in some Riesz space, then |f | is also in that Riesz space. Definition 2.2. A triple (X, U, ) is called a Daniell space if X is a nonempty set, U is a Riesz space of real valued functions on X, and : U → R is a linear functional such that I f ≥ 0 whenever f ≥ 0, II f n → 0 for every non-increasing sequence of functions f n ∈ U such that f n (x) → 0 for every x ∈ X.
Example 2.3. Let X = N and let U be the space of all real valued functions f on N that are 0 at all but finitely many n. Define
It is easy to see that this is a Daniell space. 
where λ i ∈ R. For the simple function f in (2) define
The space of all simple functions on R N will be denoted by S(R N ). We will show that (R N , S(R N ), ) is a Daniell space. It is clear that S(R N ) is a Riesz space and that condition I is satisfied. It remains to show that II holds. First we need the following lemma.
Lemma 2.5. Let I 1 , I 2 , · · · ∈ I(R N ) be a partition of an interval I ∈ I(R N ), i.e., the intervals I 1 , I 2 , . . . are disjoint and
Proof. Clearly,
for some ε > 0. There exist numbers ε n > 0 such that
where B ε = {x ∈ R N : x < ε}. Since I n + B εn are open, I is compact, and
we have
for some m ∈ N. But then
Now we are ready to prove that condition II is satisfied.
Theorem 2.6. Let (f n ) be a non-increasing sequence of non-negative simple functions such that lim n→∞ f n (x) = 0 for every x ∈ R N . Then lim n→∞ f n = 0.
Proof. Since the sequence ( f n ) is non-increasing and bounded from below (by 0), it converges. Let
Suppose ε > 0. Let I ∈ I(R N ) be an interval containing the support of f 1 (and thus the support of every f n , n = 1, 2, . . . ). Let α = ε 2µ(I) . For n = 1, 2, . . . define A n = {x ∈ I : f n (x) < α} and B 1 = A 1 , B n = A n \ A n−1 for n ≥ 2.
Note that B n 's are disjoint (because A n−1 ⊆ A n ) and ∪ Let n 0 ∈ N be such that
where δ = ε 2 max |f 1 |
. Set B = B 1 ∪· · ·∪B n0 and define two auxiliary functions g and h:
g(x) = f n0 (x) for x ∈ B, 0 otherwise, and
Since B ⊂ A n0 , we have f n0 (x) < α for x ∈ B. Consequently, g(x) < α for all x ∈ R N , which gives us
Moreover,
because of (9). As f n0 = g + h, we have
by (10) and (11). Since the sequence { f n } is non-increasing, we conclude
which contradicts (8) . Therefore ε = 0, which completes the proof.
In Section 7 we generalize Example 2.4 to abstract measure spaces.
Definition 2.7. Let f be a real function on X. If there exist functions f n ∈ U, n ∈ N, such that
The space in Example 2.4 is an example of a Daniell space that is not complete. Consider, for example, the function
In the next section we show that every Daniell space can be extended to a complete Daniell space. It will later become clear that our unusual definition of completeness is equivalent to completeness in normed spaces. The problem is that we cannot simply say that completeness means that
f n ∈ U, because the series need not converge at every point, so the function ∞ n=1 f n is not well defined.
Extension of Daniell spaces
Definition 3.1. Given a Daniell space (X, U, ), let U * be the space of all real valued functions f on X for which there exists a sequence of functions
It is our goal to show that (X, U * , ) is a complete Daniell space, where the
f n . First we need to show that the integral is independent of a particular representation of f . This will require a couple of technical lemmas.
Lemma 3.2. If the sequences (g n ) and (h n ), g n , h n ∈ U, are non-decreasing and lim
Proof. Fix k ∈ N. Since the functions h k − (h k ∧ g n ), n ∈ N, form a nonincreasing sequence which converges to zero at ever point of X, we have
and hence
Since this is true for all k, we let k → ∞, and obtain the desired inequality.
Proof. First, note that condition A of Definition 2.7 ensures the convergence of
f n . To show this sum is greater than or equal to 0, we begin by fixing some p ∈ N. Then, for n ∈ N, define
The sequences (g n ) and (h n ) are non-decreasing, g n , h n ∈ U and lim
The equality of the limits follows from f ≥ 0 and condition B from Definition 2.7. Thus, by Lemma 3.2, we have lim
So by letting p → ∞, we obtain
Now we obtain the desired result as a corollary.
Similarly, we have
Formally, we should distinguish between the integral of a function in U and in U * . It turns out to be unnecessary since, if f ∈ U, then f ∈ U * and both integrals are the same. Indeed, it suffices to observe that for f ∈ U we have f ≃ f + 0 + 0 + · · · .
Corollary 3.5. U * is a vector space and is a linear functional on
g n and λ ∈ R, then
Consequently,
In other words,
Let g 1 = |s 1 | and g n = |s n | − |s n−1 | for n ≥ 2. We claim that
We will show that
First, for n ≥ 2, we have Lastly, we have
Corollary 3.7. U * is closed under lattice operations.
These two identities, the fact that U * is a vector space (Corollary 3.5) and Theorem 3.6 gives our proof. Now we address the question of completeness of U * . The following lemma is a crucial step in that direction. 
Proof. Let ε > 0 be given and let f ≃
exists an n 2 ∈ N such that
for every n ≥ n 2 . Let n 0 = max(n 1 , n 2 ) and define
which completes our proof.
Let (h n ) be a sequence arranged from all the functions g in . Then clearly
h n which implies f ∈ U * and f = ∞ n=1 f n .
Corollary 3.10. For every non-increasing sequence of functions f n ∈ U * such that f n (x) → 0 for every x ∈ X , we have f n → 0.
Proof. The observation of 0 ≃ f 1 + (f 2 − f 1 ) + (f 3 − f 2 ) + · · · combine with Theorem 3.9 gives our proof.
Proof. The function f can be defined as follows:
Theorem 3.12. Every Daniell space (X, U, ) can be extended to a complete Daniell space (X, U * , ).
Proof. To show (X, U * , ) is a Daniell space, we need to satisfy conditions I and II from Definition 2.2. Both of these conditions are satisfied as a result of Theorem 3.3 and Corollaries 3.5, 3.7 and 3.10. A direct result of Theorem 3.9 shows that (X, U * , ) is complete.
From our construction and the definition of completeness it is clear that (X, U * , ) is the smallest complete extension of (X, U, ). In the remainder of this article we assume that (X, U, ) is a complete Daniell space. The functional · is well-defined in view of Theorem 3.6. By Corollary 3.5, we have λf = |λf | = |λ||f | = |λ| |f | = |λ| f .
Norm in a Daniell space
Since |f + g| ≤ |f | + |g|, we have
by the same corollary. However, · need not be a norm since, in general, f = 0 does not imply f = 0. Proof. Note that
In fact, since f is a null function, we have |f | + |f | + · · · = 0 + 0 + · · · < ∞. Moreover, if the series f (x) + f (x) + . . . is absolutely convergent at some x ∈ X, then f (x) = 0. But then g(x) = 0, and we have g(x) = |f (x)| + |f (x)| + . . . . This proves that (13) holds, and thus g ∈ U. Clearly, g is a null function.
It is easy to check that the defined relation is an equivalence in U. Let U be the space of equivalence classes in U. The equivalence class of f ∈ U is denoted by [f ], i.e.,
[f ] = g ∈ U : |f − g| = 0 .
It is easy to check that
[f ] = |f | are well defined and that (U, · ) is a normed space. We will show later that it is a Banach space. In practice, we often do not distinguish between U and U and formulate everything in terms of U. We also refer to · in U as a norm. This abuse of language does not lead to any problems as long as we remember what it means.
Definition 4.5. (Convergence in norm)
We say that a sequence of functions f 1 , f 2 , · · · ∈ U converges to a function f ∈ U in norm, denoted by f n → f i.n., if f n − f → 0.
As a convergence defined by a norm, it has the following properties: If f n → f i.n. and λ ∈ R, then λf n → λf i.n. If f n → f i.n. and g n → g i.n., then
which follows immediately from the inequality Proof. Let ε > 0. There exists an integer n 0 such that
for every n > n 0 , we have
by Theorem 3.6.
Convergence Almost Everywhere
If f ≃ f 1 + f 2 + . . . then the series f 1 (x) + f 2 (x) + . . . need not converge at every x ∈ X.
Definition 5.1 (Null set). A set S ⊆ X is called a null set if its characteristic
function is a null function.
Theorem 5.2. A subset of a null set is a null set. A countable union of null sets is a null set.
Proof. The fact that a subset of a null set is a null set is a direct consequence of Theorem 4.3. If A 1 , A 2 , · · · ⊂ X are null sets, then there is f ∈ U such that
by Corollary 3.11. Since χ A1∪A2∪... ≤ f and f is a null function, A 1 ∪ A 2 ∪ . . . is a null set by Theorem 4.3.
Definition 5.3 (Equality almost everywhere). Let f, g : X → R. If the set of all x ∈ X for which f (x) = g(x) is a null set, then we say that f equals g almost everywhere and write f = g a.e.. Proof. Let h be the characteristic function of the set Z of all x ∈ X for which f (x) = g(x). If f = g a.e., then |h| = h = 0. Therefore
which implies |f − g| = 0. Conversely, if |f − g| = 0, then h ≃ |f − g| + |f − g| + . . . , and hence h = 0. This shows that Z is a null set, i.e., f = g a.e. Note that we do not need to know the value of a function at every point in order to find its integral. It is sufficient to know the values almost everywhere, i.e., everywhere except a null set. The function need not even be defined at every point. Proof. If f n → f i.n. and f = g a.e., then
completing the proof.
Definition 5.7. (Convergence almost everywhere) We say that a sequence of functions f 1 , f 2 , . . . , defined on X converges to f almost everywhere, denoted by f n → f a.e., if f n (x) → f (x) for every x except a null set.
Convergence almost everywhere has properties similar to convergence in norm.
If f n → f a.e. and λ ∈ R, then λf n → λf a.e. If f n → f a.e. and g n → g a.e., then f n + g n → f + g a.e. If f n → f a.e., then |f n | → |f | a.e. Proof. If f n → f a.e. and f n → g a.e., then f n − f n → f − g a.e., which means that f − g = 0 a.e. Now, denote by A the set of all x ∈ X such that the sequence (f n (x)) does not converge to f (x) and by B the set of all x ∈ X such that f (x) = g(x). Then A and B are null sets and so is A ∪ B. Since f n (x) → g(x) for every x not in A ∪ B, we have f n → g a.e. Proof. By Corollary 3.11, there exists a function f ∈ U such that f ≃ f 1 + f 2 + . . . . Since f (x) = ∞ n=1 f n (x) for every x such that ∞ n=1 |f n (x)| < ∞, it suffices to show that the set of all points x ∈ X for which the series ∞ n=1 |f n (x)| is not absolutely convergent is a null set. Let g be the characteristic function of that set. Then g ≃ f 1 − f 1 + f 2 − f 2 + . . . , and consequently
.e. if and only if
Proof. By Corollary 3.11, there exists a function g ∈ U such that g ≃ f 1 +f 2 +. . . Then, by Theorem 4.7 we have g = f 1 + f 2 + . . . i.n. and, Corollary 5.10, we
e., then f = g a.e., by Theorem 5.8.
Conversely, if f = f 1 + f 2 + . . . i.n., then f = g a.e., by Theorem 5.6. Hence f = f 1 + f 2 + . . . a.e., by Theorem 5.8.
Fundamental Convergence Theorems
Now we are ready to justify our definition of completeness of Daniell spaces. Proof. We will prove that every absolutely convergent series in U converges in norm. Let f n ∈ U, n = 1, 2, . . . , and let ∞ n=1 |f n | < ∞. Then, by Corollary 3.11, there exists an f ∈ U such that f ≃ ∞ n=1 f n . This in turn implies, by Theorem 4.7, that the series ∞ n=1 f n converges to f in norm, proving the theorem.
Proof. Since |f n − f | → 0, there exists an increasing sequence of positive integers (p n ) such that |f pn − f | < 2 −n . Then
and consequently
Thus, there exists a g ∈ U such that
and, by Corollary 5.10,
This means f pn → g a.e. Since also f pn → g i.n. and f pn → f i.n., we conclude f = g a.e., by Theorem 5.6. Therefore f pn → f a.e., by Theorem 5.8.
A sequence of functions is called monotone if it is non-increasing or nondecreasing.
Theorem 6.3. (Monotone Convergence Theorem) If f n ∈ U is a monotone sequence and f n ≤ M for some constant M and all n ∈ N, then there exists f ∈ U such that f n → f i.n. and f n → f a.e. Moreover,
Proof. Without loss of generality, we can assume that the sequence is nondecreasing and the functions are non-negative. In such a case
for every n ∈ N. By letting n → ∞, we obtain
By Corollary 3.11, there exists an f ∈ U such that f ≃ f 1 + (f 2 − f 1 ) + . . . . Hence, f n → f i.n., by Theorem 4.7, and f n → f a.e., by Corollary 5.10. Finally Then, for every fixed m ∈ N, the sequence (g m,1 , g m,2 , . . . ) is non-decreasing and, since
there is g m ∈ U such that g m,n → g m a.e., as n → ∞. Note that the sequence (g n ) is non-increasing and 0 ≤ g n for all n ∈ N. Thus, it converges to a function g at every point and, by the Monotone Convergence Theorem, g ∈ U and g n → g i.n. Now we consider two cases.
Case 1: Suppose f = 0. Then f n → 0 a.e., and therefore g n → 0 a.e. Since the sequence (f n ) converges in norm, we obtain g n → 0 i.n. Hence |f n | ≤ g n → 0, which proves the theorem in the first case.
Case 2: When f is an arbitrary function, then for every increasing sequence of positive integers (p n ) we have
and |h n | ≤ 2h for every n ∈ N. By Case 1, we must have h n → 0 i.n. This shows that the sequence (f n ) is a Cauchy sequence in U and therefore it converges in norm to somef ∈ U, by Theorem 6.1. On the other hand, by Theorem 6.2, there exists an increasing sequence of positive integers q n such that f qn →f a.e. But f qn → f a.e., and thusf = f a.e. This, in view of Theorem 5.6, implies that f n → f i.n. Proof. Let ϕ n,k = f n ∧ f n+1 ∧ · · · ∧ f n+k , for n, k ∈ N. For a fixed n ∈ N the sequence (ϕ n,1 , ϕ n,2 , . . . ) is a decreasing sequence in U such that ϕ n,k ≤ ϕ n,1 < ∞. Thus, by the Monotone Convergence Theorem, it converges almost everywhere to a function ϕ n ∈ U. Thus we have
Since ϕ n ≤ f n ≤ M and ϕ 1 ≤ ϕ 2 ≤ ϕ 3 ≤ . . . , the sequence (ϕ n ) converges almost everywhere to a function g ∈ U and we have g ≤ M , again by the Monotone Convergence Theorem. If f n (x) → f (x) for some x ∈ X, then ϕ n (x) → f (x). Thus f = g a.e. and f ≤ M .
Daniell Spaces and Measures
Let (X, Σ, µ) be a measure space. A function f : X → R is called a simple function if it has the form f = α 1 χ A1 + · · · + α n χ An where n ∈ N, A 1 , . . . , A n ∈ Σ, and α 1 , . . . , α n ∈ R. The space of all simple function on the measure space (X, Σ, µ) will be denoted by S(X, Σ, µ). On S(X, Σ, µ) we define a functional :
A standard argument shows that the integral of a simple function is well defined.
is a Daniell space.
Proof. We will only prove that lim n→∞ X f n dµ = 0 for any non-increasing sequence of simple functions (f n ) convergent to 0 at every point of X. Let (f n ) be a non-increasing sequence of simple functions convergent to 0 at every point of X and let ε > 0. Let
.
Then A n ∈ Σ and, since (f n ) is a non-increasing sequence, we have
for all n > n 0 . Then, for n > n 0 , we have
Now let (X, U, ) be a complete Daniell space. A subset A ⊂ X is called integrable if χ A ∈ U. A subset A ⊂ X is called measurable if A ∩ B is integrable for every integrable B ⊂ X. Let Σ (X,U , ) be the collection of all measurable subsets of X. Then we define a set function µ :
is a σ-algebra and µ is a σ-additive measure.
Proof. Let S, U, V ∈ Σ (X,U , ) and let S be integrable. Since
and χ (U∪V )∩S = χ U∩S + χ U∩S − (χ V ∩S ∧ χ U∩S ), U \ V, U ∪ V ∈ Σ (X,U , ) . If U 1 , U 2 , · · · ∈ Σ (X,U , ) , then the sets Since a complete Daniell space (X, U, ) defines a measure space, namely (X, Σ (X,U , ) , µ ), we can consider the standard space of integrable functions L 1 (X, Σ (X,U , ) , µ ). Do we have U = L 1 (X, Σ (X,U , ) , µ )? First we prove that L 1 (X, Σ (X,U , ) , µ ) ⊂ U. For our purpose it will be convenient to use the following definition of L 1 (X, Σ, µ). Proof. If f ∈ L 1 (X, Σ (X,U , ) , µ ), then f ≃ f 1 +f 2 +· · · , where each f n is a linear combination of characteristic functions of sets of finite measure. Consequently, there are A 1 , A 2 , . . . ∈ Σ (X,U , ) and α 1 , α 2 , . . . ∈ R such that f ≃ α 1 χ A1 + α 2 χ A2 + . . . . Since, by definition, χ A ∈ U for every integrable A ∈ Σ (X,U , ) , we conclude that f ∈ U, by completeness of U.
It turns that U ⊂ L 1 (X, Σ (X,U , ) , µ ) need not hold in general. It does hold under an additional natural condition on U, called Stone's condition. Therefore, f ≃ f 1 + (f 2 − f 1 ) + · · · , which means f ∈ L 1 (X, Σ, µ). If f is an unbounded nonnegative function, we consider functions f n = f ∧n, where n ∈ N. By the previous argument, f n ∈ L 1 (X, Σ, µ) for all n ∈ N. Then we can show that f ≃ f 1 + (f 2 − f 1 ) + · · · as above. Thus f ∈ L 1 (X, Σ, µ).
