Abstract. The Erdős-Ko-Rado theorem is extended to designs in semilattices with certain conditions. As an application, we show the intersection theorems for the Hamming schemes, the Johnson schemes, bilinear forms schemes, Grassmann schemes, signed sets, partial permutations and restricted signed sets.
Introduction
The intersection theorem was shown in 1961 by Erdős, Ko and Rado [10] for a subset in the Johnson scheme. A set of m-subsets in a set of v elements is said to be an s-intersection family if the size of intersection is at least s for any two m-subsets in the set of m-subsets. The Erdős-Ko-Rado theorem states that if v is large enough compared to m and s, then the size of an s-intersection family is at most v−s m−s and equality holds if and only if the s-intersection family consists of all m-subsets containing an s-subset.
There are many generalisations of the intersection theorem for P -and Q-polynomial association schemes [11, 15, 16, 19, 23] and some combinatorial objects [3, 17, 27] . For P and Q-polynomial association schemes including Hamming, Johnson, bilinear, Grassmann and twisted Grassmann schemes, an s-intersection family can be regarded as a subset with the width at most m − s, where m is the number of classes of the association scheme. Applying the linear programing, the size of an s-intersection family is bounded above, with equality if and only if the subset has the dual width s. Here, width and dual width are parameters defined for a subset of the vertex set in a P and Q-polynomial association scheme [5] . See [23] for more details on the LP method to the Erdős-Ko-Rado theorem. Furthermore, for the last decade, several Erdős-Ko-Rado type theorems have been shown for maps on finite sets with certain conditions.
In 1982 Rands extended the intersection theorem for designs in the Johnson schemes. If we regard the whole vertex set of the Johnson scheme as a design, then the intersection theorem is obtained from Rands' result as a corollary. Later in 1999, Fu [12] extended Rands' method to regular quantum matroids, defined by Terwilliger [25] . By this extension, Fu obtained the results for intersection theorems in t-designs in bilinear forms schemes and Grassmann schemes.
It was shown by Delsarte [7] that the concept of a design can be defined for a subset in the top fiber of a regular semilattice. In fact, for block designs or orthogonal arrays, there are some regular semilattices in which these can be defined and coincide with the designs defined by Delsarte. In this paper we extend Rands method to designs in a class of semilattices with certain regularity conditions. We set the intersection property for a subset in the top fiber of a semilattice and the above objects which are considered for the intersection theorem appear in the top fiber of semilattices.
Our main theorem is a two-step generalization of the Erdős-Ko-Rado result. The first is to consider intersection families in a design in a semilattice. The second is to unify the proof the Erdős-Ko-Rado theorem for known examples. To characterize an s-intersection family attaining the upper bound, we will give sufficient conditions on the parameters of the semilattice.
Preliminaries
Let X be a finite set and a partial order on X. A partially ordered set (X, ) is said to be a semilattice if for any two points x, y ∈ X there exists an unique point z ∈ X such that the greatest lower bound of x and y. Such a z is denoted by x ∧ y. Denote the least element of X by 0.
We assume that a semilattice (X, ) has a rank function | · | : X → N ∪ {0} such that |x|+1 is the number of terms in a maximal chain from the least element 0 to the element x including the end elements in the count. Let m be the maximum value of the rank function. For any 0 ≤ i ≤ m, define the fiber X i := {x ∈ X : |x| = i}.
Throughout this paper, we also assume that a semilattice (X, ) satisfies the following conditions:
(I) For y ∈ X m and z ∈ X r , the number of points u ∈ X s such that z u y is a constant µ(r, s). (II) For u ∈ X s , the number of points z ∈ X r such that z u is a constant ν(r, s).
(III) For any 0 ≤ r ≤ m and a ∈ X r , the number of z ∈ X m such that a z is a constant θ(r). (IV) If there exists an upper bound of x and y, then the unique least upper bound is in X i+j−k for elements x ∈ X i , y ∈ X j such that x ∧ y ∈ X k and
We have the following lemma on a regularity condition.
Lemma 2.1. For 0 ≤ r < s ≤ m − 1 and u ∈ X r , the number z ∈ X s such that u z is a constant α(r, s).
Proof. For any element u ∈ X r , denote by α u (r, s) the size of {z ∈ X s : u z}. Counting pairs (z, w) ∈ X s × X m such that u z w in two ways yields α u (r, s)θ(s) = θ(r)µ(r, s), which implies that α u (r, s) is a constant.
We consider the following conditions on subsets in top fibers of semilattices. Definition 2.2. Let s be a positive integer with s < m, Y a non-empty subset in X m . The set Y is said to be an s-intersection family, if the rank of x ∧ y is at least s for any points x, y ∈ Y . Definition 2.3. Let t be a positive integer with t ≤ m, Y a non-empty subset in X m . The set Y is said to be a t-design with index λ t if for any point z ∈ X t , the size of {x ∈ Y : z x} is a constant λ t .
For an element z ∈ X k and a subset Y ⊆ X m with k ≤ m, we denote a set {x ∈ Y : z x} by Y z .
For any 0 ≤ t ≤ m, the assumption (III) implies that the set X m itself is a t-design with index θ(t).
Proof. For a point x ∈ X t ′ , define λ t ′ (x) to be the number of z ∈ Y such that x z.
Counting the pairs (y, z) ∈ X t ×Y with x y z, we have
The following are examples of semilattices satisfying the conditions (I)-(IV). For two sets A, B, we denote the set of maps from A to B by Map(A, B).
Example 2.7 (Hamming scheme). Let m, n be integers such that m ≥ 1, n ≥ 2. Let V and F be finite sets with sizes m and n respectively. Define A t-design in the top fiber clearly coincides with an orthogonal array with strength t. See [14] for more information on orthogonal arrays.
For two vector spaces A, B over a same field, we denote the set of linear maps from A to B by Hom(A, B).
Example 2.8 (Bilinear forms scheme). Let m, n be integers such that m, n ≥ 1 and q a prime power. Let V , F be finite dimensional vector spaces over a finite field GF (q) with dimensions m and n respectively. Define X = {(E, f ) : For t-designs, which are known as Singleton systems, see [8] .
For two sets A, B, we denote the set of injective maps from A to B by Inj (A, B) . The following is considered in [17] .
Example 2.9 (Injection scheme). Let m, n be integers such that n ≥ m ≥ 1. Let V and W be finite sets with sizes m and n respectively. Define The following example is considered in [24] , [3] . 
Main theorem
The following lemma will be used in the proof of Theorem 3.2.
Lemma 3.1. Let r, s, t be positive integers such that 0 ≤ r ≤ s < t ≤ m, and Y a t-design in X m . Define d r = max |{z ∈ Y : x z, |z ∧ y| ≥ s}| where x ∈ X s and y ∈ Y satisfy r = |x ∧ y|. Then the following statements are valid:
Proof. (1) : Let x ∈ X s and y ∈ Y such that |x ∧ y| = r. Define d r (x, y) = |{z ∈ Y : x z, |z ∧ y| ≥ s}|. Setting µ r,s (x ∧ y, y) := {u ∈ X s : x ∧ y u y}, we have {z ∈ Y : x z, |z ∧ y| ≥ s} = {z ∈ Y : x z, u z for some u ∈ µ r,s (x, y)} and the size of the latter set is at most µ(r, s)λ 2s−r . Thus d r (x, y) ≤ µ(r, s)λ 2s−r holds.
(2): Let c j be the maximum number of the elements of Y containing an element in X j Then c j is at most λ j if j ≤ t and λ t if j > t. Using the same method as in (1), we have the desired result.
The following theorem shows an intersection theorem for a design in a semilattice. Proof. Set Z s = (Z ∧ Z) ∩ X s . For an element x ∈ Z s , denote by n x the number of elements in Z that contain x. Counting the set {(x, y) ∈ Z s × Z : x y} in two ways yields x∈Zs n x ≤ |Z|ν(s, m).
Next, counting the set {(x, y 1 , y 2 ) ∈ Z s × Z × Z : x y 1 , x y 2 , y 1 = y 2 } in two ways yields
If Z is the set of all elements containing an element x ∈ X s , then clearly |Z| = λ s . If not, namely there exists an element y ∈ Z such that x y for any element x ∈ Y s . For d r defined in Lemma 3.1, set d = max r d r . Then n x ≤ d holds. Thus
In particular, |Z| < dν(s, m) holds. By the assumptions (1), (2) and Lemma 3.1, |Z| < λ s holds. This implies that the assumption does not depend on the indices λ i (0 ≤ i ≤ t) of the design appearing in the theorem.
If we take an m-design Y as the whole set of the top fiber X m , then λ s = θ(s). As a corollary of Theorem 3.2 we obtain the intersection theorem. We list the conditions of parameters to satisfy the assumption of Theorem 3.2:
Remark 3.4. (1) In Example 2.9 if we restrict n = m, then the maps are permutations. As described in Table 1 , our theorem cannot be applied to this case. See [6, 9, 13, 18] for the intersection theorem for permutations.
(2) The required assumption in Theorem 3.2 to obtain the intersecting theorem seems far from the sharp bound. In fact if we take the top fiber as a design in several cases, the sharp bounds are summarized in [23, P.3] . 
