Abstract: We consider a dynamic programming approach for solving optimal control problems of sampled continuous-time systems. Robustness to bounded noise and model uncertainties is provided by formulating the problem in the framework of differential games. We use a semiLagrangian scheme for the computation of the value function and the state feedback control law for constrained infinite horizon optimal control problems. The approach is illustrated with the optimal control of linear systems and nonlinear systems subject to bounded disturbances.
INTRODUCTION
The deployment of dynamic programming based controllers is not a trivial task. First, it is necessary to find the value function that solves the dynamic optimization problem. Except for special cases, this is done using numerical methods. In general, the complexity of such methods grows exponentially with the system dimension. Moreover, the accuracy of the solution depends, in an inhomogeneous way, on the grid resolution.
Second, we need to derive the controls from the value function. When the value function is computed numerically, as it is assumed here, it is only known at the nodes of the grid used for the numerical solution. The derivation of the feedback controls requires interpolation of the value function. Finally, storing either the value function or offline computed control maps may require a considerable amount of storage space in the target control system, even when unstructured or multi-resolution grids are employed. The deployment of such numerical control laws has become practical with the growing developments of computer based control systems.
In fact, in the last few decades, computer based control systems have become ubiquitous. However, due to analogto-digital and digital-to-analog conversions and also due to digital communications constraints, computer controlled systems are subject to a maximal sensor sampling rate as well as to a maximal actuation rate. While the former may be mitigated by employing an estimation model between sensor samples, leading to an artificially higher sampling rate, the same technique cannot be applied to circumvent the actuation rate limit. Additionally, in some scenarios, we must take into account the finite resolution of the actuators. In what follows, we assume a control rate imposed by the maximal actuation rate.
As it is well known from the theory of feedback control of discrete-time linear systems, for sufficiently high control rates the effect of the control rate can be disregarded without noticeable impact in the system performance. In those cases, we can design feedback control laws for the continuous time system without taking into account the inherent sample and hold scheme of the target computer controlled system. However, for lower control rates, the control rate should be taken into account in the control design. Failing to do that may lead to higher than expected oscillation levels, or even instability, in the closed loop systems. In the context of the design of optimal feedback controllers that would translate to degraded trajectories (in terms of the considered cost function), instability (this would be the extreme case of degraded trajectories) and violation of state constraints (e.g., collision with obstacles).
In our previous results with dynamic programming (Silva and de Sousa [2010] ), we assumed a control rate such that the effect of the sample and hold scheme was negligible. In this paper, we explicitly take into account the control rate in the computation of the value function. We adopt a semi-Lagrangian numerical scheme for that purpose. Semi-Lagrangian schemes evaluate the system trajectories emanating from the grid nodes during a given time-step. Our approach consists of making the time-step of the semiLagrangian scheme equal to the actual control step of the digital controller.
In Cristiani and Falcone [2009] and previous works (see references therein), the authors develop a semi-Lagrangian scheme for the computation of the value function associated to static differential games (e.g., optimal cost to reach a target under adversarial behavior). In our approach, we adapt that scheme for the computation of the value function associated to undiscounted infinite horizon differential games (IHDG).
The paper is organized as follows. Section 2 reviews the formulation of the dynamic programming approach for deterministic systems. Section 3 describes our implementation of the semi-Lagrangian scheme and its application for different dynamic optimization problems. Section 4 illustrates results obtained with these techniques. Finally, section 5 presents some concluding remarks.
DYNAMIC PROGRAMMING FOR DETERMINISTIC SYSTEMS
Consider the cost functional
and the optimal control problem (OCP) min
subject to:
(5) where x 0 ∈ R n is a given initial state; L(x, a) and Ψ(x) are the running and terminal costs, respectively; (3) describes the system dynamics, i.e., the system flow at state x(t) when subject to input a(t); U a is the space of measurable input sequences such that a(t) ∈ U a ; (5) defines the state constraints. For the infinite horizon case, we have t f → ∞.
Consider also the following variation of the OCP presented above where
and T is a given target set. This is an "optimal cost to reach" problem. This version of the OCP has a static solution, in the sense that it not depends on t 0 . In that case, the cost functional can be defined as J(x, a). We remark that, under certain conditions, the solution of the infinite horizon OCP (IHOCP) is also time invariant, even in the undiscounted cost version (e.g., the LQR problem, see also Mitake [2008] ).
For optimal closed loop control, it is necessary to compute a(t 0 ) at each control instant (where t 0 is the current instant). Since, in general, it is not possible to determine an analytical expression for a(t 0 ) as a function of the current state, that would mean solving the OCP at each control instant, in order to pick the desired value a(t 0 ); that is not desirable, from the practical point of view.
One of the main appeals of the dynamic programming approach resides in the fact that the optimal control can be determined in state feedback form f (x) = a * (0) for a horizon ∆ that can be made as small as physically meaningful (e.g., the control period for a computer controlled system) without affecting the quality of the solution. The expression for the optimal control is given by
where
is the value function (Bellman [1957] ) associated to the OCP composed by (2)-(6) and y(x, t, a) is the state of the system at time t when subject to the input signal a and initial state x(0) = x. The same idea can be applied to time-dependent value functions, with V (t, x) = min a∈Ua J(t, x, a).
The optimal control law for a system with a sample and hold scheme is best described by the discrete time version of (7):
The dynamic programming approach defines the value function in a constructive fashion, the so called dynamic programming principle (DPP), also known as principle of optimality. The DPP for discrete time systems is expressed as follows:
For the time-dependent case we define the terminal condition
while for the static case we define the boundary condition
As ∆ goes to zero, and under very general assumptions (see Fleming and Soner [2006] or Bardi and Capuzzo-Dolcetta [1997] ), V (t, x) is a viscosity solution of the HamiltonJacobi-Bellman (HJB) partial differential equation (PDE):
is the Hamiltonian. In general, the classical gradient ∇V (t, x) may be undefined in some regions of the state space. Therefore, the HJB formulation assumes some form of generalized gradient. Moreover, this formulation assumes a pure continuous-time system; in order to take into account the control rate, additional state variables would have to be considered: one variable to model the time evolution between the beginning and the end of the control cycle period and one additional variable for each dimension of the input. This would lead to an optimal control problem with state jumps. Such problems can be handled in the framework of hybrid systems and be described by an hybrid HJB PDE (see Zhang and James [2006] ). We remark that adding those extra state variables is highly undesirable in terms of computation and memory requirements.
In general, it is not possible to find an analytical expression for V (t, x). The DPP , either in the form (10) or as an HJB PDE (13), is explored to develop numerical solvers for the computation of the value function.
The dynamic programming formulation can be extended to encompass the existence of adversarial inputs, leading to the framework of differential games. In that scenario, the dynamical system is described bẏ
with a(t) ∈ U a and b(t) ∈ U b . We omit the formulation of the corresponding OCP. Adversarial inputs are useful to encompass the effects of disturbances and model uncertainty. Intuitively, at each instant, the adversarial input b tries to drive the system to the worst possible result while the control input a does the opposite. The discrete-time DPP is applied to this scenario in the following way:
The corresponding feedback control law is given by
The choice of the sequence inf a∈Ua sup b∈U b in (16) is not accidental. The right hand of (16) can be seen as a static game; since this game may not have a value, we choose the worst case solution -minimize the maximal cost that can be forced by the adversarial input -also known as upper value. This approach gives informational advantage to the adversary (disturbances), because it is assumed that the adversary knows the current choice for input a at the time it chooses b.
The value function corresponding to this problem has also been shown to be a viscosity solution of a first order PDE, the Hamilton-Jacobi-Isaacs (HJI) PDE (see Bardi et al. [1999] and references therein). The corresponding Hamiltonian is
Equations (16) and (17) assume a sample and hold scheme for the adversarial input. It would be desirable to let the corresponding sampling time to be as high as possible or physically meaningful for the adversarial input. However, that would lead us to the HJI formulation (18) and to the above mentioned hybrid model with additional state variables. Thus, in what follows, we accept the assumption of a sample and hold scheme for adversarial input in order to avoid the extra dimensions, keeping the remark that it may lead to a less robust solution with respect to fast changing disturbances.
We remark that the min-max approach for the design of robust optimal state feedback control laws for nonlinear systems has been approached in other frameworks. For instance, Grancharova and Johansen [2009] employ multiparametric nonlinear programming in the context of explicit nonlinear MPC; see Alessio and Bemporad [2009] for a survey on explicit MPC and the connections between the optimal control formulation and the parametric optimization problem for piecewise affine systems. However, we remark that MPC approaches solve a somewhat more relaxed dynamic optimization problem. Conceptually (the usual formulation assumes a discrete time model), the objective for MPC is to compute a state feedback control law f (x) = a * (0) where
and F (x) is a given terminal cost. This is the key simplification of the MPC approach: to replace the infinite horizon value function V (x) by a given terminal cost function F (x), thus avoiding the costly computation of V (x); in order to compensate for this, a sufficiently large optimization horizon ∆ must be considered at each control instant, rendering the IHOCP into a finite horizon OCP. Classical MPC computes the right hand side of (19) at each control instant (this is still computationally more amenable than solving the original IHOCP at each control instant); for explicit MPC, (19) is computed off-line and stored in the control system. Note that the MPC problem (also known as finite receding horizon problem) can be solved using dynamic programming (see, e.g., Christophersen et al. [2005] ).
SEMI-LAGRANGIAN SCHEME
The numerical scheme employed in this work is based on the iterative semi-Lagrangian scheme from Cristiani and Falcone [2009] . This is a fully discrete scheme, in the sense that both time and space are discretized. The value function is computed at the nodes of a grid that samples the desired region of the state space. The main procedure consists of solving (16) at every grid node. However, in general, y ∆ (x(t), ∆, a, b) will not coincide with any grid node. Therefore, V (y ∆ (x(t), ∆, a, b)) is computed by interpolation of the value function at the neighboring nodes of y ∆ (x(t), ∆, a, b).
We implemented a dimension independent version of this scheme, using the C++ programming language. Our implementation uses multiple threads to explore shared memory parallelism (Cristiani and Falcone [2009] also explores parallelism). The current implementation uses regular grids. We mainly use multidimensional linear interpolation, such as described in Carlini et al. [2004] . Dimension independent third order ENO and WENO schemes were also implemented.
The user must define f (x, a, b), L(x, a), the grid parameters, the time-step and the initial or boundary conditions. The boundary elements are marked in a grid with the same structure as the one used to store the value function. Additionally, the user must provide a discrete representation of the input space (e.g., a set of uniformly spaced values). We remark that the time-step is chosen to be same as the control period of the target control system.
In what concerns the solution of the ordinary differential equations (ODE) for the computation of y ∆ (x(t), ∆, a, b), the current implementation provides the Euler scheme, a fixed step fourth order Runge-Kutta scheme and allows the choice of any of the variable step ODE solvers from the GNU Scientific Library (GSL) (Gough [2003] ). The choice of the ODE solver can be made based on the comparison of the results obtained for the computation of the trajectories over one time step for every grid node and for every input (a, b) with different schemes. As the time step becomes larger, the variable time step ODE solvers become the only acceptable choice; however, the computation time also increases and it may become the main contribution for the total CPU time. As pointed out in Bardi et al. [1999] , it is possible to compute this trajectories just once and to store y ∆ (x(t), ∆, a, b), ∀(a, b) in memory, thus avoiding repeating the computation in every iteration. In fact, it is even more efficient to store y ∆ (x(t), ∆, a, b) in terms of barycentric coordinates with respect to the nodes used for interpolation. However, either approach may require a prohibitive amount of memory: for a grid with N nodes, a system with M possible input values and n state variables, the required memory would be the size of the floating point data type (e.g., 8 bytes) multiplied either by N (1 + M n), if only every y ∆ (x(t), ∆, a, b) is stored, or by N (1 + M (2 n − 1)), if the barycentric coordinates for the multilinear scheme are stored.
We assume that the system is constrained to the interior of the computational domain. If the underlying problem does not naturally lead to the definition of such boundary, the computational space must be enlarged such that the effect of these artificial constraints do not affect the solution in the region of interest. Additional state constraints can be defined, at the initial setup, by setting the value of the forbidden nodes to a special constant defined as infinity.
The solver described in Cristiani and Falcone [2009] was designed for the computation of static value functions ("optimal cost to reach" problems, discounted IHDG (Falcone [1987] )). Time dependent problems can be handled by considering the time variable as an extra state variable and by setting the target to V ((t f , x)) = Ψ(x).
We are interested in the undiscounted IHDG. For that class of problems, there are no guarantees that the respective value function is static. Moreover, we would like to avoid the above mentioned approach of considering an extra dimension. In what follows, we assume problems whose value function is of the form V (t, x) = V (x) + ct, where c is related to the cost of the large-time behavior of the optimal trajectories. The corresponding system can be optimally controlled by using V (x) = V (t, x) − ct in (17).
Let us define V i (x) and f i (x) as the computed value function and control map at iteration i, respectively. Assume an IHDG with value function of the form V (t, x) = V (x)+ct; we compute the corresponding V (x) = V (t, x)− ct in the following way:
(1) Start with i = 0, no target set, V 0 (x) = 0 and f i (x) = 0. (2) Apply the DPP on each grid node, in order to obtain V
, where δ tol,p,f and δ tol,p,v are given thresholds, stop. Otherwise, set i = i + 1 and go to step 2.
We consider the norms 0 (number of nonzero components), 1 and infinity for the stopping condition. Ideally we would like f i+1 (x) − f i (x) p to become zero and V i+1 (x) − V i (x) p to converge to the machine precision. However, in most cases, that may require an unpractical amount of time. Additionally, due to the space discretization, the final solution may not be the exact solution even if those norms go to zero. Therefore, in practice, it is acceptable to define more relaxed thresholds.
NUMERICAL RESULTS

Linear Quadratic Regulator
Consider the infinite horizon optimal control of the continuous time linear system (state x ∈ R 2 and input u ∈ R)
with cost functional
for any given x(0) = x 0 . It is well known that the optimal control for this problem is given by a time-invariant linear state feedback control law, i.e., u(t) = −Kx(t). The associated value function, V (x 0 ) = min{J(x, u) : If a sample and hold control scheme is used, the optimal gain K changes according to the control rate. For linear systems, there are systematic methodologies to obtain an exact discrete-time equivalent model and to compute the discrete-time version of the LQR. This can be easily computed on Mathworks Matlab using the command lqr ( Table 1 shows the optimal K for different control rates. We remark that using the gains derived for the continuous-time LQR in the time sampled system may lead to an unstable closed loop system (in this example, instability would occur for 1/∆ < 0.5 Hz). We computed the value function and the corresponding optimal control map for each of the control rates indicated on table 1. This was done for x ∈ [−10, 10] × [−10, 10] using a 301 × 101 grid; the inputs were chosen from a set of 151 uniformly spaced values in [−20, 20] . The differential equations were solved using the Runge-KuttaFehlberg method from the GSL, with absolute and relative tolerances of 10 −12 . All interpolations were performed with the multilinear scheme.
The numerical and analytical control maps were compared by computing the respective gradients (we remark that the gradient is used only for validation purposes). From the analytical expression, it can be seen that the gradient of the exact optimal control map is −K; for the numerical solution, we compute the numerical approximation of the gradient by a finite difference method. We observed that the numerical solution is somewhat noisy in the sense that the numerical gradient is not constant when computed between adjacent grid nodes. If the numerical gradient is computed using more distant nodes (e.g., 20 nodes apart) the numerical results become similar to those presented on table 1. Those observations are also supported by the simulation of the trajectories of the closed loop system. The trajectories obtained with the numerical control law are very similar to those obtained with the exact solution obtained for the discrete time LQR (see Fig 1) ; the simulations also illustrate the degradation of the system performance if the gains of the continuous time LQR are employed.
Path following
Consider the following model:
where −c v,max , c v,max ] and u is a constant. The input c v models bounded disturbances and additive model uncertainties in the d dynamics. This model is inspired by the problem of vehicle path following. In that context, d is the cross-track error, i.e., the shortest distance between the vehicle (i.e., the origin of the vehicles' body fixed frame) and the desired path; ψ r is the angle between the vehicle and the bearing of the path. For more details, see Silva and de Sousa [2010] .
We assume u = 1.5, r max = 0.35 and c v,max = 0.5. The input r(t) is chosen from 31 equally spaced values and the input c v (t) is chosen from 11 equally spaced values. The control rate is 10Hz.
The objective is to compute the optimal feedback control law associated to the constrained IHDG. The running cost is L(x, a) = d 2 + 300r 2 . It is worth noting that the adversarial input may force the ψ r component of the equilibrium point to take any value from [− arcsin(c v,max /u), arcsin(c v,max /u)]. In fact, as we will show, the equilibrium point for the closed loop system is not the origin. Therefore, the cost at the equilibrium point is not zero. On the other hand, the minimum of the value function is at the origin.
We assumed the state constraint x ∈ [−6, 6] × [−π/2, π/2]. The computational state space consisted of a grid 121×151 nodes sampling the region [−6, 6 ] × [−π/2, π/2] of the continuous state space. The differential equations were solved using the Runge-Kutta-Fehlberg method from the GSL, with absolute and relative tolerances of 10 −12 . The computations were performed on a computer with the Intel(R) Core(TM)2 Duo T7250 (2.00GHz) CPU. The executable was generated using the GNU C++ compiler optimizations for the core2 family of processors.
We consider the optimal control of both the disturbed and undisturbed systems (i.e., for c v ∈ {−0.5, −0.4, ..., 0.4, 0.5} and c v = 0, respectively). We recall the definition of the maximal invariant set (MIS): it is the set of states from which there are trajectories that remain feasible thereafter, i.e., for the infinite horizon.
For the undisturbed system, the computation converged (no change in the optimal control) in approximately 4 minutes, using multilinear interpolation. We repeated the computation using the WENO interpolation scheme with a stencil of 6 × 6 grid nodes. In order to reduce the number of iterations, we used the solution of the previous computation as initial value for this computation. We observed that the smearing near the boundaries of the maximal invariant set became less pronounced. However, simulations showed that, for this system and grid size, the gains in performance due to the increased accuracy of the WENO scheme are negligible.
For the disturbed system, the computation took approximately 42 minutes (cumulative CPU time) to reach a point where the optimal control was varying, between iterations, just for one grid node; this variation was between adjacent values of the discrete set of inputs. The number of iterations was 150, using the multilinear interpolation scheme. Figure 2 shows the trajectories for the disturbed system, obtained by simulation of the closed loop system using the optimal control law. The worst-case value for the disturbance is computed along with the optimal control using the DPP.
Figure 3(a) shows a region of the state space where the MIS of the disturbed system becomes a subset of the undisturbed system's MIS. This is expected and can be easily explained by looking at the system trajectories (see Fig 2) and by physical intuition: in that region, the system must have a sufficient distance to the boundary (along the d dimension) in order to turn without crossing the boundary; in that situation, the worst-case disturbance optimal control maps for system (22) will try to "push" the trajectories toward the boundary of the computational domain, which corresponds to maximal cost; therefore, the disturbed system must guard a larger distance and turn faster (higher r, see Fig. 3(b) ) when turning in the outward direction.
CONCLUSION
The numerical experiments showed that the semi-Lagrangian scheme can successfully take into account the control rate in the design of optimal control laws. However, besides the usual problems associated to the curse of dimensionality, the current implementation does not scale well with increasing number of inputs. Efficient implementation of the static optimization performed by the DPP will be a topic of future work.
