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Some regularity results about the local structure of the Nero set of a mapping of 
n + I real variables with values in .a” are presented. They all provide improved 
and generalized versions of the Morse lemma for plane curves as well as 
generalizations of the implicit function theorem. We describe their applications to 
one-parameter nonlinear problems, including an analysis of bifurcation phenomena 
at simple or multiple eigenvalues. 
1. INTRODUCTION AND PRELIMINARIES 
It has become a commonly accepted idea that a precise study of bifur 
cation phenomena relies upon generalizations of the Morse lemma for real- 
valued mappings to mappings of n + p variables with values in ,#“. The 
problem is to find the local structure of the zero set of a mappingfdefined in 
an open subset of z%?“+~ with values in .K” around a (known) solution of the 
equation f(x) = 0. Of course, after shifting the origin of CW”+p, this known 
solution can always be the origin itself. The general method (see, e.g.. 
Buchner, Marsden, and Schecter ]l] and the references therein) consists in 
showing under some nondegeneracy condition, that the zero set off is locally 
(i.e.. around the origin) diffeomorphic to the zero set of the homogeneous 
polynomial mapping 
where k is the order of the first nonzero derivative off at the origin. This 
diffeomorphism is induced by a diffeomorphism @ between two 
neighbourhoods of the origin in the ambient space ~/gntp. 
When n = 1, k = 2, and p > 1, this is precisely what the classical Morse 
lemma states and the diffeomorphism @ may be chosen of class W’, 13 I, at 
the origin when the mapping f is of class V”‘. This regularity result is 
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d’erred to as the “loss of two degrees of regularity at the origin” in the 
Morse lemma. In general (cf. [l]), the diffeomorphism @ can be taken of 
class $9’ only at the origin. 
When p = 1 (SO that f is a mapping from Sn+’ into 9”) and under the 
same nondegeneracy condition, the zero zet of the mapping (1.1) happens to 
be the union of a finite number of lines through the origin of s”+ 1 and the 
zero set off is the union of the same number of curves. A different method, 
which consists in separately examining how each line in the zero set of the 
mapping (1.1) is transformed into a curve of the zero set of f, is then 
available. This is, for instance, the way Magnus uses in [9] for proving, 
when S is of class 59 kt’ l> 0, k > 2, that the curves of solutions of the 
equation f(x) = 0 are of’class Q’ at the origin and ‘+Ykf’ away from the 
origin. Once again, there is a loss of k (>2) degrees of regularity at the 
origin. In addition, regardless of the method, the assumption that Of(O) = 0 
(namely, k > 2) is always made. As a result, the implicit function theorem, 
which is-when available-the simplest tool for solving the equation 
f(x) = 0 around the origin of 9’“’ I, does never appear as a particular case 
of the statements that can be found in the literature about generalizations of 
the Morse lemma. 
In this paper and when p = 1 and the mapping f is of class V’+‘, I > 0, 
k > 1, we determine the structure of its zero set around the origin without 
assuming that Of(O) = 0 (which is the reason why the value k = 1 is 
allowed) and we prove that the curves of solutions in the zero set off are of 
class g/t ’ at the origin and of class 5Ykt’ away from the origin 
(Theorem 3.2). In particular, and as concerns the curves of solutions, the loss 
of regularity is then of k - 1 degrees only at the origin. When k = 1 and the 
derivative Of(O) is onto, there is no loss of regularity and our statement is 
nothing but the implicit function theorem. When k = 2 and n = 1, our 
assumptions are those of the Morse lemma for real-valued mappings of two 
variables and the loss of regularity is of one degree only at the origin instead 
of the expected two ones. We emphasize that this result is not in 
contradiction with the general theory: the relationship of our study to the 
possible regularity of the diffeomorphism @ is established in Theorem 4.2 in 
which we show that some improvement of the known results holds under a 
restrictive assumption on the number of curves in the zero set of the mapping 
f. However, when n = p = 1 and k = 2 (Morse lemma for real-valued 
mappings of two variables), Theorem 4.2 proves that the diffeomorphism @ 
can be taken of class %Yl+’ at the origin instead of class SF’. Of course, we 
do not claim that the same conclusion remains true when p > 2. 
In the applications to a number of one-parameter nonlinear-problems, the 
useful result will be Theorem 3.2. For instance, when applied to problems of 
bifurcation from the trivial branch, it leads as well to the analysis by 
Crandall and Rabinowitz (21 when the eigenvalue is simple (in particular, as 
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concerns the regularity assumptions), as to the work by Mac Lead and 
Sattinger [8] when the eigenvalue is multiple. In this last case, a preliminary 
change of the parameter is required in general. But the special structure of 
bifurcation from the trivial branch does not play any role in applications of 
Theorem 3.2, either directly or together with a change of the parameter. It is 
only required that some appropriate Lyapunov-Schmidt reduction is 
available: the general idea is given in Section 3 and detailed proofs and 
comments will be presented in a forthcoming publication [ 121. 
Computational algorithms based on the method we use here and allowing 
to find the bifurcated branches without knowing any particular one a priori 
are described in [4, 51. 
To begin with, we need to give some preliminary background we shall use 
in Section 2. First, Theorems 3.2 and 4.2 will appear as corollaries of the 
actual main result (Theorem 2.2) in which the mapping f is of the form 
f = (fJ,-l,n~ where, for each index 1 < a < n, f, is a real-valued mapping 
of n + 1 variables, defined and of class gk- i- ‘~1 with 1, > 0, k, > 1, in a 
neighbourhood of the origin of 9”+ ‘. We shall set, for every y E .9’ + ’ 
q,(y) = Ok-f,(O) . (Y)“” E %2, l<a<n, 
4(Y) = ha(Y)), ,.?I E CT@“. 
(1.2) 
(1.3) 
Of course, each polynomial function q, has a canonical extension to the 
space !r ’ + ’ with values in C and the mapping q has then a canonical 
extension to the space Cnt’ with values in 6”. Denoting by IK either field .r/ 
or C, the mapping q is obviously IK-differentiable on IK"" and the restriction 
to the space 9’+’ of its complex derivative Dq(y) E Y(Cnt ‘, C”) at any 
point y E .R “’ is nothing but its real derivative. Therefore, there is no 
ambiguity in denoting both the same way and, for every J E lK"+ ', we have 
Dq(y)=(Dq,(y)),=,,,=(k,Dk$JO).(y)’,~ ‘), ,.,,Ei(ii^“-‘. k”‘). 
(1.4) 
DEFINITION 1.1. We shall say that the mapping q (1.3) verities the 
condition of IK-nondegeneracy (in short, IK-D.N.) if, for each solution 
yElK”+‘-(0) of the equation q(y) = 0, the derivative Q(y) E 
P(lK”+‘. IK”) is onto. 
For instance, when n = 1 and k, = k, = 2. it can be shown that the 
condition (IK-N.D.) (IK = .R or C), reduces to the Morse condition saying 
that the Hessian matrix O’f(O) is nondegetierated (i.e., has a nonzero deter- 
minant). In this case (but this is false in general) the conditions (.%N.D.) 
and (C-N.D.) are identical. On the other hand, when the k,‘s are the same. 
say k, = k, 1 < a < n, the condition (IK-N.D.) on the mapping q (1.3) is an 
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intrinsic property of the derivative D”f(0) and hence can be formulated 
without mentioning the components qa’s explicitly. 
Since each polynomial function q, is homogeneous of degree k, , the set of 
solutions of the equation (zero set of the mapping q in IK”“) 
y  E lK”+l, q(y) = 0 E IK”, (1.5) 
is a cone in IK”+ ‘. The homogeneity of q, also yields (Euler’s theorem) for 
y E lK”+’ 
q,(y) = 0 0 %-z(y) . Y = 0, l<cl<n, 
or equivalently 
q(y) = 0 0 Dq(y) . Y = 0. (1.6) 
Another important fact is that the condition (IK-N.D.) is a projective 
property and can be expressed in terms of algebraic geometry. As a result, 
through the generalized Bezout’s theorem, the set of solutions of the equation 
(1.5) is known to be the union of a finite number v of IK-lines. More 
precisely, this number verities 0 < v < k, ..a k, when IK = 9 and v = k, .. . k, 
when IK = C. 
Remark 1.1. In what follows, we shall use the condition (9-N.D.) only. 
However, it is not difficult to establish that the condition (C-N.D.) is a 
particular case of the condition (9-N.D.), which happens to have better 
equivalent formulations as concerns its practical verification. For instance, 
when n = 1 or n = 2, the condition (C-N.D.) reduces to the assumption that 
an appropriate determinant (explicitly known from the coefficients of the 
derivatives Dkfa(0), 1 < a < n), does not vanish (see [ 1 l] for details). 
2. GENERALIZATIONS OF THE IMPLICIT FUNCTION THEOREM 
In what follows, ]I. ]] will always be referred to as the Euclidean norm of 
2ntl 
Let 6 be an open convex neighbourhood of 0 in 9”’ ’ and f = (f,),= I,n a 
mapping from 6 into 9” such that 
f a E vk=+ yo, 9), l<a<n, 
with k, > 1 and I, > 0. We shall assume that 
(2.1) 
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and set, for every y E 5Pflt1 
4,(Y) = ~kaf,P) . (Y)“” (2.3) 
4(Y) = (4,(Y)),= 1.n. (2.4) 
From (2.2) with j = 0, we see that f(0) = 0. Our purpose is to give a 
description as presise as possible of the zero set of the mapping f around the 
origin of C9n+ i. Of course, we may limit ourselves to finding the solutions 
x # 0 of the equation f(x) = 0. More precisely, let r0 > 0 be such that the 
closed ball B(O, r,,) in 9 n+1 is contained in 6. The problem will be solved if. 
for some 0 < r < r0 and every t E 9 such that 0 < /t / < r we are able to 
determine the solutions of the system 
f (xl = 0, II-4 = ItI. (2.5) 
It is immediate that x is a solution of the above system if and only if we may 
write x = ty with 
0 < /tl < r, f(ty) = 0, ?’ E s,. (2.6 1 
where S, denotes the unit sphere of tG?“t’ 
For0<6<1,letCtbetheset 
cf= (y&R”+‘, 1 - 6 < /I 4’/! < 1 + 6). (2.7) 
SO that S, c Xi and Cf is an open neighbourhood of the sphere S,,. The 
condition g(O, r,,) c 6 ensures for /A 1 < r,, and y E Cf that Ay E 6 when 6 is 
sufficiently small, which we shall henceforth assume. Then, for 1 < CT < n, the 
mapping 
g,(t, y) = k, 1; (1 - #*- ’ L&fn(~fy) . (y)“~ ds. (2.8) 
is well defined and of class G?‘e in l-r,, r,,[ x Cf. In addition, writing the 
Taylor expansion off, of order k, - 1 at the origin we get 
P” 
fa(cy) = (k, - I)! .i 
’ (1 - #-’ 0”~Jst.~) . (y)“* ds, (2.9 1 o 
for (t, y) E ]--To, ro[ x .Zi and it follows from (8.2) that 
for O<]t(<r,andyECi, 
(2.10) 
g,(O, y) = Dk-f,(O) . (y)"~ = q,(y) for y E 9”“. 
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g(t, Y>  = (g&3 Y)L = 1 ,n 2 (2.11) 
we find from (2.10) that the equation (2.6) is equivalent to the equation 
0 < (cl < r, g(t,y)=O, YES,. (2.12) 
Observe when t = 0 and y E 9”+ that 
g(O9 Y> = 4(Y), (2.13) 
and, in particular, the equivalence between Eqs. (2.6) and (2.12) is no longer 
true. 
Before solving Eq. (2.12) we need to establish 
LEMMA 1.2, Let us set I = min ,caGnla>O. The mapping g (2.11) 
verifies 
and the partial derivative D, g(t, y) exists for any pair 
(t, y) E I-r,, , rO[ x 2:. In addition 
D,g E F’(]-r,, rO[ x Et, Y(Sn+‘, A?“)). (2.15) 
Proof: We already observed that each component g, of g is of class G?‘o 
so that the property (2.14) is obvious. The existence of the partial derivative 
D,g(t, Y> for any pair (6 Y> E l- r,,, rO[ x Ci is also immediate from (2.10) 
which shows that the partial derivative D,g,(t, y) exists for 1 < a < n (recall 
that each mapping f, is of class @” at least). Of course, when I > 1, the 
existence of D, g is obvious from (2.14) but the above argument shows that 
this assumption is not necessary. Now, to prove (2.15), it suffices to prove 
that 
D, g, E Q’“(]-r,, ro[ x Ct, P(.W”+ ‘, sW>>, l<a<n. (2.16) 
From (2.10) we find 
k, ! 
D, g,k Y> = v Dfa(tv> for O<Itl<r,andyEZi 
D, g,(O, Y> = k, DkmL(O> - (Y>~~-’ = %x(y) for YES’+‘. (2.17) 
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First, let 1 < CY < n be fixed such that k, = 1. The above relation becomes 
Dy g(t, Y) = Df&v> for O<lti<r,and.)‘EZi, 
4 g(O, Y> = Df,(O) for y E .t#” ‘, 
and (2.16) follows from the fact that the mapping Df, is of class ‘p’fi (since 
k, = 1 and f, is of class gkatl e). Next, let 1 < a <n be fixed such that 
k, > 2. Writing the Taylor expansion of Df, of order k, - 2 at the origin we 
get 
k-1 .I 
Df,(o> = (kf, 1 2)! J (1 -s) k--2 D”$Jsty) . (J)~,B -’ ds, (2.18) o 
for (t, y) E l-r,, Y,,[ x Cf. Hence, from (2.17) 
Dy g,(t, 4’) = k,(k, - 1) 1; (1 - s)~, * D”~$,(sty) . (J+ ’ ds, 
for (t, JJ) E l--r ,,, rO[ x Cf and (2.16) follows. I 
We are now in position to solve Eq. (2,12). From now on, we shall 
assume that the mapping q (2.4) verifies the condition (.H-N.D.). As 
mentioned in Section 1, the zero set of q is then made of a finite number 
O<v<k, .. . k, of real lines through the origin of .# ni I so that the set 
(2.19) 
has exactly 2v elements, namely, 
1 y E s,, q(y) = 0) = iv’...., 4’?’ }, (2.20) 
with an obvious abuse of notation when v = 0 (i.e., when the set (2.19) is 
empty). Observing that the set (2.19) is stable under multiplication by -1. 
we may assume that the elements # have been arranged so that 
y  z,+j- - -y, l<j<v. (2.21) 
The first result about Eq. (2.12) will be 
LEMMA 2.2. (i) Assume that v > 1 and, for each index 1 < j < 211, let 
o,/ c S, denote a neighbourhood of u’. Then, there exists 0 < r < r0 such that 
the conditions (t, y) E l-r, r[ x S, and g(t, y) = 0 together imply 
yE (j ui. (2.22) 
.i - I 
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(ii) Assume that v = 0. Then, there exists 0 < r < r0 such that the 
equation g(t, y) = 0 has no solution in the set l-r, r[ x S,. 
ProoX (i) We shall prove the result by contradiction: if our assertion 
fails to hold, there exists a sequence (t,, y,) with lim,, +oo tp = 0 and 
yD E S, such that 
‘ET@, 7YJ = 0, (2.23) 
y, 6z (j oj. (2.24) 
j=l 
From the compactness of the sphere S, and after considering a subsequence, 
we may assume that there exists y E S, such that limP++oo y, = y. From 
(2.23) and the continuity of the mapping g (Lemma 1.2) we find g(0, y) = 0. 
But g(0, .) = q (cf. (2.13)) and y must then be one of the elements y’, 
1 < j < 2v, which is impossible from (2.24) and the fact that the sequence 
(y,) tends to y. 
(ii) Once again, we argue by contradiction: if there is a sequence (t,, y,) 
such that lim p-’ + co tp = 0, yP E S, and g(t,, y,) = 0, the continuity of g and 
the compactness of S, show that there exists y E S, verifying 
q(y) = g(0, y) = 0 and we reach a contradiction with the fact that v = 0. m 
Since the equation f(x) = 0 with 0 < llxll < r holds if and only if we may 
write x = ty with y E S, such that g(t, y) = 0, Lemma 2.2 already proves 
that the equation f(x) = 0 has no solution x # 0 around the origin of 9”’ ’ 
when v = 0. When v > 1, the following result is essential. 
THEOREM 1.2. Assume that v > 1. Then, there exists r > 0 such that the 
equation 
is equivalent to 
g(t, Y> = 0, (t, y) E l-r, r[ X S,, (2.25) 
t E l-r, r[, y = y(t)for some index 1 < j < 2v, (2.26) 
where, for each index 1 <j,< 2v, the function 7’ is of class ‘Z?‘, with 
l=min , Gu ( n I,, from l-r, r [ into S, and is uniquely determined by the con- 
dition 
y(0) = #. (2.27) 
In addition 
y’“+j(t) = -7(-t), (2.28) 
for every 1 < j < v and every t E l-r, r[. 
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Proof. We shall first solve the equation g(t, y) = 0 around the solution 
(t = 0, v = 9) for each index 1 <j< 2v separately. Let us then fix 
1 <j < iv. Since q(y’) = 0 and the mapping q (2.4) verifies the condition 
(.R-N.D.), the mapping Dq(y’) E Y(.Z’+‘, .#“) is onto. This amounts to 
saying that its null space Ker Dq(y’) is one dimensional. But, from the 
Euler’s theorem (cf. Section 1, relation (1.6)) we know that y’ E Ker Dq(y’) 
and hence 
Ker Dq( #) = ;9~%‘. (2.29) 
Now, since 9 E S,, $ is orthogonal to the tangent space T,.,S,: in 
particular, it follows from (2.29) that we may write 
.# “+’ = Ker Dq(y’) 0 T,.,S, 
As a result, Dq(Y’)lTs,,,n is one-to-one and hence is an isomorphism of T,.,S,, 
to .@“. As the mappings q and g(0, .) coincide. we deduce 
D, g(0, y)lTV,s, E Isom(TYiS,. ,3’“>. (2.30) 
In other words, the differential with respect to J of the restriction of the 
mapping g to I-r,, rO[ x S, is an isomorphism of T,.,S, to .@n at the point 
(0, yj). Since g(0, 9) = q(y’) = 0 and when I> 1, it follows from (2.14) and 
the implicit function theorem that there exist 0 < r < r0 and a neighbourhood 
u,~ of JJ in S, such that the equation g(t, .Y) = 0, (t, y) E I-r, rl X Uj is 
equivalent to t E j-r, rl, y = F’(t), where the function p E ‘@‘(J-r, ~1, ui) is 
uniquely determined by the condition y(O) = $. When 1= 0 and because 
both mappings g and D, g are continuous with respect to (t, ~1) (cf. 
Lemma 1.2 with 1= 0), the same conclusion holds (and the function .1;’ is of 
class %‘“) through the so-called “strong version” of the implicit function 
theorem (see, e.g., Hildebrandt and Graves [ 61, Lyusternik and Sobolev [ 7 1). 
Applying Lemma 2.2, we deduce that a common value r can be taken for all 
the indices 1 < j < 2v and that the equation g(t, y) = 0, (t. y) E I-r, rl X S,, 
has no solution other than those of the form (2.26). 
To complete with, writing g(-t, y(-t)) = 0 for t E l-r, r[ and observing 
that g(-t, -y) = 0 whenever g(t, y) = 0 we find that g(t. --9(-t)) = 0 for 
t E l-r, r[. Since -y(O) = -# = y”+j (cf. (2.21)) for 1 < j < v, we conclude 
that the function -y(-t) verifies the property characterizing the function 
y.‘j(t) and (2.28) follows. I 
As concerns the equation f(x) = 0, Theorem 1.2 leads to 
COROLLARY 1.2. Under our assumptions, the equation f(x) = 0 has no 
solution x # 0 around the origin of ~543”~ ’ when v = 0. 
When v > 1 and for r > 0 small enough, the solutions of the equation 
f(x) = 0 with 11 XII < r are given by x = x’(t), 1 < j < v, where the functions 
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x’ E @‘(J-r, r[, Sn+‘) with 1= min 1 Ga sn I, > 0 are defined through the 
functions $, 1 < j < v of Theorem 1.2 bq’ the formula 
d(t) = g(t), t E J-r, r[. (2.3 1) 
In particular 
IIx’(t>ll = ItI5 t E l-r, r[. (2.32) 
In addition, the functions x’, 1 < j < v, are d@erentiable at the origin with 
Proof: We already proved that the zero set of the mapping f around the 
origin of Sn+l reduces to the origin when v = 0 (as a result from 
Lemma 2.2). We shall then assume v > 1. As we know, for any 0 < r < rO, 
the equation f(x) = 0 with 0 < llxll < r holds if and only if we may write 
x = ty with y E S, such that g(t, y) = 0. 
From Theorem 1.2, it follows that r can be chosen so that the solutions of 
the equation f(x) = 0 with 0 < JIx(I = / t I < r are given by 
x = d(t) = tjqt), 1 < j < 2v, (2.34) 
and the same relation obviously holds with t = 0. Therefore, the charac- 
terization (2.34) is valid with t E l-r, r[ and the functions x’ are then of 
class g” on l-r, r[. By continuity of the functions 3 and since d(O) = 0 and 
y(O) = y’ we find that (dx’/dt) (0) exists with 
Finally, from the relation y’“‘j(t) = -y(-t) (cf. (2.28)) for 1 < j < v we 
get 
xv+j(t) = 9(-t), l<j<v,tE]-r,r[, 
so that the solutions of the equation f(x) = 0, ([xl/ < r are given through the 
functions x’ with 1 < j ,< v only. 1 
With Corollary 1.2 as a starting point, our next (and most important) step 
will consist of proving without any additional assumption that the functions 
xj are actually of class GY’+l at the origin. Before, we need to establish a 
simple result about the regularity of the functions x’ away from the origin. 
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LEMMA 3.2. Let us set 
m= )7jnn (k,+I,)> 1. (2.35) 
, x 
Then, after shrinking r if necessary, the functions xi. 1 < j < V. obtained in 
Corollary 1.2 are of class V” on l-r, r[ - (0). 
Proof: From the relation x’(t) = ty(t) it is clear that the functions x’ and 
.C’ have the same regularity away from t = 0. We shall then prove that the 
functions 3’ are of class @” away from the origin. Recall that the function 
3 is characterized by the condition (cf. Theorem 1.2) 
g(t, I-j(t)) = 0, 
y(0) = 4”. 
Y(t) E S,. t E I-r, rl. 
(2.36) 
and that 
D, g(0, ~4) E Isom( T,.,S,, , H “). 
By continuity of the mapping D, g (Lemma 1.2). the above relation shows 
that there exists an open neighbourhood ui of ~j in the sphere S,, such that. 
after shrinking r if necessary 
DY g(t, y) E Isom(T,.S,,. A”), (2.37) 
for every (t, ~7) E l-r, r[ x G,~. Now, shrinking r once again if necessary, we 
may assume that the continuous function J? takes its values in u, for 
t E I-r, r(. 
Then let t, E I-r, r[, t, # 0. From (2.36) we have g(t,, ?;‘(t,,)) = 0 while. 
from (2.37). 
D, g(t,, 4;‘(&,>> E IsoW&,,,+ S,,, ,fi”‘). 
Since the mapping f, is of class Vka+‘ck for each 1 < a < n and t,, is #O. it 
follows from (2.10) that the mapping g, is also of class ‘Fkrl “0 around the 
point (t,,, 3(to)) for each 1 < a < n. Therefore, by definition of m (cf. 
(2.35)), the mapping g= (g,),=,,, is of class qrn around the point 
(to, ?‘j(to)). Applying the implicit function theorem, we find that the equation 
g(t, ~1) = 0 around (to, F’(t,,)) in .;9 x S, is equivalent to the relation 
~9 = F(t), where 5 is a function of class ‘V’” in a neighbourhood of I,,. 
uniquely determined by the condition Y(lO) = I*. But the uniqueness 
shows that the functions r’ and ~3 coincide around the point t,,. This result 
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being true with any t, E l-r, r[, C, # 0, we conclude that the function y is of 
class G.??‘” away from the origin and the proof is complete. I 
To prove the regularity %F”’ (I = min, GaGn I,) of the functions x’, 
1 ,< j < P, at the origin, we shall introduce the mappings h,, 1 < a < n, 
defined by 
(2.38) 
for each index 1 < a < n such that k, = 1 and by 
h,(t, y) = k, i,’ f [-s( 1 - +- ‘1 D”fa(sry) . (y)“” ds, (2.39) 
for each index 1 < a < n such that k, > 2. Since the mapping f, is of class 
%?‘a+‘* and hence the mapping D”aS, is of class @‘n, it is clear in any case 
that the mapping h, is of class V/a from ]-ro, ro[ x El: (recall that the 
neighbourhood Cf: of the sphere S, is defined by (2.7)) into .Z. Setting 
w, Y> = v%&> Y)>, = 1 ,n T (2.40) 
it follows that 
h E F’(]--r,, r,[ X Zf, ,a”). 
In addition, with t = 0 in (2.38), (2.39) we find 
h(O, Y> = 0, YECr:. 
(2.41) 
(2.42) 
LEMMA 4.2. For any pair (t, y) E ]-ro, r,[ x Zi with t # 0, the partial 
derivative (ag/at)(t, y) exists and 
g (t, Y) = f  W, Y>. (2.43) 
ProoJ It suffices to show that the partial derivative (ag,/at)(t, y) exists 
for each index 1 < a < n and every (t, y) E I-r,, ro[ X Zt, t # 0, with 
t ?$= (t, y) = h,(t, Y>, l<a<n. (2.44) 
Since t # 0, the existence of (ag,/&)(t, y) is immediate from (2.10) which 
also provides 
%$ (t, Y) = !$ (DMY) . Y -$%x(W)). 
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Whence 
(2.45) 
Let us first fix 1 < a < n such that k, = 1. The above relation is 
Thus, writing 
the relation (2.44) follows from (2.38). 
Next, we must consider the case when 1 < a < n is fixed such that k, > 2. 
From the relations (2.9) and (2.18), an immediate calculation shows that the 
right-hand side of (2.45) is 
k, .I;,’ 1 (k, - 1)( 1 - s)~,, ’ - k,( 1 - + ’ j D”tlf,(sty) . (y)‘,l ds. 
Clearly 
(k, - I)(1 -s)~*~* -k,(l -s)~+ =&,-9)1.-(1 -S)b ‘1 
=$,(l -.s)i,l ‘I, 
and the relation (2.44) follows from (2.39). I 
THEOREM 2.2 (Structure of the zero set of the mapping f). Assume that 
v > 1. For r > 0 small enough, the zero set of the mapping f in the ball 
B(O,r)c.$‘+’ consists of exactly ~1 curves of class //‘I 
(I = min 14nxrz l,>O) af the origin and of class % “’ 
(m = min , sa h ,,(k, + I,) > 1) awa.v from the origin. These curz’es arc 
transversal at the origin and, more precisely, each of them is tangent to a 
different one of the v lines of the mapping q(j)) = (DkcfO(0) . (y)“(r),, ,,,, at 
the origin. 
Proof: Taking r > 0 as in Lemma 3.2, we already know that the 
functions xi and 3, 1 < j < V, are of class Wm in l-r, r[ - (0). Since m > 1 
and by differentiation of the identity -r’(t) = t?‘(t) we find 
g (t) = t g (t) + y(t). 0 < ItI < r. (2.46) 
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As we also showed that the function x’ is differentiable at the origin with 
(Corollary 1.2) 
g (0) = A (2.47) 
we shall prove that the function x’ is of class @‘+I at the origin by proving 
that its derivative dx’/dt is of class g’ in l--r, Y[. 
Let uj c S, be the open neighbourhood of 9 considered in Lemma 3.2, so 
that the relation (2.37) holds for any pair (t, y) E l--r, r[ x uj. In other 
words, the mapping P, g(t, .Y)I~~~~I - i is an isomorphism of 5Ffl to the space 
T,S, C 5Pn+’ for any pair (t, y) E l-r, r[ X uj and hence can be considered 
as a one-to-one linear mapping from 5Pn into 9”+’ (with range T,,S,). At 
this stage, a simple but crucial observation is that the regularity F’ of the 
mapping D, g (Lemma 1.2) yields the regularity 5Y’ of the mapping 
as it immediately follows by considering a chart around #. Setting 
vj(t, Y> = [D, g(t, ~)lT~s~l -‘W, Y>, (t, Y) E l-r, r[ X aj, (2.48) 
we deduce from (2.41) that 
(oj E @(l-r, r[ x uj, P+‘). (2.49) 
On the other hand and by implicit differentiation of the identity 
g(t, y(t)) = 0, we find for 0 ( 1 t 1 < I (note that implicit differentiation can 
be used since the mapping g is differentiable with respect to (t, y) at any 
point (t, u) E l--r, r[ x Zi with t # 0 as it follows from (2.10)) 
2 (t, y(t)) + D, g(t, y(t)) - 5 (t) = 0. 
Since (dy/dt)(t) E T3,cr,Sn and the function 3 takes its values in uj when 
t E ]-I, I[ (cf. Lemma 3.2), it follows from (2.43) and (2.48) that 
5 (t) = - f @(t, Y(t)), 0 < (tl < r. 
Thus, the relation (2.46) may be rewritten as 
g (t) = -(f+(t, 3(t)) + Y’(t), (2.50) 
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for 0 < ]r/ < r. But, from (2.42) and (2.48) and since y(O) = $, the relation 
(2.47) shows that the formula (2.50) remains valid with t = 0 and hence 
holds with r E l--r, r[. The regularity %F’ of the function dx’/dt in I-r, r] 
follows from the regularity %F’ of the mapping rp’ (cf. (2.49)) and from the 
regularity F’ of the function 3 (cf. Theorem 1.2). 
As a last step, it remains to show that the curves generated by the 
functions x’, 1 < j < v, which coincide with the zero set of the mapping f in 
the ball B(0, r) following Corollary 1.2, have the same regularity as the 
functions x’ themselves (namely, g’+r at the origin and v”’ away from the 
origin). Since both I+ 1 and m are >l, it suffices to prove, according to an 
elementary result of differential geometry, that (dx’/dt)(t) # 0, 1 < j < I’. 
t E I-r, r[. This is immediate from (2.50) by observing that cp’(t, 4;‘(t)) and 
4;‘(t) are orthogonal since p’(t, y(t)) E T$,,,S,. As a result 
Ii II g (t> > II Y”‘(t)ll = 1, t E I--Y, r(. 
which completes the proof. 1 
Comment 1. Let k, = -. . = k,, = 1. Then, the condition of Hi 
nondegeneracy amounts to saying that the derivative Of(O) is onto. In 
particular, it follows that v = 1 and Theorem 2.2 is nothing but the implicit 
function theorem since m = minlsnCn(l + I,) = I+ 1. 
Comment 2. When n = 1, k, = k,= 2, 1, = 12 0, Theorem 2.2 is an 
improved version of the Morse lemma for real-valued functions of two 
variables: in this case, v = 0 or v = 2 and when v = 2, the curves of solutions 
of the equation f(x) = 0 around the origin of .H2 are found to be of class 
V”+’ at the origin and of class g’+* away from the origin, showing that the 
“well-known loss of two degrees of regularity at the origin” is false as 
concerns the regularity of the curues of solutions (see the Introduction. 
however). 
Comment 3. Theorem 2.2 (and especially its applications to one- 
Parameter nonlinear problems in Banach spaces discussed in Section 3) is 
also Closely related to a result of Magnus [9]: when k, = . . = k, (=k) 3 2 
and I, = ... = I, = 12 0 and under the same assumptions as ours, he shows 
that the curves in zero set of the mapping .f around the origin are of class 
<Fk+’ away from the origin but of class F’ only at the origin. 
Comment 4. In a generalization of the Morse lemma for mappings from 
.f nCp into 5?‘“, p > 1, Szulkin [ 131 allows the k,‘s to have different (and 
even noninteger) values. Nevertheless, when applied to the particular case 
p = 1, his theory provides only the continuity of the curves at the origin. 
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Because of the condition (cf. (2.2)) 
Djf,(O) = 0, O,<j,<k,- 1,1 <a,<n, 
the assumptions of Theorem 2.2 depend on the system of coordinates in .Pip” 
in general. However, when the k,‘s are the same (=k), the above condition 
may be rewritten as Djf(0) = 0, 0 ,< j < k - 1 while the mapping q (2.4) is 
nothing but the mapping 
yE<R”+’ w D”f(0) * (y)” E 9”, 
and Theorem 2.2 is intrinsically linked to the mapping f: 
We shall now give an intrinsic form of Theorem 2.2 in which the k,‘s may 
be different. This result will be especially useful in applications to one- 
parameter nonlinear problems as we shall see in Section 3. 
First, let us notice when n = 0 (so that any function with values in .5?’ is 
the trivial one) that the definition of the condition (.R-N.D.) on any 
derivative of f can be extended in an obvious way and is always fulfilled. 
Although of least importance in the applications, this observation will enable 
us to give a homogeneous exposition of the 
THEOREM 3.2. Let f be a mapping of class %?Yk’ ’ with k > 1 and I > 0 
defined in a neighbourhood of the origin in 5Pn” with values in .9Fn. Let us 
set 
n, = n - dim Range Of (0), (2.5 1) 
so that 0 < no < n and the spaces Ker Of(O) and .9”/Range Of(O) can be 
identified with 9”0+’ and 9”o, respectively. Let x denote the canonical 
projection operator from 9” onto 9”/Range Df (0). We assume that 
f (0) = 0, 
and that the mapping 
7c D’f(0) = 0, 1 ,< j < k - 1, (2.52) 
q,, : y E Ker Df (0) 2: 9?“0+ I F-+ qO( y) 
= 7c D”f(0) . (Y)~ E %“/Range Df (0) N 9?“0 (2.53) 
verifies the condition (5%N.D.). 
Then, the zero set of the mapping q,, consists of a finite number (with 
0’ = 1 as an understanding) O”O < v < k” 0 of real lines passing through the 
origin in Ker Df (0) c .9”+’ and the zero set of the mapping f around the 
origin consists of v curves of class gk+’ away from the origin and of class 
Vtil at the origin. These v curves are transversal at the origin and, more 
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precisely, each of them is tangent to a different one of the lines of the zero set 
of the mapping qa (2.53) at the origin. 
Proof. When n, = 0, the range of Of(O) is the whole space .#‘” and the 
ampping q0 (2.53) is the trivial mapping which verifies the condition (.#i- 
N.D.) regardless of the value of k. Its zero set is then the whole one- 
dimensional space Ker Of(O) and v = 1 as announced in our statement. Our 
assertion as concerns the zero set of the mapping f follows from the implicit 
function theorem. 
From now on, we assume n, > 1. A first observation is that the condition 
k > 2 is implicitely required. Indeed, when k = 1, saying that the mapping q,, 
(2.53) verifies the condition (.@-N.D.) means that the mapping 71 Of (0) with 
values in the space .R”/Range Of (0) is onto. But 71 Of (0) = 0 by definition 
of x so that we must have .fln”/Range Of(O) = (01 or equivalentl] 
B ’ = Range Of (0). Hence, n, = 0 from (2.5 1). 
Let there be given a subspace S of .R” such that we may write 
%‘;‘” = Range Of(O) @ S. (2.54) 
and denote by P, and P, the projection operators onto Range Of(O) and S. 
respectively. It is easily checked that condition (2.52) is equivalent to 
f(O)=@ PsDJ)-(O)=O. 1 <j<k-- 1. (2.55) 
After choosing a basis (e,,..., e ,,-,,,) of Range Of(O) and a basis 
(en n,, , , ,..., e,) in S, we may write 
where the mappings f,, 1 < a < n, are real valued and of class (6“ +’ around 
the origin of .@“‘I. We may as well say that the mapping f,, is of class 
‘~k,*t’~~, 1 <a < n, with 
k,= 1, I,=k+I-1, l<a<n-nn,. 
(2.57) 
kn = k, l,=l, n-n,+ 1 <a<n 
and (2.55) may clearly be rewritten as 
D’f,(O) = 0, O<j<k,-1, 1<a<n. (2.58) 
Therefore, setting 
9= 2 q,e,, 
n=l 
(2.59) 
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where, for every y E S”+ ’ 
q,(y) = @v-,(0> * (YP E 2, l<a<n, (2.60) 
our assertion will follow from Theorem 2.2 if we show that the mapping q 
(2.59) verifies the condition (.@-N.D.) and has the same zero set as the 
mapping q,, (2.53). Indeed, it is obvious from (2.57) that 
m = , yjqn (k, + I,> = k + Z, I= min lb;‘), I<a<n 
k, . . . k, = kno. 
With (2.56), (2.57) and (2.59), (2.60), the mapping q is 
4(Y) = PR wo> ’ Y + p, m-P> ’ (YK YEA?“+‘, 
but, by definition of PR, PR Of(O) = Of(O) and hence 
4(Y) = WO) * Y + p, m-(0> * (Y>“Y y E <%?n+l. (2.6 1) 
Therefore, the problem reduces to proving that the mapping (2.61) has the 
same zero set as the mapping q,, (2.53) and, for every y E A?““, y # 0, 
solution of the equation 
w-P> * Y + p, W(O> * (Y)” = 0, 
that the mapping 
2 E 9n+ ’ t+ Of(O) . z + kP, @f(O) - ((y)-, z) E 9”, 
is onto. From (2.54), Eq. (2.62) with y # 0 is equivalent to 
(2.62) 
(2.63) 
Y E Ker WV>, 
p, Pm * (Y>” 
Yf 0, 
= 0. 
(2.64) 
Now, a simple examination shows that assuming that the mapping q. (2.53) 
verifies the condition (S-N.D.) amounts to assuming that the mapping 
y E Ker Of(O) M P, D”f(0) . ( Y)~ E S, (2.65) 
does. It is also immediate that both mappings have the same zero set and 
from our previous comments, the mappings q and q. have then the same zero 
set. 
’ Note since n, > 1 that at least one of the I,‘s (namely I,) is equal to 1. 
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Finally, let [E 9’” be any given element. Writing [ = CR + is with [, E 
Range Of(O) and & E S, the equation 
z E ,c5Pn+‘, Of(O) . z + kP, D”j-(0) . ((~9” ‘, z) = i, 
is equivalent to the system 
z E *R”- ‘. 
Of(O) 9 z = [, E Range Of(O), 
kP, @f(O) . ((~9~‘. z) = & E S. 
The solutions of the first equation are of the form z = z,, + z’. where z,, is a 
particular solution and z’ is any element of the space Ker Of(O). As a result. 
the above system is equivalent to 
z’ E Ker Of(O), 
kP,y Dkf(0) . ((y)km’, z’) = i, - kP, Dkf(0) . ((~9” ‘.z,,) E s. 
which is known to have solutions because y is a solution of Eq. (2.64) and 
the mapping (2.65) verifies the condition (.@-N.D.) by hypothesis. u 
Comment 1. When k = 1, the assumption (2.52) reduces to the condition 
f(0) = 0 while assuming that the mapping q0 (2.53) verifies the condition 
(.H’-N.D.), amounts to saying that Of(O) E %(.H” ‘, .#“) is onto (and 
hence n, = 0) as we observed in the proof of Theorem 3.2. Since 
k + I= I + 1 (k = l), our assumptions and results are exactly as in fhe 
implicit function theorem. 
Comment 2. When k = 2: the assumption (2.52) once again reduces to 
the condition f(0) = 0 because the relation 7t Of(O) = 0 is always fulfilled by 
definition of 71. When n, = 1, namely, when n > 1 and dim Range Of(O) = 
n - 1, the condition (.W-N.D.) on the mapping q,, (2.53) reduces to the 
Morse condition for real-valued mappings of two variables (cf. Section 1 I 
and, in this case, it is known that 1’ = 0 or v = 2 (Theorem 3.2 only provides 
0 < v < 2). In particular, when n = 1 we find again the improved version of 
the Morse lemma we mentioned in our comments on Theorem 2.2 but the 
same improvement holds with any n > 2 and in this Case. the whole 
statement actually seems to be new. 
Comment 3. It should be noticed that Theorem 3.2 does not state that we 
may limit ourselves to considering the restriction of the mapping f to the 
space Ker Of(O): this is the case only for checking the condition (.H-N.D.) 
and finding the zero set of the mapping q0 (2.53) (and. in both,respects, see 
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Remark 1.1 when n, = 1 or n, = 2) but the derivatives appearing in the 
condition (2.52) involve all the variables in 9”“. 
Comment 4. In the applications, the spaces 5?‘+’ and .9?” may 
obviously be replaced by spaces of dimension n + 1 and n, respectively. 
Also, as it follows from the proof of Theorem 3.2, the quotient space can be 
replaced by any space S supplementary to Range Of(O). If so, the 
assumptions of Theorem 3.2 do not depend on S and in particular, the 
condition (9-N.D.) can be checked with the mapping 
y E Ker Of(O) F-+ P, D”f(0) - (y)” E S, 
where P, denotes the projection operator associated with the decomposition 
Range Of(O) @ S of the n-dimensional space in which the mapping f takes 
its values. 
As mentioned in the Introduction, by using generalizations of the Morse 
lemma for mappings from 5Fn+* into .5?” (see, e.g., [I]) and when 
Of(O) = 0, the zero set of the mapping f around the origin is shown to be the 
local image of the zero set of the mapping q0 (2.53) through a g”- 
diffeomorphism between two neighbourhoods of the origin in C%?ni’ which is 
of class Fk+’ away from the origin. When n = 1 and k = 2, it is well known 
that this diffeomorphism can be chosen of class P’ at the origin. In our last 
result below, we show that some improvement is available (in particular, 
when n = 1 and k = 2) when the number of curves of solutions in the zero 
set of the mapping f is not “too large.” 
THEOREM 4.2. In addition to the assumptions of Theorem 3.2, let us 
suppose that v < n, + 1 and that the v lines in the zero set of the mapping q0 
(2.53) are linearly independent. Then, there exists a diffeomorphism @ of 
class gl+’ between two neighbourhoods of the origin in 9?nt’ that 
transforms the zero set of the mapping q0 (2.53) into the zero set of the 
mapping f: Moreover, the d@eomorphism 0 is of class Fk+’ away from the 
origin. 
Proof: As we saw before, the zero set of the mapping f around the origin 
is the image of the v functions x’(t), 1 < j < v, ] t] < r for some r > 0. These 
functions are of class GF’+’ at the origin and of class GYk+’ away from the 
origin and verify (dx’/dt)(O) = # E S,, 1 < j < v. 
Let us denote by (., .) the usual inner product of .9”+‘. We may write for 
It] < r and l<j<v, 
d(t) = aj(t) u' + zj(t), (2.66) 
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where the real-valued function ai is defined by 
aj(t) = (X’(t), y’). (2.67) 
Therefore, both functions aj and zj are of class V’ * ’ at the origin and of 
class (pkr away from the origin and 
ai = 0 E A, 2 (0) = 1, 
z’(0) = 0 E .fln+‘, ~(O)=Ocn’“~~. 
(2.68) 
(2.69) 
From (2.68) and after shrinking r if necessary. we deduce that the function 
aj is a V’+’ -diffeomorphism from I-r, r] to an open interval Ii containing 0. 
Let us set 
so that each function aj ’ is well defined and of class ‘6” ’ in I--p, p], ‘fi’ ’ 
away from the origin. 
From our assumptions, the v vectors y’ ‘, 1 < j < V, are linearly independent 
and we may find a bilinear form a(., .) on .#“I ’ such that 
a(y’, y’) = dii (Kronecker delta), 1 < i, j < V. (2.70) 
For //x/( < p, let us then define 
@p(x) = x+ c zi 0 a; ’ 0 0(x, I,‘). (2.71) 
,-I 
Clearly, the mapping @ is of class V”’ at the origin and of class ,ch ’ 
away from the origin. In addition, from (2.69) we find 
D@(O) = I, 
so that Cp is a diffeomorphism between two neighbourhoods of the origin 
with the required regularity properties. Finally, for 5 E l-p, p] and 1 < i < I’ 
it follows from (2.68)-(2.71) and (2.66) that 
@(&‘) = &’ + z’(a;‘(()) = x’(a,: ‘(0). 
which shows that @ transforms the zero set of the mapping q,, (2.53) into the 
zero set of the mapping f around the origin. 
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3. APPLICATIONS TO ONE-PARAMETER NONLINEAR PROBLEMS 
Let X be a real Banach space and G (=G@, x)) a mapping of class grn, 
m > 1, from a neighbourhood of the origin in 9 X X with values in ‘X such 
that G(0) = 0. We assume that we may write the topological direct sum 
x=x, @ Y*, (3.1) 
where X, and Y2 are two subspaces of the space X with the following 
properties: X, and Y, are stable under the linear mapping D,G(O), X, is 
finite dimensional and there exists an integer y > 1 such that 
(D,G(0)J,I)Y = 0 and the restriction D,G(0)Ir2 is an isomorphism of the 
space Y,. It is not difficult to see that this amounts to assuming that (3.1) 
holds and that there exists an integer y > 1 such that X, = Ker(D,G(0))Y (in 
particular, Ker D,G(O) c X,), YZ = Range(D,G(0))Y and that X, is finite 
dimensional. If so, the definition of X, and Y, is independent of y (in the 
sense that when the required properties hold with some integer y, they also 
hold with any integer >r). When y = 1 is available, the decomposition (3.1) 
reduces to 
X = Ker D, G(0) @ Range D, G(O), (3.2) 
which is the reason why the space X, is called the generalized null-space of 
the operator D, G(0). 
For instance, the existence of a generalized null space and of such a 
decomposition as (3.1) is known from the spectral theory of compact 
operators when D,G(O) is a compact perturbation of the identity. 
Let us denote by P, and Q, the projection operators onto X, and Y,, 
respectively. Then, P, + Q, = I and P, and Q, commute with the operator 
D,G(O). Writing for any x E X 
x=x1 + Yz, 
where x, = P, x and y, = Qpx, the equation G@, x) = 0 becomes 
P,G@,x, +y,)=OEX,, Q,GCu,x, +y,)=OE Y,. (3.3) 
From our assumptions, the implicit function theorem applies for solving the 
second equation around the origin of 9 X X and its solutions are given 
under the form y, = Y;@, x,), where Y; is a mapping of class grn from a 
neighbourhood of the origin in 9 x X, with values in Y2, characterized by 
the condition Y;(O) = 0. In addition, by implicit differentiation of the identity 
Q,GCu, x, + Y;cU, x,)) = 0, we find 
D, Y;(O) = -[D,G(%2l - ‘Qz D, G(O), RI .UO) = 0. (3.4) 
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Now, by report in the first equation of the system (3.3), we find that the 
equation G@, x) = 0 around the origin of .Z x X is equivalent to the 
equation 
P, Go1, x, + ACU, x,1> = 0 E X,. (3.5) 
for @, x1) around the origin of .5@ x X, . This equation is called the reduced 
equation and the equivalence between the equation G@I, x) = 0 and the 
reduced equation is nothing but the Lyapunov-Schmidt reduction associated 
with the decomposition (3.1) of the space X. 
Let us set 
fCu, x,> = P, GCu> x, + &cU, x,)1 E X,. (3.6) 
which defines f as a mapping of class q”‘, m > 1, from a neighbourhood of 
the origin in .Y x X, with values in X, that verifies f(0) = 0. Since X, is 
finite dimensional, say dim X, = n > 0 and since the problem of solving the 
reduced equation (3.5) consists in finding the zero set of the mapping f (3.6) 
around the origin of *Z x X,, it is natural to examine to what extent 
Theorem 3.2 applies and provides satisfactory results. Of course, this can be 
done in each particular problem separately. However, the assumptions of 
Theorem 3.2 involve the derivatives (with respect to the pair @I, x,)) up to 
some order k < m of the mapping f at the origin and their expression rapidly 
becomes complicated as k must be taken large, because of the mapping I;:. 
Furthermore, the mapping cZ is not explicitly known and infinite- 
dimensional valued in general, which makes the practical verification of the 
assumptions of Theorem 3.2 almost impossible when the derivatives of the 
mapping yz are actuafly involved in the expression of the first k derivatives 
of the mapping f (3.6) at the origin. 
Fortunately. a simple examination shows that the mappings $*(,u, x,) and 
Qz G@, x,) vanish at the same order at the origin. Since the derivatives of the 
mapping Q, G(,u, .Y,) are immediately provided through the derivatives of the 
mapping G, it is interesting to search whether a simple and general 
framework can be found so that the assumptions of Theorem 3.2 with the 
mapping f (3.6) do not involve the derivatives of the mapping 4;> at the 
origin and hence may be checked with the purely finite-dimensional mapping 
P, G@, x,) instead of J The details are technical and a full exposition is 
given in [ 121. Here, let us just mention that quite satisfactory results (as 
concerns their generality and their practical applications) are obtained this 
way when dim Ker D,G(O) = 1 or when the integer k of Theorem 3.2 turns 
out to be 1 or 2. In particular, one finds again the situation when the origin 
of .& X X is referred to as a “regular point,” “turning point,” “hysteresis 
point, ” “isolated solution,” or “non-degenerated bifurcation point” among 
other ones. As concerns the problems of bifurcation from the trivial branch 
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at a simple eigenvalue, Theorem 3.2 leads to the conclusions of Crandall and 
Rabinowitz [2]. In this case, and surprisingly enough, the existence of such a 
decomposition as (3.2) of the space X happens to be a necessary condition 
for applying Theorem 3.2 when the existence of a more general decom- 
position is assumed a priori. As it can be seen on simple examples, this 
restriction is quite specific to the structure of bifurcation from the trivial 
branch and is to be related to the work by Dancer [3] showing that the 
derivatives of the mapping V; at the origin do play a role when the decom- 
position (3.2) does not hold. 
So as to enlarge the field of applications of Theorem 3.2 and get 
satisfactory results when dim Ker D,G(O) > 2 and the integer k is >3, we 
may think about the trick of changing the parameter ,U into qp for some 
suitable odd value of the integer p (so that the parameters p and q are one- 
to-one onto correspondence through a homeomorphism of .5? to itself). The 
reduced equation (3.5) becomes equivalent to the equation 
f(% Xl> = 0 E x, 3 (3.7) 
where the mapping f of class 5F’” around the origin of .R x X, is given by 
f(v, x,1 =P, WV, x1 + Y;(rl’, ~1)) E X,. (3.8) 
By the care of giving a statement that does not involve the mapping Y; for 
the same reasons as explained above, one can find a full justification of a 
simple criterion (cf. [ 121 for details) that allows to determine a (finite) range 
of “admissible” values of the integer p. But it turns out that one of these 
values at most may make Theorem 3.2 available (because of the condition 
(%-N.D.)). More precisely, k being defined as in Theorem 3.2, this value of 
p is 
k-i 
p=max- 
j-i’ (3.9) 
where the maximum is taken over all pairs (i,j) of indices such that 
1 < i < j< k and 7cP, Dj,-‘D~G(O)l,,,,, # 0 (denoting by rt the canonical 
projection from X, onto the quotient space X,/Range Of(O) with f given by 
(3.8)). Of course, the value of p (3.9) may be a non-integer rational number 
and in this case, the trick of changing the parameter does not work. Also, the 
value p (3.9) may be an even integer. If so, the zero set of the mapping f 
(3.8) provides the solutions of the reduced equation corresponding with 
p > 0. So as to get the solutions corresponding with ,U < 0, we need consider 
the mapping 
f(rl, xl> = P, W-t’, xl + Az(+, 4) E X,. (3.10) 
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In the problems of bifurcation from the trivial branch at a multiple eigen- 
value 13; I, namely, under the form 
x - ALX + I-@, x) = 0, 
where L E It’/(X) is a compact operator and r a mapping of class ‘V”’ 
verifying I-(& 0) = 0 for every A E .R. D,, D,y Z(&, , 0) = 0 and 
DiT(&, 0) = 0, 0 < j < k - 1, and setting ,U = 1 - A,,, the value of p (3.9) is 
p = k - 1. Then, applying Theorem 3.2 to this problem, we find again the 
results of Mac Leod and Sattinger [ 81 under the same nondegeneracy 
condition as theirs. This was already observed by Buchner, Marsden, and 
Schecter [ 11 who made a particular study of this example (assuming one 
more degree of regularity of the operator r, however). Once again. the 
existence of such a decomposition as (3.2) of the space X happens to be 
a necessary condition for applying Theorem 3.2 because of the special 
structure of bifurcation from the trivial branch. 
In equations of the form 
F(x) = ,uxO, (3.11) 
where x” is some given element of the space X and F is a mapping of class 
v”‘, such that D$F(O) = 0, 0 < j < k - 1 (k < m), the value of p (3.9) is 
p = k”’ and Theorem 3.2 yields satisfactory results about the set of solutions 
of the equation (3.11) around the origin of .;I’ x X provided that 
x0 6? Range D,F(O). In this example, the existence of such a decomposition 
as (3.2) of the space X is not necessary and the more general one (3.1) only 
is required. 
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