In this paper, a new numerical matrix-collocation technique is considered to solve functional integrodifferential equations involving variable delays under the initial conditions. This technique is based essentially on Lucas polynomials together with standard and Chebyshev-Lobatto collocation points. Some descriptive examples are performed to observe the practicability of the technique and the residual error analysis is employed to improve the obtained solutions. Also, the numerical results obtained by using these collocation points are compared in tables and figures.
INTRODUCTION
In this paper, we employ a new numerical technique based on Lucas polynomials to solve the following functional integro-differential equation with variable delays (1) under the inital conditions 
P t y t Q t y t t g t K t s y s ds
where ( ) Functional differential and integro-differential equations with variable delays in the form (1) are usually used in modelling of physical phenomena and play an important role in mathematics, viscoelasticity, oscillating magnetic field, heat conduction, electromagnetics, biology and etc. [28] [29] [30] [31] . It is generally hard to find the analytic solution of them. So, the numerical techniques are required to obtain their approximate solution. For example, some integro-differential equations and "Sevin Gümgüm, Nurcan Baykuş Savaşaneril, Ömür Kıvanç Kürkçü, Mehmet Sezer A numerical technique based on lucas polynomials together with standard and chebyshev-lobatto collocation points for solving functional inte…" their other classes have been solved by using the numerical techniques such as homotopy perturbation [2] , variational iteration [3] ; Legendre [5] , Taylor [6] [7] [8] [9] , Laguerre [10, 11] , Taylor-Lucas [12] , Dickson [13] [14] [15] , Chelyshkov [16] , Lucas [17] , Bessel [18] , Bernoulli [19, 20] , Chebyshev [28, 29] polynomial techniques and also, B-Splines [21] , backward substitution [22] , Sinc techniques [30] .
In this paper, by considering the matrix technique based on collocation points, which have been used by Sezer and coworkers [5, 6, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , we purpose a new numerical technique to find an approximate solution of the problem (1)- (2) . The solution is of the form
where ( ) n L t is the Lucas polynomials and n a , 0,1,2,...,  n N are unknown coefficients [12] .
SOME BASICS OF LUCAS POLYNOMIALS
The Lucas polynomials are defined as follows [23] [24] [25] [26] :
where
x is the largest integer smaller than or equal to x .
The Lucas polynomials have the generating function [26]  
The relation between Lucas and Fibonacci polynomials is [25]        
where   n F t is the Fibonacci polynomials. For more properties of the Lucas polynomials, one can refer to [23] [24] [25] [26] .
FUNDAMENTAL MATRIX RELATIONS
In this section, we constitute the matrix forms of the unknown function ( ) y t defined by the form (3), the derivative 
Then, by using the Lucas polynomials ( ) n L t given by (4), we write the matrix form ( ) t L as follows;
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For example, we obtain 
By the matrix relations (5) and (6), it follows that
Besides, it is well known from [9] that the relation between ( ) t T and its derivative 
0 is a unit matrix.
By using (7) and (8), we have the matrix relation (9), we obtain the matrix relation
where 
and by using the Taylor series expansion of ( , )
By means of the relations (11) and (12), we obtain the matrix form of the integral part of Eq. (1) as follows;
LUCAS MATRIX-COLLOCATION TECHNIQUE
In this section, we first constitute the following matrix equation corresponding to the functional integro-differential equation (1), by substituting the matrix relations (9), (10) and (13) into Eq. (1):
t t g t t t (14)
1661 Sakarya University Journal of Science, 22 (6), 1659-1668, 2018.
On the other hand, the standard (SCP) and Chebyshev-Lobatto (CLCP) collocation points we will use in the matrix equation (14) are defined respectively by
Besides, the fundamental matrix equation (14) can be expressed in the form
Now, by the relation (9), we can obtain the condition matrix form for the initial conditions (2) as
such that
Eventually, in order to find the Lucas polynomial solution of the problem (1)- (2), by replacing m row matrices (16) into any m rows of the form (15) . Thus, we have the augmented matrix 
the coefficient matrix A is uniquelly determined and so the solution of the problem (1)- (2) is obtained as
RESIDUAL ERROR ANALYSIS
In this section, an error analysis dependent on residual function is implemented to improve the Lucas polynomial solutions. By using Eq. (1), we can obtain the residual function on 
R t P t y t Q t y t t K t s y s ds g t
In recent years, the residual error analysis has been applied by some authors [5, 11, 13, 14, 16, 17, 19, 22] . Furthermore, the reader can refer to [15, 27, 28] for converge analysis based on residual function; residual correction and its theory. Let us now construct the residual error analysis for the Lucas polynomials. The error function ( ) N e x is defined by
By Eqs. (18) and (19) , the error equation is of the form
subject to the initial conditions By Eqs. (19) and (20) 
NUMERICAL EXAMPLES
In this section, the practicability of the present technique are illustrated with the numerical results of some descriptive examples. Also, these results are discussed in tables and figures, by considering SCP and CLCP. A computer code written on Mathematica (on Pc with 2GB RAM and 2.80 GHz CPU) has been performed to obtain the precise results. In order to compare the numerical results, we also perform  L error defined as follows [29] :
where   y t is the exact solution.
Example 1:
Let us consider the second-order functional integro-differential equation with variable delays
) 2 t e t t y t y t y t ty t g t t s y s ds
We approximate the exact solution ( ) y t , by taking the Lucas polynomial solution form: " 
Solving this system, A is obtained as
By the relation (7), ( ) y t is obtained as
thus, the solution of the problem becomes
which is the exact solution.
Example 2:
Consider the second-order integro-differential equation with variable delays As seen from Figure 1 , a fast approximation is provided, so the Lucas polynomial solutions coincide with the exact solution. Notice that the Lucas polynomial solutions obtained by using SCP are plotted in Figures 1-4 . Also, in Table 1 , the numerical results are obtained by using SCP and CLCP in our technique. Table 1 show that the absolute errors decay, when N is increased and the residual error analysis is employed. In addition, when the interval of this problem is taken as the large interval [0, 8] , it is observed in Figure 3 
Example 3:
Consider the first-order pantograph Volterra delay-integro-differential equation [30]       Sinc technique [30] in Table 2 . As seen from Table  2 , our error results are far better than those in the mentioned technique and CPU processes our computer program in a short time. "Sevin Gümgüm, Nurcan Baykuş Savaşaneril, Ömür Kıvanç Kürkçü, Mehmet Sezer A numerical technique based on lucas polynomials together with standard and chebyshev-lobatto collocation points for solving functional inte…"
Example 4:
Consider the first-order delay differential equation [31]     Figure 7 . Figure 8 shows that L  errors decrease for different collocation points, as N is increased from 10 to 20. In addition, the numerical values of the exact, approximate solutions and L  errors are compared in Table 3 . It is clearly seen from Figure  8 and Table 3 that CLCP are more useful than SCP. 
CONSCLUSION
A practical Lucas matrix-collocation technique has been employed to solve functional integrodifferential equations with variable delays. In Figures 1-8 and Tables 1-3 , the comparisons of the present results shows that the proposed technique is very applicable, consistent and fast (according to CPU time(s)). The accuracy increases, as N is increased. Our solutions have been improved via the efficient residual error analysis as seen in Figures 2, 6 and Tables 2, 3 .
On the other hand, by investigating the obtained results, we can deduce that the use of CLCP in the present technique is more advantageous than the use of SCP. It would be suitable to apply the present technique to other tough problems. In addition, it is readily seen that the present technique has a simple procedure and is very easy for computer programming.
