Abstract: Model Predictive Control(MPC) is widely used, especially in the chemical process industry. Model Predictive Controllers calculate the optimal control inputs at each time step, based on past information, a plant model, a quadratic objective and given constraints. Typically this involves solving a large linearly constrained quadratic program(LCQP) at each time step. Standard methods turn out to be too slow to calculate the desired inputs in time, i.e. each sampling instant. By exploiting the structure of the LCQP, specific methods for solving the QP's in MPC were developed recently. We will compare these methods with classical QP solvers and show their necessity when controlling large systems from the example of a high density polyethylene production plant. Copyright c £
INTRODUCTION
Model Predictive Control (MPC) is a control technique that has been developed for the chemical process industry and is widely used in that area (Qin and Badgwell, 1997) . This control strategy uses a model and the state at the current time instant to predict the effect of control inputs on the future states and/or outputs of the system. A quadratic cost function is defined, involving the outputs, the states and/or the inputs of the system over a certain time horizon, while the model equations act as constraints. The finite horizon allows to incorporate constraints on inputs and outputs, which is one of the main differences with standard controller design methods and also one of the main reasons why MPC has become very popular in the chemical industry where many (hard) input and output constraints have to be dealt with.
are rather difficult to implement on-line, because these optimization problems, typically linearly constrained quadratic problems (LCQP), tend to become too large to be solved in real-time when standard LCQP solvers are used. State-of-the-art implementations of model predictive controllers circumvent this problem by using a priorisation scheme for the constraints, or other tricks to solve the dynamic optimization problem. Recently, several methods were proposed to reformulate the optimization problem or the entire MPC problem, in order to generate solutions in lesser time. Many of these methods try to approximate the given control problem by making assumptions, for instance about the control signal structure (e.g. Command Governing (Bemporad, 1997) ). Nevertheless, the most promising methods do not make such assumptions, but exploit the structure of the given optimization problem. It will be shown that these structured methods can tackle the problem at hand for large scale systems in a much better way than standard LCQP solvers. This paper is organized as follows. In Section 2, we give a description of the MPC problem and the optimization problem it leads to. Section 3 discusses standard methods to solve LCQP's and their disadvantages with respect to large problems. In section 4, structure exploiting methods for solving the LCQP in MPC applications are discussed and in section 5 some implementation issues and details are discussed and a control example for a high density polyethylene plant is given to show that these methods can play an important role in next generation MPC controllers for large scale systems. Conclusions are drawn in section 6, followed by the acknowledgements (section 7), the references and an appendix.
MODEL PREDICTIVE CONTROL: PROBLEM DEFINITION
Let us consider the state space equations of a given discrete time linear model,
where u k n y the output vector and x k § n x the state vector at time instant k. This model is typically the result of a linearization of a non-linear system around a given working point. The control task is to find, at each time instant k, an optimal input sequence u k ¡ ¡ u k¤ N over the horizon N, that generates a good tracking behaviour of the outputs while certain given constraints are fulfilled. This is usually done by defining a quadratic cost function in the outputs (or the states) and the inputs. Typically, the horizon is finite. If we define a tracking reference signal y r for the outputs, this will lead to an optimization problem of the form
The matricesQ N andQ N can be calculated in various ways to guarantee stability, depending on the assumption that one makes on the control law for N ( k and depending on whether A is stable or not. For unstable systems, an endpoint constraint of the form Fx N ¥ 0 is introduced to ensure stability of the unstable modes. The matrix F is constructed from the part of A that contains these modes. For more details we refer to . Notice that in almost all MPC applications, only the optimal input of the current time instant is applied and that the calculations are repeated each time instant, giving rise to a moving window approach. In (Mayne et al., 2000) it is shown that under certain assumptions, the solution can be proven to give asymptotically stable control.
In most MPC applications the state space equations are used to eliminate the states from the optimization problem in order to reduce the size ). If we introduce
and the matrices F c , H c and H N , 
we can rewrite (2) as
The number of variables is now reduced from
Since the cost is quadratic and all constraints are linear in u, standard QP solvers might be used to solve this problem. The two best known methods to solve LCQP's are active set methods and interior point methods. They are briefly discussed in the next section, where it will be made clear that these methods will give problems solving large scale problems.
STANDARD QP SOLVERS
Two well known classes of iterative methods exist for solving LCQP's like (5). The first class contains the active set methods(ASMs), the second one interior point methods(IPMs), see e.g. (Nash and Sofer, 1996) , (Nocedal and Wright, 1999) .
ASMs try iteratively to find the set of constraints that are active at the optimum. To obtain that goal they solve an equality constrained problem at each time step to determine a new search direction. Each iteration thus requires solving a dense set of equations in Nn u variables, leading to O N 3 n 3 u ! operations per iteration. The total number of iterations will increase with the number of active constraints since approximately in each iteration one constraint will become active.
IPMs try to solve the non-linear set of Karush-KuhnTucker equations iteratively by making linear approximations to this set. These sets of equations are of the same size as for active set methods. Nevertheless, when the problems grow larger, interior point methods can make use more efficiently of sparse solvers and will be faster. Also the number of iterations to reach a point close to the optimum is typically independent of the number of constraints and will be smaller as for ASMs.
Several publicly available codes of these algorithms can be found (Table 1) . The fact that all these methods become very slow when the number of variables and/or constraints increases, is shown in Figure 1 , where the computational time is plotted versus the number of variables respectively for two of these algorithms. Another problem with these standard methods is that they generally require a lot of memory usage to store large dense matrices. For large problems memory problems may occur.
It is clear from these aspects that those standard methods are not suited for solving the given MPC problem for large scale systems with large horizons. Therefore methods that don't suffer from the third power relation between the number of variables and the number of iterations are needed. For MPC related problems, the structure in the given quadratic program can be exploited to develop such a method.
EXPLOITING STRUCTURE
When the output equation y k ¥ Cx k is used to eliminate the outputs in (5), but the states are not eliminated and kept as optimization variables, the number of variables becomes N n u ¦ n x ! , but the remaining sets of equations that have to be solved will have a sparse structure that can be exploited.
For the interior point case this is thoroughly explained in (Rao and Rawlings, 1997) . There a primal-dual predictor-corrector interior point method is developed to solve the Karush-Kuhn-Tucker(KKT) equations for optimality.
Introducing the Lagrange multipliers p k for the state space equations and λ k ξ k¤ 1 for the input and output constraints respectively, and the corresponding slacks t λ k t ξ k and assuming a zero reference without loss of generality, these equations are given by
The linear approximation of these KKT equations which has to be solved at each iteration step, can be rewritten as ) with ∆s
where ∆s is the step direction to be determined in the current iteration step and r the residual vector resulting from the previous iteration respectively. The matrix on the left-hand side of (7) has a banded structure with some newly introduced variables, defined in Appendix A. Applying a block elimination scheme the given set of equations can now be solved recursively in a Ricatti-like manner, by calculating, in a first recursion loop, for k
and in a second loop, for k
The newly introduced variables in 9 and 10 are again defined in Appendix A. For the first step of this loop, i.e. for k ¥ 0 (to initialize the recursion), a small set of equations remains to be solved, 
Using well-known matrix inversion lemma's and assuming invertibility where required, the inverse of the left-hand side matrix of (11) can easily be shown to be equal to
and thus only some small inverses will have to be calculated in order to solve the entire set of equations.
The conclusion of these calculations is that because of the recursive scheme,
operations are needed per iteration, since the set of equations is divided in N separate blocks. Moreover, this scheme is very easy to implement and requires almost no memory.
Notice that other methods can be chosen to decompose the given banded matrix and solve the linear set of equations, see e.g. (Gopal and Biegler, 1998) .
IMPLEMENTATION ISSUES AND EXAMPLE
In (Rao and Rawlings, 1997 ) the interior point method is implemented as a primal-dual Mehrotra's predictorcorrector method. Of course other variants of interior point methods can be chosen. It is worth noticing that in these primal-dual methods, infeasible starting points are allowed. Nevertheless that way the iteration trajectory will run through infeasible regions with the disadvantage that when the algorithm has to be stopped before reaching the optimal solution, it is not sure the algorithm will return a feasible iterate. Moreover, the convergence of the algorithm is highly dependent on the starting point. The duality gap, defined as
where m is the number of inequality constraints and λ ξ t λ t ξ the vector of all input and output constraint Lagrange multipliers and slacks respectively, can be used as a stopping criterion (DG ' ε) as is often the case in IPMs. The number of iterations, i.e. the number of times the recursion has to be done, can then be approximated after one iteration as
where DG i ! denotes the duality gap before the (i+1)-th iteration. This is an extension of the exact calculation of the number of outer iterations for standard IPMs (Boyd and Vandenberghe, 2000) . If the time for one iteration is approximately known, one has thus also an approximation for the time needed to obtain a given accuracy.
The example of a high density polyethylene plant is taken here to make some comparisons and show some properties. A non-linear HDPE model was linearized around a certain grade to obtain a linear state space model for the given grade. This model contains 45 states, 4 control inputs and 19 relevant outputs. The structured IPM was implemented in Matlab and all simulations were done in Matlab 5 on an Intel PIII 850MHz with 1Gb RAM. Notice that for instance Matlab's Quadprog did need that much memory (tests on a PC with 256Mb RAM failed for that reason) whereas the structured IPM could do with lesser memory (tests on a PC with 256Mb RAM gave no problems at all). The linear model is such that the reference is zero.
In Figure 2 the trajectories of some inputs and outputs are shown, first when the constraint bounds were taken such that the constraints were inactive, then with some active constraints. The number of iterations to obtain the solution at the first sample was approximated to be 9 using (14), while it turned out to be 11 in practice. In Figure 3 the CPU time needed to calculate the trajectories with active constraints for different horizons is shown. As expected, the calculation time increases linearly with N. For a naive active set implementation (here Matlab's Quadprog, modified to solve LCQP's only), calculation times become huge if the horizon increases. It is clear that standard methods require too much time and too much memory when large horizons are involved.
CONCLUSIONS
This paper shows that standard QP solvers are not suited to tackle the dynamic optimization in model predictive controllers for on-line use in real time. That is the reason why state-of-the-art model predictive controllers try to approximate the given optimization problems by priorization, defining move times, etc. Nowadays methods are being developed which explicitly take the structure of the given problem into account such that the next generation of model predictive controllers will be able to tackle the dynamic optimization problem. From the example given it is clear that for problems with large horizons and many (active) constraints naive implementations of QP solvers creases. become useless since it will be impossible to give an optimal solution within the available time when running in real time. Moreover, dense methods require more memory to store the full dense matrices.
