Motivation: The CRISPR/Cas9 system has been broadly used in genetic engineering. 1 5
To select good datasets that give the better general prediction of gRNA activity, we 2 9 2 used 10 normalized datasets and randomly divided each dataset: 80% for training and 2 9 3 20% for testing. And we trained 8 models (see methods) with the 80% training dataset. The MEsc and Hl60 were not included due to bimodule distribution of the dataset 2 9 5 ( Figure S1 ). We next chose the model with the highest Spearman Correlation for each 2 9 6 specific dataset ( Figure S3) , and evaluated the generalization of the remaining 20% 2 9 7 testing datasets in all 10 groups. We found that Hela, HCT116 and Doench V1 2 9 8 datasets had the best performance in overall gRNA activity prediction (Figure 2a, b) .
The activity of the gRNAs in the Hela and HCT116 datasets were measured by a 3 0 0 quantized sequencing detected method (Hart, et al., 2015) . In addition, the gRNA 3 0 1 activity datasets generated by sequencing give the best generalization performance 3 0 2 compared to the rest of the datasets generated by other methods. This indicates that 3 0 3 the dataset detected by sequencing-based method could have great generalization 3 0 4 ability. Consistent with our finding, the Hela and HCT116 datasets had a "cleaner" 3 0 5 supervisory signal for machine learning the same as FC to RES dataset (Fusi, et al., 3 0 6 2015). The mean value of Spearman correlation for each model trained by 80% of specific dataset and 3 1 2 predicted by the remained 20% datasets.
3 1 3 Next, we investigated whether the combination of best-performing datasets could 3 1 4 further improve model performance compared to the best performing Hela dataset, 3 1 5 which we shown that has a great generalization gRNA activity prediction. All three 3 1 6 datasets used the BRR as their best performance model ( Figure S3 ). We next trained 3 1 7 BRR model with four sets of data: (1) Hela dataset; (2) Hela+Doench_V1 datasets, (3) 3 1 8
Hela + HCT116 datasets, (4) Hela + HCT116 + Doench_V1 datasets. The result show 3 1 9 that the combined HCT116 and Hela dataset has a higher generalized prediction 3 2 0 power than the other datasets combination (Figure 3) . and similarly well as compared1 4
Figure 3. Combination of the normalized datasets with the highest Spearman correlation.
2 3
All the datasets are trained by BRR (Bayesian Ridge Regression), which perform the best among 3 2 4 each dataset as mentioned before. Here we just split the best three datasets that have the best 3 2 5
generalization. Due to the other datasets were less likely to perform well than these. x-axis shows 3 2 6 the 20% testing datasets for each one, the Spearman correlation value is the average score of We also compare the IFS features to the non-IFS model by using 2488 of feature selection to develop a classify model for stCas9 and spCas9 (Chari, et al., 2015) .
Next, we evaluated which type of features (among these 2488 optimal feature sets 4 1 4 trained with the combined hct116 and Hela datasets) plays the most decisive role in 4 1 5 CRISPR gRNA activity. The GC count, nuc_pi_Order1, thermodynamic temperature, 4 1 6 the secondary structure of the guide (deltaG) were regarded as the optimal features, 4 1 7 because they all showed in the top 200 important features in the mrmr result ( Figure  4 1 8 5c). The secondary structure of the guide (deltaG) affect CRISPR activity is 4 1 9 consistent with our previous findings (Jensen, et al., 2017) . Our featurization results 4 2 0 suggest that the sequence composition, physicochemical characteristics greatly 4 2 1 influence CRISPR gene editing activity. Our analysis also demonstrates that 4 2 2 prediction software based on CNN such as DeepCRISPR (Chuai, et al., 2018) and 4 2 3
CRISPRCpf1 (Kim, et al., 2018) can soundly predict the efficiency by extracting the 4 2 4 feature using the convolution. When ranking was considered, the sequence1 8 primary determinant of CRISPR activity (Gong, et al., 2018) and Hui Peng et al. also 4 2 8 observed the same outcome (Peng, et al., 2018) . Among the top 20 most important 4 2 9 features, the composition of continuous bases in specific position in the 20nt of 4 3 0 sgRNA take the major importance in the sgRNA activity decision (80%) and the TM 4 3 1 was rank as the most important feature, which mean position dependent and the TM 4 3 2 the major role in the efficiency in the model trained by combined hct116+hela 4 3 3 datasets. Current algorithms were trained with datasets from a specific cell type and 4 3 7 frequently overfitting. This makes the algorithms incompatible with other cell type 4 3 8 and species (Yan, et al., 2018) . Labuhn et al. had previously proved that the 4 3 9
state-of-art algorithm cannot be effectively generalized in small datasets (and) as the To evaluate the generalization, we compared GNL scores to seven algorithms 4 5 2 (sgRNA Scorer, DeepCas9, sgRNA designer (rule set I), sgRNA designer (rule set II), 4 5 3 SSC, CRISPR_Scan and Wu_CRISPR). Six datasets were used for evaluation (HEL 4 5 4 (Labuhn, et al., 2017) , Ciona (Gandhi, et al., 2016) , C. elegans (Farboud and Meyer, 4 5 5 2015), Drosophila (Ren, et al., 2014) , Z_fish_VZ (Varshney, et al., 2015) , Z_fish_GZ 4 5 6 (Gagnon, et al., 2014) ). The GNL Scores showed the best generalized prediction1 9 outcome (Figure 6 ). The CRISPR-scan algorithm performed well in the zebrafish 4 5 8 dataset, but gave a poor prediction outcome in human CRISPR gRNA activity. 4 5 9
Previously, using the Hela dataset, it was found that the gRNA Designer (rule set II) 4 6 0 performs better than the gRNA designer (rule set I), gRNA Scorer, SSC, and 4 6 1 CRISPR-Scan (Chuai, et al., 2018) . Consistent with that, our analysis showed that the 4 6 2 gRNA Designer (rule set II) performs better than most of the algorithms evaluated in 4 6 3 the human HEL dataset. Most importantly, considered all six testing datasets, the 4 6 4 GNL1.0 and GNL2.0 have the best generalized prediction. The GNL2.0 is ranked as 4 6 5 the best algorithms in predicting the human HEL dataset. Taken together, we have 4 6 6 developed two CRISPR gRNA activity prediction algorithms with improved 4 6 7 generalization and human 4 6 8 gRNA activity prediction. The GNL scores can be freely accessed in GitHub 4 6 9 (https://github.com/TerminatorJ/GNL_Scorer). In this study, using combined normalized datasets, we have developed an improved 4 8 3 model for predicting (or an improved prediction model) for CRISPR gRNA activity. 4 8 4
One advantage of our model is that it provides a better generalized prediction 4 8 5 compared to the existing algorithms. This provides a solution to the biggest 4 8 6 disadvantage that most of the machine-learning based software is encountering. 
