I. Introduction
A great amount of attention has been given to investigating thin magnetic films and magnetic multilayers, especially systems involving iron and the noble metais 1 -8 . In most of these studies the authors assume that the Fe layers will maintain bulk spacing even at interfaces. However, it is well known that for the clean Fe metal the first and second layer spacing is contracted from the bulk value, and that absorbates can significantly expand this spacing 9 -20 • Atomic structural details about these interfaces are important because the electronic states that are localized at the interface between the two different materials are critical in determining the magnetic properties of ultra-thin films and multilayers 21 , 22 For example, the bonding at the interface induces a magnetic moment in the non-magnetic material, thus ferromagnetic order is attained in the non-magnetic noble metal overlayers on iron. The resulting magnetization is often sizable but decays rapidly away from the interface on the scale of a few atomic layers 23 • In this study we use Angle-Resolved Photoemission Extended Fine Structure (ARPEFS) to investigate thin (ca. 10 and 15 monolayers) Fe films grown on a Au(100) single crystal. ARPEFS is a well established technique for determining the atomic structure of atomic and molecular adsorbates on metal surfaces 18 , 19 , 2 4-27 • The technique's advantages are its atomic selectivity due to the unique binding energies of core level electrons, the large oscillations, which in this study are± 40%, and its inherent accuracy. In the past, structural determinations have only been done with ARPEFS signals from initial states with zero angular momentum because of the difficulties in treating non-s initial states in the scattering calculations. This study presents the first structure determination of a bimetallic system using the ARPEFS 2 from non-s initial states. We report results from a new computer simulation and fitting procedure ,based on the Rehr and Albers formalism 28 . This program, developed by our group, uses second-order matrices (6x6) and up to eighth-order scattering to produce a convergent calculation at these electron energies and inter-atomic distances 29 •. 
Experimental
The experiment was performed at the Advanced Light Source (ALS) on the bend-magnet beamline 9.3.2, which covers the photon energy range of 30 eV to 1500 eV. The ultra-high vacuum (UHV) chamber is equipped with a high
precision, five-axis manipulator capable of a temperature range from 80 K to 2500 K and other standard surface science techniques for sample preparation and characterization. The photoemission data were collected with a two-axis rotatable, 50mm mean-radius, hemispher.ical, electron-energy analyzer equipped with multichannel detection. The angular resolution of the electron lens system for the analyzer is ± 2.0 degrees. Kevan described the analyzer more completely. 30 The gold crystal was spark-cut from a high-purity boule and oriented with Laue x-ray back reflection to within± 0.5 degree of the [100] direction. \ The crystal was mechanically polished with six f...Lm and one f...Lm size. diamond paste, and finally wi~h a 0.05 f...Lm Ce02 slurry. Because gold is very soft, the mechanical polishing steps .create a deep, polycrystalline; damaged layer which must be removed in order to obtain high quality, ordered surfaces.
Electro-polishing is the best method to remove· this damage layer. We used the Markinovich method for this gold sample 31 . After repeated cycles of Ar+ ion sputt~ring, Ek = 500 eV, Ie = 10 J.lA, and anp.ealing to 550° C in vacuum, we could detect no carbon or sulfur, and saw a sharp 5x20 LEED pattern.
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The iron source was a 99.999% purity iron wire heated by electron bombardment. The base pressure in the experimental chamber was 7x1o-11 torr, while during the evaporation, which lasted 15 minutes, the pressure rose to 8x1o-10 torr. To determine the iron coverage, we plotted the gold 4f7 /2 photoemission peak intensity and the iron 3p peak intensity against the evaporation time, assigning a value of 1 monolayer (ML) to the first break in the slope of each of these two curves. The bulk iron layer was then grown at room temperature with evaporation times of ten and 15 times the 1 ML evaporation time, and ARPEFS curves taken of these two samples. After the Fe evaporation, we detected no contaminants on the crystal surface and observed a bright and sharp 1x1 LEED pattern, unrotated relative to the substrate Au(100) face.
The sample temperature, measured with a liquid nitrogen reference junction and a thermocouple mounted very near the sample, was 80 K for all the work reported here.
Ill. Data analysis
The primary ARPEFS data consist of three sets of Au(4f) photoelectron spectra, two collected in the [100] direction and one collected in the [110] direction. In each data set the photon energies were chosen such that the Au(4f) photoelectron kinetic energies are equally spaced in electron wave number, k; k ranges from 5.3 A-1 to 12.0 A-1 in 0.1 A-1 steps. Each of the 67 individual photoemission curves for each data set was fitted with a Voigt .function and a step function for each peak and a background offset. A Voigt function is the convolution between a Lorenztian describing the peak's naturallinewidth and a Gaussian describing the experimental contribution to the peak's width. Fig. 1 shows a typical spectrum and fit. We fitted each \ 4 spectrum in order to extract the most accurate peak intensities from which to.
construct the x(k) diffraction curve. The function X(k) is defined.by 24
(1) / where I(k) is each individual peak area plotted as a function of its position in k-space. I 0 (k) is a smooth, slowly varying function with a much slower oscillation frequency than I(k), which depends on the inelastic scattering processes and the energy-dependent atomic cross section. We determined I 0 (k) by fitting 'a smooth, cubic spline through the intensity curve. The experimental ARPEFS data thus obtained are plotted in Fig. 2 along with the best-fit results from the multiple scattering calculations, which are discussed later in this paper.
The generally accepted growth mode of ir<:n on Au(100) is layer-bylayer with one monolayer of gold, acting as a surfactant, migrating to the surface of the growing iron layerS' 7 , 32 • To test this growth model, at the end of the ARPEFS data collection we lightly sputtered the Fe/ Au(100) sample with 200 eV Ar+ ions, periodically checking the Fe 3p and Au 4f7 /2 peak intensities. After a total sputtering time. of 20 minutes, the Au 4f7 /2 signal was undetectable, the Fe 3p was unchanged, and the_ sample still showed a bright, lxl LEED pattern. We.also compared the relative Fe 3s and Au 4f peak intensities from the 15 monolayer Fe sample 33 . We find the experimental intensity ratio to be -20% smaller than a theoretical .~stiinate for a monolayer coverage of gold on bulk iron. We take this as further evidence for a single monolayer growth mode, as 20% discrepancy is within the error limits for such a calculation. The absolute intensity of the Au 4f signal is also consistant with a Au surface monolayer. We note that the surface free energies of gold 5 (1.410 J/cm2) and iron (2.150 J/cm2) make it thermodynamically favorable for gold to be the surface layer.
The auto-regressive linear-prediction based Fourier transform {ARLP-FT) transforms the diffraction data from momentum space to real space 36 • In ARPEFS, the positions of the strong backscattering peaks in ARLP-FTs from adsorbate/ substrate systems can be predicted with fairly good accuracy using the single-scattering cluster model together with the concept of strong backscattering from atoms located within a cone around 180° from the emission direction. The effective solid angle of this backscattering cone is ca. The ARLP-FT peaks correspond to path-length differences between that component of the wave which propagates directly to the detector and those components that are first elastically scattered by the atomic potentials within /this backscattering cone. This scattering takes place within the crystal, which requires that the ARPEFS data be shifted to account for the effect of the inner potential. In the modeling calculations the inner potential is treated as an adjustable parameter, but for the Fourier analysis we estimate its value as the sum of the work function and the valence band width, which for the present case we take to be 12.6 V. Thus we shifted the ARPEFS data by 12.6 eV to higher kinetic energy before calculating the ARLP-FT. Fitting the experimental diffraction curves to a multiple-scattering model yields more precise structural parameters than that given by the Fourier analysis alone. Chen, Wu, and Shirley recently developed a new multiple.,-scattering code,· based on the Rehr-Albers formalism, which can model initial states with arbitrary angular momentuii1 and whic;h is fast enough to allow practical fitting to be done 28 , 29 • This calculation requires both structural and non-structural parameters. We used the structural parameters determined by the Fourier analysis as the initial guesses in the fitting procedure. The non-structural parameters include the initial-state angular ' momentum, the atomic scattering phase-shifts, the crystal temperature, the inelastic mean free path, the emission and ·light polarization directions, the electron analyzer acceptance angle, and the inner potential.
To account for the vibrational effects of the bulk atoms, the mean square-relative displacement was calculated and the correlated Debye temperature was set to 265 K. The atomic-scattering phase-shifts were calculated using the atomic potentials tabulated by Moruzzi et al 37 • The emission and polarization directions and the analyzer acceptance angle were set to the experimental values described previously3°. The inelastic mean free t path was included using the exponential damping factor e t.. where 'A was calculated using the Tanuma, Powell, and Penn (TPP-2) formula 35 .
The scattering code allows for several curves of the same initial state to be fitted simultaneously. In this case the two x(k) curves from the 15 ML sample with emission along the [100] and [110] directions were fit simultaneously. The [100] emission X(k) curve from the 10 ML sample was fitted separately. We determined the best fit by minimizing the A-factor function defined as (4) We employ the A-factor in the fitting routine instead of the conventional Rfactor because when the fit is far from its minimum the A-factor emphasizes the importance of the structurally-sensitive x(k) curve periodicity, over the absolute peak intensity. Near the minimum the A-factor and R-factor analyses are functionally equivalent. We report the conventional R-factor throughout this paper.
We show the experimental X(k) curve and the best fit for each emission direction in Fig. 3 . For these fits we used an 88-atom cluster and allowed the Au-Fe1, Fe1-Fe2, and Fe2-Fe3 interlayer spacings to vary, as well as the inner potential. During the data analysis it was obvious that, for initial 8 states with orbital angular momentum greater than zero, the diffraction curves are very sensitive to small errors in the measured emission direction.
For this. reason an iterative process was employed to find the best fit. First, a fitting to the multiple-scattering calculation was performed with the Fourier analysis parameters as the starting structural parameters. The best-fit results of this fitting process were then held fixed as the emission direction in the code was allowed to vary. The resulting best-fit value for the emission angle ' was then used as the input for the next set of calculations. This iterative ( process was continued until the emission direction converged. We found that the true emission direction was 4° from that determined experimentally for both the [100] and the· [011] directions. We attribute this error to a misalignment of the experimental-chamber viewports used in the laser autocollimation orientation procedure.
From the best fit calculations we determine the Au-Fe1 spacing to be 1.67 A, and the Fe1-Fe2, and the Fe2-Fe3 spacing to be that of bulk iron, 1.43 A, within the experimental error limits. For the bare Fe metal the Fe1-Fe2 spacing is contracted 1.4% to 1.41 A 38 . A surface bebye temperature of 265 K and an inner potential of 13.8 V were found to give the best fit. The best fit value for the Debye temperature is noteworthy because it is a measure of the disorder in the system. ARPEFS observes the thermal averaging of the interference effects in which the vibrational motions of the surface atoms attenuate the oscillation amplitude of the x(k) function. In the same manner sample imperfections, i.e. intermixing of the gold and iron layers and roughness of the grown iron layers will also attenuate amplitude of X(k). 
IV. Error Analysis
To establish the sensitivity of the fitting procedure to the layer spacings and establish error bars we calculated the R-factor for the various interlayer spacings and inner potential. It has been shown that the inner potential may affect the derived layer spacings and must be included in the R-factor analysis 27 . Fig. 4 shows the R-factor contours versus the Au-Fe1 layer spacing and inner potential. Fig. 5 shows the similar plot for the first layer and second layer Fe spacing and the inner potential. These plots show a very steep valley in the interlayer spacing direction with a very broad valley floor in the inner potential direction, indicating the relative insensitivity of the fits to the inner potential value. With the inner potential held fixed at the best-fit value of 13.8 V the R-fador analysis for the gold first layer spacing, first layer iron second layer iron, and second layer iron third layer iron are shown in Fig. 6 .
Huang discussed the determination of error bars in ARPEFS from the R-factor analysis 26 • Following his treatment we quote errors of plus or minus one standard deviation We conclude from the MSSW calculation and the R-factor analysis that the Au-Fe1 spacing is 1.67 ± 0.02 A, t!te Fe1-Fe2 spacing is 1.43 ± 0.03 A, and the Fe2-Fe3 spacing is 1.46 ± 0.05 A.
V. Conclusion
We have measured the Au 4f ARPEFS signal from 1ML Au/15 ML Fe/ Au(100) and find that the iron grows layer by layer with one monolayer of Au sitting in the four-fold hollow site of the bee iron. We find that the layer spacing between the top gold layer and the first iron layer is 1.67 ± 0.02 A, the spacing between the first and second layer iron atoms is 1.43 ± 0.03 A, and the interlayer spacing for second and third layer iron atoms is 1.46 ± 0.05 A. The Fourier analysis indicates that the growing iron layers are very like bulk Fe with a bee lattice. We have also de~onstrated a new multiple-scattering code and fitting procedure based on the Rehr-Albers formali~m that can calculate up to eighth-order scattering, using 6x6 scattering matrices rapidly enough to allow practical fitting to be done. Fe2-Fe3 lnterla er spacing (A) Figure 6 .
