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1. INTRODUCTION-RAPPELS 
Soit G un groupe nilpotent connexe, simplement connexe dont I’algebre de 
Lie 3’ admet une decomposition de la forme: 
avec 
[q,q:]~,g+~ si i+j<r, 
[.!g]=O si i+j>r. 
r est appelb le rang de nilpotence du groupe. On posera 
3’ est munie d’une famille de dilatations 6, detinie par: 
6,(X) = t’x pour X dans 7. (1.2) 
6, se prolonge naturellement i l’algebre enveloppante P(F). On dtsignera 
par 22JF) le sous-espace de Z!(.F’) des operateurs homogenes d’ordre m. On 
se propose d’obtenir des conditions ntcessaires d’hyponalyticite pour les 
operateurs de 22jJ.F’). 
Rappelons tout d’abord le theoreme suivant dl a Helffer-Nourrigat 
[9, lo] qui caracterise l’hypoellipticite des oplrateurs de Pm(Z). 
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THI~OREME 1.1. Soit P dans g/re(if) (m > 0), alors Pes t  hypoelliptique si 
et seulement si: 
Pour toute repr&entation ~r, unitaire, irr~ductible, non triviale 
de G, zr(P) est injeetif dans Y ,  (o~ Y~ d&igne respaee des 
veeteurs C °° de la repr&entation). (1.3) 
La d6monstration de ce th+or+me utilise, entre autre, la th6orie de 
Kirillov [11] dont nous rappelons quelques +l~ments pour fixer certaines 
notations. 
A tout 61+ment ~ dans ~* ,  on associe la forme bilin+aire Bg sur ~ × 
qui est d6finie par: 
Bg(x, y)= ~([x, y]). (1.4) 
Soit V une sous-alg+bre isotrope dans f f  pour Bg (i.e., ~([V, V ] )=0)  et 
soit S = (S~ ..... So) une famille de bons suppl6mentaires de V (cf. [10] pour 
la d6finition). Pour tout x = (Xl ..... xp) clans Set  a dans if, on a la d+com- 
position unique suivante: 
e"' . . . . .  e", • e" = e v¢x''~ e°'¢x'a) . . . . .  e °,¢x'a~ (1.5) 
avec v(x, a) E V, a(x, a) E S, off a --+ e ~ d~signe l'application exponentielle de 
,~ sur G. 
On d~finit alors la representation n~g,v ~de G dans L2(S)  par: VfE  LZ(S), 
Va~,T ,  Vx~S:  
n~g,v)(ea) f (x  ) = ei~g'"~x"m f (a(x ,  a ) ). (1.6) 
Lorsque V est maximale, la repr+sentation n~t,v ) est irr6ductible t sa 
classe d'+quivalence (unitaire) ne d6pend pas du choix de V. 
Rappelons ~galement que G agit dans ~*  de la mani+re suivante: Pour 
dans i f *  et x dans ~,  on d6finit e x • ~ par: 
¥ yE  rS, (e x . ~, y)  = ((expadx)*~, y)  
= ({, exp(ad - x) y){w, ~>. (1.7) 
On dira que ~ et r/ sont sur la m~me orbite, s'il existe x dans ~ tel que 
eX . ~ = rl. 
Lorsque, V est maximale, Kirillov a montr6 que la classe d'6quivalence de 
7q~,v ) ne d~pend que de l'orbite de {. 
Rappelons enfin le r~sultat de G. M6tivier [13] dans le cas du rang 2, qui 
&end (dans le cas particulier des op6rateurs invariants ~ gauche homog~nes 
sur un groupe nilpotent) des r6sultats de F. TrOves [19] et D. Tartakoff [18]. 
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Sous l'hypoth+se suivante: 
Pour tout r/dans ~2" I 0, Bn restreint h .~ × 
est non d6g6n6r6e. 
G. M6tivier d6montre le: 
(H) 
THI~ORI~ME 1.2. Soit G vdrifiant (H) et P dans ~'m(~). II y a dquivalence 
entre: 
(i) Pest  hypoelliptique analytique; 
(ii) P est hypoelliptique C~; 
(iii) pour route reprdsentation n dans G (ensemble des classes 
d'dquivalence de reprdsentations unitaires de G)non triviale, ~r(P) est injectif 
dans Y~ ; 
(iv) pour toute representation ~z dans G, ~z(P) est injectif dans E,  
(espaee des vecteurs entiers de z~, cf. Section 6). 
Lorsque (H) n'est pas v6rifi6e, il est montr6 darts [12, 18] qu'il n'y a pas 
d'op6rateurs hypoanalytiques homog6nes d'ordre 2 sur un groupe nilpotent 
de rang 2, ce qui g6n6ralisait des r6sultats plus anciens de [1]. Pour des 
op6rateurs homog6nes d'ordre m (m > 2), on faisait appara~tre dans [8] des 
conditions n~cessaires portant sur des repr6sentations on-unitaires de G, 
conditions dont on peut soupqonner qu'elles ne sont jamais satisfaites pour 
des op6rateurs hypoelliptiques. Ce dernier point est un probl~me de th6orie 
spectrale (pos6 sous un angle un peu diff6rent darts [14]) qui est 6tudi6 dans 
[15] par Pham The Lai et D. Robert qui obtiennent des r6sultats partiels. 
L'objet de cet article est de d6velopper les consid6rations de [8]. On 
obtiendra comme corollaires les r6sultats uivants: 
THEORI~ME 1.3. II n'y a pas d' opdrateurs hypoanalytiques dans gin(W) si 
n'est pas stratifid (i.e., si ~1 n'engendre pas ~ par ses crochets). 
Le th6or~me (1.3) g6n6ralise le r6sultat bien connu que l'6quation de la 
chaleur n'est pas hypoanalytique. 
THI~ORI~ME 1.4. Soit .~ une alg~bre nilpotente stratifi& de rang r (avec 
r >/3), alors, si dim ~2' = 1, ropdrateur ~.~L l X~ (o~t X i ddsigne une base de 
,~ ) n'est pas hypoanalytique. 
L'id6e de la d6monstration de ce type de r6sultats est conceptuellement 
assez simple: supposons qu'on ait trouv~ une repr6sentation fortement 
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continue n dans un espace de Banach ~,~, irr~ductible, non d6g6n+r6e sur 
exp ,~s (1 < s ~< r) et v dans E ,  non nul et v6rifiant: 
7r(P)v ---- O, (1.8) 
II n(fi~ g)v liar,, <~ CeA't", (1.9) 
avec p < s, 2 E P + et g variant dans un voisinage V compact de e. 
Ators la fonction C °~ d6finie sur V par: 
+cw 
if(g) = fo l(n(fi:~ g)v) e -2AAp 62 (1.10) 
(off l es t  une forme lin~aire continue sur ~ telle que l (v)4: 0) n'est pas 
analytique. L'introduction de ce type de fonctions pour contredire 
l'hypoellipticit6 se trouve dans [16]. 
L'objet de cet article est de construire de telles representations. Ces 
repr6sentations seront associ~es, par analogie h la th6orie de Kirillov, 
certains 616ments de ~*  et & deux ~l~ments situ6s sur la m~me orbite dans 
i f*  par l'action du groupe complexifi6 Gc, on associera des repr6sentations 
6quivalentes en tant que representations dans l'espace des vecteurs entiers. 
En fair, nous ne savons faire cette construction que dans des cas particuliers. 
L'article est organis+ comme suit: 
Au § 2, on &udie une classe de reprbsentations on unitaires. 
Au § 3, on d6montre le th6orbme 1.3. 
Au §4, on 6tudie l'action du groupe complexifi+ G c sur la classe 
introduite au Section 1. 
Au § 5, on d6montre le th~or+me 1.4. 
Au §6, on rapelle des r6sultats de R. Goodmann et on d6montre un 
th+or6me sur les vecteurs entiers. 
2. UNE CLASSE DE REPRI~SENTATIONS NON UNITAIRES 
Soit ~ dans W*, V une sous-alg~bre isotrope gradu6e dans ,~ et on 
suppose que V contient ~2. Soit S un suppl6mentaire gradu6 de V dans W. S 
est un bon suppl6mentaire et d'apr6s (1.5), on a: 
e x • e a = e v(x'a) e '~(x'a) avec v(x, a) C V, a(x, a) C S. (2.1) 
Remarquons qu'on a: 
v(f tx ,  (~ta) = 6t(v(x, a)), 
(2.2) 
a(f tx ,  fita) = 5t(a(x, a)). 
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Soit maintenant r/dand i f *  tel que: 
r / -  ~/ff2 = 0. (2.3) 
On d~signe par Pz la projection sur V associ6e h la d6composition 
= VG S. Sous l'hypoth~se (2.3), il r6sulte de (2.1) que: 
(~-  q, v(x, a)) = (~-  rl, pv a) pour tout a dans ~. (2.4) 
On d~finit alors la repr6sentation nn, z de G par une formule analogue 
(1.6). Pour fdans  L2(S) eta  dans ,if, on pose: 
7c(n,v)(ea)f(x) = ei~n'v(x'a)) f(a(X, a)). (2.5) 
Si on remarque que ea~ e i<n-LpVa> est une repr6sentation continue scalaire 
de G, il est clair que n(n,v ~ est une repr6sentation continue de G dans L2(S) 
et qu'on a: 
7rtn,v)(e a) = eiOT-Lpra)zc(t,v)(e a) (2.6) 
pour tout r/dans ~*  v6rifiant (23). Mais lorsque q n'est pas dans ~* ,  cette 
repr6sentation n'est pas unitaire[ 
On a la condition n6cessaire suivante d'hypoanalyticit6, g6n6ralisant la 
proposition 3.1 de [8]. 
PROPOSITION 2.1. Soit ~ vdrifiant (1.1) et P dans ~'/m(~). Soit 
(~, 0, V, S) comme prdcddemment avec ~/~2 :/: 0"~ On suppose que n(n,v)(P ) est 
non injectif dans 5"~(S), alors P n'est pas hypoelliptique analytique. 
Ddmonstration. On consid+re la fonction: 
,+o0 
a(g) = t0 (n(n,v)(6 a g)u, u)L2(s ) e -ca d2, (2.7) 
off C est une constante r6elle positive, qui sera d&ermin6e ult+rieurement, e  
u dans 5~(S) est une solution non nulle de: 
n(n,v)(P)u = O. (2.8) 
Montrons tout d'abord que (2.7) a un sens. Compte tenu de (2.6) et (2.3), on 
a: 
11 n(n, v) ( f a ea)l[~e(L z(s) = e-Im([- rt ,  pz~A(a)). (2.9) 
Par cons6quent, pour tout compact K dans if, il existe une constante C~ telle 
que, pour tout a dans K, on ait: 
II rq,,.v)(6a(e~))lll(L,(s, <~eC":~. (2.10) 
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K &ant fix6 comme un voisinage compact de 0 dans ~,  on choisit C 
strictement sup6rieur fi C x et la fonction a --* ff(e a) est bien d6finie darts K et 
est C ~. 
Par consequent g~ 5(g) est bien d6finie dans un voisinage de l'616ment 
neutre de G. Montrons maintenant que if(g) est solution de: 
Pa(g) = 0. (2.1 l) 
Remarquons tout d'abord que: 
(2.12) P(z~(n,v)(3 a g)u, u) = O. 
I1 suffit, pour le v+rifier, de remarquer que, pour X dans ~ et f  dans Y(S) ,  
on a: 
X(rc(n,v)(d ~ g) f  f )  = 2i(zrtn,e)(da g) 7ro,,v)(X ) f f )  (2.13) 
et que, par consequent, on a: 
PQr(n,v)(3 ag)f, f )  = ~m(7~(n,v) (6  A g) z~(n,v)(P)f f ) .  (2.14) 
En prenant f - - -u,  on obtient (2.12). Par int6gration, on obtient (2.11), 
Montrons maintenant que l'application a ~ 5(e ~) n'est pas analytique n 0. 
Par hypoth+se, ~/ f f2~ 0. Soit J0 le plus grand entier (>/2) tel que ~/'~0 4: 0. 
Alors, on a ~/~o+ 1 = 0. Soit X darts ~0 tel que (~, X) :# 0. On a: 
7r(.,~)(X) = ~.,v)(X) = i(~,X) 4= O. 
D'ofi: 
+0O 
(Xkff)(e) = i k ilu[12%~,X)k~0 ~Jok e-Ca d2. 
(Xku')(e) croit comme (jok)!, ce qui contredit l'hypoanalyticit6 de ff en 
l'616ment neutre de G. 
Remarque 2.2. Cette proposition s'appliquera is6ment dans le cas des 
alg~bres de Lie nilpotentes de rang de nilpotence 2 ou 3, car, dans ce cas, on 
peut toujours trouver des sous-alg6bres i otropes maximales v6rifiant les 
hypotheses: V gradu6e t ,Tz c V. 
3. PREMIERE APPLICATION" LE CAS NON STRATIFII~ 
On se propose dans ce paragraphe de d6montrer le th6or6me 1.3. 
Soit ~ v6rifiant (1.1) et soit ~ la sous-alg6bre de ~ engendr6e par ~.  ~f  
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est stratifi~e t, si ~ n'est pas stratifi6e, strictement incluse dans ~.  
admet la d6composition en somme directe suivante: 
~:~=~G "'" @'~rr avec ~"jc,~. 
Soit J0 le plus petit j tel que ~ soit inclus strictement dans ~.  Soit ~J0 dans 
,T~ tel que: 
~j0 4:0 et ~jo/~o = 0. (3.1) 
On consid6re ~= (0 ..... 0,~j0,0 ..... 0) dans ,T* et on prend V=,T,  
t/(~) = (~, 0 ..... 0, ~J0' 0 ..... 0) dans S¢* avec 2 dans ,~*c. 
On remarque que la repr6sentation zc(,,v ) est scalaire. On distingue alors 
pour d+montrer le th6or+me 1.3 deux cas: 
(a) P n'est pas hypoelliptique. Dans ce cas, P n'est pas 
hypoanalytique. L'implication ( i )~  (i) dans le th+or+me (1.2) est en effet 
vraie sans l'hypothBse sur le rang de nilpotence t sans l'hypoth+se (H) (cf. 
[13]). 
(b) Si Pest  hypoelliptique, alors le polyn6me n 2: 
-4 rc(n(a),v)(P ) 
est non identiquement constant. 
Par cons+quent, il existe 2 dans ~c¢* c et donc r/tel que nu;,v)(P ) soit nul et 
donc non injectif. Le th+or+me (1.3) est une simple consequence de la 
proposition (2.1). 
4. ORBITES "COMPLEXES" 
La proposition (2.1) fournit un moyen d'attaquer le probl~me de la non- 
hypoanalyticit6 mais deux questions e posent naturellement: 
(QI) Les conditions ne sont pas intris6ques et d@endent en particulier 
du choix de V et S. 
(Q2) Quand on se restreint h la classe des op6rateurs hypoelliptiques, 
y a-t-il des cas off la proposition (2.1) a un int6r&? En effet, l'injectivit6 de 
~q,v)(P) dans 5'~(S) pourrait impliquer l'injectivit6 de zq,,v)(P ) pour tout r/ 
dans ~*  tel que ~ - r//~ 2 = 0. C'est par example le cas lorsqu'on consid~re 
les groups de rang 2 qui v6rifient la condition (H) (cf. th6or+me 1.2). 
L'objet de ce paragraphe st d'6claircir un peu ces deux points. 
On se place dans ,T*. Soit Gc le groupe complexifi6 de G. On peut 
comme dans le cas r6el d6finir la notion d'orbite (cf. (1.7)): On dira que ~ et 
~' dans ~*  sont sur la m~me orbite s'il existe x dans We tel que: 
= (exp adx)*~'. (4.1) 
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Soit ~ stratifi6e, ~ dans i f* ,  tel que ~/ /x~ 2 =7 (= 0 et on consid6re l'ensemble 
des r/dans ff~ v&ifiant: 
17 - -  ~ / ,~2 = 0 .  (4.2) 
Comme au paragraphe 2, on suppose qu'il existe une sous-alg+bre V gradu6e 
contenant ~2 et isotrope pour Bt. On pose alors: 
V = V 1 (~ ~f2 avec V 1 c ~,  (4.3) 
~ = S (~ V~ Q ,~2. (4.4) 
On consid&e I7= gl  C (~ ~2.  Comme on ne s'int&esse qu'/t la restriction/t 17 
des t/ v&ifiant (4.2) (seule cette restriction intervient dans la d+finition de 
n(,,v)), on posera r//17 = (r/1 , ~2) off ~2 d+signe la restriction de ~/t ~2 et off 
r/l parcourt V~I* (comptetenu de (4.4)). 
Soit R c l'ensemble des x dans ~c  qui sont orthogonaux /l ~2 pour B~. 
Dans V~I*, on consid~re l'ensemble des points r h tels que r h = adx)*~/"  V c 
avec x dans RI c. C'est un sous-espace vectoriel de V~I* qu'on notera E*. 
On fait la conjecture suivante: 
CONJECTURE 4.1. Soient P dans ~/m(~T) un opdrateur hypoelliptique et 
(~, V, S) ddfinis comme prdcddemment. Alors, pour tout tl dans ~*  vdrifiant 
(4.2) et 
~-- q ~ 'V~ ~ E*, (4.5) 
~t.,v)(P) est injectif dans Y (S) .  
La conjecture (4.1) est un corollaire de la conjecture (4.2) suivante. (4.6) 
CONJECTURE 4.2. Soit P clans g/m(.~) un opdrateur hypoelliptique t 
(~, V, S) ddfinis comme prdcddemment. Alors, pour tout tl dans .~* vdrifiant 
(4.2), on a: 
Ker n(~,v)(P ) ~ Y(S)  = Ker n(~,v)(P ) ¢3 E~.,~j(S) (4.7) 
o~t E~.,.~(S) est l'espace des vecteurs entiers de la reprdsentation ~z(n,v ). 
On d~montrera au §6 la conjecture (4.2) dans certains cas particuliers, 
mais montrons maintenant l'affirmation (4.6). 
Rappelons que les vecteurs entiers de la representation ntn,v) sont les 
fonctions de g-(S) qui v&ifient: 
u C E,,(n,v)(S)¢> pour tout e > 0, il existe une constante C~ 
telle que, pour tout k, pour tout a= (a I ..... ak)E [1 ..... dim ~]k, 
on ait: 
c , .  . k! (4.8) 
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off X~=X,~ ...X,~ k et {iT/} d6signe une base de W. Si on remarque que, 
compte-tenu de (4.2), on a pour tout a dans if:  
zc~n,v)(a ) = i (~-  rl, Pv(a)) + ~r~,v)(a), 
on v6rifie facilement que: 
E,~,,,v,(S ) = E,,,,v,(S ). (4.9) 
Pr6cisons maintenant le lien entre n~n,v) et zt~t,v ) lorsque t/ v~rifie (4.2) et 
(4.5). On renvoie pour plus de d+tails au § 2.3 de [9]. D'apr6s la proposition 
(3.1) de [9], on a: 
Pour tout a dans if, tout h dans S, tout fdans  Y(S) ,  on a: 
7r~,v)(e h)~r~,v)(a) f = ~r~,,v)(a ) ~z~n,v)(en)f (4.10) 
avec r/= exp(ad -- h)*~. 
S i f  est dans E,~,v) , zCt,v(e n) est +galement bien d+fini pour h dans S c 
(cf. [31). 
Pour h dans R~ ~ S c, on a: 
rl = exp(ad h)*~ = ~ + (ad h)*~ (4.11) 
et par cons6quent r/ v6rifie alors (4.2) et (4.5), de sorte que rt~,,v ~ est bien 
d6finie. 
L'identit6 (4.11) se prolonge alors pour h dans RC~s C et f dans 
E~,,~,(S). 
Fin de la d~monstration de l'affirmation (4.6). Soit u dans 5~(S) non nul 
tel que ~z~,,v)(P)u = 0. Si la conjecture (4.2) est vraie, u est dans E,~,,~(S) et 
comptetenu de (4.9) dans E~ v,(S). 
Soit alors h dans R~ tel q~e r/= ~+ (adh)*~. On peut +crire R~c= VIe® 
(RcnS c) car R c contient V~. I1 existe alors #dans  RcnS c tel que 
q = ~ + (ad ~*~. Alors, d'apr+s (4.10) et (4.11), la fonction v = zqt,v)(e-n)u 
est une solution non triviale et dans 5~(S) de zR~,v)(P)v = 0. Ceci contredit 
l'hypoth+se d'injectivit+ de n~t,v)(P )dans 5~(S), qui r~sulte de l'hypoth+se 
d'hypoellipticit6 (cf. th~or+me 1.1). 
Remarque 4.3. Soit f f  une alg~bre de Lie de rang de nilpotence 2. Soit 
dans i f *  tel que ~f f~ 0. Dire que E* est inclus strictement dans V*c 
~quivaut ~ dire que B t a un radical non r+duit ~, 0 dans ~.  Ceci ~quivaut 
encore b. dire que le groupe G associ+ ne v+rifie pas la condition (H). 
La philosophic de la conjecture (4.1) est que l'on peut esp~rer obtenir des 
r+sultats de non-hypoanalyticit~, si l'on trouve des couples (~, V) avec V 
isotrope contenant ff~ et tels que E* soit inclus strietement dans V~*. On va 
expliciter ceci sur un exemple. 
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Remarque 4.4 (Le cas du rang 3). ~ Dans le cas des groupes de rang 2, 
on salt (cf. [8, 12] qu'il n'y a pas d'op~rateurs hypoanalytiques dans g,'z(~) 
lorsque la condition (H) n'est pas v6rifi~e. Si on s'int6resse /t la non- 
hypoanalyticit+ d'op6rateurs de ~(~)  sur des groupes de rang 3, on peut 
toujours se ramener au cas off ~/~3 v~rifie la condition (H). 
Darts ce cas, on a n6cessairement: 
dim ~2 K dim ~ - I. (4.12) 
I1 r6sulte de (4.12) que, pour ~= ~1 + ~2 + ~3, avec ~3 4= 0, l'ensemble R 1 est 
non r~duit /t 0. Maintenant, si ~2=0,  on remarque que V=R~( f )~ 2 est 
isotrope maximal. On a donc V~I=R c et Bg 4tant nul sur ~ X~l ,  on a 
E,* = 0. 
Par consdquent, dans le cas du rang 3, on peut toujours trouver, si ~/,~3 
vdrifie l'hypothOse (H), un couple (~, V) tel que E* est inelus strietement dans 
Ull*. 
Ce r6sultat reste vrai pour toutes les alg6bres tratifi6es de rang/> 3 telles 
que ~/~3 v6rifient l'hypoth+se (H). 
Remarque 4.5. Etude de la d6pendance par rapport au suppl6mentaire. 
Soit k la dimension de S suppl6mentaire d Vet soit Sun  autre suppl+men- 
taire de V dans 2 .  
Soit (el) i ~ ..... k une base de S. On peut choisir une base (ei) de S de telle 
sorte que: 
ei = ei + vi avec v i dans V. (4.13) 
Pour x = (x 1 ..... Xk) darts ~k, on pose: 
k 
XS = Z x ie i '  (4.14) 
i 1 
k 
x~ = ~ xig i. (4.15) 
i--1 
On a: 
eXse  a = eVtX, a) eYiai(x,a)ei ,  
(4.16) 
eXrse a = e~X,  a) eYi~i(x,a)~i. 
On veut comparer les deux repr6sentations zr,,v, se t  zrn,v, ~ d+finies dans 
L 2 (~ k) respectivement par: 
(n,,v,s( ea) f )(x ) = ei(n'v(x'a)> f (a(x, a ) ), 
(4.17) 
(7C.,v,g(e~) f )(x) = ei<"~x'~)~ f (  f(x,  a) ). 




Consid6rons exs e -xs,  on a, d'apr~s (4.13): 




<o(x) e v. 
e(a(x))s e-(a(xDs : e'O(o~x}). 
d(x ,a )=a(x ,a ) .  
En effet, si a s'6crit sous la forme: 
k 
a= Z aiei  -I- wi 
i=1  
a s'6crit 6galement: 
k 
a = ~ a ie  i + 1~ i 
i= l  
I~ i = W i + a i r  i, 
et on v+rifie ais+ment que: 
On montre alors que: 
En effet 
avec w i dans V, 
avec wi dans V, 
ei(x,  a) = (x i + a) = di(x, a). 
e,O(x) e~(X,a) = eV(x,a) eO(a(x,a)) 
~ 
eXs e a = e ~°(x) eXs e a 
= e o(x) e~(x,a) e(,,(x,a))s 
= e o(x) ef(X,a) e-O(a(x,a)) ea(X,a)s 
et on conclut d'apr+s (4.16). 
Soit U la transformation d6finie a priori dans C~(~k) ,  
f ~ ei°7"P(x))f = Uf  
On d+duit de (4.21) l'identit6: 
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Lorsque r/ est dans ~* ,  il n'y a pas de probl+me. U est continu de Y(F~ k) 
dans j (~k) ,  on a ainsi r~alis6 l'entrelacement entre nn,v,s et n,,v, ~et les 
deux repr6sentations sont unitairement 6quivalentes (r6sultat classique). Par 
contre, lorsque r/ est dans ~,  U n'est pas continu dans Y (S) .  Supposons 
qu'on ait montr6 la: 
CONJECTURE 4.6. U est continu de E~,,~,s dans E~,,~,~. 
Alors, on peut r6pondre fi la question (Q~). En effet, compte tenu de la 
conjecture 4.2, le noyau de Ker zr~n,v,s~(P ) N Y(S) est dans E~,,v,s. 
Nous d6montrons cette conjecture dans des cas particuliers au § 6. Notons 
que la conjecture 4.6 dit simplement qu'on peut d6finir ~rn, v comme 
repr+sentation dans l'espace des vecteurs entiers E~, ,~ sans pr6ciser le choix 
du suppl6mentaire. 
5. DI~MONSTRATION DU THI~ORI~ME 1.4 
I1 est clair que compte tenu des r6sultats prec6dents, on peut toujours se 
ramener au case off: 
est stratifi+e, 
,Test  de rang 3, 
dim ,~ = 1 
et de par l'hypoth+se du th+or+me on a: 
dim ~ = 1. 
Soit ~ dans ,T* et on suppose que: 






On prend alors V= R t O ~2 (O1~l R 1 est l 'orthogonal de ~ dans ~ pour Bt) 
et on verifie facilement que Vest  isotrope maximale pour B~. ~ 6tant 
stratifi6, soit X 1 un champ de ~ll tel que IX 1 , Y] :~ 0 pour Y dans ~ non nul. 
XI n'est bien entendu pas dans R 1 et on a la dbcomposition en somme 
directe: 
= R 1 • 2)( 1 . (5.6) 
Alors on a: 
exp(xlXl)  ex p (a~X, + i=2 ~ aiX~ + bY + CZ) 
= exp(v(x 1 , a, b, c)) exp(a(x, a, b, c)) (5.7) 
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avec 
a(x, a, b, c) = (x, + a l )Y  1 . 
On voit alors ais+ment que 7r(g,v ) donne sur les 616ments de ~ : 
d 
~,V~(&) = clx,' 
ai 2 rc(t,v)(Xi) = i (~ ,  X i )  + i-~- x I , i=  2 ..... P l .  
(5.8) 
Les a i sont r6els et l'un deux (par exemple a2) est diff6rent de z6ro 
(hypoth+se ~ stratifi6e). 
On pose t/i = (~,X i )  pour i = 2 ..... Pl et on a, pour P = Y'~11X~ : 
• i 2 zc(~.v)(P) = 8 2xl + itli + t~x l  • (5.9) 
i=2 
Compte tenu de la proposition (2.1), on est ramen6 au probl+me suivant 
pour d6montrer la non-hypoanalyticit+ de P: Existe-t-il r/i C C (i = 2 ..... P l )  
tel que l'op+rateur: 
Pl / a 2 
82 / • ~i x2\  (5.10) x~+Z i q i+t  2 ' )  
i=2 
soit non injectif dans Y (~) .  a 2 6tant non nul, il existe une matrice 
orthogonale r+elle P dans O(p  1 -1 )  telle que, si l'on pose r/' =Pq,  on ait 
pour un b :~ 0: 
x2-- i "'\ ~_~ (iqj) z. (5 .11)  + i T 1+ ./2) +j=3 
On choisit r/j =0  pour j=  3 ..... Pl. On est ramen~ ainsi /~ la question: 
Existe-t-il r/; complexe tel que 8 2 - ( (b /2 )x~ + t/~) 2 soit non injectif dans XI 
La reponse est oui grfice fi un r6sultat de Pham The Lai et D. Robert 
[15, Chap. III). Ceci termine la d6monstration du th6or6me 1.4. 
Remarque 5.1. Si dim ~ll est sup6rieur ou ~gal fi 3, on peut conclure plus 
directement pour (5.10) en prenant /']2 . . . . . .  -- t/4 -- • = t/p~' = 0 et r/3' tel que r/3,2 
soit valeur propre de 8 z - ( (b/2)x~) 2. 
Xl 
Remarque 5.2. Par le m~me type de raisonnement, on peut montrer que, 
si dim ~2 = Pz, si on d+signe par n 2 la dimension de l'espace des polyn6mes 
homog+nes de degr6 2 /t P2 variables et si de plus Pl - P2 > n2, l'op+rateur 
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~-]p~ I,'2 j=l ~-j n'est pas hypoelliptique analytique. On se ram~ne en effet au 
probl~me de th6orie spectrale suivant: avec k ~< P2 ; 
k pl -1 
+ (o j + iPAXl ..... - X (PAx  ..... 
2 k=l 
admet-il des valeurs propres dans y (~k)?  Pour montrer ce r6sultat, on 
v6rifie que cet op6rateur est essentiellement autoadjoint (Proposition 5.1 de 
[4]) et que son domaine st d'injection compacte dans L 2. Le deuxi6me point 
r6sulte du th6or6me 5.1 de [4]. 
6. VECTEURS ENTIERS ET VECTEURS GEVREY 
6.1. Rappels de rdsultats de R. Goodman (cf. [3, 5]) 
Sizc est une repr6sentation continue de G dans un espace de Banach dW~, 
on d6signe par Y~ respace des vecteurs C ~ de zc, i.e., l'espace des vecteurs v
dans ~,W(zr) tels que la fonction h valeurs dans ~¢~: g~ zr(g)v soit C °~ sur G. 
Si (X 1 ..... Xp) d6signe une base de ~,  on peut munir ~ d'une famille de 
semi-normes Pk d6finie par: 
pk(v) = sup [1 zc(X,~)v [ l~ off X~ =X,~, ... X,~ k. (6.1.1) 
aye 11 ..... p] 
j= l , . . . , k  
Muni de cette famille de semi-normes, Y~ est un espace de Fr6chet. 
Lorsque G est nilpotent connexe, simplement connexe et si zt est une 
representation unitaire irr6ductible dans L2(~"), alors on sait que 
On dSsigne par ~ l'espace des vecteurs analytiques de zr, i.e., l'espace des 
vecteurs v dans ~W tels que la fonction fi valeurs dans ~,W~: g~lr(g)v soit 
analytique sur G. 
On sait qu'un vecteur C°°v est analytique si et seulement si: 
S n 
Es(V)~ t -~.p,(v) < oo pour un s > 0. (6.1.2) 
n=0 
On d~signe par E~l'espace des vecteurs entiers de zr, i.e., le sous-espace des 
vecteurs analytiques v tels que Es(v ) soit born6 pour tout s. Une d6finition 
6quivalente des vecteurs entiers est donnSe en (4.8). 
Dans le cas off G est le groupe associ6 ~ W avec W v6rifiant (1.1) et si on 
d6signe par G c le groupe associ~ ~t ,ffc par l'application exponentielle, la 
representation g ~ zr(g)v de G dans ~W~ se prolonge en une representation 
holomorphe de G c dans E~. 
505/44/3-10 
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EXEMPLE 6.1.1. Cas du rang 2 (cf. [3, 8], 13]). Soit r/E i f*  [ 0, soit Rn 
le radical dans ~ de Bn. Soit S,  un suppl6mentaire d  R net ~ un 616ment de 
R*. 
Soit V une sous-alg6bre isotrope maximale contenant ~ ® R,.  On pose: 
V=~@R,@I  n, 
Sn = In@ Sn, 
~ = ~z @ R,, ® I ,  ® S,,, 





On consid+re la repr&entation (,,.~).v correspondant ~t l'~16ment ~ de ~*  
d6fini par ~= (r/, ~, 0, 0) (dans la d6composition 6.1.6). Alors il existe une 
base de ~ dans laquelle la repr&entation d6riv6e de rc(,.t) s'6crire sous la 
forme suivante: 
7r(n.p(Xj) = axj ' j = 1 ..... l, 
n(n.~)(Xj) = ixj, j = l + 1 ..... 2l, 
7:(,,.~(Xj) = i~j, j = 21 + 1 ..... p , ,  
7~(n,D(Y1) = i, 
7C(n,D(Yj) = O, j = 2 ..... P2" 
off 2l est le rang de B. restreint ~t 
zrtn,~ ) est une repr&entation dans L2(~ 1) et l'on a: 
E,~,.~= {uEU(~t) ,  Ve, 3C~tel que VaE  ~qt, V f lG  nq t, 
If a~ x~u IlL2 ~< c~ '~' + *~' (I a l + I/~t)! }. 
(6.1.7) 
La caract6risation (6.1.7) r&ulte de la d6monstration du th6or6me (6.2) de 
[3]. 
EXEMPLE 6.1.2. Cas du rang 3. On reprend les notations du Section 5 et 
les hypotheses (5.1)/t (5.5). On v6rifie que pour tout ~1 dans C pJ, on a: 
Y~,l.0,~,, = Y (~) ,  
E,~(,>o.,3, = {u C Y(IA), Ve, 2 C, 
tel que [[a~ x~u[IL~ ~< C~el'~l+l~l([a[ + [ill)!}. 
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6.2. Vecteurs Gevrey (cf. [5]) 
Pour 6tudier la conjecture (4.2), il s'introduit naturellement des sous- 
classes de vecteurs entiers qui ont 6t6 consid6r6es par R. Goodman [5 ]. Dans 
le cas du rang 2, G. M6tivier en fait un usage important dans [13]. 
Soit .~ v6rifiant (1.1), soit {Xi}  i 1 ...... une base de f f  adapt6e /t la 
graduation, i.e., telle que: 
forment une base de ~ll, 
forment une base de ~,  
X1 ~'", Xp 
Xpl 4- 1 ..... Xpl 4- p2 
X~r_llpj + 1,;.., Xp forment une base de ~.  
Pour i = 1 ..... p, w; est d6fini par 6t(Xi) = twixt. Pour a G tq p on pose: 
laL=Za;,  
(6.2.1) 
DEFINITION 6.2.1 (cf. d6finition 4.1 de [5]). S in  est une repr6sentation 
fortement continue de G, on d6finit pour tous s strictement positif, E~ comme 
l'ensemble des vecteurs C°°v tels qu'il existe C et R tels que, pour tout 
a E ~JP, on ait: 
II ~(x~)~ II .<< c~! R '~ I1~11 -II°tl/~ (6.2.2) 
o~x°  =x?  , ...x;~. 
I1 est montr6 dans [5] les r6sultats suivants: E~ est le sous-espace des 
vecteurs v dans E~ qui v6rifient: 
117r(g)v II ~< Ce Atgls (6.2.3) 
pour des constantes C et A convenables ind6pendantes de g~ Go ([ gl 
d6signe la norme homog6ne de g, c'est-~t-dire une norme telle que 
Ic~tgl = t Igl.) 
s i s  est strictement inf6rieur 5, r (rang de nilpotence de ~)  et si rc est non 
d6g6n6r6e sur exp ~,  alors E~ est r6duit/t 0. 
EXEMPLE 6.2.2. Cas du rang 2. Avec les notations de l'exemple 6.1.1, on 
obtient: 
E~,~= {u C y (~t ) ,  ~C,R, Va E IN l, Vfl E N t, 
II,~xX~U II ~< c(I a I + I~1)! (I ~ I + I~ I)-¢t"l + 131)/s R Io, I +,~,1} 
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OU 
E~,..,, = {u e Y (~ ' ) ,  ~ C, R, V a e N', V Z e N', 
[Ix~O~ull ~< C(lal + I/~l)t (lal + I/~l)-tl'~l+l~l)/'R I~1+1~1}. 
Lorsque s = 2, on obtient: 
E~,,~)2 ={uG~, : (~ I ) ,3C ,  R, VaENI ,  v f lGNI ,  
II x~,9~ u II -<< c((I a l + IP I)!) mR ~ '+ '~' }. 
EXEMPLE 6.2.3. Cas du rang 3. Darts le cadre de l'exemple 6.1.2, on 
obtient: 
p 2q+r E s ={uEY(FR) ,3C ,  R, Vp, Vq, Vr, IIOxjxl u[[ 
g(~3,0,~2) 
<~ C(p!)(q!)(r!)(p + q + 2r)-O~+q+ 2r)/sRP+q+ 2r}. 
Lorsque r est 6gal /l 3 (rang de nilpotence du groupe), on a: 
E 3 ={u~Y( [R) ,3C ,  R, Vp, Vq, 
n(~3,0d2) 
1l¢gf,x,~u II ~< C((2p + q)!)l/3RzP+q}. 
Comme le signale R. Goodman [5] ces espaces ont 6t6 consid6r6s par 
Gelfand et Shilov [2]. 
6.3. Ddmonstration de la conjecture 4.2 dans deux cas particuliers 
Nous d6montrons la conjecture dans deux cas particuliers. Le premier cas 
correspond fi l'exemple 6.1.1 (et 6.2.2), i.e., le cas off f f  est de rang 2, le 
deuxi+me cas correspond fi l'exemple 6.1.2 (et 6.2.3), i.e., le cas off f f  est de 
rang 3 et off les hypotheses (5.1) a (5.5) sont v~rifi6es. Compte-tenu des deux 
paragraphes pr6c6dents, la conjecture (4.2) se d6duit de la proposition 
suivante: 
PROPOSITION 6.3.1. Soit pun  entier non nul et L rop&ateur L= 
f~olrl+ Isl<om a~,s 8rt ts sur ~,~(~1) tel que l'on ait: 
~ ar,~rrt s 4:0 pour I f l+ l t l~0 .  (6.3.1) 
olrl + Is l=pm 
Alors, si u dans y (~t )  v&ifie Lu = 0, il existe des constantes C et R telles 
que, V p C Nq 1, V q E N l, on ait: 
IJOftqulJL2~,) ~ CR°~PI+Jq*(Go IPl + Iql)!) '/°+L (6.3.2) 
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Cette proposition est d6montr6e dans le cas p = l = 1 par G. M6tivier dans 
[13, Proposition 1.1]. La d6monstration du cas g6n6ral n'est pas fondamen- 
talement diff6rente, comme nous l'a sugg6r6 G. M6tivier. On trouvera des 
r6sultats voisins de ceux-ci, mais insuffisants pour notre propos dans [17]. 
On sait d'apr+s Grugin [6] que Lest  un op6rateur /~ indice de l'espace: 
~'~n([R t) = {u E LZ(~t), o~tqu E L2(~ t) pour p]p[  + [q[ ~< pm} 
dans L2(~ t) et que le noyau de L dans L2(~ t) est +gal au noyau dans 
5z(~t).  On en d+duit l'estimation suivante: II existe Co telle que 
II u I I~ ~< Co(llLu Iio + II u IIo) (6.3.3) 
oti on a pos6 
Ilull~= Max IIc~tqullo. 
olPl+lql<om 
On d6montre l'in6galit6 (6.3.2) par r6currence sur k =p IPt + Iql. (6.3.2) est 
clairement v6rifi6e pour C et R convenables, assez grand, pour k <~ pm. On 
suppose donc (6.3.2) d6montr6e pour p IPl + Iql ~< k et on veut montrer que 
(6.3.2) est v6rifi6e pour p [Pl + Iql ~< k + 1 avec k + 1 >pm. Pour 
P IPl + Iql = k + 1, on peut toujours 6crire: 
O~ tq = 8Pt "t q'' O~'t q' 
aveg 
p[p" l+lq]=pm,  p lp ' ]+ lq ' l=(k+l ) - -pm<k.  
Si I p l=p l+. . .+  pt>/m, on choisit p"=(p~' ..... p;') avec p j '~p j  et 
]P"I =met  q" =0.  
Si IPl <m,  on prend p"=p et q"=(q~', .... q;') tel que q]<~qj et Iq" l=  
qm-p]p l .  
On d+duit alors de (6.3.3) la majoration: 
II c31~ tqu [I <<. Co(ll LOPt 'tq'u [Io + II 0, ~ 'tq 'u I[0). (6.3.4) 
Remarquons maintenant qu'on a: 
LOPt 't°'u = [L, 8Pt 't q'] u. (6.3.5) 
l~valuons maintenant le terme entre crochets. On a b. examiner un nombre 
fini et ind6pendant de (p,'q) de termes de la forme [0tt s, c3~'t q'] avec 
plrl + s <~pm. On a: 
r s p '  q' r s p"  r [tgtt ,O t t ]=c0t[t ,Of'l tq' +0 t [c3t,tq'lt s (6.3.6) 
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et on v6rifie que: 
[ts, c~f'] = ~ (~) ( -1)  Ijl P'[ OPt'-Jt s-j (6.3.7) 
IJl~a (P' --J)! 
J i~ inf(p[,si) 
i= ,  . . . .  ,1 
. . v. s -- ~1 (~.'). On dbduit de (6.3.7) qu'il off on a pos6 q[=q~! • ql., ( j ) ( j~)""  
existe une constante C a ind~pendante d  p '  e(tde q' telle que: 
P'! Ilc~P'+~-Jt~+q' Jull. (6.3.8) l[~7[t',oP']tq'u[I <~ ca Max 
Ji<|llf(p[,si) (p'  -- j)! 
I j i l l  
De m~me, on v~rifie que: 
(q') r = - -  zr-Jt q'-j. (6.3.9) [Or, t"'] ~ (_l)j+ 1 r! 
IJJ~a (r -- j)!  ~t 
ji~< inf(q[ ,ri) 
On d~duit de (6.3.9) qu'il existe une constante C2 ind~pendante d  p '  et q' 
telle que: 
p, ~ q'! 
[[~t [c~t,tq']tSu[l<~ C2 Max 
Ji~< inf(q[,ri) (q' -- j)! 
I J l~ l  
- - i l o7+P ' - J t  s+q' Jull. (6.3.10) 
On applique maintenant l'hypoth+se de r~currence; on a: 
r s p~ I[c3t[t ,c~ t ] tq'ul[ 
p'! 
<~ CCI Max (6.3.11) 
J i<inf(p[,s i  ) (p t  __ j)! 
I J l~ l  
X R °lp'+r-JI + Is+ql-Jl((,o IP' + rl + Is + q ' [ -  (p + 1)IJl)! 1/o+ 1. 
On va montrer que, pour tout A, il existe R(A)  tel que, pour R sup6rieur fi 
R(A), on ait, en d6signant par (M) le terme de droite de (6.3.11): 
(M) <~ACRk+'(k + 1)! a/°+a (6.3.12) 
En effet, il existe C3 ind6pendant de (p, q) telle que si R est sup6rieur fi 1, on 
ait: 
Ip'l! (M) ~< CC1 C3 Max 
~<l J t<i . f ( ip ' t , f , i )  ( I P '  - J l ) !  
× Rk+' - (°+' J ' ( (k  + 1) - (p + 1)IJl) '/°+1. 
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Enfin, il existe C 4 tel que l'on ait: 
(M) ~ CCa C4 Rk Max IP' I ! 
l<~l<~inf([p,l. lsl ) (]pt[_ l)[ 
× ((k+ 1) - (p+ 1)l)! 1/0+'. 
On remarque maintenant qu'on a l'in+galit& 
Ip'l! 
(Ip'l- O! 
( (k+ 1) -  (p + 1)0! I/°+1 <<. ((k+ 1)!) 1/°+'. 
En effet, cette in6galit6 est +quivalente A:
IP'l !°+' ((k+ 1)!) 
( Ip ' [ - l ) !  °+1 <~ ((k + 1) -  (p+ 1)/)! " 
(6.3.13) 
Elle r6sultera de la v6rification de: 
I p ' l - l+ l<~(k+l ) - - (p+l ) l+ l ,  i.e., I p ' l+p l<~k+l .  (6.3.14) 
On remarque alors que, comme l~< inf(lp' [, Is[), on a: 
Ip'l + pl <~p Ip'l + [sl <p Ip'l + Iq'[ + pm <~ k + 1 
ce qui montre (6.3.14) et par cons6quent (6.3.13). On choisit alors R(A) tel 
que R(A)= sup(l, C~ C4/A) et on v6rifie qu'on a bien alors (6.3.12). 
On traite ensuite de la m~me mani+re le terme (6.3.10), on obtient alors 
qu'il existe R 0 tel que pour R >/R 0 on ait: 
I[ [L, of't~'lull <.2-~oRk+l(k + 1) 1/°+1 
L'autre terme de (6.3.4) se traitant aussi simplement, on voit qu'il existe R 1 
tel que pour R/>R1 l'in~galit6 soit v~rifi6e pour p lp l+ lq l - -k+l .  La 
proposition 6.3.1 est ainsi d6montr6e. 
6.4. l~tude de la ddpendance par rapport au suppldmentaire: cas du rang 2 
On reprend dans ce paragraphe les notations de la remarque (4.5). On 
veut montrer que dans ce cas U est continu de E,~,,v, s dand E,~,,v, ~ 
(conjecture 4.6). I1 facile de voir que les deux espaces E,~,.v, s et E,~,,vX 
coincident et correspondent ~ l'espace d+fini en (6,1.7). On ~crit U sous la 
forme U= U1U 2 avec  U 2 = e i<L'~¢x)>, U 1 = e ""-g'~x)>. U 2 (&ant l'op6rateur 
d'entrelacement entre E,h,v,s et R,q,v,~ ) op&e continfiment de Y,q,v,s dans 
J~,v,~ et de E,q,v,s dans E.q,v,~. Comme E,~.,v,s=E,,~,v,s=E,q,v,~=E,~..vX, 
on en d6duit la continuit6 de U 2 de E,~.,~, s dans E,..,,.x. Consid~rons main- 
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tenant U~. U1 est le compos6 d'op6rateurs de multiplications de la forme e ~ixi 
avec a i E C. I1 suffit donc de v6rifier quef~ e~iXi fest  continu dans l'espace 
d6fini en (6.1.7). Ceci r6sulte de la proposition 2.2 de [3]. 
Remarque6.4 .1 .  Dans le cas de l'exemple (6.1.2), on obtiendrait le 
m~me r6sultat. 
Par cons6quent, dans ces deux cas, la condition figurant dans la 
proposition 2.1 ne d6pend pas du choix du suppl6mentaire S. Dans le cas du 
rang 2, on peut montrer qu'elle ne d6pend pas de V. 
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