Abstract. The frequency hopping communication implements the communication in the process of continuous and irregular jumping frequency, widely used in military communications and civilian communications. At present, the research on the modeling and prediction of frequency hopping codes by using chaos analysis and neural network and so on algorithms is very closely developed and has achieved some effects. In this paper, the RBF neural network was used to conduct simulation prediction of the m code, the RS code, and the nonlinear code these three frequency hopping codes, and the simulation experiments were carried out by MATLAB. The performance of the prediction model was analyzed and compared by theoretical analysis and simulation results. The results showed that the RBF neural network was more powerful in approximation ability, classification learning, learning speed and so on aspects.
Introduction
The basic problem of prediction is to discover and infer its future according to the law of development of things. In order to explore this rule, the most commonly used method is to create a dynamic mathematical method of the description system [1, 2] . After years of efforts, we have made a deep and detailed research on the prediction model and prediction method of time series, and obtained a lot of theoretical achievements and practical application results. There are many kinds of forecasting methods, which can be divided into two categories according to methodology: point prediction and interval prediction. Point prediction methods can be divided into three parts: nonlinear adaptive prediction method, global prediction method and local prediction method. Local prediction can be divided into two parts: local linear prediction method and local nonlinear prediction method. The global prediction method can be divided into two parts: Global polynomial modeling prediction method and neural network modeling and prediction method. Nonlinear adaptive prediction method can be divided into nonlinear adaptive filtering prediction method based on nonlinear function transformation and adaptive polynomial filtering prediction method based on series expansion [3] [4] [5] . In this paper, we discussed the modeling prediction based on the RBF neural network. center points are radially symmetrical. The third layer is the output layer, and the output of the network is a linear weighted of the hidden unit output. The transformation of the RBF neural network from the input layer space to the hidden layer space is nonlinear, but the transformation from the hidden layer space to the output layer space is linear. RBF neural network has local approximation ability. Its topology is shown in Figure 1 1)The transfer function of RBF neural network The transfer functions of commonly used RBF (namely radial basis function) include the following forms:
The above functions are radially symmetrical, but the one with the widest application is Gauss function: 
In (5), n represents the number of nodes of the input layer, m indicates the number of nodes of the hidden layer, p refers to the number of nodes of the output layer, ik  suggests the connection weight between the i-th neuron in the hidden layer and the the k-th neuron in the output layer, and
is the transfer function of the i-th neuron in the hidden layer. As a result, when the cluster center i c and the weight ik  are determined, then we can calculate the output value that corresponds to a given input.
2)The choice of RBF center How to choose the RBF center is the key for RBF algorithm. In general, there are following several methods:
(1) Random choice method This method is the simplest method and also a direct calculation method. In this method, the center of the transfer function of the hidden layer unit is randomly selected and center-determined in the input sample data. After determining the center of RBF, then conduct the calculation of variance. If both of the center and variance are determined, the output of the hidden layer unit is known, so the connection weights of the network can be determined by solving the linear equations. In allusion to the given problems, if the distribution of the sample data is representative, then this method is a simple and feasible method.
(2) Self-organizing learning selection method In this method, the center of RBF is uncertain, and it can be moved. Its location is determined by self-organizing learning. The linear weights of the output layer are calculated by supervised learning rules. As a result, this method is a hybrid learning method. The process of self-organizing learning is the allocation of network resources, and the purpose of learning is to make the center of RBF belong to the important area of the input space. This method is simple in process, fast in speed and suitable for application, with good approximation performance.
(3) Supervised learning selection method In this method, the center of RBF is determined by supervised learning, which is the most general form of RBF neural network learning. Among them, the supervised learning selection method makes use of the gradient descent method. The requirement of this method for network learning is to optimize the free parameters and weights of the network, so the error objective function can be minimized. By using the gradient descent method, we can solve the optimization problems, and get the optimization formula of network parameters. In the recursive method, the initial value is very important. In order to reduce the possibility that the learning process converges to a local minimum, it is necessary to make a wide range search of parameters in the effective region of the parameter space. For achieving this effect, we are supposed to first of all use RBF neural network algorithm to achieve a regular Gauss classification algorithm, and then use the results of the classification as the starting point of the search.
(4) Orthogonal least squares method Orthogonal least squares method is also an important learning method of RBF neural network, whose source is linear regression model. The basic idea is to use the regression model to express the input and output relations of the network, and to analyze the contribution to the reduction of variance by orthogonal regression operator. Study and select the appropriate regression vector and the regression operator number, so as to make the network output able to meet the performance requirements. In addition, the RBF function directly forms the regression operator, so once the regression operator is determined, the parameters of the RBF function can be determined.
3) Description for RBF algorithm In the following, we will analyze a RBF algorithm, whose RBF center is based on self-organizing learning. The method is divided into two steps: the first step is the unsupervised self-organizing learning stage, that is, the stage to study base function of the center and the variance of the hidden layer, and also the stage for determining the weights between the training input layer and the hidden layer. The second step is the supervised learning stage, which is the stage for determining the weights between the training hidden layer and the output layer. Generally speaking, before the training, the input vector X and the corresponding target vector T as well as the expansion constant C of the radial basis function. The purpose of the training is to solve the final weights and thresholds between the two layers.
The steps for RBF algorithm are shown as follows:
In the process of self-organizing learning, clustering algorithm is used, and the K-mean clustering algorithm is usually used. Assuming that there is one cluster center, set the center of basis function in the n-th iteration to be   
Conclusion
Frequency hopping communication is an important technology for wireless communication system to improve the anti-interference ability and anti-interception capability, which has important application value and broad development prospects in military communication, mobile communication, wireless LAN and so on. In this paper, we introduced the basic principle and model structure of RBF neural network, and under the background of RBF neural network algorithm, used MATLAB to realize the simulation experiment of RBF neural network prediction for common chaotic FH code (m code, RS code and nonlinear frequency hopping sequence). The simulation results showed that the RBF neural network could effectively predict the frequency hopping codes, and had high prediction speed and high prediction accuracy.
