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Abstract
This thesis deals with a particular model that was introduced by J.M Lasry and P. Lions on
price formation and dynamic equilibria. The model consists of a parabolic system of free bound-
ary evolution equations, in which the evolution of the price is the free boundary. A very natural
invariance property of the model is given by the invariance in time of the total number of goods
and of the total number of players (buyers and vendors).
The equilibrium solutions of the model were obtained with non-homogeneous Dirichlet bound-
ary conditions and with homogeneous Neumann boundary conditions. We linearized the model
and this made the free boundary to disappear from the problem reducing it to an initial value
problem. Numerical experiments were performed on a bounded domain and the rate at which
the evolution of price decays to equilibrium was obtained. According to this model, market
always stabilizes. One can argue that this is not the case in real life situation and so a modifi-
cation of the model (called trend dependent model) in which without changing the equilibrium
solutions of the model makes it to become unstable at least in some cases is suggested. The
loss of stability in the trend dependent model is associated with the appearance of two types of
solutions namely; travelling wave solutions and periodic solutions which makes the evolution of
price to oscillate. Both types of solutions arise as a consequence of Hopf bifurcation. Numerical
experiments were performed with the trend dependent model on bounded domains when the
trend does not evolve with time and also when the trend evolves with time.
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0.1 Introduction
In this thesis we shall study a particular example of a price formation model. It consist of a
(large) group of buyers and a (large) group of vendors trading a particular good at a certain
price p = p(t). The model is given by a system of nonlinear, parabolic free boundary evolution
equations that describes the dynamical behaviour of buyers and vendors which in turn defines
the price.
The original paper of Lasry and Lions [2] already provided a sketch of a proof of global existence
of smooth solutions. Furthermore, there exists a series of papers by Gonzalez, Gualdani and
co-workers. In their first paper they discussed the case of symmetric initial data which leaves
the price fixed for all times [1]. In their second paper, they proved global existence on a
bounded domain [3]. In another of their paper, they examined the asymptotic behaviour. Here
they provided explicitly the equilibrium solution of the model with homogeneous Neumann
boundary conditions and also an estimate of the rate of decay [4]. In a different paper [5], they
introduced a modification in which without changing the equilibrium solutions made the model
unstable in some cases. In particular they showed that when the equilibrium solution become
unstable, bifurcated solutions appear either in the form of a travelling wave or in the form of
periodic solutions. They also performed some numerical experiments with the modified model
[5]. Several other papers like [7], [8], [9], [10], [11], e.t.c. also exist in literature
The structure of this thesis is as follows: First we summarize some of the results already known
in the Literature in chapter one and chapter three. Then we present new results in chapter two
and chapter four. In particular,
• In chapter one, we introduce the basic model and obtain the law for the free boundary.
Then we calculate the equilibrium solutions with Neumann boundary conditions as well
as the preservation of mass property of the model.
• In chapter two, the equilibrium solution of the model with Dirichlet boundary conditions
was obtained, we also obtained the linearized equation, calculated the spectral gap (rate
of decay) with Dirichlet conditions (which is a new result) and the rate at which the
price decays to equilibrium was also obtained numerically by fitting the rate at which
the evolution of price decays using the method of exponential least square fitting with
matlab.
• In chapter three, the modified model was introduced, and numerical experiments were per-
formed with the model on a bounded domain, where the spatial domain was discretized
into small sub-intervals and the differential operators approximated using finite differ-
ences. The Dirac delta function was approximated by functions that vanish everywhere
except at one of the nodes. The Crank-Nicholson method was used to integrate the time
evolution.
• In chapter four, numerical experiments were performed with the model but this time it
was done when the trend evolves with time.
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Chapter 1
Introduction of The Basic Model
1.1 The Basic Model
Consider an idealized population of players which consists of two groups namely:
1. The group of buyers,
2. The group of vendors,
of a particular good (i.e both groups respectively represent the group of buyers of a certain
good and the group of vendors of the same good). The two groups are respectively described
by two non-negative densities, say fB and fV both of which are functions of (x, t), where the
variable t denotes time and the space like variable x ∈ R stands for the possible value of the
price. Roughly speaking, fB(x, t) denotes the number of potential buyers at a price x at time t
and fV (x, t) denotes the number of vendors that are willing to sell the good at price x and at
time t.
Naturally, buyers like to buy at the lowest possible price while vendors like to sell at the
highest possible price. Transaction only takes place when the two groups agree on the price.
We shall denote this agreed price by p(t). That is p(t) is the highest price at which the buyers
are willing to pay, and the lowest price at which the vendors are willing to sell. Thus p(t)
results from a dynamic equilibrium between the two non-negative density functions fB and fV .
Also, there is an associated transaction cost which we shall denote by a positive parameter a.
One could think of this positive parameter a, as the bid-ask spread (i.e the difference in price,
between the highest price that a buyer is willing to pay for the good, and the lowest price at
which a vendor is willing to sell it) and is assumed to be equal to 2a. When a transaction takes
place, the buyer gets the good for the price p(t), but the actual cost of his trade is p(t) + a and
the profit to the vendor is p(t) − a. Consequently, the buyer that got the good for p(t), will
try in a later time to sell the good for at least p(t) + a, while the vendor that sold the good for
p(t), will also try in a later time to get the same good for a price not higher that p(t)−a. Thus
this positive parameter a introduces a kind of friction into the system.
The randomness in the problem is measured by the diffusion coefficient of the two densities
fB , fV and is denoted by a positive parameter σ (i.e σ > 0). This randomness arises as a result
of the fact that both buyers and vendors change their minds on the desired price at which they
are willing to buy and sell respectively, following a Gaussian random process with variance σ2
and also, because of the fact that some buyers will agree to buy at a price higher than p(t) and
at the same time, some vendors will agree to sell at a price lower than p(t). These behaviours
produces a change in the price x = p(t) at which the transactions takes place.
The above situation can be described by a parabolic system of free boundary evolution
equations: 
∂fB
∂t − σ
2
2
∂2fB
∂x2 = λ(t) δx=p(t)+a, if x < p(t), t > 0,
fB(x, t) > 0, if x < p(t), fB(x, t) = 0 if x ≥ p(t),
(1.1.1)
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and 
∂fV
∂t − σ
2
2
∂2fV
∂x2 = λ(t) δx=p(t)−a, if x > p(t), t > 0,
fV (x, t) > 0, if x > p(t), fV (x, t) = 0, if x ≤ p(t),
(1.1.2)
where
λ(t) = −σ
2
2
∂fB
∂x
(p(t), t) =
σ2
2
∂fV
∂x
(p(t), t). (1.1.3)
The symbol δ denotes the Dirac delta at the indicated points. The multiplier λ(t) is the
transaction rate at x = p(t) (i.e λ(t) is the flux of buyers which must be equal to the flux of
vendors). System (1.1.1) - (1.1.3) is often completed with the initial conditions
fB(x, 0) = f
I
B(x) and fV (x, 0) = f
I
V (x)
such that for some initial price pI ∈ R,
f IB(x) > 0, if x < pI , f
I
B(x) = 0, if x ≥ pI ,
f IV (x) > 0, if x > pI , f
I
V (x) = 0, if x ≤ pI .
By introducing the function (signed density of buyers-vendors)
f(x, t) =
 fB(x, t), if x < p(t),−fV (x, t), if x > p(t), (I)
system (1.1.1) - (1.1.3) reduces to the single free boundary problem
ft − σ
2
2
fxx = −σ
2
2
∂f
∂x
(p(t), t) [δx=p(t)−a − δx=p(t)+a], (1.1.4)
in which the unknowns are f = f(x, t) and p = p(t) with initial conditions
fI = f
I
B − f IV ,
and the additional condition f(p(t), t) = 0 , f(x, t) > 0 for x < p(t) and f(x, t) < 0 for x > p(t).
Remarks:
1. The model can be formulated on the entire real line (−∞,+∞). This will imply that
price can take arbitrarily large or small values. In this case, we assume suitable decay at
infinity.
2. The model can be formulated on a bounded domain with Dirichlet or Neumann boundary
conditions.
In this chapter we will consider the model with Neumann boundary conditions and in chapter
two we will consider the model with Dirichlet boundary conditions. If we consider (1.1.4) on
the interval [−H,H] , H > 0 with homogeneous Neumann boundary conditions then (1.1.4)
reads:
ft = fxx − σ22 ∂f∂x (p(t), t) [δx=p(t)−a) − δx=p(t)+a],
f(p(t), t) = 0, f(x, t) > 0 for x ∈ [−H, p(t)), f(x, t) < 0 for x ∈ (p(t), H],
fx(−H, t) = fx(H, t) = 0.
(1.1.5)
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1.2 The free Boundary
The price x = p(t) at which the transaction takes place is referred to as the free boundary.
Taking the derivative of f(p(t), t) = 0 with respect to time, we obtain that
∂f
∂x
(p(t), t)p′(t) +
∂f
∂t
(p(t), t) = 0. (1.2.1)
Using the fact that ft =
σ2
2 fxx(p(t), t) equation (1.2.1) becomes
∂f
∂x
(p(t), t)p′(t) +
σ2
2
fxx(p(t), t) = 0.
Therefore,
∂f
∂x
(p(t), t)p′(t) = −σ
2
2
fxx(p(t), t),
so
p′(t) = −
σ2
2 fxx(p(t), t)
fx(p(t), t)
. (1.2.2)
Equation (1.2.2) is the dynamical law for the free boundary.
Remark : The above problem can equivalently be written as the following coupled system of
equations 
ft − σ22 fxx = λ(t) [δx=p(t)−a − δx=p(t)+a],
p′(t) = − σ
2
2 fxx(p(t),t)
fx(p(t),t)
,
where
λ(t) = −σ
2
2
∂f
∂x
(p(t), t)
with initial data
fI(x, 0) = fI(x), p(0) = pI .
1.3 Preservation of mass
A natural property of the model (1.1.1) - (1.1.3) (formulated on the entire real line or on a
bounded domain with homogeneous Neumann boundary conditions) is that the total number
of buyers and vendors is preserved.
Lemma 1.3.1 : The total number of buyers and vendors for the model formulated on the
entire real line is preserved i.e.
d
dt
∫
R
fB(x, t)dx = 0,
d
dt
∫
R
fV (x, t)dx = 0.
Proof: observe that
d
dt
∫
R
fB(x, t)dx =
d
dt
∫ +∞
−∞
fB(x, t)dx =
d
dt
∫ p(t)
−∞
fB(x, t)dx+
d
dt
∫ +∞
p(t)
fB(x, t)dx
=
d
dt
∫ p(t)
−∞
fB(x, t)dx+ 0 =
∫ p(t)
−∞
∂fB
∂t
(x, t)dx
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since fB vanishes at p(t) (i.e fB(x, t) = 0 for x ≥ p(t)).
d
dt
∫
R
fB(x, t)dx =
∫ p(t)
−∞
∂fB
∂t
(x, t)dx =
∫ p(t)
−∞
σ2
2
∂2fB
∂x2
(x, t)dx+
∫ p(t)
−∞
λ(t)δx=p(t)+adx
=
∫ p(t)
−∞
σ2
2
∂2fB
∂x2
(x, t)dx+ λ(t)
∫ p(t)
−∞
δx=p(t)+adx =
σ2
2
∂fB
∂x
(p(t), t) + λ(t).
From (1.1.3) we know that λ(t) = −σ22 ∂fB∂x (p(t), t). Therefore,
d
dt
∫
R
fB(x, t)dx = 0. (1.3.1)
Smilarly,
d
dt
∫
R
fV (x, t)dx =
d
dt
∫ +∞
−∞
fV (x, t)dx =
d
dt
∫ p(t)
−∞
fV (x, t)dx+
d
dt
∫ +∞
p(t)
fV (x, t)dx
= 0 +
d
dt
∫ +∞
p(t)
fV (x, t)dx =
∫ +∞
p(t)
∂fV
∂t
(x, t)dx
since fV vanishes at p(t) (i.e.fV (x, t) = 0 for x ≤ p(t)).
d
dt
∫
R
fV (x, t)dx =
∫ +∞
p(t)
∂fV
∂t
(x, t)dx =
∫ +∞
p(t)
σ2
2
∂2fV
∂x2
(x, t)dx+
∫ +∞
p(t)
λ(t)δx=p(t)−adx
=
∫ +∞
p(t)
σ2
2
∂2fV
∂x2
(x, t)dx+ λ(t)
∫ +∞
p(t)
δx=p(t)−adx = −σ
2
2
∂fV
∂x
(p(t), t) + λ(t).
From (1.1.3) λ(t) = σ
2
2
∂fV
∂x (p(t), t). Therefore,
d
dt
∫
R
fV (x, t)dx = 0. (1.3.2)
For the rest of the thesis, without loss of generality we will assume that σ
2
2 = 1 and f(x, t) as
defined in (I).
Lemma 1.3.1 : Let f(x, t) be a solution of equation (1.1.4) formulated on the entire real line
(or with homogeneous Neumann Boundary conditions), it holds that the difference in flux at
the points p(t)− a and p(t) + a is exactly the strength of the source term:
λ(t) = −fx(p(t), t) = fx((p(t)− a)−, t)− fx((p(t)− a)+, t) (i)
and
λ(t) = −fx(p(t), t) = fx((p(t) + a)+, t)− fx((p(t) + a)−, t) (ii)
Proof : We will present the proof only for the case in which (1.1.4) is formulated on the entire
real line. Integrating equation (1.1.4) over the interval (−∞, p(t)− a) we obtain that
∫ p(t)−a
−∞
ft(x, t)dx−
∫ p(t)−a
−∞
fxx(x, t)dx = 0.
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This implies that ∫ p(t)−a
−∞
ft(x, t)dx =
∫ p(t)−a
−∞
fxx(x, t)dx.
Hence,
∂
∂t
∫ p(t)−a
−∞
f(x, t)dx− (p(t)− a))′f((p(t)− a), t) = fx((p(t)− a)−, t).
Therefore,
∂
∂t
∫ p(t)−a
−∞
f(x, t)dx = fx((p(t)− a)−, t) + (p(t)− a))′f((p(t)− a), t). (1.3.3)
Integrating same equation (1.1.4) this time on the interval (p(t)− a, p(t)) we obtain that
∂
∂t
∫ p(t)
p(t)−a
f(x, t)dx+ (p(t)− a)′f((p(t)− a), t)− p(t)′f(p(t), t)) = fx(p(t), t)
−fx((p(t)− a)+, t).
But f(p(t), t) = 0 therefore, the previous equation reduces to
∂
∂t
∫ p(t)
p(t)−a
f(x, t)dx+ (p(t)− a)′f((p(t)− a), t) = fx(p(t), t)− fx((p(t)− a)+, t).
This imlies that
∂
∂t
∫ p(t)
p(t)−a
f(x, t)dx = fx(p(t), t)− fx((p(t)− a)+, t)− (p(t)− a)′f((p(t)− a), t). (1.3.4)
Adding equations (1.3.3) and (1.3.4)
∂
∂t
∫ p(t)−a
−∞
f(x, t) +
∂
∂t
∫ p(t)
p(t)−a
f(x, t)dx = fx(p(t), t)− fx((p(t)− a)+, t)
−(p(t)− a)′f((p(t)− a), t)
+(p(t)− a))′f((p(t)− a), t)
+fx((p(t)− a)−, t).
This imples that
∂
∂t
∫ p(t)
−∞
f(x, t)dx = fx(p(t), t) + fx((p(t)− a)−, t)− fx((p(t)− a)+, t).
Using the fact that mass is preserved, that is
∂
∂t
∫ p(t)
−∞
f(x, t)dx = 0
we obtain that
0 = fx(p(t), t) + fx((p(t)− a)−, t)− fx((p(t)− a)+, t).
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Therefore, (i) is concluded.
Now integrating equation (1.1.4) on the interval (p(t), p(t) + a) we obtain that
∂
∂t
∫ p(t)+a
p(t)
f(x, t)dx+ p(t)
′
f(p(t), t)− (p(t) + a)′f((p(t) + a), t) = fx((p(t) + a)−, t)
−fx(p(t), t).
But f(p(t), t) = 0, therefore, the previous equation reduces to
∂
∂t
∫ p(t)+a
p(t)
f(x, t)dx− (p(t) + a)′f((p(t) + a), t) = fx((p(t) + a)−, t)− fx(p(t), t).
This implies that
∂
∂t
∫ p(t)+a
p(t)
f(x, t)dx = fx((p(t) + a)
−, t)− fx(p(t), t) + (p(t) + a)′f((p(t) + a), t). (1.3.5)
Integrating same equation (1.1.4) this time on the interval (p(t) + a,∞) we obtain that
∂
∂t
∫ ∞
p(t)+a
f(x, t)dx+ (p(t) + a)
′
f((p(t) + a), t) = −fx((p(t) + a)+, t).
This implies that
∂
∂t
∫ ∞
p(t)+a
f(x, t)dx = −fx((p(t) + a)+, t)− (p(t) + a)′f((p(t) + a), t). (1.3.6)
Adding equations (1.3.5) and (1.3.6) we obtain that
∂
∂t
∫ p(t)+a
p(t)
f(x, t)dx+
∂
∂t
∫ ∞
p(t)+a
f(x, t)dx = fx((p(t) + a)
−, t)− fx(p(t), t)
+(p(t) + a)
′
f((p(t) + a), t)
−(p(t) + a)′f((p(t) + a), t)
−fx((p(t) + a)+, t).
The above equation reduces to
∂
∂t
∫ ∞
p(t)
f(x, t)dx = −fx((p(t) + a)+, t) + fx((p(t) + a)−, t)− fx(p(t), t).
Using the fact that mass is preserved, that is
∂
∂t
∫ ∞
p(t)
f(x, t)dx = 0,
we obtain that
0 = −fx((p(t) + a)+, t) + fx((p(t) + a)−, t)− fx(p(t), t),
which proves (ii).
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1.4 Equilibrium Solution of the Model with Homogeneous
Neumann Boundary Conditions
Here we will calculate the equilibrium solution of equation (1.1.5). To do this we set
p(t) = p0, fxx = f
0
xx, ft = 0, fx(p(t), t) = f
0
x(p
0) = λ0
in equation (1.1.5). So the first equation in (1.1.5) reduces to
f0xx − λ0 [δx=p0−a − δx=p0+a] = 0.
Observe that apart from the point of discontinuities (±a) f0xx, must satisfy
f0xx = 0
that is the above equation is satisfied on the intervals
[−H, p0 − a), (p0 − a, p0 + a), (p0 + a,H].
For the interval −H ≤ x < p− a we obtain that
f0xx = 0.
Integrating twice with respect to x we obtain
f0(x) = Ax+B. (1.4.1)
For the interval p− a < x < p+ a
f0xx = 0.
Integrating twice with respect to x we obtain
f0(x) = Cx+D. (1.4.2)
For the interval p+ a < x ≤ H we obtain that
f0xx = 0.
Integrating twice with respect to x we obtain
f0(x) = Ex+ F. (1.4.3)
Using the boundary condition f0x(−H) = f0x(H) = 0 we obtain that
f0x(−H) = A = 0 for −H < x < p− a
and
f0x(H) = E = 0 for p+ a < x < H.
Now using the continuity conditions
f0(p0 − a)− = f0(p0 − a)+,
f0(p0 + a)− = f0(p0 + a)+,
at the points p0 − a and p0 + a as well the result of lemma 1.3.1,
λ0 = f0x(p
0 − a)− − f0x(p0 − a)+,
λ0 = f0x(p
0 + a)+ − f0x(p0 + a)−.
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Applying the continuity condition f0(p0 − a)− = f0(p0 − a)+ and using the fact that A = 0 it
follows that
B = C(p0 − a) +D. (1.4.4)
Applying λ0 = f0x(p
0 − a)− − f0x(p0 − a)+ and also using the fact that A = 0 we obtain,
λ0 = 0− C ⇒ C = −λ0. (1.4.5)
Similarly, applying the continuity condition f0(p0 + a)− = f0(p0 + a)+ and using the fact that
E = 0 we obtain that
C(p+ a) +D = F. (1.4.6)
Applying λ0 = f0x(p
0 + a)+ − f0x(p0 + a)− and also using the fact that E = 0 we obtain that
λ0 = 0− C ⇒ C = −λ0. (1.4.7)
From (1.4.4) and (1.4.5) we have that
B = −λ0(p0 − a) +D = −λ0p0 + λ0a+D ⇒ D = B + λ0p0 − λ0a. (1.4.8)
From (1.4.6) and (1.4.7) we have that
F = −λ0(p0 + a) +D = −λ0p0 − λ0a+D ⇒ D = F + λ0p0 + λ0a. (1.4.9)
From (1.4.8) and (1.4.9) it follows that,
D = B + λ0p0 − λ0a,
D = F + λ0p0 + λ0a,
which is only possible if B = λ0a and F = −λ0a so that D = λ0p0. Therefore,
f0(x) =

λ0a, x ∈ [−H, p0 − a),
−λ0(x− p0), x ∈ (p0 − a, p0 + a),
−λ0a, x ∈ (p0 + a,H].
(1.4.10)
The above (i.e. 1.4.10) is a two parameter family of equilibria.
Remark: An example of the profile of an equilibrium solution with Neumann boundary con-
ditions (depending on the initial masses) is given in the following plot:
Figure 1.1: Profile an equilibrium solution with Nuemann boundary condition.
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1.5 Some Known Results
In this section we will present some known results. In particular, we will present some theorems
without proofs on the existence and asymptotics.
Theorem 1.6.1 : ([Global existence and uniqueness of classical solution] [3]) consider the
following system
ft − fxx = fx(p(t), t)[δp(t)+a − δp(t)−a] in (−1, 1)× [0,∞);
fx(1, t) = fx(−1, t) = 0.
f(x, 0) = fI(x).
Where p(t) = {x : f(x, t) = 0} presumed, for a.e. t, to be singleton, and
a : a(p(t)) = min
{
a,
1
2
|p(t)± 1|
}
with a < 1. (1.6.1)
With initial data fI satisfying the conditions
(i) {fI(x) = 0} = {pI} , fI(x) > 0 for x < pI and fI(x) < 0 for x > pI
(ii) ∂xfI(−1) = ∂xfI(+1) =0.
(iii) Given λI := −∂xfI(pI) > 0, we must have
−∂xfI(x) > 3
4
λI in (pI − a0, pI + a0) (1.6.2)
for some 0 < a0 << a/4. If we define Ω := (−1, 1)× (0,∞). Then there is a unique “density”
f(x, t) ∈ L∞(Ω) and a p : [0,∞)→ (−1,+1), p(t) ∈ C1/2([0,∞)) that satisfies the following:
A For any 0 < t ≤ T , there exists r = r(T ) with r > 0 such that
(i) f is C∞ in {(x, t) : |x− p(t)| ≤ r};
(ii) λ(t) > r ;
(iii) p(t) ∈ (−1 + r, 1− r).
B The density solves the first two equations of (1.6.1) in the classical sense (in terms of
Duhamel’s formula) in Ω with f(x, t) > 0 if x < p(t) and f(x, t) < 0 for x > p(t). Moreover,
f(x, t) uniformly converges to fI(x) as t→ 0
Theorem 1.6.2 : (Global existence and asymptotics near an equilibrium point [4]) For fixed
0 < γ < γˆ, and for any admissible equilibrium solution f0 defined in (1.4.10), there exists ρ > 0,
C > 0 such that if we start with initial data fI ∈ Y satisfying∥∥fI − f0∥∥Y ≤ ρ,
then there exists a unique solution f(x, t) of (1.1.1)-(1.1.3) for all time t > 0 with f(x, 0) = fI(x)
that satisfies
f ∈ C1 ([0,+∞) : Y ) ,
and
‖f(., t)− f∞‖Y ≤ Ce−γt
∥∥fI − f0∥∥Y ,
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for all t > 0 where γˆ is the spectral gap (given in remark (4.3) of [4]) and f∞ is the unique
stationary state that satisfies∫ p∞
−A
f∞ =
∫ pI
−A
fI ,
∫ B
p∞
f∞ =
∫ B
pI
fI .
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Chapter 2
The Basic Model with Dirichlet
Condition
In this chapter, we will present some new results. In particular we will consider the model
(1.1.1)-(1.1.3) with Dirichlet condition in a bounded domain. We will also obtain explicitly the
rate at which the model decays to equilibrium by calculating the spectral gap of the linearized
equation with Dirichlet boundary conditions, perform some numerical experiments with the
model and try to verify numerically the rate at which p(t) decays to equilibrium.
Equation (1.1.4) with Dirichlet boundary conditions is defined as follows:
ft = fxx + λ(t) [δx=p(t)−a − δx=p(t)+a]
f(p(t), t) = 0, f(x, t) > 0 for x ∈ [−H, p(t)), f(x, t) < 0 for x ∈ (p(t), H]
f(−H, t) = 1, f(H, t) = −1
(2.1.0)
Remark: When the model is formulated in a bounded domain with Dirichlet boundary con-
ditions, preservation of mass does not hold (i.e mass is not preserved).
2.1 Equilibrium Solution of the Model with Dirichlet Bound-
ary Conditions.
Consider equation (2.1.0). To obtain the equilibrium solution, we set
p(t) = p0, fxx = f
0
xx, ft = 0, λ(t) = λ
0
in equation (2.1.0). So the first equation in (2.1.0) reduces to
f0xx − λ0 [δx=p0−a − δx=p0+a] = 0. (2.1.1)
Observe that apart from the point of discontinuities, (i.e ±a) f0xx must satisfy
f0xx = 0
that is, the above equation is satisfied on the intervals
[−H, p0 − a), (p0 − a, p0 + a), (p0 + a,H].
For the interval −H ≤ x < p− a we obtain that
f0xx = 0.
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Integrating twice with respect to x we obtain
f0(x) = Ax+B. (2.1.2)
For the interval p− a < x < p+ a
f0xx = 0.
Integrating twice with respect to x we obtain
f0(x) = Cx+D. (2.1.3)
For the interval p+ a < x ≤ H we obtain that
f0xx = 0.
Integrating twice with respect to x we obtain
f0(x) = Ex+ F. (2.1.4)
Using the Boundary conditions f0(−H) = 1 and f0(H) = −1 respectively, we obtain
−AH +B = 1 (2.1.5)
and
EH + F = −1 (2.1.6)
Applying the continuity conditions
f0(p0 − a)− = f0(p0 − a)+.
f0(p0 + a)− = f0(p0 + a).+
at p0 − a and p0 + a respectively as well as the result of lemma 1.3.1
λ0 = f0x(p
0 − a)− = f0x(p0 − a)+.
λ0 = f0x(p
0 + a)− = f0x(p
0 + a)+.
First applying the continuity condition f0(p0 − a)− = f0(p0 − a)+ we obtain
A(p0 − a) +B = C(p0 − a) +D. (2.1.7)
Applying the continuity condition f0(p0 + a)− = f0(p0 + a)+ we obtain
C(p0 + a) +D = E(p0 + a) + F. (2.1.8)
Using λ0 = f0x(p
0 − a)− = f0x(p0 − a)+ we obtain
λ0 = A− C. (2.1.9)
Using λ0 = f0x(p
0 + a)− = f0x(p
0 + a)+ we obtain
λ0 = E − C. (2.1.10)
From (2.1.9) and (2.1.10) we obtain that A = E. Using the fact that A = E in (1.2.6), it follows
that
AH + F = −1. (2.1.11)
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Adding (1.2.11) and (1.2.5) we obtain that
B + F = 0 ⇒ F = −B. (2.1.12)
Using the fact that A = E and F = −B, (2.1.8) reduces to
A(p0 + a)−B = C(p0 + a) +D. (2.1.13)
The free boundary gives Cp0 + D = 0. Applying the condition Cp0 + D = 0 on (2.1.7) and
(2.1.13) respectively we obtain
A(p0 − a) +B = −ac, (2.1.14)
and
A(p0 + a)−B = aC. (2.1.15)
Adding (2.1.14) and (2.1.15) we obtain
2Ap0 = 0
taking p0 6= 0 we then have that A = 0 and this implies that E = 0 (since A = E). From
(2.1.14) we have that
B = −aC ⇒ F = aC (since F = −B).
Also from (2.1.9) or (2.1.10) we obtain that
λ0 = −C ⇒ C = −λ0. (sinceA = E = 0)
From the free boundary, we obtain that
Cp0 = D ⇒ D = λ0p0.
Therefore,
f0(x) =

−λ0a x ∈ [−H, p0 − a)
−λ0(x− p0) x ∈ (p0 − a, p0 + a)
λ0a x ∈ (p0 + a,H]
(2.1.18)
2.2 Linearization of the model
Consider the model 
ft = fxx − fx(p(t), t) [δx=p(t)−a − δx=p(t)+a]
f(p(t), t) = 0
f(−A, t) = f(B, t) = 0
(2.2.1)
To linearize (2.2.1) around the equilibrium solution f0 we set
f = f0 + g, p = p0 + q, g = g(x, t) and q = q(t)
in (2.2.1) after which we differentiate with respect to  and then set  = 0. Setting
f = f0 + g(x, t) and p = p0 + q
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in the first equation of (2.2.1) above we obtain
f0t + gt(x, t) = f
0
xx + gxx(x, t)− (f0x(p0 + q) + gx(p0 + q, t)[δx=p0+q−a − δx=p0+q+a])
= f0xx + gxx(x, t)− f0x(p0 + q) [δx=p0+q−a − δx=p0+q+a]
− gx(p0 + q, t)[δx=p0+q−a − δx=p0+q+a].
Differentiating with respect to  we obtain
0 + gt(x, t) = 0 + gxx(x, t)− ∂
∂
[
f0x(p
0 + q)[δx=p0+q−a − δx=p0+q+a]
]
− ∂
∂
[
gx(p
0 + q, t)[δx=p0+q−a − δx=p0+q+a]
]
. (2.2.2)
Observe that
∂
∂
(f0x(p
0 + q) [δx=p0+q−a − δx=p0+q+a]) = f0xx(p0 + q) q(t) [δx=p0+q−a − δx=p0+q+a]
+ f0x(p
0 + q) [δ′x=p0+q−a − δ′x=p0+q+a] q(t)
(2.2.3)
and
∂
∂
(gx(p
0 + q, t) [δx=p0+q−a − δx=p0+q+a]) = gx(p0 + q, t) [δx=p0+q−a − δx=p0+q+a]
+ gxx(p
0 + q, t) q(t) [δx=p0+q−a − δx=p0+q+a]
+ gx(p
0 + q, t) [δ′x=p0+q−a − δ′x=p0+q+a] q(t).
(2.2.4)
Substituting (2.2.3) and (2.2.4) into (2.2.2) we obtain
gt(x, t) = gxx(x, t)− f0xx(p0 + q) q(t) [δx=p0+q−a − δx=p0+q+a]
− f0x(p0 + q) [δ′x=p0+q−a − δ′x=p0+q+a]
− gx(p0 + q, t)[δx=p0+q−a − δx=p0+q+a]
− gxx(p0 + q, t) q(t) [δx=p0+q−a − δx=p0+q+a]
− gx(p0 + q, t)[δ′x=p0+q−a − δ′x=p0+q+a] q(t).
Setting  = 0 we obtain
gt(x, t) = gxx(x, t)− f0xx(p0) q(t) [δx=p0−a − δx=p0+a]
− f0x(p0) [δ′x=p0−a − δ′x=p0+a] q(t)
− gx(p0, t)[δx=p0−a − δx=p0+a].
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Therefore,
gt(x, t) = gxx(x, t)− (f0xx(p0) q(t) + gx(p0, t)) [δx=p0−a − δx=p0+a]
− f0x(p0) [δ′x=p0−a − δ′x=p0+a] q(t).
Using that f0xx(p
0) = 0 we obtain
gt(x, t) = gxx(x, t)− gx(p0, t) [δx=p0−a − δx=p0+a]− f0x(p0) [δ′x=p0−a − δ′x=p0+a] q(t). (2.2.5)
Next we linearize the boundary conditions and this gives
f0(−A) + g(−A, t) = f0(B) + g(B, t) = 0.
Differentiating with respect to  we obtain
g(−A, t) = g(B, t) = 0 (2.2.6)
Putting (2.2.5) and (2.2.6) together we obtain
gt(x, t) = gxx(x, t)− gx(p0, t) [δx=p0−a − δx=p0+a]− f0x(p0) [δ′x=p0−a − δ
′
x=p0+a] q(t)
g(−A, t) = g(B, t) = 0.
(2.2.7)
Linearizing the condition f(p(t), t) = 0 we obtain that
f0(p0 + q) + g(p0 + q, t) = 0.
Differentiating with respect to  we obtain
f0x(p
0 + q) q(t) + g(p0 + q, t) + gx(p
0 + q, t) q(t) = 0.
Setting  = 0 we obtain
f0x(p
0) q(t) + g(p0, t) = 0
⇒ f0x(p0) q(t) = −g(p0, t).
Therefore,
q(t) =
−g(p0, t)
f0x(p
0)
. (2.2.8)
Substituting (2.2.8) into (2.2.7) we obtain
gt(x, t) = gxx(x, t)− gx(p0, t) [δx=p0−a − δx=p0+a] + g(p0, t)[δ′x=p0−a − δ
′
x=p0+a]
g(−A, t) = g(B, t) = 0.
(2.2.9)
(2.2.9) is the linearization of the model around an equilibrium f0(x).
Remark : Linearization of the model around the equilibrium solution makes the free bound-
ary to disappear from the problem thus reducing it to an initial value problem.
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2.3 Spectral Gap
Here we will calculate explicitly the spectral gap for (2.2.1). Note that we will not be very
precise with the function spaces. However, these function spaces are precisely defined in [4]
Theorem 2.3.1: Consider the linearized operator (first equation of (2.2.9) where we have
without loss of generality assumed that p0 = 0)
Lg = gxx − gx(0) [δx=−a − δx=a]− g(0)[δ′x=−a − δ′x=a]
defined in the interval [−A,B] and with boundary conditions
g(−A) = g(B) = 0.
The non-zero eigenvalues must be of the form
µ = −α2 for α = npia , (2n+1)pi2A−a , (2n+1)pi2B−a for some n ∈ N.
Proof: Let µ ∈ C and let g be a function such that Lg = µg. That is
gxx − gx(0) [δx=−a − δx=a]− g(0)[δ′x=−a − δ′x=a] = µg
The function g is discontinuous at the points ±a with jumps
g(a+)− g(a−) = g(0)
g(−a+)− g(−a−) = −g(0).
(2.3.1)
Also the derivatives of the function g are discontinuous at the points ±a with jumps
g′(a+)− g′(a−) = −g′(0)
g′(−a+)− g′(−a−) = g′(0).
(2.3.2)
Observe that apart from the point of discontinuities (i.e ±a) the function g must satisfy
gxx = µg (2.3.3)
that is (2.3.3) is satisfied on the sub-intervals (−a, a), (a,B) and (−A,−a). Our main aim now
is to find the eigenfunctions in a similar way as we find the eigenvalues and eigenfunctions for
the Laplacian.
Let
g = emx ⇒ gx = memx and gxx = m2emx.
Therefore, (2.3.3) can be written as
m2emx = µemx.
Dividing both sides with emx we obtain
m2 = µ ⇒ m = ±√µ.
Let α = ±√µ ∈ C, α 6= 0 therefore, m = ±α. This is a case of a second order differential
equation with different roots, therefore its general solution is of the form X(x) = K1e
αx+K2e
αx.
Let g1(x) be the solution on the interval (−a, a), g2(x) the solution on the interval (a,B) and
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g3(x) the solution on the interval (−A,−a). Therefore,
g1(x) = C1e
αx + C2e
−αx in (−a, a),
g2(x) = D1e
αx +D2e
−αx in (a,B),
g3(x) = E1e
αx + E2e
−αx in (−A,−a).
(2.3.4)
Apply the boundary conditions
g(−A) = g(B) = 0
we obtain
g3(−A) = E1e−Aα + E2eAα = 0
⇒ E1e−Aα = −E2eAα.
Dividing both sides of the previous equation by e−Aα we obtain
E1 = −E2e2Aα (2.3.5)
and
g2(B) = D1e
Bα +D2e
−Bα = 0
⇒ D1eBα = −D2e−Bα.
Dividing both sides of the previous equation with eBα we obtain
D1 = −D2e−2Bα. (2.3.6)
Now substituting (2.3.6) and (2.3.5) into (2.3.4) and set D2 = D and E2 = E we obtain
g1(x) = C1e
αx + C2e
−αx in (−a, a),
g2(x) = D[−e−2Bα+αx + e−αx] in (a,B),
g3(x) = E[−e2Aα+αx + e−αx] in (−A,−a).
(2.3.7)
Applying the matching conditions
g2(a)− g1(a) = g1(0)
g′2(a)− g′1(a) = −g′1(0)
respectively at x = a we obtain
D [−e−2Bα+αa + e−αa]− [C1eαa + C2e−αa] = C1 + C2
⇒ D [−e−2Bα+αa + e−αa]− C1eαa − C2e−αa − C1 − C2 = 0
⇒ D [−e−2Bα+αa + e−αa]− C1 [eαa + 1]− C2 [e−αa + 1] = 0 (2.3.8)
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and
αD [−e−2Bα+αa − e−αa]− α [C1eαa − C2e−αa] = −α [C1 − C2]
⇒ αD[−e−2Bα+αa − e−αa]− α[C1eαa − C2e−αa] + α[C1 − C2] = 0
⇒ D [−e−2Bα+αa − e−αa]− [C1eαa − C2e−αa] + [C1 − C2] = 0
(dividing both sides with α).
⇒ D [−e−2Bα+αa − e−αa]− C1eαa + C2e−αa + C1 − C2 = 0
⇒ D [−e−2Bα+αa − e−αa]− C1[eαa − 1] + C2[e−αa − 1] = 0. (2.3.9)
Adding (2.3.8) and (2.3.9) we obtain
−2De−2Bα+αa − 2C1eαa − 2C2 = 0.
Dividing both sides of the previous equation with −2 we obtain
C1e
αa + C2 +De
−2Bα+αa = 0. (2.3.10)
Subtracting (2.3.9) from (2.3.8) and dividing by −2 we obtain
C1 + C2e
−αa −De−αa = 0. (2.3.11)
Applying the matching conditions
g1(−a)− g3(−a) = −g1(0)
g′1(−a)− g′3(−a) = g′1(0)
at the point x = −a that is g1(−a)− g3(−a) = −g1(0) gives
C1e
−αa + C2eαa − E[−e2Aα−αa + eαa] = −[C1 + C2]
⇒ C1e−αa + C2eαa + Ee2Aα−αa − Eeαa + C1 + C2 = 0 (2.3.12)
and g′1(−a)− g′3(−a) = g′1(0) gives
α[C1e
−αa − C2eαa]− αE[−e2Aα−αa − eαa] = α[C1 − C2]
⇒ α[C1e−αa − C2eαa]− αE[−e2Aα−αa − eαa]− α[C1 − C2] = 0
⇒ [C1e−αa − C2eαa]− E[−e2Aα−αa − eαa]− [C1 − C2] = 0
(dividing both sides with α).
⇒ C1e−αa − C2eαa + Ee2Aα−αa + Eeαa − C1 + C2 = 0. (2.2.13)
Adding (2.3.12) and (2.3.13) and dividing both sides by 2 we obtain
C1e
−αa + C2 + Ee2Aα−αa = 0. (2.3.14)
Subtracting (2.3.13) from (2.3.12) gives
2C2e
αa + 2C1 − 2Eeαa = 0.
Dividing both sides with 2 we obtain
C2e
αa + C1 − Eeαa = 0 (2.3.15)
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(2.3.10), (2.3.11), (2.3.14) and (2.3.15) give a homogeneous system of four equations in four
unknowns. Next we compute the determinant of the system. That is
det =
∣∣∣∣∣∣∣∣
eαa 1 e−2Bα+αa 0
1 e−αa −e−αa 0
e−αa 1 0 e2Aα−αa
1 eαa 0 −eαa
∣∣∣∣∣∣∣∣
Since we can find determinant using any of the columns, choosing column 3 (since two elements
of column 3 are zero) we obtain
det = (e−2Bα+αa)
∣∣∣∣∣∣
1 e−αa 0
e−αa 1 e2Aα−αa
1 eαa −eαa
∣∣∣∣∣∣− (−e−αa)
∣∣∣∣∣∣
eαa 1 0
e−αa 1 e2Aα−αa
1 eαa −eαa
∣∣∣∣∣∣
= e−2Bα+αa
{
1
∣∣∣∣ 1 e2Aα−αaeαa −eαa
∣∣∣∣− e−αa ∣∣∣∣e−αa e2Aα−αa1 −eαa
∣∣∣∣}
+ e−αa
{
eαa
∣∣∣∣ 1 e2Aα−αaeαa −eαa
∣∣∣∣− 1 ∣∣∣∣e−αa e2Aα−αa1 −eαa
∣∣∣∣}
e−2Bα+αa
[
1
{−eαa − e2Aα}− e−αa {−1− e2Aα−αa}]+ e−αa[eαa {−eαa − e2Aα}
−1{−1− e2Aα−αa}]
⇒ e−2Bα+αa[−eαa − e2Aα + e−αa + e2Aα−2αa] + e−αa[−e2αa − e2Aα+αa + 1 + e2Aα−αa]
−e−2Bα+2αa − e2Aα+αa−2Bα + e−2Bα + e2Aα−αa−2Bα − eαa − e2Aα + e−αa + e2Aα−2αa
=
{
e2αa − 1}{eαa + e2Aα}{eαa + e2Bα} (−e−2αa−2Bα) (2.3.16)
Observe that from (2.3.16), the determinant of the coefficient matrix is not equal to zero.
Therefore, the trivial solution will only exists if one of{
e2αa − 1}{eαa + e2Aα}{eαa + e2Bα}
vanishes. In that case we have that{
e2αa − 1} = 0 ⇒ e2αa = 1
using the following property of complex exponentials 1 = e2pini the previous equation becomes
e2αa = e2pini
taking natural logarithm of both sides we obtain
2αa = 2npii ⇒ α = 2npii
2a
=
npii
a
(2.3.17)
or {
eαa + e2Aα
}
= 0 ⇒ eαa + e2Aα = 0.
Dividing both sides with eαa we obtain
1 + e2Aα−αa = 0 ⇒ e2Aα−αa = −1.
Observe that −1 = (1)(−1) and −1 = epii and 1 = e2pini. Therefore the previous equation
becomes
e2Aα−αa = e2pini.epii = e2pini+pii.
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Taking natural logarithm of both sides we obtain
2Aα− αa = 2pini+ pii
⇒ (2A− a)α = (2n+ 1)pii ⇒ α = (2n+ 1)pii
2A− a (2.3.18)
or {
eαa + e2Bαa
}
= 0 ⇒ eαa + e2Bαa = 0.
Dividing both sides with eαa we obtain
1 + e2Bα−αa = 0 ⇒ e2Bα−αa = −1 ⇒ e2Bα−αa = e2pini.epii = e2pini+pii.
Taking natural logarithm of both sides we obtain
2Bα− αa = 2pini+ pii ⇒ (2B − a)α = (2n+ 1)pii.
Dividing both sides with (2B − a) we obtain
α =
(2n+ 1)pii
2B − a . (2.3.19)
Therefore from (2.3.17),(2.3.18),(2.3.19) we have that the real part of α is zero and the imaginary
part is
I(α) =
2npi
2a
=
npi
a
,
(2n+ 1)pi
2A− a ,
(2n+ 1)pi
2B − a 
Definition (Spectral gap): This is the smallest nonzero eigenvalue.
From (2.3.17),(2.3.18) and (2.3.19) we have that
α =
npii
a
,
(2n+ 1)pii
2A− a ,
(2n+ 1)pii
2B − a .
In particular, for n = 1
α2 = −
(pi
a
)2
, −
(
(2 + 1)pi
2A− a
)2
, −
(
(2 + 1)pi
2B − a
)2
using that fact that µ = −α2 we obtain that
µ =
(pi
a
)2
,
(
(2 + 1)pi
2A− a
)2
,
(
(2 + 1)pi
2B − a
)2
.
Therefore the spectral gap is given by
γ = min
{(pi
a
)2
,
(
(2 + 1)pi
2A− a
)2
,
(
(2 + 1)pi
2B − a
)2}
(2.3.20)
2.4 Numerical Experiments On Bounded Domains
Here we consider the behaviour of solutions of the model on bounded domains, say Ω = (−5, 5).
The parameters a and σ2/2 in the model are both set equal to 1. The spatial domain have been
discretized into small sub-intervals and the differential operators have been approximated using
finite differences. The Dirac delta function have be approximated by functions that vanishes
everywhere except at one of the nodes. The Crank-Nicholson method was used to integrate the
time evolution.
If one solves the initial value problem with initial conditions not far from the equilibrium
defined in (1.4.10) with λ0 = a = 1 and p0 = 0. The evolution of p(t) reveals that p(t) reaches
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a minimum of −0.0004878 and a maximum of 7.356e− 005 after which it decays exponentially
as shown in Figure 2.1 below
Figure 2.1: Plot of p(t).
The part of the cure where p(t) decays to exponentially is shown in figure 2.2 below
Figure 2.2: Exponential decay of p(t).
2.5 Decay Rate
Here we will find numerically the rate at which p(t) decays exponentially. To do this, recall
that if we have a collection of data points known to follow an exponential curve, that is a curve
of the form
p(t) = βebt
then b gives the growth rate if it is positive (> 0) and the decay rate if it is negative (< 0).
Therefore, fitting the curve in figure 2.2 using the method of exponential least squares we obtain
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Figure 2.3: Exponential least square fitting of the cure of exponential decay of p(t).
The above plots represents the exponential least square fitting of the exponential decay of p(t)
with the purple plot representing the original data and the red plot the exponential least square
fitting of the original data.
The following are the details of the fitting i.e Coefficients (with 95 percent confidence bounds):
β = 7.183e− 005 (6.643e− 005, 7.723e− 005)
b = −1.193 (−0.4645,−0.2787)
and the goodness of fit statistics:
Adjusted R-square : 0.9742, SSE : 1.264e− 010
R-square : 0.9755, RMSE : 2.579e− 006
where,
SSE: stands for the sum of squares due to error and it measures the total deviation of the
response values from the fit to the response values. A value closer to 0 indicates that the model
has a smaller random error component, and that the fit will be more useful for prediction.
R-square: measures how successful the fit is in explaining the variation of the data. It is also
called the square of the multiple correlation coefficient and the coefficient of multiple determi-
nation. R-square can take on any value between 0 and 1, with a value closer to 1 indicating
that a greater proportion of variance is accounted for by the model. For example, in our case
the R-square value of 0.9755 means that the fit explains 97.55 percent of the total variation in
the data about the average. In other words, an R-square value of 1 indicates that the regression
line perfectly fits the data.
RMSE: stands for the root mean squared error it is also known as the fit standard error and
the standard error of the regression. It is an estimate of the standard deviation of the random
component in the data. Just as with SSE, an RMSE value closer to 0 indicates a fit that is
more useful for prediction.
The adjusted R-square: can take on any value less than or equal to 1, with a value closer
to 1 indicating a better fit.
Now let us compare the rate at which p(t) decays to equilibrium obtained from the numerical
experiment above with the spectral gap. Using the fact that a = 1,−A = −5⇒ A = 5 and B =
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5. From (2.3.20) we obtain that
γ = min
{
pi2,
pi2
9
,
pi2
9
}
.
Therefore γ = pi
2
9 ≈ 1.0966. From the numerical experiment we obtained that the rate of decay
of p(t) was 1.193 and so the error is approximately 8.7 percent.
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Chapter 3
The Modified Model (Instability
and Bifurcation)
According to the basic model market always stabilizes so in this chapter, we will present a
modification of the model in which without changing the equilibrium solutions will make the
model to become unstable in some cases. We will also discuss the instability and bifurcation of
the modified model and present the results of new numerical experiments performed.
3.1 The Modified Model (Trend Depending Model)
Consider the model
∂fB
∂t − σ
2
2
∂2fB
∂t2 = (λ(t)−Rp′(t))δp(t)−a if x < p(t), t > 0,
∂fV
∂t − σ
2
2
∂2fV
∂t2 = (λ(t) +Rp
′(t))δp(t)+a if x > p(t), t > 0,
λ(t) = −σ22 ∂fB∂x (p(t), t) = σ
2
2
∂fV
∂x (p(t), t),
(3.1.1)
with fB(p(t), t) = fV (p(t), t) = 0, fB(x, t) > 0 for x < p(t), fV (x, t) > 0 for x > p(t). Here R
is a parameter which can be positive, negative or zero and when R = 0 we recover the original
model.
R > 0 means that if prices grow (p′(t) > 0), due to the natural tendency that buyers like to
buy at low prices some buyers leave the market and re-enter into the market as vendors. This
is somehow the idea that when prices are high it is time to sell and not time to buy. On the
other hand when prices fall (p′(t) < 0), due to the natural tendency that vendors like to sell at
high prices some vendors leave the market and re-enter into the market as buyers.
R < 0 means that if prices grow (p′(t) > 0) some people outside the market enter as buyers
probably because they think that the price will continue to grow for some time and so it is a
good time to buy, also some vendors leave the market perhaps expecting that the prices will
keep growing so as to re-enter the market as vendors when the prices grows higher. On the
other hand when prices fall (p′(t) < 0), some buyers leave the market probably because they
think the prices will keep falling so that they will re-enter the market when prices gets even
lower at the same time, some people outside the market possibly these previous buyers enter
the market as vendors possibly thinking that prices will keep falling and so it is a good time to
sell.
Summarising, R > 0 represents a conservative market while R < 0 represents a more aggressive
investment.
Equation (3.1.1) can be written as a single equation by setting f = fB − fV as was done in
(1.1.4) to obtain
ft − σ
2
2
fxx = −σ
2
2
fx(p(t), t)(δp(t)−a − δp(t)+a)−Rp′(t)(δp(t)−a − δp(t)+a), (3.1.2)
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where the term Rp′(t)(δp(t)−a − δp(t)+a) is referred to as the nonlinear part of the equation.
Possible alternative nonlinearities can be obtained by replacing
−Rp′(t)(δp(t)−a − δp(t)+a)
in (3.1.2) with the expression
−Rp′(t)(f(p(t)− a, t)δp(t)−a − f(p(t) + a, t)δp(t)+a)
or, with more generality by
−Rp′(t)(φ(f(p(t)− a, t))δp(t)−a − φ(f(p(t) + a, t))δp(t)+a) (3.1.3)
with φ(r) satisfying the condition that φ(−r) = −φ(r) and φ(r) > 0 when r > 0. Therefore
choices for φ could be φ(r)=sign(r) and one recovers (3.1.2) or φ(r) = r or φ(r)= tanh(r).
We will consider without loss of generality nonlinearities of the form (3.1.3) such that
φ(1) = −φ(−1) = 1.
In particular we will consider the following three cases
φ(r) =

φ1(r) = sign(r), or
φ2(r) = r, or
φ3(r) =
tanh(r)
tanh(1) .
(3.1.4)
Setting σ
2
2 = 1 and a = 1 in (3.1.2), with a shift x = p(t) + y ⇒ y = x− p(t) we can rewrite the
equation in terms of a new unknown the locates the free boundary always at y = 0. Let this
new unknown be
u(y, t) = f(x, t)
Differentiating u(y, t) with respect to t we obtain
∂u
∂t
=
∂u
∂t
− ∂u
∂y
p′(t)
also differentiating u(y, t) twice with respect to y we obtain uyy(y, t). Observe that
uy(y, t) = fx(x, t), u(0, t) = f(p(t), t)
and
δx=p(t)−1 = δy+p(t)=p(t)−1 = δy=−1 = δ−1, δx=p(t)+1 = δy+p(t)=p(t)+1 = δy=1 = δ1.
Therefore, uy(0, t) = fx(p(t), t). Hence in terms of the new unknown, (3.1.2) can be written as
∂u
∂t
− ∂u
∂y
p′(t) =
∂2u
∂y2
− ∂
∂y
u(0, t)[δ−1 − δ1]−Rp′(t)(δ−1 − δ1)
⇒ ∂u
∂t
=
∂2u
∂y2
− ∂
∂y
u(0, t)[δ−1 − δ1] + ∂u
∂y
p′(t)−Rp′(t)(δ−1 − δ1)
where
p′(t) = −uyy(0, t)
uy(0, t)
.
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Remark: Alternatively, one can use the shift y = p(t) + x ⇒ x = y − p(t) to locate the free
boundary always at x = 0 and in this case we obtain
∂u
∂t
=
∂2u
∂x2
− ∂
∂x
u(0, t)[δ−1 − δ1] + ∂u
∂x
p′(t)−Rp′(t)(δ−1 − δ1)
p′(t) = −uxx(0, t)
ux(0, t)
. (3.1.5)
3.2 Traveling wave solution
Consider (3.1.5) we would like to find solutions that correspond to travelling waves with wave
speed p′(t) = c for the original problem. Observe that if p′ = 0 the only equilibrium solution of
(3.1.5) is similar to that given in (1.4.10).
If we set
p′(t) = −uxx(0)
ux(0)
= c
for some constant c 6= 0. Observe that apart from the point of discontinuities, u satisfies
uxx = −cux (3.2.1)
that is (3.2.1) is satisfied on the interval (−∞,−1), (−1, 1) and (1,∞). Therefore solving (3.2.1)
on these intervals we obtain
u(x) =

u1(x) = a1 + a2e
−cx in (−∞,−1),
u2(x) = b1 + b2e
−cx in (−1, 1),
u3(x) = d1 + d2e
−cx in (1,+∞).
(3.2.2)
Therefore u1, u2 and u3 have to satisfy the following matching and jump conditions:
u2(0) = 0,
u1(−1−) = u2(−1+),
u2(1
−) = u3(1+),
u2x(−1+)− u1x(−1−) = u2x(0) +Rcφ(u(−1)),
u3x(1
+)− u2x(1−) = −u2x(0)−Rcφ(u(−1)).
(3.2.3)
First assume that c > 0 and impose the conditions
u(−∞) = ρ > 0, u(x) bounded. (3.2.4)
The first equation in (3.2.3) gives
b1 + b2 = 0. (3.2.5)
The second equation of (3.2.3) gives
a1 + a2e
c = b1 + b2e
c. (3.2.6)
The third equation of (3.2.3) gives
b1 + b2e
−c = d1 + d2e−c. (3.2.7)
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The fourth equation of (3.2.3) gives
b2(1− ec) + a2ec = Rφ(w(−1)). (3.2.8)
The fifth equation of (3.2.3) gives
b2(1− e−c) + d2e−c = Rφ(w(1)). (3.2.9)
Applying (3.2.4) we obtain that a1 = ρ and a2 = 0. From (3.2.5) b1 = −b2 . From (3.2.6) we
obtain
−b2(1− ec) = ρ ⇒ b2 = − ρ
(1− ec) .
Therefore, b1 =
ρ
(1−ec) . With a little algebra on (3.2.8) and (3.2.9) we obtain
d1 = −ρφ(ρe
−c)
φ(ρ)
and d2 = −ρ+ ρecφ(ρe
−c)
φ(ρ)
,
and the relation
φ(ρ) = −ρ/R
The conclusion here is that for each value of c > 0 and each value of ρ > 0 there exists a unique
traveling wave with profile uc,ρ that moves with speed c
lim
x→−∞u
c,ρ = ρ, lim
x→∞u
c,ρ = −ρφ(ρe
−c)
φ(ρ)
and R is given by
R =
−ρ
φ(ρ)
.
Observe that the profile is constant for −∞ < x ≤ −1 but not for 1 < x ≤ ∞ and that
limx→∞ uc,ρ(x) is not −ρ for most nonlinearities with the exception of φ = φ1. Note that as
c→ 0 with fixed ρ the profile uc,ρ(x) approaches the equilibrium profile given in (1.4.10)
For c < 0, instead of using limx→−∞ uc,ρ(x) = ρ > 0 as a parameter it is more convenient
to parametrize by the limit at +∞, whose value must now be negative and will be called −ρ
where ρ is positive. One gets a profile uc,ρ(x) with the property that uc,ρ(x) = u−c,ρ(−x) and
we get the previous case.
Summarizing, what we obtain is that for each pair of (c, ρ) with ρ > 0 there exist a unique
traveling wave profile uc,ρ that moves with velocity c and with the following behaviour at
infinity:
if c > 0 then
lim
x→−∞u
c,ρ(x) = ρ.
If c < 0 then
lim
x→∞u
c,ρ(x) = −ρ
and if c = 0 then
lim
x→−∞u
0,ρ(x) = − lim
x→∞u
0,ρ(x) = ρ.
Let us now describe the profile one gets with the φ1(r) = sign(r) defined in (3.1.5). In this
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case, the traveling wave profiles for ρ = 1 are explicitly given by
uc,1(x) =

1 in (−∞,−1)
− 11−ec (e−cx − 1) in (−1, 1)
−1− (1− ec)e−cx in (1,+∞).
for c > 0, and
uc,1(x) =

1− (e−c − 1)e−cx in (−∞,−1)
− 1e−c−1 (e−cx − 1) in (−1, 1)
−1 in (1,+∞).
for c < 0.
3.3 Summary of Known Results:
Here we present a summary of known results for the modified (trend depending) model. In par-
ticular we will present two theorems without proof. First consider (3.1.5) with the nonlinearity
defined in (3.1.3). We obtain the following equation
∂u
∂t =
∂2u
∂x2 − ∂∂xu(0, t)[δ−1 − δ1] + ∂u∂xp′(t)−Rp′(t)(φ(u(−1, t))δ−1 − φ(u(1, t))δ1)
u(0, t) = 0, p′(t) = −uxx(0,t)ux(0,t) .
(3.3.1)
Where we have without loss of generality set a = 1. Also recall that (3.1.5) was obtain from a
transformation which locates the free boundary always at x = 0 i.e.(p(t) = 0)
Theorem 3.1.1 : (Linear Analysis [5]) The eigenvalues λ of the linear part of (3.3.1) around
the equilibrium (defined in (1.4) of [5]), given by
L1g := gxx − gxx(0, t)χ(−1,1) − gx(0, t)[δ−1− δ1] +Rgxx(0, t)[δ−1− δ1], (3.3.2)
satisfy
R(λ) ≤ 0 for all − 1 ≤ R ≤ R0,
where R0 ' 9.36... = (1 − ea0cos(a0))/a0 and a0 is the root of cos(a) − sin(a) = e−a near
a ' 3.94.... For R = −1 a real eigenvalue becomes positive and for R = R0 a pair of simple
complex conjugated nonzero eigenvalues cross the imaginary axis from left to right.
Theorem 3.1.2 : (The Non-linear Problem [5]) For certain ranges of R < 0 a global two-
parameter family of travelling waves exists, that bifurcate from the one dimensional family of
equilibra. This family bifurcates from w1(x) (defined in (1.4) of [5]) at R = −1. These waves
appear in pairs, with velocity c > 0, meaning inflationary solution, and with velocity −c, that
is deflationary. For the three nonlinearities defined in (3.1.4), they are described more explicitly
for φ = φ1 and occupy the whole rage R ∈ (−∞, 0). For φ = φ2, this continuum of solutions
lie entirely in R = −1, while for φ = φ3 it occupies the range −∞ < R < −tanh(1)
3.4 Numerical Experiments on The Modified Model
Numerical experiments on this new model shows that for large values of R (positive and nega-
tive), the equilibrium solution becomes unstable. Also bifurcated solutions appear in the form
of periodic oscillations for R > 0 which is as a result of Hopf bifurcation and solutions in the
form of travelling waves for R < 0. Roughly speaking for R = −1, the bifurcated solutions that
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occur are in the form of traveling waves moving from right and left and for R = R0 ' 9.36...
an Andronov-Hopf type of bifurcation occurs giving rise to periodic oscillations. In particular,
for R > R0 a family of periodic solutions appear near the equilibrium solution and depending
on the nonlinearity under consideration determines if stable oscillations persists or not.
Numerical simulations done for the problem (3.3.1) on the bounded domain −5 < x < 5 with
boundary conditions u(−5, t) = 1 and u(5, t) = −1 where the spatial domain was discretized
into small sub-intervals and the differential operators approximated by finite differences. The
Dirac delta function have been approximated by functions that vanishes except at one of the
nodes. Also Crank-Nicholson method was used to integrate the time evolution. Solving the
initial value problem with one of the non-linearities in (3.1.4) and an initial condition not far
from the equilibrium defined in (2.1.18) we obtain the following results
3.4.1 Numerical Experiments for the Nonlinearity φ = φ1
Here stable periodic solutions are obtained for R larger than R0. In particular, for 9.36 ≤ R ≤
9.5 stable periodic solutions exists and the evolution of p(t) oscillates with amplitude gradually
decreasing to zero (underdamped oscillation) as shown in the next plot:
Figure 3.1: Evolution of p(t) for R = 9.5.
For 9.6 ≤ R ≤ 10.1 stable periodic solutions exist and the evolution of p(t) starts oscillation
with increasing amplitude reaches a maximum and then gradually decays to zero as shown in
the next plot:
Figure 3.2: Evolution of p(t) for R = 10.
For R = 10.2, stable periodic solution exist and the evolution of p(t) oscillates with increasing
amplitude as shown in the next plot:
Figure 3.3: Evolution of p(t) for R = 10.2.
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For 10.3 ≤ R ≤ 11.8 stable periodic solutions exist and the evolution of p(t) start oscillation
with increasing amplitude, reaches a maximum and then stabilizes as shown in the next plot:
Figure 3.4: Evolution of p(t) for R = 11.
As an example for R = 11.5, stable periodic solution exists with period T ≈ 0.188. The
following eight plots represents profiles at time t = 0.0235, t = 0.047, t = 0.0705, t = 0.094, t =
0.1175, t = 0.141, t = 0.1645 with the first four representing the the first half period and the
next four the second half period respectively
(a) t=0. (b) t=0.0235.
(c) t=0.047. (d) t=0.0705.
Figure 3.5: First half period for R = 11.5.
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(a) t=0.094. (b) t=0.1175.
(c) t=0.141. (d) t=0.1645.
Figure 3.6: Second half period for R = 11.5.
The evolution of p(t) along this periodic solution is represented in the next plot:
Figure 3.7: Evolution of p(t) for R = 11.5.
For R ≥ 11.9 no stable oscillations seem to exist and the profile becomes positive for some
positive values of x and negative for some negative values of x, also the evolution of p(t) along
this profile no longer oscillates as shown in the following plots:
(a) Nonperiodic profile for R ≥ 11.9. (b) Evolution of p(t)for R ≥ 11.9.
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3.4.2 Numerical Experiments for the Nonlinearity φ = φ2
Here stable periodic solutions exists for R larger than R0. In particular, for 9.36 ≤ R ≤ 10.1
stable periodic solutions exist and the evolution of p(t) oscillates with amplitude gradually de-
creasing to zero (underdamped oscillation) as shown in the following plot:
Figure 3.8: Evolution of p(t) for R = 10 (underdamped oscillation).
For 10.2 ≤ R ≤ 41 stable periodic solution exist and the evolution of p(t) starts oscillation with
amplitude gradually increasing reaches a maximum, and then stabilizes but all of a sudden
disappears (stops) as shown in the next plot:
Figure 3.9: Evolution of p(t) for R = 15.
As an example we consider the case R = 20 stable periodic solution exists with period T ≈
0.0554. The following eleven plots represents the periodic profiles at time t = 0, t = 0.005036, t =
0.010072, t = 0.015108, t = 0.020144, t = 0.02518, t = 0.030216, t = 0.035252, t = 0.040288, t =
0.045324, t = 0.05036.
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(a) t=0. (b) t=0.005036.
(c) t=0.010072. (d) t=0.015108.
Figure 3.10: Periodic profile for R = 20.
(a) t=0.020144. (b) t=0.02518.
(c) t=0.030216. (d) t=0.035252.
Figure 3.11: Periodic profile for R = 20.
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(a) t=0.040488. (b) t=0.045324.
(c) t=0.05036.
Figure 3.12: Periodic profile for R = 20.
The evolution of p(t) along this periodic solution is represented in the next plot:
Figure 3.13: Evolution of p(t) for R = 20.
For R > 41 periodic solutions do not seem to exist.
3.4.3 Numerical Experiments for the Nonlinearity φ = φ3
Here periodic solutions are also obtained for R larger than R0. In particular for 9.36 ≤ R ≤ 9.9,
stable periodic solutions exists and the evolution of p(t) oscillates with amplitude decreasing to
zero (underdamped oscillation) as shown in the following plot:
39
Figure 3.14: Evolution of p(t) for R = 9.9 (underdamped oscillation).
For 10 ≤ R ≤ 10.1, stable periodic solutions exist and the evolution of p(t) starts oscillation
with increasing amplitude reaches a maximum point and then decays to zero as shown in the
next plot:
Figure 3.15: Evolution of p(t) for R = 10.1.
For R = 10.2 stable periodic solution exist and the evolution of p(t) oscillates with increasing
amplitude as shown in the next plot:
Figure 3.16: Evolution of p(t) for R = 10.2.
For R > 10.2, stable periodic solutions exist and the evolution of p(t) oscillates. As an example
we consider the case R = 1000000. Here stable periodic solution exist with period T ≈ 0.2.
The following eight plots represents profiles of the periodic solution at time t = 0, t = 0.025, t =
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0.05, t = 0.075, t = 0.1, t = 0.125, t = 0.15, t = 0.175 with the first four plots representing the
first half period and the second four representing the second half period.
(a) t=0. (b) t=0.025.
(c) t=0.05. (d) t=0.075.
Figure 3.17: First half period for R = 1000000.
(a) t=0.1. (b) t=0.125.
(c) t=0.15. (d) t=0.175.
Figure 3.18: Second half period for R = 1000000.
41
The evolution of p(t) along this periodic solution is given in the next plot:
Figure 3.19: Evolution of p(t) for R = 1000000.
Remark: This numerical experiment is just a demonstration that for the nonlinearity φ3 stable
periodic oscillations exists for very large values of R.
3.5 Conclusion
From the above analysis and numerical experiments, we have seen that if one solves the initial
value problem with the nonlinearities defined in (3.1.4) and initial conditions not far from
the equilibrium solution defined in (2.1.18), a stable periodic solution is approached for values
of R larger than R0 and a travelling wave solution for R < −1. Stable oscillations seem to
exist for certain rage of values of R ≥ R0 with φ1 having the least range of value for which
stable oscillations exists followed by φ2. In particular the range of values of R for which stable
oscillations exists for the the respective nonlinearites and the behaviour of the evolution of price
at the respective ranges are as follows:
For φ = φ1 = sign(r):
• for 9.36 ≤ R ≤ 9.5, stable periodic solutions exists and the evolution of p(t) oscillates
with amplitude gradually decreasing to zero. However, this behaviour is probably a result
of numerical error maybe due to the fact that we are too close to the bifurcation point.
• For 9.36 ≤ R ≤ 10.1, Stable periodic solutions also exist but here the evolution of p(t)
starts oscillation with increasing amplitude, reaches a maximum and then decays gradually
to zero. Again this behaviour is probably a result of numerical error maybe due to the
fact that we are too close to the bifurcation point.
• For R = 10.2, stable periodic solutions exist and the evolution of p(t) oscillates with
amplitude gradually increasing.
• For 10.3 ≤ R ≤ 11.8, stable periodic solutions exist and the evolution of p(t) starts
oscillation with increasing amplitude which reaches a maximum and then stabilizes.
• For values of R ≤ 11.9 stable periodic solutions seem not to exist.
For φ = φ2 = r:
• For 9.36 ≤ R ≤ 10.1 stable periodic solutions exists and the evolution of p(t) oscillates
with amplitude gradually decreasing to zero. However, this behaviour is probably a result
of numerical error that can arise due to the fact that we are too close to the bifurcation
point.
• For 10.2 ≤ R ≤ 41, stable periodic solutions exist and the evolution of p(t) stars oscillation
with increasing amplitude which eventually stabilizes but after some time disappears
(stops).
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• Stable periodic solutions seem not to exist for R > 41.
• For this nonlinearity, the solution is not such a good one from the modelling point of view
because the periodic profile at some point becomes positive and negative respectively
which is not realistically feasible. Also the periodic profile is odd.
For φ = φ3 = tanh(r)/tanh(1):
• For 9.36 ≤ R ≤ 9.9, stable periodic solution exist but the evolution of p(t) oscillates with
amplitude gradually decreasing to zero. This maybe as a result of the fact that we are
too close to the bifurcation point.
• For 10 ≤ R ≤ 10.2, stable periodic solutions exist and the evolution of price oscillates
with increasing amplitude, reaches a maximum and then gradually decays to zero. Again
this is possibly a result of numerical error which may occur maybe because we are close
to the bifurcation point.
• For R = 10.2, stable periodic solution exist and the evolution of price oscillates with
increasing amplitude.
• For R > 10.2, Stable periodic solutions exist and the evolution of price oscillates.
We can say that the nonlinearity φ3 presents the best results because stable periodic solutions
exists for all values of R ≥ 9.36. Also worthy of note is the fact that for the nonlinearity φ2 stable
periodic oscillations exist for larger range of values of R than φ1 however, it exibits a strange
behaviour in the sense that the evolution of price p(t) at some point suddenly disappears.
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Chapter 4
The Modified Model When The
Trend Evolves With Time
In this chapter, we introduce a new modification of the model. In Particular we will perform
numerical experiments with the modified model but this time when the trend evolves with
time. To do this, we replace the term R with R + αsin(βt) in the modified model. Here α
and β are parameters with α ∈ R, β ∈ R. If one solves the initial value problem for one of the
nonlinearities defined in (3.1.4) with α = 0.1, β = 5 the following results are obtained:
4.1 Numerical Experiment with φ1 = sign(r)
Here one readily approaches a periodic solutions for R larger that R0. In particular, for
9.36 ≤ R ≤ 9.4 one approaches stable periodic solutions and the evolution of p(t) oscillates
with amplitude decreasing to zero (underdamped oscillation) as shown in the following plot:
Figure 4.1: Evolution of p(t) for R = 9.4.
For 9.5 ≤ R ≤ 10.1 stable periodic solutions exist and the evolution of p(t) starts oscillation
with increasing amplitude, reaches a maximum and then decreases to zero as shown in the next
plot:
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Figure 4.2: Evolution of p(t) for R = 10.1.
For R = 10.2 stable periodic solutions also exist but the evolution of p(t) oscillates with in-
creasing amplitude as shown in the next plot:
Figure 4.3: Evolution of p(t) for R = 10.2.
For 10.3 ≤ R ≤ 11.8 stable periodic solutions exist and the evolution of p(t) starts oscillation
with increasing amplitude ,reaches a maximum and then stabilizes as shown in the next plot:
Figure 4.4: Evolution of p(t) for R = 10.3.
As an example we consider the case R = 11.5. Here steady periodic solution exist with period
45
T ≈ 0.188. and amplitude period T ≈ 1.25. The following eight plots represents periodic
profiles at time t = 0.0235, t = 0.047, t = 0.0705, t = 0.094, t = 0.1175, t = 0.141, t = 0.1645.
The first four plots represents the first half period and the second four represents the second
half period
(a) t=0. (b) t=0.0235.
(c) t=0.047. (d) t=0.0705.
Figure 4.5: First half period for R = 11.5.
(a) t=0.094. (b) t=0.1175.
(c) t=0.141. (d) t=0.1645.
Figure 4.6: Second half period for R = 11.5.
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The evolution of p(t) along this periodic solution is given in the next plot:
Figure 4.7: Evolution of p(t) for 11.5.
For R ≥ 11.9 periodic solutions seem not to exist and the evolution of p(t) no longer oscillates.
4.2 Numerical Experiment with φ2 = φ(r)
Here periodic solutions exists for R larger than R0. In particular, for 9.36 ≤ R ≤ 10.1 stable
periodic solutions exist and the evolution of p(t) oscillates with amplitude gradually decreasing
to zero (underdamped osillation) as shown in the following plot:
Figure 4.8: Evolution of p(t) for R = 10 (underdamped oscillation).
For 10.2 ≤ R ≤ 41 stable periodic solutions exist and the evolution of p(t) starts oscillation
with amplitude gradually increasing reaches a maximum and then stabilizes and all of a sudden
disappears (stops) as shown in the next plot:
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Figure 4.9: Evolution of p(t) for R = 11.
As an example we consider the case R = 20 stable periodic solution exists with period T ≈
0.0554. The following eleven plots represent the periodic profiles at time t = 0, t = 0.005036, t =
0.010072, t = 0.015108, t = 0.020144, t = 0.02518, t = 0.030216, t = 0.035252, t = 0.040288, t =
0.045324, t = 0.05036
(a) t=0. (b) t=0.005036.
(c) t=0.010072. (d) t=0.015108.
Figure 4.10: Periodic profile for R = 20.
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(a) t=0.020144. (b) t=0.02518.
(c) t=0.030216. (d) t=0.035252.
Figure 4.11: Periodic profile for R = 20.
(a) t=0.040488. (b) t=0.045324.
(c) t=0.05036.
Figure 4.12: Periodic profile for R = 20.
The evolution of p(t) along this periodic solution is represented in the next plot:
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Figure 4.13: Evolution of p(t) for R = 20.
For R > 41 periodic solutions do not seem to exist.
4.2.1 Numerical Experiments for the Nonlinbearity φ = tanh(r)
tanh(1)
Here periodic solutions are also obtained for R larger than R0. In particular for 9.36 ≤ R ≤ 9.9,
stable periodic solutions exist and the evolution of p(t) oscillates with amplitude decreasing to
zero (underdamped oscillation) as shown in the following plot:
Figure 4.14: Evolution of p(t) for R = 9.5 (underdamped oscillation).
For 10 ≤ R ≤ 10.1, stable periodic solutions exist and the evolution of p(t) starts oscillation
with increasing amplitude, reaches a maximum point and then decays to zero as shown in the
next plot:
Figure 4.15: Evolution of p(t) for R = 10.1.
For R = 10.2 stable periodic solution exist and the evolution of p(t) oscillates with increasing
amplitude as shown in the next plot:
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Figure 4.16: Evolution of p(t) for R = 10.2.
For R > 10.2, stable periodic solutions exist and the evolution of p(t) oscillates. As an example
we consider the case R = 1000000. Here stable periodic solution exist with period T ≈ 0.2.
The following eight plots represents profiles of the periodic solution at time t = 0, t = 0.025, t =
0.05, t = 0.075, t = 0.1, t = 0.125, t = 0.15, t = 0.175 with the first four plots representing the
first half period and the second four representing the second half period.
(a) t=0. (b) t=0.025.
(c) t=0.05. (d) t=0.075.
Figure 4.17: First half period for R = 1000000.
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(a) t=0.1. (b) t=0.125.
(c) t=0.15. (d) t=0.175.
Figure 4.18: Second half period for R = 1000000.
The evolution of p(t) along this periodic solution is given in the next plot:
Figure 4.19: Evolution of p(t) for R = 1000000.
Remarks:
1. The behaviour of the modified (trend dependent) model with the term R replaced with
R+αsin(βt) is very similar as seen from the numerical experiments done in chapter three
and in this chapter for the respective nonlinearities defined in (3.1.4). For example the
period of oscillation remains the same in both cases for the respective nonlinearities and
similar behaviours are obtained for the same range of values of R. At first sight, one might
be tempted to say that there is no difference between them. However, a close look at them
reveals that with the term R + αsin(βt) the amplitude of oscillation of the evolution of
p(t) is itself oscillatory with period
T =
2pi
β
as shown in the next plot..
The plot below represents the case of β = 5 and the period of oscillation of the amplitude
is T ≈ 0.125
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Figure 4.20: Oscillating amplitude of evolution of p(t).
2. As β increases and α small, the oscillation in the amplitude becomes less noticeable
(meaning that we approach the case considered in chapter three as β increases and α
remains small). For example for α = 0.1 and β = 10 we obtain the following plots:
(a) Normal plot. (b) Magnified plot.
Figure 4.21: Oscillating amplitude of evolution of p(t) for R = 11, α = 0.1, β = 10.
3. As α increases and β small the oscillation in amplitude becomes more and more noticeable
as shown in the next plot:
Figure 4.22: Evolution of p(t) for α = 2, β = 5 and R = 11.
The above plot represent the the evolution of p(t) for α = 2 and β = 5
53
4. For certain range of α large, and β small the evolution of p(t) no longer oscillates but
instead looks like a pulse. As an example we consider the case α = 10, β = 5 and R = 11.5
with the nonlinearity φ1 the evolution of p(t) obtained for this case is shown in the figure
below
Figure 4.23: Evolution of p(t) for α = 10, β = 5 and R = 11.5.
4.3 Conclusion
From the above numerical experiments, we have seen that stable oscillations exist for R ≥
R0 ≥ R0 for certain rage of values of R. The behaviour of the trend dependent model when
the trend evolves with time is similar to the cases considered in chapter three in the sense that
for the respective nonlinearities, stable oscillations exists for the same range of values of R.
In particular the range of values of R for which stable periodic solutions exist as well as the
respective behaviour of the evolution of price p(t) at the respective range are as follows:
For φ = φ1 = sign(r):
• for 9.36 ≤ R ≤ 9.5, stable periodic solutions exists and the evolution of p(t) oscillates
with amplitude gradually decreasing to zero. However, this behaviour is probably a result
of numerical error maybe due to the fact that we are too close to the bifurcation point.
• For 9.36 ≤ R ≤ 10.1, Stable periodic solutions also exist but here the evolution of p(t)
starts oscillation with increasing amplitude, reaches a maximum and then decays gradually
to zero. Again this behaviour is probably a result of numerical error maybe due to the
fact that we are too close to the bifurcation point.
• For R = 10.2, stable periodic solutions exist and the evolution of p(t) oscillates with
amplitude gradually increasing.
• For 10.3 ≤ R ≤ 11.8, stable periodic solutions exist and the evolution of p(t) starts
oscillating with increasing amplitude which reaches a maximum and then stabilizes.
• For values of R ≤ 11.9 stable periodic solutions seem not to exist.
For φ = φ2 = r:
• For 9.36 ≤ R ≤ 10.1 stable periodic solutions exists and the evolution of p(t) oscillates
with amplitude gradually decreasing to zero. However, this behaviour is probably a result
of numerical error that can arise due to the fact that we are too close to the bifurcation
point.
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• For 10.2 ≤ R ≤ 41, stable periodic solutions exist and the evolution of p(t) stars oscillation
with increasing amplitude which eventually stabilizes but after some time disappears
(stops).
• Stable periodic solutions seem not to exist for R > 41.
• For this nonlinearity, the solution is not such a good one from the modelling point of view
because the periodic profile at some point becomes positive and negative respectively
which is not realistically feasible. Also the periodic profile is odd.
For φ = φ3 = tanh(r)/tanh(1):
• For 9.36 ≤ R ≤ 9.9, stable periodic solution exist but the evolution of p(t) oscillates with
amplitude gradually decreasing to zero. This maybe as a result of the fact that we are
too close to the bifurcation point.
• For 10 ≤ R ≤ 10.2, stable periodic solutions exist and the evolution of price oscillates
with increasing amplitude, reaches a maximum and then gradually decays to zero. Again
this is possibly a result of numerical error which may occur maybe because we are close
to the bifurcation point.
• For R = 10.2, stable periodic solution exist and the evolution of price oscillates with
increasing amplitude amplitude.
• For R > 10.2, Stable periodic solutions exist and the evolution of price oscillates.
However, the difference between the two cases is the fact that the amplitude of oscillation itself
became oscillatory (a behaviour termed amplitude modulation in physics). One can without
being precise say that the model will be good for a market where the price of the goods are
regulated (controlled). Also the nonlinearity φ3 presents the best modelling features in the sense
that stable periodic solutions exist for larger range of values of R. In particular for R ≥ 9.36.
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Appendix A
Matlab codes
iminic001
global lin time
time=0;
h=0.1;
Dt=.001;
x=-5:h:5;
he=-Dt/h2;
hm = 1 +Dt ∗ 2/h2;
A = zeros(99, 99);
A(1, 1) = hm;
A(1, 2) = he;
A(99, 98) = he;
A(99, 99) = hm;
fork = 2 : 98
A(k, k − 1) = he;
A(k, k) = hm;
A(k, k + 1) = he;
end
AA = inv(A);
AAA = zeros(101, 101);
fork = 2 : 100
forl = 2 : 100
AAA(k, l) = AA(k − 1, l − 1);
end
end
fork = 1 : 39
u(k) = 1;
u(102− k) = −1;
end
fork = 1 : 23
u(39 + k) = 1− (k − 1) ∗ 2/23;
endfork = 1 : 101
lin(k) = (51− k)/50;
end
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impostPr
function y=impostPR(u,h,Dt,M,AAA)
global lin
y=lin+(talla(u,101)-lin)*(AAA’);
ux=(u(52)-u(50))/2/h;
pcp=-2*(u(50)-2*u(51)+u(52))/(h*(u(52)-u(50)));
fi1=1;fi2=-1;coef=M*pcp;
coef1=-ux-coef*fi1;
coef2=ux+coef*fi2;
for k=1:101
y(k)=y(k)+coef1*AAA(k,41)*Dt/h+coef2*AAA(k,61)*Dt/h;
end
yx=(y(52)-y(50))/2/h;
y0=y(51);
for k=2:100
y(k)=y(k)-y0/yx*(y(k+1)-y(k-1))/2/h;
end
y(102)=pcp;
talla101
function y=talla101(u)
for i=1:101
y(i)=u(i);
end
instruction list
clear;iminic001
close;for l=1:5000;u=impostPR(u,h,Dt,5,AAA);plot(x,talla101(u));
hold on;cata(l)=u(102);ttt(l)=l*Dt;end
close;plot(ttt,cata)
rata(1)=0;for k=2:numel(ttt);rata(k)=rata(k-1)+Dt*cata(k);end;close;plot(ttt,rata)
close;for l=1:500;for m=1:10; u=impostPR(u,h,Dt,15,AAA);end;plot(x,talla101(u));
hold on;cata(l)=u(102);ttt(l)=l*Dt;end
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