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Studies of the excited state properties of nanoparticles are extremely important to find a 
good candidate for applications in the fields of catalysis, solar energy, biomedicine and so on. 
After absorption of light and excitation of electrons to excited states, the excited electrons can 
relax to the ground state through radiative and/or non-radiative pathways. We need to understand 
both the radiative and non-radiative relaxation times and mechanisms to choose the right candidate 
for different applications. For example, for a nanoparticle to be used as a photosensitizer, electrons 
should remain in excited states for a long time. In this dissertation, we first study the radiative and 
non-radiative relaxation mechanisms of excited electrons in thiolate-protected nanoclusters. We 
also investigate the effect of interparticle separations in tuning the optical properties of plasmonic 
nanowire assemblies. Finally, we examine the possibility of dinitrogen dissociation upon 
excitation of plasmonic resonances of single nanoparticles and nanoparticle assemblies. 
We studied the non-radiative relaxation of excited electrons in [Au25-nAgn(SH)18]
-1 (n = 1, 
12, 25) and Au20(SCH3)16 using the fewest switches surface hopping approach. In all of the 
clusters, the electron relaxation from the first excited state (HOMO → LUMO) is found to have 
the longest decay time compared to the relaxation from higher excited states. This is because of 
the large gap (HOMO-LUMO gap) compared to the gap present between higher excited states. In 
the higher excited states, the orbitals are close in energy. So, the excited state population can 
immediately relax to the nearby orbitals and hence causes the fast relaxation of the excited state 
population. Among the silver doped Au25 clusters, [Au13Ag12(SH)18]
-1 has the fastest decay times 
and the slowest ground state growth times (i.e. times for the population in an excited state to relax 
to the ground state) because of the closer lying orbitals in this nanocluster than in other 
  
nanoclusters. This suggest that [Au13Ag12(SH)18]
-1 is the best candidate to be used as a solar cell 
photosensitizer compared to other studied clusters.  
Study of radiative relaxation of excited electrons in Au20(SCH3)16 shows that luminescence 
can potentially occur from the S1, S2, and S6 states. Dual luminescence is observed from S1 at 0.41 
eV and 0.68 eV. Without considering the underestimation due to the use of GGA functionals in 
our calculations, the experimentally observed luminescence at 1.51 eV matches with the S6 
luminescence at 1.50 eV. However, on considering the underestimation, this emission energy is 
higher than the experimental emission. On adding the underestimation, the S2 emission at 1.44 eV 
is also close to the experimental emission at 1.51 eV. The cluster structure (mainly the ring and 
the trimeric staple motif) become the most distorted in the first excited state with luminescence at 
0.41 eV whereas the cluster structure does not distort significantly in the S2 and S6 states. 
We also studied the evolution of absorption spectra of plasmonic nanowire dimers and 
trimers at interparticle separations of 0.4-2.0 nm. We observed the appearance of an extra peak 
between the longitudinal and transverse peak when the interparticle separation is 0.6 nm and less. 
The extra peak was found to have charge transfer character where there is tunneling of electrons 
from one monomer to another. 
Finally, we used real-time time dependent density functional methods to investigate the 
plasmon-mediated dinitrogen dissociation upon activation of plasmon resonances of the 
icosahedral Al13N2
-1 nanocluster and silver nanowire dimers. Because the occupation of nitrogen 
antibonding orbitals can lead to dinitrogen dissociation, we examined the occupation of virtual 
orbitals in Al13N2
-1. We observed the highest possibility of occupation of nitrogen antibonding 
orbitals by using off-resonant 0.01 au electric fields rather than by using 0.001 au resonant fields. 
For the parallel, end-to-end and hotspot oriented silver nanowire dimers, we analyzed the N-N 
  
distance during the simulation using the Ehrenfest approach. The highest possibility of dinitrogen 
dissociation was observed using end-to-end oriented nanowires. The dissociation is more likely at 
small interparticle separation between the monomers compared to larger separation.  
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can potentially occur from the S1, S2, and S6 states. Dual luminescence is observed from S1 at 0.41 
eV and 0.68 eV. Without considering the underestimation due to the use of GGA functionals in 
our calculations, the experimentally observed luminescence at 1.51 eV matches with the S6 
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0.41 eV whereas the cluster structure does not distort significantly in the S2 and S6 states. 
We also studied the evolution of absorption spectra of plasmonic nanowire dimers and 
trimers at interparticle separations of 0.4-2.0 nm. We observed the appearance of an extra peak 
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The extra peak was found to have charge transfer character where there is tunneling of electrons 
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plasmon-mediated dinitrogen dissociation upon activation of plasmon resonances of the 
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-1 nanocluster and silver nanowire dimers. Because the occupation of nitrogen 
antibonding orbitals can lead to dinitrogen dissociation, we examined the occupation of virtual 
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Chapter 1 -  Introduction 
Nanoparticles are nanometer sized particles that have unique properties compared to their 
bulk counterparts.1-3 Their properties vary with changes in their shapes and sizes. Metal 
nanoparticles can be composed of noble or non-noble metals. Noble metals (e.g. gold, silver 
nanoparticles) have full shells of d-orbitals and are resistant to chemical attack whereas the non-
noble metals (e.g. aluminum) can easily undergo chemical attack. This is one reason that noble 
metal nanoparticles have found various applications.4 However, because the noble metals are 
scarce and costly, the non-noble nanoparticles are also getting attention. Non-noble nanoparticles 
have also found various applications including hydrogenation, photocatalytic water splitting, and 
oxygen reduction.5-7 Nanoparticles can also have ligands protecting their core or no ligands at all. 
In this dissertation, we study the geometrical and optical properties of the ligand protected and 
(non-ligated) bare nanoparticles. 
 
1.1 Types of nanoparticles 
1.1.1 Thiolate protected nanoparticles 
The core of these nanoparticles are protected with thiolate (SH) ligands. The ligand 
protected nanoparticles with core diameters of less than 2 nm are known as nanoclusters.8 The 
nanoclusters show molecular like properties, e.g. a discrete HOMO-LUMO transition and 
enhanced photoluminescence, due to their small size. 
 The stability of the thiolate protected nanoparticles can be predicted according to 
‘superatom electronic theory’ that is analogous to atomic theory.9 For the delocalized superatomic 
orbitals, the aufbau rule is 1S2| 1P6| 1D10| 2S2 1F14| 2P6 1G18| 2D10 3S2 1H22| …., where S, P, D, F, 
G, H refer to the angular momentum quantum numbers.10 So, the nanoparticles have extra stability 
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if the number of valence electrons corresponds to a shell closure of superatomic orbitals. For the 
ligand protected nanoclusters with configuration (ANXMLS)
z, the valence electrons can be counted 
according to 
 𝑛 = 𝑁 − 𝑀 − 𝑧 (1.1) 
 
where A refers to atoms comprising the nanocluster core, N is the number of valence electrons 
from the metal atoms in the core (assuming that each atom A contributes exactly 1 electron), X 
refers to an electron withdrawing ligand, L refers to a dative ligand, and z is the charge of the 
cluster.10  
The thiolate protected nanoparticles have found application in various areas including 
catalysis, solar energy and sensing.3, 11-12 It is very important to understand the structure and 
electronic properties of these nanoclusters to tune them for the desired applications. Below, we 
will introduce the nanoclusters we have studied in this dissertation, along with their geometrical 




-1 is one of the most stable noble metal nanoparticles.13 The crystal structure 
of this cluster has an icosahedral Au13 core capped by an exterior shell of the remaining 12 Au 
atoms. These 12 Au atoms are arranged alternating with S atoms forming six 
−SR−Au−SR−Au−SR− staple motifs (Figure 1-1).14 It has three prominent peaks at 1.8, 2.75, and 
3.1 eV in its experimental absorption spectrum (Figure 1-2).14 
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Figure 1-1 Crystal structure of [Au25(SR)18]-1 (A) the icosahedral Au13 core (B) Au13 core plus 
the exterior 12 Au atoms (C) the whole Au25 cluster protected by 18 thiolate ligands (only S 
is shown for clarity, magenta−Au; yellow−S) (Reprinted with permission from J. Am. Chem. 
Soc. 2008, 130, 5883-5885. Copyright 2008 American Chemical Society). 
 
 
Figure 1-2 UV-Vis spectrum of Au25 single clusters re-dissolved in toluene (Reprinted with 
permission from J. Am. Chem. Soc. 2008, 130, 5883-5885. Copyright 2008 American 
Chemical Society). 
 
The cluster has a triply degenerate HOMO and doubly degenerate LUMO. The HOMO 
and the lowest three LUMO orbitals constitute the sp-band since they have their main contribution 
from the 6sp atomic orbitals of gold. The HOMO-1 to HOMO-5 are sometimes called the d-band 




Figure 1-3 Kohn-Sham energy level diagram of [Au25(SR)18]-1 (Reprinted with permission 
from J. Am. Chem. Soc. 2008, 130, 5883-5885. Copyright 2008 American Chemical Society). 
 
Doping of nanoparticles 
Doping helps to tune the electronic and optical properties of nanoparticles to get desirable 
properties.15-18 The first experimentally observed doped cluster was Au24Pd(SR)18.
19 Since then, 
different studies have been performed to dope single or multiple metal atoms in the nanoclusters.20-
24 
Various proportions of silver atoms can be doped in gold clusters since they have similar 
lattice constants.25 Doping of silver in gold nanoclusters does not change the shape of nanoclusters 
but the optical properties get changed.25 Theoretical studies on the doping of Ag atoms on 
[Au25(SR)18]
-1 nanocluster shows that the most favorable place to dope a single or many silver 
atoms is on the surface of the core.20, 25 On doping more than a single atom, the structures in which 
the silver atoms are in close proximity are found to be less favorable.25 On increasing the number 
of dopant Ag atoms, the peak of [Au25(SR)18]
-1 at ~1.8 eV blue shifts while the intensity increases 
for the higher energy peak at 2.75 eV. Additionally, the doped clusters have broader spectra due 
to the symmetry breaking. Researchers have been able to dope about 24 silver atoms into the 
[Au25(SR)18]
-1 cluster so far, as analyzed by mass spectrometry method.26 In this dissertation, we 
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study the optical properties of single and twelve silver atoms doped [Au25(SR)18]
-1 nanocluster. 
This will help to understand the effect of a few dopants or a larger number of dopants on the 
electronic structure of the nanocluster. 
 
1.1.1.2 [Ag25(SR)18]-1 
Bakr and co-workers first synthesized [Ag25(SR)18]
−1 that is an exact analog of 
[Au25(SR)18]
−1 in terms of size, superatom electronic configuration, charge, composition and 
crystal structure.27 Similar to the [Au25(SR)18]
-1 nanocluster, it has an icosahedral Ag13 core and 
six −SR−Au−SR−Au−SR− staple motifs. It is found to be slightly less stable than [Au25(SR)18]
−1 
at ambient conditions whereas both of the clusters are stable for weeks at 4 °C. UV−vis 
spectroscopy shows the absorption onset at ∼850 nm (Figure 1-4). A theoretical study from 
Weerawardene et al. showed the luminescence in [Ag25(SR)18]
−1 to arise from HOMO-LUMO 
transition as observed for Au25 nanoclusters.
28 It is interesting to understand the optical properties 
of [Ag25(SR)18]
−1 which has properties similar to [Au25(SR)18]
−1. This helps to understand how the 




Figure 1-4 Absorption (solid-lines) and normalized emission (dotted-lines) spectra of 
[Ag25(SPhMe2)18]− and [Au25(SPhMe2)18]− in DCM. Inset: photographs showing actual color 
of the synthesized clusters (Reprinted with permission from J. Am. Chem. Soc. 2015, 137, 




Jin and co-workers first synthesized Au20(SCH2CH2Ph)16 in 2009.
29 They observed the 
cluster to have a large HOMO-LUMO gap of 2.15 eV and to be extraordinarily robust against 
excess thiol etching. The cluster is found to have the most prominent absorption peak at 2.56 eV 
and two additional spectral features at 2.95 eV and 3.50 eV. The dimer of this cluster connected 
by diglyme ligands, i.e. (Au20(SC2H4Ph)15-diglyme-Au20(SC2H4Ph)15), shows strong visible 
photoluminescence which is absent in the monomer.30-31 In this dissertation, we have studied the 
Au20 monomer that will provide a foundation for the future study on dimer-diglyme system.   
After the synthesis of Au20(SCH2CH2Ph)16, many studies have been undertaken to 
understand the structure of this nanocluster.32-36 These studies have proposed different structures 
for the cluster. X-ray crystallographic analysis of Au20(TBBT)16 (TBBT = SPh-
tBu) by Jin and co-
workers shows the cluster to have two monomeric and one trimeric staple motifs, one Au8(SR)8 
ring structure and Au7 core.
34 A theoretical study by Weerawardene et al.35 supported that the 
lowest energy structure of Au20 is as predicted by the Jin group.
34 Another recent study from Pei 
and co-workers suggests the cluster to have two dimeric and one trimeric staple motifs, Au6(SR)6 
ring structure and Au7 core.
36 So, in this dissertation we compare the stability of these two 
structures to find the most stable structure and then we study its optical properties.  
 
1.1.2 Bare nanoparticles 
Bare nanoparticles have found interest in catalysis because their catalytic activity solely 
depend on the surface of nanoparticles and is not changed by the presence of the ligands.37 They 
also provide larger surface area than the extended flat surfaces.38-39 Since the surface atoms of 
these clusters are not fully coordinated, they are favorable for the binding of molecules during 
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catalysis. We have studied the optical properties of two types of bare nanoparticles: silver 
nanowires and an aluminum cluster. 
1.1.2.1 Nanowires 
Nanowires are cylindrical nanoparticles that have found significant interest because their 
optical properties are sensitive to their aspect ratio.40-41 Aspect ratio is defined as the length of the 
major axis defined by the width of the minor axis.42 So, one can tune the absorption peak of these 
nanoparticles just by changing the length and width of these nanoparticles.  
Cylindrical nanoparticles like nanowires have two prominent plasmonic peaks in their 
absorption spectra: the longitudinal peak and the transverse peak.40 The longitudinal peak appears 
due to the plasmon oscillation along the long axis of the nanowires while the transverse peak 
appears due the plasmon oscillation along the short axis of the nanowires. The longitudinal peak 
position is more sensitive to the aspect ratio of the nanowires than the transverse peak position. 
The longitudinal plasmon peak can red-shift to IR-region on increasing the aspect ratio.43-44  
Uppercase Greek letters Σ, Π, ∆, Φ, … are used to explain the angular momentum of the nanowire 
orbitals due to their cylindrical symmetry.45 
Silver nanowires are plasmonic nanoparticles that show strong plasmon peaks in their 
absorption spectra.46 When metal nanoparticles interact with light, the free electrons in metal 
oscillate collectively with the frequency of incident light relative to the positive ions. This process 
of oscillation of the free electrons is called the localized surface plasmon resonance. A strong 
electric field is generated during this process which enhances the optical properties.47 These optical 
properties can be explained according to the Maxwell equations.48-49 The plasmonic properties of 
nanoparticles are dependent on various parameters, e.g. shape, size, structure, of the 
nanoparticles.50 
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In this dissertation, we have studied the absorption spectra of the linear Ag4, Ag6 and Ag10 
nanowire dimers and trimers. The optical properties of the assemblies get tuned on changing the 
interparticle separation. Although these small linear nanowires are not local minimum structures 
and are not in a linear shape under experimental conditions, these model systems help to 
understand the optical properties of larger nanoparticles. Because the plasmonic properties of the 
plasmonic nanowires/nanoparticles can be changed by making their assemblies, it is important to 
understand the tuning of the spectra in the nanowire assemblies.51 So, we have studied the tuning 
of the spectra of the nanowire assemblies at the interparticle separation of 0.4-2.0 nm. We have 
used the plasmon hybridization model to explain the optical properties of nanoparticle assemblies. 
We have also studied plasmon enhanced photocatalytic dissociation of the nitrogen molecule upon 
excitation of plasmon resonances of Ag4 nanowire dimers (Section 1.2.3). 
Plasmon hybridization model 
This model describes how plasmon hybridization arises due to coupling of plasmon modes 
of neighboring nanoparticles, which is analogous to the bonding and antibonding interactions of 
molecular orbital theory.52 This interaction leads to two additional modes of the plasmon: a 
symmetrically coupled bonding mode with lower energy and an anti-symmetrically coupled 
antibonding mode with higher energy (Figure 1-5). If the mode has a net dipole moment, it can 
couple with electromagnetic radiation. So, this mode is also called the bright mode. If the mode 
does not have a net dipole moment, it cannot couple with the electromagnetic radiation and hence 
is also known as the dark mode. This model has been able to describe the plasmonic properties of 
several nanoparticles including nanoshells, nanoeggs, and nanorice.53 
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Figure 1-5 Plasmon hybridization model showing longitudinal plasmon interaction in 
nanoparticles (Reprinted with permission from J. Phys. Chem. C 2020, 124, 13495-13507. 
Copyright 2020 American Chemical Society). 
 
1.1.2.2 Aluminum nanoparticles 
Aluminum nanoparticles (i.e. non-noble nanoparticles) are getting significant attention 
because they are cheaper than the noble metal nanoparticles and are also plasmonic in nature.54-56 
Although the plasmon peak of the noble metal nanoparticles can be tuned from visible to infrared 
region, reaching up to the UV region is challenging.56 For gold nanoparticles, there are dissipative 
channels at wavelength shorter than 550 nm. The silver nanoparticles undergo rapid oxidation that 
suppresses their plasmonic activity.56 The plasmons in the UV region are important for the 
detection of certain organic molecules that require high photon energies to match with their 
electronic transitions.57 Aluminum is interesting to researchers because it has its plasmon peak in 
the UV region.58 
Plasmonic aluminum nanoparticles have been used in different fields including catalysis 
and spectroscopy.59-60 For example, Halas et al. showed the plasmon mediated dissociation of the 
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hydrogen molecule upon illuminating plasmonic aluminum nanocrystals at room temperature and 
atmospheric pressure.60 They reported that the hot electron transfer from the aluminum 
nanocrystals to the hydrogen antibonding orbitals causes the dissociation. In another study, 
researchers have reported adenine detection upon using deep-UV surface-enhanced resonance 
Raman scattering on aluminum nanostructures.59  
In this dissertation, we have studied plasmon enhanced photocatalytic dissociation of the 
nitrogen molecule upon excitation of plasmon resonances of the Al13
-1 nanocluster. The Al13
-1 
plasmonic nanoparticle is a very stable cluster with an icosahedral shape.61 
 
1.2 Excited state properties of nanoparticles   
On absorption of a photon, electrons can become promoted into an excited state. The 
excited electrons cannot remain in the excited state forever; they have to eventually dissipate the 
energy they gained. So, they relax back to the lower excited states and finally to the ground state. 
There are two mechanisms of relaxation of the excited electrons: radiative and non-radiative 
mechanisms. Vibrational relaxation and internal conversion are non-radiative pathways whereas 
fluorescence and phosphorescence are the radiative pathways. All of the mechanisms of the 
relaxation of excited electron can be summarized in a Jablonski diagram (Figure 1-6).62 
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Figure 1-6 Jablonski diagram along with the time scale of photophysical processes 
(Reprinted with permission from Chem. Rev. 2010, 110, 2641-2684. Copyright 2010 
American Chemical Society). 
 
1.2.1 Radiative relaxation of excited electrons 
This mechanism is also known as photoluminescence; it is a process of emission of 
electromagnetic radiation resulting after the irradiation of a substance with light. It is an important 
process for biomedical applications because it provides easy detection, easy sample preparation, 
and high sensitivity.63-64 However, the practical application of nanoparticles in bioimaging is 
hampered due to the low quantum yield.65-66 So, researchers are interested to understand the origin 
of photoluminescence in nanoparticles in order to enhance their photoluminescence properties. 
Charge transfer states, ligand based states, and intraband/interband transitions are thought 
to be responsible for emission in the nanoparticles.67-69  Photoluminescence is also found to depend 
on the type of ligand, overall charge of the cluster, size of the cluster, solvent type, aggregation of 
the cluster, and temperature.68, 70 A work on the [Au25(SR)18]
 nanocluster showed that fluorescence 
is enhanced when using ligands with electron-rich atoms (e.g., N, O) or groups (e.g.,-COOH, 
NH2).
68 This work suggested that the fluorescence can be increased by increasing the electron 
donation capacity of the ligands and by increasing the electropositivity of the metal core.  
12 















where 𝛼0 is the fine structure constant, ∆𝐸𝑖 is the excitation energy, and 𝑀𝛼
𝑖  is the transition dipole 
moment in 𝛼 = 𝑥, 𝑦, 𝑧 direction. 𝑡0 = (4𝜋𝜖0)
2ℏ3/𝑚𝑒𝑒
4, where 𝜖0 is the vacuum dielectric 
constant, ℏ is the Planck constant divided by 2π, 𝑚𝑒 is the mass of electron, and 𝑒 is the charge of 
electron. In this dissertation, we have studied the geometrical and electronic structures of the 
excited states of the Au20(SCH3)16 nanocluster. We also investigate the radiative relaxation 
mechanism of the electrons excited to various excited states and their lifetimes. 
 
1.2.2 Nonradiative relaxation dynamics 
In this mechanism, the absorbed energy is dissipated in the form of heat; no photon is 
generated. Researchers are interested to investigate this mechanism so that nonradiative processes 
can be decreased in order to get the nanoparticles with highly luminescent properties. Many 
experimental and theoretical studies have been done to understand the nonradiative relaxation 
mechanism of the [Au25(SR)18]
-1 nanocluster.72-74 Knappenberger and co-workers observed a 
nonradiative core-to-ligand energy transfer process, following the internal conversion on a few 
picosecond time scale, as the main relaxation mechanism in anionic and neutral Au25L18 
nanoclusters.73 Recently, a theoretical study on the nonradiative dynamics of the [Au25(SR)18]
-1 
nanocluster from Aikens and co-workers showed that the experimentally observed time constants72 
arise from core-to-core transitions rather than from a core-to-staple motif transition.74 They have 
also investigated the effect of ligands (CH3, C2H5, C3H7, MPA, PET) [MPA = mercaptopropanoic 
acid, PET = phenylethylthiol]) on the excited state dynamics of the nanocluster.75 Non-radiative 
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electron relaxation has also been studied experimentally for Pd, Pt, and Hg doped [Au25(SR)18]
-1 
nanoclusters and is found to be affected by doping.76-78 However, there are no studies that 
investigate the non-radiative relaxation of excited electrons in the silver doped [Au25(SR)18]
-1 
cluster. Herein, we have investigated the electron relaxation mechanism in [Au25(SR)18]
-1 
nanoclusters doped with one or twelve silver atoms, i.e., [Au24Ag(SR)18]
-1 and [Au13Ag12(SR)18]
-
1. This study provides information on the relaxation mechanism of excited electrons on doped 
nanoclusters as well as the effect of doping on decay time constants. In addition, we have studied 
the electron relaxation dynamics in [Ag25(SR)18]
-1 which can be considered as a fully doped 
[Au25(SR)18]
-1. To the best of our knowledge, we are not aware of any experimental studies on the 
nonradiative relaxation in [Ag25(SR)18]
-1. 
Electron relaxation mechanism studies are also important to understand the structure-
property relationships of nanoparticles. We have also studied the non-radiative electron relaxation 
mechanism in Au20(SR)16. Zhou et al. have performed a femtosecond transient absorption study 
on Au20(SR)16.
79 A femtosecond transient absorption study of Au20(CH2CH2Ph)16 in toluene and 
tetrahydrofuran reported the intramolecular charge transfer from the outside shell to the inside core 
of the nanocluster. The electron relaxation is found to be faster using the more polar solvent 
tetrahydrofuran than on using the less polar solvent toluene. Au20(SR)16 is a one of the stable 
nanoclusters with a high HOMO-LUMO gap of 2.15 eV,29 and thus nonradiative relaxation studies 




1.2.3 Plasmon enhanced photocatalysis 
In this process, solar radiation interacts with plasmonic nanoparticles to enable their use as 
a catalyst for different purposes. Upon solar light irradiation, hot carriers are generated in the 
plasmonic materials which then excite the electronic and vibrational states of the molecules 
adsorbed to the plasmonic materials.80  There have been several studies on the use of plasmonic 
nanoparticles as photocatalyst for different purposes like CO2 reduction and water splitting.
81-83 
For example, Moon et al. studied the photocatalytic oxygen evolution reaction using TiO2 
nanotube arrays having plasmonic gold nanoparticles with a size of 5–30 nm.81 The oxygen 
evolution reaction was observed due to the hot electron flux generated from the decay of the 
localized surface plasmon resonance. In their study, higher oxygen evolution was observed on the 
smaller nanoparticles. 
Because dinitrogen dissociation is the most difficult step in the Haber Bosch process, which 
normally requires high temperature and pressure, we have investigated the possibility of dinitrogen 
dissociation at mild conditions upon excitation of plasmonic resonances of the Al13
-1 nanocluster 
and Ag4 nanowire dimers. Because aluminum nanoclusters are cheaper than the noble metal 
nanoclusters and are also known to have strong absorption at UV region, it is important to 
understand the possibility of photocatalysis upon excitation of plasmon resonances of aluminum 
nanoclusters. There are very limited works done on the plasmon enhanced dissociation of nitrogen 
molecule in the literature.84-89 Martirez et al.84 investigated alloys of plasmonic gold nanoparticles 
for ammonia synthesis. They found that the nitrogen dissociation on the Au(111) can be improved 
on using Fe and Mo dopants respectively. So, it is essential to investigate the possibility of 
dinitrogen dissociation using various other plasmonic materials under ambient conditions. 
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1.3 Objectives of the dissertation 
It is important to understand the excited state properties of nanoparticles for their use in 
solar cells, biomedicine and others. Researchers have studied the radiative and nonradiative 
relaxation of excited electrons to understand the mechanism and time of the relaxation. The excited 
electron relaxation mechanisms and time scales have been found to depend on the type and size of 
ligand and nanoparticles. Doping of nanoparticles is a method to tune the optical properties of 
nanoparticles to get desired properties. So, it is very important to understand the electron relaxation 
dynamics in doped nanoparticles as well. The main objective of this dissertation is to understand 
the electron relaxation mechanism in doped and other thiolate-protected nanoclusters. The 
secondary goal of this dissertation is to understand how the absorption spectra of nanoparticle 
assemblies get tuned on changing the interparticle separation. The final goal is to understand the 
plasmon mediated dissociation of the dinitrogen molecule. 
Chapter 2 describes the computational details used in the dissertation. Chapter 3 explores 
the nonradiative relaxation dynamics in [Au25-nAgn(SH)18]
-1 (n = 1, 12, 25) thiolate-protected 
nanoclusters. Chapter 4 provides a theoretical study of radiative and nonradiative relaxation of 
excited electrons in Au20(SCH3)16. Chapter 5 gives a theoretical analysis of optical absorption 
spectra of parallel nanowire dimers and dolmen trimers at large and small interparticle separations. 
Chapter 6 explains the real-time time dependent density functional theory examination of nanowire 
arrays for the plasmonic enhanced dissociation of dinitrogen. Chapter 7 provides a real-time 
electron dynamics study of plasmon-mediated photocatalysis on an icosahedral Al13
-1 nanocluster. 
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Chapter 2 -  Computational methods 
 
In this chapter, we describe the theoretical methods used for the calculations discussed in 
this dissertation. 
 
2.1 The Schrödinger equation 
In quantum mechanics, the properties of microscopic systems can be explained at the 
subatomic level; the electron behavior in molecules gives information about the properties like 
dipole moment, absorption spectra, and so on. The Schrödinger equation is used in order to obtain 
all of the possible information about a system. The time-dependent Schrödinger equation in three 




𝛹(𝑟, 𝑡) = [−
ℏ2
2𝑚
𝛻2 + 𝑉(𝑟,⃗⃗⃗ 𝑡)] 𝛹(𝑟, 𝑡) (2.1) 
 
In equation (2.1), 𝑖=√−1 ; 𝑡 is time; 𝛹 is the wavefunction of the system; 𝑟 refers to the three 
spatial coordinates x, y, and z; ℏ is h/2π where h is the Planck constant; and 𝑚 is the mass of the 
system. The wavefunction 𝛹 depends on both the position (𝑟) of the system and time (𝑡). It is also 
called the state function because it describes the state of the system, which changes with time. The 
wavefunction contains all of the available information about the system.  𝑉(𝑟) in equation (2.1) is 
the potential of the system that depends on the position and time. 𝛻2 is known as the Laplacian 














The term inside the brackets in equation (2.1) is called the Hamiltonian (?̂?). It is the sum of kinetic 





𝛹(𝑟, 𝑡) = ?̂?𝛹(𝑟, 𝑡) 
(2.3) 
 
The time-independent Schrödinger equation can also be used in order to describe systems 
that do not experience any time-dependent external forces. It is represented as: 
 
 ?̂?𝛹(𝑟) = 𝐸𝛹(𝑟) (2.4) 
 
So, the Schrödinger equation is an eigenvalue equation where the eigenvalues are the total energies 
of the system. An exact solution of the Schrödinger equation can be obtained only for the particle 
in a box and hydrogen atom (a single electron system). So, other approximate solutions are needed 
to study many-electron systems. 
 
2.2 Density functional theory (DFT) 
DFT uses the electronic density with fewer variables (3 spatial variables x, y, and z) instead 
of using the wavefunction with 4n variables (3n spatial and n spin coordinates for an n-electron 
system). So DFT is a computationally efficient method to study many-electron systems. In DFT, 
the ground state electron density is used to get the energy, dipole moment, and geometric and 
electronic properties of the system.1  
The Hohenberg-Kohn theorems are the basis of DFT. The Hohenberg-Kohn existence 
theorem establishes a one-to-one correspondence between the non-degenerate ground state 
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electron density and the external potential ?̂?𝑒𝑥𝑡.
2 For the electronic systems, the Hamiltonian is 
expressed as: 
 ?̂? =  ?̂? + ?̂? + ?̂?𝑒𝑥𝑡 (2.5) 
 
?̂?𝑒𝑥𝑡 includes the Coulomb potential of the nuclei plus the external electric field. Since the 
?̂?𝑒𝑥𝑡 has one-to-one correspondence with the electron density, the total energy is also a unique 
functional of electron density according to equation (2.5). So, according to the Hohenberg-Kohn 
existence theorem, the wavefunction and energy of the system can be uniquely determined by the 
ground state electron density.  ?̂? and ?̂? in equation (2.5) are the kinetic energy and potential energy 
operators respectively.  
According to the Hohenberg-Kohn variational theorem, the true ground state density 
minimizes the energy functional. However, this theorem does not give any prescription to choose 
the trial densities rationally. So, the Kohn-Sham method suggests a practical method to get the 
ground state trial density.  
In the Kohn-Sham method, a Kohn-Sham system is defined which is a fictitious reference 
system of non-interacting particles (electrons) that have a same density as the interacting particles.3 
The non-interacting electrons move under the potential of the atomic nuclei (external potential). 
Since every electron of the fictitious system behaves individually, the Kohn-Sham Hamiltonian is 
the sum of one electron operators. Within the Kohn-Sham formalism, the ground state electronic 
energy of the system can be written as: 
 
 𝐸 = 𝑇 + 𝑉𝑛𝑒 + 𝑉𝑒𝑒 +  𝑉𝑥𝑐 (2.6) 
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In equation (2.6), 𝑇 is the kinetic energy of the non-interacting electrons. It can be obtained 
by taking the sum of all one electron kinetic energies associated with the orbitals. 𝑉𝑛𝑒 is the 
electron-nuclear attraction energy, 𝑉𝑒𝑒 is the electron-electron repulsion energy and 𝑉𝑥𝑐 is the 
exchange-correlation term.  
In wave function theory, Coulomb interactions are included only for two-particle 
interactions. So, an electron does not interact with itself. But in DFT, the energy is expressed as a 
functional of the single-particle electron density which in turn is treated as classical charge 
distribution. Hence two-body Coulomb interactions cannot be distinguished from self-interaction 
(inter-electronic repulsion of electron density with itself). So, the interaction of each electron with 
the entire electron density (including its own density) is included as a Coulomb energy in DFT.4 It 
gives an error to DFT called the ‘self-interaction error’ because an electron cannot interact with 
itself. 𝑉𝑥𝑐 accounts for the errors in DFT obtained from self-interaction. It also accounts for the 
error obtained by considering the non-interacting system. The self-interaction error causes the 
energies of virtual orbitals to be too low, which leads to underestimated orbital energy gaps on 
using DFT. 
Within an orbital 𝜑𝑖 expression for the density, equation (2.6) is expressed as shown in 
equation (2.7).1 The first term gives the kinetic energy component, the second term gives the 
electron-nuclear attraction component, the third term gives the electron-electron interaction 
component and the last term gives the exchange-correlation. 
 
 
























In this equation, 𝑁 is the number of electrons. The density at any position in space 𝜌(𝑟) is the sum 
of the square modulus of the occupied orbitals at that position (equation (2.8)). 





So, we need the information about the orbitals to get the density in the third term. Every time we 
get new orbitals, the density needs to be solved (i.e., the third term need to be solved self-
consistently). 
If we find the orbitals 𝜒 that minimize 𝐸 in equation (2.7), the orbitals satisfy the pseudo 
eigenvalue equation 
 ℎ𝑖
𝐾𝑆𝜒𝑖 = 𝑖𝜑𝑖 (2.9) 
 
where ℎ𝑖














𝑑𝑟′ +  𝑉𝑥𝑐 (2.10) 
 






𝐸𝑥𝑐 is dependent on electron density via: 
 




where 𝑥𝑐 is the energy density. It is treated as the sum of individual exchange and correlation 
contribution and is dependent on the electron density. In equation (2.12), the energy density is the 
per particle density whereas the electron density is the per unit volume density.   
Because the accuracy of DFT depends on the accuracy of the last term in equation (2.7) 
(i.e. the exchange correlation functional), different approximations have been developed to get it. 
Some methods construct a function which incorporates the kinetic energy difference between the 
interacting and non-interacting systems. In some methods, some empirical parameters are used 
that introduce some kinetic energy correction based on the experiments. So, the functional can be 
validated with the help of benchmark calculations. 
The different kinds of exchange correlation functionals can be summarized in the Jacob’s 
ladder (Figure 2-1).5 The lowest rung of the Jacob’s ladder is the local density approximation 
(LDA).6 In LDA, the exchange–correlation energy density depends only on the density at a given 
point. It means that the 𝑥𝑐 at a certain position 𝑟 is obtained from the value of 𝜌 at that position. 
This approximation works well for the metals where the electron density varies slowly with 
position. The second rung is the generalized gradient approximation (GGA), which uses both the 
electron density and its gradient (first derivatives with respect to its position) at each point.7 Meta-
GGA includes either one or both of the second derivative of electron density (∇2𝜌) and the kinetic 
energy density (KED) at each point.8 KED is defined as:1 









where 𝜑𝑖 are the self-consistently obtained Kohn-Sham orbitals. It is more common to use KED 
instead of (∇2𝜌) in a meta-GGA functional. LDA, GGA and meta-GGA are pure density 
functionals and we can also have hybrid functionals. A hybrid functional adds exact Hartree-Fock 
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exchange on top of LDA or GGA or meta-GGA.9 These functionals work well for the organic 
molecules.10-11 The accuracy of the DFT increases on climbing up the ladder. 
 
 
Figure 2-1 Jacobs ladder 
 
2.3 Time-dependent density functional theory (TDDFT) 
Because DFT is a static method that only approximates the time-independent Schrödinger 
equation, time-dependent DFT (TDDFT) is required to get an approximate solution of the time-
dependent Schrödinger equation. TDDFT helps to understand time-dependent phenomena like 
excited state dynamics of the systems under study in the presence of the electric or magnetic fields. 
The Runge-Gross theorem (a time-dependent analogue of the Hohenberg-Kohn existence theorem) 
sets the foundation for TDDFT.12-13 It provides the one-to-one mapping between the time-
dependent external potential in which the system evolves and the time-dependent electron density 
of the system. Since the external potential can be expressed as a functional of the time-dependent 
electron density and the density can be obtained by summing over all occupied orbitals at that 
particular time, all the time-dependent properties can be obtained. 
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Similar to the time-independent Kohn-Sham formalism for ground state DFT, time-
dependent Kohn-Sham (TDKS) formalisms are obtained for TDDFT.14 TDKS formalism states 
that the time-dependent density of the non-interacting fictitious system with external potential ?̂?𝑒𝑥𝑡 
has the same density as the interacting system. The time-dependent single particle Kohn-Sham 















) 𝜑𝑖(𝑟, 𝑡) (2.14) 
 
In this equation, the first term gives the kinetic energy of an electron in a Kohn-Sham 
orbital. The second term gives the single particle external potential which includes the Coulombic 
attractive potential of nuclei and the external time-dependent perturbation. The next two terms are 
the Coulombic repulsion between the electrons and the time-dependent exchange-correlation 
potential respectively. This exchange correlation term depends on the electronic density at all 
previous times (memory dependence) which makes its calculation rigorous. However, in the case 
of slowly varying densities, the adiabatic approximation can be used. In this approximation, all the 
history of density as well as the initial state dependence is ignored and the instantaneous electron 
density is used which makes the calculation easier. 
Kohn-Sham molecular orbitals are expressed as a linear combination of atomic 
orbitals/basis functions 𝜒µ 




Then, the time-dependent coefficients give the Kohn-Sham density matrix elements (P) 










= [𝐻(𝑡), 𝑃(𝑡)] (2.17) 
 
This equation is known as the quantum Liouville equation of motion.15 One can use this 
equation to apply a small perturbation and retain only the linear response (LR) of the density to 
derive the LR matrix formulation of LR-TDDFT. One can also propagate the electron density in 
time via numerical integration for the real-time TDDFT (RT-TDDFT) method. 𝐻 in this equation 
refers to the Hamiltonian in matrix form with matrix elements given by: 
 𝐻µ𝜈(𝑡) = 〈𝜒µ|?̂?(𝑡)|𝜒𝜈〉 (2.18) 
 
LR-TDDFT and RT-TDDFT methods are used to get excitation energies and oscillator 
strengths. 
 
2.3.1 Linear response TDDFT (LR-TDDFT) 
This method is used when the applied field or perturbation is weak (i.e. the interaction 
between the molecule and the field is weaker than the intramolecular interactions). So, the 
excitation energies and spectrum are computed using first‐order (linear) response of the density to 
a small perturbation. The excitation energies and optical spectra are obtained according to the 
Casida equations which consider the solutions to a non-Hermitian eigenvalue equation, derived 















The matrix elements 𝐴 and 𝐵 are defined as: 
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 𝐴𝑖𝑎𝜎,𝑗𝑏𝜏 = 𝛿𝑖𝑗𝛿𝑎𝑏𝛿𝜎𝜏(∈𝑎𝜎−∈𝑖𝜎) + Λ𝑖𝑎𝜎,𝑗𝑏𝜏 (2.20) 
 
 𝐵𝑖𝑎𝜎,𝑗𝑏𝜏 = Λ𝑖𝑎𝜎,𝑗𝑏𝜏 (2.21) 
𝐴 and 𝐵 are excitation and de-excitation matrices respectively. In equations (2.20) and (2.21), 𝑖 
and 𝑗 are the occupied orbitals; 𝑎 and 𝑏 are the virtual orbitals; 𝜎 and 𝜏 are the electron spin; ∈ is 
the eigenvalue; and Λ is the interaction kernel (exchange-correlation matrix). So, one can obtain 
the transition energies ( ) and oscillator strengths from the Casida equation. The oscillator 
strengths of the absorption peaks can be obtained from the eigenvectors of the Casida equation.17 
Since this method requires the building and diagonalizing a large matrix, it is computationally 
expensive.17 
 
2.3.2 Real-time TDDFT (RT-TDDFT) 
This method is used with both strong (beyond linear response) and weak field regimes. RT-
TDDFT gives the full time- and space-resolved solution to the Kohn-Sham equations instead of 
the solution in the frequency domain as given by LR-TDDFT.18 In this method, the electronic 
density is propagated according to equation (2.17) using various methods of propagation.19 In our 
calculation, the modified midpoint and unitary transformation (MMUT) algorithm is used to 
integrate this equation.20 This propagator propagates the electron density using a unitary time 
evolution operator 𝑈(𝑡𝑛):
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 𝑈(𝑡𝑛+1) = 𝑈(𝑡𝑛). 𝑃(𝑡𝑛−1). 𝑈
†(𝑡𝑛) (2.22) 
 
Spectral information can be obtained from RT-TDDFT via Fourier transform of time-
dependent expectation values such as the dipole moment. We can obtain the time-dependent 
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properties (e.g. the time-dependent dipole moment, 𝜇(𝑡)) of the system at each time step on 
applying an external perturbation as: 
 𝜇(𝑡) = 𝑇𝑟[𝐷𝑃(𝑡)] (2.23) 
𝐷 in equation (2.23) is the dipole matrix in the orthonormal basis. Then, the dipole strength 







In this equation, 𝛼(𝜔) is the polarizability in the frequency domain. It is obtained by taking the 
Fourier transform of the dipole moment and step field: 
 𝜇𝑖(𝜔) = 𝛼𝑖𝑖(𝜔)𝐸𝑖(𝜔) (2.25) 
 
where 𝑖 refers to x, y, z Cartesian coordinates. 
 
2.4 The Born-Oppenheimer (BO) approximation 

























where 𝛼 and 𝛽 refer to nuclei, i and j refer to electrons, 𝑍𝛼 and 𝑍𝛽 refer to the atomic numbers of 
the nuclei, 𝑅𝛼𝛽 refers to the distance between two nuclei 𝛼 and 𝛽, 𝑟𝑖𝑎 refers to the distance between 
the electron and nucleus, and 𝑟𝑖𝑗 is the inter-electronic distance. The first and second terms refer 
to the kinetic energy operators for nuclei and electrons respectively. The third and fifth terms refer 
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to the inter-nuclear and inter-electronic repulsive potential energy. The fourth term refers to the 
potential energy of attraction between the electrons and nuclei. 
It is impossible to solve the Schrödinger equation for many-particle systems without any 
approximations because the Hamiltonian contains the correlated motions of the particles (e.g. 
attraction and repulsion terms). The Born-Oppenheimer approximation provides a way to simplify 
the Hamiltonian in the Schrödinger equation. 
Since the nuclei are much heavier than the electrons, electronic motion is much faster than 
the nuclear motion. So, the nuclear motion is considered to be fixed compared to the electronic 
motion in the BO approximation. Due to this approximation, the first term (i.e. the kinetic energy 
operator of the nuclei) can be omitted from equation (2.26). Because the third term is independent 
of the electronic coordinates and is constant for a given nuclear configuration, this constant term 
can also be omitted from equation (2.26) to get the purely electronic Hamiltonian, ?̂?𝑒𝑙: 













On using this approximation, the pure electronic energy of the system depends 
parametrically on the nuclear coordinates. So, one needs to add the internuclear repulsion energy 
to the electronic (only) energy to get the total energy of the system. This approximation is very 
important because it also provides the concept of the potential energy surface. The potential energy 
surface is the surface that is obtained from the purely electronic energy values over all possible 
nuclear coordinates. The BO approximation is used in all of the methods we have discussed above. 
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2.5 Nonadiabatic dynamics 
BO only treats the adiabatic processes, where the nuclear and electronic motions are not 
coupled. But when two electronic states are degenerate, the BO approximation cannot be applied 
and nonadiabatic methods are needed. So, the nonadiabatic methods are very important to describe 
processes where the nuclear and electronic motions are strongly coupled, e.g. radiationless decay 
of excited states. There are various methods to perform the nonadiabatic calculations, e.g. the 
Ehrenfest method, the surface hopping method, multiple spawning, and so on.22 
 
2.5.1 Ehrenfest method 
This method is also known as a mean field method23-24 since the fast particles (electrons) 
move in the average field of the slow particles (nuclei), and vice versa.25 Average feedback is 
incorporated between the fast and slow degrees of freedom in both directions. 
The conventional molecular dynamics simulation has two approximations: the dynamics 
of the atomic motion is limited to the single potential energy surface and the atomic motion is 
treated classically. As mentioned above, a single potential energy surface is invalid for processes 
like electron transfer and a classical description of atomic motions is not valid when examining 
tunneling through reaction barriers and similar processes. So, mixed quantum classical dynamics 
methods like Ehrenfest and surface hopping (to be discussed in the next part) were developed in 
which most of the atoms are treated classically and form a multi-dimensional potential energy 
surface whereas a few important degrees of freedom are treated quantum mechanically. In mixed 
quantum classical dynamics methods, the quantum mechanical degrees of freedom evolve under 
the influence of the classical movement of atoms. Ideally, the classical degrees of freedom should 
also respond to the quantum transitions. In the Ehrenfest method, the classical potential evolves 
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subject to a single effective potential corresponding to an average over quantum states. So, this 
method neglects the quantum classical correlation. 
In order to solve equation (2.17), the integration time step for the Ehrenfest method should 
be on the time scale of electronic motion.26 In our calculations, the MMUT algorithm is used as 
the propagator, which is the same algorithm used for the real-time TDDFT methods used in this 
work.26-27 In this algorithm, the nuclei are propagated using velocity Verlet with nuclear time steps 
∆tN and the electronic time step is ∆te (Figure 2-2). Because the change in the electronic wave 
function is much faster than the change in the nuclear coordinates, nuclei are assumed to be 
stationary for several electronic steps before updating the nuclear coordinates, which is denoted as 
time step ∆tNe. 
 
Figure 2-2 “Three-time-scale integration scheme for Ehrenfest dynamics”. (Reprinted from 
J. Chem. Phys. 2005, 123 (8), 084106 with the permission of AIP Publishing). 
 
2.5.2 Surface hopping method 
In this method, the quantum classical correlation is included.25 The given trajectory is 
divided into different branches each representing a quantum state and weighted by the amplitude 
of the state.28 So, this method gives an accurate description in situations where multiple trajectories 
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are required (e.g. radiationless processes, charge transfer). It is computationally more expensive 
than the Ehrenfest method. 
There are various hopping algorithms employed for the surface hopping method.28-32 One 
of these is the fewest switches surface hopping (FSSH) algorithm.33 It maintains the correct 
populations of each state |ci(t)| at all the times with the minimum number of hops. In this algorithm, 
the probability of a hop from state 1 to state 2 (𝑃1→2) at time step ∆t is given by: 
 𝑃1→2 = −𝑑[log|𝑐1(𝑡)|
2]/𝑑𝑡 (2.28) 
If the probability of the hop is positive, the hop happens with a change in the velocity 
component in the direction of nonadiabatic coupling vector to conserve the total energy of the 
system. The hop is restricted if the probability of the hop is negative. FSSH is a popular method 
that can capture the detailed balance (i.e., the thermal equilibrium population of excited states).34-
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FSSH for DFT with a Kohn-Sham representation of the electron density (FSSH-TDKS) 
has been developed.37 This approach is useful for the real-time modelling of electron dynamics. 
Since this method incorporates the electron-nuclear correlation and detailed balance, it gives a 
more accurate description of the chemical properties than the Ehrenfest-TDKS method. In the 
Kohn-Sham representation, the electron density is given as: 






where 𝑁𝑒 is the number of electrons, and 𝜑𝑝(𝑥, 𝑡) are the single electron Kohn-Sham orbitals. The 
time-dependent variational principle can be used to determine the evolution of 𝜑𝑝(𝑥, 𝑡) where 𝐻 





= 𝐻(𝜑(𝑥, 𝑡))𝜑𝑝(𝑥, 𝑡);  𝑝 = 1, … , 𝑁𝑒 (2.30) 
 
The time-dependent 𝜑𝑝(𝑥, 𝑡) can be expanded in the adiabatic KS orbitals ?̃?𝑘(𝑥; 𝑅⟩: 
 𝜌𝑝(𝑥, 𝑡) = ∑ 𝑐𝑝𝑘(𝑡)|?̃?𝑘(𝑥; 𝑅⟩)
𝑁𝑒
𝑘
; 𝑅 = 𝑛𝑢𝑐𝑙𝑒𝑎𝑟 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦 (2.31) 
 
where 𝑁𝑒 is the number of electrons. The TDKS equation (2.30) transforms to an equation in the 








Then the nonadiabatic coupling is: 





where ∇𝑅 is gradient operator and the nonadiabatic coupling arises from the dependence of the 
adiabatic KS orbitals on the nuclear trajectory. 
Since the standard FSSH method produces different nuclear trajectories and calculates the 
nonadiabatic coupling on-the-fly, this method is computationally expensive. In our work, we have 
used the FSSH-TDKS method within a classical path approximation (FSSH-CPA) to reduce the 
computational cost.38 The classical path approximation assumes that the nuclear dynamics of the 
system is not affected by the dynamics of electronic degrees of freedom but that the electron 
dynamics is driven by the nuclear dynamics.38 So, the electronic Hamiltonian depends 
parametrically along a predetermined classical molecular dynamics trajectory. A large number of 
stochastic realizations of the FSSH algorithm can be computed along the ground state MD 
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trajectory which drastically decreases the computational cost. The quantum classical correlation is 
not included in FSSH-CPA. 
The hop rejection and velocity rescaling of standard FSSH are replaced in FSSH-CPA by 
using a Boltzmann factor 𝑏𝑖→𝑗(𝑡) to scale the transition probabilities 𝑔𝑖→𝑗(𝑡). It ensures the 
detailed balance condition in FSSH-CPA by making the transitions up in energy less probable. 
 𝑔𝑖→𝑗(𝑡) → 𝑔𝑖→𝑗(𝑡)𝑏𝑖→𝑗(𝑡) (2.34) 
 




) 𝐸𝑗 > 𝐸𝑖
1                            𝐸𝑗 ≤ 𝐸𝑖
 (2.35) 
 
𝐸𝑗 and 𝐸𝑖 are the energies of states  𝑗 and  𝑖 respectively. 
In the full quantum description, the wave function of the system loses the phase coherence 
due to the interactions with bath degrees of freedom. FSSH-CPA is a quantum classical calculation 
where the electrons are treated quantum mechanically and the nuclei are treated classically. So, 
the bath induced quantum coherence loss should be explicitly introduced.39-41 
In FSSH-CPA, decoherence can be incorporated according to decoherence-induced surface 











where 𝑁 is the number of adiabatic states and the coefficients 𝑐𝑖(𝑡) are obtained by solving 
quantum classical equation (2.32). 𝑟𝛼𝑖 gives the decoherence rates between the pairs of electronic 
states. The decoherence times define the time at which the electronic coherences dissolve due to 
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interaction with the environment. Our calculations have incorporated the decoherence via the 
DISH algorithm as implemented in the PYXAID program.38, 43 
In the PYXAID program, nonadiabatic coupling (Hij) is evaluated numerically using the 
scheme proposed by Hammes-Schiffer and Tully44: 








2.6 Basis set 
The electronic wavefunction Ψ can be constructed as a linear combination of the basis 
functions 𝜒𝑖; this set of basis functions is called the basis set.
1 





Each basis function has coefficient 𝑎𝑖 associated with it and 𝑁 is the number of basis 
functions. The basis sets get more accurate on using a higher number of basis functions (𝑁). An 
infinite basis set needs to be used to reach the complete basis set limit, which is not practical. So, 
researchers are identifying the mathematical functions that allow the wave functions to reach close 
to the infinite basis set limit in an efficient manner. 
Basis sets used in this dissertation are of two types: atomic basis sets and plane wave basis 
sets. Atomic basis sets are composed of atomic orbitals, which can be Slater-type orbitals (STOs) 
or Gaussian-type orbitals. The mathematical form of STOs is: 
 𝜑(𝑟, 𝜃, ∅; 𝑛, 𝑙, 𝑚) = 𝑁𝑟𝑛−1𝑒−𝜍𝑟𝑌𝑙
𝑚(𝜃, Ψ) (2.39) 
 
where 𝑟 is the distance of the electron from the atomic nucleus; 𝑛, 𝑙, 𝑚 are the quantum numbers; 
𝑁 is the normalization constant; 𝜍 is the exponent that depends on atomic number and controls the 
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width of orbitals; and 𝑌𝑙
𝑚(𝜃, Ψ) refer to the spherical harmonic functions. STOs give the correct 
exponential decay with increasing 𝑟 and the 1s orbital has a cusp at the nucleus, as it should. But, 
there is no analytical solution available for the four center integrals in STOs, and hence the four 
center integrals need to be computed numerically. This makes STOs computationally expensive. 
So, an alternative to the STOs called the Gaussian-type orbital (GTO) is used, where the radial 
decay of wavefunction is changed from 𝑒−𝑟 to 𝑒−𝑟
2
. Since an analytical solution can be obtained 
for the integrals associated with GTOs, they are faster than STOs. The mathematical form of a 
GTO in Cartesian coordinates is: 




where 𝛼 is the exponent that controls the width of the GTO and 𝑖, 𝑗, 𝑘 are the integers that describe 
the type of orbitals. Since the decay of GTOs is exponential in 𝑟2, there is a rapid reduction in 
amplitude with distance and therefore these functions cannot describe the atomic orbitals properly 
far from the nucleus. Also, GTOs do not have a cusp at the nucleus and hence cannot describe the 
orbital properly. In order to account for these deficiencies of GTOs, STOs are often constructed 
from a linear combination of GTOs. In this dissertation, ADF45 calculations use STOs and the 
Gaussian46 calculations use GTOs.  Polarization and diffuse functions can be added to the basis 
functions to improve the accuracy. Polarization functions are important to model the bonding since 
they give the correct shape of molecular orbitals. Diffuse functions are important when considering 
anions, Rydberg states and other long range interactions. 
Plane wave basis sets are not centered on atoms and are used for periodic infinite systems.1, 
47 According to the Bloch theorem, the electronic wavefunction at every k-point can be expanded 
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in terms of a discrete plane wave basis set. The electronic wavefunction 𝜑𝑛 is represented as a 
combination of periodic part 𝑢𝑛(𝑟) and plane wave part/phase factor 𝑒
𝑖𝑘.𝑟 with wave vector 𝑘. 
 𝜑𝑛(𝑟) = 𝑒
𝑖𝑘.𝑟𝑢𝑛(𝑟) (2.41) 
 
Upon Fourier transform, the periodic part 𝑢𝑛(𝑟) can be written as: 




where 𝑐𝑛,𝐺 are plane wave coefficients and 𝐺 is the reciprocal lattice vector. So, from (41) and 
(42), the plane wave basis set can be written as: 




where 𝑐𝑛,(𝑘+𝐺) is the expansion coefficient. An infinite number of plane waves are needed to 
describe the wavefunction accurately, but this is not practical. So, we need to make approximations 
to select the most useful plane waves. One of those approximations is to use the plane waves up to 









 and ℎ is Planck’s constant. So, the size of the plane wave basis set is independent of 
the number of atoms but depends on the volume of the box and the cutoff energy. 
Plane wave basis sets require pseudopotentials to reduce the computational cost. Since the 
core electrons are chemically inert, pseudopotential methods are developed that replace core 
electrons by a pseudopotential that acts on a set of pseudo wavefunctions. This potential can be 
represented with only a small number of Fourier coefficients. The valence electrons are 
represented with full wavefunctions. This dissertation uses the projector augmented wave (PAW)48 
pseudopotential that is available in VASP.49 
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2.7 Relativistic effects 
The innermost electrons that penetrate to the nucleus (s and p electrons) of heavier elements 
have higher speeds. The average radial velocity < 𝑉𝑟 > of the electron in the 1s shell can be 
obtained using < 𝑉𝑟 > 𝑐⁄ = 𝑍𝛼 where 𝑐 is the speed of light, 𝑍 is the atomic number and 𝛼 is the 
fine structure constant (1/137). On using this equation for the mercury atom of atomic number 80, 
one finds that the radial velocity of the 1s electron is 58% of the velocity of light.50 When an 












where 𝑚𝑒, 𝜐𝑒, and 𝑐 are the rest mass of the electron, the velocity of the electron and the speed of 
light respectively. So, as the velocity becomes close to the speed of light, a correction in mass is 
required. So, the relativistic effect imposes a limit on the maximum speed of particles. 
Due to this relativistic effect, the s-shell contracts and the s-electrons are very strongly 
bound to the nucleus. The p-shell electrons also contract but they contract to a lesser extent 
compared to the s-shell. Due to the shielding from s and p electrons, the d and f electrons are less 
bound to the nucleus. This leads to a change in the electronic structure of the elements heavier than 
lanthanides.51-53 So, the relativistic effects are very important for heavier atoms (e.g. gold) used in 
this dissertation. In this dissertation, scalar relativistic effects are included in ADF calculations 
through ZORA (zeroth order regular approximation).54-55 In the VASP software calculations, the 
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Chapter 3 -  Nonradiative Relaxation Dynamics in the [Au25-
nAgn(SH)18]-1 (n = 1, 12, 25) Thiolate-protected Nanoclusters 
Reproduced with permission from: 
Pandeya, P.; Aikens, C. M., J. Chem. Phys. 2021, 154, 184303. 
 
3.1 Abstract 
Evaluation of the electron-nuclear dynamics and relaxation mechanisms of gold and silver 
nanoclusters and their alloys is important for future photocatalytic, light harvesting and 
photoluminescence applications of these systems. In this work, the effect of silver doping on the 
nonradiative excited state relaxation dynamics of the atomically precise thiolate-protected gold 
nanocluster [Au25-nAgn(SH)18]
-1 (n = 1, 12, 25) is studied theoretically. Time-dependent density 
functional theory is used to study excited states lying in the energy range 0.0-2.5 eV. The fewest 
switches surface hopping method with decoherence correction was used to investigate the 
dynamics of these states. The HOMO-LUMO gap increases significantly upon doping of 12 silver 
atoms but decreases for the pure silver nanocluster. Doped clusters show a different response for 
ground state population increase lifetimes and excited state population decay times in comparison 
to the undoped system. The ground state recovery times of the S1-S6 states in the first excited peak 
were found to be longer for [Au13Ag12(SH)18]
-1 than the corresponding recovery times of other 
studied nanoclusters, suggesting that this partially doped nanocluster is best for preserving 
electrons in an excited state. The decay time constants were in the range of 2.0-20 ps for the six 
lowest energy excited states. Among the higher excited states, S7 has the slowest decay time 
constant although it occurs more quickly than S1 decay. Overall, these clusters follow common 
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Small thiolate-stabilized gold nanoclusters with core diameters of less than 2 nm are of 
great importance due to their future applications in solar cells, light harvesting and 
photoluminescence.1-18 Understanding radiative and nonradiative relaxation of these nanoclusters 
is key to fulfilling their potential in these applications.  Numerous experimental studies have been 
performed on thiolate-protected gold nanoclusters to understand their nonradiative relaxation 
mechanisms15-17, 19-25 but fewer theoretical studies have been undertaken.26-30 Au25(SR)18 is the 
most frequently studied nanocluster31-35 because it has higher chemical and thermodynamic 
stability than clusters of other sizes.31, 36, 37 Doping of thiolate-protected gold nanoclusters with 
cheaper metals like silver that possess distinct physical and chemical properties compared to those 
of gold, is useful to study to improve properties due to synergy of the different component metals.38 
Since gold and silver have a similar outermost valence electronic configuration (gold:6s1; 
silver:5s1), and nearly identical lattice constants, these atoms can be mixed in various 
proportions.39 Silver-doped Au25 nanoclusters have the same framework as their homo-metal 
counterparts, but their optical, structural, and electronic properties can be tuned.39-41 
A great number of atomically precise, monolayer-protected gold clusters have been 
characterized using X-ray crystallography and diffractometric analysis over the past years,1, 33, 42-
50 1, 33, 42-50 whereas only a few silver clusters have been crystallized.51-59 After the discovery of the 
[Au25(SR)18]
−1 cluster (abbreviated as Au25 in the text), the electronic structure of related 
[Ag25(SH)18]
−1 and [Au13Ag12(SH)18]
-1 clusters were described using the time dependent density 
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functional theory method.41, 60 In 2015, Bakr and co-workers crystallized a thiolate-protected silver 
nanocluster [Ag25(SR)18]
−1 that is an exact analog of [Au25(SR)18]
−1 in terms of size, superatom 
electronic configuration, charge and composition.61 Thus, this allowed researchers to perform a 
direct comparison of properties of thiolate-protected silver nanoclusters. This cluster consists of 
an Ag13 icosahedral core protected by six V-shaped -S-Ag-S-Ag-S- staple motifs with an overall 
quasi-Th symmetry similar to the gold analog.
61 
Previous works on doping indicate that the most favorable place for doping a single silver 
atom is on the surface of the nanocluster core compared to doping in the center of the core and in 
the staple motifs (e.g. Ref. 39 and references therein). Researchers have been able to dope ~24 
silver atoms into [Au25(SR)18]
-1 experimentally.62 Theoretically, Guidez et al. examined the 
absorption spectra of a series of [Au25−nAgn(SH)18]
−1 (n = 1, 2, 4, 6, 8, 10, 12) bimetallic 
nanoparticles39 where the silver atoms were substituted in different positions of the gold cluster 
core. That work also confirmed that silver tends to occupy positions on the outer shell of the core. 
They also noticed that the optical peaks shift to higher energy with increasing numbers of silver 
atoms, the intensity of the absorption peak at 2.5 eV increases as the number of silver dopants 
increases due to the increasing contributions of superatom 1P→1D and 1P→2S transitions, and 
some additional orbital splitting occurs due to breaking of symmetry of nanocluster. Thus, they 
concluded that it is possible to tune optical properties if one can control the number of silver atoms 
in the nanoparticle. 
Many experimental nonradiative relaxation dynamics investigations on thiolate-protected 
noble metal nanoclusters have been performed on the [Au25(SR)18]
-1 nanocluster.15-17, 19-22 Various 
research groups have proposed several different mechanisms for the nonradiative relaxation 
mechanism of [Au25(SR)18]
-1.15-17, 20-22 Moran and co-workers17 observed an extremely rapid 
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internal conversion process, taking place on the order of 200 fs in [Au25(SCH2CH2Ph)18]
-1. 
Knappenberger and co-workers20 studied the relaxation dynamics in the anionic and neutral 
Au25L18 clusters. They observed few picosecond time scale dynamics for a nonradiative 
nanocluster core-to-ligand energy transfer process following the internal conversion. Experimental 
work has also been performed on a luminescent rod-shaped, silver-doped Au25–nAgn cluster to 
understand its ultrafast relaxation dynamics.24 An ultrafast excited state relaxation (∼0.58 ps), 
which is an internal conversion process, and a subsequent nuclear relaxation (∼20.7 ps) were 
reported in Au25–nAgn. A faster nuclear relaxation was observed in doped systems compared to 
that in undoped. 
A recent theoretical study using ab initio real-time nonadiabatic molecular dynamics (NA-
MD) simulations was performed by our group to understand the electron relaxation dynamics of 
the Au25 cluster.
27 In this study, the time constants observed experimentally17 were found to arise 
from nanocluster core-to-core transitions rather than from a core-to-staple motif transition; no 
staple-based or other states were observed at lower energy than the nanocluster core-based S1 
state.27 
Although it has been concluded that many atoms of silver can be doped in gold nanoclusters 
and properties such as the visible absorption spectrum can be tuned, few experimental studies have 
been done to investigate the nonradiative excited state relaxation of the silver doped [Au25(SR)18]
−1 
nanocluster.63, 64 Insights into the radiative properties of the Ag25 and single silver atom doped 
Au25 system can be obtained from our earlier work on the luminescence of these systems;
65 
however, there are no reports of theoretical work performed to understand the nonradiative 
relaxation dynamics of the thiolate-protected silver nanocluster that is an exact analog of a thiolate-
protected gold nanocluster, which is required in order to understand the excited state electron 
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dynamics relevant in energy transfer and photocatalytic processes. With the discovery of the 
“golden” silver nanoparticle [Ag25(SR)18]
-1,61 it will be important to assess the applicability of the 
relaxation mechanism proposed for the [Au25(SR)18]
-1 nanocluster to its silver analog. It is essential 
to have deeper atomic level understanding of nonradiative relaxation in nanoalloys and in the 
“golden” silver nanoparticle [Ag25(SR)18]
-1 in order to design new atomically precise nanoalloys 
with more uses and applications. 
Herein, the [Au25(SH)18]
-1 cluster has been doped with one or twelve silver atoms where 
the silver atoms are doped on the outer surface of the nanocluster core. Then, we perform electron-
nuclear dynamics to reveal the nonradiative relaxation mechanism for excited electrons in the 
doped clusters, [Au24Ag(SH)18]
-1 and [Au13Ag12(SH)18]




3.3 Computational details 
Real-time ab initio nonadiabatic molecular dynamics (NA-MD) simulations have been 




-1 nanoclusters.  These nanoclusters will be abbreviated as Au24Ag, Au13Ag12, and 
Ag25, respectively, throughout the text.  The procedure used is similar to our previous study of 
[Au25(SH)18]
-1 relaxation dynamics.27  
Geometry optimizations were performed using the conjugate gradient method 
implemented in the Amsterdam Density Functional (ADF) package66 to obtain the relaxed 
geometries at 0K (Figure 3-1). Core electrons were treated using a frozen core approximation to 
reduce the computational burden while a triple-ζ polarized basis set (TZP) was used for the valence 
electrons. Electron exchange and correlation were included using the GGA Perdew− 
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Burke−Ernzerhof  (PBE) exchange-correlation functional.67 Optimization was performed in the 
gas phase. Although previous work in our group has employed the LB94 and SAOP functionals to 
examine the optical absorption spectra of these systems,41 the current work employs the PBE 
functional for consistency with the dynamics calculations described below.  Scalar relativistic 
effects were included using the zeroth-order regular approximation (ZORA).68-70 Electronic 
transitions and absorption spectra were obtained using linear response time-dependent density 
functional theory (TDDFT) and convoluted with a Gaussian function with a full width at half 
maximum of 0.2 eV. Electronic excited states that contribute to the two main peaks in the range 
of 0.0-2.5 eV were studied in detail. 
 
Figure 3-1 Optimized geometries of (a) [Au25(SH)18]-1, (b) [Au24Ag(SH)18]-1, (c) 
[Au13Ag12(SH)18]-1 and (d) [Ag25(SH)18]-1 at the PBE/TZP level of theory. Yellow: gold; gray: 
silver; light green: sulfur; white: hydrogen. 
 
Next, optimized structures were heated to room temperature (300 K) and molecular 
dynamics trajectories were computed with the Vienna Ab initio Simulation Package (VASP).71 
Trajectories were computed for 5 ps assuming a microcanonical ensemble and using the Verlet 
algorithm72 with a 1 fs time step. The simulation box size used was 24 Å to avoid contacts between 
the clusters. We used projector-augmented wave (PAW)73 pseudopotentials. A kinetic energy 
cutoff value of 402.0 eV was used for the temperature ramping calculation and a 301.8 eV energy 
cutoff value was employed for the MD and NA coupling calculations. We used gamma points and 
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the PBE functional in all VASP calculations. An MD trajectory was computed for 5 ps length 
which provides nuclear coordinates at each time step. 
Then, nonadiabatic coupling matrix elements were computed using the nuclear coordinates 
at each time step along the MD trajectory by employing the fewest-switches surface hopping 
(FSSH) method of Tully and Hammes-Schiffer74 with a numerical approach from Prezhdo and co-
workers.75  The decoherence-induced surface hopping (DISH)76 scheme was used to correct the 
overcoherent nature of the FSSH approach. Computationally efficient approaches like the classical 
path approximation and the time-dependent Kohn-Sham description of electronic states (FSSH-
TDKS)75 were utilized, which have been found to be appropriate for solid-state systems where 
nuclear dynamics are not significantly affected by electronic transitions. FSSH requires statistical 
averaging over an ensemble of trajectories to give well-converged statistics of electronic 
transitions. So, 10 different starting geometries were taken along the entire 5 ps molecular 
dynamics trajectory; 3.5 ps length sub-trajectories were considered and 1000 electron dynamics 
trajectories were performed for each sub-trajectory. All NA-MD calculations were computed using 
the PYXAID program.77, 78 
Finally, the excited state population decay time and ground state population increase time 
were calculated by fitting to the following equations respectively: 
𝒇(𝒕)=𝒆𝒙𝒑(−𝒕/𝝉)                      (1) 
𝒇(𝒕)=𝟏−𝒆𝒙𝒑(−𝒕/𝝉)                  (2) 
These decay times were calculated both with and without an energy correction to the calculated 
excited state energies. These energy corrections are used to compensate for underestimation or 
overestimation in the calculated density functional theory (DFT) band gaps compared to the 
experimental gaps. An energy correction was considered for several excited states in order to 
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evaluate its impact on the excited state dynamics and this comparison is presented in the 
Supporting Information; no energy correction is used in the main text. All states considered in this 
work are singlet states. 
 
3.4 Results and discussion 
3.4.1 Optical absorption spectra 
The PBE/TZP absorption spectra of Au24Ag, Au13Ag12, and Ag25 are shown in Figure 3-2. 
The first peak in the absorption spectra is found to originate from nanocluster core-to-core 
transitions (HOMO through HOMO-2 into LUMO and LUMO+1) for all three systems similar to 
the Au25 nanocluster, where the HOMO is nearly triply degenerate and LUMO is nearly doubly 
degenerate. These three highest occupied orbitals have superatomic P orbital character and the 
lowest unoccupied orbitals have superatomic D orbital character; these orbitals look similar to 
atomic p and d orbitals except that they are delocalized throughout the nanocluster core.  
Transitions arising from electronic excitation between these orbitals are described as core-to-core 
transitions because the orbitals are primarily spatially located in the nanocluster core.  The first 
peak blue-shifts from about 1.41 eV in Au25 (Ref. 27) up to 1.9 eV for Au13Ag12 (Figure 3-2). This 
blue shift is due to an increase in the HOMO-LUMO gap upon doping of 12 silver atoms as also 
found in our previous studies.39 This blue shift of the first peak on doping silver atoms is also 
observed experimentally.35 The second peak at ~2.5 eV for Au25 is seen to be unaffected upon 
doping of one and twelve silver atoms. For Ag25, its energy remains the same but an additional 
shoulder is seen at the lower energy side. Thus, the second peak for Ag25 can be considered to be 
red-shifted compared to the second peak of Au25 which is also observed in the experimental 
spectra.61 The peak positions of Ag25 obtained in the current study are similar to the peak positions 
58 
obtained for [Ag25(SH)18]
−1 using the SAOP/TZP level of theory.41 The theoretical peak positions 
of Ag25 are red-shifted compared to the main peaks observed experimentally at 1.84, 2.53 and 3.18 
eV.61 The red-shift of the theoretical peaks compared to experiment has also been reported for the 
well-known Au25 cluster.
33 However, the red-shifting of the first peak in the silver cluster is less 
than that of the gold cluster. 
The intensities of the peaks also vary depending on the degree of silver doping.  The 
spectrum is broader for Au24Ag than for the others which could be due to breaking of the symmetry 
of the system upon doping of a single silver atom. The intensity of the second peak increases 
significantly upon doping of twelve silver atoms. The intensity of the first peak is a little higher 
for Ag25 than for the other systems. 
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Figure 3-2 PBE/TZP optical absorption spectra of [Au24Ag(SH)18]-1, [Au13Ag12(SH)18]-1, and 
[Ag25(SH)18]-1. 
 
3.4.2 Electronic relaxation dynamics of the first peak in the absorption spectra of 
the three studied clusters  
In the following sections, the electronic relaxations of the nanoclusters are analyzed. In this 
section, the first peak of all three clusters is examined in order to understand its nonradiative 
relaxations. Tables 3-1, 3-2 and 3-3 show the important excitations involved in the first peak based 
on their oscillator strengths and weights. These clusters have similar electronic structure to Au25, 
and also have similarities in the transitions responsible for their low-energy excited states. Three 
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main excitations involving the HOMO-2 to LUMO+1 orbitals in the most probable transitions give 
rise to the first peak, which was also the case for the Au25 cluster. 
Table 3-1 Transitions with the highest weights for the prominent excited states that 







Weight Most weighted transitions 
4 1.43 0.0200 
0.6069 HOMO-1 → LUMO 
0.2167 HOMO-1 → LUMO+1 
0.1122 HOMO-2 → LUMO 
5 1.47 0.0277 
0.5119 HOMO-2 → LUMO 
0.2773 HOMO-1 → LUMO+1 
0.1091 HOMO-2 → LUMO+1 
6 1.48 0.0163 
0.8192 HOMO-2 → LUMO+1 
0.1018 HOMO-2 → LUMO 
 
Table 3-2 Transitions with the highest weights for the prominent excited states that 







Weight Most weighted transitions 
4 1.88 0.0200 
0.3958 HOMO-2 → LUMO 
0.1634 HOMO → LUMO+1 
0.1604 HOMO-2 → LUMO+1 
5 1.90 0.0350 
0.5476 HOMO-1 → LUMO 
0.1968 HOMO-1 → LUMO+1 
0.1443 HOMO → LUMO+1 
6 1.93 0.0300 
0.5440 HOMO-2 → LUMO+1 
0.2722 HOMO-2 → LUMO 
 
Table 3-3 Transitions with the highest weights for the prominent excited states that 







Weight Most weighted transitions 
4 1.66 0.0389 
0.3386 HOMO-2 → LUMO 
0.2451 HOMO-2 → LUMO+1 
0.145 HOMO → LUMO 
0.1026 HOMO-1 → LUMO 
5 1.67 0.0372 0.2869 HOMO → LUMO+1 
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0.2217 HOMO-2 → LUMO 
0.1525 HOMO-2 → LUMO+1 
0.1252 HOMO-1 → LUMO+1 
0.1236 HOMO-1 → LUMO 
6 1.68 0.0370 
0.5256 HOMO-1 → LUMO+1 
0.2674 HOMO → LUMO+1 
0.0624 HOMO-2 → LUMO 
0.0611 HOMO-2 → LUMO+1 
 
Because the HOMO, HOMO-1, and HOMO-2 are nearly triply degenerate and the LUMO 
and LUMO+1 are nearly doubly degenerate, we can use the same FSSH-TDKS defined excited 
states (S1 - S6) as in our previous Au25 simulations.
27 A list of excited states and corresponding 
transitions used in the FSSH-TDKS calculations is given in Table 3-4. The HOMO-2 to LUMO+1 
orbitals are all nanocluster core-based orbitals. 




S1 HOMO → LUMO 
S2 HOMO → LUMO+1 
S3 HOMO-1 → LUMO 
S4 HOMO-1 → LUMO+1 
S5 HOMO-2→ LUMO 
S6 HOMO-2 → LUMO+1 
 
The orbital energy variations occurring in all clusters during the MD simulation are shown 
in Figure 3-3. The near degeneracies of the HOMO, HOMO-1, HOMO-2 and LUMO, LUMO+1 
orbitals are apparent, similar to Au25. The HOMO-LUMO gap varies around 1.10, 1.49, and 1.15 
eV for Au24Ag, Au13Ag12, and Ag25 respectively during the MD simulation. The orbital energies 
of all three clusters during the MD simulation (Figure 3-3) show the approximate triple degeneracy 
between the HOMO, HOMO−1, and HOMO−2 and the approximate double degeneracy between 
the LUMO and LUMO+1. This behavior is consistent with the nature of orbitals in the Au25(SR)18
-
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1 cluster.27 The HOMO-LUMO gap is seen to have increased significantly upon doping of 12 silver 
atoms but is similar for Au25 and Ag25 systems. 
In our previous work on Au25, we compared results with an energy correction of 0.55 eV 
to match with the experimental data and account for the theoretical underestimation of the first 
peak energy to results without an energy correction.27 Inclusion of an energy correction typically 
lengthens the ground state growth time due to an increase in the energy gap between the excited 
states and the ground state, but the population relaxation times between the individual excited 
states remain mostly unchanged.  In this work, we consider energy corrections to the excited state 
energies, but see only minor effects on excited state lifetimes (see Supporting Information).  No 
energy corrections are included in the main text. 
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Figure 3-3 Variation of PBE orbital energies with time for (a) [Au24Ag(SH)18]-1, (b) 
[Au13Ag12(SH)18]-1 and (c) [Ag25(SH)18]-1. 
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The population relaxation dynamics of the first six excited states, S1 to S6, that contribute 
to the first peak of the studied clusters are shown in Figures 4, 5 and 6. The surface hopping (SH) 
populations of the states as computed from the FSSH approach are determined as a function of the 
simulation time after exciting an excited state of interest.  The corresponding ground state recovery 
times (Table 3-5) and excited state population decay times (Table 3-6) have been calculated for all 
systems. 
The population relaxation curves for the S1-S6 states of Ag25 (Figure 3-6) sometimes show 
“step relaxation” behavior where the population of a state transfers rapidly to another state. For 
example, the S2 (HOMO→ LUMO+1) state quickly transfers its population to the S1 (HOMO → 
LUMO) state during the 2700-3200 fs timeframe in Figure 3-6(b). There are also rapid population 
transfers from S5 (HOMO-2 → LUMO) to S3 (HOMO-1→ LUMO) (Figure 3-6(e)) and S6 
(HOMO-2 → LUMO+1) to S4 (HOMO-1 → LUMO+1) (Figure 3-6(f)) during the 1000-2000 fs 
timeframes. A rapid population transfer could arise due to near-degeneracies that appear in the 
orbitals that are involved in these states during the MD simulation (Figure 3-3(c)). For example, 
during the ~2600-3400 fs timeframe in the MD simulations, near-degeneracy can be observed 
between the LUMO and LUMO+1 orbitals. During that time frame, the S2 and S1 states have close 
energies which therefore promotes a rapid population transfer among these states. Similar 
explanations can be given to population transfers from S5 to S3 and from S6 to S4. During the 
~1100-2100 fs timeframe, the HOMO-1 and HOMO-2 orbitals show degeneracies which will 
stimulate the S5 to S3 and S6 to S4 population transfers. The relaxation patterns of states S1 and S2 
are similar to the relaxation in the Au25 cluster whereas states S3-S6 demonstrate slight differences. 
(The population relaxation curves of the first six excited states of the Au25 cluster are shown in 
Figure A-3.) For example, the S5 state more rapidly transfers its population to the S3 state (Figure 
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3-6(e)) and the S6 state relaxes more quickly to S4 (Figure 3-6(f)) compared to the dynamics in the 
Au25 cluster. 
The population relaxation of the S1-S4 states of Au24Ag (Figure 3-4) are slower than those 
of Au25. In contrast, the S5 and S6 states more rapidly transfer electron population to S3 and S4 
states in Au24Ag (Figure 3-4) compared to the population transfer of these states in Au25.  
Comparing the relaxation curves of Au13Ag12 (Figure 3-5) with those of Au25 (Figure A-
3), population transfer from all S1-S6 states of Au13Ag12 to other higher or lower lying states occurs 
more quickly than the population transfer of the respective states in Au25. This suggests that the 
time in which the excited population remains in any particular excited state might be the least for 
Au13Ag12 compared to the other studied clusters.  However, its relaxation time to the ground state 
is the slowest of the clusters considered in this work (Table 3-5), which may suggest that the 
electrons in this system may be the best for harvesting in solar cell and photocatalytic applications.  
Overall, the ground state (GS) population recovery lifetime decreases upon doping of a 
single silver atom and increases to a great extent upon doping of 12 silver atoms compared to the 
time constants of Au25 (Table 3-5). The GS growth times for the singly doped cluster are shorter 
compared to the others, which can be related to the smaller HOMO-LUMO gap in the singly doped 
system (~1.10 eV) compared to that of other systems (Figure 3-3(a)). The long GS recovery 
lifetimes of the Au13Ag12 system are logical because this cluster has the largest HOMO-LUMO 
gap (~ 1.49 eV, Figure 3-3(b)). In addition, the GS population recovery lifetimes are also long for 
Ag25. In this case, the average HOMO-LUMO gap of the Ag25 cluster is around ~1.15 eV, whereas 
the Au25 cluster had a slightly lower gap of ~1.09 eV, so the HOMO-LUMO gap does not appear 
to explain the long GS lifetimes. Instead, this could be due to electron population transfer among 
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the S1-S6 states. Since the population relaxes to other higher lying excited states before reaching 
to the ground state, it takes a long time for the population to increase in the ground state. 
 










Figure 3-6 Evolution of populations of (a) S1, (b) S2, (c) S3, (d) S4, (e) S5, (f) S6 states for 
[Ag25(SH)18]-1. 
 
Table 3-5 Ground state population increase lifetimes after excitation to the first six excited 
states that contribute to the first peak in the optical absorption spectrum 
Excited State 








S1 73 40 313 251 
S2 71 56 389 317 
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S3 81 51 370 334 
S4 120 80 383 411 
S5 96 72 578 270 
S6 158 97 795 371 
 
Table 3-6 Decay times of the excited state population of the six excited states contributing 
to the first peak in the optical absorption spectrum 
Excited State 








S1 15.0 18.0 6.5 18.0 
S2 3.2 9.1 2.2 6.1 
S3 3.0 4.4 1.5 4.6 
S4 1.9 3.4 1.1 2.8 
S5 2.6 2.9 1.9 2.2 
S6 1.9 2.5 1.6 2.0 
 
In all nanoclusters, a general trend appears: a higher initial excitation leads to a slower 
repopulation of the ground state due to the gap between that state and the GS. One exception occurs 
in S4 of Ag25 because the S4 ground state growth time is longer compared to that of S6. A high 
initial excitation implies the existence of a large number of intermediate states which typically 
leads to a longer ground state recovery time. However, in Ag25 the unexpected longer ground state 
growth time of S4 may be explained because there is a close energetic proximity between the S4 
and S6 states of Ag25 (based on energy differences from Figure 3-3(c)) unlike in Au24Ag and 
Au13Ag12 (Figure 3-3(a) and 3-3(b)). Thus, S4 state can transfer its population to higher states S6 
and S5 before relaxing into lower states (Figure 3-6(d)), which could slow down the repopulation 
of the GS. Overall, the orbitals in Ag25 and Au13Ag12 are closer in energy than in Au25 (Ref 
27) and 
Au24Ag clusters. Because of this, there can be rapid population transfers between the nanocluster 
core states in Ag25 and Au13Ag12 compared to Au25 and Au24Ag, which makes the repopulation of 
the GS harder for the latter two systems. For example, S1 state population transfers into the S2 state 
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and then the S2 population is transferred back to the S1 much faster in Ag25 than in Au24Ag (Figures 
4 and 6).  Overall, relaxation friction caused by the intermediate states affects the overall excited 
state relaxation dynamics and GS repopulation times. 
Returning to the decay times of the excited state populations, these decay times increase 
slightly with the doping of a single silver atom into Au25 but decrease more significantly upon 
doping of 12 silver atoms (Table 3-6) compared to the decay times of Au25.  The excited state 
populations in Au13Ag12 (Figure 3-5) relax faster compared to the population relaxations in Au24Ag 
(Figure 3-4).  The decay times of Ag25 (Figure 3-6) are similar to the decay times of Au24Ag. On 
examining Table 3-5 and Table 3-6, it can be seen that the decay times of the excited state 
population are ultrafast despite the slow ground state repopulation dynamics. For example, the 
ground state repopulation times after excitation of S1 are much larger than the decay times for the 
S1 state for all three clusters (40 ps vs. 18 ps for Au24Ag, 313 ps vs. 6.5 ps for Au13Ag12, and 251 
ps vs. 18 ps for Ag25). Again, this occurs because the intermediate states play an important role in 
the decay dynamics. From Figure 3-4, we can see in the case of Au24Ag that the S1 state population 
transfers to the S2 state much faster than the population transfers to the ground state.  In the case 
of Au13Ag12 (Figure 3-5), S1 state population transfers to the S2, S3, S4 and S5 states much faster 
than the population transfers to the ground state. Similarly, S1 population transfer to S2 and S3 
states is much faster in Ag25 than the population transfer to the ground state (Figure 3-6). This 
population transfer to the intermediate states may assist in causing longer ground state repopulation 
times compared to the decay time of each excited state population. Similarly, it is evident that as 
the population goes to a larger number of intermediate states, the time it takes to return to the 
ground state becomes longer.  
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Figure 3-7 displays how the decay time constant trend varies among the first six states for 
these clusters. Au25, Au24Ag, and Ag25 generally follow a similar trend among the first six states. 
However, the Ag25 and Au24Ag decay times are slightly slower than the decay times of Au25. The 
decay times of Au13Ag12 are the fastest out of these four systems. 
 
Figure 3-7 The decay time constants arising from excitation into the first six excited states 
for [Au25(SH)18]−1, [Au24Ag(SH)18]−1, [Au13Ag12(SH)18]−1 and [Ag25(SH)18]−1. 
 
3.4.3 Electronic relaxation dynamics of higher excited states 
In this section, the relaxation dynamics of the higher excited states will be analyzed. Eighty, 
eighteen and forty-two higher excited states were included in the calculations for Au24Ag, 
Au12Ag13, and Ag25 respectively which account for peaks up to ~2.5 eV in energy. The HOMO-9 
to LUMO+7, HOMO-2 to LUMO+5 and HOMO-6 to LUMO+5 orbitals are the orbitals involved 
in the most probable transitions for the Au24Ag, Au12Ag13, and Ag25 systems respectively based 
on their high oscillator strengths and transition dipole moments (Tables A-3, A-4, A-5). Hence, all 
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possible single particle transitions were considered for those orbitals in the FSSH-TDKS 
calculations (Tables A-6, A-7, A-8). S1–S6 have the same definitions as stated above and in our 
previous Au25 study.
27 Other possible transitions for higher excited states of [Au24Ag(SR)18]
-1 and 
[Au13Ag12(SR)18]
-1 are assigned accordingly.  Overall, the population relaxation of the S1 to S6 
states for these clusters show similar relaxation patterns with only minor changes when additional 
states are included in the calculation (Figures S4-S6). 
The S1 state has the slowest decay time constant out of all the states considered in this 
study. The S1 decay was calculated to have time constants of 19.2 ps, 6.6 ps and 17.0 ps for Au24Ag 
(Table A-9), Au13Ag12 (Table 3-7) and Ag25 (Table A-10) respectively with the inclusion of 
additional higher states, which are very close to the values of 18.0 ps, 6.5 ps, and 18.0 ps found 
during simulations that only considered the first six excited states (Table 3-6). The S2-S6 decay 
constant trends in the presence of higher states are also similar to the decay constant trends 
observed when only the S1-S6 states are considered.  Overall, the decay time constants in the 
presence of higher excited states showed almost no difference to the decay time constants when 
only six states were considered.  
Among the higher excited states, S7 has a relatively long decay time both with and without 
an energy gap correction to the S1−S6 states.  The S7 decay times are calculated to be 15.5 ps, 5.6 
ps, and 11.0 ps for Au24Ag, Au13Ag12 and Ag25, respectively (see Table A-9 for Au24Ag, Table 3-
7 for Au13Ag12, and Table A-10 for Ag25), which are similar to the S7 decay time of 9.9 ps for 
Au25.
27 The longer lifetimes in S7 compared to the other higher states are likely due to the large 
energy gap between the S7 and S6 states in all of these systems which makes population transfer 
difficult between these two states. The gap between the LUMO+1 and LUMO+2 orbitals results 
in the energy gap between the S6 and S7. In general, the higher excited states have much faster 
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decay times than the lower energy states. Overall, the decay time constant trend in all clusters is 
similar to Au25. Similar electronic structures in these nanoclusters result in similar relaxation 
dynamics. 
 
Table 3-7 The decay times of the excited state population of S1 to S18 states in the presence 
of higher excited states for [Au13Ag12(SH)18]-1 

























−1 thiolate-protected nanoparticles have been investigated using the FSSH-TDKS 
approach. The electron-nuclear relaxation dynamics of the nanoclusters have been compared with 
the relaxations of their gold analog, the well-known [Au25(SH)18]
−1 nanocluster. The HOMO-
LUMO gap increases significantly upon doping 12 silver atoms into the gold cluster. However, 
the gap decreases a little for Au24Ag
 and Ag25 compared to that of Au25. The first peak in each 
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absorption spectrum is blue-shifted compared to that of Au25; the highest energy first peak is found 
for Au13Ag12 at ~1.9 eV.  
The nonradiative relaxation dynamics are affected by the doping of silver atoms. Ultrafast 
relaxation time constants in the range of 2.0-20.0 ps were observed for the S1−S6 excited state 
population decays. These fast decay time constants are observed for the S1−S6 states because 
population can transfer to other excited states in addition to the GS. The excited state population 
decays fastest upon doping of 12 silver atoms compared to the time constants of other clusters. 
This could be due to the presence of other intermediate states in Au13Ag12 that are close in energy. 
Nevertheless, these clusters conserve similar trends in decay times among the first six excited 
states.   
The time scales for the GS recovery were found to be larger than the relaxation time scales 
of the S1−S6 excited states, which was also the case in [Au25(SH)18]
−1.  The ground state population 
recovery lifetime is shorter for Au24Ag
 and longer for Au13Ag12 compared to the time constants of 
Au25. Again, this could be due to the population being transferred to other intermediate states in 
Au13Ag12. The GS recovery times are slower for the S2-S6 states compared to S1, suggesting 
recovery of the GS population is hindered by the effective “friction” due to the presence of 
intermediate electronic states. The GS recovery times of the S1-S6 states for Ag25 were found to be 
longer than the corresponding GS recovery times of Au25 and Au24Ag. Addition of an energy 
correction to the energy gaps did not greatly affect the excited state decay times although it did 
increase the GS recovery times. 
The relaxation dynamics of higher excited states with energy up to ~2.5 eV preserved the 
relaxation trends observed for the S1−S6 states. Among the higher excited states, S7 has a 
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comparatively long decay time. The energy gap between the S6 and S7 states may result in the 
relatively long S7 decay, although the decay is faster than the decay from the S1 state.  
In general, the basic physics and qualitative insights for all four clusters are similar.  They 
each follow a relaxation mechanism equivalent to the [Au25(SH)18]
−1 nanocluster where no states 
involving orbitals based on the staple motifs are observed at lower energy than the nanocluster 
core-based S1 state; thus, electron dynamics in the lowest excited states occurs primarily in the 
cluster core. Decay time constant trends in these clusters are also similar to the Au25 nanocluster.  
However, doping of the nanoclusters does affect the quantitative values of the decay times, 
suggesting that doping represents a feasible and controllable method to tune nonradiative dynamics 
in nanoclusters. In this study, Au13Ag12 has the fastest excited state dynamics and the slowest 
decay of excited state population back to the ground state, suggesting that it may be the best 
candidate for solar cell sensitizers out of the four clusters examined here. 
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Chapter 4 -  Theoretical study of radiative and nonradiative 
relaxation of excited electrons in Au20(SCH3)16 
 
4.1 Abstract 
In this work, we study the absorption and emission spectra of the Au20(SCH3)16 
nanocluster. Two structures of Au20(SR)16 have been proposed that differ in having an octameric 
ring or a hexameric ring. Using density functional theory, we have first compared the two 
structures and determined that the structure with an octameric ring is the lowest energy structure. 
We have investigated the origin of the experimentally observed luminescence in the nanocluster. 
The experimentally observed luminescence matches with the luminescence from S6 without 
considering the underestimation from GGA functionals. Upon considering the underestimation, S2 
luminescence also matches the experimental luminescence. We have analyzed the electronic 
structure and the geometrical changes in the excited states. The ring and the trimeric staple motif 
of the cluster are found to have the most geometrical distortion upon optimization of these states. 
The core and other staple motifs do not become significantly distorted in the excited states. We 
also examined the nonradiative electron relaxation from higher excited states. During the 
nonradiative relaxation, a stepwise electron relaxation mechanism is observed after an initial hole 
relaxation. Electron relaxation from the S1 state has the longest decay time constant due to a large 




Gold nanoclusters have received significant attention due to their unique optical 
properties.1-3 Luminescent gold nanoparticles have found applications in various fields including 
catalysis,4 sensing,5 and medicine.6 Luminescence from gold nanoclusters is found to depend on 
the size, composition and on the ligands of the nanoclusters.5, 7-22 Some gold nanoclusters have 
high quantum yields; Pyo et al. prepared a folate-functionalized Au22 cluster that exhibited a 
luminescence quantum yield of 42%.20 This cluster was prepared by the surface functionalization 
of Au22(SG)18 (SG=glutathione). Because the luminescence from nanoclusters is dependent on 
various factors that determine its potential applications, it is very important to understand the 
radiative and nonradiative relaxation of excited electrons in nanoclusters. Understanding of the 
relaxation mechanism in the nanoclusters will be helpful to find an appropriate cluster for a given 
application involving excited electrons. In a study by Chen et al., gold nanoclusters are found to 
enhance photocatalytic yields upon visible light irradiation and can be used as sensitizers in a solar 
cell.23 Thus, studies of the relaxation of excited electrons will help determine the applicability of 
the cluster as a solar cell sensitizer by finding out the origin of its photo-enhancement.   
Various studies of the radiative and nonradiative relaxation of excited electrons in gold 
nanoclusters have been performed.24-29 Green et al. found the non-radiative core-to-ligand energy 
transfer process as a dominant electron relaxation mechanism in [Au25(SR)18]
− and 
[Au25(SR)18]
0.25 Later, Senanayake et al. performed a theoretical study on [Au25(SH)18]
− to find 
that the experimentally observed time constants in the picoseconds range could arise from core-
to-core transitions rather than from a core-to-semiring transition.27 Similarly, Weerawardene et 
al.30 found that the core-based orbitals in [Au25(SR)18]
− (R = H, CH3,C2H5, and C3H7) are involved 
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in the experimentally observed emission rather than the charge transfer states31 and ligand based 
states.32  
The Au20 dimer connected by diglyme ligands (Au20(SC2H4Ph)15-diglyme-
Au20(SC2H4Ph)15) is found to have strong visible photoluminescence which is absent for the 
monomer.22, 33 In order to investigate this interesting property, herein we initially study the 
radiative and nonradiative relaxation mechanism of excited electrons in Au20(SCH3)16. 
Au20(SCH2CH2Ph)16 was first synthesized by Jin and co-workers in 2009.
34 They found the cluster 
to be extraordinarily robust against excess thiol etching and to have a large HOMO−LUMO gap 
of 2.15 eV. The main absorption peak was observed at 2.56 eV and two additional features were 
observed at 2.95 eV and 3.5 eV. A broadband femtosecond transient absorption study of the cluster 
was performed by Zhou et al. in which the fluorescence peaks were obtained at 1.51 eV and 1.61 
eV.35 After its discovery, many works have been undertaken to determine its geometrical structure. 
Early theoretical studies from Zeng and co-workers36 and Jiang et al.37 reported the Au20(SCH3)16 
cluster to have a prolate-shaped Au8 core with four level-3 staple motifs (i.e. -RS-Au-RS-Au-RS-
Au-RS-). In 2014, Jin and co-workers38 performed an X-ray crystallographic analysis of 
Au20(TBBT)16 (TBBT = SPh-
tBu) and found the cluster to have a vertex-sharing Au7 bi-tetrahedral 
core, Au8(SR)8 octameric ring, and two monomeric and one trimeric staple motifs. The ring was 
found to encircle the Au7 core. At this point, it was not clear whether different structures of Au20 
were obtained due to the use of aliphatic vs. aromatic ligands. Later, Weerawardene and Aikens 
theoretically studied the effects of aliphatic and aromatic ligands on the geometrical and electronic 
structure of the cluster.39 They found that the Au20 geometrical structure is independent of the type 
of ligand used and described minor effects on its electronic structure.  Their study also showed 
that the structure obtained by Jin group38 was more stable than the previously predicted 
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structures.36-37 Recently, the Pei group suggested that this cluster has a slightly different structure 
depending on the ligand used.40 Using dispersion-corrected density functional theory, they found 
a structure with a Au7 core, Au6(SR)6 ring, one trimeric staple motif and two dimeric staple motifs 
for Au20(SCH2CH2Ph)16. Because there are very limited studies focused on understanding the 
structure and optical properties of this nanocluster, it is still essential to determine the exact 
structure of the cluster and its optical properties. 
 
4.3 Computational details 
Structures are optimized with the Amsterdam Density Functional (ADF) package.41 We 
have used the BP86 functional which is a generalized gradient approximation (GGA) type 
functional.42-43 Double zeta (DZ) and triple zeta (TZ) basis sets are used. We have also performed 
some of the calculations including the D3 dispersion correction by Grimme et al.44 and polarization 
(P) functions (Table 4-1). DZP(non-Au) in Table 4-1 means that we have used the DZ basis set for 
Au and DZP for S, C, and H.  Absorption spectra are obtained with linear response time-dependent 
density functional theory (LR-TDDFT).45 The absorption spectra are obtained using DZ and TZP 
basis sets. We performed additional calculations that add the D3 dispersion correction and 
polarization functions on the DZ and TZ basis sets, and also include the presence of 
tetrahydrofuran (THF) as a solvent. Calculation in solution is performed using the conductor-like 
screening model (COSMO).46 Absorption spectra are convoluted with Gaussian functions with a 
full width at half-maximum value of 0.2 eV. Scalar relativistic effects are included using the 
zeroth-order regular approximation (ZORA).47-48 Molecular structures are visualized using 
MacMolPlt49 and the orbitals with ADF GUI with a contour value of 0.02. 
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The excited state geometries are optimized by calculating the excited state gradients. The 
energy and gradient convergence criteria are set to 1×10−4 and 1×10−3. The radiative lifetimes 𝜏𝑖 














where ∆𝐸𝑖 is the excitation energy; 𝑀𝛼
𝑖  is the transition dipole moment in the x, y, or z direction; 
𝛼0 is the fine structure constant; and 𝑡0 = (4𝜋𝜖0)
2ℏ3/𝑚𝑒𝑒
4.  In this equation, 𝜖0 is the dielectric 
constant of vacuum, ℏ is the Planck constant divided by 2π, 𝑚𝑒 is the mass of the electron, and 𝑒 
is the charge of the electron.  
For the nonadiabatic calculations, the optimized geometries are equilibrated to 300K in the 
Vienna Ab initio Simulation Package (VASP).51 This calculation uses the PBE functional with 
projector-augmented wave pseudopotentials,52 gamma k-points, and the microcanonical ensemble. 
A kinetic energy cut-off value of 400 eV is used and the simulation box size is 24 Å. After 
equilibration, a molecular dynamics (MD) trajectory of 5 ps is obtained with a time step of 1 fs. 
Then, nonadiabatic coupling elements are computed along the MD trajectory using the same 
method we used in our previous studies.27 Finally, fewest switches surface hopping (FSSH)53 
simulations are performed in the PYXAID program.54-55 The FSSH simulations use the classical 
path approximation and a time-dependent Kohn−Sham (FSSH−TDKS)56 description of electronic 
states. Decoherence is included using the decoherence-induced surface hopping (DISH) 
algorithm.57 The decay times of excited electrons are calculated with equation (2): 






4.4 Results and discussions 
Two Au20(SCH3)16 structures are compared to determine the lowest energy structure: the 
structures are based on the recent geometry proposed from the Pei group40 (structure 1) and the 
crystal structure from the Jin group38 (structure 2). As discussed in the introduction, structure 1 
has an Au7 core, Au6(SR)6 ring, one trimeric staple motif and two dimeric staple motifs whereas 
structure 2 has an Au7 core, Au8(SR)8 octameric ring, two monomeric staple motifs and one 
trimeric staple motif. Overall, we found structure 2 to be more stable than structure 1 (Table 4-1). 
Structure 1 is predicted to be slightly more stable than structure 2 only for the BP86/TZP level of 
theory examined here, but the difference is very small. Therefore, we have used structure 2 for 
further calculations. 
Table 4-1 Energy difference of Au20(SCH3)16 structures. 
 ΔE = E1 - E2(kcal/mol) 
BP86/DZ 14.91 
BP86+D3/DZ 28.20 
BP86/DZ(Au), DZP(non-Au) 7.89 
BP86/TZP  -3.60 
BP86+D3/TZP  10.05 
 
After determining the structure of the Au20(SCH3)16 system, we obtained the absorption 
spectra of the cluster with different levels of theory (Figure 4-1). The spectra are compared with 
the experimental absorption spectrum of the cluster which shows the most prominent peak at 2.56 
eV.34 The most prominent peaks with the BP86/DZ, BP86+D3/DZ, BP86+D3/TZP, and 
BP86/DZ/solvent(THF) levels of theory are obtained at 2.26 eV, 2.38 eV, 2.57 eV, and 2.26 eV, 
respectively. BP86+D3/TZP accurately reproduces the experimentally observed most prominent 
absorption peak. The theoretically obtained excitation energies with other functional/basis set 
combinations are slightly underestimated. The calculated underestimations are 0.3 eV, 0.18 eV 
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and 0.3 eV with BP86/DZ, BP86+D3/DZ, and BP86/DZ/solvent(THF), respectively. GGA 
functionals are known to underestimate excitation energies. Figure 4-1 shows that the absorption 
spectra do not change significantly by using different functional/basis set combinations. The main 
features of the experimental absorption spectrum are obtained even with only the DZ basis set. In 
addition, the HOMO−LUMO gaps obtained with all these methods are similar. Theoretically 
obtained HOMO−LUMO gaps are 1.62 eV, 1.58 eV, 1.97 eV, and 1.66 eV on using BP86/DZ, 
BP86+D3/DZ, BP86+D3/TZP, and BP86/DZ/solvent(THF), respectively. These HOMO−LUMO 
gaps are similar to the experimentally observed HOMO−LUMO gap of 2.15 eV, which is 
determined by extrapolating the energy of the first optical peak.34 So, the HOMO−LUMO gaps 
are underestimated by 0.53 eV, 0.57 eV, 0.18 eV, and 0.49 eV on using BP86/DZ, BP86+D3/DZ, 
BP86+D3/TZP, and BP86/DZ/solvent(THF), respectively; however, it should be noted that 
extrapolation of an experimental optical gap can overestimate the HOMO-LUMO gap. Although 
the best results for the first peak position and the HOMO−LUMO gap are obtained using 
BP86+D3/TZP, BP86/DZ is also able to reproduce the experimental features with a slight 
underestimation in excitation energies and the HOMO−LUMO gap. Thus, we have used BP86/DZ 
to perform the excited state calculations in order to reduce the experimental cost. We also note that 
the spectral features are enhanced in the presence of solvent; the oscillator strengths of the peak at 
2.26 eV increase about three times compared to calculations without solvent. 
Overall, at the BP86/DZ level of theory, Au20(SCH3)16 has a small peak at 1.83 eV and a 
more prominent peak at 2.26 eV (Figure 4-1). Experimentally, the main peaks were found at 2.56, 
2.95, and 3.50 eV.34 The fourth and sixteenth excited states correspond to the strong peaks at 1.83 
eV and 2.26 eV, respectively (Table 4-2). The HOMO-3 → LUMO transition is the main transition 
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that corresponds to the peak at 1.83 eV. The HOMO-2 → LUMO+1 transition is the dominant 
contribution to the 2.26 eV peak. 
 
Figure 4-1 Absorption spectra of Au20(SCH3)16 obtained by using the given levels of theory. 
‘H-L’ in each figure refers to the HOMO−LUMO gap. 
 
Table 4-2 Transitions with highest weight and transition dipole moment that correspond to 
the first six and the sixteenth excited states from the BP86/DZ TDDFT calculation. H and L 
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4.4.1 Ground state (S0) structure 
The optimized ground state structure of Au20(SCH3)16 has a vertex-sharing bi-tetrahedral 
Au7 core, a chair shaped Au8(SR)8 octameric ring, two monomeric staple motifs and one trimeric 
staple motif (Figure 4-2). The octameric ring circles the Au7 core. The monomeric and trimeric 
staple motifs are attached to the core via Au-S bonds whereas the ring interacts with the core via 
Au-Au bonds. 
 
Figure 4-2 Structure of Au20(SCH3)16 and its components: Au7 core, a chair shaped Au8(SR)8 
octameric ring, two monomeric staple motifs and one trimeric staple motif. The yellow, 
green, black, and white atoms refer to Au, S, C, and H atoms respectively. The Au7 core is 
highlighted in green circles. 
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The average bond lengths and bond angles are calculated for the optimized structure (Table 
4-3). The bond lengths and bond angles obtained with BP86/DZ are similar to but slightly different 
from those obtained using PBE/TZP.39 The average Au-Au bond length in the core is 2.79 ± 0.04 
with BP86/DZ which is very close to 2.80 ± 0.04 obtained with PBE/TZP. The average Aucore–
Sstaple and Austaple–Sstaple bond lengths of 2.50 ± 0.01 and 2.43 ± 0.02 respectively obtained with 
BP86/DZ are about 0.08 Å longer compared to the bond lengths of 2.42 ± 0.02 and 2.35 ± 0.01 
obtained with PBE/TZP. The Auring–Aucore bond length of 2.93 ± 0.04 obtained with BP86/DZ is 
~0.27 Å shorter than the bond length of 3.20 ± 0.32 obtained with PBE/TZP. This is the bond that 
shows the largest difference in bond length between different functionals. Auring–Sring bond lengths 
of 2.43 ± 0.02 obtained with BP86/DZ are 0.07 Å longer compared to the 2.36 ± 0.01 bond length 
obtained with PBE/TZP. The bond angles with BP86/DZ are smaller compared to the bond angles 
with PBE/TZP. ∠Auring–SR–Auring is ~ 7.34 degrees smaller whereas the ∠SR–Auring–SR is ~ 
2.98 degrees smaller. Although the bond lengths and angles obtained with BP86/DZ and PBE/TZP 
are not exactly same, the overall cluster structure is still similar. 
Table 4-3 Geometrical parameters for the BP86/DZ optimized Au20(SCH3)16 in the ground 
state (S0). The bond lengths are given in Å and the bond angles are given in degrees. 
Bond length/ bond angle Average (bond length/ bond angle) 
Aucore–Aucore 2.79 ± 0.04 
Aucore–Sstaple 2.50 ± 0.01 
Austaple–Sstaple 2.43 ± 0.02 
Auring–Aucore 2.93 ± 0.04 
Auring–Sring 2.43 ± 0.02 
∠Auring–SR–Auring 93.65 ± 5.65 
∠SR–Auring–SR 168.18 ± 3.50 
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4.4.2 Radiative relaxation of excited electrons 
We have optimized several excited states to achieve an understanding of radiative 
relaxation in Au20(SCH3)16.  We performed optimizations up to the sixth singlet excited state (S6); 
however, optimizations were only possible for the first (S1), second (S2) and sixth (S6) excited 
states due to state crossings in the other states, suggesting that radiative relaxation would only 
potentially be observed from S1, S2, or S6. According to Kasha’s rule, photon emission occurs in 
appreciable yield from the lowest excited state of a given multiplicity.58 However exceptions have 
been found to this rule which is nicely described in a review paper by Chou and co-workers.59 So, 
we have studied the luminescence from excited states higher than S1 as well.  
From the ground state, an optimization of S1 yields a structure that has a radiative emission 
energy of 0.41 eV. We also tried to optimize S2 from the ground state, but S2 crosses the S1 state. 
Thus, S2 is expected to non-radiatively relax to S1. Because S2 crosses with S1, we then performed 
an optimization of S1 starting from the S2 structure at the crossing. This again gives the optimized 
S1 structure that has radiative emission energy of 0.41 eV. So, if the states cross during 
optimization of higher excited states, non-radiative relaxation is possible from the higher state into 
the lower state; then, radiative emission is possible from that excited state. Overall, we find that 
S2 non-radiatively relaxes to the S1, then S1 radiatively relaxes to the ground state with an emission 
energy of 0.41 eV.   
On the other hand, an optimization of S3 starting from the ground state structure non-
radiatively relaxes to S2 and then to S1. This successive relaxation to lower excited states is defined 
as ‘stepwise relaxation’ in this text. Then, S1 relaxes radiatively with an emission energy of 0.68 
eV. So, we have observed two different S1 structures: one with an emission energy of 0.41 eV and 
the other with an emission energy of 0.68 eV. We tightened the gradient convergence criteria to 
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2×10−4 and re-optimized the S1 structure that shows emission at higher energy (0.68 eV). The re-
optimized structure also gives an emission energy at 0.68 eV. This kind of dual luminescence was 
also observed by Jin and co-workers in Au24(S-TBBM)20, Au14Cd1(S-Adm)12, and Au24(S-PET)20, 
where S-TBBM=4-tertbutyl-phenylmethancan, S-Adm=1-adamantanethiol, and S-PET=2-
phenylethanethiol.60 Dual luminescence has been observed in other nanoparticles as well.2, 61-64 
S4 also shows non-radiative stepwise relaxation similar to the relaxation process observed 
during relaxation from S3; the higher excited states successively relax to nearby lower states. So, 
S4 relaxes finally to S2 and S2 can relax to the ground state with an emission energy of 0.91 eV. 
Similarly, S5 relaxes non-radiatively to S1 (emission energy of 0.41 eV), S6 relaxes non-radiatively 
to S2 (emission energy of 0.91 eV), and S7 relaxes non-radiatively to S6 (emission energy of 1.50 
eV). This emission energy of 1.50 eV matches the experimentally observed emission energy of 
1.51 eV.35 However, as discussed before, the BP86/DZ absorption peak position is underestimated 
by 0.3 eV compared to the experimental peak position. On adding the 0.3 eV underestimation to 
the S2 emission energy of 0.91 eV, we get 1.21 eV, which is reasonably close to the experimentally 
observed emission at 1.50 eV. So, the experimentally observed luminescence could also arise from 
this S2 structure. The emission energy from both S1 structures is smaller even on adding a 
correction for the calculated underestimation (S1a: 0.41 eV + 0.3 eV = 0.71 eV, S1b: 0.68 eV + 0.3 
eV = 0.98 eV). Thus, the experimentally observed emission may not arise from either of the S1 
structures. 
 
4.4.2.1 S1 structures 
As discussed above, we have observed dual luminescence from the S1 state: at 0.41 eV 
(referred to as S1a) and at 0.68 eV (referred to as S1b). The vertical excitation energy of S1 is 1.70 
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eV and hence emission from S1 gives a large Stokes shift. The Stokes shifts are calculated to be 
1.42 eV and 1.02 eV for S1a and S1b, respectively. Radiative lifetimes of S1a and S1b are 0.64×10
-3 
seconds and 0.23×10-4 seconds, respectively.  
The electronic structures of both S1a and S1b (along with the ground state electronic 
structure) are shown in Figure 4-3. The HOMO−LUMO gap decreases significantly in both S1 
states compared to the gap in the ground state. The gap is larger for S1b (0.61 eV) than for S1a (0.37 
eV). The HOMO → LUMO transition is the primary contribution to both S1a and S1b states (Table 
4-4). The HOMO is a core based orbital in both S1 states. The LUMO in S1a is mainly located on 
the Au8(SR)8 octameric ring and the trimeric staple motif, although it is also located slightly in the 
core. For the S1b state, the LUMO is located mainly on the core and the Au8(SR)8 octameric ring. 
Thus, the two S1 structures differ in the type of LUMO orbital involved for each, which indicates 
that a diabatic state crossing has occurred between these two structures.  Orbitals for the S0 state 
are also presented in Figure 4-3c. 
Table 4-4 Transitions with highest weight and transition dipole moment that correspond to 










Transition dipole moment (au) 
x y z 
S1a 0.41 0.0002 H→L 0.9982 -0.4450 -0.2835 0.3064 





Figure 4-3 a) Comparison of energy levels of frontier orbitals in S0, S1a and S1b states. The 
HOMO−LUMO gap is shown in red. H and L refer to the HOMO and LUMO orbitals 




We also examined the geometrical structures of the two S1 states (Figure 4-4). The Au7 
core gets distorted in both S1a and S1b. The distance between the two tetrahedrons (bond 
highlighted in red in Figure 4-4) is shortened from 3.96 Å in S0 to 2.91 Å in S1a and to 2.78 Å in 
S1b. Distortion is also observed in the trimeric staple motif and the Au8(SR)8 octameric ring of S1a. 
A terminal Au-S bond on the trimeric staple motif of S1a (highlighted by a red circle in Figure 4-
4) becomes elongated from 2.47 Å to 2.75 Å. Similarly, another Au-S bond length in the ring 
increases from 2.47 Å in the ground state geometry to 4.00 Å in the S1a geometry (green circle, 
Figure 4-4). Due to this distortion, the average bond lengths and bond angles that include the ring 
and trimeric staple motifs show more deviation for S1a compared to the deviation for S1b (Table 4-
5). No large distortion is observed in the S1b structure. 
 
Figure 4-4 Structure of core, ring, trimeric staple motif components and entire Au20(SCH3)16 
nanocluster for a) S1a and b) S1b. Atoms are circled in green and red to denote the most 
distorted atoms in the entire cluster and in the staple motifs. 
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Table 4-5 Geometrical parameters for the optimized S1a and S1b structures. The bond lengths 
are given in Å and the bond angles are given in degrees. 
Bond length/ bond angle 
Average (bond length/ bond angle) 
S1a S1b 
Aucore–Aucore 2.82 ± 0.04 2.83 ± 0.08 
Aucore–Sstaple 2.53 ± 0.04 2.53 ± 0.05 
Austaple–Sstaple 2.47 ± 0.11 2.43 ± 0.02 
Auring–Aucore 2.99 ± 0.11 2.95 ± 0.07 
Auring–Sring 2.54 ± 0.38 2.44 ± 0.02 
∠Auring–SR–Auring 88.00 ± 17.16 91.26 ± 7.25 
∠SR–Auring–SR 161.04 ± 11.17 165.86 ± 3.93 
 
4.4.2.2 S2 and S6 structures 
The HOMO-1 → LUMO transition is the primary contribution to S2 whereas S6 has main 
contributions from HOMO-4 → LUMO and HOMO-5 → LUMO transitions (Table 4-6). The 
orbitals corresponding to the main transitions are shown in Figure 4-5. The HOMO-1 in S2 is 
spread out over the trimeric and monomeric staple motifs whereas the LUMO is located mainly 
on the core and ring structure. For S6, the LUMO is located mainly on the core and ring structure 
similar to S2. The HOMO-4 is delocalized throughout the cluster (but mainly on the trimeric staple 
motif) and the HOMO-5 is mainly on monomeric staple motifs. These transitions suggest charge 
transfer from the outside shell to inner core of the nanocluster, which was also observed before.35 
The HOMO−LUMO gaps of S2 and S6 are 0.77 eV and 1.19 eV, respectively. The radiative 
lifetimes of S2 and S6 are calculated to be 0.70×10
-5 seconds and 0.59×10-6 seconds, respectively. 
These times are smaller compared to the lifetimes of both S1 structures (S1a: 0.64×10
-3 seconds and 
S1b: 0.23×10
-4 seconds). The shorter lifetimes arise because of the larger transition dipole moment 
and hence the larger oscillator strengths for S2 and S6 (comparing Tables 4-4 and 4-6). The 
distortions in S2 are similar to the S1b structure whereas the S6 structure is similar to the optimized 
structure (Table 4-3, Table 4-5, Table 4-7). 
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Table 4-6 Transitions with highest weight and transition dipole moment that correspond to 










Transition dipole moment (au) 
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Table 4-7 Geometrical parameters for the optimized S2 and S6 structures. The bond lengths 
are given in Å and the bond angles are given in degrees. 
Bond length/ bond angle 
Average (bond length/ bond angle) 
S2 S6 
Aucore–Aucore 2.83 ± 0.09 2.80 ± 0.06 
Aucore–Sstaple 2.54 ± 0.04 2.53 ± 0.03 
Austaple–Sstaple 2.44 ± 0.04 2.45 ± 0.04 
Auring–Aucore 2.95 ± 0.07 2.94 ± 0.07 
Auring–Sring 2.44 ± 0.03 2.44 ± 0.03 
∠Auring–SR–Auring 92.01 ± 7.71 92.58 ± 5.10 




Figure 4-5 Main transitions and orbitals corresponding to a) S2 and b) S6. 
 
4.4.3 Non-radiative relaxation of excited electrons 
As shown in Table 4-2, HOMO-10 to LUMO+3 orbitals contribute up to the second peak 
in the absorption spectrum of the cluster at 2.26 eV. In this section, we calculate nonadiabatic 
coupling matrix elements between HOMO-10 through LUMO+10 orbitals and perform the FSSH 
nonadiabatic dynamics on the HOMO-10 to LUMO+6 orbitals. Analysis of more orbitals helps to 
get a better picture of the dynamics. We have studied the excitations up to 2.37 eV in the absorption 
spectrum to study the non-radiative relaxation of excited electrons. 
The variation of orbital energies during the MD simulation is plotted in Figure 4-6. It shows 
that the occupied orbitals are closer in energy to each other compared to the energy differences 
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between the virtual orbitals. This is the reason that many occupied orbitals (compared to the 
number of virtual orbitals) contribute to the prominent absorption peaks as discussed before. The 
average HOMO−LUMO gap during the MD simulation is 1.71 eV, which is close to the ground 
state HOMO−LUMO gap obtained from the ADF calculation using BP86/DZ (1.62 eV). 
 
Figure 4-6 Orbital energy variation during molecular dynamics. 
 
For the FSSH−TDKS calculation, the excited states are defined as shown in Table 4-8. It 
should be noted that the FSSH-TDKS states are single determinants and are defined differently 
than the states that arise from TDDFT calculations.  In our FSSH-TDKS calculation, the electrons 
are excited into unoccupied orbitals and then the relaxation mechanisms of these excited electrons 




Table 4-8 Excited states and the transitions defined for FSSH−TDKS calculation. H and L 










S1 H → L S21 H-2 → L+6 S41 H-5 → L+5 S61 H-8 → L+4 
S2 H → L+1 S22 H-3 → L S42 H-5 → L+6 S62 H-8 → L+5 
S3 H → L+2 S23 H-3 → L+1 S43 H-6 → L S63 H-8 → L+6 
S4 H → L+3 S24 H-3 → L+2 S44 H-6 → L+1 S64 H-9 → L 
S5 H → L+4 S25 H-3 → L+3 S45 H-6 → L+2 S65 H-9 → L+1 
S6 H → L+5 S26 H-3 → L+4 S46 H-6 → L+3 S66 H-9 → L+2 
S7 H → L+6 S27 H-3 → L+5 S47 H-6 → L+4 S67 H-9 → L+3 
S8 H-1 → L S28 H-3 → L+6 S48 H-6 → L+5 S68 H-9 → L+4 
S9 H-1 → L+1 S29 H-4 → L S49 H-6 → L+6 S69 H-9 → L+5 
S10 H-1 → L+2 S30 H-4 → L+1 S50 H-7 → L S70 H-9 → L+6 
S11 H-1 → L+3 S31 H-4 → L+2 S51 H-7 → L+1 S71 H-10 → L 
S12 H-1 → L+4 S32 H-4 → L+3 S52 H-7 → L+2 S72 H-10 → L+1 
S13 H-1 → L+5 S33 H-4 → L+4 S53 H-7 → L+3 S73 H-10 → L+2 
S14 H-1 → L+6 S34 H-4 → L+5 S54 H-7 → L+4 S74 H-10 → L+3 
S15 H-2 → L S35 H-4 → L+6 S55 H-7 → L+5 S75 H-10 → L+4 
S16 H-2 → L+1 S36 H-5 → L S56 H-7 → L+6 S76 H-10 → L+5 
S17 H-2 → L+2 S37 H-5 → L+1 S57 H-8 → L S77 H-10 → L+6 
S18 H-2 → L+3 S38 H-5 → L+2 S58 H-8 → L+1   
S19 H-2 → L+4 S39 H-5 → L+3 S59 H-8 → L+2   
S20 H-2 → L+5 S40 H-5 → L+4 S60 H-8 → L+3   
 
After exciting the electrons to higher excited states, we then calculate the decay time 
constants of each of the excited states (Table 4-9). The decay time constant of an excited state 
refers to the time taken by the electronic population in that state to decay to other states. We 
observed the longest decay times for S1 and S2. States that arise from transitions from the orbitals 
HOMO, HOMO-1 and HOMO-2 into unoccupied orbitals (i.e., S1 to S18) give slightly longer time 
constants compared to the states arising from transitions out of lower occupied orbitals. For these 
transitions, the longest time constants are obtained when the transition is to the virtual orbitals 
from LUMO to LUMO+4. This occurs because these orbitals are loosely packed and transfer of 
electronic population to nearby orbitals is more difficult than if the orbitals were closely packed. 
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The time constants for higher excited states are smaller compared to the time constants obtained 
for these states.   
The relaxation dynamics of the electronic population from each of the excited states S1 
through S9 are presented in Figure 4-7. Relaxation curves are also obtained for the population 
relaxation from higher excited states, but they are not shown in this text. From these relaxation 
curves, a hole relaxation mechanism is observed for the excited population. For example, S1 
(HOMO → LUMO) population transfers to S8 (HOMO-1 → LUMO); only the occupied orbitals 
(which correspond to the holes) are changed in this process. Similarly, S2 (HOMO → LUMO+1) 
population is observed to transfer first to S9 (HOMO-1 → LUMO+1), which is also a hole 
relaxation process. Then the population relaxes to S1, and then finally relaxes to the ground state. 
So, there is a gradual relaxation of population from the higher state to ground state, i.e., relaxation 
occurs sequentially from higher state to lower state (stepwise relaxation) after the first hole 
relaxation. This stepwise relaxation after the first hole relaxation is the electron relaxation 
mechanism observed in our study. During the relaxation process from S3 (HOMO → LUMO+2), 
population first transfers to S10 (HOMO-1 → LUMO+2) and then to S2, S1 and ground state, which 
is again both hole and stepwise relaxation. 













S1 17.0 S21 0.5 S41 0.3 S61 0.2 
S2 11.1 S22 0.8 S42 0.3 S62 0.2 
S3 1.8 S23 0.9 S43 0.4 S63 0.2 
S4 3.2 S24 0.6 S44 0.4 S64 0.3 
S5 1.5 S25 0.7 S45 0.4 S65 0.3 
S6 1.0 S26 0.5 S46 0.4 S66 0.2 
S7 0.7 S27 0.4 S47 0.3 S67 0.2 
S8 2.5 S28 0.4 S48 0.3 S68 0.2 
S9 3.3 S29 0.5 S49 0.3 S69 0.2 
S10 1.2 S30 0.6 S50 0.3 S70 0.2 
S11 1.7 S31 0.5 S51 0.3 S71 0.3 
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S12 1.0 S32 0.5 S52 0.3 S72 0.3 
S13 0.7 S33 0.4 S53 0.3 S73 0.3 
S14 0.6 S34 0.3 S54 0.3 S74 0.3 
S15 1.5 S35 0.3 S55 0.2 S75 0.3 
S16 2.0 S36 0.5 S56 0.2 S76 0.2 
S17 1.0 S37 0.5 S57 0.3 S77 0.2 
S18 1.3 S38 0.4 S58 0.3   
S19 0.8 S39 0.4 S59 0.3   
S20 0.6 S40 0.4 S60 0.2   
 
 




Because the theoretical peak obtained in our calculation is at 2.26 eV (Figure 4-1) which 
is underestimated by 0.3 eV compared to the experimental peak observed at 2.56 eV,34 we 
performed additional FSSH calculations by adding an energy correction of 0.3 eV to all 77 states. 
The decay times obtained with the addition of the energy correction are presented in Table 4-10. 
Addition of this energy correction leads to only minor changes to the decay time constants; the 
time constants get slightly smaller on including the energy correction. The largest difference is 
observed for S2; the decay time constant decreases by 2.7 ps on adding the energy correction. On 
adding the energy correction, the population relaxes faster to the ground state than without the 
correction. This causes slightly smaller decay times on adding the energy correction (compare 
Figure 4-7 and 4-8). 
 













S1 16.0 S21 0.5 S41 0.3 S61 0.2 
S2 8.4 S22 0.8 S42 0.3 S62 0.2 
S3 1.7 S23 0.8 S43 0.4 S63 0.2 
S4 2.7 S24 0.6 S44 0.4 S64 0.3 
S5 1.3 S25 0.7 S45 0.4 S65 0.3 
S6 1.0 S26 0.5 S46 0.4 S66 0.2 
S7 0.7 S27 0.4 S47 0.3 S67 0.2 
S8 2.5 S28 0.3 S48 0.3 S68 0.2 
S9 3.0 S29 0.5 S49 0.3 S69 0.2 
S10 1.2 S30 0.6 S50 0.3 S70 0.2 
S11 1.5 S31 0.5 S51 0.3 S71 0.3 
S12 0.9 S32 0.5 S52 0.3 S72 0.3 
S13 0.7 S33 0.4 S53 0.3 S73 0.3 
S14 0.5 S34 0.3 S54 0.2 S74 0.3 
S15 1.5 S35 0.3 S55 0.2 S75 0.2 
S16 1.9 S36 0.5 S56 0.2 S76 0.2 
S17 1.0 S37 0.5 S57 0.3 S77 0.2 
S18 1.2 S38 0.4 S58 0.3   
S19 0.8 S39 0.4 S59 0.3   




Figure 4-8 Relaxation mechanism of electrons excited to S1, S2, S3, S4, S5, S6, S7, S8 and S9 
states on adding energy correction of 0.3 eV. 
 
4.5 Conclusion 
We have theoretically studied the geometrical and electronic structure of Au20(SCH3)16. 
The most stable structure of the cluster is found to have a vertex sharing Au7 bi-tetrahedral core, 
two monomeric staple motifs, one trimeric staple motif, and one Au8(SR)8 octameric ring that 
encircles the core. This structure arises from the crystal structure reported by Jin and coworkers.38 
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The cluster has a small absorption peak at 1.83 eV and a more prominent peak at 2.26 eV. The 
HOMO−LUMO gap is found to be 1.62 eV, which is smaller than the experimental 
HOMO−LUMO gap.34  
We also investigated the radiative and nonradiative relaxation of excited electrons in 
Au20(SCH3)16. We observed luminescence from the S1, S2, and S6 states whereas the 
experimentally observed luminescence at 1.51 eV35 matches with the emission energy of 1.50 eV 
from S6 state. Upon taking the underestimation of peak position and HOMO−LUMO gap into 
consideration, the experimentally observed luminescence energy also matches with the S2 state 
luminescence. Dual luminescence is observed from S1 at 0.41 eV and 0.68 eV. In general, the 
geometrical structures are distorted in the excited states compared to the structure in the ground 
state. The most structural distortion is observed for the S1 state that gives an emission energy at 
0.41 eV and for the S2 structure. For the nonradiative relaxation of excited electrons, the longest 
decay times are obtained for the states corresponding to HOMO → LUMO and HOMO → 
LUMO+1 transitions. The decay times for the higher states are shorter. Stepwise relaxation 
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Chapter 5 -  Theoretical Analysis of Optical Absorption Spectra of 
Parallel Nanowire Dimers and Dolmen Trimers 
Reproduced with permission from: 
Pandeya, P.; Aikens, C. M., J. Phys. Chem. C 2020, 124 (24), 13495-13507. 
 
5.1 Abstract 
Plasmonic nanoparticles are well known for their properties of electromagnetic field 
enhancement and surface spectroscopy enhancement. We used the plasmon hybridization method 
and group theory to study parallel dimers and dolmen trimers of Agn (n = 4, 6, 10) nanoparticles. 
Interactions between the plasmon modes were studied with decreasing inter-particle separation 
distances. Time dependent density functional calculations are performed on the structures using 
the BP86/DZ level of theory. In dimers, the decrease of the inter-particle separation blue-shifts the 
longitudinal peak but the transverse peak position is not affected significantly. In trimers, a new 
peak is also observed as a shoulder of the longitudinal peak. When the inter-particle separation 
reduces to 0.6 nm in dimers and trimers, a new peak emerges between the longitudinal and 
transverse peaks. This new peak red-shifts and increases in intensity upon further decreasing the 
inter-particle separation. Analysis of the transition densities and symmetries for the respective 




A localized surface plasmon resonance is a collective oscillation of free electrons in 
metallic nanoparticles upon interaction with electromagnetic radiation. The oscillation frequency 
depends on the shape, size and dielectric environment of the nanoparticles.1 Plasmonic 
nanoparticles are of great interest as they enhance the local electromagnetic fields and are very 
important for surface spectroscopy.2 Experiments have shown enhancements as large as 10−14 
orders of magnitude, enabling spectroscopic detection of a single molecule.3-5 Different shapes of 
nanoparticles have been studied such as nano shells,6-7 rods,8-9 disks,10 cubes,11 cylinders,12 
triangles13 and rings.14 Among them, cylindrical nanowires and nanorods have received a lot of 
interest because their optical properties are very sensitive to their aspect ratio.15-17 Arrays of 
nanoparticles are ideal for different applications like biosensing,18-19 nanolasing,20 spectroscopy21-
22 and as optical waveguides.23-25  In consequence, a number of interesting studies have been 
performed on ordered arrays of nanoparticles26-34 such as dolmen trimers35-38 and end-to-end and 
side-by-side arrangements of nanorods.39-44 
The optical properties of nanoparticle assemblies are dramatically influenced by the 
coupling of the plasmon resonances of nearby nanoparticles. Symmetry breaking often 
accompanies formation of nanoparticle assemblies, and the nanoparticle coupling leads to different 
bright and dark modes.45 Plasmonic modes of individual particles hybridize to form new collective 
modes in multiparticle systems.46 Plasmon coupling has advantages in surface-enhanced Raman 
scattering (SERS)47 and tip-enhanced Raman scattering.48 Nanoparticle dimers are the most 
versatile and simple multiparticle structures studied so far. Many experimental and theoretical 
studies have already been performed on nanoparticle homo and hetero-dimers.49-55 Dimers have 
found applications ranging from sensing and spectroscopy46, 56 to nonlinear optics.57 
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Nordlander and Prodan have developed a plasmon hybridization model58 that helps to 
elucidate the plasmon resonances present in an array of nanostructures. This approach is similar to 
the interaction of atomic orbitals to form molecular orbitals; the plasmon modes of the constituent 
nanoparticles hybridize to form composite plasmon modes. Plasmons of composite nanoparticles 
can thus be described as bonding and antibonding combinations arising from hybridization of the 
individual nanoparticle plasmons. The method has been used successfully to describe the plasmon 
resonances in concentric spherical metallic nanoparticles,59 nanoparticle dimers,60 and various 
other geometries like nanoshell, nanoeggs, nanomatryushkas, nanorice, nanoparticle trimers, 
nanoparticle quadrumers, and a semi-infinite surface or a metallic film.61 
Numerous studies examine nanoparticles in close proximity.39, 62-72 The most widely used 
approach for analyzing excitation energy transfer in nanoparticle assemblies involves classical 
methods such as finite difference time domain (FDTD)73-74 calculations or similar methods based 
on solving Maxwell’s equations.25, 73, 75-76 But, because quantum effects play a major role when 
small inter-particle dimensions are present, researchers have proposed quantum-corrected models 
to the classical electro-magnetic simulations for these systems.77-78 Several studies have shown 
that classical electrodynamics simulations fail for small nanoparticles and nanoparticle assemblies 
with small separations.46, 78-81 As these models do not give an atomistic treatment of the systems, 
quantum mechanical methods such as density functional theory (DFT) are essential to predict the 
quantum effects at small separation distances. In consequence, studies have been performed on 
nanoparticle assemblies using quantum mechanical methods. Quantum effects such as surface 
scattering, electron spill-out at the surface, coupling of plasmons to single particle excitations and 
the nonlocality of electronic response play a dominant role for nano sized structures.79, 82 A 
quantum mechanical study can give a realistic description of the overlap and tunneling of plasmons 
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for closely separated nanoparticles.83-84 Tunneling breaks down the local field enhancement 
predicted by classical theory at the subnanometer regime and leads to the formation of a charge 
transfer plasmon.65, 78, 85-86 A charge transfer plasmon is observed where there is direct charge 
transfer from one nanoparticle to another, when the nanoparticles touch each other, or when a 
conductive junction is established between them.87-88 Savage et al. used a quantum corrected model 
to predict the onset of quantum tunneling effects at around 0.3 nm particle separation.81 They have 
shown that the quantum regime starts with a blue shift of hybridized modes in coupled 
nanoparticles. Zhang et al. showed that the atomic structure of the metal clusters plays a key role 
in determining accurately both the absorption cross section and electric field enhancement and the 
effect is more critical when the distance between the nanoparticles is smaller than around 0.3 nm89 
which is also discussed in the review article by Varas et al.90 
In this paper, we investigate small silver nanowires, their dimers (parallel side-by-side 
arrangement) and trimers (dolmen structure). We use a quantum mechanical time-dependent 
density functional theory (TDDFT)91 method that offers the possibility to address the optical 
response of plasmonic systems at the fully quantum ab initio level. Although these nanowires are 
small, the excitations in similar nanowire systems have previously been shown to be plasmonic 
using approaches that scale e.g. the electron-electron interactions.92-93 We look into the evolution 
of the optical absorption spectra of silver nanowire dimers and trimers with different monomer 
lengths and changing inter-particle distances. We use group theory considerations and the plasmon 
hybridization method to explain the origin of a new peak in the optical absorption spectra of the 
nanowire assemblies with decreasing inter-particle distance. We also examine the transition 
electron densities in dimers and trimers and show that these transition densities are very helpful to 
describe the evolution of new peaks in the absorption spectra with the decrease in inter-particle 
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separation. The study of these nanowire assemblies is important to understand the mechanism of 
interaction of plasmons in composite systems. 
 
5.3 Computational details 
All calculations are performed with the Amsterdam Density Functional (ADF)94 2017 
package. Geometry optimizations on the monomer nanowires are performed with linear symmetry 
using the generalized gradient approximation (GGA) Becke–Perdew (BP86)95-97 exchange-
correlation functional with a large frozen core double-zeta (DZ) basis set; the optimized 
coordinates are provided in Table B-1. It should be noted that these geometries do not represent 
global minima, but are useful model systems for understanding the properties of larger nanorods. 
Scalar relativistic effects are included with the zeroth-order regular approximation (ZORA).98 
Excitation spectra are calculated using linear response time-dependent density functional theory 
(TDDFT).99-102 Unless otherwise noted, the exchange correlation functional used for the TDDFT 
calculations is the Perdew-Burke-Ernzerhof (PBE) GGA.103 Time dependent Hartree Fock 
(TDHF)104-105 calculations are also carried out on dimers and trimers in order to analyze the charge 
transfer plasmon. The absorption spectra are convoluted with a Gaussian with a full width at half 
maximum (FWHM) of 0.2 eV. Multiple excited states may contribute to each plasmon peak; each 
excited state may be expressed as a linear combination of excited determinants, where each excited 
determinant can be expressed as an occupied-to-virtual orbital transition. Transition electron 
densities are computed, which determine how electron density changes between the ground state 
and an excited state.  Orbitals are represented in the ADF-GUI with a contour value of 0.02 and 
the transition density plots are obtained with an iso-value of 0.02 unless otherwise stated. 
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The monomers, dimers and trimers of Ag4, Ag6 and Ag10 nanowires are studied at different 
inter-particle distances. For dimers, the two monomers are arranged in a side-to-side fashion to 
form a dimer with D2h symmetry. For trimers, the third monomer is placed on the top of dimer to 
form a dolmen structure with C2v symmetry. The structures of the studied assemblies of nanowires 
are shown in Figure 5-1.  Only homo-dimers and homo-trimers are considered in this work. To 
construct these structures, we set the monomers at separation distances (d) of 2 nm, 1.5 nm, 1 nm, 
0.9 nm, 0.8 nm, 0.7 nm, 0.6 nm, 0.55 nm, 0.5 nm, 0.45 nm, and 0.4 nm from each other. 
 
Figure 5-1 Nanowires assemblies examined in this work: monomer, parallel dimer, and 
dolmen trimer. 
 
5.4 Results and discussion 
We first consider the absorption spectra of Agn (n = 4, 6, 10) monomers, then discuss the 
absorption spectra of dimers and trimers. We look in detail into the changes in absorption spectra 
with the change of aspect ratio for the monomers and also with respect to the change in monomer 
separation distance for the dimers and trimers. Then, we study the main transitions, symmetry 
representations and types of orbitals corresponding to the main absorption peaks of the monomers, 
120 
dimers, and trimers. We also examine the transition electron densities to describe the observed 
spectral behavior. 
 
5.4.1 Absorption spectra for monomers of Agn (n = 4, 6, 10) 
 
 
Figure 5-2 Absorption spectra for Ag4, Ag6 and Ag10 monomer nanowires. 
 
As shown in Figure 5-2, nanowire monomers exhibit two major peaks in their absorption 
spectra. The sharp peak at lower energies is the longitudinal peak which arises mainly from 
plasmon oscillation along the long axis of nanowires. This peak originates from the HOMO → 
LUMO transition and has Σu symmetry. These orbitals can also be represented as Σn, in which n 
represents the axial quantum number of the orbital (i.e. the number of axial nodes + 1) as if it were 
a delocalized particle-in-a-cylinder orbital.106  The main transitions and the orbitals involved in the 
longitudinal peak of nanowire monomers are shown in Table 5-1. Σn → Σn+1 transitions are 
primarily responsible for the longitudinal peak in all nanowire monomers. The shapes of the 
orbitals that contribute to the longitudinal peak of the Ag4, Ag6 and Ag10 nanowires are shown in 
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Figure 5-3. The intensity of the longitudinal peak increases from Ag4 to Ag10 (Figure 5-2) as 
determined by the increasing oscillator strength of the state responsible for this peak (Table 5-1). 
This is due to the increase in the number of electrons with the increase in system size, which causes 
a stronger plasmon oscillation.106 This linear increase of oscillator strength with the chain length 
has also been observed in previous studies.107 Note that the signs associated with the transition 
dipole moments in Tables 5-1 and 5-2 are the signs printed in the TDDFT calculations, so the 
absolute signs do not matter for a given system; however, within a given excitation, the relative 
signs are meaningful for different contributions to the excitation. 
 
Table 5-1 Main transitions, excited state energies, oscillator strengths, and transition dipole 
moments for the longitudinal peak of monomer nanowires. 
 
 

















Ag4 3u → 4g Σ2 → Σ3 2.19  0.99 -4.82 
Ag6 5g → 5u Σ3 → Σ4 1.72 1.55  6.46 
Ag10 8g → 8u Σ5 → Σ6 1.23 2.61 -9.48 
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On comparing the monomer spectra of different chain lengths (Figure 5-2), the longitudinal 
peak is seen to be sensitive to aspect ratio of the nanowire which was also observed in previous 
studies.108 This peak shows a significant redshift as the length of the wire chain increases from 
Ag4 to Ag10. This behavior can be explained in accordance with the particle-in-a-cylinder model, 
which demonstrates why a linear relationship between the aspect ratio of the nanowire (which is 
proportional to nanowire length for a given nanowire diameter) and the longitudinal plasmon 
wavelength is typically observed.106 
The peak at higher energy in the absorption spectra is the transverse peak. It arises due to 
the plasmon oscillation along the short axis of nanowire and exhibits Π u symmetry. The transverse 
peak arises mainly from transitions between Σ and Π levels of the nanowires as shown in Figure 
5-4 for the Ag4 nanowire. Our results on the study of longitudinal and transverse peaks of 
monomers match with the previous studies on nanowires107, 109-110 and are included in this paper 
for the purpose of completeness. The transverse peak is broader compared to the longitudinal peak 
as it involves multiple Σ → Π transitions, each with lower dipole moment contributions compared 
to the longitudinal peak, as shown in Tables 5-1 and 5-2. Transition dipole moments increase as 
the length of nanowire increases. An absorption spectrum for the Ag6 monomer is shown in Figure 
B-1 which clearly shows the multiple transitions involved in the transverse peak and a single strong 
transition for longitudinal peak. The main transitions and the types of orbitals involved for 
transverse peak of the monomers are shown in Table 5-2. The change of aspect ratio has a 




Figure 5-4 Orbitals primarily responsible for the transverse peak of the Ag4 nanowire. 
 
Table 5-2 Energies, oscillator strengths, main transitions, and transition dipole moments 
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Ag10 5.74 1.22 
8g → 8πu 
7u → 7πg 
7g → 7πu 
6u → 6πg 
6g → 6πu 
2πg → 9u 
Σ5 → Π5 
Σ4 → Π4 
Σ3 → Π3 
Σ2 → Π2 
Σ1 → Π1 










5.4.2 Absorption spectra of dimers  
In this section, we analyze the changes in the optical absorption spectra of the dimers 
compared to the spectrum of the monomer as a function of inter-particle distance. For this, we 
examine the evolution of the absorption spectra as the separation distance decreases from 2 nm to 
0.4 nm using increments of 0.1 nm (Figure 5-5). When the monomers are separated by large 
distances from each other (i.e. above approximately 0.7 nm), the dimer spectrum are similar to the 
spectrum of the monomer except that the intensities of both longitudinal and transverse peaks are 
doubled due to the presence of two monomers. However, when the separation between the 
monomers is less than 0.7 nm, a new peak (called a charge transfer peak in this text, which will be 
verified later in this work) begins to emerge between the longitudinal and the transverse peak for 
all investigated systems (Ag4, Ag6 and Ag10). This peak emerges between 4 eV and 5 eV for every 
system. It increases in intensity and red-shifts from its initial position as the separation between 
monomers further decreases. Correspondingly, the intensity of the transverse peak also decreases. 
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In order to study the origin of the charge transfer peak, such as whether or not it is part of 
transverse peak that has red shifted from the transverse peak position, we computed the spectra at 
additional separation distances between 0.7 nm and 0.6 nm. Spectra at some of these distances are 
included in Figure 5-5b for the Ag6 dimer. These spectra show that the peak does not shift 
continuously from the transverse peak position. It appears between 4 eV and 5 eV for every system 
as the distance decreases; upon further decreasing the inter-particle distance, the charge-transfer 





Figure 5-5 Absorption spectra for the dimers of a) Ag4, b) Ag6 and c) Ag10 nanowires. 
Spectra for only selected inter-particle distances are shown for clarity. 
 
The longitudinal peak of the dimer blue-shifts slightly with decreasing gap distance (Figure 
5-5). The intensity of this peak decreases as the inter-particle separation decreases. The blue-shift 
of longitudinal peak can be well explained using the concept of plasmon hybridization.58 Plasmons 
can couple based on the dipole-dipole interaction model as shown in Figure 5-6. Hybridization 
results from coupling of plasmon modes analogous to bonding and antibonding interactions of 
molecular orbitals. The blue-shift of the longitudinal peak with the decrease in the gap is due to 
the bright mode being higher in energy which is a result of the repulsive dipole-dipole interaction 
between nanowires as shown in Figure 5-6. As the separation between monomers decreases, the 
interaction between the nanowires leads to a greater separation between bright and dark modes. 
Since the higher energy mode is the bright mode, the longitudinal peak blue-shifts on decreasing 
the separation between the monomers. 
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Figure 5-6 Longitudinal plasmon interaction that cause blue-shift in peak position in 
decreasing the gap between monomers. 
 
Symmetry analysis of individual peaks shows that the longitudinal peak has B1u (z-
polarized) symmetry while the transverse peak has both B2u (y-polarized) and B3u (x-polarized) 
symmetry. If one examines the orbital transitions and the symmetry of the charge transfer peak, it 
can be seen that the charge transfer peak has only a B2u symmetry contribution. The appearance of 
the charge transfer peak becomes more clear by studying the transverse plasmons in each nanowire 
monomer and the interaction between them. The inter-particle interactions between the B2u and 
B3u plasmon modes that contribute to the transverse plasmon peak are shown schematically in 
Figure 5-7. The x-polarized plasmon and y-polarized plasmon interactions yield a bright mode for 
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the higher and lower energy levels, respectively. The charge transfer peak has B2u symmetry, 
similar to the y-polarized transverse mode. Because of the geometrical considerations, the 
interaction between the y-polarized transverse modes is stronger compared to the interaction 
between x-polarized transverse modes as the gap distance decreases between monomers. As a 
result, the y-polarized plasmon peak exhibits more splitting of its energy levels which causes its 
bright mode to red-shift. The interaction between the x-polarized plasmon increases upon 
decreasing the separation, but it is less compared to that of the y-polarized plasmon. In 
consequence, the plasmon peak with B3u symmetry shifts slightly towards the higher energy side 
but this shift is less compared to that of the B2u plasmon peak. 
 
 
Figure 5-7 Transverse plasmon interaction in nanowires a) x-polarized, b) y-polarized. The 
long axis of the nanowires lies along the z-axis and the inter-particle axis is the y-axis. 
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When we look at the optical absorption spectrum for each dimer (Figure 5-5), the new 
feature in the spectrum (the charge-transfer peak) grows as the inter-particle separation is 
decreased. The charge transfer peak increases in intensity whereas the transverse peak decreases 
in intensity upon decreasing the separation between monomers. This supports the idea that this 
peak is related to the transverse plasmon mode, although it is not simply a red-shifted transverse 
peak. 
To investigate further, we plotted separate absorption spectra for each of the symmetries 
(plasmon polarization directions) that contribute to the overall absorption spectra for the dimers of 
Ag4, Ag6 and Ag10 nanowires (Figures S2 and S3). The charge transfer peak has only B2u symmetry 
which is the symmetry group of the y-polarized transverse mode of the plasmon (i.e. the transverse 
mode that is polarized along the inter-particle axis). The transverse peak around 5.7 eV does not 
continuously red-shift with decreasing inter-particle distance to create the charge transfer peak 
near 4.3 eV. Instead, the charge transfer appears when the inter-particle distance is approximately 
0.7 nm, and increases in intensity dramatically and red-shifts slightly as the inter-particle distance 
decreases; in contrast, at separation distances below 0.7 nm, the y-polarized transverse mode near 
5.7 eV shifts to higher energy (reversing its previous trend toward lower energy) and decreases in 
intensity. 
We also see from Figure 5-5 that the intensity of the longitudinal peak becomes smaller 
with decreasing gap distance in all dimers. Similarly, Figure B-2 and Figure B-3 show that the B1u 
peak is shifting to higher energy at smaller inter-particle distance. On looking at the spectra of 
Ag10 at the 0.4 nm inter-particle distance in Figure 5-5, we see that the intensity increases instead 
of decreasing unlike in other dimer systems and at other inter-particle separations. The cause of 
this can be understood by considering the peak contributions. Symmetry contribution plots for 
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Ag10 (Figure B-3) show that B2u symmetry also contributes to the longitudinal peak at the 0.4 nm 
inter-particle distance for this nanowire. However in other systems, there is no other symmetry 
contribution to the longitudinal peak except B1u at any separation. This extra B2u may have 
increased the intensity of Ag10 at 0.4 nm.  
Overall, in the case of larger gap distances, the quantum mechanical effects can be 
neglected. However, as the gap distance become less than 0.7 nm, quantum mechanical effects 
become important. We see that the new charge transfer peaks appear at small monomer separations 
which is likely caused due to the overlapping of the electron densities of the two closely placed 
nanoparticles (Figure 5-5). 
 
5.4.2.1 Symmetries, transitions and orbitals for the main absorption peaks in dimers 
Table 5-3 lists the main transitions, symmetry and orbitals for the longitudinal peak of Ag4, 
Ag6 and Ag10 nanowire dimers. It is clear from the table that the longitudinal peak of all nanowire 
dimers have Σ → Σ transitions with B1u symmetry. For dimers at all separations, the longitudinal 
peak arises due to Σn* → Σn+1* and Σn → Σn+1 transitions with B1u symmetry. The symmetry 
contribution (B1u) and the type of orbital transitions (Σ → Σ) that corresponds to the longitudinal 
peak of dimers do not change with the change in inter-particle distance. So, the symmetry and 
transitions given in Table 5-3 are applicable to the dimers at all inter-particle separation. However, 
it should be noted that a small B2u contribution does arise at 0.4 nm for the Ag10 dimer as seen in 
Figure B-3. 
Symmetry contributions to the transverse peak are different at large and small inter-particle 
distances, unlike for the longitudinal peak. Table 5-4 shows the transitions that contribute to the 
transverse peak of Ag4 dimer at large (2 nm) and small (0.4 nm) inter-particle distance. B2u and 
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B3u symmetries contribute to the transverse peak at large separation whereas at small separation, 
only the B3u symmetry contributes to the transverse peak. Table 5-4 shows that the transverse peak 
in dimers is due to Σn* → Πn*and Σn → Πn with B3u symmetry as well as Σn → Πn* and Σn* → Πn 
transitions with B2u symmetry at large inter-particle separation (2 nm). At interacting inter-particle 
distance (0.4 nm), only transitions with B3u symmetry contribute to the transverse peak and B2u 
symmetry transitions no longer contribute to the transverse peak. Ag6 and Ag10 dimers have the 
same symmetry contributions and similar transitions including some additional transitions in 
between the orbitals having more number of nodes. For the naming of orbitals, the Greek letter 
and the subscript denote the delocalized monomer orbitals involved in the dimer orbital and a “*” 
denotes an inter-particle antibonding nature of the monomer orbitals as shown in Figure 5-8. 
Overall, the transitions in Table 5-3, Table 5-4 and Table 5-5 show that the Σ → Σ transitions 
contribute to the longitudinal peak whereas the transverse and charge transfer peak have Σ → Π 
transitions. Figure 5-8 shows some of the orbitals that contribute to these peaks. 
 






(Delocalized orbital notation) 
Ag4 B1u 
7b3g → 8b2u Σ2* → Σ3* 
7b1u → 8ag Σ2 → Σ3 
Ag6 B1u 
11b2u → 11b3g Σ3* → Σ4* 
11ag → 11b1u Σ3→ Σ4 
Ag10 B1u 
18b2u → 18b3g Σ5* → Σ6* 
18ag → 18b1u Σ5 → Σ6 
 
 
Table 5-4 Symmetry, main transitions and orbital contributions for the transverse peak of 
Ag4 dimer at large and small separation. 
Separation Symmetry Transitions Transitions 
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7ag → 5b3u 

























Table 5-5 Symmetry, main transitions and orbital contributions for the charge transfer peak 





(Delocalized orbital notation) 
Ag4 B2u 
7b3g → 9b1u Σ2* → Π2 
7b2u → 9ag Σ2* → Π2 
Ag6 B2u 
11b2u → 14ag Σ3* → Π3 
10b3g → 13b1u 




18b2u → 24ag Σ5* → Π5 
17b3g → 22b1u 
17b2u → 22ag 
16b3g → 20b1u 
16b2u →21ag 








Figure 5-8 Examples of occupied-to-virtual orbital transitions contributing to the (a) 
longitudinal peak of Ag4 dimer as shown in Table 5-3, (b) transverse peak of Ag4 dimer at 2 
nm separation and with B3u symmetry as shown in Table 5-4, (c) transverse peak of Ag4 
dimer at 2 nm separation and with B2u symmetry as shown in Table 5-4, (d) transverse peak 
of Ag4 dimer at 0.4 nm separation as shown in Table 5-4, (e) charge transfer peak of the Ag4 
dimer at 0.5 nm as shown in Table 5-4 drawn with a contour value of 0.03. 
 
5.4.2.2 Transition electron densities 
In order to understand more about the types of transitions that make up the different peaks 
in the absorption spectra, we studied the transition densities for the strongest excited state (i.e. the 
excited state with the highest oscillator strength) corresponding to each plasmon peak (Figure 5-
9). These transition densities are shown for inter-particle distances of 2 nm (large separation 
between the monomers) and 0.5 nm (small separation between the monomers) for the Ag4 
nanowire dimer. Transition densities were similarly studied for other separations as well (not 
shown). The transition densities of other close-lying excitations with smaller oscillator strengths 
are similar to those of the strong excitations as shown in the Supporting Information (Figure B-4). 
 
 
Figure 5-9 Transition electron densities for the strongest peaks of Ag4 dimer at the iso-value 
of 0.02 unless stated in inset. 
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In Figure 5-9, transition electron densities for the longitudinal peak at both large and small 
separation show longitudinal character (i.e. the movement of electron density along the long axis). 
Similarly, the transition electron densities for the transverse peaks at all separations show 
transverse character where the movement of electron density is perpendicular to the long axis. The 
charge transfer peak does not appear when the inter-particle distance is large (e.g. 2 nm), whereas 
it appears for small inter-particle distances (e.g. 0.5 nm). The transition densities demonstrate that 
this peak has charge transfer character because the movement of electron density occurs from one 
wire to the other. Transition electron densities for the middle peak of Ag6 and Ag10 are given in 
the supporting information (Figure B-5) which show similar charge transfer character. 
Overall, from 2 nm until 0.7 nm, there is very little coupling between the nanowires. After 
0.7 nm, the coupling between the nanowires favors the tunneling of electrons between the two 
monomers. In consequence, quantum mechanical effects are especially necessary to include at 
small separation distances. 
Because calculations with pure GGA functional are known to overestimate charge 
transfer,111 we also performed calculations using the time-dependent Hartree-Fock (TDHF) 
approximation to examine whether any charge transfer artifacts arise due to the use of the GGA 
functional (Figure 5-10). Although the longitudinal and transverse peak positions obtained with 
TDHF are somewhat shifted compared to the peak positions obtained with the GGA functional, 
both levels of theory agree on the formation of a charge transfer peak with B2u symmetry that 
occurs between 4 eV and 5 eV and has charge transfer character in the transition electron density 
(Figure 5-10). A picture of the spectra obtained with TDHF calculation at different monomer 
separations along with their transition density plots are shown in Figure B-6.  One noticeable 
difference between the TDDFT calculations (with a pure GGA functional) and the TDHF 
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calculations is that the charge transfer peak shifts gradually during the TDHF calculations, unlike 
in the TDDFT calculations; this is likely due to differences in the interaction term between the 
excited determinants as previously observed in TDHF and TDDFT calculations on nanowires 
arranged in an end-to-end fashion.88  This suggests that the sudden appearance of the charge-
transfer peak in calculations using a pure GGA functional may be an artifact, although the 
existence of the charge-transfer peak is not. 
 
 
Figure 5-10 Optical absorption spectra showing the main peaks computed with TDDFT (red 
plot) and TDHF (black plot). The inset shows the TDHF transition electron density (iso-value 
= 0.03) for the charge transfer peak between 4 eV and 5 eV with B2u symmetry. 
 
5.4.3 Absorption spectra of trimers 
Absorption spectra are also obtained for trimers of Agn (n = 4, 6, 10) in the dolmen structure 
with C2v symmetry. Spectra for the Ag4 trimer at inter-particle distances of 2 nm to 0.4 nm are 
138 
shown in Figure 5-11. Spectra for Ag6 and Ag10 trimers at different inter-particle separations have 
similar trends (Figure B-7).  Throughout this section, the Ag6 and Ag10 trimers yield the same 
results as Ag4 and are not discussed in detail. 
 
Figure 5-11 Absorption spectra for Ag4 trimer 
 
A blue-shift of the longitudinal peak is apparent in the trimer similar to the dimer, but 
additional shoulder peaks are also seen on the lower energy side when the monomer separation is 
0.6 nm or less. The intensity of the shoulder peak increases upon decreasing the separation between 
the monomers. At 0.45 nm, the peak no longer blue-shifts and instead its energy remains constant. 
At 0.4 nm, the shoulder peak is not noticeable due to the employed smoothing, but it is still present. 
The intensity of the longitudinal peak decreases more for the trimers when compared to the case 
in the dimers for decreasing gap distance. 
For the dimer structure, both nanowires lie on the z-axis, so there is interaction only 
between the two z-polarized plasmons for the longitudinal peak of the dimer. In the trimer, one 
difference compared to the longitudinal peak of the dimer is that there are many possible 
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interactions between the different plasmon modes in the three nanowires (Figure B-8). Because 
the parallel dimer is aligned on the z-axis, the longitudinal peak is the z-polarized plasmon. 
However, because the long axis of the capping monomer lies on the y-axis in the trimer, the y-
polarized plasmon also contributes to the longitudinal peak as also observed in the absorption 
spectrum. At small separation distances, there are significant interactions between the monomer 
plasmons that give different symmetries for the longitudinal peak. These interactions give rise to 
other unique features in the trimer spectra compared to the dimer spectra. For the C2v trimer, two 
symmetries contribute to the longitudinal peak in the trimer: A1 (z-polarized) from the parallel 
dimer and B2 (y-polarized) from the capping nanowire. The transition electron densities of the most 
important excitations that that contribute to the longitudinal peak of the Ag4 trimer obtained at 
different inter-particle separations are given in Figure B-9. Absorption spectra for the individual 
symmetry contributions of the Ag4 trimer are also plotted which clearly show the symmetry 
contributions to the different peaks (Figure B-10). 
Similarly, the transverse plasmons have different polarization directions. Unlike in the 
dimer transverse peak, a z-polarized excitation also contributes to the transverse peak of the trimer 
because it is the transverse plasmon peak of the capping nanowire (Figure 5-12a). The transverse 
plasmon oscillations in capping nanowires interact with the bright and dark modes obtained from 
the transverse oscillations in dimer nanowires. An interaction picture of the bright modes from 
Figure 5-7 with different possible plasmon oscillations of the capping nanowire is illustrated in 
Figure 5-12. The y-polarized transverse dimer plasmon interacts with the y-polarized plasmon in 
the capping nanowire; similarly, the x-polarized plasmon from the dimer interacts with the x-
polarized plasmon in the capping nanowire. Overall, the transverse peak in trimer has A1 (from z-
polarized transverse plasmon of capping monomer as shown in Figure 5-12), B1 (from x-polarized 
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plasmon contribution of both dimer and capping monomer) and B2 (from y-polarized transverse 
plasmon in dimers and capping monomer) symmetry contributions. 
 
Figure 5-12 a) The z-polarized transverse plasmon in the capping nanowire which also 
contributes to the transverse absorption peak in the trimer system. Interaction of bright b) 
y-polarized and c) x-polarized transverse dimer plasmons shown in Figure 5-7 with y- and x- 
plasmon excitations from the capping nanowire, respectively. 
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Similar to the charge transfer peak in the dimer, the charge transfer peak in the trimer 
appears for monomer gaps of 0.6 nm or less and is y-polarized (B2 symmetry). Upon further 
decreasing the inter-particle separation, the charge transfer peak red-shifts and increases in 
intensity while the transverse peak slightly blue-shifts and decreases in intensity, similar to the 
dimer spectra. It should be noted that the capping monomer plasmon has an insignificant 
contribution to the charge transfer peak compared to the dimer subsystem. 
 
5.4.3.1 Symmetry, transitions and orbitals for the main peaks in trimers 
Table 5-6 Symmetry, main transitions and orbital contributions for the longitudinal peak of 





(Delocalized orbital notation) 
2 nm 




21b2 → 22b2 


















From Table 5-6, at large separations the transitions do not mix; they occur from cap to cap 
or from dimer to dimer. However, at small inter-particle separation (e.g. 0.4 nm), there is 
interaction between the capped monomer and the dimer subsystem. This kind of interaction is 
observed for other investigated systems Ag6 and Ag10: the interaction between the cap and the 
dimer part is seen only at small separation distances and is not observed at all at large separations. 
Thus, the capped monomer does not interact with the dimer as strongly as the two monomers in 
dimers interact although they are at the same separation distance. 
5.4.3.2 Transition electron densities 
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Transition electron densities for the main peaks of the Ag4 trimer are shown in Figure 5-
13. The longitudinal peak arises from plasmon oscillation along the long axis of the parallel 
nanowire dimer (z-polarized plasmon) and in the long axis of the capping nanowire (y-polarized 
plasmon). Interaction between the dimer and the capping monomer appears at the smaller inter-
particle distance of 0.5 nm but not at the larger separation. Similarly, the transition electron 
densities for the transverse peak of the trimer show x-, y-, and z- polarized plasmon contributions.  
The peak obtained in between 4 eV and 5 eV in the trimer has charge transfer character similar to 
the charge transfer peak in the dimer. Other systems (Ag6 and Ag10) have similar transition electron 
densities as the Ag4 trimer system. We also performed TDHF calculations with the trimer which 
similarly yielded a new feature between 4 eV and 5 eV having charge transfer character. Thus, 
both the dimer and the dolmen trimer exhibit a new charge transfer peak for small inter-particle 
separations.  The unique feature of the dolmen trimer compared to the dimer is the appearance of 
a new shoulder peak on the lower energy side of longitudinal peak.  The TDDFT and TDHF 
transition electron densities for that peak are shown in Figure 5-14. We can see that TDDFT 
predicts that both the A1 and B2 symmetry contribute to this peak whereas TDHF only predicts a 
B2 symmetry contribution. The transition densities with A1 symmetry from TDDFT show charge 
transfer between the parallel dimer and capping monomer. However, the transition density plots 
with B2 symmetry obtained from both TDDFT and TDHF do not show charge transfer character. 
Because charge transfer character of the longitudinal peak with A1 symmetry is not obtained with 




Figure 5-13 Transition electron densities for major peaks of Ag4 trimer at 2 nm and 0.5 nm 
inter-particle distance obtained at iso-value of 0.02 unless stated. 
 
 
Figure 5-14 Transition electron density plots for the shoulder on the lower energy side of the 
longitudinal peak of the Ag4 trimer at 0.5 nm interparticle distance obtained with an iso-
value of 0.005 (a) from TDDFT (b) from TDHF. 
 
5.5 Conclusion 
In nanowire monomers, the longitudinal peak (Σ symmetry) is due to Σ → Σ transitions 
and the transverse peak (Π symmetry) arises due to Σ → Π transitions. The longitudinal peak red-
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shifts upon increasing the chain length.  For dimers at all separations, the longitudinal peak arises 
due to Σn* → Σn+1* and Σn → Σn+1 transitions with B1u symmetry. The transverse peak in dimers 
is due to Σn* → Πn* and Σn → Πn transitions having B3u symmetry and Σn → Πn* and Σn* → Πn 
transitions having B2u symmetry at large separation; at closer interparticle distances, only B3u 
contributes. For trimers, the longitudinal peak has contributions from B2 and A1 symmetry at all 
separation distances. At large inter-particle distances, the transitions are capΣn → 
capΣn+1 with B2 




with A1 symmetry when the separation is large between the monomers. Thus, the transitions occur 
within the same subsystem at large separation distances. When the separation between the 
monomers is small, transitions between the capping monomer and dimer subsystem also occur as 
shown in Table 5-6 for an interparticle distance of 0.4 nm. The transverse peak arises from B2, B1 
and A1 transitions at large separation distances, but only arises from B1 and A1 at small separations. 
Overall, we used the plasmon hybridization model and electron transition densities to 
analyze different features in the absorption spectra of parallel dimers and dolmen trimers of linear 
nanowires. Plasmon resonances of composite systems are found to arise from hybridized modes 
of individual nanoparticle plasmons which can be helpful to tune the optical properties. The 
plasmon hybridization model explains the shift of plasmon peaks for different inter-particle 
separations. We studied the possible bright and dark modes that can arise upon interaction of 
nanowire monomers at different separation distances. We found that the strong coupling between 
the nanowires and the tunneling of electrons at short inter-particle distances in nanowire dimers 
and trimers favors the creation of a new charge transfer peak. At interacting inter-particle distances, 
the charge transfer peak originates from Σn*→ Πn transitions with B2u and B2 symmetry for the 
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dimer and trimer respectively. Time-dependent Hartree-Fock calculations confirmed the presence 
of the charge transfer peak in Ag4. 
We hope this study will generate new avenues in the study of plasmonics and will initiate 
additional research on the nature of plasmonic peaks that arise at small inter-particle distances. 
This study may offer a way to advance rational engineering of the desired optical response to 
improve light harvesting and sensing properties, thus leading to selective control of charge 
localization and transport. 
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Chapter 6 -  RT-TDDFT Examination of Nanowire Arrays for the 
Plasmonic Enhanced Dissociation of Dinitrogen 
 
6.1 Abstract 
Because the breaking of the triple bond in dinitrogen is the most difficult step in the Haber-
Bosch process, researchers strive to find a way to activate/dissociate this bond without the use of 
high pressure and temperature conditions. In this work, we have theoretically studied the plasmon 
induced dissociation of dinitrogen on linear Ag4 nanowire dimers via the application of electric 
fields of various intensities and frequencies. We use the side-by-side and end-to-end orientations 
of nanowires where the nitrogen molecule is positioned either at the end of the wires or between 
the wires. Then, we observe the influence of the applied fields on the N-N bond length. In this 
work, the LC-PBE exchange correlation functional with the LANL2DZ basis set are used in real-
time time-dependent density functional theory calculations with Ehrenfest dynamics. We have 
found that there is a higher possibility of N-N bond dissociation by using the end-to-end orientation 
of nanowires than by using the side-by-side nanowires. A higher chance of dissociation is observed 
for nanowires with small inter-particle separation (0.50 nm and smaller) and also with high field 
strengths (0.04 au or higher). 
 
6.2 Introduction 
Plasmonic noble metals like gold and silver nanoparticles have already found use in 
photochemistry,1 bio imaging,2 and solar cells.3 Recent studies show that the plasmonic materials 
can also be used in hydrogen dissociation, carbon dioxide reduction, water splitting and so on.4-6 
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Mukherjee et al. observed the room temperature dissociation of hydrogen molecule on gold 
nanoparticles.4 They found that the hot electrons released after the plasmon decay mechanism 
transfer to the hydrogen molecule to cause its dissociation. Similarly, Yan et al. studied the water 
splitting on gold nanoparticles using real-time time-dependent density functional theory and 
observed that the rate of water splitting is dependent on quantum oscillation mode of plasmonic 
excitation. They found that the splitting rate is higher with odd plasmon modes compared to the 
even plasmon modes. Recently, Wu et al. theoretically investigated the mechanism of 
photocatalytic hydrogen dissociation on an Au6 model cluster.
7 From the quantum dynamics 
simulation on diabatic potential energy surfaces, they found that the hydrogen dissociation is 
possible due to the crossing between hot electron and charge transfer diabatic states. They reported 
plasmonic materials to have a higher concentration of hot electron states due to their larger 
absorption cross section compared to the nonplasmonic materials and hence be more important for 
plasmonic catalysis. 
Dissociation of the dinitrogen bond is the rate-limiting step of the Haber-Bosch process, 
where N2 is catalytically converted to NH3. Because dinitrogen is a stable molecule, high 
temperature and pressure are typically required in this step. Thus, researchers are also interested 
to find alternate ways so that this process can be done under ambient conditions. 
Researchers have observed the activation of nitrogen molecule on nanoparticles composed 
of plasmon-supporting metals, although many of these studies examined only ground-state 
catalysis.8-13 For example, Aguado and co-workers observed the dissociative chemisorption of a 
N2 molecule that was oriented side-by-side on the Al44
+/- cluster.8 Schleyer and co-workers have 
shown that N-N elongation varies with the cluster size; Li8 is the smallest cluster that can dissociate 
the N-N bond.14 The plasmonic property of the nanoparticles has been found to help to dissociate 
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the N2 molecule under mild conditions.
15-16 Carter and coworkers showed that the reaction barrier 
for dinitrogen dissociation is lowered due to plasmon local field enhancement on using a Mo-
doped Au surface.15 Carter et. al. found that the presence of Fe and Mo substituents in the Au(111) 
surface improves the dissociation of N2 by 3.2 eV and 4.7 eV respectively.
17 Similarly, Hull et al. 
showed that 0.05 au electric field can dissociate the N2 molecule on silver nanowire monomer 
system.18 Overall, plasmon-enhanced photocatalytic nitrogen dissociation is getting significant 
attraction because it does not produce harmful greenhouse gases (e.g. carbon dioxide) and 
renewable solar energy can be used to drive the process. 
All of these structures discussed above are either single nanoparticle clusters or surfaces. 
The study of the possibility of N2 dissociation with nanoparticle dimers is essential because these 
structures may have more potential to break the N-N bond due to the electromagnetic field 
enhancement from the assemblies. Plasmonic assemblies may have optical hotspots which can 
help to enhance the molecular properties that depend on the intensity of applied field.19 Since the 
plasmon coupling is stronger at smaller inter-particle separation and electrons can tunnel between 
the assemblies,20 N-N dissociation may get favored due to charge transfer to the nitrogen virtual 
orbitals. Also because silver is one of the strongest plasmonic metals, we have investigated the 
plasmonic mediated photocatalysis with silver nanoparticles.      
In this paper we have investigated the plasmon mediated photocatalytic dissociation of 
dinitrogen on model Ag4 nanowire dimers using electric field strength of 0.01 au – 0.05 au. Since 
we have previously observed the dinitrogen dissociation on silver wire monomers on using an 
electric field with an intensity of 0.05 au,18 in this project, we investigate if there is any possibility 
of N2 dissociation on dimers using an electric field intensity less than 0.05 au. We have studied 
the dissociation probability using an Ag4 dimer at large and small inter-particle separations of 1.00 
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nm, 0.75 nm and 0.50 nm. This study will help us to understand the effect of the applied field 
strengths and inter-particle separations on N2 dissociation. 
 
6.3 Computational methods 
We have used the LC-PBE21 exchange correlation functional with the LANL2DZ22-24 
basis set for the geometry optimization, linear response time dependent density functional theory 
(LR-TDDFT)25 and real time TDDFT26-28 calculations on the studied systems. Absorption spectra 
obtained from LR-TDDFT are convoluted with a Gaussian broadening with a full-width at half-
maximum of 0.2 eV. The unrestricted method is used for Ehrenfest molecular dynamics29-31 
calculations. A trapezoid electric field is applied which is turned off at 20 fs (Figure 6-1) while the 
simulation is run until 200 fs. The benefit of using the trapezoid function is that we can selectively 
excite only certain frequencies, similar to application of a continuous wave electric field. We used 
an electronic time step of 0.00025 fs and a nuclear time step of 0.1 fs. The silver atoms in the 
nanowires are frozen during the Ehrenfest calculation. Random initial velocities are used in these 
calculations. All of the calculations are performed with the development version of the Gaussian 
program.32 The transition electron density plots and molecular orbitals are obtained with VESTA33 
and Jmol34 respectively. 
The orientations of the dimers with the N2 molecule studied for this project are presented 
in Figure 6-2. In constructing these arrays, the coordinates of the first Ag4 nanowire are optimized 
(coordinates provided in Table C-1). Then, we add N2 on one end of the wire and optimize this 
system (Table C-2). Both of these optimizations are done without any symmetry constraints and 
have 4 imaginary frequencies. Thus, the structures are not in their local minimum, but these 
geometries have previously been found to yield good models of the physics in larger nanowires.35-
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36 After optimization, the molecule was translated so that the center of mass of the molecule lies 
at the origin (Table C-3). Throughout the text, this translated Ag4N2 is taken as the monomer 
structure.  Then, a second Ag4 unit is added without optimization; the Ag4 coordinates are taken 
from Ag4N2.  In the first orientation (a), the second Ag4 nanowire is placed side-by-side to Ag4N2 
with a separation of d (Table C-4). For the second orientation (b), the second Ag4 nanowire is 
placed at a distance d from the Ag end of the Ag4N2 (Table C-5). Because the center of mass of 
(b) is very far from the origin, the coordinates are then translated to the origin. For the third 
orientation (c), the N2 molecule is at a distance d from an Ag atom in a hotspot between two end-
to-end Ag4 nanowires (Table C-6). In addition, structure (c) at the optimized distance (0.26 nm) is 
analyzed. For this, the hotspot structure with d = 1.00 nm is optimized, which gives a Ag-N bond 
length of 0.26 nm on both sides (Table C-7). For simplicity, orientations (a), (b), and (c) will be 
called side-by-side, end-to-end, and hotspot, respectively, from now onwards. Again, the nanowire 
monomers and arrays studied in this work are model systems that do not occur in linear fashion in 
their local minimum geometry. 
 




Figure 6-2 Structures of silver nanowire arrays with dinitrogen studied in this work, where 
d = 0.50 nm, 0.75 nm and 1.00 nm for each of these orientations. Color key: Blue = nitrogen, 




First, we have studied the nitrogen molecule as a control system; we investigate the 
minimum frequency and intensity of the applied field to dissociate the nitrogen molecule when the 
silver nanowires are not present.  The absorption spectrum of N2 exhibits peaks at 14.0 eV, 15.3 
eV, and 18.4 eV (Figure 6-3). The main transitions that contribute to each of these peaks are given 
in Table 6-1. The first peak is the transverse peak while the two other peaks are longitudinal peaks. 
This is clearly evidenced by the transition electron density plots in Figure 6-3: state 6 and state 7 
(which are degenerate contributions to the first significant absorption peak) show the transition 
electron density along short axis of the N2 molecule whereas states 8 and 9 exhibit transition 
electron densities aligned along the long axis of the N2 molecule. A molecular orbital diagram of 
the nitrogen molecule is given in Figure C-1. Transitions 4 → 8 (1𝜎* → 2πy*) and 4 → 9 (1𝜎 * → 
2πx*) contribute equally to the first peak. The second peak has the largest number of transitions 
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that contribute to it, along with some de-excitations (shown with blue arrows). It has the highest 
oscillator strength among three peaks and hence is the highest peak in the absorption spectrum 
(Figure 6-3). Only one transition contributes to the third peak. States from 1 to 5 have zero 
oscillator strength and hence do not give peaks in the absorption spectrum (Table C-8). 
 
Figure 6-3 Absorption spectrum of N2 obtained with LR-TDDFT. Insets are the transition 
electron densities for the states that correspond to each of the peaks with iso-values of 0.001. 
 
Table 6-1 The transitions corresponding to each of the peaks in the absorption spectrum of 
N2 
Excited State Energy (eV) Oscillator strength (au) Transitions Weight 
6 14.0049 0.2882 
4 → 8 (1𝜎* → 2πy*) 
4 → 9 (1𝜎 * → 2πx*) 
0.66690 
0.23921 
7 14.0049 0.2882 
4 → 8 (1𝜎 * → 2πy*) 
4 → 9 (1𝜎 * → 2πx*) 
0.23921 
0.66690 
8 15.3490 0.7826 
5 → 9 (1πy → 2πx*) 
6 → 8 (1πx → 2πy*) 
7 → 17 (2𝜎 → hybrid) 
5  9 (1πy  2πx*) 






9 18.3903 0.6705 7 → 10 (2𝜎 →2 𝜎 *) 0.69829 
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We studied the possibility of N2 activation/dissociation upon applying both resonant and 
non-resonant fields and intensities of 0.01 au, 0.02 au, 0.03 au, 0.04 au and 0.05 au (Figure 6-4). 
Because the second peak has the highest oscillator strength, we expect N2 dissociation to have its 
maximum potential upon applying the electric field corresponding to its frequency (15.35 eV). 
The equilibrium N-N distance in the N2 molecule is 1.12 Å at the LC-PBE/LANL2DZ 
level of theory. Similarly, the N-N double and single bonds obtained at the same level of theory 
for N2H2 and N2H4 are 1.26 Å and 1.39 Å, respectively. In this text, the N2 molecule is said to be 
dissociated if the N-N bond length is more than 2.0 Å during the course of the simulation. The 
bond is said to have activated (but not dissociated) if the bond length is more than the equilibrium 
N-N bond length of 1.12. So, we consider the N-N bond to be activated if it is in the range of 1.2 
– 2.0 Å.     
Figure 6-4 shows that N2 dissociates on using the resonant field with field intensity of 0.02 
au and higher. Certain abnormalities are observed on applying the field corresponding to the 
frequency of 18.39 eV. For example, analysis of the N-N bond length up to 20 fs shows that the 
bond length is more elongated on using a 0.04 au field than on using a 0.05 au field. This is because 
of the random initial velocities used in our calculations. We performed an additional set of 
calculation with zero initial velocities which shows the expected behavior (Figure C-2).    
Dissociation is also observed with non-resonant excitation, even several eV away from the 
15 eV peak. For example, N2 dissociates on applying an electric field corresponding to the 
frequency of 10 eV (Figure 6-4(e)) and 12 eV (Figure 6-4(f)). However, the N-N distance only 
oscillates around the equilibrium N2 bond length of 1.12 Å when using the field that corresponds 
to the frequency of 8 eV. Calculations with these non-resonant fields to determine their effect on 




Figure 6-4 N-N bond length in the N2 molecule as a function of time for electric fields applied 
along the z direction with various field strengths and frequencies. Applied electric fields 
correspond to the frequencies of a) 14.00 eV, b) 15.35 eV, c) 18.39 eV, d) 8.00 eV, e) 10.00 eV 
and f) 12.00 eV. 
 
In order to investigate the reason for dissociation/activation upon applying non-resonant 
fields corresponding to frequencies of 10 or 12 eV, we studied the electron-only dynamics of the 
system using RT-TDDFT without Ehrenfest dynamics. We analyzed the Fourier transforms (FTs) 
of the dipole moment during different time ranges: 0-20 fs (corresponding to the time during which 
the field is applied) and 20-240 fs (Figure C-3). On applying the fields corresponding to 
frequencies of 10 eV and 12 eV, the FT peak for 0-20 fs is mainly obtained at the applied field 
frequency (10 eV or 12 eV, respectively) whereas the FT peak for 20-240 fs (after the field is 
turned off) is positioned at ~15 eV. Thus, non-resonant excitation even up to 5 eV away leads to 
excitation at a natural resonance (absorption) in the system. Because the 0.04 au field 
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corresponding to the frequency of ~15 eV causes N-N dissociation (Figure 6-4(b)), excitation of 
this peak upon applying the fields corresponding to 10 and 12 eV might have led to N2 dissociation 
during the 20-240 fs timescale. However, upon applying the field corresponding to a frequency of 
8 eV, the FT peak for 20-240 fs is obtained mainly at ~18 eV. Since N-N bond elongation is 
comparatively smaller when using a 0.04 au field with a frequency corresponding to ~18 eV 
(Figure 6-4(c)), this excitation does not lead to dissociation. 
 
6.4.2 Monomer and dimers 
Our goal in this project is to use the plasmonic properties of Ag4 nanowire dimers for the 
possible dissociation of dinitrogen bond. Our recent work shows that N2 dissociation is possible 
on exciting the longitudinal excitation and on applying electric field frequency that corresponds to 
nanowire’s longitudinal peak frequency with an intensity of 0.05 au.18 We are interested to 
investigate whether the electric fields with intensity lower than 0.05 au lead to dinitrogen 
dissociation when we use nanowire dimers instead of monomers. As shown in Figure 6-4, the 
dissociation of N2 without the aid of the plasmonic property of nanoparticles requires a very high 
energy of at least 10 eV and a field intensity of 0.04 au. We now investigate the possibility of 
dissociation on using less intense electric field with the help of plasmonic property of nanowire 
dimers. 
The binding energies of these systems are positive suggesting that these clusters are 
energetically favorable (Table C-9). Note that the binding energies of these systems are calculated 
using the equation E(Ag8N2) - E(Ag8) - E(N2). 
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6.4.2.1 Absorption spectra 
Figure 6-5 shows the absorption spectra of the monomer and dimer systems studied in this 
work. For the side-by-side dimer (red), the longitudinal peak blueshifts and the transverse peak 
redshifts as observed in our previous study.20  The longitudinal and transverse peaks of the dimers 
with the N2 molecule in the hotspot (green) slightly redshift compared to the monomer peaks.  In 
the hotspot orientation, the peak positions do not change significantly with the change in inter-
particle distance. A new feature appears between the longitudinal and transverse peaks for the 
optimized distance (0.26 nm) in the hotspot orientation at 3.48 eV. The transitions to nitrogen 
antibonding orbitals mainly correspond to this peak. A redshift of the longitudinal and the 
transverse peaks is also observed for the end-to-end orientation (blue). Among all orientations, the 
maximum shift of the longitudinal peak is observed to occur for the 0.50 nm distance in the end-
to-end orientation. 
 
Figure 6-5 Absorption spectra of monomer Ag4N2 and the dimers at different inter-particle 
separations as shown in the figure legend. 
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Because the dimer peak positions of the studied systems only slightly shift from the 
monomer peak positions, we first investigate the possible N2 dissociation using the longitudinal 
peak frequency of the Ag4N2 monomer (2.36 eV). This means that we excite all systems using an 
electric field with a frequency corresponding to 2.36 eV. Using the same excitation frequency on 
all dimers helps to compare the efficiency of field intensity and polarization direction for the 
nitrogen dissociation. Later we also analyze the dissociation possibility upon exciting the molecule 
with the perfectly resonant longitudinal peak frequency of each of the dimers at each inter-particle 
separations. 
 
6.4.2.2 Plasmon-mediated photocatalysis 
In this section, we study the nitrogen activation/dissociation probability for all dimer 
orientations at different inter-particle separations and field strengths (Figure 6-6). For side-by-side 
dimers, the N-N bond activation increases on increasing field strength at each of the inter-particle 
separations. However, the N-N bond activation at the same field strength does not increase on 
decreasing the separation distance. For end-to-end dimers, N2 activation/dissociation is more 
probable than with any other studied orientations. The 0.05 au field dissociates the N-N bond at 
all of the inter-particle separations investigated for the end-to-end orientation. At 0.50 nm, even 
the 0.04 au field leads to the dissociation of N2. We do not observe a significant effect of the inter-
particle separation on N-N activation from 1.00 nm to 0.75 nm. For the hotspot orientation, the 
field strength alone cannot change the N-N bond length if the inter-particle separation is very large, 
which is observed for the separation of 1 nm. The effect of field intensity is pronounced only at 
smaller inter-particle separations of 0.75 nm and 0.50 nm. We also observed that the smallest inter-
particle separation causes a more elongated N-N bond length by comparing the results from 0.75 
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nm and 0.50 nm. Additional calculations have been performed on the hotspot orientation at inter-
particle separations smaller than 0.50 nm (Figure C-4). Because the optimized hotspot orientation 
has a Ag-N distance of 0.26 nm on both ends, we analyzed the effects on the N-N bond length 
upon using an electric field on this orientation. On using the optimized distance, N-N dissociation 
is observed even with a field strength of 0.04 au. We have also investigated the N-N dissociation 
for a hotspot dimer that has Ag-N distances of 0.26 nm and 0.50 nm. 
 
Figure 6-6 Variation of N-N bond length with time for different dimer-N2 orientations (row) 
and at different inter-particle separations (columns). The graphs are obtained using z-
polarized fields with field strengths of 0.01 au, 0.03 au, 0.04 au and 0.05 au as shown in the 
figures. The applied field has a frequency corresponding to 2.36 eV (i.e., the longitudinal 
peak frequency of the Ag4N2 monomer). Note that the y-axis scale is different for the middle 
row (i.e., the end-to-end orientation). 
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Overall, we observed that the possibility of N-N dissociation is higher when using an end-
to-end orientation of the dimer compared to using the side-by-side or hotspot orientations of 
dimers. As expected, the N2 bond length is more elongated with higher field strengths than with 
lower field strengths for all dimer orientations.  
In order to determine the types of orbitals that become significantly occupied in order to 
dissociate N2, we analyzed the electronic populations of the virtual orbitals. Because N2 on the 
end-to-end dimer with an inter-particle distance of 0.50 nm dissociates with an applied field with 
a field strength of 0.05 au field but not with a field strength of 0.01 au, we have analyzed the 
populations on the virtual orbitals of this dimer upon application of 0.01 au and 0.05 au fields 
using RT-TDDFT calculations without Ehrenfest dynamics (Figure 6-7, C-5). The molecular 
orbital diagram of this dimer is given in Figure C-6. We observed more significant population on 
wire-based orbitals (i.e. the orbitals that are mainly localized on Ag wires) than on N2-based 
orbitals (i.e. the orbitals that are mainly localized on N2-molecule). Also, on applying the 0.01 au 
field, the population on wire-based orbitals drops after the applied field is turned off at 20 fs. 
However, on applying the 0.05 au field, the population on the wire-based orbitals does not drop, 
but rather keeps increasing even after the field is turned off at 20 fs. This suggests that a higher 
intensity field is required for the N2 bond dissociation which is able to excite the population to 
virtual orbitals even after the applied field is turned off. 
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Figure 6-7 Variation of population in virtual molecular orbitals 84, 85, and 88 throughout 
the simulation time upon applying an electric field corresponding to 2.36 eV and an electric 
field intensity of 0.01 au and 0.05 au. This plot is obtained for the end-to-end system with an 
inter-particle distance of 0.50 nm. 
 
In order to confirm whether the observed N-N elongation is due to the effect of plasmonic 
nanowires and not due to the strong applied fields, we applied the electric field corresponding to 
the monomer longitudinal frequency (2.36 eV) on the nitrogen molecule only (Figure C-7). In the 
absence of nanowires, the N-N distance oscillates around the average N-N bond length. The N-N 
distance does not increase throughout the whole simulation time even with the strongest applied 
field of intensity 0.05 au. Thus, the dissociation observed in Figure 6-6 and Figure C-4 is due to 
the plasmonic activity of the nanowires; it is not only due to the high intensity of the applied field. 
We also studied the possibility of N2 dissociation using applied electric fields with 
frequencies that correspond to the longitudinal peak energies of each dimer (Figure C-8, C-9). We 
observed that the effect of field strength and inter-particle separation upon N2 dissociation is 
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similar on using the dimer longitudinal peak frequency and the monomer longitudinal peak 
frequency. In both cases, N2 dissociation is more probable when using the end-to end orientation 
of the monomers compared to using other dimers. 
Because the N2 molecule is situated on the z-axis in all of the studied systems and the 
longitudinal plasmon of the silver nanowires is activated, only a z-polarized applied field 
dissociates the N2 bond. x- and y-polarized electric fields do not dissociate the N2 molecule (N-N 
bond distance vs. time plots are not shown for this case). 
We also applied an electric field with a frequency corresponding to the transverse peak 
energy of the Ag4N2 monomer (4.60 eV). We excited both the longitudinal and transverse 
excitations with applied fields corresponding to the frequency of 4.60 eV (Figure C-10). The 
transverse excitations polarized along the x- and y-directions do not cause N-N dissociation. 
Interestingly, we found that the N-N bond dissociates upon using a z-polarized 4.60 eV applied 
field although it is not resonant with the longitudinal plasmon peak of the systems. Further studies 
to investigate the reason for this dissociation are needed in the future. 
It should be noted that in all of the orientations we have studied, the nitrogen molecule 
moves away from the nanowires during the simulation. The nitrogen molecule does not continue 
to bind to the dimer. For example, when the nitrogen molecule is present in the hotspot, the N2 
molecule escapes from the hotspot (without getting adsorbed) and then dissociates.  This is in 
agreement with previous observations.18 
 
6.5 Conclusions 
The minimum strength of the electric field required to dissociate an isolated N2 molecule 
is 0.04 au with a frequency that corresponds to 10 eV. Less intense fields are needed to cause N2 
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dissociation on AgxN2 assemblies due to the plasmon-enhancement from the silver wires. 
Furthermore, dissociation occurs with lower field frequencies.  N-N dissociation is most probable 
with an end-to-end orientation of nanowires compared to other orientations. Higher field intensities 
and smaller inter-particle separations have higher probability to cause more N-N elongation in all 
of the dimer orientations. For the hotspot dimer with 1.00 nm inter-particle separation, the N-N 
bond length on applying field strength of 0.05 au is similar to the N-N bond length on applying 
0.01 au field. This could be due to the large gap between the nanowires; the Ag-N distance is 1.00 
nm on each of the sides in the hotspot orientation. This suggests that plasmonic enhancement is 
negligible if the inter-particle separation is very large.   
In order to dissociate the N-N bond, the applied field should be strong enough to excite the 
electronic population into virtual orbitals even after the field is switched off. If the population on 
virtual orbital drops as the field is turned off, the N-N bond does not become dissociated. The 
population increases on Ag-based orbitals rather than on N2 antibonding orbitals when N2 becomes 
dissociated. Dissociation is observed upon excitation of longitudinal modes using both the 
perfectly resonant and slightly off-resonant frequency fields. However, no dissociation occurs on 
exciting the transverse mode with x- or y-polarized fields. For all of the dimers, the N2 molecule 
does not rebind to the nanowires after dissociation. 
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mediated Photocatalysis on an Icosahedral Al13-1 Nanocluster 
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7.1 Abstract 
Nitrogen bond dissociation is one of the important steps in the Haber Bosch process, where 
N2 is catalytically converted to NH3; however, the dissociation of the nitrogen triple bond is 
difficult to achieve. In this study, we investigate the possibility of nitrogen activation using 
plasmonic excitation of an icosahedral aluminum nanocluster. Real-time time dependent density 
functional theory is employed to study the electron dynamics of the Al13
-1 and [Al13N2]
-1 systems. 
Step and trapezoidal electric fields with field strengths of 0.001 au and 0.01 au and different 
polarization directions are applied to the systems and the electron dynamics are analyzed. Because 
the occupation of nitrogen antibonding orbitals could potentially activate the N-N bond, we 
investigated the single-particle electronic transitions corresponding to an excitation from an 
occupied (O) to virtual (V) molecular orbitals (POV) of [Al13N2]
-1. We found that N2 antibonding 





When light irradiates a metal surface, localized surface plasmons can arise. These surface 
plasmons are resonantly excited oscillations of free electrons at the metal surface. These surface 
plasmon resonances have found various applications, e.g. in surface-enhanced spectroscopy,1 
nano-imaging,2 biochemical sensing,3 and photovoltaic applications.4 Plasmonic properties of 
noble metals like gold and silver nanoparticles are fascinating and have been heavily studied by 
many research groups.5-19 However, their industrial applications can be limited due to their scarcity 
and high cost. In comparison, aluminum is a common base metal which is ten thousand times 
cheaper than precious metals and possesses highly promising plasmonic properties.20-21 Aluminum 
has found many uses due to its low density and ability to resist corrosion due to surface 
passivation.22 The oxidation layer in Al terminates after 2–3 layers, thus forming a protective layer 
and preserving the metal.20 This property has made Al an ideal material to use in the aerospace, 
transportation, and building industries.22 Furthermore, the optical tunability of Al is beyond that 
of gold and silver.21 The empty d bands in Al enable the plasmon to lie far into the ultraviolet 
region.23 Because the d-band of Al lies above its Fermi energy, its plasmon resonance extends 
beyond the visible region into the far ultraviolet region.24 Although many applications utilize 
visible plasmon resonances, an advantage of plasmons in the UV region is that their high photon 
energy matches the electronic transition energy of many organic molecules and solids.25 In spite 
of these characteristics of Al, there have been very few theoretical studies on the optical and 
plasmonic properties of Al nanoclusters.20, 26-29 Thus, it is important to study the plasmonic 
properties of aluminum nanoclusters. 
Aluminum nanoclusters are currently of interest in plasmonic photocatalysis. In plasmonic 
photocatalysis, incident radiation (such as solar energy) interacts with the plasmonic properties of 
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nanoparticles to enable their use as a catalyst for different purposes (e.g. to tackle problems related 
to environmental pollution and global warming).30  For example, Gómez et al. designed an Al/TiO2 
photocatalyst system for degradation of methylene blue, which is an organic pollutant.31 They 
showed that the Al/TiO2  system exhibits higher photocatalytic activity than bare TiO2. Aluminum 
plasmon-enhanced photocatalysts have also been used in a water splitting reaction to generate H2, 
which produces a renewable and clean fuel.32 Similarly, Halas et al. reported the use of Al 
nanostructures in plasmon-enabled H2 dissociation in photocatalyst systems.
33-34 Other research 
groups have also studied the potential application of small Al nanoclusters to break the molecular 
hydrogen (H2) bond.
33, 35-38 Although no previous work has examined plasmon-induced 
dissociation on aluminum nanoparticles, several theoretical studies of plasmonic photocatalysis on 
gold and silver clusters have been undertaken.39-44 
In our work, we are specifically interested in breaking the bond in the N2 molecule. One of 
the most important applications involving N2 dissociation is the Haber-Bosch process, where N2 
is catalytically converted to NH3. Because N2 has a large bond dissociation energy (224.5 
kcal/mol), a highly negative electron affinity (-1.8 eV), and a huge HOMO-LUMO gap (22.9 eV), 
it requires high temperature and pressure to activate the N2 bond, and thus N2 dissociation is the 
rate determining step of the procedure.45 Plasmonic photocatalysis can provide an energy-efficient 
alternative to the Haber-Bosch process if the plasmonic properties of nanoparticles can be used 
under ambient temperature and pressure to break the N2 bond. Although Al has highly promising 
plasmonic properties, there have been very few studies for the reaction and activation of N2 bond 
with Al nanoclusters, and the studies that exist focus on ground state dissociation processes.46-48 
Romanowski et al. found that the dissociative adsorption of N2 on the solid and liquid aluminum 
surfaces has an activation barrier of 3.2 eV and 3.0 eV respectively, and is exothermic.47 Cao et 
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al. studied the chemisorption of N2 into the Al44
+/- cluster where they saw that the N2 molecule 
dissociates accompanied by a change of the Al cluster to a liquid state.46 Pal et al. conducted a 
first-principles investigation and found that the interaction of nitrogen with Aln (n = 2–5, 13, 30, 
and 100) clusters is sensitive to the shape and the orientation of the cluster.49 In a theoretical work 
by Kumar et al., the authors observed the activation of N2 with an Aln (n = 4-8) cluster supported 
on a BN-doped graphene sheet.50 
Because one of the potential ways to activate the N2 bond is to push electrons into the 
valence orbitals of the nitrogen molecule,50 in this paper we examine whether the antibonding 
orbital of N2 can become occupied with “hot” or excited electrons from the Al nanocluster.  Our 
study employs real-time time dependent density functional theory (RT-TDDFT).51-52 RT-TDDFT 
calculations have been used to examine the electron dynamics occurring in plasmonic systems 
such as silver and gold nanoparticles and to determine how electron occupancies of orbitals change 
over time.53-61 RT-TDDFT can also be used to compute absorption spectra,62-64 frequency-
dependent properties like polarizabilities,65 magnetic circular dichroism spectra,66 
hyperpolarizabilities,67 coherence,53 molecular conductance68-69 and charge transfer dynamics.58, 
70-71 
 
7.3 Computational details 
A development version of the Gaussian package72 is used for all calculations with the LC-
PBE73 functional and 6-31G(d) basis set. The LC-PBE functional is useful for accurately 
describing charge transfer excitations,44, 73-74 such as those from the Al13
-1 cluster to the N2 
molecule. The closed shell icosahedral Al13
-1 cluster was optimized with no imaginary frequencies 
(coordinates given in the Supporting Information, Table D-1); the largest Abelian group of the 
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molecule is the C2h group, which was used in the calculations. Multiple configurations of the N2 
molecule binding to the Al13
-1 cluster were optimized to form [Al13N2]
-1 with no symmetry 
constraints, and vibrational frequencies were checked to ensure that there are no imaginary 
frequencies. After optimization, the molecule was translated so that the center of mass of the 
molecule lies at the origin. The coordinates of the optimized structure and the translated molecule 
(after aligning the origin at the center of mass) are given in Supporting Information (Table D-2 
and Table D-3). This structure is used for all subsequent calculations. The N2 molecule lies nearly 
but not exactly in the xy-plane in these coordinates. The optimized [Al13N2]
-1 cluster is shown in 
Figure 7-1.  
 
 
Figure 7-1 Optimized geometry of the [Al13N2]-1 system. 
  
We have used time dependent density functional theory (TDDFT) methods for this study. 
We employ both linear response TDDFT (LR-TDDFT) and real-time TDDFT (RT-TDDFT) 
because they are complementary techniques with different advantages.  In the limit of a small 
perturbation that does not shift the electron density significantly from its ground stationary state, 
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an absorption spectrum obtained from RT-TDDFT agrees with LR-TDDFT. However, we cannot 
study the interaction of a strong field with the LR method. A LR-TDDFT absorption spectrum is 
obtained by solving an eigenvalue problem derived from retaining the first order response of the 
density to a perturbation.75 LR-TDDFT iteratively solves for the eigenvalues and corresponding 
transitions, and thus it is useful to study the spectra of smaller systems. RT-TDDFT is helpful as 
it solves the time-dependent Schrödinger equation for quantum systems and simulates the response 
to any combination of perturbations, whether they are electromagnetic fields, complex 
environments, or thermal baths.76-78 In our study, LR-TDDFT calculations are performed for 
optimized Al13
-1 and [Al13N2]
-1. The first 1200 excited states are obtained for the LR-TDDFT 
calculation of the Al13
-1 system while the lowest 1300 states are computed for [Al13N2]
-1. The 
spectra are plotted with a Gaussian smoothing with a FWHM of 0.2 eV. The absorption spectra 
are also obtained using RT-TDDFT calculations with a step field perturbation of 0.001 au along 
the z-direction for Al13
-1 while perturbation along all three directions (x, y and z) are taken for 
[Al13N2]
-1 because of its symmetry. We have used a simulation time of 240 fs with an integration 
step size of 0.0012 fs to generate the absorption spectra. In the RT-TDDFT framework, the 




= [𝐾(𝑡), 𝑃(𝑡)] 
where P and K are the density and Kohn-Sham matrices in an orthonormal basis. The density 
matrix is propagated using a unitary time evolution operator U(tn):   
𝑃(𝑡𝑛+1) =  𝑈(𝑡𝑛). 𝑃(𝑡𝑛−1). 𝑈
†(𝑡𝑛) 
The time varying density matrix is transformed into canonical molecular orbitals using 
𝑃𝑂𝑉(𝑡) = 𝐶0
†. 𝑃(𝑡). 𝐶0 at each time step. The variation of off-diagonal molecular orbital density 
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matrix elements (POV) over time helps to analyze the amount of single-particle electronic 
transitions corresponding to an excitation from an occupied (O) to virtual (V) molecular orbital. 
The orbital occupation numbers nk(t) are determined by projecting the time-dependent 
density matrix P(t) onto the initial orbitals: 
𝑛𝑘(𝑡) = 𝐶𝑘
†(0)𝑃(𝑡)𝐶𝑘(0) 
where 𝐶𝑘(0) is the k
th eigenvector of the initial Kohn-Sham matrix and nk is the occupation of k
th 
molecular orbital.80 The time-dependent dipole moment, 𝜇(𝑡), is calculated at each time step as:53 
𝜇(𝑡) = 𝑇𝑟[𝐷𝑃(𝑡)] 
where D is the dipole matrix in the orthonormal basis. To obtain the optical absorption spectra, we 
take the Fourier transform (FT) of the time-dependent electric dipole moment parallel to the 
polarization of the electric field perturbation. 
RT-TDDFT calculations are performed in this work with both step electric fields and 
continuous wave electric fields with a trapezoidal envelope (hereafter simply referred to as a 
“trapezoid field”). Spectral properties are calculated using the step field while the possible 
dissociation of N2 triggered by excitation of different electronic states is studied using the trapezoid 
electric field. A step field is a field that is applied for a short time (t) in a certain direction as:53 
𝐸(𝑡) =  𝐸0 for t < 0 
𝐸(𝑡) =  0 for t > 0 
To apply the step field, we prepare the initial electron density by a self-consistent field 
calculation in the presence of a static electric field (E0) in a given direction. Then, we turn off the 
field and propagate the electronic system using the RT-TDDFT method. To use the trapezoid field, 
a linearly-polarized electric field oscillating with a frequency that matches with a given excited 
state energy is applied for a certain duration (t > 0). In our calculations, we have applied the 
182 
trapezoid field for 20 fs. The field is gradually increased to its maximum intensity over the first 1 
fs, stays there for 18 fs, and gradually gets turned off between 19 and 20 fs as shown in Figure 7-
2a. The FT of the applied electric field is shown in Figure 7-2b. In our calculations, we have 
applied two different field strengths, 0.001 au (corresponding to a field of 3.511013 W/cm2) and 
0.01 au (strong field with 3.511014 W/cm2), to study the effect of field strength in N2 activation.  
We have used a simulation time of 240 fs with an integration step size of 0.0012 fs. We have used 
the trapezoid field with frequencies corresponding to 7 eV (that corresponds to the plasmon peak 
of both systems), 6 eV (that corresponds to the charge transfer peak of [Al13N2]
-1), and 8 eV (off 
resonant field). It should be noted that these applied field energies may fall above the vertical 
ionization energy of the clusters.81-83  
 
 
Figure 7-2 a) Trapezoid field of 0.001 au field strength oscillating with a frequency 
corresponding to 7.0 eV applied for 20 fs and b) FT of the applied electric field in part a. 
 
7.4 Results and discussions 
7.4.1 Geometric and electronic structure 
The [Al13N2]
-1 system has C1 symmetry because the geometry is optimized without 
symmetry constraints. As shown in the optimized structure (Figure 7-1), N2 is essentially parallel 
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to the y-axis and the intermolecular axis between N2 and Al13
-1 is the x-axis. The distance between 
both N atoms to the nearest Al atom is 4.233 Å.  
 Figures 3a and 3b show the spectra of Al13
-1 and [Al13N2]
-1 respectively that are 
obtained from LR-TDDFT and RT-TDDFT methods. The spectrum obtained with LR-TDDFT 
matches the spectrum obtained with RT-TDDFT for each of the systems. Both systems possess a 
strong plasmon peak at ~7.0 eV. The inclusion of the N2 molecule into the Al13
-1 system yields a 
very small extra feature in the absorption spectrum, which is a peak at approximately 6 eV. This 
small peak at 6 eV has an oscillator strength of 0.09 a.u. for [Al13N2]
-1 (Table D-5), whereas the 
oscillator strength of the peak at 6 eV is zero for Al13
-1. This extra feature is referred to as a charge 
transfer peak in the text because transitions from aluminum-based orbitals to nitrogen antibonding 





Figure 7-3 a) Absorption spectrum of [Al13]-1 and b) Absorption spectrum of [Al13N2]-1 
obtained from both LR-TDDFT and RT-TDDFT with a step field of 0.001 au along the z-
direction. Purple sticks in both a) and b) show the unbroadened stick spectra obtained from 
LR-TDDFT; their heights are proportional to their oscillator strengths. The black curve 
represents the spectrum with Gaussian broadening of 0.2 eV FWHM to account for 
experimental broadening. The inset in b) shows the spectrum of [Al13N2]-1 near 6 eV. c) 
Molecular orbital diagram of [Al13N2]-1 system (left). The molecular orbitals localized on the 
nitrogen molecule are shown as red lines and orbitals arising primarily from aluminum are 
shown as blue lines. Selected molecular orbitals of [Al13N2]-1, including some localized on the 
Al13 cluster (superatomic orbitals84-85) and some around the nitrogen molecule, are shown on 
the right. Al13-1 superatom orbitals are labeled with capital letters such as 1S, 1P, and 1D 
where the S, P and D superatom orbitals have the same nodal symmetry as the corresponding 
atomic orbitals. The nitrogen molecular orbitals are labeled as σ and π. 
 
The most significant transitions responsible for the plasmon peak (7.0 eV) in both systems 
and the 6.0 eV peak in [Al13N2]
-1, which is the extra feature after the inclusion of the nitrogen 
molecule, are given in Table D-4, Table D-5 and Table D-6. These transitions show that collective 
excitations (superpositions of single particle transitions) having comparatively similar weights are 
responsible for the emergence of these peaks. The molecular orbital diagram of [Al13N2]
-1 is shown 
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in Figure 7-3c. This figure shows the arrangement of superatomic Al13
-1 based orbitals together 
with the molecular nitrogen orbitals (shown in red). These superatomic orbitals include orbitals 
arising from the five valence electrons (2s22p3) of nitrogen, three valence electrons (3s23p1) of 
aluminum and an extra electron. In Figure 7-3c, we also observe the five occupied molecular 
orbitals and two virtual antibonding orbitals from the nitrogen molecule (shown in red). In this 
project, we are especially interested in the occupation of these antibonding orbitals as this could 
activate the dinitrogen bond. 
 
7.4.2 Application of step field 
7.4.2.1 Al13-1 
On application of the step field polarized in the x-, y-, and z- directions, the system shows 
a dipole response to the field. The electrons of the system respond to the applied electric field; as 
a result, a dipole moment is induced in the direction of the applied field. The dipole moment 
induced in the x-, y-, and z-directions due to the application of a 0.001 au field in the z- direction 
is shown below in Figure 7-4. This figure shows that the dipole moment is primarily induced in 
the direction of the applied field (z) whereas it is negligible in the x and y directions. Figure D-1 
shows the x-, y-, and z-components of the induced dipole moments upon applying a 0.001 au step 
field along the x-direction.  It also shows a strong induced dipole moment in the direction of 
applied field and insignificant inducement in other directions. An applied field in the y-direction 
will also induce a significant dipole moment in the y-direction only. The magnitude of the total 
induced dipole moment remains the same irrespective of the direction of the given field (Figure 7-
4 and Figure D-1). We also see that the dipole moment variation is constant throughout the 
simulation time in the direction of the applied field. 
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Figure 7-4 Dipole moment (Debye) induced in the Al13-1 system on applying a 0.001 au step 
field along the z-direction. 
 
We also studied the variation of off-diagonal density matrix elements (POV) over time, 
which provide an indication of the amount of single-particle electronic transitions corresponding 
to an excitation from an occupied (O) to virtual (V) molecular orbital. Analysis of the FTs of the 
POV elements indicates to which excited states these transitions contribute. On application of the 
field along z- and x-directions, most of the transitions yield peaks at 2 eV, 2.5 eV, and 7 eV. The 
variation of POV with time for the transitions that contribute to these peaks along with the 
corresponding FTs of POV elements is shown in Figure D-2 for the step field applied in the z-
direction. A few transitions also give peaks at 14 eV, 10 eV, 5 eV, and 4 eV (not shown). This 
demonstrates that a RT-TDDFT calculation with a step field leads to the excitation of multiple 
states at different energies. When the field is applied in the z-direction (Figure D-2), the highest 
intensity FT peaks occur at an energy of ~2–2.5 eV, which mainly corresponds to 1F→2D, and 
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2P→2D transitions; the importance of the ~2–2.5 eV peaks will be discussed more later in the text. 
The FTs obtained at 7 eV are slightly smaller than the ones obtained at ~2–2.5 eV and correspond 
mainly to 1F→3D, 2P→1G, and 1F→1G transitions. Due to symmetry, the excitation in the x- 
and z-direction is essentially the same. Moreover, the orbital contributions to the 7 eV peaks 
obtained from RT-TDDFT match with the orbital contributions to the peak obtained with LR-
TDDFT (Table D-6). 
 
7.4.2.2 [Al13N2]-1 
As in the case of the Al13
-1 system (Figure 7-4), the dipole moment for [Al13N2]
-1 is highest 
in the direction of the applied field and negligible in other directions (Figure 7-5). When the field 
is applied in the z-direction, the magnitude of the z-component of the induced dipole moment is 
essentially the same in both Al13
-1 and [Al13N2]
-1 systems (Figure 7-4 and 7-5). Because the N2 
molecule in [Al13N2]
-1 is present along the x-axis (Figure 7-1), the z-component of the induced 
dipole moment is minimally affected by the addition of this adsorbate. Interestingly, even the 
application of an x-polarized field does not cause a significant effect on the x-component of the 
induced dipole moment for the [Al13N2]
-1 system (Figure D-3) compared to that of the Al13
-1 system 
(Figure D-1); the x-component of the dipole moment varies negligibly around its static value of -
2.32 Debye. However, the decay pattern of the dipole moment changes after the inclusion of 
nitrogen. In Al13
-1, the dipole moment is constant up to 240 fs, irrespective of the direction of the 
applied field (Figures 7-4 and D-1). In contrast, for the [Al13N2]
-1 system, the dipole moment 
changes during the simulation time (Figures 5 and S3). For example, when a z-polarized field is 
applied to [Al13N2]
-1, the z-component of the dipole decreases until 100 fs and then gains 
magnitude from 100 fs to 240 fs (Figure 7-5). This change in the dipole moment can be explained 
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by an analysis of orbital occupation numbers for MOs 84 and 109 (Figure D-5) because the 
84→109 transition has the highest intensity FT peak (Figure D-6). The occupation of orbital 84 
decreases at ~100 fs while the occupation number of orbital 109 increases at ~100 fs (Figure D-
5), which may have led to the decrease in the total dipole moment magnitude. When an x-polarized 
field is applied to [Al13N2]
-1 (Figure D-3), more oscillations are observed in the overall envelope 
of the x-component of the dipole moment. Overall, the dipole moment decreases in its magnitude 
throughout the simulation time of 240 fs. Because [Al13N2]
-1 has distinct x, y, and z axes in contrast 
to Al13
-1, we observe different trends in the dipole moments upon application of laser fields with 
different polarizations. 
 
Figure 7-5 Dipole moment (Debye) induced in the [Al13N2]-1 system on applying 0.001 au step 
field along the z-direction. 
 
On application of electric fields in the z- and x-directions to [Al13N2]
-1, most of the 
transitions give FT peaks at 2 eV, 2.5 eV, and 7 eV, similar to the Al13
-1 system. A few transitions 
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also give peaks at 6 eV and 4.5 eV for the [Al13N2]
-1 system. Again, the 6 eV peak is a new charge-
transfer feature in [Al13N2]
-1 compared to the Al13
-1 system. The transitions that give the highest 
intensity FT peaks at different energies along with their POV for the corresponding transitions for 
a step electric field of 0.001 au applied in the z-direction for the [Al13N2]
-1 system are shown in 
Figure D-6. 
 
7.4.3 Application of trapezoid field 
7.4.3.1 Al13-1 
Application of fields that are resonant with specific absorptions of a cluster are useful in 
order to understand how electrons that are excited with these resonant fields subsequently evolve. 
We applied an electric field strength of 0.001 au and a frequency corresponding to 7 eV (resonant 
with the plasmon frequency) to the Al13
-1 system using a trapezoidal envelope for a window of 20 
fs and observed the system evolve in time up to 240 fs. Application of a z-polarized trapezoidal 
field induces the highest dipole moment in the z-direction, while the dipole moment components 
in other directions are negligible (Figure 7-6), which is similar to the case of the step field (Figure 
7-4). Although both the trapezoidal and step fields are z-polarized fields with strengths of 0.001 
au, the z-component of the dipole moment becomes much stronger with a trapezoidal field (Figure 
7-6) than with step field (Figure 7-4); this occurs because the electric field is applied for a longer 
time (for 20 fs) when using a trapezoid field whereas the field is only given initially and then 
turned off when using step field. We observe that the z-component of the dipole decreases after 
the given field is turned off at 20 fs. Similar to the z-polarized field, only the x-component of the 
dipole component is significant when the x-polarized field is applied to the system (Figure D-7). 
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Figure 7-6 Variation of x-, y-, and z-components of the dipole moment (Debye) of the Al13-1 
arising from the application of a 7 eV trapezoid field with a field strength of 0.001 au along 
the z-direction. 
 
Application of this z-polarized field gives the highest intensity FT peaks from 2–3 eV 
(Figure D-8). Although we are applying the frequency corresponding to 7 eV, we do not get highest 
intensity FT peaks at 7 eV; FT peaks at 7 eV are of less intensity than the FT peaks obtained at 2-
3 eV (Figure D-8). It is also observed that most of the transitions that give the peak at 7 eV also 
give the peaks at 2 eV, 3 eV, 5 eV and 10 eV (Figure D-8). Similar to the z-polarized field, the x-
polarized field also gives the highest intensity FT peaks at ~2–3 eV. 
 
7.4.3.2 [Al13N2]-1 
(a) Trapezoid field of 7 eV polarized in z-direction: 
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The [Al13N2]
-1 system has C1 symmetry and hence has nonzero static as well as dynamic 
polarizability for diagonal and off-diagonal elements. Due to this nonzero off-diagonal 
polarizability, a small dipole moment can be induced in directions other than the direction of the 
applied field (Figure 7-7). To confirm this, we prepared the [Al13N2]
-1 system with C2v symmetry 
and calculated its dynamic and static polarizability. The off-diagonal polarizabilities for [Al13N2]
-
1 system with C2v symmetry were found to be zero (Table D-7) and the induced dipole moment in 
other directions was also zero (Figure D-9). As the three linear functions of C2v point group belong 
to different irreducible representations, there is no coupling between them to give a nonzero off-
diagonal polarizability and hence no dipole moment is induced in directions other than the 
direction of applied field. However, because the clusters would not be perfectly symmetrical in 
nature due to vibrational motion, studying the cluster with C1 symmetry is advantageous to learn 
about properties that are likely to be observed. 
 With the z-polarized field, x- and y-components of the induced dipole moment are 
significantly smaller than the z-component of the induced dipole moment (Figure 7-7). The dipole 
moment increases in the x- and y-directions only after the field is turned off at 20 fs. While the 
field is on, the magnitude of the dipole moment is negligible in other directions compared to the 




Figure 7-7 Variation of x-, y-, and z-components of the dipole moment (Debye) of the [Al13N2]-
1 arising from the application of a 7 eV trapezoid field with a field strength of 0.001 au along 
the z-direction. 
 
The transitions between the aluminum superatomic orbitals give the highest intensity FT 
peaks (transitions to orbitals based primarily on N2 do not give FT peaks with high intensity). The 
maximum intensity FT peaks lie at energies of 2–3 eV and also at 7 eV (Figure D-10). Also, we 
notice the appearance of two main kinds of transitions: one where the oscillation of the POV starts 
right away, and another where it starts at a later time (Figure 7-8). The transitions that immediately 
induce the oscillation yield FT peaks at 7 eV and decay at a later time (Figure 7-8 a,b), whereas 
the transitions that start sometime after the field is switched off at 20 fs give FT peaks at ~2–3 eV 
and gain intensity over the course of simulation (Figure 7-8 c,d). This suggests that the 7 eV 
plasmon peak of the system decays to the peaks at energies of 2–3 eV. These two types of 
transitions along with their FT peaks are given in Figure D-10. In Figure D-10, POV elements for 
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92→94 and 85→94 are different compared to other transitions. POV elements for these transitions 
start right away and do not decay after 20 fs. They give FT peaks at both 7 eV and 2–3 eV. LR-
TDDFT also shows that the 92→94 transition is a primary contributor to the peak at 7 eV that has 
an oscillator strength of 4.7 (Table D-4). Transitions 92→94 and 85→94 also contribute to the 
peak at 2.8 eV that has an oscillator strength of 0.2. 
 
 
Figure 7-8 Variation of POV with time (a) and the FT peaks (b) for a characteristic transition 
that contributes to the major peaks at 7 eV (88→102). Variation of POV with time (c) and the 
FT peaks (d) for a transition that contributes the major peaks at 2 - 3 eV (84→93). These are 
obtained from the application of a 0.001 au trapezoidal laser field with frequency 
corresponding to 7 eV along the z-direction in the [Al13N2]-1 system. 
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On applying this field, we also observe transitions into the antibonding orbitals of nitrogen 
(orbitals 108 and 109), which may lead to activation of the dinitrogen bond. The POV and the FT 
peaks of these transitions are shown in Figure 7-9. The FT peaks of most of these transitions are 
obtained at 7 eV. The POV of some of these transitions start right away while other POV elements 
begin to grow sometime after the field is switched off at 20 fs. For example, POV for 90→109 
begins right away while 89→109 begins after 100 fs. The antibonding molecular orbital (MO) 108 
is oriented in the x-direction while the antibonding MO 109 is oriented in the y-direction (Figure 
7-3). Also, from Figure 7-9, the POV values suggest that electrons can begin to occupy either MO 
108 or MO 109 right away. For example, the transition from occupied MO 89 to MO 108 (2πx) 
starts right away whereas the oscillation starts after 100 fs when the transition occurs from MO 89 
to MO 109 (2πy).  However, when we examine the transition out of MO 84, the oscillation starts 
right away during the transition to MO 109 (2πy) and starts later when the transition is to MO 108 
(2πx).  The oscillations that start right away are polarized in the z-direction, whereas the oscillations 
that begin at a later time are polarized in the x-direction. This suggests that the polarization 




Figure 7-9 POV variation with time for the transitions to nitrogen antibonding orbitals, and 
the FT peaks for the corresponding transitions. These are obtained from the application of 
a 0.001 au trapezoidal laser field with frequency corresponding to 7 eV along the z-direction 
in the [Al13N2]-1 system. 
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Interference patterns observed in the POV dynamics for the transitions in Figure 7-9, (e.g. 
90→109, 89→108) during the first 20 fs are caused due to the interaction of the incident electric 
field (7 eV) with the resonances that are present for the [Al13N2]
-1 system. For example, for the 
90→109 transition, an interference occurs between the incident field at 7 eV and the peaks of the 
system at 6.5 eV (Figure 7-9). 
We also observe two-photon absorption peaks, which are observed in the FT as peaks at 
14 eV, when an electric field of 7 eV is applied to the [Al13N2]
-1 system. Transitions out of lower-
lying orbitals such as 69→97 give these two-photon absorption peaks. The POV dynamics and their 
FT peaks for some of the transitions that yield two-photon absorption peaks are shown in Figure 
D-11. Two photon absorption has been identified as a plasmon decay mechanism in a previous 
study on tetrahedral Ag8 system.
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 We also investigated the electron dynamics with a higher field strength of 0.01 au. 
Similar to the applied field with a field strength of 0.001 au, a z-polarized electric field with a 0.01 
au field strength produces a high dipole moment in the z-direction compared to other directions 
while the field is on (Figure D-12). Increasing the field strength by a factor of ten almost doubles 
the dipole moment magnitude; the maximum value of the dipole moment is ~35 Debye when a 
0.001 field is applied (Figure 7-7) compared to the maximum value of ~70 Debye when applying 
a 0.01 au field (Figure D-12). The dipole moment magnitude does not decrease until ~50 fs after 
application of the 0.001 au field (Figure 7-7) whereas it decreases drastically after 20 fs upon 
application of the 0.01 au field (Figure D-12). 
Many FT peaks with small intensities along with a few intense peaks are obtained at 
different energies after application of the 0.01 au field (Figure D-13). With the 0.01 au field, the 
FT peaks have lower intensity (max intensity of ~5000 as shown in Figure D-13) compared to the 
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FT peak intensity obtained with the 0.001 au field (max intensity of ~8000, as shown in Figure 7-
8). Most of the highest intensity FT peaks are obtained at ~10 eV while some are also obtained at 
~ 7 eV and ~14 eV (Figure D-13). With the higher field strength, the highest intensity FT peaks 
are the charge transfer peaks, which arise from a transition between aluminum-based orbitals and 
the nitrogen based MOs (MO 108 and MO 109). 
 Although the FT peak intensity has decreased, the POV values can be larger with the 
higher field strength.  The highest POV value is 0.6 in this case (Figure D-13(b)) whereas it is 
approximately 0.4 after application of the 0.001 au field. Even though the magnitude of POV 
oscillation is higher with the 0.01 au field, the intensity of the FT peaks is low which could be due 
to the drastic reduction of the POV elements observed after 20 fs. Two types of POV dynamics are 
mainly obtained: (a) POV starts right away with high amplitude and decreases drastically after the 
field is turned off at 20 fs (e.g. 84→102, Figure D-13(b)), and (b) POV starts after the field is turned 
off at 20 fs (e.g. 72→109, Figure D-13(b)). POV of type (a) yields the 7 eV FT peaks while the FT 
of POV of type (b) gives the 10 eV peak (Figure 7-13(a)). In this strong field case, the plasmon 
peak at 7 eV appears to transform into a 10 eV peak at a later time. Two-photon absorption peaks 
are also obtained in this case (e.g. 70→109, Figure D-13(b)). 
 
(b) Trapezoid field of 6 eV applied along z-direction: 
In this section, we describe the results obtained upon application of a 6 eV electric field, 
which is resonant with the newly formed charge transfer peak in the [Al13N2]
-1 system. The 
magnitude of the induced dipole moment is smaller when a frequency corresponding to 6 eV is 
given (Figure 7-10) compared to the magnitude of the induced dipole moment when a frequency 
corresponding to 7 eV is applied (Figure 7-7), which is due to the weak oscillator strength of the 
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6 eV excitation observed in the LR-TDDFT calculations. The x- and y-components of the induced 
dipole moment are negligible on applying a 6 eV field (Figure D-14) whereas they are noticeable 
when the field of 7 eV is applied (Figure 7-7). An interference pattern in the dipole moment 
oscillations is observed during the first 20 fs (Figure 7-10). The FT of the dipole moment up to 20 
fs shows that the observed pattern is due to interference between the applied field (6 eV) and the 
plasmon peak (7 eV) of the system (Figure D-15). After the 6 eV field is turned off, the system 
oscillates at its plasmon frequency (7 eV) only (Figure D-15). The dipole moment decays slowly 




Figure 7-10 Variation of the z-component of the dipole moment (Debye) of [Al13N2]-1 upon 
application of a 6 eV trapezoid field with a field strength of 0.001 au along the z-direction. 
 
We examined the transitions that show the highest POV and possess intense FT peaks. 
Among these transitions, most give FT peaks at 7 eV, while very few yield FT peaks at 5 eV and 
14 eV. We do not observe any peaks at ~2–3 eV, unlike those that were observed upon the 
application of a 7 eV field. Two major patterns of POV dynamics observed upon application of the 
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6 eV field are shown in Figure 7-11; the transitions shown are also the transitions that give the 
highest intensity FT peaks. We observe an interference pattern in both kinds of transitions. An 
enlarged version of the POV dynamics in Figure 7-11 is presented in Figure D-16. Although 
transition 84→109 gives the highest intensity FT peak with the RT-TDDFT method (Figure 7-11), 
we do not observe any transitions to MO 109 that correspond to the 6 eV peak from LR-TDDFT 
(Table D-5). Instead, transition 84→108 is obtained with LR-TDDFT and has the highest oscillator 
strength. Another major transition from RT-TDDFT, 88→102, is also not present in the LR-
TDDFT data (Table D-5).  
For the 88→102 transition, the interference lasts until the applied electric field is turned 
off at 20 fs. The difference between two cycles is ~4 fs (Figure D-16). 4 fs corresponds to 1 eV, 
which is equivalent to the energy difference between the 7 eV plasmon peak and the 6 eV applied 
field. So, for the 88→102 transition, the interference seen up to 20 fs is the interference between 
the applied field at 6 eV and the plasmon peak of the system (7 eV). After the electric field is 
turned off at 20 fs, there is no interference and the oscillation only occurs at the plasmon frequency 
corresponding to 7 eV. This information about the interference can also be obtained from the FT 
peaks of this transition (Figure D-17). In Figure D-17, the 7 eV peak is visible at all times; the 6 
eV peak is no longer seen after 20 fs. The FT of this transition after 20 fs is obtained by taking the 
FT of the POV dynamics after 20 fs. 
Transition 84→109 has nonzero POV that lasts throughout the whole simulation time 
(Figure 7-11a) and gives FT peaks at 7 eV and 6 eV (Figure 7-11b). FT peaks obtained by taking 
the POV elements from 21–130 fs and from 130–240 fs show that the 6 eV and 7 eV peak remains 
throughout the duration of the simulation (Figure D-18). Because 84→109 gives the highest 
intensity FT peak and MO 109 is a nitrogen antibonding orbital, this indicates that there is a large 
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probability for occupation of this nitrogen antibonding orbital when an electric field with an energy 
of 6 eV is applied to this system. 
 
Figure 7-11 POV variation with time (a, c) and FT peaks (b, d) for the transitions that give 
the highest intensity FT peaks due to the application of a 0.001 au trapezoidal laser field with 
a frequency corresponding to 6 eV along the z-direction in the [Al13N2]-1 system. The pattern 
of the oscillation in (c) also represents the pattern for the majority of the oscillations found 
in this case. 
 
We also analyzed the dynamics with a higher field strength of 0.01 au. Similar to the above 
discussed cases, the largest dipole moment is induced in the direction of the applied field and is 
negligible in other directions. In addition, the dipole moment magnitude decreases suddenly after 
the applied field is switched off (Figure D-19) whereas it decreases slowly when the 0.001 au field 
is applied (Figure 7-10). The abrupt decrease of the dipole moment after 20 fs is similar to the 
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decrease we observed on applying a 0.01 au field with a frequency corresponding to the energy of 
7 eV. Increasing the field strength ten times (from 0.001 au to 0.01 au) increases the dipole moment 
by approximately ten times; from ~7 Debye (Figure 7-10) to ~60 Debye (Figure D-19). So, an 
approximately linear relationship is observed between the dipole moment and the applied field 
strength for this system.  
Unlike the 7 eV field with a field strength of 0.01 au, in which many FT peaks with small 
intensities spread over large energy range were observed (Figure D-13), these small peaks are not 
observed in Figure D-20 for the 6 eV field with a field strength of 0.01 au. The 88→102 transition 
(Figure D-20), which gives one of the highest intensity FT peaks when the 0.001 au field was 
applied, gives the highest intensity FT peak in this case as well. The highest POV values increase 
from 0.06 to 0.4 upon increasing the field strength from 0.001 au to 0.01 au. Similarly, the highest 
intensity of the FT peak increases from 6000 to 10,000 upon increasing the field strength from 
0.001 au to 0.01 au. 
 
(c) Trapezoid field of 8 eV applied along z-direction: 
We have also applied an electric field with a frequency corresponding to 8 eV, which is 
off-resonance with both the plasmon peak (7 eV) and charge transfer peaks. The nearest charge 
transfer peaks to 8 eV occur at 7.3 eV and 9 eV. Application of a frequency corresponding to 8 eV 
in the z-direction induces a high z-component in the dipole moment while the x- and y-components 
of the induced dipole moment are negligible (Figure D-21).  An interference pattern is observed 
during the first 20 fs. This is due to the interference between the applied field of frequency 
corresponding to 8 eV and the plasmon peak energy of 7 eV. The magnitude of the induced z-
component of the dipole moment obtained via excitation by a field with a frequency corresponding 
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to 8 eV is higher than that obtained with 6 eV. With the electric field corresponding to 8 eV, the 
z-component of the dipole abruptly decreases at 20 fs (Figure D-21). 
The highest intensity FT peaks from POV elements in this case are at 7 eV and 8 eV (Figure 
D-22). We do not obtain any high intensity peaks in an energy range of 2–3 eV, in contrast to the 
application of the 7 eV electric field. Some FT peaks are also obtained at ~6 eV and at ~10 eV. A 
charge transfer transition 84(2P)→109(2π*) gives the highest intensity FT peak at 7 eV. This 
transition also gives the highest intensity peak FT peak at 7 eV when applying an electric field 
with a frequency corresponding to 6 eV (Figure 7-11). The intensity of the 84→109 transition is 
higher with the 6 eV applied field (Figure D-18) than with the 8 eV field (Figure D-22) because 
the 6 eV field is resonant with the charge transfer absorption energy. The POV dynamics of the 
90(1F)→109(2π*) transition shows an interference pattern throughout the simulation time. The 
interference observed for this transition after 20 fs is between the plasmon peak and the 6 eV 
charge transfer peak (Figure D-22(b)). On applying this 8 eV field, most of the transitions have 
POV oscillations similar to that of transitions 89(1F)→105(2D) and 88(1F)→102(2D), although 
they do not give the highest intensity FT peaks. They give the FT peaks at 7 eV. The interference 
observed until 20 fs in these transitions occurs between the applied field and the plasmon 
frequency. After the electric field is turned off at 20 fs, the electrons oscillate mainly at the 7 eV 
plasmon frequency of the system (Figure D-22(b)). We observe an interference pattern throughout 
the simulation time for the transitions that give FT peaks at 8 eV (Figure D-22(c)). 
 
(d) Trapezoid field of 0.001 au and 7 eV applied along x-direction: 
Finally, we examine how the system responds to the field when the electric field is 
polarized in the x-direction, where N2 lies along the x-axis. Similar to the previously discussed 
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cases, the field applied in the x-direction gives the highest dipole moment in the x-direction 
whereas the induced dipole moment is negligible in other directions (Figure 7-12). The magnitude 
of POV is higher when the field is given along the x-direction (maximum value 0.6) compared to 
its magnitude when the field is given along the z-direction (maximum value 0.4), which is likely 
due to the presence of the molecular nitrogen in the direction of the applied field. The highest 
intensity for the FT peaks is found to be 8000 in both cases. Similar to the application of the electric 
field along the z-direction, the maximum intensity FT peaks lie at energies of 2–3 eV and also at 
7 eV, suggesting that the frequency of the excitation at 7 eV rather than its direction is responsible 
for causing the 2-3 eV peaks. Transitions to the nitrogen molecule antibonding orbital have similar 
dynamics as observed with the z-polarized incident light, where POV elements have significant 
values either before 20 fs or after the electric field is switched off at 20 fs. Similar to the case of 
the application of the field along the z-direction, the 7 eV peak (for which POV starts right away) 
decays to the 2–3 eV peak (for which POV starts at a later time after the applied field is switched 
off at 20 fs).  Two-photon absorption peaks are also observed at 14 eV with a high FT intensity of 
8000 for some of the transitions. Low lying orbitals (i.e. MOs 69, 70, 73, 74 and 75) give the two 




Figure 7-12 Variation of x-, y-, and z-components of the dipole moment (Debye) of [Al13N2]-




In this study, the excited states and electron dynamics in the Al13
-1 and [Al13N2]
-1 systems 
have been investigated in order to examine the potential for nitrogen activation on aluminum 
clusters and nanoparticles. Absorption spectra obtained with the LR-TDDFT method match with 
spectra obtained with the RT-TDDFT method. The LR-TDDFT spectrum of [Al13N2]
-1 shows the 
appearance of a charge transfer peak at 6 eV that was absent in the spectrum of Al13
-1. The dipole 
moment variation is constant throughout the simulation time on applying a field from any direction 
to Al13
-1 whereas it is not constant after adding N2 to the system. Upon application of laser fields 
with different polarizations, different trends in the dipole moment are observed for the [Al13N2]
-1 
system during the simulation time. Because the N2 is present on the x-axis, the magnitude of the 
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z-component of the induced dipole moment is not affected by adding N2 to Al13
-1. Even on applying 
an x-polarized field step field, no significant effect is observed in the magnitudes of the x-
components of the induced dipole moment for the [Al13N2]
-1 system compared to of Al13
-1. 
We used both step and trapezoid electric fields for our study. The response of the system’s 
electron density to both fields is similar in the aspect of the induced dipole moment direction; the 
field applied from a given direction induces the highest dipole moment in the direction of the 
applied field while the induced dipole moment in other directions is negligible. However, the 
application of a trapezoid field causes much higher oscillation in the dipole moment, likely due in 
part to the duration of the application of the field, especially if the field is resonant with an 
excitation of the system (7 eV). Moreover, the trapezoid field is more targeted to a specific 
excitation, whereas the step field excites all excitations at once, which means that the intensity of 
excitation is spread across numerous excitations. 
Because of the potential for nitrogen activation via occupation of nitrogen antibonding 
orbitals, we have mainly studied the real-time density evolution into the MOs of the [Al13N2]
-1 
system. Transitions to the nitrogen antibonding orbital are observed with almost all the field 
strengths and applied frequencies. Transitions to the antibonding orbital are more pronounced 
when the stronger field (0.01 au) is used, and also when the applied electric field is not resonant 
with the plasmon peak of the system. When a non-resonant field is applied to the system, we 
observe interference between the non-resonant applied electric field with the plasmon peak of the 
system while the field is on. For some POV elements, the interference does not die off even if the 
applied field is turned off, where the plasmon peak couples with other peaks in the system. Two-
photon absorption is observed with all of the field strengths and with the electric fields applied 
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from any direction studied in this work. Due to the presence of N2 along the x-axis, POV values 
obtained with a x-polarized field are higher than those obtained with a z-polarized field. 
Upon applying both step and trapezoid fields, the highest intensity FT peaks are mainly 
obtained at ~2–2.5 eV and at 7 eV. The 7 eV peak obtained with the 0.001 au z-polarized field 
corresponding to the frequency of 7 eV decays to the peaks around 2–3 eV. But, with the stronger 
0.01 au field, the 7 eV peak instead decays to the peak at ~10 eV. This demonstrates that the 
plasmonic peak can decay to higher or lower energy peaks depending on the applied field intensity. 
For fields aligned both along z- and x-directions, FT peaks are observed at 2-3 eV when the applied 
field corresponding to 7 eV. Thus, the appearance of the 2–3 eV peaks depends on the frequency 
of the applied field rather than the direction of the applied field. With the 0.01 au field, the FT 
peaks have lower intensity compared to the FT peak intensity obtained with the 0.001 au field. 
This could be due to the drastic reduction of POV values and dipole moment values at 20 fs upon 
applying the 0.01 au field. The dipole moment and hence the POV values decrease abruptly also on 
turning off the non-resonant applied field. Transitions out of lower-lying orbitals such as 69→97 
give two-photon absorption peaks (as shown by FT peaks at 14 eV) when an electric field of 7 eV 
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Chapter 8 -  Conclusions 
Electrons that are excited to excited states cannot remain there for a long time and they 
need to dissipate their energy in some way. There are various mechanisms/pathways through 
which the electrons lose their energy and go back to the ground state. If the electrons relax through 
the radiative pathway, they emit light in a process called fluorescence or phosphorescence. If the 
electrons relax through the nonradiative pathways, they lose their energy in the form of heat and 
light is not emitted. Luminescent systems can find application in the field of sensing whereas non-
luminescent systems can be used in purposes like photo-thermal therapy. So, it is important to 
understand the electron relaxation mechanism as well as the lifetimes of excited electrons to choose 
a right candidate for the right application. In this dissertation, we have studied the radiative and 
nonradiative relaxation of excited electrons in various thiolate protected nanoclusters.    
We studied the effect of silver doping on the nonradiative relaxation dynamics of excited 
electrons in [Au25-nAgn(SH)18]
-1 (n = 1, 12, 25) using the fewest switches surface hopping 
approach. Electron relaxation from the first excited state (HOMO → LUMO) is found to have the 
longest decay time compared to the relaxation time from higher excited states in all of the studied 
clusters. This behavior is similar to that observed for the un-doped system. Because there is large 
gap between the orbitals that corresponds to the first excited state (HOMO-LUMO gap), the 
excited state population takes a long time to relax from one state to another. But, the orbitals that 
correspond to the higher excited states are closer to each other (compared to the HOMO-LUMO 
gap) in the studied systems. Because the orbitals are closer, the excited state population can 
immediately relax to the nearby orbitals which causes the faster relaxation of excited state 
population. So, the nonradiative decay of excited states was found to depend on the compactness 
of the excited states/orbitals. Because the orbitals are closer in [Au13Ag12(SH)18]
-1 than in other 
215 
nanoclusters, we observed the fastest decay of excited electrons in this cluster. The decay times of 




-1. Among the higher excited states, S7 (HOMO → LUMO+2) has the longest 
decay times because of the large gap between LUMO+1 and LUMO+2 orbitals. In all systems, the 
ground state growth times (times for the population in excited state to relax to the ground state) 
are found to be significantly longer than the decay times due to the population relaxation into 
intermediate states. Due to having the slowest decay of excited state electrons to the ground state, 
[Au13Ag12(SH)18]
-1 is found to be the best candidate for a solar cell sensitizer among the studied 
clusters. 
We also investigated the radiative and nonradiative relaxation of excited electrons in 
Au20(SCH3)16. For the nonradiative relaxation, similar to the doped [Au25(SH)18]
-1 systems, the 
electron relaxation time from the first excited state (HOMO → LUMO) is the longest (17.0 ps) 
which is again due to the large HOMO-LUMO gap. S2 (HOMO → LUMO+1), S4 (HOMO → 
LUMO+3), S8 (HOMO-1 → LUMO), and S9 (HOMO-1 → LUMO+1) are the other states from 
which electronic population relaxes slower, with decay times of 11.1 ps, 3.2 ps, 2.5 ps, and 3.3 ps 
respectively. Since there is a large gap between LUMO, LUMO+1, LUMO+2 and LUMO+3 
orbitals, population relaxation to neighboring states takes a longer time. Population from other 
higher excited states relaxes faster (with decay times of 0.2 – 2 ps). We observed the gradual 
nonradiative relaxation of excited electrons from excited states to the ground state (stepwise 
electron relaxation) through the manifold of hole states. Luminescence is observed from S1, S2, 
and S6 states. The S1 state shows dual luminescence at 0.41 eV and 0.68 eV while S2 and S6 
emission are observed at 0.91 eV and 1.50 eV respectively. The S6 luminescence at 1.50 eV 
matches with the experimentally observed luminescence at 1.51 eV without considering the 
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underestimation from the use of GGA functionals. S2 emission at 1.21 eV obtained upon adding 
the underestimation of 0.3 eV obtained in our calculations is also reasonably close to the 
experimental emission. The cluster structure becomes the most distorted in the first excited state 
with luminescence at 0.41 eV. The distortion is mainly observed on the ring and trimeric staple 
motif of the cluster. The cluster structure does not distort significantly in the other S1, S2, and S6 
states. 
Cylindrical nanoparticles (e.g. nanowires) have two main peaks in their absorption spectra: 
longitudinal and transverse. The longitudinal peak appears due to the plasmon oscillation along 
the long axis of nanowire and the transverse peak appears due to the plasmon oscillation along the 
short axis of the nanowire. Herein, we have analyzed the optical absorption spectra of Ag4, Ag6 
and Ag10 nanowire dimers (parallel) and trimers (dolmen) at an interparticle separation of 0.4-2.0 
nm. We have observed that an extra peak appears between the longitudinal and transverse peak 
when the interparticle separation is 0.6 nm and less. The extra peak shows charge transfer character 
where there is tunneling of electron density from one nanowire to another. We also observed that 
the electron tunneling is more significant for the parallel monomers compared to the tunneling of 
the perpendicular monomer.      
Plasmon mediated photocatalytic dissociation of dinitrogen is gaining significant attention 
because it may provide an energy efficient alternative to the Haber Bosch process. From the 
previous study from our group,1 dinitrogen dissociation is found to be possible upon excitation of 
the longitudinal excitation of nanowire monomers on using 0.05 au electric field. In this 
dissertation, we have also observed that the optical properties of nanowire assemblies are different 
than those of the monomer because a charge transfer excitation appears at small interparticle 
separations. In order to find the effect of the interparticle distance and hence the charge transfer 
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excitation on the requirement of the electric field intensity for nitrogen dissociation, we studied 
the plasmon-mediated dinitrogen dissociation upon activation of plasmon resonances for silver 
nanowire dimers using real-time TDDFT. We constructed parallel, end-to-end and hotspot 
(dinitrogen in the hotspot of two monomers) orientations of Ag4 nanowires at interparticle 
separations of 1 nm, 0.75 nm and 0.5 nm. We observed that the dissociation is more likely upon 
excitation of plasmon resonances of the nanowires at smaller interparticle separations. A higher 
possibility of dissociation is observed on using the end-to-end oriented nanowire dimer than with 
other dimer orientations.  
Finally, we investigated the plasmon-mediated dinitrogen dissociation upon activation of 
plasmon resonances of an icosahedral Al13
-1 nanocluster. The Al13
-1 nanocluster is a stable cluster 
that is found experimentally.2 Aluminum nanoparticles are getting significant attention due to their 
plasmon resonance in UV region which is important for photocatalysis and for the detection of the 
molecules that absorb UV light. Using real-time time dependent density functional methods, the 
electron density was propagated. Then we examined the occupation of virtual orbitals in the system 
since the occupation of nitrogen antibonding orbitals can lead to dinitrogen dissociation. We found 
that the probability of occupation of the nitrogen antibonding orbitals is higher on using off-
resonance electric fields than resonant fields. And as expected, the occupation is higher with 
stronger electric field intensity of 0.01 au than on using weaker electric field intensity of 0.001 au. 
For future work, we can study the nonradiative electron relaxation dynamics on neutral and 
positively charged silver-doped [Au25(SR)18] systems. In this work, we have studied the electron 
relaxation mechanism only in negatively charged system. Experimental studies show that the 
relaxation mechanism depends on the charge state of the [Au25(SR)18]
 cluster.3-4 So, it would be 
interesting to investigate the electron relaxation mechanism and the decay time constants in the 
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neutral and positively charged clusters as well. Moreover, different group transition metals are 
found to occupy different positions in [Au25(SR)18]
-1.5-6 Group X dopants are found to prefer the 
central location whereas the group XI-XIII dopants prefer the surface of the core and the ligand 
shell location. So, we can also investigate the effect of doping of other elements (other than silver) 
on the electron relaxation dynamics. Investigation of electron relaxation dynamics for systems 
with Group X dopants that occupy the central position might be especially interesting because this 
might cause a larger change in the electronic structure than when the dopants are in the ligand 
shell.  
In chapter 7 of this dissertation, we have used RT-TDDFT electron dynamics methods to 
excite the plasmon resonances of Al13
-1 and examine the possible dissociation of dinitrogen due to 
the occupation of nitrogen antibonding orbitals. For the future work, we can use the RT-TDDFT 
with Ehrenfest method to observe the N-N bond length throughout the simulation time. Because 
Ehrenfest is an electron-nuclear dynamics method where the atoms are also moved, we can observe 
how the bond length changes. Moreover, because the silver nanoparticles are known to have 
narrow and intense plasmonic peaks in visible region, nitrogen dissociation can also be 
investigated on excitation of plasmon resonance for the Ag13
-1 cluster. Unlike aluminum 
nanoparticles which absorb in the UV region, silver nanoparticles have absorption in visible region 
and hence would be important for photocatalysis using the solar radiation. In chapter 6, we have 
used the Ehrenfest method to investigate the possibility of nitrogen dissociation upon excitation of 
plasmon resonances of silver nanowire dimers. The dissociation probability can be compared in 
the future with the probabilities calculated using the FSSH method. We can obtain the electronic 
population of different states and how the population relaxes within the states using FSSH method. 
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Appendix A -  Supporting Information for “Nonradiative 
Relaxation Dynamics in the [Au25-nAgn(SH)18]-1 (n = 1, 12, 
25) Thiolate-protected Nanoclusters” 
Energy Correction 
A 0.55 eV energy correction is considered for Au24Ag in this work because the theoretical 
and experimental1 peak positions are similar for this system and Au25. Because there is no 
over/underestimation in the peak position of Au13Ag12 compared to experiment,
1 no energy 
correction is initially used for Au13Ag12. The gap in Ag25 is ~0.33 eV smaller than the optical gap 
of ~1.48 eV (~840 nm) found from the experimental optical absorption spectrum reported by Bakr 
and co-workers.2 Therefore, it is important to consider a correction to the excited states to 
compensate for the underestimation in the calculated DFT optical band gap compared to the 
experiment. In our current work, energy corrections of 0.55 eV and 0.33 eV are employed in our 
calculations on Au24Ag and Ag25, respectively. Our previous relaxation dynamics calculations on 
Au25 showed that the inclusion of the correction lengthens the ground state growth times but has 
minor effects on the overall excited state lifetimes,3 and we expect similar effects for the systems 
studied in this work. 
We performed two different calculation sets, one considering the uncorrected energy gaps 
(main text) and another including the energy correction on the S1-S6 excited states for Au24Ag and 
Ag25 as mentioned above. The population dynamics for Au24Ag and Ag25 performed with the 
energy corrections are shown in Figures S1 and S2; they display similar relaxation patterns to those 
shown without the energy corrections in Figures 4 and 6 for Au24Ag and Ag25 respectively.  The 
corresponding ground state recovery times (Table A-1) and excited state population decay times 
(Table A-2) are determined.  Compared to the ground state recovery times in Table 3-5, there is a 
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significant increase in the ground state growth times with the addition of the correction although 
the growth time patterns are retained. The excited state population decays are not significantly 
changed compared to those in Table 3-6. 
Furthermore, for Au24Ag (Table A-9) and for Ag25 (Table A-10), decay time constants 
calculated in the presence of higher excited states without an energy correction are similar to the 
time constants calculated considering the correction. In the Au25 cluster, the first excitation peak 
was underestimated by around 0.55 eV with the PBE level of theory compared to the experimental 
first peak and the second peak had a smaller underestimation. Therefore, the 0.55 eV correction 
was only added to the S1-S6 states and not for the higher excited states. As in the case of 
[Au25(SR)18]
-1, the first absorption peak of Au24Ag is underestimated by 0.55 eV but the 
underestimation is much smaller for the second peak. Thus, a 0.55 eV energy correction is used 
for the S1 to S6 states of Au24Ag and no correction is used for higher excited states. No energy 
correction is used for Au13Ag12 as the theoretical peak obtained by using the PBE level of theory 
matches with the experimental peak by Negishi et al.1 In Ag25, the underestimation of the gap 
(~0.33 eV) is less than that in Au25 (0.55 eV). In order to have the Ag25 relaxation calculations be 
consistent with Au25, the 0.33 eV correction was only added to the S1-S6 states in Ag25.  
Moreover, we then compared the decay times of excited states using both 0.33 eV and 0.55 
eV energy correction for all of the studied systems (Tables A-11 and A-14). The comparison shows 
that decay times do not change significantly when including different values for the energy 
correction. States S1 and S7 have the highest decay times, while higher excited states have 
comparatively lower decay times, both with and without energy corrections. 
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Figure A-1 Evolution of the populations of S1, S2, S3, S4, S5, S6 states for [Au24Ag(SH)18]-1 




Figure A-2 Evolution of the populations of S1, S2, S3, S4, S5, S6 states for [Ag25(SH)18]-1 with 




Figure A-3 Evolution of the populations of S1, S2, S3, S4, S5, S6 states for [Au25(SH)18]-1 without 
energy correction. Reproduced with permission from J. Phys. Chem. C 121, 10653 (2016). 
Copyright 2016 American Chemical Society. 
 
Table A-1 Ground state population increase lifetimes after excitation to first six excited states 
that contribute to the first peak in the optical absorption spectrum of the studied clusters.  
[Au25(SH)18]-1 numbers reproduced with permission from J. Phys. Chem. C 121, 10653 
(2016). Copyright 2016 American Chemical Society. 
Excited State 
GS growth time (ps) with energy corrections 
[Au25(SH)18]
-1 (Ref. 3) [Au24Ag(SH)18]
-1 [Ag25(SH)18]
-1 
S1  313 140 447 
S2 365 273 659 
S3 441 354 751 
S4 690 684 1926 
S5 750 544 890 
S6 1429 1037 1405 
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Table A-2 Decay times of excited state population of the six excited states contributing to the 
first peak in the optical absorption spectrum of the studied clusters. [Au25(SH)18]-1 numbers 
reproduced with permission from J. Phys. Chem. C 121, 10653 (2016). Copyright 2016 
American Chemical Society. 
Excited State 
Decay time (ps) with energy corrections 
[Au25(SH)18]
-1 (Ref. 3) [Au24Ag(SH)18]
-1 [Ag25(SH)18]
-1 
S1  18.0 25.9 20.0 
S2 3.3 10.2 6.0 
S3 3.1 4.8 4.7 
S4 1.9 3.5 2.8 
S5 2.6 3.0 2.2 
S6 1.9 2.5 2.0 
 
Table A-3 The most probable transitions with highest oscillator strengths and their weights 







Weight Most weighted 
transitions 
26 2.37 0.0116 0.4983 HOMO→ LUMO+6 
0.1557 HOMO-8→ LUMO+1 
0.0447 HOMO-2→ LUMO+4 
0.0442 HOMO-1→ LUMO+3 
0.0366 HOMO-1→ LUMO+5 
0.0290 HOMO-9→ LUMO 
0.0269 HOMO→ LUMO+4 
0.0198 HOMO-7→ LUMO 
0.0193 HOMO-6→ LUMO+1 
0.0178 HOMO-9→ LUMO+1 
0.0160 HOMO-1→ LUMO+2 
0.0152 HOMO-8→ LUMO 
27 2.38 0.0227 0.2898 HOMO→ LUMO+6 
0.1248 HOMO-9→ LUMO 
0.1194 HOMO-1→ LUMO+3 
0.0923 HOMO-1→ LUMO+5 
0.0620 HOMO-6→ LUMO+1 
0.0601 HOMO→ LUMO+4 
0.0395 HOMO-8→ LUMO 
0.0363 HOMO-7→ LUMO 
0.0316 HOMO-1→ LUMO+2 
0.0225 HOMO-2→ LUMO+2 
29 2.41 0.0145 0.3725 HOMO→ LUMO+7 
0.2181 HOMO-2→ LUMO+4 
0.0744 HOMO-2→ LUMO+5 
0.0571 HOMO-9→ LUMO 
0.0374 HOMO-1→ LUMO+4 
226 
0.0352 HOMO-8→ LUMO 
0.0233 HOMO-1→ LUMO+5 
0.0210 HOMO-2→ LUMO+2 
0.0190 HOMO-2→ LUMO+3 
0.0122 HOMO-7→ LUMO 
0.0107 HOMO-5→ LUMO 
30 2.42 0.0256 0.2398 HOMO-1→ LUMO+1 
0.1658 HOMO→ LUMO+7 
0.0883 HOMO-2→ LUMO+5 
0.0637 HOMO-2→ LUMO+3 
0.0434 HOMO-2→ LUMO+2 
0.0172 HOMO-1→ LUMO+3 
0.0133 HOMO→ LUMO+2 
31 2.43 0.0220 0.2783 HOMO-2→ LUMO+4 
0.2289 HOMO-9→ LUMO+1 
0.0973 HOMO-9→ LUMO+1 
0.0369 HOMO-1→ LUMO+3 
0.0337 HOMO-1→ LUMO+4 
0.0296 HOMO→ LUMO+2 
 
Table A-4 The most probable transitions with highest oscillator strengths and their weights 







Weight Most weighted 
transitions 
12 2.32  0.007512 0.7674 HOMO-2 → LUMO+4 
0.0398 HOMO→ LUMO+5 
0.0390 HOMO-2→ LUMO+2 
0.0380 HOMO-2 → LUMO+3 
0.0264 HOMO → LUMO+4 
0.0223 HOMO → LUMO+3 
0.0166 HOMO-1 → LUMO+4 
13 2.36 0.006827 0.4516 HOMO → LUMO+5 
0.2314 HOMO-1 → LUMO+4 
0.0954 HOMO-2 → LUMO+4 
0.0821 HOMO-2 → LUMO+2 
0.0345 HOMO-1 → LUMO+2 
0.0316 HOMO-1 → LUMO+5 
0.0183 HOMO → LUMO+4 
0.0151 HOMO → LUMO+3 
14 2.39 0.01975 0.3765 HOMO-1 → LUMO+5 
0.1724 HOMO-2 → LUMO+2 
0.1346 HOMO → LUMO+4 
0.1070 HOMO → LUMO+5 
0.0716 HOMO-1 → LUMO+4 
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0.0503 HOMO-2 → LUMO+3 
0.0349 HOMO-2 → LUMO+5 
0.0158 HOMO-1 → LUMO+2 
15 2.44 0.04721 0.3400 HOMO-2 → LUMO+5 
0.3186 HOMO-2 → LUMO+3 
0.0838 HOMO-1 → LUMO+2 
0.0664 HOMO-2 → LUMO+4 
0.0555 HOMO-1 → LUMO+5 
0.0325 HOMO → LUMO+3 
0.0225 HOMO-2 → LUMO+2 
0.0131 HOMO → LUMO+5 
16 2.50 0.1404 0.3797 HOMO-1 → LUMO+4 
0.2735 HOMO → LUMO+5 
0.0928 HOMO → LUMO+3 
0.0330 HOMO → LUMO+4 
0.0268 HOMO-1 → LUMO+5 
0.0248 HOMO-2 → LUMO+3 
0.0162 HOMO-2 → LUMO+1 
0.0160 HOMO-2 → LUMO 
17 2.50 0.1037 0.2758 HOMO-1 → LUMO+5 
0.2424 HOMO-2 → LUMO+5 
0.1103 HOMO-2 → LUMO+2 
0.0836 
0.0736 
HOMO-2 → LUMO+3 
HOMO → LUMO+4 
0.0478 HOMO → LUMO+5 
0.0371 HOMO → LUMO+3 
0.0197  HOMO-2 → LUMO+4 
18 2.54 0.1157 0.3637 HOMO-2 → LUMO+5 
0.1923 HOMO-1 → LUMO+5 
0.1082 HOMO-2 → LUMO+3 
0.0878 HOMO-1 → LUMO+2 
0.0600 HOMO-2 → LUMO+2 
0.0577 HOMO → LUMO+4 
0.0159 HOMO → LUMO+5 
 
Table A-5 The most probable transitions with highest oscillator strengths and their weights 










13 2.23 0.0153 0.5862 HOMO-3 → LUMO 
0.1145 HOMO-5 → LUMO 
0.1005 HOMO-2 → LUMO+4 
0.0824 HOMO-1 → LUMO+3 
0.0259 HOMO-2 → LUMO+2 
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0.0163 HOMO-1 → LUMO+5 
0.0117 HOMO → LUMO+4 
14 2.24 0.0328 0.2139 HOMO-4 → LUMO 
0.1076 HOMO-1 → LUMO+3 
0.0845 HOMO-4 → LUMO+1 
0.0831 HOMO-2 → LUMO+2 
0.0825 HOMO-2 → LUMO+4 
0.0572 HOMO → LUMO+3 
0.0492 HOMO-5 → LUMO 
0.0462 HOMO → LUMO+2 
0.0408 HOMO-3 → LUMO+1 
0.0393 HOMO-2 → LUMO+3 
0.0325 HOMO → LUMO+4 
0.0304 HOMO-1 → LUMO+5 
0.0258 HOMO → LUMO+5 
15 2.25 0.0585 0.2997 HOMO → LUMO+4 
0.1651 HOMO-4 → LUMO 
0.1113 HOMO-1 → LUMO+2 
0.0487 HOMO-6 → LUMO+1 
0.0472 HOMO-2 → LUMO+4 
0.0462 HOMO-1 → LUMO+3 
0.0415 HOMO-2 → LUMO+5 
0.0387 HOMO-6 → LUMO 
0.0339 HOMO → LUMO+5 
16 2.26 0.0361 0.2067 HOMO-2 → LUMO+4 
0.186 HOMO-3 → LUMO 
0.1672 HOMO-4 → LUMO 
0.1036 HOMO-5 → LUMO 
0.0709 HOMO → LUMO+5 
0.0613 HOMO-2 → LUMO+5 
0.0535 HOMO → LUMO+3 
0.0379 HOMO-2 → LUMO+3 
17 2.27 0.0294 0.3133 HOMO-4 → LUMO 
0.1222 HOMO-3 → LUMO 
0.1084 HOMO-6 → LUMO 
0.0786 HOMO-5 → LUMO 
0.0774 HOMO-1 → LUMO+3 
0.0585 HOMO-2 → LUMO+2 
0.0458 HOMO → LUMO+4 
0.035 HOMO-1 → LUMO+5 
18 2.29 0.0289 0.5026 HOMO-5 → LUMO 
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0.1204 HOMO-1 → LUMO+3 
0.0572 HOMO-1 → LUMO+5 
0.0492 HOMO-2 → LUMO+2 
0.0461 HOMO-3 → LUMO+1 
0.0454 HOMO → LUMO+5 
 
Table A-6 Transitions considered for higher excited states for [Au24Ag(SH)18]-1. 
Excited State Transition Excited State Transition 
S1 HOMO → LUMO S41 HOMO-5→ LUMO 
S2 HOMO → LUMO+1 S42 HOMO-5→ LUMO+1 
S3 HOMO-1 → LUMO S43 HOMO-5→ LUMO+2 
S4 HOMO-1 → LUMO+1 S44 HOMO-5→ LUMO+3 
S5 HOMO-2 → LUMO S45 HOMO-5→ LUMO+4 
S6 HOMO-2 → LUMO+1 S46 HOMO-5→ LUMO+5 
S7 HOMO→ LUMO+2 S47 HOMO-5→ LUMO+6 
S8 HOMO→ LUMO+3 S48 HOMO-5→ LUMO+7 
S9 HOMO→ LUMO+4 S49 HOMO-6→ LUMO 
S10 HOMO→ LUMO+5 S50 HOMO-6→ LUMO+1 
S11 HOMO→ LUMO+6 S51 HOMO-6→ LUMO+2 
S12 HOMO→ LUMO+7 S52 HOMO-6→ LUMO+3 
S13 HOMO-1→ LUMO+2 S53 HOMO-6→ LUMO+4 
S14 HOMO-1→ LUMO+3 S54 HOMO-6→ LUMO+5 
S15 HOMO-1→ LUMO+4 S55 HOMO-6→ LUMO+6 
S16 HOMO-1→ LUMO+5 S56 HOMO-6→ LUMO+7 
S17 HOMO-1→ LUMO+6 S57 HOMO-7→ LUMO 
S18 HOMO-1→ LUMO+7 S58 HOMO-7→ LUMO+1 
S19 HOMO-2→ LUMO+2  S59 HOMO-7→ LUMO+2 
S20 HOMO-2→ LUMO+3 S60 HOMO-7→ LUMO+3 
S21 HOMO-2→ LUMO+4 S61 HOMO-7→ LUMO+4 
S22 HOMO-2→ LUMO+5 S62 HOMO-7→ LUMO+5 
S23 HOMO-2→ LUMO+6 S63 HOMO-7→ LUMO+6 
S24 HOMO-2→ LUMO+7 S64 HOMO-7→ LUMO+7 
S25 HOMO-3→ LUMO S65 HOMO-8→ LUMO 
S26 HOMO-3→ LUMO+1 S66 HOMO-8→ LUMO+1 
S27 HOMO-3→ LUMO+2 S67 HOMO-8→ LUMO+2 
S28 HOMO-3→ LUMO+3 S68 HOMO-8→ LUMO+3 
S29 HOMO-3→ LUMO+4 S69 HOMO-8→ LUMO+4 
S30 HOMO-3→ LUMO+5 S70 HOMO-8→ LUMO+5 
S31 HOMO-3→ LUMO+6 S71 HOMO-8→ LUMO+6 
S32 HOMO-3→ LUMO+7 S72 HOMO-8→ LUMO+7 
S33 HOMO-4→ LUMO S73 HOMO-9→ LUMO 
S34 HOMO-4→ LUMO+1 S74 HOMO-9→ LUMO+1 
S35 HOMO-4→ LUMO+2 S75 HOMO-9→ LUMO+2 
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Table A-7 Transitions considered for higher excited states for [Au13Ag12(SH)18]-1. 
Excited State Transition Excited State Transition 
S1 HOMO → LUMO S10 HOMO → LUMO+5 
S2 HOMO → LUMO+1 S11 HOMO-1→ LUMO+2 
S3 HOMO-1 → LUMO S12 HOMO-1→ LUMO+3 
S4 HOMO-1 → LUMO+1 S13 HOMO-1→ LUMO+4 
S5 HOMO-2 → LUMO S14 HOMO-1→ LUMO+5 
S6 HOMO-2 → LUMO+1 S15 HOMO-2→ LUMO+2 
S7 HOMO → LUMO+2 S16 HOMO-2→ LUMO+3 
S8 HOMO → LUMO+3 S17 HOMO-2→ LUMO+4 
S9 HOMO → LUMO+4 S18 HOMO-2→ LUMO+5 
 
Table A-8 Transitions considered for higher excited states for [Ag25(SH)18]-1. 
Excited state Transition Excited state Transition 
S1 HOMO → LUMO S22 HOMO-4 → LUMO+1 
S2 HOMO → LUMO+1 S23 HOMO-4 → LUMO+2 
S3 HOMO-1 → LUMO S24 HOMO → 4-LUMO+3 
S4 HOMO-1 → LUMO+1 S25 HOMO-4 → LUMO+4 
S5 HOMO-2 → LUMO S26 HOMO-5 → LUMO 
S6 HOMO-2 → LUMO+1 S27 HOMO-5 → LUMO+1 
S7 HOMO →LUMO+2 S28 HOMO-5 → LUMO+2 
S8 HOMO → LUMO+3 S29 HOMO-5 → LUMO+3 
S9 HOMO → LUMO+4 S30 HOMO-5 → LUMO+4 
S10 HOMO-1 → LUMO+2 S31 HOMO-6 → LUMO 
S11 HOMO-1 → LUMO+3 S32 HOMO-6 → LUMO+1 
S12 HOMO-1 → LUMO+4 S33 HOMO-6 → LUMO+2 
S13 HOMO-2 → LUMO+2 S34 HOMO-6 → LUMO+3 
S14 HOMO-2 → LUMO+3 S35 HOMO-6 → LUMO+4 
S15 HOMO-2 → LUMO+4 S36 HOMO → LUMO+5 
S16 HOMO-3 → LUMO S37 HOMO-1 → LUMO+5 
S17 HOMO-3 → LUMO+1 S38 HOMO-2 → LUMO+5 
S18 HOMO-3 → LUMO+2 S39 HOMO-3 → LUMO+5 
S19 HOMO-3 → LUMO+3 S40 HOMO-4 → LUMO+5 
S20 HOMO-3 → LUMO+4 S41 HOMO-5 → LUMO+5 
S36 HOMO-4→ LUMO+3 S76 HOMO-9→ LUMO+3 
S37 HOMO-4→ LUMO+4 S77 HOMO-9→ LUMO+4 
S38 HOMO-4→ LUMO+5 S78 HOMO-9→ LUMO+5 
S39 HOMO-4→ LUMO+6 S79 HOMO-9→ LUMO+6 
         S40 HOMO-4→ LUMO+7          S80 HOMO-9→ LUMO+7 
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S21 HOMO-4 → LUMO S42 HOMO-6 → LUMO+5 
 
Table A-9 The decay time constants obtained for [Au24Ag(SH)18]−1 nanoclusters for the 
higher excited states including the S1-S6 states. The decay time constants are given when no 
correction is added and when the 0.55 eV correction added to the S1-S6 states. The decay time 
constants obtained for the [Au25(SH)18]−1 nanocluster (Ref. 3) are also shown here. Time 
constants are calculated only for the states as obtained for [Au25(SH)18]−1.  [Au25(SH)18]-1 
numbers reproduced with permission from J. Phys. Chem. C 121, 10653 (2016). Copyright 
2016 American Chemical Society. 
Excited state Decay time (ps) 
without the 
correction to the 
first six states 
(Au24) 
Decay time (ps) 
with the 0.55 eV 
correction to the 
first six states 
(Au24) 
Decay time (ps) 
with the 0.55 eV 
correction to the 
first six states 
(Au25) 
(Ref. 3) 
S1 19.2 25.9 15.0 
S2 8.9 8.1 3.3 
S3 5.1 4.6 2.9 
S4 3.7 3.2 1.7 
S5 2.9 2.1 1.8 
S6 2.5 1.7 1.4 
S7 12.3 15.5 9.9 
S8 3.7 3.8 2.7 
S9 1.7 1.6 1.5 
S10-Au25 = S13-Au24 4.6 4.8 3.3 
S11-Au25 = S14-Au24 2.6 2.5 1.6 
S12-Au25 = S15-Au24 1.5 1.4 1.2 
S13-Au25 = S19-Au24 2.3 2.4 2.3 
S14-Au25 = S20-Au24 1.8 1.7 1.5 
S15-Au25 = S21-Au24 0.9 0.9 1.2 
S16-Au25 = S25-Au24 3.7 3.7 2.9 
S17-Au25 = S26-Au24 2.8 2.8 1.7 
S18-Au25 = S27-Au24 2.8 2.8 2.7 
S19-Au25 = S28-Au24 1.8 1.8 1.4 
S20-Au25 = S29-Au24 1.1 1.1 1.0 
S21-Au25 = S33-Au24 2.6 2.3 1.8 
S22-Au25 = S34-Au24 2.1 1.9 1.2 
S23-Au25 = S35-Au24 2.1 2.1 1.7 
S24-Au25 = S36-Au24 1.6 1.5 1.1 
S25-Au25 = S37-Au24 1.0 0.9 0.9 
S26-Au25 = S41-Au24 1.4 1.3 1.5 
S27-Au25 = S42-Au24 1.3 1.2 1.0 
S28-Au25 = S43-Au24 1.4 1.4 1.3 
S29-Au25 = S44-Au24 1.1 1.1 0.9 
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S30-Au25 = S45-Au24 0.8 0.8 0.7 
S31-Au25 = S49-Au24 1.2 1.1 1.3 
S32-Au25 = S50-Au24 1.1 1.0 1.0 
S33-Au25 = S51-Au24 1.2 1.1 1.2 
S34-Au25 = S52-Au24 0.9 0.9 0.9 
S35-Au25 = S53-Au24 0.6 0.6 0.8 
 
Table A-10 The The decay time constants obtained for [Ag25(SH)18]−1 nanoclusters for the 
higher excited states including the S1-S6 states. The decay time constants are given when no 
correction is added and when the 0.33 eV correction added to the S1-S6 states. The decay time 
constants obtained for the [Au25(SH)18]−1 nanocluster (Ref. 3) are also shown here.  
[Au25(SH)18]-1 numbers reproduced with permission from J. Phys. Chem. C 121, 10653 
(2016). Copyright 2016 American Chemical Society. 
Excited state 
Decay time (ps) 
without the 
correction to the first 
six states (Ag25) 
Decay time (ps) 
with the 0.33 eV 
correction to the 
first six states 
(Ag25) 
Decay time (ps) with the 
0.55 eV correction to the 
first six state (Au25) 
(Ref. 3) 
S1 17.0 18.0 15.0 
S2 6.2 6.2 3.3 
S3 4.6 4.9 2.9 
S4 2.8 3.0 1.7 
S5 2.3 2.3 1.8 
S6 2.0 2.0 1.4 
S7 11 11 9.9 
S8 2.9 2.8 2.7 
S9 2.9 2.9 1.5 
S10 5.2 5.4 3.3 
S11 2.1 2.1 1.6 
S12 1.8 1.8 1.2 
S13 2.1 2.1 2.3 
S14 1.3 1.3 1.5 
S15 1.4 1.4 1.2 
S16 2.5 2.3 2.9 
S17 1.9 1.8 1.7 
S18 2.4 2.4 2.7 
S19 1.6 1.5 1.4 
S20 1.4 1.4 1.0 
S21 1.5 1.4 1.8 
S22 1.3 1.2 1.2 
S23 1.4 1.4 1.7 
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S24 1.0 1.0 1.1 
S25 1.0 1.0 0.9 
S26 1.0 0.9 1.5 
S27 0.9 0.9 1.0 
S28 1.0 1.0 1.3 
S29 0.7 0.7 0.9 
S30 0.8 0.8 0.7 
S31 1.1 1.1 1.3 
S32 1.0 1.0 1.0 
S33 1.0 1.0 1.2 
S34 0.8 0.8 0.9 
S35 0.8 0.8 0.8 
S36 2.5 2.6 N/A 
S37 1.9 1.9 N/A 
S38 1.4 1.4 N/A 
S39 1.3 1.3 N/A 
S40  0.9 0.9 N/A 
S41 0.7 0.7 N/A 




Figure A-4 Population relaxations of S1, S2, S3, S4, S5, S6 states in [Au24Ag(SH)18]−1 in the 




Figure A-5 Population relaxations of S1, S2, S3, S4, S5, S6 states in [Au13Ag12(SH)18]−1 in the 




Figure A-6 Population relaxations of S1, S2, S3, S4, S5, S6 states with the energy correction in 
the presence of higher energy states for [Ag25(SH)18]−1. Parts (a) to (f) represent S1-S6 
respectively. 
 
Table A-11 Decay times of first six excited states including 0.33 eV and 0.55 eV energy 
correction for three studied clusters. 
Excited 
State 





 0.33 eV 0.55 eV 0. 0.33 eV 0.55 eV 0. 0.33 eV 0.55 eV 
S1  6.8 6.9 23.1 25.9 20.0 21.4 
S2 2.3 2.3 9.6 10.2 6.0 7.0 
S3 1.5 1.5 4.5 4.8 4.7 4.9 
S4 1.1 1.1 3.4 3.5 2.8 3.0 
S5 2.0 2.0 3.0 3.0 2.2 2.4 
S6 1.6 1.6 2.5 2.5 2.0 2.0 
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Table A-12 Decay times (ps) of excited states in the presence of all excited states for 




With 0.33 eV correction to 
the first six states 
With 0.55 eV correction 
to the first six states 
S1 17.0 18.0 16.4 
S2 6.2 6.2 6.3 
S3 4.6 4.9 5.5 
S4 2.8 3.0 3.4 
S5 2.3 2.3 1.9 
S6 2.0 2.0 1.6 
S7 11 11 13.7 
S8 2.9 2.8 3.0 
S9 2.9 2.9 3.0 
S10 5.2 5.4 5.7 
S11 2.1 2.1 2.2 
S12 1.8 1.8 1.8 
S13 2.1 2.1 2.2 
S14 1.3 1.3 1.4 
S15 1.4 1.4 1.4 
S16 2.5 2.3 2.6 
S17 1.9 1.8 2.0 
S18 2.4 2.4 2.5 
S19 1.6 1.5 1.6 
S20 1.4 1.4 1.5 
S21 1.5 1.4 1.4 
S22 1.3 1.2 1.2 
S23 1.4 1.4 1.4 
S24 1.0 1.0 1.0 
S25 1.0 1.0 1.0 
S26 1.0 0.9 0.9 
S27 0.9 0.9 0.9 
S28 1.0 1.0 1.0 
S29 0.7 0.7 0.8 
S30 0.8 0.8 0.8 
S31 1.1 1.1 1.0 
S32 1.0 1.0 1.0 
S33 1.0 1.0 1.1 
S34 0.8 0.8 0.8 
S35 0.8 0.8 0.8 
S36 2.5 2.6 2.6 
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S37 1.9 1.9 1.9 
S38 1.4 1.4 1.4 
S39 1.3 1.3 1.3 
S40  0.9 0.9 0.9 
S41 0.7 0.7 0.7 
S42 0.8 0.8 0.8 
 
Table A-13 Decay times (ps) of excited states in the presence of all excited states for 
[Au13Ag12(SH)18]-1 including energy corrections. 
Excited state Without 
correction 
With 0.33 eV correction to 
the first six states 
With 0.55 eV correction to 
the first six states 
S1 6.6 5.8 3.8 
S2 2.4 2.1 1.8 
S3 1.5 1.4 1.3 
S4 1.2 1.1 1.0 
S5 2.3 1.7 1.6 
S6 1.6 1.4 1.3 
S7 5.6 9.9 17.3 
S8 1.8 2.0 2.1 
S9 1.3 1.3 1.3 
S10-Au25 = S11-Au13 1.4 1.6 1.7 
S11-Au25 = S12-Au13 0.9 0.9 0.9 
S12-Au25 = S13-Au13 0.8 0.8 0.8 
S13-Au25 = S15-Au13 1.7 1.9 2.2 
S14-Au25 = S16-Au13 1.1 1.1 1.1 
S15-Au25 = S17-Au13 1.0 0.9 0.9 
 
Table A-14 Decay times (ps) of excited states in the presence of all excited states for 
[Au24Ag(SH)18]-1 including energy corrections. 
Excited state Without 
correction 
With 0.33 eV 
correction to the 
first six states 
With 0.55 eV 
correction to the first 
six states 
S1 19.2 24.0 25.9 
S2 8.9 9.6 8.1 
S3 5.1 5.2 4.6 
S4 3.7 3.7 3.2 
S5 2.9 3.0 2.1 
S6 2.5 2.4 1.7 
S7 12.3 13.4 15.5 
S8 3.7 3.6 3.8 
S9 1.7 1.7 1.6 
S10-Au25 = S13-Au24 4.6 4.5 4.8 
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S11-Au25 = S14-Au24 2.6 2.5 2.5 
S12-Au25 = S15-Au24 1.5 1.4 1.4 
S13-Au25 = S19-Au24 2.3 2.4 2.4 
S14-Au25 = S20-Au24 1.8 1.8 1.7 
S15-Au25 = S21-Au24 0.9 0.9 0.9 
S16-Au25 = S25-Au24 3.7 3.2 3.7 
S17-Au25 = S26-Au24 2.8 2.6 2.8 
S18-Au25 = S27-Au24 2.8 2.8 2.8 
S19-Au25 = S28-Au24 1.8 1.8 1.8 
S20-Au25 = S29-Au24 1.1 1.1 1.1 
S21-Au25 = S33-Au24 2.6 2.2 2.3 
S22-Au25 = S34-Au24 2.1 1.9 1.9 
S23-Au25 = S35-Au24 2.1 2.2 2.1 
S24-Au25 = S36-Au24 1.6 1.6 1.5 
S25-Au25 = S37-Au24 1.0 1.0 0.9 
S26-Au25 = S41-Au24 1.4 1.4 1.3 
S27-Au25 = S42-Au24 1.3 1.2 1.2 
S28-Au25 = S43-Au24 1.4 1.4 1.4 
S29-Au25 = S44-Au24 1.1 1.1 1.1 
S30-Au25 = S45-Au24 0.8 0.8 0.8 
S31-Au25 = S49-Au24 1.2 1.1 1.1 
S32-Au25 = S50-Au24 1.1 1.0 1.0 
S33-Au25 = S51-Au24 1.2 1.1 1.1 
S34-Au25 = S52-Au24 0.9 0.9 0.9 
S35-Au25 = S53-Au24 0.6 0.6 0.6 
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Appendix B -  Supporting Information for “Theoretical Analysis of 
Optical Absorption Spectra of Parallel Nanowire Dimers 
and Dolmen Trimers” 
 
Table B-1 Coordinates of Ag4, Ag6 and Ag10 monomers 
Ag4: 
    1.Ag        0.000000    0.000000   -1.373754 
    2.Ag        0.000000    0.000000    1.373754 
    3.Ag        0.000000    0.000000   -3.997090 
    4.Ag        0.000000    0.000000    3.997090 
 
Ag6:  
    1.Ag        0.0000000    0.0000000    6.6903889 
    2.Ag        0.0000000    0.0000000    4.0636955 
    3.Ag        0.0000000    0.0000000    1.3280370 
    4.Ag        0.0000000    0.0000000   -1.3280370 
    5.Ag        0.0000000    0.0000000   -4.0636955 
    6.Ag        0.0000000    0.0000000   -6.6903889 
 
Ag10:  
    1.Ag        0.000000    0.000000    1.334961 
    2.Ag        0.000000    0.000000   -1.334961 
    3.Ag        0.000000    0.000000    4.049779 
    4.Ag        0.000000    0.000000   -4.049779 
    5.Ag        0.000000    0.000000    6.711155 
    6.Ag        0.000000    0.000000   -6.711155 
    7.Ag        0.000000    0.000000    9.440900 
    8.Ag        0.000000    0.000000   -9.440900 
    9.Ag        0.000000    0.000000   12.067917 










Figure B-2 Absorption spectra for Ag4 dimer at different inter-particle separations and for 
different excited state symmetry representations: a) B1u (z-polarized), b) B2u (y-polarized) 






Figure B-3 Absorption spectra at different inter-particle separations and for different 




Figure B-4 Transition electron densities of weaker excitations (shown in black in the table) 
that lie close in energy to the stronger excitations that have been discussed in the main text 




Figure B-5 Transition densities for the charge transfer peak of a) Ag6 dimer at 0.5 nm 
separation, and b) Ag10 dimer at 0.5 nm separation. Transition densities are drawn with an 







Figure B-6 Spectra obtained with TDHF at different monomer separations; transition 












Figure B-8 Plasmon interaction diagram showing different possibilities for the longitudinal 





Figure B-9 Transition electron densities for the longitudinal peak of the trimer at a) 1 nm 






Figure B-10 Absorption spectra for Ag4 trimer at different inter-particle separations and for 
different excited state symmetry representations: a) A1, b) B1 and c) B2.  
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Appendix C -  Supporting Information for “RT-TDDFT 
Examination of Nanowire Arrays for the Plasmonic 
Enhanced Dissociation of Dinitrogen” 
 
Figure C-1 Molecular orbital diagram of nitrogen molecule. Orbitals are obtained with 




Figure C-2 Variation of N-N bond length in the N2 molecule on applying a z-polarized field 
corresponding to a frequency of 18.39 eV with field intensities of 0.01-0.05 au. Initial 
velocities are set to zero during these calculations. 
 
 
Figure C-3 Fourier transformed peaks of the dipole moment obtained at different time 
ranges. These are obtained from the calculation using the applied field intensity of 0.04 au at 





Figure C-4 Variation of N-N bond length with time for hotspot orientation. (a) is obtained 
for using two different values for ‘d’: the Ag-N distance is 0.26 nm on one end and 0.50 nm 
on the other end. (b) is obtained when Ag-N distance is 0.26 nm on both ends, i.e., has the 
same values of ‘d’. This is the optimized hotspot structure. The graphs are obtained using z-
polarized fields with field strengths of 0.01 au, 0.03 au, 0.04 au and 0.05 au as shown in the 
figures. The applied field has a frequency corresponding to 2.36 eV. 
 
 
Figure C-5 Variation of electronic populations in virtual molecular orbitals 86, 87, and 91 
throughout the simulation time upon applying electric fields with 0.01 au and 0.05 au field 






Figure C-6 Molecular orbital diagram of the end-to-end dimer with an inter-particle distance 
of 0.50 nm. Shape of some of the Ag-wire based sigma orbitals (83, 84), nitrogen antibonding 
orbitals (86,87), and Ag-wire based pi orbitals (91, 92) are shown. The nitrogen antibonding 




Figure C-7 Variation of N-N bond length with time for the N2 molecule in the presence of 




Figure C-8 Variation of the N-N bond length with time for different dimer orientations (row) 
and at different inter-particle separations (columns). The graphs are obtained using z-
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polarized fields with field strengths of 0.01 au, 0.03 au, 0.04 au and 0.05 au as shown in the 
figures. The applied electric field has a frequency corresponding to the dimer longitudinal 
peak frequency of each of the systems. For dimers with side-by-side orientation, the 
longitudinal peak frequencies are 2.38, 2.40, and 2.46 eV for inter-particle separations of 1.00 
nm, 0.75 nm and 0.50 nm, respectively. For dimers with end-to-end orientation, longitudinal 
peak frequencies are 2.25, 2.23, and 2.13 eV for inter-particle separations of 1.00 nm, 0.75 
nm and 0.50 nm, respectively. For dimers with the hotspot orientation, longitudinal peak 
frequencies are 2.26, 2.25, and 2.24 eV for inter-particle separations of 1.00 nm, 0.75 nm and 
0.50 nm, respectively. 
 
 
Figure C-9 Variation of N-N bond length with time for the optimized hotspot orientation 
with the Ag-N distance of 0.26 nm on both ends, i.e., has the same values of ‘d’. The applied 





Figure C-10 Variation of N-N bond length over time upon applying x-, y-, and z-polarized 
electric fields with frequencies of 4.60 eV and applied field strengths of 0.04 and 0.05 au on 
a) side-by-side dimer with an inter-particle distance of 0.50 nm, b) end-to-end dimer with an 




Table C-1 Optimized Ag4 coordinates 
Ag           0.000000    0.000000    1.432089 
Ag           0.000000    0.000000   -1.432089 
Ag           0.000000    0.000000    4.012869 
Ag           0.000000    0.000000   -4.012869 
 
Table C-2 Optimized Ag4N2 coordinates (center of mass of system is not at origin) 
Ag           0.000000    0.000000   -0.940170 
Ag           0.000000    0.000000    1.916518 
Ag           0.000000    0.000000   -3.516021 
Ag           0.000000    0.000000    4.497527 
N             0.000000    0.000000   -6.013148 
N             0.000000    0.000000   -7.132448 
 
Table C-3 Optimized Ag4N2 coordinates; monomer (center of mass of system is at origin) 
Ag       0.00000000    0.00000000      -0.99553511 
Ag       0.00000000    0.00000000       1.86115289 
Ag       0.00000000    0.00000000      -3.57138611 
Ag       0.00000000    0.00000000       4.44216189 
N         0.00000000    0.00000000      -6.06851311 
N         0.00000000    0.00000000     -7.18781311 
 
Table C-4 Ag8N2 coordinates (Side-by-side, d = 1.00 nm) 
Ag       0.00000000       -5.00000000      -0.99553511 
Ag       0.00000000       -5.00000000       1.86115289 
Ag       0.00000000       -5.00000000      -3.57138611 
Ag       0.00000000       -5.00000000       4.44216189 
N         0.00000000       -5.00000000      -6.06851311 
N         0.00000000       -5.00000000      -7.18781311 
Ag       0.00000000        5.00000000      -0.99553511 
Ag       0.00000000        5.00000000       1.86115289 
Ag       0.00000000        5.00000000      -3.57138611 
Ag       0.00000000        5.00000000       4.44216189 
 
Table C-5 Ag8N2 coordinates (End-to-end, d = 1.00 nm) 
Ag       0.00000000       0.00000000      -9.92813630 
Ag       0.00000000       0.00000000      -7.07144830 
Ag       0.00000000       0.00000000     -12.50398730 
Ag       0.00000000       0.00000000      -4.49043930 
N         0.00000000       0.00000000     -15.00111430 
N         0.00000000       0.00000000     -16.12041430 
Ag       0.00000000       0.00000000       5.50956070 
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Ag       0.00000000       0.00000000       8.09056970 
Ag       0.00000000       0.00000000      10.94725770 
Ag       0.00000000       0.00000000      13.52310870 
 
Table C-6 Ag8N2 coordinates (Hotspot, d = 1.00 nm) 
Ag       0.00000000       0.00000000      13.13674961 
Ag       0.00000000       0.00000000      15.99343761 
Ag       0.00000000       0.00000000      10.56089861 
Ag       0.00000000       0.00000000      18.57444661 
N         0.00000000       0.00000000       0.56089861 
N         0.00000000       0.00000000      -0.55840139 
Ag       0.00000000       0.00000000     -10.55840139 
Ag       0.00000000       0.00000000     -13.13941039 
Ag       0.00000000       0.00000000     -15.99609839 
Ag       0.00000000       0.00000000     -18.57194939 
 
Table C-7 Ag8N2 coordinates (Hotspot, d = optimized structure) 
Ag           0.000000    0.000000   -5.744458 
Ag           0.000000    0.000000   -8.606900 
Ag           0.000000    0.000000   -3.167973 
Ag           0.000000    0.000000  -11.187565 
N             0.000000    0.000000   -0.558786 
N             0.000000    0.000000    0.558893 
Ag           0.000000    0.000000    3.167968 
Ag           0.000000    0.000000    5.744454 
Ag           0.000000    0.000000    8.606897 
Ag           0.000000    0.000000   11.187562 
 
Table C-8 Transitions that correspond to states 1 - 5 in the absorption spectrum of N2  
Excited State Energy (eV) Oscillator strength (au) Transitions Weight 
1 8.6630 0.0000 7 → 9 (2Σ → 2𝚷x*) 0.70627 
2 8.6630 0.0000 7 → 8 (2Σ → 2𝚷y*) 0.70627 
3 8.8569 0.0000 
5 → 8 (1𝚷y → 2𝚷y*) 
6 → 9 (1𝚷x → 2𝚷x*) 
-0.49968 
0.49968 
4 9.5467 0.0000 
5 → 8 (1𝚷y → 2𝚷y*) 
6 → 9 (1𝚷x → 2𝚷x*) 
0.49949 
0.49949 
5 9.5467 0.0000 
5 → 9 (1𝚷y → 2𝚷x*) 








Table C-9 Binding energies of the studied systems. Par, ETE, and HS in first column refer 

















Ag4N2 -109.401 -583.010 -692.422 -0.011 0.011 28.7 
Ag8N2-Par-
1.00 nm 
-109.401 -1166.020 -1275.432 -0.011 0.011 28.5 
Ag8N2-Par-
0.75 nm 
-109.401 -1166.020 -1275.432 -0.011 0.011 28.4 
Ag8N2-Par-
0.50 nm 












-109.401 -1166.019 -1275.432 -0.011 0.011 29.3 
Ag8N2-HS-
1.00 nm 
-109.401 -1166.020 -1275.422 0.000 0.000 0.0 
Ag8N2-HS-
0.75 nm 
-109.401 -1166.020 -1275.422 0.000 0.000 0.8 
Ag8N2-HS-
0.50 nm 
-109.401 -1166.020 -1275.425 -0.004 0.004 9.4 
Ag8N2-HS-
opt 





Appendix D -  Supporting Information for “Real-time Electron 
Dynamics Study of Plasmon-mediated Photocatalysis on an 
Icosahedral Al13-1 Nanocluster” 
 
Table D-1 Coordinates for the optimized Al13-1 cluster 
Al    0.000000    0.000000    0.000000 
Al    2.627919   -0.000000   -0.000000 
Al    1.174943    2.350519    0.000000 
Al    1.174943    0.726350    2.235477 
Al    1.174943   -1.901610    1.381600 
Al    1.174943   -1.901610   -1.381600 
Al    1.174943    0.726350   -2.235477 
Al   -1.174943    1.901610   -1.381600 
Al   -1.174943    1.901610    1.381600 
Al   -1.174943   -0.726350    2.235477 
Al   -1.174943   -2.350519    0.000000 
Al   -1.174943   -0.726350   -2.235477 
Al   -2.627919    0.000000   -0.000000 
 
Table D-2 Coordinates for the optimized [Al13N2]-1 cluster 
Al      0.488829   -0.000001    0.000001 
Al     -0.901510    0.006595    2.230322 
Al      0.492878    2.239647    1.374889 
Al     -1.743594    1.386401   -0.003893 
Al     -1.743578   -1.386428    0.004321 
Al      0.492917   -2.231467    1.388097 
Al      1.861571    0.006664    2.240452 
Al      2.727053    1.376380   -0.004316 
Al      0.492617    2.231469   -1.388092 
Al     -0.901939   -0.006614   -2.230056 
Al      0.492643   -2.239651   -1.374882 
Al      2.727074   -1.376347    0.003877 
Al      1.861131   -0.006645   -2.240722 
N      -5.892812    0.549900   -0.000276 




Table D-3 Coordinates for the optimized [Al13N2]-1 cluster with origin at center of mass 
Al       0.47247928      -0.00000114       0.00000111 
Al      -0.91785972       0.00659486       2.23032211 
Al       0.47652828       2.23964686       1.37488911 
Al      -1.75994372       1.38640086      -0.00389289 
Al      -1.75992772      -1.38642814       0.00432111 
Al       0.47656728      -2.23146714       1.38809711 
Al       1.84522128       0.00666386       2.24045211 
Al       2.71070328       1.37637986      -0.00431589 
Al       0.47626728       2.23146886      -1.38809189 
Al      -0.91828872      -0.00661414      -2.23005589 
Al       0.47629328      -2.23965114      -1.37488189 
Al       2.71072428      -1.37634714       0.00387711 
Al       1.84478128      -0.00664514      -2.24072189 
N      -5.90916172       0.54989986      -0.00027589 
N      -5.90913572      -0.54990214       0.00027711 
 
Table D-4 Transitions for the [Al13N2]-1 system with the highest oscillator strengths for the 7 
eV plasmon peak from the LR-TDDFT calculation 
Excited 
States 






































































































































































































































































































Table D-5 Transitions for the [Al13N2]-1 system with the highest oscillator strengths for the 
6 eV peak from the LR-TDDFT calculation 
Excited 
States 






Weight Transitions Orbitals 
X Y Z 
153 
 

































































































































Table D-6 Transitions for the [Al13]-1 system with the highest oscillator strengths for the 7 eV 












































































































































































































Figure D-1 Dipole moment (Debye) induced in the Al13-1 system on applying a 0.001 au step 





Figure D-2 (a) FT peaks and their corresponding POV elements for the transitions that 
correspond to the peaks at 2 - 2.5 eV. (b) FT peaks and their corresponding POV for the 
transitions that corresponds to the peak at 7 eV. These are obtained from the application of 






Figure D-3 Dipole moment (Debye) induced in [Al13N2]-1 on applying a 0.001 au step field 




Figure D-4 Dipole moment (Debye) induced from the application of 0.001 au step laser field 
along the z-direction in [Al13N2]-1. 
 
 
Figure D-5 Orbital occupation numbers in orbital 84 and orbital 109 after the application of 











Figure D-6 POV for different transitions that contribute to the major peaks at 2-2.5 eV and 6 
eV (a), and the FT peaks for the corresponding transitions (b). Only the 90 → 109 transition 
contributes to the FT peak at 6 eV. POV for different transitions that contribute to the major 
peaks at 7 eV (c) and the FT peaks for the corresponding transitions (d). These are obtained 







Figure D-7 Variation of different components of the dipole moment (Debye) with time after 
the application of a 0.001 au trapezoid field with an energy of 7 eV along the x-direction to 










Figure D-8 POV for different transitions that contribute the major peaks at 2-3 eV (a), and 
the FT peaks for the corresponding transitions (b). POV for different transitions that 
contribute the major peaks at 7 eV (c) and the FT peaks for the corresponding transitions 
(d). These are obtained from the application of a 0.001 au trapezoid laser field of frequency 
corresponding to 7 eV along the z-direction in the [Al13]-1 system.  
 
Table D-7 Dynamic and static polarizabilities of the [Al13N2]-1 with C2v symmetry. 
Frequency corresponding to 0 eV (static polarizability): 
      558.54       0.0000          0.0000 
      0.0000       560.89          0.0000 
      0.0000       0.0000          571.05 
 Frequency corresponding to 7 eV or 0.257 au (dynamic polarizability): 
     -31503.7         0.00000         0.00000 
      0.00000        -11894.6         0.00000 




Figure D-9 Variation of different components of the dipole moment (Debye) from the 











Figure D-10 POV for different transitions that contribute the major peaks at 7 eV (a), and the 
FT peaks for the corresponding transitions (b). POV for different transitions that contribute 
the major peaks at 2 eV - 3 eV (c) and the FT peaks for the corresponding transitions (d). 
These are obtained from the application of a 0.001 au trapezoid field with a frequency 









Figure D-11 FT peaks (a) and the POV (b) for the transitions that give two-photon absorption 
peaks. These are obtained from the application of a 0.001 au trapezoid field with a frequency 




Figure D-12 Variation of different components of the dipole moment (Debye) from the 






Figure D-13 (a) Highest intensity Fourier transformed peaks and (b) the POV elements for 
different single-particle transitions when a 0.01 au trapezoid wave electric field of 7 eV is 




Figure D-14 Variation of different components of the dipole moment (Debye) from the 
application of a 6 eV trapezoid field with a field strength of 0.001 au applied along the z-




Figure D-15 Fourier transform of the dipole moment (Debye) on application of a 0.001 au z-
polarized 6 eV trapezoidal field along the z-direction in the [Al13N2]-1 system. 
 
 
Figure D-16 POV for the transitions that give the highest intensity FT peaks when a 0.001 au 




Figure D-17 Fourier transformed peaks for the transition 88→102 during and after the 
application of the applied laser field. The FT after the application of the field does not show 
the peak at 6 eV which was present when the Fourier transform was taken during the 
application of laser field. These FTs are obtained from the application of a 0.001 au trapezoid 
field with frequency corresponding to 6 eV along the z-direction in [Al13N2]-1. 
 
 
Figure D-18 Fourier transformed peaks for the 84→109 transition from 21-130 fs (left) and 
from 130-240 fs (right). These are obtained after the application of a 0.001 au trapezoid field 




Figure D-19 Variation of different components of the dipole moment (Debye) upon the 







Figure S20 (a) Highest intensity Fourier transformed peaks and (b) POV elements when a 






Figure D-21 (a) Variation of different components of the dipole moment (Debye) from the 
application of a 8 eV trapezoid field with a field strength of 0.001 au along the z-direction of 
the [Al13N2]-1 system. (b) Fourier transform of the dipole moment (Debye) on application of 







Figure D-22 (a) Transitions that give highest intensity FT peaks at 7 eV and the POV for the 
corresponding transitions as insets. The FT are obtained with POV dynamics from 0-240 fs. 
(b) FT peaks obtained by only considering POV dynamics after 20 fs for the transitions that 
give the 7 eV peak. (c) Transitions that give the highest intensity FT peaks at 8 eV and the 
POV for the corresponding transitions as insets. These are obtained from the application of a 







Figure D-23 FT peaks (a) and the POV (b) for the transitions that give two-photon absorption 
peaks. These are obtained from the application of a 0.001 au trapezoid field with a frequency 
corresponding to 7 eV along the x-direction in the [Al13N2]-1 system. 
 
 
 
