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Uncertainties are calculated for pressurized water reactor (PWR) spent nuclear fuel (SNF) characteristics.
The deterministic code STREAM is currently being used as an SNF analysis tool to obtain isotopic in-
ventory, radioactivity, decay heat, neutron and gamma source strengths. The SNF analysis capability of
STREAMwas recently validated. However, the uncertainty analysis is yet to be conducted. To estimate the
uncertainty due to nuclear data, STREAM is used to perturb nuclear cross section (XS) and resonance
integral (RI) libraries produced by NJOY99. The perturbation of XS and RI involves the stochastic sam-
pling of ENDF/B-VII.1 covariance data. To estimate the uncertainty due to modeling parameters (fuel
design and irradiation history), surrogate models are built based on polynomial chaos expansion (PCE)
and variance-based sensitivity indices (i.e., Sobol’ indices) are employed to perform global sensitivity
analysis (GSA). The calculation results indicate that uncertainty of SNF due to modeling parameters are
also very important and as a result can contribute significantly to the difference of uncertainties due to
nuclear data and modeling parameters. In addition, the surrogate model offers a computationally effi-
cient approach with significantly reduced computation time, to accurately evaluate uncertainties of SNF
integral characteristics.
© 2020 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The radiation source terms of spent nuclear fuel (SNF) needs to
be characterized for safety applications in the back-end of the fuel
cycle. SNF pools around the world are getting closer to saturation
and it is difficult to measure the characteristics of all discharged
fuels from nuclear reactors. Thus, the determination of the source
terms depends largely on predictions of computer codes which
model nuclide depletion during irradiation in the reactor core and
decay during cooling or after discharge. The Steady state and
Transient Reactor Analysis code with Method of Characteristics
(STREAM) has been developed to perform light water reactor (LWR)
whole core analysis [1] including support for SNF applications, deep
penetration problems, radiation shielding and cask analysis [2].
STREAM depletion and source term calculation capabilities have
been validated against measurement data of SNF isotopic compo-
sitions [3] and fuel assembly (FA) decay heat [4]. However, thewonjumi), kcd1006@unist.ac.
er@unist.ac.kr (A. Cherezov),
by Elsevier Korea LLC. This is anuncertainty quantification (UQ) is yet to be conducted. UQ of
calculated source terms is essential to assess the accuracy and
reliability of code predictions. Over the years, several approaches
have been developed to perform UQ and sensitivity analysis (SA).
Examples include perturbation method and stochastic sampling
(SS) approach which have been implemented in codes including
TSUNAMI [5], SAMPLER [6], SHARK-X [7], and XSUSA [8]. In the SS
case, the inputs (nuclear data, modeling parameters) considered as
uncertain are perturbed and then applied to the computer code of
interest in repeated calculations. Then the response of interest is
obtained and post-processed to determine the uncertainty due to
the perturbed inputs. This approach is known as forward UQ. For
the uncertainty due to nuclear data, covariance of nuclear data can
be used.
Until now, most of the works carried out on SNF UQ have been
based on the propagation of nuclear data uncertainties in SNF
characteristics [6,9,10]. Little attention has been paid to un-
certainties in SNF due modeling parameters such as fuel design and
irradiation history information [11e13]. What references [11e13]
focused on includes the modeling parameter induced uncertainties
in boiling water reactor (BWR) fuel assembly decay heat, best es-
timate of 244Cm calculated content in an LWR pin compared toopen access article under the CC BY-NC-ND license (http://creativecommons.org/
Fig. 1. Layout of C01 PWR assembly. Legend: blue (UO2), green (moderator), red (guide
tube), black (instrument tube). (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)
Table 1
Modeling parameters and their uncertainties.
Parameter Nominal value Uncertainty (%) Distribution Ref.
Fuel density 10.227 g/cc 0.41 Uniform [11]
235U enrichment 3.095 wt.% 0.54
Pellet radius 0.4645 cm 0.54
Clad outer radius 0.5360 cm 1.55
Fuel temperature 900 K 3.33
Specific power, cycle 1 10.93 W/g 1.67
Specific power, cycle 2 35.22 W/g
Specific power, cycle 3 24.26 W/g
Specific power, cycle 4 29.20 W/g
Mod Temp 577 K 2.00 [12]
Boron Conc. 650 ppm 2.00
Table 2
Other modeling parameters of assembly C01.
Parameter Nominal value
Assembly pitch 21.50 cm
Rod pitch 1.43 cm
Clad thickness 0.0618 cm
Moderator density 0.72 g/cc
Guide tube outer radius 0.6935 cm
Guide tube inner radius 0.6505 cm
Operating days (4 cycles) 1029/267/312/290
Downtime days 85/56/442
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pin, respectively. To the best of the authors’ knowledge, there is a
lack of available studies which demonstrates the impact of
modeling parameters uncertainties in a pressurized water (PWR)
SNF assembly characteristics. This study will quantify uncertainties
in calculated PWR SNF characteristics due to both nuclear data and
modeling parameters uncertainties. The stochastic sampling
approach is computationally expensive due to the large number of
repeated calculations that must be performed. To overcome this
problem, surrogate models can be developed and validated, to
replace computationally expensive calculations. Surrogate models
have become very attractive in many areas of science and engi-
neering [14], including reactor physics SA/UQ [15,16], to replace
computationally expensive code calculations. The advantages of the
surrogate model developed in this work are that they can be
developed with small number of reference code calculations or
model response evaluations and can be deployed at very small
computational cost to provide accuratemapping between the input
data andmodel response. In this work, we perform forward UQ by a
non-intrusive approach and a polynomial chaos expansion (PCE)
based surrogate model is built for the STREAM code during the
process. It should be noted however, that the surrogate models are
only used to propagate the modeling parameter uncertainties and
the SS approach is used to propagate the nuclear data uncertainties.
A typical PWR fuel assembly following realistic and detailed
irradiation history is chosen for the UQ. To propagate the modeling
parameter uncertainties, the SA/UQ is performed by the UQ tool
UQLAB which contains the implementation of the PCE based sur-
rogate model [17] and variance-based sensitivity indices in a global
sensitivity analysis (GSA). The goal of this study is twofold. The first
is to quantify the uncertainties in STREAM predictions of SNF
characteristics. The second is to demonstrate that surrogate models
and Sobol’ indices can be employed in SNF applications to perform
global SA and UQ due to modeling parameters. The rest of this
paper is arranged as follows. The selected PWR SNF assembly is
presented in Section 2 alongside the fuel design, irradiation history
and uncertainty information. Section 3 describes the STREAM code,
the stochastic sampling of the covariance of nuclear data in
STREAM, the PCE based surrogate model and global SA. Section 4
discusses the results of UQ due to modeling parameters and nu-
clear data uncertainties. The conclusions are summarized in Section
5.
2. Description of the assembly
AWestinghouse 15  15 fuel assembly design is used as the test
case in this study. This assembly has been selected from a group of
assemblies analyzed previously with available decay heat mea-
surements [4] at the Swedish central interim storage facility for
spent nuclear fuel, CLAB [18]. The assembly is designated as C01,
with enrichment of 3.1 wt% 235U, discharge burnup of 36.7 GWd/tU,
and active fuel height of 365.8 cm. The assembly contains 204 UO2
fuel rods, no burnable absorber or poison rod, one instrument tube,
20 guide tubes and the geometry is presented in Fig. 1. The as-
sembly was irradiated in four cycles with a cooling time of about 23
years after discharge before measurement of decay heat. Details of
the assembly design and irradiation history information can be
obtained from Ref. [18]. Uncertainties in the modeling parameters
are obtained from literature [11,12] and shown in Table 1, alongside
the nominal values and probability distribution. Details of other
unperturbed modeling parameters are summarized in Table 2. In
Table 2, the clad thickness will not remain unperturbed. It will be
changed due to the perturbation of the clad outer radius. Never-
theless, the clad thickness is not considered as an uncertain model
parameter and it is not supplied as one of the inputs of thesurrogatemodel. The uncertainties in Table 1 are assumed to follow
a uniform probability distribution. For each input parameter, the
same uncertainty value is applied to all the fuel pins. The specific
power (i.e., power density used in depletion calculation) is per-
turbed at the beginning of every cycle where it is defined. The
benchmark contains cycle-average power history information for
this assembly problem. Other uncertain parameters e.g., fuel/
moderator temperature and boron concentration are only per-
turbed at the beginning of the first cycle. Then the same perturbed
values are used in the subsequent cycles. The fuel/moderator
temperature and boron concentration are average values over the
entire burnup as available in the benchmark. If the benchmark
documentation contains the history of fuel/moderator temperature
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re-defined. It is important to mention that the changes in the
modeling parameters caused by the burnup are not considered.
This approximation is important because uncertainties in the
modeling parameters will be impacted as the burnup progresses.
The changes that occur during burnup include bowing and defor-
mation of rods, thermomechanical interactions in the pellet-clad
gap, irradiation swelling, and densification effects.
3. Computational models and methods
The description of the computational tools is presented in this
section. The deterministic code STREAM performs the depletion
and source term calculation to generate the model response. The
implementation of the PCE based surrogate model and calculation
of Sobol’ indices in the global SA is available in the UQ tool, UQLab
[17]. STREAM can be coupled to the UQ tool by a scripting interface
and system call for single parameter perturbation. Uncertain pa-
rameters in STREAM are replaced by the values generated by the
UQ tool. For multiple parameter perturbation, the replacement of
uncertain parameters was done by post-processing. Latin Hyper-
cube Sampling (LHS) has been employed assuming a uniform dis-
tribution with mean, and standard deviation shown in Table 1 to
generate perturbed samples of the uncertain modeling parameters.
Although there are correlations between the input parameters in
Table 1, these correlations are not accounted for in the uncertainty
analysis.
3.1. STREAM
STREAM is an LWR analysis tool with lattice physics capabilities,
neutron transport and depletion solver. STREAM uses 72-group
cross sections and the pin-based slowing-down method (PSM)
[19] to generate effective multi-group cross sections. Self-shielding
in the resolved resonance region is performed by solving the
transport equation with collision probabilities for pin-cell. Neutron
transport solution is based on the method of characteristics (MOC),
adopting the assembly-modular ray tracing technique to discretize
the ray tracing information and T-Y optimum quadrature set to
discretize the polar angles, for computational efficiency. The
anisotropic scattering is treated with the inflow transport corrected
P0 model [20]. The Depletion equation is solved by the Chebyshev
Rational Approximation Method (CRAM) and ENDF/B-VII.1 nuclear
data library is used in this work. A two-dimensional (2D) model
with reflective boundary condition is used in the assembly calcu-
lation. STREAM depletion calculation for the assembly test case was
modeled with the irradiation history of Tables 1 and 2 in 67 burnup
steps.
3.1.1. Stochastic sampling in STREAM
The stochastic sampling of nuclear data implemented in
STREAM is discussed in this section. Nuclear microscopic cross
section (XS) and resonance integral (RI) libraries are produced by
NJOY99. In addition, NJOY99 is used to calculate the multigroup
covariancematrix of microscopic cross section of nuclides using the
evaluated nuclear data file ENDF/B-VII.1. Then by SS, the covariance
matrix is used to randomly perturb the multigroup microscopic
cross sections. The perturbed multigroup cross section libraries are
prepared to be used in STREAM neutronic calculation. When
sampling the nuclear cross sections, the following covariances of
multigroup cross sections are considered: the covariance between
scattering cross sections, covariance between scattering and fission
cross sections, covariance between scattering and capture cross
sections, covariance between fission cross sections, covariance
between fission and capture cross sections, covariance betweencapture cross sections, covariance between number of neutrons
generated per fission, and covariance between fission spectra. The
variances and covariances constitute the diagonal and off-diagonal
elements of the covariance matrix. The covariances are the corre-
lated uncertainties. The covariance between different nuclides is
not considered. The uncertainties of the microscopic cross sections
are assumed to follow the normal distribution. The process of
taking correlation into account when sampling the nuclear cross
sections is summarized as follows: after NJOY99 calculation of the
unperturbed cross sections and the covariance matrix, we per-
formed LHS from a multivariate standard normal distribution. The
mean is the unperturbed cross section. The variance and co-
variances come from the singular value decomposition (SVD) of the
covariance matrix. This process produces perturbation factors
which are then multiplied with the unperturbed cross sections to
generate perturbed cross sections. The entire process is repeated
for all microscopic cross sections and all nuclides that have a
covariance matrix. Details of the stochastic sampling of the ENDF/
B-VII.1 covariance data are not described here but they can be
found in the reference [21]. The decay data (half-lives, Q-values)
and fission yields are not perturbed, and the effect of their un-
certainties are not considered in this study. When the nuclear data
uncertainties are propagated in STREAM, the resonance treatment
is based on the two-term rational approximation of the equivalence
theory [22,23]. Correlations between nuclear data and some of the
modeling parameters listed in Table 1 are not considered as such
correlations could not be established at the time of this study.3.2. PCE surrogate model
PCE involves the expansion a given model response YðxÞ in
terms of orthogonal basis functions of uncertain input parameters,





where x are the uncertain input parameters, nu is the number of
uncertain input parameters, n is the order of expansion, an are the
expansion coefficients, and fjnðxÞ g∞0 represents a complete set of






where pðxÞ is the joint probability density function (PDF) of all
uncertain input parameters. As we will show later, the subscript of
the multivariate basis function jm, has multiple indices
m ¼ ðm1;m2;…;mnu Þ when expressed in the univariate basis 4mn .
This is to represent the polynomial order and the random variable
xn considered in the univariate basis. The terms representing the
vector of uncertain input parameters, the expansion order of the
PCE coefficients, and order of the multivariate basis are in bold
italicized variables. Each uncertain input parameter and the
expansion order of the univariate basis will be written in non-bold
variables. The expansion in Eq. (1) projects the model response into
a basis of polynomials which are orthogonal with respect to a
weighting function. The weighting function is the PDF of the
random independent variable. The uncertain input parameters in
Eq. (1) are assumed to be independent with individual PDF pn(xn)
and joint PDF as Eq. (3).
Table 3




C/E e 1 (%) 0.32
Measurement uncertainty, 1-sigma (%) 1.40
Calculation uncertainty due to nuclear data (%) 0.72
Calculation uncertainty due to modeling parameters (%) 2.02
Overall calculation uncertainty (%) 2.14
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The multivariate basis jmðxÞ is constructed as the tensor prod-







The orthogonality condition for the multivariate basis allows us
to write Eq. (6):
Cjn;jmD¼ dnm (6)
where dnm is the Kronecker delta symbol. The basis function to be
employed depends on the probability distribution of the uncertain
parameters. Legendre and Hermite polynomials are commonly
used as basis functions for uniformly and normally distributed
random variables, respectively. The series in Eq. (1) is infinite and is
usually truncated at a certain order q, then the model response is
approximated by Eq. (7).
YðxÞySqn¼0anjnðxÞ (7)
When the expansion coefficients an are known, they can be used
to determine the mean and variance of the model response. The
expansion coefficients are determined by linear regression. Eq. (1)
can be written as the sum of Eq. (7) and a truncation error εqþ1,
and then cast as a linear system:
YðxÞ ¼ S∞n¼0anjnðxÞ ¼ Sqn¼0anjnðxÞ þ εqþ1 (8)
YðxÞ≡aTjðxÞ þ εqþ1 (9)
The least square minimization of the mean residual error is set
up as:
ba ¼ arg min EaTjðxÞ  YðxÞ2  (10)
where the double-struck upper case E is an operator for the
expectation value of the quantity in square brackets, jðxÞ ¼
ðj0ðxÞ;…;jqðxÞÞT is the matrix consisting of Legendre polynomials
associated with uniformly distributed random variables and a ¼
ða0;…; aqÞT is the vector of coefficients. With the uncertain pa-
rameters in Table 1 as input random vector E ¼ ðxð1Þ;…; xðNÞÞT from
sample of size N and R ¼ ðyð1Þ;…; yðNÞÞT denoting the model re-
sponses (i.e., STREAM simulation results) associated with the in-
puts, the least square solution of Eq. (10) is given as:






i¼1;…;N; j¼ 0;…; q (12)
and J is an N x (qþ1) matrix of Legendre polynomial basis built
from Eq. (4). The number of unknowns in the linear system is given
by ðnu þ qÞ!=ðnu!q!Þ. At least this number of model evaluations are
required to solve the linear system for the coefficients. If the
number of model evaluations available is greater than this number,
then we have an overdetermined system solvable by least square
minimization. Details of the PCE method and its implementationcan be found in Ref. [24]. Employing Eq. (6) and basis functionswith
j0 ¼ 1, the mean and variance of the model response can be ob-
tained from the PCE coefficients as:
m¼YðxÞ ¼ a0 ; s2 ¼ ðYðxÞ  mÞ2 ¼ San¼1a2n (13)
3.3. Global sensitivity analysis
SA quantifies the output uncertainty of a simulation tool due to
the sources of uncertainties in the input parameters. Local SA
evaluates the output uncertainty caused by small input variation
around certain input parameters using the partial derivative of the
model. GSA accounts for the whole range of variation and statistical
distribution of input parameters to determine the output uncer-
tainty in a statistical framework. GSA in this paper is based on the
decomposition of the model and its variance as suggested by Sobol
[25]. The contribution of each input parameter to the variance of
the output is known as first order Sobol’ indices or the main effect.
The total Sobol’ indices or total effect considers the contribution of
each input parameter plus the high order effects which are the
interactions with other input parameters. The Sobol’ indices can
separate the contribution of individual input to the output variance.
Therefore, we can consider a case where there is no correlation
among the perturbed modeling parameters in the uncertainty
analysis. The total Sobol’ indices which includes effect of in-
teractions between the input parameters are commented upon in
this study for the sake of completeness. The first order and total
Sobol’ indices are usually enough to know the significant input
parameters. The Sobol’ indices can be obtained from the post-
processing of PCE coefficients [25e27]. In the Sobol decomposi-
tion, the variance of the response is decomposed into parts which
are contributed by each of the inputs or a group of inputs. For
example, the contribution of each input parameter to the variance








where the index of the summation refers to basis functions
depending only on one input parameter i. The high order and total
Sobol’ indices can be obtained in a similar fashion. When the model
response is decomposed into summands, each term of the sum-
mation can be viewed as a PCE depending on different subsets of
the input parameters [26]. Then the coefficients can be grouped by
the input parameters that each polynomial basis depends on [27].
4. Results and discussions
The results of the calculated decay heat for the assembly test
case is shown in Table 3 based on unperturbed nuclear data, fuel
design and irradiation history information. This table also contains
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experiment comparison, i.e., bias (C/E e 1), the measurement un-
certainty, the calculation uncertainties due to nuclear data and
modeling parameters, and the overall calculation uncertainty. The
uncertainties due to nuclear data and modeling parameters re-
ported in Table 3 have been calculated as relative standard devia-
tion of the results obtained from three hundred (300) STREAM
calculations using perturbed nuclear data and modeling parame-
ters, respectively. All standard deviations in this study correspond
to 1-sigma value. Table 3 shows that the calculated assembly decay
heat is in very good agreement with the measured data. At 23.2
years cooling, the major decay heat contributors are 238Pu (12.15%),
241Am (11.97%), 244Cm (5.65%), 90Sr (5.42%), 90Y (25.86%), 137Cs
(7.59%), and 137mBa (26.39). The number density uncertainties for
these nuclides due to nuclear data and modeling parameters un-
certainties are shown in Table 4. 90Y and 137mBa come from the b
decay of 90Sr and 137Cs, respectively. 90Y and 137mBa have the same
number density uncertainties as their parents, 90Sr and 137Cs,
respectively. Thus, only the uncertainties of the daughter products
are shown in Table 4. As can be seen in Table 4, the highest con-
tributors to the decay heat at 23.2 years, 90Y and 137mBa, have
relatively small uncertainty, compared to the minor contributors.
The small uncertainties of 90Y and 137mBa is probably because the
uncertainties of fission yield and decay data are not considered.
Although 238Pu and 244Cm have large uncertainties, their contri-
bution to the decay heat is relatively small. This trend is like those
reported for the BWR spent fuel assembly in the reference [11].
When the nuclear data is perturbed, the mean assembly decay
heat is 416.96W, which is different from the base value by0.029%.
The mean decay heat when modeling parameters are perturbed is
417.48 W with a difference of 0.096% from the base value. In both
cases, the average values are almost the same as the reference
value, indicating that the uncertainty distribution which we have
assumed is enough. The base value is the single calculation result
using unperturbed nuclear data and modeling parameters. As can
be seen in Table 3, the uncertainty due to nuclear data is less than
the measurement uncertainty and modeling parameter induced
uncertainty, whereas the modeling parameter induced uncertainty
and the overall uncertainty are larger than the measurement un-
certainty. The overall uncertainty in Table 3 is the quadratic sum of
the two different uncertainty sources (nuclear data and modeling
parameters) with the assumption of no correlation. Please note that
the nuclear data uncertainty excludes the effect due to fission yields
and decay data. The result in Table 3 is an example of best estimate
plus uncertainty, showing the calculation-experiment comparison
together with the uncertainties due to the simulation data (nuclear
data, fuel design and irradiation history information) and uncer-
tainty of measurement.
Further analysis of the modeling parameter uncertainties was
pursued by fitting each model response from STREAM to a multi-
variate linear regression using the uncertain input parameters as
independent variables. The regression coefficients obtained are
then used as sensitivity coefficients. The response relative sensi-
tivities are outlined in Table 5 and has been calculated as the
percent change in the response caused by one sigma change in theTable 4
Calculation results of major decay heat contributors at 23.2 years (%).





137mBa 5.21E-05 110.08uncertain parameter value. The relative sensitivities for the specific
powers have been lumped into a single specific power effect. In
Table 5, the 235U enrichment shows a much larger sensitivity
contribution to the neutron source compared to the other response
parameters (activity, decay heat, gamma source). The is because
235U is the dominant source of fission in a PWR at the start of
irradiation where it accounts for over 90% of all the fission process.
After 30 GWd/tU, 235U amount decreases due to burnup and 239Pu
becomes the dominant source. For the activity, decay heat and
gamma source, the greatest impact is caused by uncertainty in the
fuel pellet radius and specific power, followed by the fuel density
and moderator temperature. Moreover, the neutron source is
mostly affected by the specific power and moderator temperature
uncertainties, followed by the fuel pellet radius and fuel density.
The burnup at discharge is largely impacted by uncertainty in the
specific power. On the other hand, the enrichment, clad outer
radius, fuel temperature and boron concentration have negligible
impact on the integral source terms. However, these parameters
with negligible impact on the integral source terms could affect the
nuclide number densities. The rest of this section contains discus-
sion of the UQ workflow and results based on the surrogate model.
Then followed by the analysis of UQ results due to modeling pa-
rameters and stochastic sampling of nuclear data.
4.1. Uncertainty quantification due to modeling parameters using
surrogate models
The results of the PCE, GSA, building the surrogate model and
forward UQ due to modeling parameters uncertainties are pre-
sented in this section. The workflow is stated as follows:
1) Identify the input parameters and their associated uncertainties
as shown in Table 1. The surrogate model is only based on the
assembly model parameters, with no consideration for nuclear
data.
2) By LHS, generate 100, 300 and 1000 samples with all the input
parameters simultaneously perturbed. These represent three
sets of input parameters.
3) Perform STREAM calculations on the three different sets of input
parameters generated in step 2. Each STREAM run takes about
6 min with a single core on a desktop computer. The input and
output data represents the design of experiment.
4) Use results from the first set (of 100 simulations) to build the
PCE based surrogate model. For our 11-dimensional input
parameter problem, at least 78 model evaluations are required
to calculate the coefficients by linear regression method for
second order PCE. First and third order PCE require at least 12
and 364 STREAM calculations, respectively.
5) Use the simulation results from the second set (of 300 samples,
not used to build the model) to validate the surrogate model, in
order to avoid overfitting.
6) Use the surrogate model to evaluate the model responses for
third set i.e., 1000 samples.
7) Perform required statistics and GSA on the STREAM and surro-







Response relative sensitivities at 23 years of cooling.
Parameter Activity Decay heat Neutron source Gamma source Burnupa
Fuel density 0.44 0.49 0.77 0.40 <0.01
235U enrichment 0.04 0.03 0.95 0.07 <0.01
Pellet radius 1.16 1.25 1.77 1.06 <0.01
Fuel temperature 0.05 0.05 0.06 0.01 <0.01
Clad outer radius <0.01 <0.01 <0.01 <0.01 <0.01
Specific power 0.78 1.03 3.60 0.76 0.84
Mod Temp 0.41 0.79 3.67 0.09 <0.01
Boron Conc. 0.01 0.02 0.08 <0.01 <0.01
a Results correspond to discharge.
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e 3, comparing the PDFs and model responses with those of
STREAM. Fig. 3 shows STREAM results plotted against the surrogate
model predictions of the 300 and 1000 samples. A linear fit is
included in the plots to capture the linear relationship and good
agreement between STREAM results and the surrogate predictions.
The good agreement in those figures indicates that the surrogate
can accurately map the input space into the model response. The
relative validation error of the surrogate is shown in Table 6 for the
first order surrogate. This has been evaluated according to Eq. (15)
where mYVal is the sample mean of the validation set response. [xVal;
yVal ¼ YðxValÞ] represent the inputs and outputs of the validation
set. In Table 6, the relative validation error of gamma source at 23
years is smaller than at discharge. This is because the surrogate
gamma source shows better agreement with STREAM at 23 years
than at discharge. For the activity, decay heat and neutron source,
the relative validation error at 23 years is larger than at discharge
because the surrogate results show better agreement with STREAM
at discharge than at 23 years. Although not shown in this report,
this explanation is established by the relative differences between
STREAM/surrogate at discharge and 23 years. Notwithstanding, the
overall STREAM/surrogate agreement is good. Later in this section,
the error associated with the surrogate predictions is commented
upon to establish its reliability and accuracy. The surrogate model
can then be applied to large number of samples at a very cheap
computational cost. The computational time required for STREAM
to run 1000 cases would be about 6000 min (100 h or 4 days) with
single core on a desktop computer. The surrogate model evaluates
the model response in about 3 s, significantly reducing the












































Fig. 4 shows the uncertainties (calculated as relative standard
deviation (RSD)) of the SNF characteristics at discharge and after
23.2 years due to modeling parameter uncertainties. It should be
noted that the nuclide number density uncertainties in Fig. 4 are
not obtained from the surrogate models, they come from the 100
STREAM calculations previously mentioned at the beginning of this
section. The neutron source shows a large uncertainty of almost 6%
at 23 years. This is followed by an uncertainty of about 2%, 1.6%,
1.4%, 0.8% and 0.5% in the decay heat, activity, gamma source,
burnup and effective multiplication factor, respectively, at 23 years.
High uncertainty of neutron source is caused by 244Cm (half-life18.1 years), a dominant neutron source in the first few decades of
cooling. At 23 years of cooling, 244Cm accounts for 94.1% of the total
neutron source.
The uncertainty of STREAM is compared in Table 7 as a function
of number of samples. STREAM uncertainties come from the direct
statistics of the results. The results produced by 100 samples show
some observable difference compared to 300 and 1000 samples.
This difference is caused by convergence issues associated with
stochastic sampling requiring large number of repeated runs to
obtain converged results. Due to the finite size of the sample
considered, statistical errors/statistical fluctuations are present in
the results. The standard error of the mean/standard deviation
decreases as the sample size is increased until convergence is
reached. The PCE based surrogate results are compared to those of
STREAM with 1000 samples in Table 8. The mean and RSD of the
SNF responses are presented in this table at 23 years of cooling.
Please note that the surrogate used in Table 8 is built with first
order PCE which requires only 12 simulation results. Moreover, the
surrogate results in Table 8 are obtained by applying the first order
PCE surrogate to predict the model response of 1000 samples, from
which the mean and standard deviation are calculated. The burnup
and k-eff results in Tables 7e10 are at discharge and the remaining
results are at 23 years of cooling. As can be seen in Table 8, the
surrogate results match well with those of STREAM. In further
analysis, second and third expansion order surrogates are built and
applied to different number of input samples (300, 1000) to predict
the model response from which the corresponding uncertainties
are calculated. Comparing these results to STREAM, we observe that
the first order surrogate is enough for the assembly considered,
despite using lower number of calculations for its construction. It is
important to mention that the computation time for the first, sec-
ond or third order surrogate is of the order of few seconds.
The Sobol’ sensitivity indices are presented in Fig. 5 showing
the total and first order effects at 23 years. The Sobol’ indices
indicate the main sources of uncertainties and the less important
uncertain parameters i.e., the ones that can be excluded from the
analysis as they are almost zero. The Sobol’ indices for the specific
powers have been lumped into a single specific power effect. Fig. 5
shows that the fuel radius, specific power and moderator tem-
perature provides the most important source of uncertainty. The
fuel density and the clad radius have contributions to a lesser
extent. However, the enrichment, fuel temperature and boron
concentration have negligible contributions to the uncertainty of
the integral source terms. Further UQ studies on our test problem
may exclude these parameters having negligible contributions by
using their nominal values. This would then be an example of
surrogate model and GSA application in dimensionality reduction,
also known as reduced order modeling. The comparison of total
and first order Sobol’ indices can indicate if interactions between
the input parameters have some observable effect on the variance
of the output. As shown in Fig. 5, the total and first order Sobol’
Fig. 2. Comparison of response PDFs at 23 years from 1000 runs.
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the high order interactions between the uncertain input param-
eters to the output variance are small. The input correlations are
not considered in the calculations as noted in Section 3, though
example of such correlations, for example, between the power and
fuel/moderator temperature have been reported [28]. However,
correlations between the outputs are observed as can be seen in
Fig. 6 when analyzing the results at discharge and for the coolingtime considered. The trend of the Sobol’ indices in Fig. 5 has
similarities with the relative sensitivities in Table 5 with some
differences in the neutron source. Concerning the observed dif-
ferences between Fig. 5 and Table 5, it could be due to the linearity
assumption used to evaluate the relative sensitivities in Table 5.
This is an approximation if the response depends non-linearly on
the parameters, whereas Sobol’ indices can be applied to
nonlinear responses.
Fig. 3. STREAM results versus surrogate predictions for responses at 23 years.
Table 6
Relative validation error of surrogate model (%).
Activity Decay heat Neutron source Gamma source Burnup k-eff
Discharge 3.39E-02 1.92E-02 2.09E-02 2.67E-02 8.94E-05 6.67E-01
23 years 1.10E-01 1.90E-01 3.12E-01 1.64E-02 - -
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Fig. 4. Uncertainties of SNF characteristics (left) and nuclides densities (right) due to modeling parameters.
Table 7
STREAM response uncertainty at 23 years of cooling (%).
N samples Activity Decay heat Neutron source Gamma source Burnupa k-effa
100 1.43 1.73 5.25 1.32 0.86 0.57
300 1.61 2.02 6.32 1.39 0.88 0.50
1000 1.55 1.91 5.80 1.38 0.80 0.50
a See footnote of Table 5.
Table 8
Response moments at 23 years of cooling.
Response Mean RSD (%)
STREAM Surrogate STREAM Surrogate
Activity (Bq) 4.5697Eþ15 4.5695Eþ15 1.55 1.56
Decay heat (W) 4.1747Eþ02 4.1745Eþ02 1.91 1.92
Neutron source (n/s) 9.8740Eþ07 9.8718Eþ07 5.80 5.79
Gamma source (photons/s) 2.2331Eþ15 2.2331Eþ15 1.38 1.38
Burnupa (GWd/tU) 3.6676Eþ01 3.6676Eþ01 0.80 0.80
k-effa () 8.8627E-01 8.8624E-01 0.50 0.50
a See footnote of Table 5.
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finite size of input data is estimated by bootstrap method [29]. One
hundred sample sets are drawn from the first set of input data by
resampling with substitution to create bootstrap replications. Each
replication has the same size as the first set of input data and is used
to calculate a PCE. This produces a set of 100 different surrogate
models with coefficients and responses. The sets of responses are
then used to calculate the standard deviation of the surrogateTable 9
Maximum RSD of surrogate point-wise predictions at 23 years.
Activity Decay heat Neutron sour
RSD (%) 3.14E-02 4.91E-02 1.86E-02
a See footnote of Table 5.
Table 10
Error of surrogate model mean and standard deviation at 23 years (%).
Activity Decay heat Neutron s
RSD of mean 4.83E-03 7.06E-03 2.74E-02
RSD of s 4.91E-01 6.56E-01 8.94E-01
a See footnote of Table 5.point-wise predictions due to the finite size of input data. The
maximum relative standard deviation of the first order surrogate
point-wise predictions is reported in Table 9. Moreover, the sets of
PCE coefficients from the bootstrap replications have also been
used to estimate the standard deviation of the surrogate-predicted
mean and standard deviation shown in Table 8. These results are
presented in Table 10. These tables show that the errors associated
with the surrogate point-wise predictions, mean and standard
deviations are small as we assess the accuracy of the surrogate
model. The error analysis of the surrogate predictions can be used
to obtain an interval in which the true value exist at a given con-
fidence level.4.2. Uncertainty quantification due to nuclear data
To bring the results into perspective, the impact of nuclear data
uncertainties in PWR UO2 SNF is provided based on the previous
discussions in Section 3.1.1. The test case assembly used in this work
is previously described in Section 2. Three hundred (300) STREAM
calculations are performed using the perturbed cross section and RI
libraries, and the SNF characteristics are statistically processed toce Gamma source Burnupa k-effa
8.79E-03 3.00E-04 2.15E-02
ource Gamma source Burnupa k-effa
1.58E-03 7.95E-05 4.07E-03
1.47E-01 9.89E-03 8.64E-01
Fig. 5. Sobol’ indices (total and first order effects) for uncertain input parameters at 23 years.
Fig. 6. Correlation matrix of source terms for the 15  15 fuel assembly.
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induced uncertainties of the nuclide number densities and source
terms are presented in Fig. 7a e 12a. The discussion of the results
contained in those figures will be presented in this section. Later in
this section, the results of nuclear data induced uncertainties of the
nuclide number densities and source terms during cooling timewill
be analyzed.
Fig. 7a presents the uncertainties of uranium number densities.
The uncertainties of 234,235U increase with burnup as their numberdensities decrease. At discharge burnup of 36.7 GWd/tU, the un-
certainty in 234U is less than 0.4%, while that of 235U is about 1.2%.
Uncertainty of 236U is almost constant during burnup at a value of
1.2%, whereas 238U has nearly zero uncertainty because it does not
change much from its initial amount during irradiation. Un-
certainties of plutonium isotopes are shown in Fig. 8a. 238Pu has
high uncertainty at low burnup when the amount is small.
238,239,240,241,242Pu have uncertainties between 1.5% and 3.5% at
discharge. The uncertainties in theminor actinides are illustrated in
Fig. 7. Uncertainty of uranium number densities against burnup due to (a) nuclear data and (b) modeling parameters.
Fig. 8. Uncertainty of plutonium number densities against burnup due to (a) nuclear data and (b) modeling parameters.
Fig. 9. Uncertainty of minor actinides number densities against burnup due to (a) nuclear data and (b) modeling parameters.
B. Ebiwonjumi et al. / Nuclear Engineering and Technology 53 (2021) 715e731 725Figs. 9a and 10a. These are higher than those of the major actinides.
Uncertainties of 243Am and 244,245Cm slowly decrease during
burnup and remains high at values between 8% and 13% atdischarge. The increasing trend of the concentration of minor ac-
tinides during burnup is responsible for their decreasing un-
certainties. Uncertainty of 241Am varies between 2% and 3% from 2
Fig. 10. Uncertainty of curium number densities against burnup due to (a) nuclear data and (b) modeling parameters.
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and 28 GWd/tU is caused by the inter-cycle cooling times modeled
in the irradiation history. As stated in Table 2, the assembly was
irradiated in the reactor during four cycles. During irradiation, there
were three down times which occurred after burnups of 11, 21 and
28 GWd/tU, respectively. For this reason, some uncertainties in
Figs. 7e12 may experience sudden increase/decrease around these
burnup values. The use of constant power depletion will eliminate
the drop offs. The constant power being derived from the final
burnup divided by the number of operating days. However, this
approach will introduce another modeling uncertainty i.e., uncer-
tainty in the power history, which will bias the number densities.
And quite several nuclides are much sensitive to the power history,
a good example of which is 241Am [3]. Uncertainties in some fission
products are shown in Fig. 11a. Uncertainties of 135Cs and 154Eu
shows some increasing trend but remain very low ~0.5% at end of
burnup. 137Cs and 144Ce have nearly zero uncertainty during
depletion. However, 134Cs has high uncertainty between 4% and 5%
throughout burnup. It is important to note that the nuclear data
uncertainties do not include the effect of uncertainties due to
fission yields and decay data. Fig. 12a contains the uncertainties of
radiation source terms during irradiation. The activity and gamma
source have decreasing uncertainties whereas the decay heat and
neutron source show increasing uncertainties with burnup.Fig. 11. Uncertainty of fission products number densities against bHowever, these uncertainties are low and remain below 0.6% after
burnup.
Next we analyze the results of nuclear data induced un-
certainties of the nuclide number densities and source terms dur-
ing cooling time. During cooling, the uncertainties of the nuclide
number densities and source terms due to nuclear data un-
certainties are presented in Fig. 13a e 18a. The uncertainties of
uranium isotopes as a function of cooling time are presented in
Fig. 13a. There is a steady increase in 234U uncertainty between 10
and 500 years of cooling. Although this uncertainty remains less
than 2% up until 10,000 years. The uncertainties of 235,236,238U are
constant after discharge as their number densities do not change
due to their very long half-lives. The uncertainties for these major
actinides are 1.2%, 1.1%, and 0.0%, respectively. Uncertainties of
plutonium isotopes during cooling are shown in Fig. 14a. For
238,239,240,242Pu, the uncertainties nearly do not change up to 10,000
years and stands between 2% and 3%. A sharp increase in 241Pu
uncertainty is noted after 200 years, rising to about 13% and
remaining constant from 500 to 10,000 years after discharge. We
refined the cooling time steps between 200 and 500 years to
examine the cause of the abrupt increase in 241Pu uncertainty. After
the refinement, we observed the same behavior between 200 and
500 years. The variation of 241Pu number density during cooling
shows that the sharp increase in 241Pu uncertainty is due to theurnup due to (a) nuclear data and (b) modeling parameters.
Fig. 12. Uncertainty of SNF characteristics against burnup due to (a) nuclear data and (b) modeling parameters.
Fig. 13. Uncertainty of uranium number densities against cooling time due to (a) nuclear data and (b) modeling parameters.
Fig. 14. Uncertainty of plutonium number densities against cooling time due to (a) nuclear data and (b) modeling parameters.
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certainty is constant because 241Pu number density remains almost
unchanged. The uncertainties in the minor actinides are illustrated
in Figs. 15a and 16a as a function of cooling time. Uncertainties of243Am and 244,245Cm are constant and remain high at 9%, 9% and
13%, respectively. Uncertainty of 241Am decreases from 3% at 0.1
year to about 1.5% at 10 years, and remains constant up to 1000
years, and then rose to 13% at 10,000 years. Uncertainty of 237Np
Fig. 15. Uncertainty of minor actinides number densities against cooling time due to (a) nuclear data and (b) modeling parameters.
Fig. 16. Uncertainty of curium number densities against cooling time due to (a) nuclear data and (b) modeling parameters.
Fig. 17. Uncertainty of fission products number densities against cooling time due to (a) nuclear data and (b) modeling parameters.
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200 and 10,000 years.
Fig. 17a shows some fission product uncertainties during cool-
ing. 134Cs uncertainty stands at 4% after discharge until 100 yearsand decreases to about 2.5% afterwards. 135Cs uncertainty remains
constant at 0.5% due to its long half-life of 2.3 million years. 137Cs
uncertainty is 0% until 500 years, then it rises to about 4% at 5000
years and decreases to about 2.5% at 10,000 years. 144Ce has an
B. Ebiwonjumi et al. / Nuclear Engineering and Technology 53 (2021) 715e731 729uncertainty of 0% until about 20 years, then the uncertainty in-
creases to 8.5% at 50 years, followed by a decrease to 2.5% at 10,000
years. 154Eu shows constant trend of uncertainty below 0.5% until
200 years, and then the uncertainty increases to about 3% at 500
years. This increase in uncertainty of 137Cs, 144Ce, and 154Eu can be
attributed to the decrease of their number densities. 134Cs, 154Eu,
and 144Ce (and its decay product) are important to SNF decay heat
in the first 10 years of cooling. 137Cs and its decay product is
important to decay heat after 20 years as can be seen in Table 4
where 137Cs and its decay product 137mBa are among the major
decay heat contributors at 23 years.
The uncertainties of radiation source terms during cooling are
contained in Fig. 18a. The activity, decay heat and gamma source
have slightly increasing uncertainties which is within 1% up until
100 years. Moreover, the uncertainties of these three radiation
source terms liewithin 1.5% from 100 to 10,000 years, except for the
gamma source uncertainty which rises to about 4% around
5000e10,000 years. For the activity, decay heat and gamma source,
the maximum uncertainty occurs at long cooling time. For the
decay heat, this trend here is like those observed in previously
analyzed PWR and BWR spent fuel assemblies [6,11]. The fission
products are the major contributor to these source terms at cooling
times up to 100 years. Many of the fission products decay out at
longer cooling times beyond 100 years and the actinides become
the major contributors. The neutron source uncertainty is however
much larger, increasing from 4% at 0.1 year to a maximum of 9% at
around 10 years, and then followed by a decrease to between 4%
and 6%. Fig. 18a shows that the maximum neutron source uncer-
tainty occurs at short cooling time around 10 years where the total
neutron source is dominated by 244Cm (96.6%). In general, the
neutron source uncertainty at less than 100 years is mostly domi-
nated by the uncertainties of the major neutron source 244Cm.4.3. Discussion of nuclear data and modeling parameter induced
uncertainties
The evolution of the modeling parameter induced uncertainties
during burnup and after discharge for the PWR assembly described
in Section 2 are presented in Figs. 7be18b. The results in these
figures are not obtained from the surrogate model discussed in
Sections 3.2 and 4.1. Rather, three hundred (300) STREAM SNF
calculations are performed with all the modeling parameters listed
in Table 1 perturbed simultaneously. The modeling parameter
induced uncertainties are extracted from the statistical processingFig. 18. Uncertainty of SNF characteristics against cooling timof the 300 STREAM results. The modeling parameter induced un-
certainties are first discussed in this section, then the comparison
between the uncertainties caused by nuclear data and the
modeling parameters is discussed.
During burnup, the uncertainties of the nuclide number den-
sities and source terms, due to modeling parameters uncertainties,
are shown in Figs. 7be12b. Fig. 7b shows the uncertainties of ura-
nium isotopes. The uncertainty of 234U slightly increases with
burnup and reaches 1.5% at 36.7 GWd/tU. 234U is very sensitive to
uncertainties in its initial concentration due to its very small initial
amount. Between 0 and 36.7 GWd/tU burnup, 235U uncertainty
rises from 1.25% to 4%, while the uncertainty of 236U decreases from
2.3% to 1.3%. 238U has constant uncertainty of about 1.2%
throughout the irradiation. The uncertainties of uranium isotopes
are likely to have been affected by uncertainty in the fuel enrich-
ment. Plutonium isotopes 238,240,241,242Pu show decreasing uncer-
tainty in Fig. 8bwith values of 4%, 2%, 3.5%, and 2.5%, respectively, at
the end of burnup. 239Pu is very sensitive to the neutron spectrum
and its uncertainty mostly likely is due to uncertainties in the clad
outer radius and fuel radius which can affect the moderation ratio.
The minor actinides uncertainties can be seen in Figs. 9b and 10b.
These display a decreasing trend. Although these uncertainties
remain high at the end of burnup, except for 237Np. 241Am is sen-
sitive to uncertainties in the power history. The curium isotopes are
much more sensitive to uncertainties in the burnup at the end of
irradiation, because they are at the end of the burnup chain. Un-
certainty in the burnup due to modeling parameters is observed to
be less than about 1% at the end of irradiation. Uncertainties of
selected fission products are shown in Fig. 11b. Uncertainties of
134Cs and 154Eu shows some decreasing trend from about 4.5% at 12
GWd/tU to 2.5% and 3.5%, respectively, at the end of burnup. 137Cs
and 144Ce have nearly constant uncertainty of 2% up until 12 GWd/
tU which then decreases to about 1.5% towards the end of irradia-
tion. However, 135Cs has a slightly increasing trend in uncertainty
with a value of 2.5% at 36.7 GWd/tU. The fission products 134Cs and
144Ce are also sensitive to the power history.
The comparison between the uncertainties caused by nuclear
data and the modeling parameters is discussed. Figs. 12 and 18
show that during burnup and cooling, the uncertainties in activ-
ity, decay heat and gamma source are dominated by uncertainties
in the modeling parameters (i.e., fuel design and irradiation his-
tory). For the neutron source, the uncertainties during burnup are
dominated by fuel design and irradiation history uncertainties
whereas during cooling the nuclear data uncertainties dominate.e due to (a) nuclear data and (b) modeling parameters.
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uncertainties due tomodeling parameters are larger during burnup
and cooling. For 237Np, uncertainties due to nuclear data are larger
up to 10 GWd/tU burnup, after which it becomes comparable to
those due to modeling parameters. During cooling, uncertainties
due to modeling parameters are larger. For 243Am, uncertainties
due to modeling parameters are larger up to 10 GWd/tU burnup,
then uncertainties due to nuclear data are larger between 10 and 36
GWd/tU burnup. During cooling, uncertainties due to nuclear data
are larger by a factor of 2.3. For 243,244,245,246,247Cm, the nuclear data
induced uncertainties are larger during cooling. For the fission
products, 154Eu shows a larger modeling parameter induced un-
certainty during burnup and up to 200 years of cooling. In the case
of 135Cs, the modeling parameter induced uncertainties are larger
during burnup and cooling. 134Cs shows a larger nuclear data
induced uncertainty during burnup and cooling. Modeling
parameter induced uncertainties are larger in 137Cs during burnup
and up to 1000 years of cooling. For 144Ce, the modeling parameter
induced uncertainties are larger during burnup and up to 23 years
of cooling. From 50 to 5000 years of cooling, uncertainties due to
nuclear data are larger. In general, it can be seen from the results
that the uncertainties of SNF due to modeling parameters are non-
negligible.
5. Conclusions
Uncertainties are evaluated for a PWR spent fuel assembly
characteristics: isotopic compositions, activity, decay heat, neutron
and gamma sources. The uncertainties in nuclear data (cross sec-
tions and resonance integral parameters) andmodeling parameters
(fuel design and irradiation history information) are propagated by
stochastic sampling. The depletion and source term calculations are
conducted with the neutron transport and depletion capabilities of
the deterministic code STREAM. The SNF characteristics are eval-
uated for burnup up to 36.7 GWd/tU and cooling times up to 10,000
years. Surrogate models are also applied to demonstrate SA and UQ
of SNF due to modeling parameter uncertainties. PCE based sur-
rogatemodel and Sobol’ indices are employed in an 11-dimensional
input parameter problem to analyze the uncertainties and perform
GSA. The surrogate model achieves similar accuracy with small
number of repeated calculations.
For the assembly, at the time of decay heat measurement, 23.2
years of cooling, the calculated decay heat is significantly impacted
by uncertainties in fuel design and irradiation history information
(2.0%). The impact of cross section data and RI uncertainties is 0.7%.
The overall uncertainty on the calculated decay heat is about 2.1%
and it is larger than the experimental uncertainty. The large
calculation uncertainty is dominated by the model parameter un-
certainty. This could be due to (i) the correlations between the
input parameters are not considered; (ii) lack of fuel vendor pro-
prietary information i.e., actual manufacturing tolerances are not
known for the assembly studied; (iii) large input uncertainties of
the model parameters, assumptions of uncertainties and their
PDFs; (iv) lack of consideration of fission yield and decay data un-
certainties. These limitations will be addressed in the future work.
For the nuclear data induced uncertainty, it is observed that the
decay heat uncertainty increases with burnup and the maximum
decay heat uncertainty occurs at longer cooling times when the
actinides become the main contributors. The observed trend of the
decay heat uncertainty due to nuclear data as a function of burnup
and cooling time is almost identical to that of a PWR and BWR spent
fuel assembly analyzed by other authors [6,11].
Though the uncertainties reported here for the assembly
considered are large, it may differ for other enrichments, burnup
ranges and assembly designs. This study shows a computationallyefficient approach for accurately evaluating uncertainties in inte-
gral source terms due to modeling parameter uncertainties. It is
also shown in this study that the impact of fuel design and irradi-
ation history uncertainty can be important (e.g. up to 6% for the
neutron source) and that modeling parameters have non-negligible
impact on SNF isotopic inventory and radiation source terms. The
nuclide number densities, neutron and gamma sources calculated
from perturbed nuclear data and modeling parameters will be
important in applications where the SNF isotopic inventories and
source terms are required such as in SNF cask dose rate analysis,
radiation shielding and nuclear safeguards by non-destructive
assay techniques, for further uncertainty propagation and quanti-
fication studies.
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