Abstract. The fundamental interpolation theorem of Calderón states that a quasilinear operator satisfying, for 1
Introduction and main results
Given four parameters, 1 ≤ p 0 < p 1 ≤ ∞ and 1 ≤ q 0 , q 1 ≤ ∞ with q 0 = q 1 , we say that their reciprocals form an interpolation segment
To each such interpolation segment we define its slope
, and we associate with it the corresponding Calderón operator S σ , defined on nonnegative measurable functions g on (0, ∞) and for t ∈ (0, ∞) by (1.1) S σ g(t) = t Let T be a quasilinear operator acting on the set M(R, µ) of all complex-valued µ-measurable functions defined on some σ-finite nonatomic measure space (R, µ) with values in M(S, ν), where (S, ν) is another such σ-finite nonatomic measure space. We say that T is of joint weak type (p 0 , q 0 ; p 1 , q 1 ) if there is a constant C such that (1.2) (T f ) * (t) ≤ CS σ f * (t) for every f ∈ M(R, µ) and t ∈ (0, ∞), where f * is the nonincreasing rearrangement of f , defined by f * (t) = inf {s > 0; µ({x ∈ R; |f (x)| > s}) ≤ t} , t ∈ [0, ∞).
With the help of the nonincreasing rearrangement we can define the Lorentz endpoint spaces L p,1 , p ∈ [1, ∞), and L q,∞ , q ∈ (1, ∞], on (R, µ) by The operator T is said to be of separate weak types (p 0 , q 0 ) and (p 1 , q 1 ) if it satisfies the endpoint estimates
The notion of joint weak type, introduced by Bennett and Rudnick [1] , allows for a unified treatment of interpolation of weak-type operators. It is known [2, Chapter 4, Theorem 4 .11] that a quasilinear operator is of separate weak types (p 0 , q 0 ) and (p 1 , q 1 ) if and only if it is of joint weak type (p 0 , q 0 ; p 1 , q 1 ).
The fundamental interpolation theorem of Calderón [4] , see also [2, Chapter 3, Theorem 5.7] , describes the action of operators of joint weak type (p 0 , q 0 ; p 1 , q 1 ) on rearrangement-invariant spaces in terms of the boundedness of the Calderón operator on their representation spaces (for precise definitions, see Section 2).
Many important operators are of some joint weak type; to name just one example, let us mention the Riesz potential I γ , defined for some γ ∈ (0, n) on integrable functions on R n by
Then, I γ is of joint weak type (1, n n−γ ; n γ , ∞), or, in other words (due to the abovementioned equivalence), it satisfies the endpoint estimates
On the other hand, there exist other operators which are also of interest, but their endpoint behaviour is different. Consider, for example, the fractional maximal operator M γ , defined for γ ∈ (0, n), a locally integrable function g on R n and x ∈ R n by M γ g(x) := sup
where the supremum is extended over all cubes Q in R n with sides parallel to the coordinate axes and containing the point x. Formally speaking, M γ is also of joint weak type (1, n n−γ ; n γ , ∞), just as I γ , i.e., it also satisfies the endpoint estimates (1.3). But in case of M γ the second estimate in (1.3) is not sharp and contains a considerable loss of information. Indeed, while both the operators behave the same way "near L 1 ", the action of M γ "near L n γ " is essentially better than that of I γ . Precisely, we have
(Recall that L The first main goal of this paper is to fill this gap. We will establish a Calderón-type theorem for quasilinear operators T satisfying, for 1 ≤ p 0 < p 1 ≤ ∞ and 1 < q 0 < ∞,
In our first theorem we show that this is equivalent to saying that T is of joint weakened type (p 0 , q 0 ; p 1 , ∞), by which we mean that there is a constant C such that
for every f ∈ M(R, µ) and t ∈ (0, ∞), where R σ is defined for a locally integrable on (0, ∞) function g and t ∈ (0, ∞) by
Note that in this special case, σ is the interpolation segment corresponding to the
, 0 , and its slope satisfies
. Theorem 1.1. Suppose 1 ≤ p 0 < p 1 ≤ ∞ and 1 < q 0 < ∞. Let T be a quasilinear operator with respect to σ-finite nonatomic measure spaces (R, µ) and (S, ν) and assume that T f is defined for all µ-measurable functions f on R for which R σ f * (1) < ∞. Then T is of joint weakened type (p 0 , q 0 ; p 1 , ∞) if and only if it satisfies (1.5).
Observe that R σ consists of a pair of operators, similarly as the classical Calderón operator (1.1). We can write R σ = R A significant difference from the classical case consists in the fact that the second part, R 2 σ , is not an integral operator. Instead, it is a supremum operator, which is sublinear, but not linear. This fact causes considerable technical difficulties in applications, for example when duality arguments are attempted. We develop a method that enables one to overcome this obstacle. Its key step is the following assertion in which we point out a rather surprising phenomenon (which does not have an analogue in the classical situation): a rearrangement-invariant norm of R σ g is always majorized by a constant multiple of R 1 σ g (with a constant independent of g). Consequently, in norm estimates, the second summand R 2 σ g is redundant and can be neglected. Notably, this is true for absolutely arbitrary rearrangement-invariant norm. Theorem 1.2. Let X be an r.i. space over a σ-finite nonatomic measure space (R, µ). Suppose 1 ≤ p 0 < p 1 ≤ ∞ and 1 < q 0 < ∞ and let m be defined by (1.7). Then there is a positive constant C such that
In particular, there is a C > 0, possibly different from the one above, such that
Now we are in the position to formulate a Calderón-type theorem for operators of joint weakened type. Theorem 1.3. Let X and Y be rearrangement-invariant Banach function spaces over a σ-finite nonatomic measure spaces (R, µ) and (S, ν), respectively. Suppose 1 ≤ p 0 < p 1 ≤ ∞ and 1 < q 0 < ∞. Then the following three conditions are equivalent:
(i) every linear operator which is of joint weakened type
(ii) every quasilinear operator which is of joint weakened type
σ is bounded from X to Y . We shall apply this result to obtaining a characterization of the boundedness of M γ from one rearrangement-invariant space into another. As usual, we denote
Theorem 1.4. Let n ∈ N, 0 < γ < n and let X, Y be two r.i. spaces over R n with respect to the n-dimensional Lebesgue measure dx. Then, M γ is bounded from X to Y if and only if there is a positive constant C such that
It is worth noticing that, in [5] , it was shown that the necessary and sufficient condition for the boundedness of
which is seemingly stronger than (1.9). Theorem 1.4, however, shows that in fact they are equivalent. Using a different, quite indirect, technique, this equivalence also follows from [7, Theorem 3.9] . Finally, we focus on operators whose endpoint behaviour is, in a certain sense, dual to (1.5). Let 1 < p 1 < ∞, 1 ≤ q 0 < q 1 ≤ ∞, and consider an operator T satisfying
and T :
There is plenty of interest in studying operators of such type. For example, by [7, Theorem A], when Ω is a bounded domain in R n , n ≥ 2, with the Lipschitz boundary ∂Ω, k ∈ N, 1 ≤ k ≤ n − 1, X and Y are two r.i. spaces over Ω with respect to the n-dimensional Lebesgue measure, then the Sobolev space W k X(Ω), i.e. the set of all weakly-differentiable functions on Ω whose k-th gradient belongs to X, is continuously embedded into Y if and only if the one-dimensional weighted Hardy operator H n k , defined at nonnegative integrable functions g on (0, 1) by
is bounded from X to Y . It is easy to verify that the endpoint behaviour of
Moreover, when Z is an r.i. space over ∂Ω with respect to the (n − 1)-dimensional Hausdorff measure, then by [6, Theorem 1.1], the natural extension of the boundary trace operator Tr, defined on every u ∈ C(Ω) by
is bounded from W 1 X(Ω) to Z(∂Ω) if and only if the operator T n , defined at nonnegative integrable functions g on (0, 1) by
So, both H n k and T n obey (1.10) for appropriate values of parameters. In other words, if there was available a Calderón theorem for operators satisfying (1.10), then it could be directly applied to obtaining sharp Sobolev embedding theorems as well as boundary trace theorems involving r.i. spaces.
To establish such a theorem is our next objective. This time, however, a pointwise estimate in the spirit of (1.2) or (1.6) would not be sufficiently delicate. We have to replace it by a more subtle integral inequality.
Let 1 < p 1 < ∞ and 1 ≤ q 0 < q 1 ≤ ∞ and let T be a quasilinear operator acting on M(R, µ) with values in M(S, ν). We say that T is of joint strengthened type (1, q 0 ; p 1 , q 1 ), if there is a constant C such that, for every f ∈ M(R, µ), t ∈ (0, ∞),
where U σ is the operator defined on a nonnegative locally integrable on (0, ∞) function g and for t ∈ (0, ∞) by
Note that here σ is the interpolation segment corresponding to the parameters 1, p 1 , q 0 , q 1 , that is, σ = 1,
, and its slope satisfies
Here and throughout, as usual, given p ∈ [1, ∞], we define its conjugate index p by
Theorem 1.5. Suppose 1 < p 1 < ∞ and 1 ≤ q 0 < q 1 ≤ ∞. Let T be a quasilinear operator with respect to σ-finite nonatomic measure spaces (R, µ) and (S, ν) and assume that T f is defined for all µ-measurable functions f on R for which 1 0
Then T is of joint strengthened type (1, q 0 ; p 1 , q 1 ) if and only if it satisfies (1.10).
Our final result is a Calderón-type theorem for operators which satisfy (1.10). Theorem 1.6. Let X and Y be rearrangement-invariant Banach function spaces over σ-finite nonatomic measure spaces (R, µ) and (S, ν), respectively. Suppose 1 < p 1 < ∞ and 1 ≤ q 0 < q 1 ≤ ∞. Then the following three conditions are equivalent:
(i) every linear operator which is of joint strengthened type (1, q 0 ; p 1 , q 1 ) is bounded from X to Y ;
(ii) every quasilinear operator which is of joint strengthened type (1, q 0 ; p 1 , q 1 ) is bounded from X to Y ; (iii) the operator U σ is bounded from X to Y .
In Section 2 we collect all the necessary background material and in Section 3 we prove the theorems.
Proofs are based on some rather delicate inequalities involving integral and supremal operators and estimates of K-functionals for Lorentz endpoint spaces. We also use the characterization of a mixed weak-strong K-functional inequality by Mario Milman [8] . A natural idea may occur that Theorems 1.5 and 1.6 could possibly be obtained from Theorems 1.1 and 1.3 by some direct duality argument. Unfortunately, it is not so; the catch is in the lack of linearity. To overcome this difficulty, we develop a new method which is of independent interest and which will have applications in a more general setting.
Our method does not apply to interpolation segments whose slope is negative. In consequence, certain operators (e.g. the Fourier transform) are ruled out.
Positive constants in inequalities are denoted throughout by c, C; they are understood to be independent of appropriate quantities, but they may change their exact values from line to line. We write A ≈ B to denote cA ≤ B ≤ CA.
Preliminaries
A Banach space X = X(R, µ) of µ-measurable complex-valued functions in M(R, µ), equipped with the norm · X , is said to be a rearrangement-invariant Banach function space (shortly r.i. space) over (R, µ) (or over R with respect to µ) if the following five axioms hold:
for every E ⊂ R with µ(E) < ∞ there exists a constant C E such that
Given an r.i. space X on (R, µ), the set
equipped with the norm
is called the associate space of X. It turns out that X is again an r.i. space over R with respect to µ and that X = X. Furthermore, the Hölder inequality
holds for every f and g in M(R, µ). It will be useful to note that
For instance, for p ∈ [1, ∞), we have (L p,1 ) = L p ,∞ . For every r.i. space X over (R, µ), there exists a unique r.i. space X over (0, ∞) with respect to the one-dimensional Lebesgue measure dt, satisfying
for every f ∈ X. This space, equipped with the norm
is called the representation space of X. A basic property of rearrangements is the Hardy-Littlewood inequality which tells us that, if f, g ∈ M(R, µ), then
We shall also use the Hardy lemma [2, Chapter 2, Proposition 3.6]: Suppose that f and g are nonnegative measurable functions on (0, ∞) satisfying
for every t ∈ (0, ∞). Let h be any nonincreasing nonnegative function on (0, ∞).
An important consequence of Hardy's lemma is the Hardy-Littlewood-Pólya principle stating that if for all t ∈ (0, ∞), we have
then, for every r.i. space X, f X ≤ g X .
Let T be a linear operator on M((0, ∞), dt). We say that T is the associate operator of T if
For any pair of r.i. spaces X, Y , one has
Details and further material on r.i. spaces can be found in [2, Chapter 2]. We finish this section by recording some special results from the theory of interpolation.
Consider a pair (X 0 , X 1 ) of Banach spaces which are compatible in the sense that they are continuously embedded into a common Hausdorff topological vector space. Their K-functional is defined for each f in the vector sum X 0 + X 1 by
Then K(f, t; X 0 , X 1 ) is, as a function of t, quasiconcave on (0, ∞), that is, it is nondecreasing in t, and the function t −1 K(f, t; X 0 , X 1 ) is nonincreasing in t. Note that, for all f ∈ X 0 + X 1 and t ∈ (0, ∞),
In the following proposition, we compute simplified formulae equivalent to Kfunctionals of the Lorentz endpoint spaces which will be needed in the proofs below. This result can be obtained for example from a far more general formula in [9] . For the reader's convenience, we present a simple proof based on the Holmstedt formulae from [2] .
Proof. By the Holmstedt formulae [2, Chapter 5, Theorem 2.1 and Corollary 2.3], we have
Our aim is now to replace f * * with f * . For p 0 ∈ (1, ∞), we have
with some C dependent on σ, while, for every p 0 ∈ [1, ∞),
say. Clearly, by the definition of δ,
we get
In other words,
The converse inequality follows from the pointwise estimate f * * (t) ≥ f * (t), which is true for every f ∈ M(R, µ) and t ∈ (0, ∞) ([2, formula (3.4) on p. 52]). This proves (2.3).
The estimate (2.4) is well known, see for example [3, Exercise 5.7, p. 125], note however that there is a misprint in the formula (missing t δ ) which occurs also in [2, Chapter 5, formula (2.8), p. 308].
It remains to show (2.5). By the Holmstedt formulae, again,
Since q 0 > 1, we have
The converse inequality follows from f * * (t) ≥ f * (t), again. This proves (2.5). The proof of the proposition is complete.
Proofs
Proof of Theorem 1.1. Assume first that T satisfies (1.5). Then, given f ∈ M(R, µ) and t ∈ (0, ∞), we have, by the definition of the K-functional,
By Proposition 2.1,
In particular, deleting the supremum on the left-hand side (i.e. considering s = t q0 ), multiplying both sides by t −1 , applying the resulting inequality to t 1 q 0 in place of t and noting that δ q0 = m, we obtain (T f )
hence T is of joint weakened type (p 0 , q 0 ; p 1 , ∞), as desired. Conversely, assume that T is of joint weakened type (p 0 , q 0 ; p 1 , ∞). By (2.3),
Moreover, it follows from the monotonicity of the K-functional that t 1 q 0 R σ f * (t) is equivalent to a nondecreasing function. Therefore, (1.6), (2.5), the identity mq 0 = δ and (2.3) yield
By [8, Theorem 6.1] , this is equivalent to saying that T satisfies (1.5), as desired.
Before proving Theorem 1.2 we shall state a simple but useful lemma. Its particular case is somewhat hidden in the proof of [7, Theorem 3.9 ]; here we state it explicitly in a more general situation and give a much simpler direct proof. (ii) Let h be a nonnegative and nonincreasing function on (0, ∞) and t ∈ (0, ∞). Then, by (i) and the Hardy-Littlewood inequality (note that β is not positive),
To complete the proof, we have to estimate the latter summand. Another use of the Hardy-Littlewood inequality yields
The expression behind the supremum is a constant multiple of an integral average (with respect to the measure y β dy) of a nonincreasing function, whence it is itself nonincreasing in s. Thus the supremum is attained at s = t, and we get
as desired. The proof of the lemma is complete.
Proof of Theorem 1.2. Let g ∈ M(R, µ) and t ∈ (0, ∞). Then, applying Lemma 3.1 (ii) to β = 0, α = Proof of Theorem 1.3. It is clear that (ii) implies (i) because every linear operator is quasilinear. We show next that (iii) implies (ii). Let T be a quasilinear operator of joint weakened type (p 0 , q 0 ; p 1 , ∞). Then T f is defined whenever R σ f * (1) < ∞, hence whenever f ∈ X, and (T f ) * (t) ≤ CR σ f * (t). Thus, by the definition of the representation space, (1.8) and (iii), we get
whence T is bounded from X to Y , as required.
The proof will thus be complete if we show that (i) implies (iii). We have, for g nonnegative measurable, by the Hardy-Littlewood inequality, 
