Abstract We develop new techniques to summarise and visualise spatial patterns of coincidence in weather events such as more or less heavy precipitation at a network of meteorological stations. The cosine similarity measure, which has a simple probabilistic interpretation for vectors of binary data, is generalised to characterise spatial dependencies of events that may reach different stations with a variable time lag. More specifically, we reduce such patterns into three parameters (dominant time lag, maximum crosssimilarity, and window-maximum similarity) that can easily be computed for each pair of stations in a network. Furthermore, we visualise such three-parameter summaries by using colour-coded maps of dependencies to a given reference station and distance-decay plots for the entire network. Applications to hourly precipitation data from a network of 93 stations in Sweden illustrate how this method can be used to explore spatial patterns in the temporal synchrony of precipitation events.
Introduction
In climate research, considerable attention has long been given to spatio-temporal characteristics of precipitation, temperature, pressure, and other meteorological variables.
Knowledge of such features is critical to reveal dynamics of the physical processes responsible for these patterns (e.g. Gong et al. 2007 ) and also to estimate values for unsampled locations and support assimilation (e.g. Johansson and Chen 2005) . Moreover, it can facilitate development of stochastic climate models and downscaling models of global climate information to regional and local scales (e.g. Haberlandt et al. 2008; Zheng and Katz 2008; Baigorria et al. 2007; Brommundt and Bárdossy 2007; Yang et al. 2005; Buishand and Brandsma 2001; Wilks 1998) . Here, we focus on the need for new techniques to summarise and visualise spatio-temporal patterns in sub-daily meteorological data, particularly hourly precipitation data from a network of stations.
A common approach to summarizing spatial dependencies in data from a network of stations is to compute the ordinary Pearson's correlation for each pair of stations (Robeson and Shein 1997; Gunst 1995) . Such coefficients can then be plotted against distance between stations to illustrate the distancedecay relationships for precipitation (Osborn and Hulme 1997) , temperature (Jones et al. 1997) , surface winds (Achberger et al. 2006) , and other meteorological variables. Strong correlations in daily, monthly, and yearly data can persist over relatively large distances, whereas patterns in distance-decay rates for sub-daily data are normally not as clear. Aghakouchak et al. (2010) noted that occurrence of large amounts of hourly precipitation can exhibit strong spatial dependence for sites up to 10 km apart, whereas other studies have indicated relatively weak dependencies (Serinaldi 2008; Garcia et al. 2002; Barbaliscia et al. 1992) .
The low correlation of contemporaneous sub-daily precipitation data from different meteorological stations can often be explained by the fact that synoptic events such as fronts reach the stations with some time lag. Garcia and co-workers (2002) studied cross-correlations between measurements of hourly precipitation in Spain and demonstrated that the strongest relationship is often found with a time lag that tends to increase with increasing distance. However, the mean time lag being a function of distance alone is rarely so straightforward.
Here, we take the concept of cosine similarity (Tan et al. 2006) as the point of departure for a comprehensive yet simple procedure to describe spatio-temporal patterns in sub-daily weather data. This concept is widely used in data mining to quantify the similarity of two vectors, and we apply it to vectors representing the occurrence of extreme precipitation events. In analogy with Pearson's crosscorrelation, we also introduce the concept of crosssimilarity. Furthermore, we present a procedure in which cross-similarities over a study area are summarised and visualised by introducing three representative parameters: the dominant time lag, the maximum cross-similarity, and a parameter we refer to as the window-maximum similarity.
In this study, we test our methods on a set of hourly precipitation data collected in Sweden. The climate of Scandinavia is highly influenced by the proximity of the region to the North Atlantic and the Baltic Sea, which gives rise to maritime conditions. Annual mean precipitation in Sweden ranges from 500 to 800 mm, with larger amounts in the mountainous areas in the northern part of the country (up to 2,000 mm) and in the south-west (1,000-1,200 mm), as well as along the eastern coast where rainfall is enhanced in some areas with rather steep drops (Vedin and Raab 1995) . Summer precipitation is often characterised by heavy rainfall and hail events that are related to augmented convective activity that gives substantial amounts of short-term precipitation (SMHI 2009) . Precipitation is strongly linked to the largescale atmospheric circulation over Northern Europe and the North Atlantic Region. The Icelandic Low, the Azores High, and the winter high and summer low over Russia govern the tracks and characteristics of the pressure systems passing through the region. Orography and the presence of the coastline further differentiate the regional climate variability, and the North Atlantic Oscillation causes such variability on varying time scales, especially during winter (e.g. Hurrel and Deser 2009; Hurrel et al. 2003; Linderson 2003; Uvo 2003) . Precipitation over Sweden is also affected by factors such as a cyclonic/anti-cyclonic structure over the British Isles, which gives rise to a pronounced influence from the Baltic Sea (Busuioc et al. 2001) . Hellström (2005) found that extreme precipitation in Sweden occurs predominantly under a cyclonic atmospheric circulation pattern, often in combination with southerly winds. Gustafsson and Rayner (2010) analysed extreme precipitation events in southern Sweden and noted that the Baltic Sea and coastal land areas constitute important source regions in that context.
Methodology
Our procedure for exploring spatio-temporal characteristics of hourly precipitation data involves three steps. First, crosssimilarities are calculated for all pairs of stations. Thereafter, the computed cross-similarities are summarised by computing dominant time lag, maximum cross-similarity, and window-maximum similarity. Finally, the spatial distribution of these parameters is visualised using distance-decay plots and colour-coded maps illustrating the crosssimilarities for all pairs, given a reference station.
Cosine similarity
The cosine similarity of two vectors x0(x 1 , x 2 , …, x n ) and y0(y 1 , y 2 , …, y n ) is defined as cossimðx; yÞ ¼
Geometrically, this measure can be interpreted as the cosine of the angle between x and y. Furthermore, it can be noted that, for binary vectors x* and y*, the cosine similarity
is a simple function of three relative frequencies. Now, let (x, y) be a sequence of observations of a bivariate random vector (X, Y) and let x* and y* represent exceedances of a threshold u, i.e. set
The cosine similarity of x* and y* can then be regarded as an estimate of
i.e. the geometric mean of two conditional probabilities representing the coincidence of two events.
Cosine cross-similarity
The cosine similarity measure of binary data can be generalised to a cosine cross-similarity function by considering the coincidence of time-lagged events. 
where d is a time lag that can be positive or negative.
Maximum cross-similarity and dominant lag
The maximum cosine cross-similarity
of two binary vectors x* and y* is a measure that can be used to describe the strength of the spatial dependence of two types of events, regardless of the time lag at which they occur. In formula 4, we consider the maximum over all possible time lags. However, this maximum can also be computed over a user-defined range covering all time lags of practical interest.
The dominant lag
is the time lag for which the cross-similarity reaches its maximum. If this lag is not uniquely determined, we set the dominant lag to the smallest lag for which the maximum cross-similarity is achieved.
Window-maximum similarity
The concept of window-maximum similarity is introduced to measure the coincidence of events that occur with varying time lags. For a given window length h and a pair of binary vectors x* and y*, we first construct a new pair of binary vectors x** and y** by setting Then we compute the cosine similarity of x** and y**. This window-maximum similarity is particularly suitable for quantifying the coincidence of events in weather data with high temporal resolution, because the synoptic events under consideration often reach a given pair of stations with varying time lag.
When (x, y) is a sequence of observations of a bivariate random vector (X, Y), and x* and y* represent exceedances of a threshold u, the window-maximum similarity of x* and y* can be regarded as an estimate of
Cosine similarity and Pearson's correlation
The cosine similarity measure and Pearson's sample correlation coefficient
for a set of observations of a bivariate random vector (X, Y) are closely related to each other but not identical. More specifically, Pearson's correlation is equal to the cosine similarity computed for data normalised to a mean of zero. Moreover, standard calculations show that, for binary observations representing exceedances of a threshold u, Pearson's correlation can be regarded as an estimate of 
For binary data representing exceedances of a threshold u, this measure is closely related to the previously defined cosine cross-similarity. More explicitly, the two measures satisfy an equation of the form
where a and b are estimates of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
, respectively. This implies that the dominating lag is the same for the cosine cross-similarity and Pearson's cross-correlation. Furthermore, the cross-correlation approaches the cross-similarity when the threshold u tends to infinity.
Swedish hourly precipitation data
Hourly precipitation data from 93 meteorological stations spread throughout Sweden were procured from the Swedish Meteorological and Hydrological Institute (SMHI). The time span of the data was from 1996 to 2008, and we limited our analysis to station series with data covering at least 70% of this period. The coverage was considerably higher than 70% for a majority of the selected stations, and the fraction of missing values was less than 10% for 78 stations. We also noted that the raw data contained a small number of what were most likely unrealistic outliers (>100 mm/h), which we removed. For a detailed description of the selected data and the initial adjustments that were performed, see Jeong et al. (2011) and Wern and German (2009) .
4 Application to the Swedish data 4.1 Cross-similarity curves Cross-similarity curves were computed for all pairs of the 93 investigated stations. Figure 1 illustrates those curves for two pairs representing, respectively, two stations far apart (430 km) and two close to each other (12 km). In particular, it can be noted that the curves have a single peak and that the cross-similarity decreases with increasing time lag. Visual inspection of cross-similarity curves for a large set of station pairs revealed that almost all pairs exhibited the same characteristics, although the peaks tended to flatten out and become difficult to identify for pairs located farther apart. Moreover, stations close together had cross-similarity peaks at a time lag close to zero, whereas stations far apart exhibited peaks at time lags up to 24 h. Figure 1 indicates that, regardless of the spatial distance between investigated stations, the cross-similarity normally decreases with the intensity of the precipitation event. This was confirmed by examining a large number of station pairs. Fig. 1 Curves of cosine crosssimilarity for one pair of stations located 430 km (a) apart and another 12 km apart (b) and four precipitation thresholds (0, 1, 2, and 3 mm/h) Fig. 2 Window-maximum similarity for the same two pairs of stations and thresholds as shown in Fig. 1 However, as shown in Fig. 1 , the cross-similarity can also be substantial for high thresholds, provided the stations are sufficiently close to each other.
Inspection of the maximum cross-similarity for station pairs belonging to a homogeneous network of stations showed that the spatial pattern of this parameter is similar to that of the maximum Pearson's cross-correlation. This is a direct consequence of formula 9, and the fact that the coefficients a and b in this formula represent characteristics of the marginal distributions. For a heterogeneous network, in which the marginal distributions of extreme events may be quite different, the patterns of maximum cross-similarity and cross-correlation can differ substantially.
The window-maximum similarity always increases with increasing window length. As shown in Fig. 2 , there is also a tendency for this increase to slow down after a certain time lag. This was expected, considering that the spatial dependence will not increase as much when the window already contains the peak of the cross-similarity curve. In our dataset, the dominant time lag normally varied from a few to about 15 h and was invariably less than 24 h. This illustrates the general speed at which rain belts move in Sweden.
Summaries of cross-similarities to a reference station
To be able to summarise cross-similarity data for many pairs of stations, we reduced the cross-similarity curves to the three parameters introduced in section 2: the dominant time lag, the maximum cross-similarity, and the windowmaximum similarity. Table 1 shows these parameters for the two pairs of stations illustrated in Fig. 1 . Information about dominant time lag, maximum cross-similarity, and window-maximum similarity for all pairs with a fixed reference station is preferably presented as colour-coded maps.
Figures 3 and 4 show maps summarizing the spatial dependence of precipitation events between one reference station in southern Sweden, one in northern Sweden, and all other stations. In both figures, the dominant time lag is generally negative for stations located south-west of the reference station and positive for stations north-east of it. Moreover, the dominant time lag gradually changes from about -20 to 20 h, thus illustrating the speed and dominant direction of movement of weather systems in the country. The maps of maximum crosssimilarities show the spatial dependence of precipitation events at the dominant time lag. For both reference stations, there is decreasing dependence with increasing separation distance. For hourly precipitation events exceeding 2 mm, the dependence disappears after a short distance, indicating that intense precipitation events occur on a rather local scale. Repeated visual inspection of a large collection of summary maps of the type shown in Figs. 3 and 4 reveals similar patterns. This means that it is possible to retrieve the main characteristics of spatial dependencies by exploring a small number of summary maps.
Summary of cross-similarities for a network of stations
In order to explore the spatial dependence of precipitation events for all pairs of stations in a given network, we plotted the three cross-similarity parameters introduced in section 2 against distance. As expected, the absolute value of the dominant time lag increased with the distance to the reference station. However, there were also other spatio-temporal patterns of interest. Figure 5 shows that the markers of the investigated pairs of stations are concentrated along a straight line with a slope of 2.5 h/100 km for precipitation amounts exceeding 2 mm, and a slope of 2 h/100 km when considering all precipitation events. In addition, very few markers are above the lines representing slopes of 3.5 and 2.5 h/100 km, respectively. The higher slope for larger amounts of precipitation indicates that such events are associated with weather systems such as fronts moving relatively slowly across the study area.
Typical relationships between window-maximum similarities and the distance between stations are illustrated in Fig. 6 . It seems that these measures of spatial dependence normally decrease with distance but remain clearly above Fig. 4 Summary maps representing dominant time lag, maximum cross-similarity, and 24-h window-maximum similarity for hourly precipitation data from all pairs of stations in relation to a reference station in Northern Sweden (black circles). Thresholds of precipitation events were set to 0 and 2 mm/h, respectively zero even for stations that are far apart. Furthermore, it can be noted that the subsets of markers representing different window lengths are generally well separated. Closer examination of deviating pairs of stations reveals that they represent highland areas, where the topographic conditions can distort overall spatial dependencies.
The maps in Figs. 3 and 4 indicate that the windowmaximum similarity is significantly greater than the maximum cross-similarity. Figure 6 shows more generally how this similarity measure varies with distance between stations, window length, and intensity of the precipitation event under consideration. The difference in distancedecay relationships between the two precipitation amounts can be explained by the fact that heavy precipitation events typically occur in relatively small areas.
Seasonal patterns of cross-similarity
The similarity measures introduced in section 2 can be used to reveal seasonal patterns of spatio-temporal dependencies. We investigated the presence of those patterns in summer (April to September, AMJJAS) and winter (October to March, ONDJFM) separately.
When the threshold was set to zero, we noted a clear summer-winter difference in the window-maximum similarities and maximum cross-similarities. This is illustrated in Figs. 7 and 8 , what show similarities between a reference station in southern Sweden and all other stations. Furthermore, we observed that the dominant time lags increased more rapidly with distance in summer than in winter. Closer examination of the dominant time lags indicates that Fig. 6 Distance-decay relationships for windowmaximum similarities computed for four window lengths (1, 3, 12 , and 24 h) and two precipitation thresholds 0 (a) and 2 mm/h (b) Fig. 7 Summary maps of dominant time lag, maximum cross-similarity, and windowmaximum similarity for summer for two precipitation thresholds (0 and 2 mm/h). The reference station in southern Sweden (black circles) is the same in all maps Fig. 8 Summary maps of dominant time lag, maximum cross-similarity, and windowmaximum similarity for winter for two precipitation thresholds (0 and 2 mm/h). The reference station in southern Sweden (black circles) is the same in all maps Fig. 9 Relationship between dominant time lag and station separation distance and two precipitation thresholds 0 mm/h (left) and 2 mm/h (right) in summer and winter movement of weather systems from the south-west towards the north-east is the main pattern in both seasons. However, there is a noticeable difference for a group of stations in western Sweden. The results obtained for a precipitation threshold of 2 mm/h are more uncertain due to the relatively small number of those events. In particular, our findings show that the dominant time lag can vary significantly for stations located far apart.
The plots shown in Fig. 9 show that the dominant lag increases more rapidly in summer than in winter in relation to distance between stations. This indicates that weather systems move more slowly and/or take irregular pathways in summer. Furthermore, it is worth noting that, regardless of the threshold, precipitation events exhibit a wider range of dominant time lags in winter. Figure 10 shows that the distance-decay relationships are similar in summer and winter. However, the windowmaximum similarity is larger in summer for distances exceeding 500 km. In addition, it is apparent that the relationships are not as clear in winter, partly due to the small number of heavy precipitation events during this season.
Discussion and conclusions
Hourly precipitation records for a network of meteorological stations can exhibit very complex spatio-temporal patterns.
Here, we have presented a procedure that enables efficient exploration of the coincidence of precipitation events of varying intensity in a network of stations. In particular, we have shown how spatial dependencies in temporally synchronised precipitation events can be effectively summarised and visualised.
Cosine similarity is a measure of dependence that is widely used in data mining, especially text mining (Tan et al. 2006) , but is applied to a much lesser extent in geosciences, where correlograms and variograms are the key concepts for spatio-temporal modelling (Diggle and Ribeiro 2007; Chen et al. 2007 ). We chose cosine similarity as the point of departure in our study for two reasons: (1) we were interested in binary data representing the occurrence of specific weather events; (2) in contrast to Pearson's correlation, cosine similarity has a simple probabilistic interpretation when the underlying data are binary time series. Accordingly, the generalization to cross-similarities of events recorded at two stations followed the same line as the generalization of correlation to cross-correlation. By further generalizing the cross-similarity to window-maximum similarity, we were able to handle the fact that a certain type of event can appear at two stations with a variable time lag.
From a computational point of view, it is easy to produce a large number of cross-similarity functions. However, interpretation of the results that are obtained can be greatly facilitated by reducing the spatio-temporal patterns to a Fig. 10 Distance-decay relationships for windowmaximum similarities computed for four window lengths (1, 3, 12, and 24 h) and two precipitation thresholds 0 mm/h (left) and 2 mm/h (right) in summer and winter small number of characteristics for each station pair. Therefore, we introduced a three-parameter summary comprising dominant time lag, maximum cross-similarity, and windowmaximum similarity. Furthermore, we proposed colourcoded maps and distance-decay plots to visualise the information in these summaries. The colour-coded maps are particularly useful to investigate anisotropy and how similarities vary in relation to the location of the reference station. The distance-decay plots offer the benefit of providing a comprehensive overview of spatial dependencies for the entire network.
By applying our technique to hourly precipitation records acquired from a network of stations in Sweden, we found that this procedure can reveal important characteristics of the spatial and temporal coincidence of precipitation events. The colour-coded maps of dominant time lags in Figs. 3 and 4 show how precipitation-generating weather systems normally move across Sweden, driven primarily by the prevailing south-westerly winds. It supports results of Hellström (2005) . In addition, the distance-decay plots in Fig. 6 reveal that the spatial dependence of heavy precipitation events was significant up to a distance of about 200 km between stations, although it was considerably weaker than that of precipitation events in general. Our examination of seasonal patterns in the dependence structure demonstrated that the methods we have proposed can enable a rapid comparison of spatio-temporal features of different subsets of binary data.
It might be of interest to construct confidence intervals for cosine cross-similarity and summarizing parameters, and also to define a decorrelation distance between stations. In general, it would be possible to estimate such confidence intervals by using a bootstrap method. However, there is no straightforward approach indicating how hourly precipitation data should be treated in order to ensure independent identically distributed values, because, when considering the Swedish climate, such data show some regional differences and also exhibit distinct diurnal and seasonal cycles, as well as autocorrelation.
This study was devoted solely to observational precipitation data. However, the methods can also be used to support development, improvement, and validation of highresolution precipitation models (Haberlandt et al. 2008) , as well as regional climate models such as the RCA3 run by the Rossby Centre at the SMHI. In its simplest form, the modelling support may be confined to visual comparison of three-parameter summaries of observational data and model outputs. However, if an objective function is used to optimise inter-site dependence in model outputs (Haberlandt et al. 2008) , parameters like window-maximum similarity can be incorporated into that function.
More generally, cosine similarity and cosine crosssimilarity of precipitation events with 0 mm/h threshold measure inter-site dependence of precipitation occurrence and might represent an alternative to the correlation of Gaussian process often used in simulation of precipitation occurrence in multi-site rainfall generators. Such correlation matrices need adjustments to represent observed dependence in rainfall fields accurately (Wilks 1998; Serinaldi 2009; Brissette et al. 2007) . A further study of linear relationship between cosine similarity and Pearson's correlation (Eq. 9) might help to define a simple form of these adjustments. Altogether, there would be a further need to analyse here provided dependence measures in the context of multisite precipitation generation.
