Abstract-As the 5G technology is expected to impact the mobile network and associated ecosystems, appropriate guarantees for the service quality can maximize the ability of Virtual Network Functions (VNF) and Network Services (NS). This implies the utilization of Service Level Agreements (SLA) to ensure that the NSs are provided in an efficient and controllable way. However, the complexity of determining resource provision policies in such multimodal environments as well as the characteristics and properties of various VNFs and NSs, results to custom SLAs that do not consider all aspects of the 5G environment. In this paper we propose an SLA Management Framework to map high-level requirements expressed by users, to low-level resource network parameters to improve the service provider's ability to meet the corresponding SLA commitments. In addition, we consider a mechanism for dynamic SLA Templates generation with initial Service Level Objectives (SLO) tailored to each service provider.
INTRODUCTION
The technology revolution of the 21st Century has opened the avenues towards many possibilities. The move into the future would require an evolution in networks to meet the enhanced needs of the future. The evolution to 5G networks would mean that the usage of the data will be met by an increasing network quality [1] . In recent years, Software Defined and 5G Networks -a combination of SoftwareDefined Networking (SDN) and Network Function Virtualization (NFV) -is a significant area of research and innovation. Major network and service providers predict that, by 2020, 70% of deployed networks will rely on cloud infrastructures, virtual network functions, as well as multidomain SDN controllers [2] . In the 5G context, everything tends to be offered as a service, whether it is infrastructures, platforms or software, following the cloud softwareplatform-infrastructure model [3] . Though, 5G also introduces new critical challenges, such as hosting different services with possibly conflicting requirements on the same infrastructure. The network slicing concept is expected to be one of the technical solutions to these challenges. Infrastructure and Service providers need to implement radically new admission control policies, in order to decide on network slices requests, according to signed Service Level Agreements (SLA).
When implementing such policies, providers may apply forecasting techniques in order to adjust the allocated slice resources so as to significantly improve the network utilization while meeting network slices' SLAs [29] .
Therefore, the current vision and research challenges in 5G goes beyond the focus of the underlying infrastructure, towards the stakeholders of the ecosystem, including SLA Management, as highlighted in [4] . The management of such a virtualized network focuses on maintaining acceptable quality. Quality of Service (QoS) expectations are driving end-users to negotiate specific QoS levels with their service providers and therefore make QoS provisioning and management a very important and challenging field in distributed environments. Considering that the quality requirements submitted by the end-user are stated into the SLA, the thing that becomes essential for the service providers prior to signing, refers to an estimation of the resources needed to fulfill the user's requirements for every network service. Once the network is virtualized, the SDN controller can configure network devices as quickly as new VMs [5] . As a result, SDNs, enable SLAs to cover the new dynamic nature of the data and reduce the time and costs to deploy new compute resources. From the service provider's perspective, the benefits include cutting down the time to deploy a new service, lower costs and as a result to increase profitability and improve customer's satisfaction. From a customer's perspective, they get an on-demand virtual environment and the Information Technology services they need in an instance [6] .
Considering the problem mentioned above, in this paper we describe the architecture of an SLA Management Framework under development in the EU-funded project 5GTANGO [7] . The SLA Framework incorporates an approach for mapping the high-level requirements (expressed by the end users) to low-level policy (i.e. resource) parameters, as described in [8] . Artificial Intelligence algorithms allows the automated identification of relationships and dependencies between different parameters of datasets. For that reason, such approaches are exploited in the context of SLA mapping, given the need to correlate input parameters (i.e. SLA high level requirements) with output parameters (i.e. policy-related low-level network attributes) [9] . To that end, the proposed approach considers an Artificial Neural Network (ANN)
[10] as a black box approach with the major advantages. These refer to the limited amount of information needed to be trained and the generic and flexible nature of the ANNs, which makes them easily adaptable to different software components (such as VNFs and NSs). Moreover, the proposed framework includes a mechanism that generates SLA Templates in a dynamic way, by analyzing Service Provider's historical data and suggesting the most important QoS parameters for specific VNFs and NSs. As a result, there is an evolution from generalized SLA Templates to tailored ones.
The remaining of the paper is structured as follows. In Section II, similar approaches in the related field are presented, while in Section III a preliminary reference is made on the SLA life-cycle in 5G networks. Section IV introduces the overall architecture of the presented SLA framework. In Section V we present the functionality of each component included in the SLA Management Framework and at the Section VI we describe in detail the workflow of the framework. Finally, the paper concludes with some thoughts for future work and potentials for the current research.
II. RELATED WORK
Active and advanced work has been conducted on SLA management for Cloud infrastructure and as implied for 5G infrastructure. In this direction, there are several approaches and solutions for mechanisms that handle QoS parameters, to optimize the selection process within a workflow. A framework for incorporating QoS in Grid applications is discussed in [11] . In this paper, a performance model to estimate the response time and a pricing model for determining the price of a job execution is used. In recent cloud-related we have witnessed the emergence of a new category which is the mapping of SLA between Service Provider, Infrastructure Provider and end users [12] . A brief description, similar to our work, is presented in [8] . In this case, the authors presented an approach for mapping the high-level end-user requirements to the low-level policy parameters, as briefly described, and also proposed a mechanism for suggesting the most important QoS parameters to the Service/Infrastructure Provider, in order to achieve better QoS assurance. Moreover, a baseline for our work, was derived through the [13] , where an architecture design of life cycle-based SLA Management is described. Another interesting work is presented in [14] , where the importance of applying ANNs in the service-oriented field is demonstrated. In this approach, the main goal of the ANN is to set up technical targets of design attributes of web service systems, in terms of quality goals. Furthermore, in [15] , the LoM2HiS framework is presented. In this case, the authors provide a framework that implements the reverse process of the one that we suggest, where the translation of low level parameters to high-level requirements that are used in cloud SLAs is achieved. Furthermore, more details regarding the requirements mapping can be found in [16] [17] . A generic black box approach, based on ANNs is used to perform the aforementioned translation between low and high-level requirements.
III. SLAS IN 5G
The SLA lifecycle is an important part of the provision of services, especially in 5G networks. SLA Management is a dynamic process that consists of three main phases: a) Selection, b) Operation and c) Termination [18] . Selection of different network services is triggered by business aspects, being the basis to different QoS parameters, which can also be described as requirements of final SLA. The selection of a network Service Provider (SP) depends on the desired Network Service (NS), its properties, budget constraints etc. QoS expectations are driving end-users to negotiate specific QoS levels with their service providers. After a successful negotiation process, an SLA is formed to describe the agreed QoS parameters. The final SLA is being monitored with real-time usage data, to avoid or/and manage unexpected violations. The whole process of defining the requirements, negotiation and management of the SLA, is described as the SLA life cycle [19] [20] .
In the 5G domain, the SLAs lifecycle is managed by the corresponding service platforms of 5G environments. Such a platform is developed by 5GTANGO, which is an EUfunded Innovation Action [21] that enables the flexible programmability of 5G networks with:
• an NFV-enabled Service Development Kit (SDK)
• a Catalogue with advanced validation and verification mechanisms for VNFs/Network Services qualification (including 3rd party contributions)
• a modular Service Platform with an innovative orchestrator so it can bridge the gap between business needs and network operational management systems.
The service platform of 5GTANGO, provides the service and function orchestration features, plus all the needed complementary and supporting features, like slice management, policy and SLA management, user access management and infrastructure adapter, as well as monitoring functionalities.
IV. SLA MANAGEMENT FRAMEWORK
The proposed SLA Management Framework is part of the 5GTANGO Service Platform and interacts with the Service/Infrastructure Provider, the end-user -that may be a developer of VNFs and NSs, or/and the service consumerthe Policy Management Framework and the Monitoring Framework. The framework should consider two phases: pre-deployment phase (SLA Template Management) and post-deployment phase (SLA Information Management). Fig.1 presents the architecture of the Framework. The major architectural components are going to be described in detail at the following sections. Briefly, the SLA Template Management component is responsible for receiving all the appropriate information from different stakeholders and formulate a Service Level Agreement in an efficient way. In addition, it is responsible for the mapping of high-level requirements to low-level resource attributes, through a Mapping Mechanism. On the contrary, the SLA Information Management takes place during the NS runtime, and is responsible for obtaining historical monitoring data, analyze them and make any adaption if necessary to the SLA mapping results.
A. Internal Architecture

B. Related Entities
As mentioned above, the SLA Management Framework that is presented in this paper is part of the 5GTANGO service platform. The roles and entities that are expected to take part in the SLA management process are the service/infrastructure provider, and the end-user. Moreover, key entities for the SLA Management Framework are the Policies Framework and Monitoring Framework of the 5GTANGO SP, as shown in Fig.2 . In order to enable to provision of a NS with the corresponding quality requirements tailored to it, SLA management should provide mechanisms to capture its network-related parameters reflecting the corresponding quality levels [22] . These may be included in policy rules as the Service Provider is able to modify them accordingly, through updating existing ones. The role of the policy rules and expressions are vital to the mapping mechanism as they give specific low-level parameters regarding the NS/VNF. Finally, the SLA Management Framework interacts with the Monitoring Management Framework [23] , in order to be optimized. 
A. SLA Template Management
The SLA Template Management component, is responsible for receiving the appropriate dataset from different stakeholders (e.g. service provider, end-user), analyze them, map them and formulate a SLA Template and b) a signed (final) SLA, in an automated and efficient way.
1) SLA Template Generator:
In a scenario like 5GTANGO a valuable part of the SLA Management Framework is the SLA Generator that firstly creates the SLA templates for the Service/Infrastructure Provider, and secondly formulates the final SLA itself. The Generator, as described in Fig. 3 , should be able to obtain a set of policies for the specific NS by the Policy Framework, as well as service/infrastructure provider's historical information by the Monitoring Framework (i.e. NS performance data, resource parameters preferences). The purpose of that, is to be able to analyze and correlate them, in a way that can formulate a generalized SLA Template with initial objectives about the NS. The analysis mentioned above is planned to use Artificial Intelligence (AI). Firstly, clustering algorithms should be applied, to assign a set of observations (i.e. a dataset as described before) into subsets (i.e. clusters) so that observations in the same cluster are similar in some sense [25] [26] . Then, a classification model should be developed, in order to come up to a conclusion from the observed subsets [26] .
2) SLA Mapping Mechanism: The SLA Mapping Mechanism (MM) is responsible for the mapping between the high-level requirements described by the end-user and the low-level requirements described by the service provider The mechanism decomposes the service level objectives to associated policies for runtime QoS enforcement. More specifically, the MM obtains a set of policies from the Policy Manager, a set of low-level requirements from the service provider and a set of high-level requirements from the end-user, based on the NS being selected. The datasets are used to compose, aggregate, or convert the low-level metrics to high-level SLA parameters. As a result, the outputs of the mapping mechanism are explicit SLA parameters and metrics. The output is categorized between simple and complex mapping results. A simple mapping result maps "end-to-end", from low-level to high-level. For instance, mapping low-level metric "disk space" to highlevel SLA parameter "storage". Complex mapping results contain predefined formulations for the calculation of specific SLA parameters, using the low-level resource metrics. Table 1 , presents a complex mapping result.
The MM is based on unsupervised learning, using an Artificial Neural Network (ANN) [24] . ANNs can be applied to solve the translation problem, through directly mapping the service specific SLOs, to resource attributes. Since they represent a black box approach, ANNs are perfect for usage in an environment where information is not easily relayed from one entity to another. Besides, ANNs do not need any knowledge regarding the internal structure of the NSs. They only need inputs and outputs of the model, which are available as they are the prior terms that are used between the roles described above. The major advantage of the proposed approach is the limited amount of information that is needed and the generic and flexible nature of ANNs [27] . In addition, they are perfect candidates for mapping, as the influence of high-level network service requirements (i.e. workload parameters from the end-user), and the changes in low-level require ments are reflecting at the changes in the ANN output. Although, it is worth mentioning that they need a representative dataset of executions. Using these data, the network weights are determined in order to identify complex, linear or non-linear dependencies of the output from the inputs [28] . By having such a correlating function, one parameter can be dynamically mapped to another as depicted in Fig.4 . The aim of the MM is to create these mapping rules, in a generic way in order to be used even outside the 5GTANGO Service Platform.
3) SLA Parameter Analyzer: The SLA Parameter Analyzer is responsible to decide whether the process of the mapping mechanism should take place or not. The decision is taken after the component searches into the mapping repository (see next section) and check if there is already a correlation between the input parameters and the stored mapping results.
B. SLA Information Management
The SLA Information Management, as previously mentioned, takes place after the successful deployment of the NS and it is mainly responsible to optimize the mapping results. In detail, the component obtains historical monitoring data for the deployed NS, as well as resource parameters preferences. After that, it should be decided whether there is any breach of contract between the mapping results stored in the Mapping Repository, and the actual monitoring data. Specifically, the SLA Monitor Analyzer component, compares the QoS parameters from the Mapping Repository, with the computed monitoring data, and then calculates the delta between them. If delta is more than "0", the MȂ will obtain the monitoring feedback as an additional dataset and re-do the mapping process, as described in the section "SLA Mapping Mechanism".
C. SLA Mapping Repository
The SLA Mapping Repository is responsible for keeping all the produced mapping results from the Mapping Mechanism component. More specific, it will store the correlations between the high-level and the low-level requirements.
VI. SLA MANAGEMENT WORKFLOW
In order for a network service to be deployed in the service provider's infrastructure, several steps should be done with regards to the performance estimation and the required quality, that should be agreed and signed in the final SLA, as shown in Fig. 5 .
A. SLA Template Generation Process
During the SLA template timeline an initial SLA template will be formulated for the service provider. The SLA Generator will analyze the metadata that are attached in every NS and generate a structured and at the same time generic SLA template. provider to the end-user. In sequel and based on the user's business requirements, the SLA might be accepted and signed as is or a new negotiation process (with updated QoS parameters) might be triggered • Part II (a): Once the SLA Manager gather all the appropriate datasets, checks if there is already a combination in the Mapping Repository, between the latter and already existing mapping results, in order to decide whether the process of the mapping mechanism should be done again or not. In case the provider's lowlevel requirements and policies takes place. The aim is to foresee the performance estimation and the required quality that should be agreed and signed in the SLA.
• Part II (b): In case there is already a combination between the input dataset (requirements obtained from the service provider and the End-User) and the stored mapping results, the SLA Manager bypasses the mapping process and dynamically creates the SLA.
C. Overall SLA Compilation
At the current subsection, a combination of all the above mechanisms is described, in order to present step-by-step, the formulation of an SLA. Given that the VNFs/NS will be accessible through a catalogue, the latter will propose the corresponding VNFs/NSs based on the service/infrastructure providers' requirements and constraints. Based on the above, the following steps are followed as shown in Fig.6: 1) The Service/Infrastructure Provider selects VNF/NS from 5GTANGO Catalogue in order to be deployed.
2) The required datasets are defined through the Parameter Analyzer: a) Service/Infrastructure Provider defines a set of low-level requirements -. resource parameters b) End-User defines a set of high-level requirements -VNF/NS workload parameters. c) The Policy Management Framework provide policy rules and expressions for the selected NS.
3) The SLA Template is generated and being accessible to the provider for further use. 4) The Mapping Mechanism correlates the datasets to predict the QoS parameters (i.e. output) in order to be included to the final SLA. 5) The mapping results are getting stored to the Mapping Repository, as well as the SLA Generator obtain them in order to formulate the final SLA. 6) With repetitive flow, and considering the SLA lifecycle, the SLA Management Framework obtains monitoring information to optimize the overall process
CONCLUSIONS AND FUTURE WORK
The mapping problem between high-level requirements (workload and QoS) and low-level recourse attributes, is a challenging problem in virtualized environments as in the 5G domain. An effective SLA is the key to ensure that a service/infrastructure provider delivers the agreed QoS terms of Network Services to the end-user.
In this paper, we have presented an SLA Management Framework enabling translation of service-level parameters (workload and QoS) to resource-level attributes. The framework exploits a generic approach that is based on ANNs, placing the framework as a mediator between Service Providers and end-users, with the intention to estimate how many recourses are needed for a Network Service instance with specific QoS levels. Moreover, the framework exploits a template generation mechanism to ensure that the proposed SLAs are tailored to the corresponding VNFs and NSs and their management is performed according to their specific parameters. The next step refers to the extension of the framework to enable QoS enforcement and triggering of actions to adapt the infrastructure accordingly in runtime.
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