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CONVERGENCE AND STOCHASTIC HOMOGENIZATION OF A CLASS OF
NONLINEAR TIME DELAYS REACTION-DIFFUSION EQUATIONS
OMAR ANZA HAFSA, JEAN PHILIPPE MANDALLENA, AND GE´RARD MICHAILLE
Abstract. Stability under a variational convergence of nonlinear time delays reaction-diffusion equa-
tions is discussed. Problems considered cover various models of population dynamics or diseases in
heterogeneous environments where delays terms may depend on the space variable. As a consequence
a stochastic homogenization theorem is established and applied to vector disease and logistic models.
The results illustrate the interplay between the growth rates and the time delays which are mixed in
the homogenized model.
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1
2 CONVERGENCE OF A CLASS OF NONLINEAR TIME DELAYS REACTION-DIFFUSION EQUATIONS
1. Introduction
In this paper we continue to investigate further the convergence of reaction-diffusion problems dis-
cussed in [2], extending it to the case when the reaction term includes single or infinite time delays
which may depend on the space variable. More precisely, we are concerned with the convergence and
the stochastic homogenization of sequences (Pn)n∈N of reaction-diffusion equations of the type
(Pn)

dun
dt
(t) + ∂Φn (un (t)) 3 Fn (t, un (t) , vn (t)) for a.e. t ∈ (0, T )
un (t) = ηn (t) for all t ∈ (−∞, , 0],
where the function vn is connected to the function un ∈ L2
(
0, T, L2 (Ω)
)
via a family (mnt )t≥0 of L
∞ (Ω)-
valued Borel vector measures mnt (see Definition A.1) according to the formula
vn (t) =
ˆ t
−∞
un (s) dm
n
t (s) .
The function ηn, referred to as history function, is nonnegative, bounded, absolutely continuous in
C
(
(−∞, 0], L2 (Ω)), and satisfies ηn (0) ∈ dom (Φn). When mnt = δt−τ , where τ > 0 does not depend
on the space variable, we recover the single time delay reaction-diffusion problems
(Pn)

dun
dt
(t) + ∂Φn (un (t)) 3 Fn (t, un (t) , un (t− τ)) for a.e. t ∈ (0, T )
un (t) = ηn (t) for all t ∈ [−τ, 0].
When mnt =
1
#(τn(RN ))δt−τn(·) where τn : R
N → [0,+∞) is a Borel measurable function taking a finite
number of values, (Pn) is a single delay times reaction diffusion problem whose delay times may vary
with respect to the space variable. When mnt =
∑
k∈N d
n
kδt−τk , with d
n
k ∈ L∞ (Ω), the reaction term
of (Pn) includes a multiple time delays which depends of the space variable through the functions dnk .
When mnt = Kn (·, t− τ) dτ , the reaction term of (Pn) is associated with diffuse delays, distributed
according to a kernel Kn (see Examples 2.1, 2.2 and 2.3 for the notation and further details). For a
general L∞ (Ω)-valued Borel vector measure mnt , (Pn) is associated with potentially, a mixture of diffuse
and discrete time delays.
The diffusion term is the subdifferential of a convex integral functional Φn : L
2 (Ω) → R ∪ {+∞},
whose domain contains the boundary conditions. For the reaction term, we introduce the notion of DCP-
structured reaction functionals. Roughly, the reaction functional Fn : [0,+∞) × L2 (Ω) × L2 (Ω) → RΩ
is such that for fixed v ∈ L2 (Ω), (t, u) 7→ Fn (t, u, v) is a CP-structured reaction functional as defined in
[2]. From condition (DCP), each (Pn) satisfies a comparison principle with respect to the datas, hence
admits a nonnegative and bounded solution. To be self contained we summarize in Appendix B the
definition of CP-structured reaction functionals as well as the corresponding existence theorem to which
we refer.
Problems (Pn) model various situations involving for example reaction time, maturation period, re-
source regeneration time, time required for substance production, mating processes, or incubation period
in vector disease models; see Examples (3.1), (3.2), (3.3), and (3.4) with the appropriate references.
Among the very large literature related to analysis of asymptotic behavior, boundedness, positiveness
and equilibrium of solutions of delay differential equation with diffusion, refer to [13, 14, 15, 18] and
references therein. For existence, comparison principle for semilinear reaction diffusions equations with
infinite delay refer to [23, 25].
In Section 3 we prove existence and uniqueness of bounded nonnegative strong solutions of problems
of the type (Pn) which admit a right derivative at each t ∈ [0, T [. The proof is based on [2, Theorem
3.1] combined with a fixed point procedure. In Section 4, under the hypotheses of Mosco-convergence
of functionals Φn, weak convergence of the vector measure m
n
t for each fixed t in [0, T ], and a suitable
convergence of Fn, we establish a stability result (Theorem 4.1), i.e., the convergence of (Pn) toward a
distributed time delays reaction-diffusion problem (P) of the same type. In a second theorem (Theorem
4.2) we establish the convergence toward a delay reaction-diffusion problem (P) where a mixing effect
appears in the limit reaction functional between the limit growth rates and the distributed time delays. In
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the case of single time delay, we also propose in Appendix D a constructive alternative proof, by applying
suitably a finite number of times the convergence result established in [2] to each (Pn,i), i = 1. . .
[
T
τ
]
+ 1
(Pn,i)

duin
dt
(t) + ∂Φn
(
uin (t)
) 3 F in (t, uin (t)) for a.e. t ∈ ((i− 1) τ, iτ)
uin ((i− 1) τ) = ui−1n ((i− 1) τ)
where F in is the CP-structured functional defined by F
i
n
(
t, uin (t)
)
:= Fn
(
t, uin (t) , u
i−1
n (t)
)
, and u0n := ηn
in [−τ, 0].
Stochastic homogenization is addressed in Section 5. The main result, Theorem 5.1, based on Theo-
rems 4.2), states that a mixing phenomena appears in the homogenized reaction functional between the
various growth rates and time delays. This phenomena occurs in the homogenization framework when
the time-delays are strongly oscillating with respect to the space variable. The result is illustrated in
Appendix E through the homogenization of a vector disease model and a delay logistic equation with
immigration. In the first example, the growth rate of the uninfected population and the time delays coeffi-
cients of the homogenized problem are mixed in such a way that the effective multiple delays is associated
with a measure incorporating the growth rate. In the second example, we can interpret the homogenized
problem as a delay logistic diffusion equation modeling the evolution of a density population spreading
in an homogeneous environment. The carrying capacity is now function of the growth rate and time
dependent. For diffusion in random media and homogenization refer to [2, 8, 11, 10, 19, 20], for stochastic
homogenization of Hamilton Jacobi equations refer to [3, 16, 24] and for stochastic homogenization of
moving interfaces refer to [7, 9] and references therein.
Notation. We denote by LN the Lebesgue measure in RN , by Ω a domain of RN of class C1 with outer
unit normal n, and by Γ a subset of its boundary ∂Ω with positive HN−1-Hausdorf measure. To shorten
the notation, we sometimes write X to denote the Hilbert space L2 (Ω) equipped with its standard scalar
product and its associated norm, denoted by 〈·, ·〉 and ‖ · ‖X respectively. All along the paper we use
the same notation | · | to denote the norms of the euclidean spaces Rd, d ≥ 1, and by ξ · ξ′ the standard
scalar product of two elements ξ, ξ′ in Rd. We also denote by ξ  ξ′ the Hadamard (or Schur) product
of two elements ξ and ξ′ in Rd. For any topological space T, we denote by B (T) its Borel field, and
by Cc (T, X) the space of continuous function from T into X, with compact support. For any sequence
(Φn)n∈N of functionals Φn : X → R∪ {+∞}, we denote by Φn M→ Φ the Mosco-convergence of Φn to the
functional Φ : X → R ∪ {+∞}.
2. The time-delays operator
2.1. Integration with respect to vector measures. We use the notation and results of Appendix
A with T = R, X = L2 (Ω), and Y = L∞ (Ω). Let m be a L∞ (Ω)-valued Borel vector measure, i.e.,
a countably additive set function m : B (R) → L∞ (Ω) that we assume to be of finite variation. Let
B : L∞ (Ω) × L2 (Ω) → L2 (Ω) be the bilinear mapping defined by B (v, u) := vu. According to the
abstract scheme described in Appendix A, we can define the integral with respect to m. Recall that we
can integrate with respect to m the step functions of the form S =
∑
i∈I 1BiSi, where I is any finite set,
Bi ∈ B (R), and Si ∈ L2 (Ω), according to the formulaˆ
Sdm :=
∑
i∈I
B (m (Bi) , Si)
=
∑
i∈I
m (Bi)Si
which defines an element of L2 (Ω). This integral can be extended to the space E∞ (R, L2 (Ω)) of
functions u : R → L2 (Ω) which are uniform limit of step functions, thus defining an element of L2 (Ω)
(see Proposition A.2). Moreover we have∥∥∥∥ˆ udm∥∥∥∥
L2(Ω)
≤
ˆ
‖u‖L2(Ω)d‖m‖,
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or, if we want to highlight the time variable,
∥∥∥∥ˆ u (t) dm (t)∥∥∥∥
L2(Ω)
≤
ˆ
‖u (t) ‖L2(Ω)d‖m‖ (t). Recall
that Cc
(
R, L2 (Ω)
) ⊂ E∞ (R, L2 (Ω)).
2.2. Time delays-operator associated with vector measures. The distributed delays considered
in this chapter, are modeled by a family (mt)t≥0 of Borel vector measures mt : B (R) → L∞ (Ω) as
defined above, whose total variation satisfies
(M1) supt≥0 ‖mt‖ (R) ≤ 1.
We assume that for all t ≥ 0, mt is positive in the following sense:
(M2) ∀t ≥ 0 ∀u ∈ E∞
(
R, L2 (Ω)
)
u ≥ 0 =⇒
ˆ
udmt ≥ 0.
From (M1) and (M2), we infer that for all t ≥ 0, mt takes its values in the subset of L∞ (Ω) made up of
functions v satisfying 0 ≤ v ≤ 1. Indeed, the claim follows from
0 ≤mt (B) = |mt (B) | ≤ ‖mt (B) ‖L∞(Ω) ≤ ‖mt‖ (B) ≤ ‖mt‖ (R) ≤ 1
for all B ∈ B (R).
Denote by M+1 (R, L∞ (Ω)) the set of positive vector Borel measures m : B (R) → L∞ (Ω) satisfying
‖m‖ (R) ≤ 1. We assume furthermore that
(M3) the map
[0,+∞) −→ M+1 (R, L∞ (Ω))
t 7−→ 1(−∞,t]mt
is measurable when M+1 (R, L∞ (Ω)) is equipped with the σ-algebra generated by the family of
evaluation maps (Eu)u∈E∞(R,L2(Ω)) , Eu : M
+
1 (R, L∞ (Ω))→ L2 (Ω) defined by
Eu (m) :=
ˆ
udm.
On other word, for all u ∈ E∞ (R, L2 (Ω)), the maps t 7→ ´ t−∞ udmt1 are measurable from [0,+∞) into
L2 (Ω).
Definition 2.1. Let T > 0 be fixed. Let (mt)t≥0 be a family of vector measures in M
+
1 (R, L∞ (Ω)) sat-
isfying (M1), (M2) and (M3). We call time-delays operator associated with (mt)t≥0, the linear continuous
mapping T defined by:
T : Cc
(
(−∞, T ], L2 (Ω)) −→ L2 (0, T, L2 (Ω))
u 7−→ T u,
where for all t in [0, T ], T u (t) =
ˆ t
−∞
u (s) dmt (s) .
Note that for each t ∈ [0, T ], T u (t) is well defined. Indeed, let us extend the restriction to (−∞, t] of
u ∈ Cc
(
(−∞, T ], L2 (Ω)) by u˜t ∈ Cc (R, L2 (Ω)) defined as follows
u˜t (s) =

u (s) for s ∈ (−∞, t],
t−s
δ u (t) + u (t) for s ∈]t, t+ δ],
0 for s ∈]t+ δ,+∞).
(2.1)
Then 1(−∞,t]u = 1(−∞,t]u˜t, 1(−∞,t]u˜t ∈ E∞
(
R, L2 (Ω)
)
, and
T u (t) =
ˆ
1(−∞,t]u˜t (s) dmt (s) .
1In a standard way, we write
ˆ t
−∞
u dmt for
ˆ
1(−∞,t]u dmt.
CONVERGENCE OF A CLASS OF NONLINEAR TIME DELAYS REACTION-DIFFUSION EQUATIONS 5
Furthermore, the operator T takes its values in L2 (0, T, L2 (Ω)) and is continuous. Indeed t 7→ T u (t) is
clearly measurable, ‖u˜t‖Cc(R,L2(Ω)) ≤ 2‖u‖Cc((−∞,T ],L2(Ω)), and
‖T u (t) ‖L2(Ω) ≤
ˆ
‖u˜t (s) ‖L2(Ω)d‖mt‖ (s) ≤ 2‖u‖Cc((−∞,T ],L2(Ω)), (2.2)
‖T u‖L2(0,T,L2(Ω)) ≤ 2T 12 ‖u‖Cc((−∞,T ],L2(Ω)). (2.3)
For T ′ > T , let denote by T ′ the time-delays operator associated with (mt)t≥0 defined on the space
Cc
(
(−∞, T ′], L2 (Ω)). Then, the restriction of T ′ to Cc ((−∞, T ], L2 (Ω)) is clearly the time-delays
operator T . According to this remark, we do not indicate the dependance of T with respect to T .
Lemma 2.1. Let u ∈ Cc
(
(−∞, T ], L2 (Ω)), u ≥ 0. Assume that there exists u ∈ R+ such that 0 ≤ u ≤ u.
Then 0 ≤ T u ≤ u.
Proof. From (M2), for all t ∈ [0, T ], we have T u (t) =
ˆ
1(−∞,t]u˜t (s) dmt (t) ≥ 0. On the other hand,
for all t ∈ [0, T ], since mt ((−∞, t]) ≤ 1 in L∞ (Ω), we infer that
u− T u (t) ≥mt ((−∞, t])u− T u (t) =
ˆ t
−∞
(u− u) dmt =
ˆ
1(−∞,t] (u− u˜t) dmt
with 1(−∞,t] (u− u˜t) ≥ 0, so that T u ≤ u. 
In order that the solutions to problems of the type (Pn) admit a right derivative at each t ∈ [0, T ], we
assume that (mt)t≥0 satisfies some regularity hypothesis through the operator T , made precise in (M4)
below. Let η ∈ Cc
(
(−∞, 0], L2 (Ω)), absolutely continuous, and satisfying
ˆ 0
−∞
∥∥∥∥ dηdσ
∥∥∥∥
L2(Ω)
dσ < +∞. (2.4)
We denote by Cη
(
(−∞, T ], L2 (Ω)) the subset of Cc ((−∞, T ], L2 (Ω)) made up of functions u which are
absolutely continuous, and whose restriction to (−∞, 0] is equal to η. Then condition (M4) is expressed
as follows:
(M4) For all T > 0 and all function u in Cη
(
(−∞, T ], L2 (Ω)), there exists a locally integrable function
ϕu : [0, T ]→ R+, such that
∀ (s, t) ∈ [0, T ]2 s < t =⇒ ‖T u (t)− T u (s) ‖L2(Ω) ≤
ˆ t
s
ϕu (σ) dσ.
We examine below three basic examples of vector measures in M+1 (R, L∞ (Ω)) and time-delays operators.
2.3. Examples of time-delays operators.
Examples 2.1 (Multi-delays case). Consider (mt)t≥0 given by mt =
∑
k∈N dkδt−τk where, for all
k ∈ N, τk > 0, dk ∈ L∞ (Ω), dk ≥ 0,
∑
k∈N ‖dk‖L∞(Ω) = 1. Clearly mt belongs to M+1 (R, L∞ (Ω)).
For any u ∈ E∞ (R, L2 (Ω)), the map t 7→ ´ t−∞ u (s) dmt is nothing but t 7→ ∑k∈N dku (t− τk) so that
(M1), (M2) and (M3) are fulfilled. The operator T is defined for every u ∈ Cc
(
(−∞, T ], L2 (Ω)) by
T u (t) =
∑
k∈N
dku (t− τk).
Let (s, t) ∈ [0, T ]2 be such that s < t. Using Fubini-Tonelli theorem, for all u ∈ Cη
(
(−∞, T ], L2 (Ω))
we have
‖T u (t)− T u (s) ‖L2(Ω) ≤
∑
k∈N
‖dk‖L∞(Ω)‖u (t− τk)− u (s− τk) ‖L2(Ω)
≤
∑
k∈N
‖dk‖L∞(Ω)
ˆ t−τk
s−τk
∥∥∥∥dudσ (σ)
∥∥∥∥
L2(Ω)
dσ
=
ˆ t
s
(∑
k∈N
‖dk‖L∞(Ω)
∥∥∥∥dudσ (σ − τk)
∥∥∥∥
L2(Ω)
)
dσ
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so that, ϕu : [0, T ]→ R+ defined by
ϕu (σ) =
∑
k∈N
‖dk‖L∞(Ω)
∥∥∥∥dudσ (σ − τk)
∥∥∥∥
L2(Ω)
,
is suitable for satisfying (M4). Note that ϕu is the discrete convolution∥∥∥∥dudσ (·)
∥∥∥∥
L2(Ω)
?
∑
k∈N
‖dk‖L∞(Ω)δτk .
Examples 2.2 (Single delay depending on the space variable). Given a measurable map τ :
RN → [0,+∞) with # (τ (RN)) < +∞ (i.e., with finite range), we set mt = 1#(τ(RN ))δt−τ(·). It is easily
seen that mt is a vector measure from B (R) into L∞ (Ω) satisfying (M2) and (M3). Let us show that mt
satisfies (M1). Indeed, we have
‖mt‖
(
RN
)
= sup
I
{∑
i∈I
∥∥∥∥ 1# (τ (RN ))δt−τ(·) (Bi)
∥∥∥∥
L∞(Ω)
: Bi ∈ B (R) , (Bi)i∈I finite partition of R
}
= sup
I
{
# (AI)
# (τ (R))
: Bi ∈ B (R) , (Bi)i∈I finite partition of R
}
where AI :=
{
i ∈ I : τ−1 (t−Bi) 6= ∅
}
. For each fixed I, and for each i ∈ AI , choose xi in RN such that
τ (xi) ∈ t − Bi, and consider the map ΓI : AI → τ
(
RN
)
defined by ΓI (i) = τ (xi) . From the fact that
t−Bi and t−Bj are disjoint sets for i 6= j, we infer that ΓI is an injection, thus # (AI) ≤ #
(
τ
(
RN
))
which proves the claim.
The operator T is then defined for all t ∈ [0, T ] and all u ∈ Cc
(
(−∞, T ], L2 (Ω)) by T u (t) =
1
#(τ(RN ))u (t− τ (·)), i.e., for a.e. x ∈ Ω, T u (t) (x) = 1#(τ(RN ))u (t− τ (x) , x) 2. Let us show that (M4) is
satisfied. For all u ∈ Cη
(
(−∞, T ], L2 (Ω)) we have∥∥∥∥ 1# (τ (RN )) (u (t− τ (·))− u (s− τ (·)))
∥∥∥∥
L2(Ω)
≤ 1
# (τ (RN ))
ˆ t
s
∥∥∥∥dudσ (σ − τ (·))
∥∥∥∥
L2(Ω)
dσ
≤ 1
# (τ (RN ))
ˆ t
s
 ∑
τi∈τ(RN )
ˆ
τ−1(τi)∩Ω
∣∣∣∣dudσ (σ − τi, x)
∣∣∣∣2 dx
 12 dσ
≤ 1
# (τ (RN ))
ˆ t
s
∑
τi∈τ(RN )
∥∥∥∥dudσ (σ − τi)
∥∥∥∥
L2(Ω)
dσ
so that ϕu given by
ϕu (σ) =
1
# (τ (RN ))
∑
τi∈τ(RN )
∥∥∥∥dudσ (σ − τi)
∥∥∥∥
L2(Ω)
is suitable to check (M4). Note that ϕu is the discrete convolution∥∥∥∥dudσ (·)
∥∥∥∥
L2(Ω)
?
1
# (τ (RN ))
∑
τi∈τ(RN )
δτi .
Examples 2.3 (Delays distributed by a diffuse delays kernel). Consider (mt)t≥0 given by mt =
Kt (·, τ) dτ where
(i) ∀τ ∈ R+, ∀t ≥ 0 Kt (·, τ) = K (·, t− τ);
(ii) ∀σ ∈ R K (·, σ) ∈ L∞ (Ω);
(iii)
ˆ +∞
−∞
‖K (·, σ) ‖L∞(Ω)dσ = 1;
2To shorten the notation, we sometimes write v (t, x) for v (t) (x) for the functions v ∈ L2 (0, T, L2 (Ω)).
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(iv) ∀σ ∈ R K (x, σ) ≥ 0 a.e. in Ω;
(v) ∀σ ∈ (−∞, 0) K (·, σ) = 0.
It is easy to show that mt satisfies (M1) and (M2). An example of kernel K is given by K (·, σ) = d (·)K (σ)
where d ∈ L∞ (Ω), ‖d‖L∞(Ω) = 1, and K is the standard Γ`-distribution delays defined by
K (σ) =

γσ`−1 exp (−γσ)
(`− 1)! if σ ≥ 0
0 if σ < 0
with ` ∈ N∗ and γ > 0.
For any u ∈ E∞ (R, L2 (Ω)), the map t 7→ ´ t−∞ u (s)K (·, t− s) ds = ´ +∞0 u (t− s)K (·, s) ds is clearly
measurable so that ((M3)) is satisfied. For all u ∈ Cc
(
(−∞, T ], L2 (Ω)) we have
∀t ∈ [0, T ], T u (t) =
ˆ t
−∞
u (s)K (·, t− s) ds =
ˆ +∞
0
u (t− s)K (·, s) ds = u ?K (·, ·) (t) .
An elementary calculation shows that ϕu =
∥∥ du
dσ (·)
∥∥
L2(Ω)
? ‖K (·, τ) ‖L∞(Ω)dτ is suitable to check (M4).
Indeed, for all u ∈ Cη
(
(−∞, T ], L2 (Ω)) we have∥∥∥∥ˆ +∞
0
K (·, τ)u (t− τ) dτ −
ˆ +∞
0
K (·, τ)u (s− τ) dτ
∥∥∥∥
L2(Ω)
≤
ˆ +∞
0
‖K (·, τ) ‖L∞(Ω)‖u (t− τ)− u (s− τ) ‖L2(Ω)dτ
≤
ˆ +∞
0
‖K (·, τ) ‖L∞(Ω)
(ˆ t−τ
s−τ
∥∥∥∥dudσ (σ)
∥∥∥∥
L2(Ω)
dσ
)
dτ
=
ˆ t
s
(ˆ +∞
0
‖K (·, τ) ‖L∞(Ω)
∥∥∥∥dudσ (σ − τ)
∥∥∥∥
L2(Ω)
dτ
)
dσ,
and the claim follows by setting ϕu (σ) =
ˆ +∞
0
∥∥∥∥dudσ (σ − τ)
∥∥∥∥
L2(Ω)
‖K (·, τ) ‖L∞(Ω)dτ .
Remark 2.1. Denote by P+ (R) the set of all probability measures on R concentrated on R+. One can
express the functions ϕu obtained in Example 2.1, 2.2 and 2.3 in an unified way: there exists µ ∈ P+ (R)
such that
ϕu =
∥∥∥∥dudσ (·)
∥∥∥∥
L2(Ω)
? µ,
i.e., such that for all σ ∈ [0, T ], ϕu (σ) =
ˆ
R
∥∥∥∥dudσ (σ − τ)
∥∥∥∥
L2(Ω)
dµ (τ).
In Example 2.1, µ =
∑
k∈N ‖dk‖L∞(Ω)δτk , in Example 2.2, µ = 1#(τ(RN ))
∑
τi∈τ(RN ) δτi , and in Example
2.3, µ = ‖K (·, τ) ‖L∞(Ω)dτ .
In Section 4, we strengthen condition (M4) by condition (M’4) below:
(M’4) for all T > 0 there exists µ ∈ P+ (R) such that all function u in Cη
(
(−∞, T ], L2 (Ω)),
∀ (s, t) ∈ [0, T ]2 s < t =⇒ ‖T u (t)− T u (s) ‖L2(Ω) ≤
ˆ t
s
(∥∥∥∥dudσ (·)
∥∥∥∥
L2(Ω)
? µ
)
(σ) dσ.
Note that the integral in the second member of (M’4) if finite as stated in the lemma below.
Lemma 2.2. Assume (M’4). Then for all T > 0 and all u ∈ Cη
(
(−∞, T ], L2 (Ω)), T u is absolutely
continuous and ˆ T
0
∥∥∥∥dT udσ (σ)
∥∥∥∥
L2(Ω)
dσ ≤
ˆ 0
−∞
∥∥∥∥ dηdσ (σ)
∥∥∥∥
X
dσ +
ˆ T
0
∥∥∥∥dudσ (σ)
∥∥∥∥
X
dσ.
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Proof. Fix T > 0 and u ∈ Cη
(
(−∞, T ], L2 (Ω)). For any finite partition (si, ti)i∈I of [0, T ], from (M’4)
and Fubini-Tonelli theorem, we have∑
i∈I
‖T u (ti)− T u (si) ‖L2(Ω) ≤
∑
i∈I
ˆ ti
si
(∥∥∥∥dudσ (·)
∥∥∥∥
X
? µ
)
(σ) dσ
≤
ˆ T
0
(∥∥∥∥dudσ (·)
∥∥∥∥
X
? µ
)
(σ) dσ
=
ˆ
R+
(ˆ T
0
∥∥∥∥dudσ (σ − τ)
∥∥∥∥
X
dσ
)
dµ (τ)
=
ˆ
R+
(ˆ T−τ
−τ
∥∥∥∥dudσ (σ)
∥∥∥∥
X
dσ
)
dµ (τ)
≤
ˆ
R+
(ˆ 0
−∞
∥∥∥∥ dηdσ (σ)
∥∥∥∥
X
dσ +
ˆ T
0
∥∥∥∥dudσ (σ)
∥∥∥∥
X
dσ
)
dµ (τ)
=
ˆ 0
−∞
∥∥∥∥ dηdσ (σ)
∥∥∥∥
X
dσ +
ˆ T
0
∥∥∥∥dudσ (σ)
∥∥∥∥
X
dσ
which is finite since u ∈ Cη
(
(−∞, T ], L2 (Ω)) and because η satisfies (2.4). The claim follows by taking
the supremum on all the finite partitions of [0, T ]. 
3. Reaction diffusion problems associated with convex functionals of the calculus of
variations and DCP-structured reaction functionals
We are mainly concerned with sequences of delays reaction-diffusion problems of the form
(PT ,η)

du
dt
(t) +DΦ (u (t)) = F (t, u (t) , T u (t)) for a.e. t ∈ (0, T )
u (t) = η (t) for all t ∈ (−∞, 0]
where T is a time-delays operator as defined in Definition 2.1, associated with a family (mt)t≥0 of
Borel vector measures satisfying (M1), (M2), (M3). We sometimes assume that (mt)t≥0 fulfills one
of the additional conditions (M4) or (M’4) with respect to the absolutely continuous function η ∈
Cc
(
(−∞, 0], L2 (Ω)). Furthermore we assume that η (0) ∈ dom (∂Φ), where ∂Φ is the subdifferential
of a standard convex functional Φ : L2 (Ω)→ R ∪ {+∞} defined by
Φ (u) =

ˆ
Ω
W (x,∇u (x)) dx+ 1
2
ˆ
∂Ω
a0u
2dHN−1 −
ˆ
∂Ω
φu dHN−1 if u ∈ H1 (Ω) ,
+∞ otherwise
(3.1)
where a0 ∈ L∞HN−1 (∂Ω) with
 a0 ≥ 0 HN−1-a.e. in ∂Ω∃σ > 0 a0 ≥ σ HN−1-a.e. in Γ ⊂ ∂Ω with HN−1 (Γ) > 0,
and φ ∈ L2HN−1 (∂Ω). The density W : RN ×RN → R is a Borel measurable function which satisfies the
following conditions:
(D1) there exist α > 0 and β > 0 such that for a.e. x ∈ RN and every ξ ∈ RN
α|ξ|2 ≤W (x, ξ) ≤ β (1 + |ξ|2) ,
(D2) for a.e. x ∈ RN , ξ 7→ W (x, ξ) is a Gaˆteaux differentiable and convex function (we denote by
DξW (x, ·) its Gaˆteaux derivative), and
DξW (x, 0) = 0.
The Gaˆteaux-differentiability assumption on the density W is made to simplify the notation in the
proofs. From the second estimate, we infer that if u ∈ H1 (Ω), then the function DξW (·,∇u) belongs to
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L2 (Ω)
N
. Furthermore it is easy to establish that there exists a constant C (Ctrace) > 0 which depends
on the constant Ctrace of continuity of the trace operator from H
1 (Ω) into L2 (∂Ω), such that
inf
v∈L2(Ω)
Φ (v) ≥ −C (Ctrace) ‖φ‖2L2HN−1 (∂Ω). (3.2)
For a proof refer to [1]. The subdifferential A = ∂Φ of Φ (actually its Gaˆteaux derivative DΦ), whose
domain captures the boundary condition, is given by:
dom (A) =
{
v ∈ H1 (Ω) : divDξW (·,∇v) ∈ L2 (Ω) , a0v +DξW (·,∇v) · n = φ on ∂Ω
}
A (v) = −divDξW (·,∇v) for v ∈ dom (A)
where α0v +DξW (·,∇v) · n must be taken in the trace sense. For a proof, refer to [2, Lemma 3.1].
Assume that φ = 0. Let Γ be a subset of ∂Ω with positive HN−1-Hausdorff measure and define a0 in
R+ ∪ {+∞} in the following way:
a0 (x) =
{
0 if x ∈ ∂Ω \ Γ,
+∞ if x ∈ Γ.
Then, the integral
´
∂Ω
a0u
2dHN−1 may be considered as a penalization which forces the function u to
belongs to H1Γ (Ω) = {u ∈ H1 (Ω) : u = 0 on Γ}. By convention used all along the paper, the functional
Φ becomes now
Φ (u) =

ˆ
Ω
W (x,∇u (x)) dx if u ∈ H1Γ (Ω) ,
+∞ otherwise.
(3.3)
For a justification of this convention, refer to [2, Remark 4.2]. The subdifferential A = ∂Φ (= DΦ) of Φ
contains now the homogeneous Dirichlet-Neumann boundary conditions and is given by:
dom (A) =
{
v ∈ H1Γ (Ω) : divDξW (·,∇v) ∈ L2 (Ω) , DξW (·,∇v) · n = 0 on ∂Ω \ Γ
}
A (v) = −divDξW (·,∇v) for v ∈ dom (A) .
3.1. The class of DCP-structured reaction functionals. The delays reaction-diffusion problems
modeling a wide class of applications with a potential mathematical tractability in the homogenization
framework (periodic or stochastic), involve a special class of reaction functionals that we define below.
Definition 3.1. A functional F : [0,+∞) × L2 (Ω) × L2 (Ω) → RΩ is called a DCP-structured reaction
functional, if there exists a measurable function f : [0,+∞) × RN × R × R → R such that for all
t ∈ [0,+∞) and all (u, v) ∈ L2 (Ω) × L2 (Ω), F (t, u, v) (x) = f (t, x, u (x) , v (x)), fulfilling the following
structure conditions:
f (t, x, ζ, ζ ′) = r (t, x) h (ζ ′) · g (ζ) + q (t, x) 3
with the assumptions:
• g, h : R→ Rl are locally Lipschitz continuous functions;
• for all T > 0, r ∈ L∞ ([0, T ]× RN ,Rl);
• for all T > 0, q ∈ L2 (0, T, L2loc (RN)).
Furthermore f must satisfy the following condition (DCP) (for Delays Comparison Principle):
(DCP) there exist f : [0,+∞)× R→ R+ and ρ ∈ R∗+ such that the ordinary differential equation
ODE
{
y′ (t) = f (t, y (t)) for a.e. t ∈ [0,+∞)
y (0) = ρ
admits at least a solution y such that for all T > 0, for a.e. (t, x) ∈ (0, T ) × RN and for all
ζ ′ ∈ [0, y (T )]
0 ≤ f (t, x, 0, ζ ′) and f (t, x, y (t) , ζ ′) ≤ f (t, y (t)) .
3Using the coordinates of r, g and h we have f (t, x, ζ, ζ′) =
∑l
i=1 ri (t, x) gi (ζ)hi (ζ
′) + q (t, x).
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The functional F is referred to as a DCP-structured reaction functional associated with (r, g, h, q) and
f as a DCP-structured reaction function associated with (r, g, h, q). If furthermore, for all T > 0, r ∈
W 1,1
(
0, T, L2loc
(
RN ,Rl
))
and q ∈ W 1,1 (0, T, L2loc (RN)), the map F is referred to as a regular DCP-
structured reaction functional and f as a regular DCP-structured reaction function.
Remark 3.1. 1) Since y is non decreasing, for any T > 0 we have 0 < ρ = y (0) ≤ y (T ).
2) The regularity of DCP-structured reaction functional is unnecessary to assert existence of a bounded
solution to our problems. It will be invoked for proving the following additional regularity: when
furthermore η satisfies (2.4) and (mt)t≥0 satisfies (M4), the solution u of (PT ,η) satisfies u (t) ∈
dom (DΦ) for all t ∈ (0, T ) and possesses a right derivative at each t ∈ [0, T ).
3) It is worth noting that for each fixed ζ ′ in [0, y (T )], the function ζ 7→ f (t, x, ζ, ζ ′) is a CP-structured
reaction functional associated with (r  h (ζ ′) , g, q) in the sense of [2, Definition 3.1] (see Definition
B.1), where ρ = 0 and f = 0.
4) According to (DCP), we show in Theorem 3.1, that, if the history function η satisfies 0 ≤ η ≤ ρ, then
(Pτ,η) admits a unique solution u satisfying 0 ≤ u (t) ≤ y (T ) for all t ∈ [0, T ].
3.2. Some examples of DCP-structured reaction functions coming from ecology and biology
models.
Examples 3.1. Example derived from vector disease model: the Cooke model.
f (t, x, ζ, ζ ′) = a (t, x) ζ ′ (1− ζ)− b (t, x) ζ
where a > 0, b > 0 belong to W 1,1
(
0, T, L2loc
(
RN
)) ∩ L∞ ([0, T ]× RN) for all T > 0. Clearly the
function f satisfies the structure condition of regular DCP-structured reaction function with l = 2 and
r (t, x) = (a (t, x) ,−b (t, x)) , h (ζ ′) = (ζ ′, 1) , g (ζ) = (1− ζ, ζ) .
Let us show that (DCP) is fulfilled. Take f = 0, and for ρ, any real number greater or equal to 1. We
have y = ρ and, for all ζ ′ ≥ 0,
0 ≤ a (t, x) ζ ′ = f (t, x, 0, ζ ′) and f (t, x, y (t) , ζ ′) = f (t, x, ρ, ζ ′) ≤ 0 = f (t, y (t)) .
This example of reaction function corresponds to the diffusive vector disease model of Cooke (see [21, 22]
in the case of single delay):
du
dt
(t) +DΦ (u (t)) = a (t, x) (1− u (t))
ˆ t
−∞
u (s) dmt (s)− b (t, ·)u (t) for a.e. t ∈ (0, T )
u (t) = η (t) for all t ∈ (−∞, 0]
where
• u (t, x) denotes the density of the host (i.e. infected) population,
• 1− u (t, x) the density of uninfected population,
• when mt = δt−τ , then τ denotes the incubation period before the disease agent can infect the host.
A choice of more general measures mt corresponds to more complex incubation processes. Then if the
history function η satisfies 0 ≤ η ≤ ρ for some positive real number ρ ≥ 1, we prove in Theorem 3.1,
that the problem admits a unique solution in C
(
(−∞, T ], L2 (Ω)) satisfying 0 ≤ u ≤ ρ. If moreover η
satisfies (2.4) and (mt)t≥0 satisfies (M4), then u is regular in the sense of Remark 3.1 2).
Examples 3.2. Example derived from food limited models: the delay logistic equation with
immigration (or stocking).
f (t, x, ζ, ζ ′) = a (t, x) ζ
(
1− ζ
′
Kcar
)
+ q (t, x)
where 0 < a (t, x) ≤ a, K > 0, and 0 ≤ q (t, x) ≤ q. Assume that for all T > 0, a, b and q belong to
W 1,1
(
0, T, L2loc
(
RN
))
. Then the function f checks either of the two structures of regular DCP-structured
reaction functions with l = 1 or l = 2. Indeed, with l = 1 take
r (t, x) = a (t, x) , g (ζ) = ζ, h (ζ ′) =
(
1− ζ
′
Kcar
)
.
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We can also write f (t, x, ζ, ζ ′) = a (t, x) ζ−a (t, x) ζζ′Kcar +q (t, x), so that f satisfies the structure condition
with l = 2 and
r (t, x) =
(
a (t, x) ,−a (t, x)
Kcar
)
, h (ζ ′) = (1, ζ ′) , g (ζ) = (ζ, ζ) .
Let us show that f fulfills (DCP). Take f (t, ζ) = aζ + q, and for ρ, take any positive real number. Then
y (t) =
(
ρ+ qa
)
exp (αt)− qa for all t ∈ [0,+∞). Thus for all ζ ′ ∈
[
0,
(
ρ+ qα
)
exp (αT )− qα
]
we have
0 ≤ f (t, x, 0, ζ ′) = q (t, x)
and f (t, x, y (t) , ζ ′) = a (t, x) y (t)− a (t, x) y (t) ζ
′
Kcar
+ q (t, x) ≤ ay (t) + q = f (t, y (t)) .
This regular DCP-structured reaction function corresponds to the diffusive delay logistic equation with
immigration, modeling the evolution of a population density with resource regeneration time, growth
rate a, and carrying capacity Kcar :
du
dt
(t) +DΦ (u (t)) = a (t, ·)u (t)
(
1− 1
Kcar
ˆ t
−∞
u (τ) dmt (τ)
)
+ q (t, ·) for a.e. t ∈ (0, T )
u (t) = η (t) for all t ∈ (−∞, 0].
We prove in Theorem 3.1, that if the history function η satisfies 0 ≤ η ≤ ρ for some ρ > 0, then this
problem admits a unique solution u in C
(
(−∞, T ], L2 (Ω)) with 0 ≤ u ≤ (ρ+ qa) exp (αT ) − qa . If
moreover η satisfies (2.4) and (mt)t≥0 satisfies (M4), then u is regular in the sense of Remark 3.1 2).
Examples 3.3. Example derived from haematopoiesis : the Wazewska-Czyziewska and La-
sota model.
f (t, x, ζ, ζ ′) = −µ (t, x) ζ + P (t, x) exp (−γζ ′)
with µ > 0, P > 0, and γ > 0. We assume that for all T > 0, µ and P belong to W 1,1
(
0, T, L2loc
(
RN
))∩
L∞ ([0, T ]× Ω). The function f clearly satisfies the structure condition of regular DCP-structured reac-
tion functions with l = 2 and
r (t, x) = (−µ (t, x) , P (t, x)) , h (ζ ′) = (1, exp (−γζ ′)) , g (ζ) = (ζ, 1) .
Assume furthermore that sup(t,x)∈[0,+∞)×RN
P (t,x)
µ(t,x) < +∞. Therefore, noticing that f (t, x, 0, ζ ′) ≥ 0
and that for all ζ ′ ≥ 0, f (t, x, ρ, ζ ′) ≤ 0 for ρ ≥ sup(t,x)∈[0,+∞)×RN P (t,x)µ(t,x) , we can easily show that f
satisfies (DCP). Indeed, take f = 0 and, for ρ, any positive real number satisfying
ρ ≥ sup
(t,x)∈[0,+∞)×RN
P (t, x)
µ (t, x)
. (3.4)
Such a reaction function corresponds to the diffusive Wazewska-Czyziewska and Lasota model (see [21, 22]
in the case of single delay)
du
dt
(t) +DΦ (u (t)) = −µ (t, x)u (t) + P (t, ·) exp
(
−γ
ˆ t
−∞
u (s) dmt (s)
)
for a.e. t ∈ (0, T )
u (t) = η (t) for all t ∈ (−∞, 0]
where
• u (t, x) is the number of red-blood cell at time t located at x,
• µ (t, x) is the probability of death of red-blood cells,
• P and γ are two coefficients related to the production of red-blood cells per unit time.
When τ is the time required to produce a red-blood, we take mt = δt−τ . A choice of more general
measures mt corresponds to more complex regeneration time. Then if the history function η satisfies
0 ≤ η ≤ ρ for some positive real number ρ satisfying (3.4), we prove in Theorem 3.1, that the problem
admits a unique solution u in C
(
(−∞, T ], L2 (Ω)) satisfying 0 ≤ u ≤ ρ, and if η satisfies (2.4) and
(mt)t≥0 satisfies (M4), then u is regular in the sense of Remark 3.1 2).
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Examples 3.4. Example derived from haematopoiesis: the Mackey-Glass model.
f (t, x, ζ, ζ ′) = −a (t, x) ζ + b (t, x) ζ
′
1 + ζ ′m
where a > 0, b > 0, and m > 1. We assume that for all T > 0, a and b belong to W 1,1
(
0, T, L2loc
(
RN
))∩
L∞
(
[0, T ]× RN). The function f satisfies the structure condition of regular DCP-structured reaction
functions with l = 2 and
r (t, x) = (−a (t, x) , b (t, x)) , h (ζ ′) =
(
1,
ζ ′
1 + ζ ′m
)
, g (ζ) = (ζ, 1) .
Assume moreover that sup(t,x)∈[0,+∞)×RN
b(t,x)
a(t,x) < +∞, and check that (DCP) is satisfied. We have
0 ≤ f (t, x, 0, ζ ′) = b (t, x) ζ
′
1 + ζ ′m
.
On the other hand, set f = 0 and take
ρ ≥ sup
(t,x)∈[0,+∞)×RN
b (t, x)
a (t, x)
h2
((
1
m− 1
) 1
m
)
(3.5)
where h2 (ζ
′) = ζ
′
1+ζ′m
. An elementary calculation shows that supζ′≥0 h2 (ζ
′) = h2
((
1
m−1
) 1
m
)
. Then
for all ζ ′ ≥ 0, y = ρ satisfies
f (t, x, y (t) , ζ ′) = f (t, x, ρ, ζ ′) ≤ 0 = f (t, y (t)) .
This example of reaction function corresponds to the diffusive Mackey-Glass model whose reaction term
is proposed to model the production of white blood cells (see [5, 21, 22] in the case of a single delay):
du
dt
(t) +DΦ (u (t)) = −a (t, x)u (t) + b (t, ·)
ˆ t
−∞
u (s) dmt (s)
1 +
(ˆ t
−∞
u (s) dmt (s)
)m for a.e. t ∈ (0, T )
u (t) = η (t) for all t ∈ (−∞, 0]
where
• u (t, x) denotes the concentration of white-blood cells at time t located at x in circulating blood,
• the term −a (t, x)u (t, x) represents the reduction of white-blood cells at time t, located at x,
• when mt = δt−τ , the term b (t, ·) u(t−τ)
1+u(t−τ)′m models the production of white-blood cells after a delay
τ before the marrow releases further cells to replenish the deficiency.
As in the previous example, if the history function η satisfies 0 ≤ η ≤ ρ for some positive real number ρ
satisfying (3.5), then the problem admits a unique solution in C
(
(−∞, T ], L2 (Ω)) satifying 0 ≤ u ≤ ρ.
If η satisfies (2.4) and (mt)t≥0 satisfies (M4), then u is regular in the sense of Remark 3.1 2).
3.3. Existence and uniqueness of bounded nonnegative solution. Combining [2, Theorem 3.1]
with a suitable fixed point procedure, we establish the existence of a nonnegative bounded strong solution
to the Cauchy problem associated with DCP-structured reaction functionals. Recall that u is called strong
solution if it is absolutely continuous in time and satisfies a.e. the equation of (PT ,η).
Theorem 3.1. Let F be a DCP-structured reaction functional associated with (r, g, h, q), with ρ and y
given by (DCP), Φ given by (3.1), and assume that 0 ≤ φ ≤ a0ρ. Let (mt)t≥0 be a family of vector measure
in M+1 (R, L∞ (Ω)) satisfying (M1), (M2), (M3), and η ∈ Cc
(
(−∞, 0], L2 (Ω)), absolutely continuous,
satisfying η (0) ∈ dom (DΦ), and 0 ≤ η ≤ ρ. Then, for all T > 0, the time delays reaction-diffusion
problem
(PT ,η)

du
dt
(t) +DΦ (u (t)) = F (t, u (t) , T u (t)) for a.e. t ∈ (0, T )
u (t) = η (t) for all t ∈ (−∞, 0]
admits a unique solution u ∈ C ((−∞, T ], L2 (Ω)) satisfying:
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(S1) u (t) ∈ dom (DΦ) for a.e. t ∈ (0, T ),
(S2) u is almost everywhere derivable in (0, T ) and u
′ (t) =
du
dt
(t) for a.e. t ∈ (0, T ),
(S3) u (t) ∈ [0, y (T )] for all t ∈ [0, T ].
If moreover F is a regular DCP-structured reaction functional, η satisfies (2.4) and (mt)t>0 fulfills
condition (M4), then u satisfies
(S4) u (t) ∈ dom (DΦ) for all t ∈]0, T ], u admits a right derivative du
+
dt
(t) at every t ∈]0, T ] 4 and
du+
dt
(t) +DΦ (u (t)) = F (t, u (t) , T u (t)) .
Proof. Step 1 (local existence). We establish existence of a unique solution of (PT ,η) satisfying
(S1)-(S4) for T small enough. For all T > 0, set
XT :=
{
v ∈ C ((−∞, T ], X) : 0 ≤ v ≤ y (T ) and vb(−∞,0] = η
}
.
Choose M large enough such that Support (η) ⊂ [−M, 0]. Clearly XT is a closed subset of the Ba-
nach space C ([−M,T ], X) equipped with the uniform norm, Therefore, XT equipped with the distance
associated with the uniform norm, is a complete metric space. For each fixed u in XT , consider the
reaction-diffusion problem with unknown Λu defined by
(PΛ)

dΛu
dt
(t) +DΦ (Λu (t)) = F (t,Λu (t) , T u (t)) for a.e. t ∈ (0, T )
Λu (t) = η (t) for all t ∈ (−∞, 0],
and first prove that (PΛ) admits a unique solution Λu satisfying (S1), (S2) and (S3). Note that it suffices
to prove existence of Λu in C
(
[0, T ], L2 (Ω)
)
which solves
dΛu
dt
(t) +DΦ (Λu (t)) = F (t,Λu (t) , T u (t)) for a.e. t ∈ (0, T )
Λu (0) = η (0) ,
and to extend Λu by η on (−∞, 0]. Since F is a DCP-structured reaction functional, F is associated with
f given by f (t, x, ζ, ζ ′) = r (t, x) h (ζ ′) · g (ζ) + q (t, x) .
Set rT (t, x) := r (t, x)  h (T u (t) (x)), fT (t, x, ζ) := rT (t, x) · g (ζ) + q (t, x) and, for u ∈ L2 (Ω),
FT (t, u) (x) := fT (t, x, u (x)). We have
F (t,Λu (t) , T u (t)) (x) = r (t, x) h (T u (t) (x)) · g (Λu (t, x)) + q (t, x)
= rT (t, x) · g (Λu (t, x)) + q (t, x)
= fT (t, x,Λu (t, x)) := FT (t,Λu (t)) (x) .
The functional FT is a CP-structured reaction functional associated with (rT , g, q) as defined in [2] (See
Definition B.1). Condition (CP) holds because, from Lemma 2.1, 0 ≤ T u ≤ y (T ), and f satisfies (DCP).
Therefore, existence and uniqueness of Λu, which fulfills (S1), (S2), (S3) is ensured by [2, Theorem 3.1]
(see Theorem B.1).
Assume that F is regular, i.e., r ∈ W 1,1 (0, T, L2 (Ω,Rl)), q ∈ W 1,1 (0, T, L2 (Ω)) for all T > 0, that
η satisfies (2.4), and (mt)t>0 fulfills condition (M4). To show that Λu satisfies (S4), according to [2,
Theorem 3.1], it remains to prove that rT : t 7→ rT (t, ·) is absolutely continuous from [0, T ] into L2 (Ω).
The claim follows from the absolute continuity of r, condition (M4) (note that u ∈ Cη
(
(−∞, T ], L2 (Ω))),
4The right derivative at T is the right derivative at T of the extension of u to [T,+∞) (see Step 3 of the proof)
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and the following estimate for s and t in [0, T ]:
‖rT (t, ·)− rT (s, ·) ‖L2(Ω,Rl) =‖r (t, ·) h (T u (t))− r (s, ·) h (T u (s)) ‖L2(Ω,Rl)
≤‖r (t, ·) h (T u (t))− r (s, ·) h (T u (t)) ‖L2(Ω,Rl)
+ ‖r (s, ·) h (T u (t))− r (s, ·) h (T u (s)) ‖L2(Ω,Rl)
≤‖h‖L∞([0,y(T )],Rl)‖r (t, ·)− r (s, ·) ‖L2(Ω,Rl)
+ ‖r‖L∞([0,T ]×RN ,Rl)Lh,T ‖T u (t)− T u (s) ‖L2(Ω)
≤‖h‖L∞([0,y(T )],Rl)‖r (t, ·)− r (s, ·) ‖L2(Ω,Rl)
+ ‖r‖L∞([0,T ]×RN ,Rl)Lh,T
ˆ t
s
ϕu (τ) dτ,
where Lh,T denotes the Lipschitz constant of the restriction of h to [0, y (T )].
We are going to apply the Banach fixed point theorem to Λ : XT → C ([−M,T ], X). Clearly Λ (XT ) ⊂
XT . Indeed estimate 0 ≤ Λu ≤ y (T ) for all t ∈ (−∞, T ] is due to hypothesis 0 ≤ η ≤ ρ ≤ y (T ), to
Λu (t) = η (t) for t ∈ (−∞, 0], and to the fact that Λu satisfies (S3). To complete the proof, it remains
to establish that Λ : XT → XT is a contraction for T small enough.
Let (u, v) ∈ XT ×XT . Then, for a.e. t ∈ (0, T ) we have
dΛu
dt
(t) +DΦ (Λu (t)) = F (t,Λu (t) , T u (t)) ,
dΛv
dt
(t) +DΦ (Λv (t)) = F (t,Λv (t) , T v (t)) .
Subtract these two equalities and take the scalar product with Λu (t)− Λv (t) in X. This yields〈
d
dt
(Λu− Λv) (t) , (Λu− Λv) (t)
〉
+ 〈DΦ (Λu (t))−DΦ (Λv (t)) ,Λu (t)− Λv (t)〉
= 〈F (t,Λu (t) , T u (t))− F (t,Λv (t) , T v (t)) ,Λu (t)− Λv (t)〉 .
Then, using the fact that DΦ is a monotone operator, we infer that for a.e. t ∈ (0, T )
1
2
d
dt
‖(Λu− Λv) (t)‖2X ≤ 〈F (t,Λu (t) , T u (t))− F (t,Λv (t) , T v (t)),Λu (t)− Λv (t)〉 .
Thus, for a.e. t ∈ (0, T ),
d
dt
‖Λu (t)− Λv (t) ‖2X ≤ 2‖F (t,Λu (t) , T u (t))− F (t,Λv (t) , T v (t)) ‖X‖Λu (t)− Λv (t) ‖X
≤ ‖F (t,Λu (t) , T u (t))− F (t,Λv (t) , T v (t)) ‖2X + ‖Λu (t)− Λv (t) ‖2X . (3.6)
According to the structure of the DCP-structured reaction functional F , from (2.3) and the fact that
u = v in (−∞, 0], we have
‖F (t,Λu (t) , T u (t))− F (t,Λv (t) , T v (t)) ‖2X
≤ C (T, g, h) ‖T u (t)− T v (t) ‖2X + C ′ (T, g, h) ‖Λu (t)− Λv (t) ‖2X
≤ 4TC (T, g, h) ‖u (t)− v (t) ‖X + C ′ (T, g, h) ‖Λu (t)− Λv (t) ‖2X (3.7)
where
C (T, g, h) = 2 sup
ζ∈[0,y(T )]
|g (ζ) |2‖r‖2L∞(RN ,Rl)Lh,T (T )2 ,
C ′ (T, g, h) = 2 sup
ζ′∈[0,y(T )]
|h (ζ ′) |2‖r‖2L∞(RN ,Rl)Lg,T (T )2
(recall that Lg,T and Lh,T denote the Lipschitz constants of the restrictions of g and h on [0, y (T )]
respectively). Combining (3.6) and (3.7) we infer that for a.e. t ∈ (0, T )
d
dt
‖Λu (t)− Λv (t) ‖2X ≤ 4TC (T, g, h) ‖u (t)− v (t) ‖2X + (1 + C ′ (T, g, h)) ‖Λu (t)− Λv (t) ‖2X . (3.8)
By integrating this inequality over (0, s) for s ∈ (0, T ) and noticing that Λu (0) = Λv (0) = η (0), we
obtain
‖Λu (s)− Λv (s) ‖2X ≤ 4T 2 C (T, g, h) ‖u− v‖2C((−∞,T ],X) + (1 + C ′ (T, g, h))
ˆ s
0
‖Λu (t)− Λv (t) ‖2Xdt
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from which, according to Gro¨nwall’s lemma, we deduce that for all s ∈ (0, T ),
‖Λu (s)− Λv (s) ‖2X ≤ 4T 2 C (T, g, h) ‖u− v‖2C((−∞,T ],X) exp ((1 + C ′ (T, g, h))T ) .
Since Λu = Λv = η on (−∞, 0], this inequality holds for all s ∈ (−∞, T ] so that
‖Λu− Λv‖C((−∞,T ],X) ≤ K (T ) ‖u− v‖C((−∞,T ],X)
where K (T ) := 2T (C (T, g, h))
1
2 exp
(
(1 + C ′ (T, g, h)) T2
)
. We claim that limT→0K (T ) = 0. The proof
will be completed by choosing T ∗ > 0 small enough so that K (T ∗) < 1. For this, note that the maps
T 7→ y (T ), T 7→ Lg,T , and T 7→ Lh,T are non decreasing so that C (T, g, h) and C (T, g, h) decrease to
finite limits when T decreases to 0.
Step 2 (uniqueness). For T ∗ obtained above, we establish the uniqueness of the solution of (PT ,η).
Let u and v be two solutions, then, by taking u for Λu and v for Λv in (3.8), we infer that for a.e.
t ∈ (0, T ∗)
d
dt
‖u (t)− v (t) ‖2X ≤ (1 + (C (T ∗, g, h) + C ′ (T ∗, g, h))) ‖u (t)− v (t) ‖2X .
Applying Gro¨nwall’s Lemma after integrating over (0, s), we obtain
‖u (t)− v (t) ‖2X ≤ ‖u (0)− v (0) ‖2X exp ((1 + (C (T ∗, g, h) + C ′ (T ∗, g, h)))T ∗)
and the claim follows since u (0) = v (0) = η (0).
Step 3 (existence of a global solution). By Step 1 consider T ∗ > 0 such that (PT ,η) admits a
unique solution in C ([0, T ∗], X). Under the initial condition u (0) = η (0) ∈ dom (DΦ) we are not assured
that the derivative dudt of the solution belongs to L
2 (0, T ∗, X). Nevertheless
√
tdudt ∈ L2 (0, T ∗, X) (see
[4, Theorem 17.2.5] or [6, Theorem 3.6]). Hence, for 0 < δ < T ∗, dudt belongs to L
2 (δ, T ∗, X). Set
E := {T > δ : ∃u ∈ C ((−∞, T ], X) , u solution of (PT ,η)} .
Since T ∗ ∈ E, we have E 6= ∅. Set TMax := supE in R+. In the following we denote by u the maximal
solution of (PT ,η) in C ([0, TMax), X) and argue by contradiction by assuming that TMax < +∞.
a) We first show that limt→TMax u (t) exists in X. Let T ∈ E, then for a.e. t ∈ (0, T ) we have〈
du
dt
(t) ,
du
dt
(t)
〉
+
〈
DΦu (t) ,
du
dt
(t)
〉
=
〈
F (t, u (t) , T u (t)) , du
dt
(t)
〉
.
We know that for a.e. t ∈ (δ, T ), ddtΦ (u (t)) =
〈
DΦu (t) , dudt (t)
〉
(see [4, Proposition 17.2.5]) so that by
integration over (δ, T ) we obtain
ˆ T
δ
∥∥∥∥dudt (t)
∥∥∥∥2
X
dt+Φ (u (t))−Φ (u (δ)) ≤
(ˆ T
0
‖F (t, u (t) , T u (t)) ‖2Xdt
) 1
2
(ˆ T
δ
∥∥∥∥dudt (t)
∥∥∥∥2
X
dt
) 1
2
(3.9)
Note that for all T ∈ E, we have [0, y (T )] ⊂ [0, y (TMax)]. Thus, from estimates 0 ≤ u ≤ y (T ) and
0 ≤ T u ≤ y (T ), according to the structure of the DCP-structured reaction fuctionnal F , there exists a
constant
C
(‖r‖L∞(RN ,Rl), ‖g‖L∞([0,y(TMax)],Rl), ‖h‖L∞([0,y(TMax)],Rl))
(that we write C in short) such that
‖F (t, u (t) , T u (t)) ‖2X ≤ 2C2LN (Ω) + 2‖q (t, ·) ‖2X .
Therefore, since inf Φ > −∞, and q ∈ L2 (0, TMax, L2 (Ω)), (3.9) yields
ˆ T
δ
∥∥∥∥dudt (t)
∥∥∥∥2
X
dt ≤ C
1 +(ˆ T
δ
∥∥∥∥dudt (t)
∥∥∥∥2
X
dt
) 1
2

where the new constant C does not depend on T . We infer that
ˆ TMax
δ
∥∥∥∥dudt (t)
∥∥∥∥2
X
dt = sup
T∈E
ˆ T
δ
∥∥∥∥dudt (t)
∥∥∥∥2
X
dt < +∞. (3.10)
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From (3.10) we deduce that u : [δ, TMax) → X is uniformly continuous. Indeed, for s < t in [δ, TMax) we
have
‖u (t)− u (s) ‖X ≤
ˆ t
s
∥∥∥∥dudτ (τ)
∥∥∥∥2
X
dτ ≤ (t− s) 12
(ˆ TMax
δ
∥∥∥∥dudτ (t)
∥∥∥∥2
X
dt
) 1
2
.
Since X is a Banach space, according to the continuous extension principle, u possesses a unique contin-
uous extension u in [δ, TMax], i.e., limt→TMax u (t) = u (TMax), which proves the claim.
b) Contradiction: consider the distributed delays reaction-diffusion problem
(PT ,η′)

dv
dt
(t) +DΦ (v (t)) = F (t, v (t) , T v (t)) for a.e. t ∈ (0, T )
v (t) = η′ (t) for t ∈ (−∞, 0],
where η′ is defined by η′ (t) = u (t+ TMax). It is easily seen that η′ ∈ Cc
(
(−∞, 0], L2 (Ω)) and satisfies
(2.4). Note that η′ (0) = u (TMax) ∈ dom (DΦ). Indeed, choose tn → TMax with tn outside the negligible
set in which u (t) 6∈ dom (DΦ) and use the fact that u (TMax) = limt→TMax u (t). Moreover 0 ≤ η′ ≤ ρ′
where ρ′ = y (TMax). Then according to Step 1, there exists T ∗∗ > 0 small enough such that
(P ′T ,η)
possesses a solution v ∈ C ([0, T ∗∗], X). Set
u˜ (t) =
{
u (t) if t ∈ (−∞, TMax]
v (t− TMax) if t ∈ [TMax, TMax + T ∗∗].
Then u˜ ∈ C ([0, TMax + T ∗∗], X) is a solution of (PT ,η), a contradiction with the maximality of TMax. 
By an easy adaptation of the proof above, we establish the same result in the context of the convention
above, i.e. when a0 = 0 on Ω \ Γ, is extended by +∞ on Γ, and φ = 0. More precisely,
Theorem 3.2. Let F be a DCP-structured reaction functional associated with (r, g, h, q), with ρ and y
given by (DCP), and Φ given by
Φ (u) =

ˆ
Ω
W (x,∇u (x)) dx if u ∈ H1Γ (Ω) ,
+∞ otherwise.
Let T be any positive numbers, and η in Cc
(
(−∞, 0], L2 (Ω)) satisfying η (0) ∈ dom (DΦ), and 0 ≤ η ≤ ρ.
Then the time delays reaction-diffusion problem
(PT ,η)

du
dt
(t) +DΦ (u (t)) = F (t, u (t) , T u (t)) for a.e. t ∈ (0, T )
u (t) = η (t) for all t ∈ (−∞, 0]
admits a unique solution u ∈ C ((−∞, T ], L2 (Ω)) satisfying (S1), (S2) and (S3). If moreover r belongs
to W 1,1
(
0, T, L2
(
Ω,Rl
))
, q belongs to W 1,1
(
0, T, L2 (Ω)
)
, η satisfies (2.4) and (mt)t>0 fulfills condition
(M4), then u satisfies (S4).
Remark 3.2. In the case of single time delay reaction-diffusion problems, for establishing existence and
uniqueness for (PT ,η) we could develop the following alternative constructive proof: (PT ,η) is equivalent
to the finite recursive sequence (Pi), i = 1 . . . [Tτ ] + 1 of reaction-diffusion Cauchy problem of the form
(Pi)

dui
dt
(t) +DΦ
(
ui (t)
)
= Fi
(
t, ui (t)
)
for a.e. t ∈ ((i− 1) τ, iτ)
ui ((i− 1) τ) = ui−1 ((i− 1) τ)
where u0 := η, and Fi
(
t, ui (t)
)
:= F
(
t, ui (t) , ui−1 (t)
)
is clearly a CP-structured reaction functional.
By applying [2, Theorem 3.1], we see that there exists a unique solution ui of (Pi). The function u
defined by u (t) = ui (t) for t ∈ [(i− 1) τ, iτ ] is a solution of (PT ,η). Uniqueness is a consequence of the
following remark: if u solves (Pτ,η), then the restriction of u in [(i− 1) τ, iτ ] is the unique solution of
(Pi).
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4. General convergence theorems for a class of delays nonlinear reaction-diffusion
problems
Consider a sequence (Φn)n∈N of functionals of the calculus of variations Φn : L
2 (Ω) → R ∪ {+∞}
defined by
Φn (u) =

ˆ
Ω
Wn (x,∇u (x)) dx+ 1
2
ˆ
∂Ω
a0,nu
2dHN−1 −
ˆ
∂Ω
hnu dHN−1 if u ∈ H1 (Ω)
+∞ otherwise
where hn ∈ L2HN−1 (∂Ω), a0,n ∈ L∞HN−1 (∂Ω), a0,n ≥ 0 HN−1-a.e. in ∂Ω, a0,n ≥ σn on Γ ⊂ ∂Ω with
HN−1 (Γ) > 0 for some σn > 0, and Wn : RN ×RN → R is a measurable function satisfying the following
conditions:
(D1,n) there exist {αn}n∈N ⊂ R∗+ and {βn}n∈N ⊂ R∗+ such that for a.e. x ∈ RN , all ξ ∈ RN , and all
n ∈ N
αn|ξ|2 ≤Wn (x, ξ) ≤ βn
(
1 + |ξ|2) ,
(D2,n) for a.e. x ∈ RN and every n ∈ N, the function Wn (x, ·) is convex and differentiable with
DξWn (x, 0) = 0 a.e. in RN ,
(D3,n) (Wn)n∈N is uniformly strongly convex, i.e., for some γ > 0 it holds for all ξ ∈ RN ,
inf
n∈N
inf
x∈RN
DξWn (x, ξ) · ξ ≥ γ|ξ|2.
.
From now on, we fix T > 0, and we assume the following Structural Conditions.
(SC1) We are given a sequence (Fn)n∈N of regular DCP-structured reaction functionals, each Fn is
associated with (rn, gn, hn, qn), i.e., Fn (t, u, v) (x) = fn (t, x, u (x) , v (x)) for all t ∈ [0, T ], a.e.
x ∈ Ω, and all (u, v) ∈ L2 (Ω)2, where
∀ (t, x, ζ, ζ ′) ∈ [0,+∞)× RN × R× R fn (t, x, ζ, ζ ′) = rn (t, x) hn (ζ ′) · gn (ζ) + qn (t, x) . (4.1)
For all n ∈ N, hn and gn are assumed to be locally Lipschitz functions, uniformly with respect
to n, i.e., for all interval I ⊂ R, there exist LI ≥ 0 and L′I ≥ 0 such that
∀ (ζ, ζ ′) ∈ R2 sup
n∈N
|gn (ζ)− gn (ζ ′) | ≤ LI |ζ − ζ ′| and sup
n∈N
|hn (ζ)− hn (ζ ′) | ≤ L′I |ζ − ζ ′|. (4.2)
We assume that the absolute continuity of rn and qn holds uniformly with respect to n, i.e.,
sup
n∈N
ˆ T
0
∥∥∥∥drndt (t, ·)
∥∥∥∥
L2(Ω,Rl)
dt < +∞ and sup
n∈N
ˆ T
0
∥∥∥∥dqndt (t, ·)
∥∥∥∥
L2(Ω)
dt < +∞. (4.3)
(SC2) We are given a sequence (ηn)n∈N of history functions in Cc
(
(−∞, 0], L2 (Ω)) satisfying ηn (0) ∈
H1 (Ω), 0 ≤ ηn ≤ ρn, and
sup
n∈N
ˆ 0
−∞
∥∥∥∥dηndt (t, ·)
∥∥∥∥
L2(Ω)
dt < +∞, (4.4)
where ρn is given by the condition (DCP) fulfilled by each Fn.
(SC3) We are given a sequence (mnt )t≥0,n∈N of vector measures in M
+
1 (R, L∞ (Ω)) such that each
(mnt )t≥0 satisfies (M1), (M2) and (M3). The sequence of time-delays operator (Tn)n∈N associated
with (mnt )t≥0,n∈N, is defined for each v in Cc
(
(−∞, T ], L2 (Ω)), by
Tnv (t) =
ˆ t
−∞
v (s) dmnt (s)
(see Definition 2.1).
Furthermore we assume that each family of vector measure (mnt )t≥0 fulfills condition (M’4).
More precisely, there exists a sequence of probability measure (µn)n∈N in P+ (R), such that for all
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v in Cηn
(
(−∞, T ], L2 (Ω)),
∀ (s, t) ∈ [0, T ]2 s < t =⇒ ‖Tnv (t)− Tnv (s) ‖L2(Ω) ≤
ˆ t
s
(∥∥∥∥ dvdσ (·)
∥∥∥∥
L2(Ω)
? µn
)
(σ) dσ. (4.5)
(SC4) Finally, we assume that
ρ := sup
n∈N
yn (T ) < +∞, (4.6)
and
∀n ∈ N 0 ≤ φn ≤ a0,nρn on ∂Ω (4.7)
where yn is given by the condition (DCP) fulfilled by each Fn. Note that when considering the
case
a0,n (x) =
{
0 if x ∈ ∂Ω \ Γ,
+∞ if x ∈ Γ,
and φn = 0, for all n ∈ N, then condition (4.7) is automatically satisfied.
4.1. Stability at the limit. According to the structure of the reaction functional Fn, the time delays
term, and a suitable notion of weak convergence relating to (mnt )t≥0, in theorem below we show that
the limit of the time delays problems (Pn) associated with above datas, keeps the same structure.
Theorem 4.1 (No mixing effect). Assume that the sequence (Wn)n∈N satisfies conditions (D1,n), (D2,n), (D3,n),
and that the sequence of DCP-structured reaction functionals (Fn)n∈N satisfies (SC1), (SC2), (SC3) and (SC4).
Let un be the unique solution of the time delays problem
(Pn)

dun
dt
(t) +DΦn (un (t)) = Fn (t, un (t) , Tnun (t)) for a.e. t ∈ (0, T ) ,
un (t) = ηn (t) for all t ∈ (−∞, 0].
Assume that
(H1) Φn
M→ Φ and sup
n∈N
‖φn‖L2HN−1 (∂Ω) < +∞;
(H2) sup
n∈N
Φn (ηn (0)) < +∞;
(H3) there exists η ∈ Cc
(
(−∞, 0], L2 (Ω)) such that ηn → η in C ((−∞, 0], L2 (Ω));
(H4) there exists a family of L∞ (Ω)-valued measures (mt)t≥0 with finite variation, such that for all
t ∈ [0, T ], mnt b(−∞,t]⇀ mtb(−∞,t]5 for the weak convergence of measures, in L2 (Ω) strong, i.e.,
for all ψ ∈ Cc
(
R, L2 (Ω)
)
, lim
n→∞
ˆ
R
1(−∞,t]ψdmnt =
ˆ
R
1(−∞,t]ψ dmt strongly in L2 (Ω);
(H5) gn and hn pointwise converge to g and h respectively;
(H6) r := sup
n∈N
‖rn‖L∞([0,T ]×RN ,Rl) < +∞ and rn ⇀ r in L2
(
0, T, L2
(
Ω,Rl
))
where r ∈ L∞ ([0, T ]× RN ,Rl);
(H7) for all t ∈ [0, T ], supn∈N ‖qn (t, ·) ‖L2(Ω) < +∞ and qn ⇀ q in L2
(
0, T, L2 (Ω)
)
.
Then un uniformly converges in C
(
[0, T ], L2 (Ω)
)
to some function u whose extension by η in (−∞, 0],
is the unique solution of the time delays problem
(P)

du
dt
(t) + ∂Φ (u (t)) 3 F (t, u (t) , T u (t)) for a.e. t ∈ (0, T )
u (t) = η (t) , 0 ≤ η ≤ ρ := sup
n∈N
yn (T ) for all t ∈ (−∞, 0], η (0) ∈ dom (Φ) .
5 For any Borel vector measure µ, and Borel set B, we denote by µbB the restriction of µ to the σ-algebra restriction
of B (R) to B
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The reaction functional F : [0,+∞)×L2 (Ω)×L2 (Ω)→ RΩ is defined for all t ∈ [0, T ], all (u, v) ∈ L2 (Ω)2
and for a.e. x ∈ Ω, by
F (t, u, v) (x) = f (t, x, u (x) , v (x)) ,
f (t, x, ζ, ζ ′) = r (t, x) h (ζ ′) · g (ζ) + q (t, x) .
The operator T : Cc
(
(−∞, T ], L2 (Ω))→ L2 (0, T, L2 (Ω)) is defined by
∀t ∈ [0, T ] T u (t) =
ˆ t
−∞
u (s) dmt (s) .
Moreover
dun
dt
⇀
du
dt
weakly in L2
(
0, T, L2 (Ω)
)
, and 0 ≤ u ≤ ρ := supn∈N yn (T ).
Proof. We follow the outlines of the proof of [2, Theorem 4.1]. The additional difficulty is the presence
of the delay term in the reaction functional. In the statement of Theorem 4.1, from (SC2), we assume
that u0n = ηn (0) ∈ H1 (Ω) = dom (Φn). But dom (Φn) ⊂ dom (Φn) = dom (DΦn) (for this last point we
refer to [4, Lemma 17.4.1]), hence u0n ∈ dom (DΦn). Therefore, according to Theorem 3.1, (Pn) possesses
a unique solution un which satisfies (S2)-(S4). Note that, from Lemma 2.1, we have 0 ≤ Tnun ≤ yn (T ).
Step 1. We establish
0 ≤ η ≤ ρ; (4.8)
sup
n∈N
‖un‖C(0,T,X) ≤ LN (Ω)
1
2 ρ; (4.9)
g := sup
(ζ,n)∈[0,ρ]×N
|gn (ζ) | < +∞, h := sup
(ζ,n)∈[0,ρ]×N
|hn (ζ) | < +∞; (4.10)
sup
n∈N
∥∥∥∥dundt
∥∥∥∥
L2(0,T,X)
< +∞. (4.11)
(recall that ρ := supn∈N yn (T ) which belong to R from (4.6)). Inequality (4.8) follows directly from
0 ≤ ηn ≤ ρn ≤ yn (T ) ≤ ρ given by (SC2), and (H3). Inequality (4.9) follows from 0 ≤ un ≤ yn (T ) ≤ ρ.
We easily deduce (4.10) from (4.2), hypothesis (H5) and estimate |gn (ζ) | ≤ |gn (0) |+ L[0,ρ]|ζ|, idem for
hn.
Let us establish (4.11). In what follows the letter C denotes various constants which can vary from
line to line. By using the structure of the DCP-structured reaction functional Fn, and from (4.10) and
hypothesis (H6), we infer that
‖Fn (t, un (t) , Tnun (t)) ‖2X ≤ 2L (Ω) ‖rn‖2∞g2h
2
+ 2‖qn (t, ·) ‖2X
≤ C (1 + ‖qn (t, ·) ‖2X) . (4.12)
Thus, according to hypothesis (H7), we deduce
sup
n∈N
ˆ T
0
‖Fn (t, un (t) , Tnun (t)) ‖2Xdt < +∞. (4.13)
On the other hand, since un solves (Pn) we have for a.e. t ∈ (0, T ),∥∥∥∥dundt (t)
∥∥∥∥2 +〈DΦn (un (t)) , dundt (t)
〉
=
〈
Fn (t, un (t) , Tnun (t)) , dun
dt
(t)
〉
,
and, by integrating this equality over (0, T ),
ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥2 dt+ ˆ T
0
〈
DΦn (un (t)) ,
dun
dt
(t)
〉
dt =
ˆ T
0
〈
Fn (t, un (t) , Tnun (t)) , dun
dt
(t)
〉
dt. (4.14)
Since u0n = ηn (0) ∈ dom (Φn), we infer that dundt belongs to L2 (0, T,X) and t 7→ Φn (un (t)) is absolutely
continuous (see [6, Theorem 3.6]). Therefore for a.e. t ∈ (0, T ), ddtΦ (un (t)) =
〈
DΦun (t) ,
dun
dt (t)
〉
(see
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[4, Proposition 17.2.5]). From (3.2), (4.14) yields
ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥2 dt = −Φn (un (T )) + Φn (u0n)+ ˆ T
0
〈
Fn (t, un (t) , Tnun (t)) , dun
dt
(t)
〉
dt (4.15)
≤ − inf
v∈L2(Ω),n∈N
Φn (v) + sup
n∈N
Φn
(
u0n
)
+
(ˆ T
0
‖Fn (t, un (t) , Tnun (t)) ‖2X
) 1
2
(ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥2
X
) 1
2
.
≤ C (Ctrace) sup
n∈N
‖φn‖2L2HN−1 (∂Ω) + supn∈NΦn
(
u0n
)
+
(ˆ T
0
‖Fn (t, un (t) , Tnun (t)) ‖2X
) 1
2
(ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥2
X
) 1
2
.
Hence, from (4.13), (H1), and (H2), we infer that there exists a positive constant C such that
ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥2
X
dt ≤ C
1 +(ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥2
X
dt
) 1
2
 ,
from which we deduce (4.11).
Step 2. We prove that there exist u ∈ C ([0, T ], X), and a subsequence of (un)n∈N not relabeled,
satisfying un → u in C ([0, T ], X) equipped with its uniform norm.
We apply the Ascoli-Arzela compactness theorem. From (4.9), (un)n∈N is bounded in C ([0, T ], X).
Moreover, for s < t, (s, t) ∈ [0, T ], we have
‖un (t)− un (s) ‖X ≤
ˆ t
s
∥∥∥∥dundt (τ)
∥∥∥∥
X
dτ ≤ (t− s) 12
∥∥∥∥dundt
∥∥∥∥
L2(0,T,X)
≤ (t− s) 12 sup
n∈N
∥∥∥∥dundt
∥∥∥∥
L2(0,T,X)
which, according to (4.11), provides the equicontinuity of the sequence (un)n∈N. It remains to establish
for each t ∈ [0, T ], the relative compactness in X of the set Et := {un (t) : n ∈ N}. For t = 0 there is
nothing to prove because of hypothesis (H3) on the initial condition. We are going to prove the relative
compactness of Et for t ∈]0, T ].
From Theorem 3.1, un satisfies (S4), then possesses a right derivative at each t ∈]0, T ] (at t = T , this
is due to the fact that un exists in C ([0,+∞), X) so that the right derivative of un at t = T is nothing
but the right derivative of the restriction of un to [0, T ]). Moreover
du+n
dt
(t) +DΦn (un (t)) = Fn (t, un (t) , Tnun (t)) for all t ∈]0, T ].
Taking un (t) as a test function, we infer that for all t ∈]0, T ]〈
du+n
dt
(t) , un (t)
〉
+ 〈DΦn (un (t)) , un (t)〉 = 〈Fn (t, un (t) , Tnun (t)) , un (t)〉 ,
hence, according to the Green formula and to the fact that un (t) ∈ domDΦn for all t ∈]0, T ], we deduceˆ
Ω
DξWn (x,∇un (t)) · ∇un (t) dx
=
ˆ
∂Ω
DξWn (x,∇ un (t)) · n un (t) dHN−1 −
ˆ
Ω
du+n
dt
(t)un (t) dx+
ˆ
Ω
Fn (t, un (t) , Tnun (t))un (t) dx
=
ˆ
∂Ω
(φn − a0,nun (t))un (t) dHN−1 −
ˆ
Ω
du+n
dt
(t)un (t) dx+
ˆ
Ω
Fn (t, un (t) , Tnun (t))un (t) dx
≤
ˆ
∂Ω
φnun (t) dHN−1 −
ˆ
Ω
du+n
dt
(t)un (t) dx+
ˆ
Ω
Fn (t, un (t) , Tnun (t))un (t) dx.
Take ν ∈ R such that 0 < ν < 2γCtrace where γ is the constant in (D3,n), and Ctrace the constant of
continuity of the trace operator. From the uniform strong convexity condition (D3,n) and (4.9), we
CONVERGENCE OF A CLASS OF NONLINEAR TIME DELAYS REACTION-DIFFUSION EQUATIONS 21
deduce that for all t ∈]0, T ],
γ
ˆ
Ω
|∇un (t) |2dx ≤‖φn‖L2HN−1 (∂Ω)‖un (t) ‖L2HN−1 (∂Ω)
+ ρLN (Ω)
1
2
(∥∥∥∥du+ndt (t)
∥∥∥∥
X
+ ‖Fn (t, un (t) , Tnun (t)) ‖X
)
≤Ctrace
2ν
‖φn‖2L2HN−1 (∂Ω) +
Ctraceν
2
‖un (t) ‖2H1(Ω)
+ ρLN (Ω)
1
2
(∥∥∥∥du+ndt (t)
∥∥∥∥
X
+ ‖Fn (t, un (t) , Tnun (t)) ‖X
)
≤Ctrace
2ν
‖φn‖2L2HN−1 (∂Ω) +
Ctraceν
2
(ˆ
Ω
|∇un (t) |2dx+ ρ2LN (Ω)
)
+ ρ LN (Ω)
1
2
(∥∥∥∥du+ndt (t)
∥∥∥∥
X
+ ‖Fn (t, un (t) , Tnun (t)) ‖X
)
.
We infer that(
γ − Ctraceν
2
) ˆ
Ω
|∇un (t) |2dx ≤ Ctrace
2ν
sup
n
‖φn‖2L2HN−1 (∂Ω) +
Ctraceν
2
ρ2LN (Ω)
+ ρLN (Ω) 12
(∥∥∥∥du+ndt (t)
∥∥∥∥
X
+ sup
n∈N
‖Fn (t, un (t) , Tnun (t))‖X
)
. (4.16)
From 4.12, (H7), and (H1), estimate (4.16) and (4.9) yield that (un (t))n∈N is bounded in H
1 (Ω) provided
that we establish
sup
n
‖du
+
n
dt
(t) ‖X < +∞. (4.17)
Then, assuming (4.17), we conclude to the compactness of the set Et from the compact embedding
H1 (Ω)→ L2 (Ω). To prove (4.17) set Gn (t) := Fn (t, un (t) , Tnun (t)). In order to apply Lemma C.1 of
the Appendix, we start by establishing the following estimate on the total variation Var (Gn, [0, T ]) of
Gn in [0, T ]:
Var (Gn, [0, T ]) =
ˆ T
0
∥∥∥∥Gndt (t)
∥∥∥∥
L2(Ω)
dt ≤ C
(
1 +
ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥
L2(Ω)
dt
)
(4.18)
where C is a nonnegative constant which does not depend on n. According to the structure of Fn, from
(4.10) and (H6), and noticing that from Lemma 2.1, 0 ≤ Tnun ≤ yn (T ) ≤ ρ, we have
‖Gn (t)−Gn (s) ‖X ≤gh‖rn (t)− rn (s) ‖L2(Ω,Rl) + ‖qn (t)− qn (s) ‖L2(Ω)
+ sup
n∈N
‖rn‖∞ ‖gn (un (t)) · hn (Tnun (t))− gn (un (s)) · hn (Tnun (s))‖L2(Ω)
≤gh
ˆ t
s
∥∥∥∥drndt (τ, ·)
∥∥∥∥
L2(Ω,Rl)
dτ +
ˆ t
s
∥∥∥∥dqndt (τ, ·)
∥∥∥∥
L2(Ω)
dτ
+ sup
n∈N
‖rn‖∞ ‖gn (un (t)) · hn (Tnun (t))− gn (un (s)) · hn (Tnun (s))‖L2(Ω) .
(4.19)
On the other hand, from (4.2), (4.5) and (4.10)), we infer that
‖gn (un (t)) · hn (Tnun (t))− gn (un (s)) · hn (Tnun (s))‖L2(Ω)
≤ gL′[0,ρ] ‖Tnun (t)− T un (s)‖L2(Ω) + hL[0,ρ] ‖un (t)− un (s)‖L2(Ω)
≤ gL′[0,ρ]
ˆ t
s
(∥∥∥∥dundσ (·)
∥∥∥∥
L2(Ω)
? µn
)
(σ) dσ + hL[0,ρ]
ˆ t
s
∥∥∥∥dundσ (σ)
∥∥∥∥
L2(Ω)
dσ. (4.20)
Combining (4.19) with (4.20), from (4.3) we deduce that
ˆ T
0
∥∥∥∥Gndσ (σ)
∥∥∥∥
L2(Ω)
dσ ≤ C
(
1 +
ˆ T
0
(∥∥∥∥dundσ (·)
∥∥∥∥
L2(Ω)
? µn
)
(σ)dσ +
ˆ T
0
∥∥∥∥dundσ (σ)
∥∥∥∥
L2(Ω)
dσ
)
. (4.21)
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Since un ∈ Cηn
(
(−∞, T ], L2 (Ω)), according to Lemma 2.2, we have
ˆ T
0
(∥∥∥∥dundσ (·)
∥∥∥∥
L2(Ω)
? µn
)
(σ) dσ ≤
ˆ 0
−∞
∥∥∥∥dηndσ (σ)
∥∥∥∥
L2(Ω)
dσ +
ˆ T
0
∥∥∥∥dundσ (σ)
∥∥∥∥
L2(Ω)
dσ
so that, from (4.4)),
ˆ T
0
(∥∥∥∥dundσ (·)
∥∥∥∥
L2(Ω)
? µn
)
(σ) dσ ≤ C
(
1 +
ˆ T
0
∥∥∥∥dundσ (σ)
∥∥∥∥
L2(Ω)
dσ
)
. (4.22)
Estimate (4.18) is obtained by Collecting (4.21) and (4.22).
Applying Lemma C.1, from (4.18), we deduce that∥∥∥∥du+ndt (t)
∥∥∥∥
X
≤
(
C +
(
C +
1
t
)ˆ T
0
∥∥∥∥dundt (t)
∥∥∥∥
X
dt
)
and (4.17) follows from (4.11).
Step 3. We assert that dundt ⇀
du
dt weakly in L
2 (0, T,X) for a non relabeled subsequence, and that
0 ≤ u ≤ ρ. The first claim is a straightforward consequence of (4.11) and Step 2. The second one
follows easily from inequality 0 ≤ un ≤ ρ and un → u in C ([0, T ], X).
Step 4. We prove that u, extended by η in (−∞, 0], is the unique solution of (P). The proof of
du
dt
(t) + ∂Φ (u (t)) 3 F (t, u (t) , T u (t)) for a.e. t ∈ (0, T )
mimics that of [2, Theorem 3.1] so that we give a sketch of the proof. The only trickier result is the
following version of [2, Lemma4.2] whose proof is postponed to the last step.
Lemma 4.1. The functional Gn = Fn (·, un, Tnun) weakly converges in L2
(
0, T, L2 (Ω)
)
to the functional
G defined by G (t) = F (t, u (t) , T u (t)) where F (t, u (t) , T u (t)) = r (t) h (T u (t)) · g (u (t)) + q (t).
From Step 2, there exists u ∈ C ([0, T ], X) and a (non relabeled) subsequence such that un → u
in C ([0, T ], X). According to the Fenchel extremality condition (see [4, Proposition 9.5.1]) (Pn) is
equivalent to
Φn (un (t)) + Φ
∗
n
(
Gn (t)− dun
dt
(t)
)
+
〈
dun
dt
(t)−Gn (t) , un (t)
〉
= 0
for a.e. t ∈ (0, T ) which, from the Legendre-Fenchel inequality, is equivalent toˆ T
0
[
Φn (un (t)) + Φ
∗
n
(
Gn (t)− dun
dt
(t)
)]
dt+
1
2
(
‖un (T ) ‖2 −
∥∥u0n∥∥2)− ˆ T
0
〈Gn (t) , un (t)〉 dt = 0.
(4.23)
From (H3) we have ∥∥u0n∥∥X → ‖u0‖X . (4.24)
Combining un (T ) = u
0
n +
ˆ T
0
dun
dt
(t) dt with
dun
dt
⇀
du
dt
in L2 (0, T,X), we infer that
lim inf
n→+∞ ‖un (T ) ‖
2 ≥ ‖u (T ) ‖2. (4.25)
From Lemma 4.1]
Gn ⇀ G weakly in L
2 (0, T,X) . (4.26)
From (H1) the integral functionals IΦn and IΦ∗n respectively defined in L
2
(
0, T˜ ,X
)
by IΦn (v) =´ T
0
Φn (v (t)) dt and IΦ∗n (v) =
´ T
0
Φ∗n (v (t)) dt Mosco-converge to the integrals functionals IΦ and IΦ∗
respectively defined by IΦ (v) =
´ T
0
Φ (v (t)) dt and IΦ∗ (v) =
´ T
0
Φ∗ (v (t)) dt (for a proof consult [2,
Lemma 4.1]). Hence, passing to the limit in (4.23), from (4.24), (4.25), (4.26), and Step 3 we obtainˆ T
0
[
Φ(u (t)) + Φ∗
(
G (t)− du
dt
(t)
)]
dt+
1
2
(‖u (T ) ‖2 − ‖u0‖2)− ˆ T
0
〈G (t) , u (t)〉 dt ≤ 0
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or equivalently ˆ T
0
[
Φ (u (t)) + Φ∗
(
G (t)− du
dt
(t)
)
+
〈
du
dt
(t)−G (t) , u (t)
〉]
dt ≤ 0. (4.27)
But from the Legendre-Fenchel inequality we have Φ (u (t))+Φ∗
(
G (t)− dudt (t)
)
+
〈
du
dt (t)−G (t) , u (t)
〉 ≥
0, so that (4.27) yields that for a.e. t ∈ (0, T ), Φ (u (t)) + Φ∗ (G (t)− dudt (t))+ 〈dudt (t)−G (t) , u (t)〉 = 0
which is, according to [4, Proposition 9.5.1], equivalent to
du
dt
(t) + ∂Φ (u (t)) 3 G (t) for a.e. t ∈ (0, T ) .
We have already proved that 0 ≤ η ≤ ρ in Step 1. It remains to establish that η (0) ∈ dom (Φ). From
(H1), (H2), and (H3), we infer that
Φ (η (0)) ≤ lim inf
n→+∞Φn (ηn (0)) ≤ supn∈NΦn (ηn (0)) < +∞,
which prove the thesis.
Step 5.
Proof of Lemma 4.1. The fact that T is well defined follows straightforwardly from the pointwise limit
Tnu (t) → T u (t) in L2 (Ω) ensured by (H4): indeed write Tnu (t) =
´
R 1(−∞,t]u˜tdm
n
t and T u (t) =´
R 1(−∞,t]u˜tdmt where u˜t defined by (2.1) belongs to Cc
(
R, L2 (Ω)
)
.
Recall that Gn (t) = Hn (t) + qn (t) where
Hn (t) (x) = rn (t, x) hn (Tnun (t, x)) · gn (un (t, x)) = rn (t, x) · hn (Tnun (t, x)) gn (un (t, x)) ,
Since qn ⇀ q in L
2 (0, T,X), we are reduced to prove that Hn ⇀ H in L
2 (0, T,X) where
H (t) (x) = r (t, x) h (T u (t, x)) · g (u (t, x)) = r (t, x) · h (T u (t, x)) g (u (t, x)) .
Hence, since rn ⇀ r in L
2 (0, T,X), it suffices to establish that
hn (Tnun) gn (un)→ h (Tnu) g (u) strongly in L2
(
0, T,X l
)
where X l denotes the space L2
(
Ω,Rl
)
. We have 6
‖hn (Tnun (t)) gn (un (t))− h (T u (t)) g (u (t)) ‖Xl
≤‖hn (Tnun (t)) gn (un (t))− hn (Tnun (t)) g (u (t)) ‖Xl
+ ‖hn (Tnun (t)) g (u (t))− h (T u (t)) g (u (t)) ‖Xl
≤h‖gn (un (t))− g (u (t)) ‖Xl + g‖hn (Tnun (t))− h (T u (t)) ‖Xl
≤hL[0,ρ]‖un (t)− u (t) ‖X + h‖gn (u (t))− g (u (t)) ‖Xl
+ gL′[0,ρ]‖Tnun (t)− T u (t) ‖X + g‖hn (T u (t))− h (T u (t)) ‖Xl .
Hence, to prove the claim we need to establish thatˆ T
0
‖gn (u (t))− g (u (t)) ‖2Xldt→ 0,
ˆ T
0
‖hn (T u (t))− h (T u (t)) ‖2Xldt→ 0 (4.28)
ˆ T
0
‖un (t)− u (t) ‖2Xdt→ 0 (4.29)
ˆ T
0
‖Tnun (t)− T u (t) ‖2Xdt→ 0. (4.30)
The two convergences in (4.28) follow easily from (H5) and the Lebesgue dominated convergence theorem.
Convergence (4.29) is straitghforward. We establish (4.30). From (2.3), we have
‖Tnun − T u‖L2(0,T,X) ≤ ‖Tn (un − u) ‖L2(0,T,X) + ‖Tnu− T u‖L2(0,T,X)
≤ 2T 12 ‖un − u‖C([0,T ],X) + ‖Tnu− T u‖L2(0,T,X).
6To simplify the notation we write g (v (t)) for the function x 7→ g (v (t, x)), idem for h (v (t)), gn (v (t)) and hn (v (t)).
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Hence it remains to prove that ‖Tnu − T u‖L2(0,T,X) → 0. The claim follows from the pointwise con-
vergence Tnu (t) → T u (t) in L2 (Ω) for a.e. t ∈ (0, T ), (2.2), and the Lebesgue dominated convergence
theorem. This ends the proof of Lemma 4.1. 
This completes the proof of Theoram 4.1. 
Remark 4.1. It is easy to check that (H4) holds for the measures described in the three examples 2.1, 2.2
and 2.3 in the following situations
1) mnt =
∑
k∈N
dkδt−τk,n with τk,n → τk in R+; then mt =
∑
k∈N dkδt−τk ;
2) mnt =
1
#τ
δt−τn(·) where # (τn (R)) is assumed to be a constant, denoted by #τ , and τn → τ pointwise
in Ω; then mt =
1
#τ δt−τ(·);
3) mnt = Kn (·, t− σ) dσ where Kn (·, σ)→ K (·, σ) in L2 (Ω), with the domination property: there exists
J ∈ L1 (0,+∞) such that ‖Kn (·, σ) ‖L2(Ω) ≤ J (σ) a.e.. Then mt = K (·, t− σ) dσ.
4.2. Non stability at the limit for the reaction functional: convergence with mixing effect
between growth rates and time delays at the limit. We substitute for (H4) a global weak con-
vergence (H′4) of the product of the growth rate rn with the time delays term hn (Tn·). The structure
of the reaction functional is then no longer preserved at the limit. This phenomena occurs in stochas-
tic homogenization when the time-delays are strongly oscillating through the space variable. It will be
illustrated in Section 5.
Theorem 4.2 (Mixing effect). Assume that (Wn)n∈N satisfies conditions (D1,n), (D2,n), (D3,n), and
that the sequence of DCP-structured reaction functionals (Fn)n∈N satisfies (SC1), (SC2), (SC3) and (SC4).
Let un be the unique solution of the delays problem
(Pn)

dun
dt
(t) +DΦn (un (t)) = Fn (t, un (t) , Tnun (t)) for a.e. t ∈ (0, T ) ,
un (t) = ηn (t) for all t ∈ (−∞, 0].
Assume hypotheses (H1), (H2), (H3), (H7) and
(H′4) there exists a function rT : Cc
(
(−∞, T ], L2 (Ω))→ L2 (0, T, L2 (Ω)) such that rn  hn (Tnψ) ⇀
rT (ψ) 7 weakly in L2
(
0, T, L2
(
Ω;Rl
))
for all ψ ∈ Cc
(
(−∞, T ], L2 (Ω)) satisfying 0 ≤ ψ ≤ ρ
and support
(
ψb(−∞,0]
) ⊂ support (η);
(H′5) gn pointwise converges to g and supn∈N |hn (0) | < +∞;
(H′6) r = supn∈N ‖rn‖L∞([0,+∞)×RN ,Rl) < +∞;
Then un uniformly converges in C
(
[0, T ], L2 (Ω)
)
to some function u whose extension by η in (−∞, 0],
is the unique solution of the problem
(P)

du
dt
(t) + ∂Φ (u (t)) 3 rT (u) (t) · g (u (t)) + q (t) for a.e. t ∈ (0, T )
u (t) = η (t) , 0 ≤ η (t) ≤ ρ := sup
n∈N
yn (T ) for all t ∈ (−∞, 0], η (0) ∈ dom (Φ) .
Moreover,
dun
dt
⇀
du
dt
weakly in L2
(
0, T, L2 (Ω)
)
, and 0 ≤ u ≤ ρ := supn∈N yn (T ).
Proof. All the proof of Theorem 4.1 remains valid, excepted Step 4, Lemma 4.1. We only have to
substitute Lemma 4.2 below for Lemma 4.1. 
Lemma 4.2. The functional Gn = Fn (·, un, Tnun) weakly converges in L2 (0, T,X) to the functional G
defined for all t ∈ [0, T ] by G (t) = rT (u) (t) · g (u (t)) + q (t).
7We write rn  hn (Tnψ) to denote the function defined in L2
(
0, T, L2 (Ω)
)
by (t, x) 7→ rn (t, x) hn (Tnψ (t, x)).
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Proof of Lemma 4.2. Recall that Gn (t) = Hn (t) + qn (t) where Hn (t) (x) = rn (t, x) hn (Tnun (t, x)) ·
gn (un (t, x)). Since qn ⇀ q in L
2 (0, T,X), it remains to prove that Hn ⇀ H in L
2 (0, T,X) where
H (t) = rT (u) (t) ·g (u (t)). From (H′5), (4.2), (4.6), and according to Step 2 in the proof of Theorem 4.1,
it is easy to show that gn (un) → g (u) strongly in L2
(
0, T, L2
(
Ω;Rl
))
. To conclude, we prove that
rn  hn (Tnun) ⇀ rT (u) weakly in L2
(
0, T, L2
(
Ω;Rl
))
. We have
rn  hn (Tnun) = rn  hn (Tnu) + rn (t) (hn (Tnun)− hn (Tnu)) (4.31)
From (4.2), (2.3), (H′6), and the fact that 0 ≤ Tnun ≤ ρ, 0 ≤ Tnu ≤ ρ, we have
‖rn (t) (hn (Tnun)− hn (Tnu)) ‖L2(0,T,Xl) ≤ rT
1
2LN (Ω)
1
2 L′[0,ρ]‖un − u‖C((−∞,T ],X),
hence rn (t)  (hn (Tnun)− hn (Tnu)) strongly converges to 0 in L2
(
0, T, L2
(
Ω;Rl
))
. The conclusion
then follows from (4.31) and hypothesis (H′4) by taking ψ = u as a test function. 
Remark 4.2. In practice, the difficulty is to establish the convergence in hypothesis (H′4). We will
obtain (H′4) in the context of stochastic homogenization with certain functions h, then illustrating the
interplay at the limit, between the growth rate rn, and the time delays modeled by h (Tnψ).
Remark 4.3. Theorems 4.1 and 4.2 can be generalized without difficulty to differential inclusions (Pn)
under minor additional conditions (see [2, Remark 4.1]). Due to the fact that the graph limit of a sequence
of single valued maximal monotone operator may be multivalued, the limit problem in Theorems 4.1
and 4.2 is a differential inclusion. In some cases the diffusion term of the limit problem is a single
valued subdifferential as seen in Section 5 in the framework of homogenization (see condition (GD) on
the Fenchel conjugate of W (x, ·)).
5. Stochastic homogenization of distributed delays reaction diffusion problems
We place this section within the framework of stochastic homogenization introduced in [2] (see also
[4, Section 17.4.5]). Recall that the triple
(
Σ,A,P, (Tz)z∈ZN
)
is a discrete dynamical system made up
of a probabilistic space (Σ,A,P) equipped with a group (Tz)z∈ZN of P-preserving transformations. We
denote by I the σ-algebra of invariant sets of A by (Tz)z∈ZN and, for every h in the space L1P (Σ) of
P-integrable functions, by EIh the conditional expectation of h with respect to I. Theorem 5.1, states
that a mixing phenomena appears for the homogenized reaction functional between the various growths
rate and time delays entering the structure of the random reaction functional. This result is illustrated
in Appendix E through the homogenization of a vector disease model and a delay logistic equation with
immigration. In the first example, the growth rate of the uninfected population and the time delays
coefficients of the homogenized problem are mixed in such a way that the effective distributed delays
are associated with a measure incorporating the growth rate. In the second example, the homogenized
problem may be interpreted as a diffuse delay logistic equation modeling the evolution of a density
population spreading in an homogeneous environment, whose carrying capacity is function of the growth
rate and time dependent.
5.1. The random diffusion part. The diffusion part, is that of Section 3 with random coefficients (see
[2]). Just recall that the diffusion operator is the subdifferential of the random energy functional
Φε (ω, u) =

Φ˜ε (ω, u) +
1
2
ˆ
∂Ω
a0u dHN−1 −
ˆ
∂Ω
φu dHN−1 if u ∈ H1 (Ω)
+∞ otherwise,
where
Φ˜ε (ω, u) =

ˆ
Ω
W
(
ω,
x
ε
,∇u
)
dx if u ∈ H1 (Ω)
+∞ otherwise.
and W is a random convex integrand W : Σ× RN × RN → R, covariant with respect to the dynamical
system
(
Σ,A,P, (Tz)z∈ZN
)
. More precisely W is a
(A⊗ B (RN)⊗ B (RN) ,B (R))-measurable function
such that for every ω ∈ Σ, W (ω, ·, ·), belongs to the class of functions mapping RN ×RN to R satisfying
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conditions (D1,n), (D2,n), and (D3,n) for fixed ω. The covariance property is stated as follows: for all
z ∈ ZN
W (Tzω, x, ξ) = W (ω, x+ z, ξ) for a.e. x ∈ RN , for all ξ ∈ RN , and for P-a.e. ω ∈ Σ.
We also recall that for P a.e. ω ∈ Σ, the functional Φε (ω, ·) Mosco-converges to the functional
Φhom (ω, u) =

Φ˜hom (ω, u) +
1
2
ˆ
∂Ω
a0u dHN−1 −
ˆ
∂Ω
φu dHN−1 if u ∈ H1 (Ω)
+∞ otherwise.
where
Φ˜hom (ω, u) =

ˆ
Ω
Whom (ω,∇u) dx if u ∈ H1 (Ω)
+∞ otherwise,
and Whom is given by
Whom (ω, ξ) = lim
n→+∞E
I inf
{
1
nN
ˆ
nY
W (ω, y, ξ +∇u (y)) dy : u ∈ H10 (nY )
}
= inf
n∈N∗
EI inf
{
1
nN
ˆ
nY
W (ω, y, ξ +∇u (y)) dy : u ∈ H10 (nY )
}
.
If
(
Σ,A,P, (Tz)z∈ZN
)
is ergodic, then Whom is deterministic and given for P-a.s. ω ∈ Σ by
Whom (ξ) = lim
n→+∞E inf
{
1
nN
ˆ
nY
W (ω, y, ξ +∇u (y)) dy : u ∈ H10 (nY )
}
= inf
n∈N∗
E inf
{
1
nN
ˆ
nY
W (ω, y, ξ +∇u (y)) dy : u ∈ H10 (nY )
}
.
We can not guarantee a priori that Whom (ω, ·) is Gaˆteaux-differentiable. Hence ∂ξWhom (ω, ·) is
possibly multivalued. Nevertheless, to shorten the notation, we write indifferently ∂ξW
hom (ω, ·) to
denote the subdiffrential ∂ξW
hom (ω, ·) or any of its elements. Under the following additional condition
on the Fenchel conjugate of ξ 7→W (ω, x, ξ), the density Whom (ω, ·) is Gaˆteaux differentiable for P a.e.
ω ∈ Σ, so that ∂ξWhom (ω, ·) is univalent and reduced to a pointwise limit:
(GD) there exists γ∗ > 0 such that
〈
ξ∗1 − ξ∗2 , ξ1 − ξ2
〉 ≥ γ∗|ξ1 − ξ2|2 for P a.e. ω ∈ Σ, for a.e. x ∈ RN ,
for all (ξ1, ξ2) ∈ RN × RN and all (ξ∗1 , ξ∗2) ∈ ∂ξW ∗ (ω, x, ξ1)× ∂ξW ∗ (ω, x, ξ2).
For a proof, we refer the reader to [4, Proposition 17.4.6].
5.2. The random reaction part. Consider a random DCP-structured reaction functional, namely, a
functional
F : Σ× [0,+∞)× L2 (Ω)× L2 (Ω)→ RΩ
defined by F (ω, t, u, v) (x) = f (ω, t, x, u (x) , v (x)) where
f : Σ× [0,+∞)× RN × R× R→ R
is A ⊗ B (R) ⊗ B (RN) ⊗ B (R) -B (R) measurable and such that for P-a.s. ω ∈ Σ, f (ω, ·, ·, ·, ·) is a
DCP-structured reaction function associated with (r (ω, ·) , g, h, q (ω, ·)).
We assume that r ∈ W 1,2 (0, T, L2loc (RN ,Rl)), q ∈ W 1,2 (0, T, L2loc (RN)), and that for all bounded
Borel sets B of RN , the real valued functions below belong to L1P (Σ):
ω 7→ ‖r (ω, t, ·) ‖2L2(B,Rl) for all t ∈ [0, T ], ω 7→ ‖q (ω, t, ·) ‖2L2(B) for all t ∈ [0, T ],
ω 7→
ˆ T
0
∥∥∥∥drdt (ω, τ, ·)
∥∥∥∥2
L2(B,Rl)
dτ, ω 7→
ˆ T
0
∥∥∥∥dqdt (ω, τ, ·)
∥∥∥∥2
L2(B)
dτ.
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Furthermore r and q, satisfy the covariance property with respect to the dynamical system
(
Σ,A,P, (Tz)z∈ZN
)
:
for all z ∈ ZN , all t ∈ [0,+∞), a.e. x ∈ RN and P-a.s. ω ∈ Σ,
r (ω, t, x+ z) = r (Tzω, t, x) ,
q (ω, t, x+ z) = q (Tzω, t, x) .
Set fε (ω, t, x, ζ, ζ
′) := f
(
ω, t, xε , ζ, ζ
′), we define the functional Fε by setting Fε (ω, t, u, v) (x) = f (ω, t, xε , u (x) , v (x)).
Note that in the expression of (DCP), the functions f , y, and ρ may depend on ω (we sometimes omit
it to shorten the notation), and that Fε (ω, ·, ·, ·) is a DCP-structured reaction functional whose (DCP)
condition is exactly that of F (ω, ·, ·, ·), i.e. with f , y, and ρ. Since y does not depend on ε, condition (4.6)
is automatically satisfied. Condition (4.3) holds for P-a.s. ω ∈ Σ. Indeed, according to [2, Lemma 5.1],
the following estimates hold for P-a.s. ω ∈ Σ:
lim sup
ε→0
ˆ T
0
∥∥∥∥drdt (ω, t, ·ε)
∥∥∥∥
L2(Ω,Rl)
dt ≤
[
TLN (Ω) EI
ˆ T
0
∥∥∥∥drdτ (ω, τ, ·)
∥∥∥∥2
L2(Y,Rl)
dτ
] 1
2
,
lim sup
ε→0
ˆ T
0
∥∥∥∥dqdt (ω, t, ·ε)
∥∥∥∥
L2(Ω)
dt ≤
[
TLN (Ω) EI
ˆ T
0
∥∥∥∥dqdt (ω, τ, ·)
∥∥∥∥2
L2(Y )
dτ
] 1
2
.
The sequence of random history function, is defined by considering a sequence (ηε)n∈N of measurable
maps ω 7→ ηε (ω) from Σ into Cc
(
(−∞, 0], L2 (Ω)) satisfying ηε (ω) (0) ∈ H1 (Ω), 0 ≤ ηε (ω) ≤ ρ (ω), and
sup
ε>0
ˆ 0
−∞
∥∥∥∥dηε (ω)dt (t, ·)
∥∥∥∥
L2(Ω)
dt < +∞.
for P-a.s. ω ∈ Σ. We sometimes write ηε (ω, ·) for ηε (ω).
Finally, we assume that condition (4.7) is satisfied, more precisely, for P-a.s. ω ∈ Σ,
0 ≤ φ ≤ a0ρ (ω) on ∂Ω.
We restrict the asymptotic analysis to sequences (mεt )t≥0,ε of random vector measures i.e., measurable
maps ω 7→mεt (ω) from Σ into M+1 (R, L∞ (Ω)), satisfying one of the two structures described below.
5.2.1. First structure. Let τ : Σ → [0,+∞)RN be a measurable map such that for P-a.s ω ∈ Σ,
#τ (ω)
(
RN
)
is a constant denoted by #τ (recall that # (E) denotes the cardinal of the set E). We
assume that τ satisfies the covariance property τ (ω) (x+ z) = τ (Tzω) (x) for all z ∈ ZN , a.e. x ∈ RN ,
and for P a.e. ω ∈ Σ. According to Example 2.2, for each ω ∈ Σ, and t ≥ 0, we consider the vector
measure mεt (ω) ∈M+1 (R, L∞ (Ω)) defined by
mεt (ω) =
1
#τ
δt−τ(ω, ·ε ).
For each ω ∈ Σ, (mεt (ω))t≥0 is clearly a family of vector measures in M+1 (R, L∞ (Ω)) satisfying (M1), (M2),
and (M3). For all v ∈ Cc
(
(−∞, T ], L2 (Ω)) we set
Tε (ω) v (t) =
ˆ t
−∞
v (s) dmεt (ω) (s) =
1
#τ
v
(
t− τ
(
ω,
·
ε
))
,
i.e., for almost all x ∈ Ω,
Te (ω) v (t) (x) = 1
#τ
v
(
t− τ
(
ω,
x
ε
))
(x) ,
which defines a Time delays-operator Tε (ω) : Cc
(
(−∞, T ], L2 (Ω)) → L2 (0, T, L2 (Ω)) associated with
(mεt (ω))t≥0. Condition (4.5) is almost surely satisfied. Indeed, from Example 2.2 and Remark 2.1, for
all T > 0, the probability measure µε (ω) =
1
#(RN )
∑
τi∈τ(ω)(RN ) δτi , which, in this case, does not depend
on ε, satisfies for all v ∈ Cηε(ω)
(
(−∞, T ], L2 (Ω))
∀ (s, t) ∈ [0, T ]2 s < t =⇒ ‖Tε (ω) v (t)− Tε (ω) v (s) ‖L2(Ω) ≤
ˆ t
s
(∥∥∥∥ dvdσ (·)
∥∥∥∥
L2(Ω)
? µε (ω)
)
(σ) dσ.
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5.2.2. Second structure. For each k ∈ N, consider a A-B (L∞ (Ω)) measurable map ω 7→ dk (ω, ·), with
dk ≥ 0, such that for P-a.s ω ∈ Σ,
∑
k∈N ‖dk (ω, ·) ‖L∞(Ω) = 1. Set d (ω, ·) = (dk (ω, ·))k∈N, dεk (ω, x) :=
dk
(
ω, xε
)
, and dε (ω, ·) = (dεk (ω, ·))k∈N. On the other hand, we consider a family (νt)t≥0 of measures
νt = (νk,t)k∈N where νk,t is a probability measure of P+ (R). We assume that the maps t 7→ 1(−∞,t]νk,t
are measurable and define the sequence (mεt )t≥0 of random measures
ω 7→mεt (ω) = dε (ω, ·) · νt.
It is easily seen that for each ω ∈ Σ and ε > 0, (mεt )t≥0 is a family of vector measures in M+1 (R, L∞ (Ω))
which satisfies (M1), (M2), and (M3). The vector measures considered in Example 2.1, and Example 2.3
with the Γl-distribution delays, fulfill this particular structure. Indeed, with the notation of these
examples, take νk,t = δt−τk for Example 2.1, νk,t = K (t− τ) dτ and dεk (ω, x) = d
(
ω, xε
)
if k = 0,
dεk (ω, x) = 0 if k ∈ N∗ for Example 2.3.
For all ω ∈ Σ, and all v in Cc
(
(−∞, T ], L2 (Ω)), set
Tε (ω) v (t) =
ˆ t
−∞
v (s) dmεt (ω) (s),
which defines a Time delays-operator Tε (ω) : Cc
(
(−∞, T ], L2 (Ω)) → L2 (0, T, L2 (Ω)) associated with
(mεt (ω))t≥0. We assume that (m
ε
t )t≥0 is such that each operator Tε satisfies almost surely (4.5). This
is the case for the previous two examples, with µε (ω) =
∑
k∈N ‖dk (ω, ·) ‖L∞(Ω)δτk for Example 2.1, and
µε (ω) = K (σ) dσ for Example 2.3 .
5.3. Almost sure convergence to the homogenized reaction-diffusion problem. Under above
conditions, by combining Theorem 4.2 with the variational convergence of the sequence of random ener-
gies Φε, we intend to analyze the asymptotic behavior in C
(
0, T, L2 (Ω)
)
when ε→ 0 of uε (ω, ·), solution
of the random delays reaction-diffusion problem:
(Pε (ω))

duε
dt
(ω, t)− divDξW
(
ω,
·
ε
,∇uε (ω, t)
)
= Fε (ω, t, uε (ω, t) , Tε (ω)uε (ω, t)) for a.e. t ∈ (0, T )
uε (ω, t) = ηε (ω, t) , 0 ≤ ηε (ω, t) ≤ ρ (ω) for all t ∈ (−∞, 0]
uε (ω, t) ∈ H1 (Ω) , divDξW
(
ω, ·ε ,∇uε (ω, t)
) ∈ L2 (Ω) for all t ∈]0, T ],
a0uε (ω, t) +DξW
(
ω, ·ε ,∇uε (ω, t)
) · n = φ on ∂Ω for all t ∈ [0, T ].
We restrict our analysis to the case when h = (hj)j=1,...,l is given by hj (ζ
′) = ζ ′αj where αj ∈ {0, 1}.
This is the case of Examples 3.1 and 3.2. Recall that to shorten the notation, we write indifferently
∂ξW
hom (ω, ·) to denote the subdifferential of Whom (ω, ·) or any of its elements.
Theorem 5.1. For each ω ∈ Σ, let denote by uε (ω, ·) the unique solution in C
(
[0, T ], L2 (Ω)
)
of the (ran-
dom) reaction-diffusion problem (Pε (ω)). Assume that for P-a.s. ω ∈ Σ, supε>0 Φε (ω, ηε (ω, 0)) < +∞,
and that there exists η (ω) ∈ Cc
(
(−∞, 0], L2 (Ω)) such that ηε (ω) converges to η (ω) in C ((−∞, 0], L2 (Ω)).
Furthermore, in the case when Fε satisfies the first structure, assume that the support of η (ω) is include
in a fixed compact set [−M, 0], M > 0. Then, for P-a.s. ω ∈ Σ, uε (ω, ·) uniformly converges in
C
(
[0, T ], L2 (Ω)
)
to u (ω) whose extension by η (ω) in (−∞, 0] is the unique solution of the reaction-
diffusion problem
(Phom (ω))

du
dt
(ω, t)− div∂ξWhom (ω,∇u (ω, t)) 3 rT (ω, u) (t) · g (u (ω, t)) + q (ω, t) for a.e. t ∈ (0, T )
u (ω, t) = η (ω, t) , 0 ≤ η (ω, t) ≤ y (ω) for all t ∈ (−∞, 0]
u (ω, t) ∈ H1 (Ω) , div∂ξWhom (ω,∇u (ω, t)) ∈ L2 (Ω) for all t ∈]0, T ],
a0u (ω, t) + ∂ξW
hom (ω,∇u (ω, t)) · n 3 φ on ∂Ω for all t ∈ [0, T ],
where, for all ψ ∈ Cc
(
(−∞, T ], L2 (Ω))
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• First structure case:
rT (ω, ψ) (t) = EI
[ˆ
Y
r (·, t, y) h
(
1
#τ
ψ (t− τ (·, y))
)
dy
]
(ω)
q (ω, t) = EI
[ˆ
Y
q (·, t, y) dy
]
(ω) .
• Second structure case:
rT (ω, ψ) (t) = EI
[ˆ
Y
r (·, t, y)h
(
d (·, y) ·
ˆ t
−∞
ψ (s) dµt (s)
)
dy
]
(ω)
q (ω, t) = EI
[ˆ
Y
q (·, t, y) dy
]
(ω) .
Moreover, for P-a.e. ω ∈ Σ, duε (ω)
dt
⇀
du (ω)
dt
weakly in L2
(
0, T, L2 (Ω)
)
and 0 ≤ u (ω) ≤ y (ω, T ).
When the dynamical system
(
Σ,A,P, (Tz)z∈ZN
)
is ergodic, the historic function ηε is deterministic,
i.e., ηε (ω) = ηε for P-a.e. ω ∈ Σ, together with ρ, and f , then
(Phom (ω)) is deterministic and is given
by
(Phom)

du
dt
(t)− div∂ξWhom (∇u (t)) = rT (u) (t) · g (u (t)) + q (t) for a.e. t ∈ (0, T )
u = η in (−∞, 0], 0 ≤ η ≤ y (T ) ,
u (t) ∈ H1 (Ω) , div∂ξWhom (∇u (t)) ∈ L2 (Ω) for all t ∈]0, T ],
a0u (t) + ∂ξW
hom (∇u (t)) · n 3 φ on ∂Ω for all t ∈ [0, T ],
where, for all ψ ∈ Cc
(
(−∞, T ], L2 (Ω)), rT (ω, ψ) is defined as above with the conditional expectation
operator replaced by the mathematical expectation operator. Moreover, for P-a.s. ω ∈ Σ, duε
dt
⇀
du
dt
weakly in L2
(
0, T, L2 (Ω)
)
and 0 ≤ u ≤ y (T ).
If in addition W satisfies (GD), then ∂ξW
hom (ω,∇u (t)) or ∂ξWhom (∇u (t)) are univalent equal to
DξW
hom (ω,∇u (t)) or DξWhom (∇u (t)), and the differential inclusions are equalities.
Proof. All conditions of Theorem 4.2 are easy to check for P-a.s. ω ∈ Σ, except condition (H′4) (for the
proof of (H7) see [Proof of (H6)] in [2, Theorem 5.1]). Then, to conclude we have to establish that for
all ψ ∈ Cc
(
(−∞, T ], L2 (Ω)) satisfying 0 ≤ ψ ≤ y (ω, T ), support (ψb(−∞,0]) ⊂ support (η (ω)), and for
P-a.s. ω ∈ Σ,
r
(
ω, ·, ·
ε
)
 h (Tε (ω)ψ) ⇀ rT (ω, ψ)
weakly in L2
(
0, T, L2 (Ω)
)
.
Proof for the first structure. Recall that from hypothesis, we have support (η (ω)) ⊂ [−M, 0]. The
proof proceeds in two steps.
Step 1. Let denote by E ([−M,T ], L2 (Ω)) the space of step functions v : [−M,T ] → L2 (Ω). Since
L2 (Ω) is separable, it is easy to show that there exists a countable subset D ⊂ E ([−M,T ], L2 (Ω)) which
is dense in C
(
[−M,T ], L2 (Ω)) for the uniform convergence. In this step, we establish the claim for any
ψ ∈ D.
Let ψ ∈ D then for all s ∈ [−M,T ], ψ (s) = ∑i∈I 1Bi (s)ψi where Bi ∈ B (R), are mutually disjoint
and ψi ∈ L2 (Ω). For j ∈ {1, . . . , l} and fixed t ∈ [0, T ], we have (recall that h = (hj)j=1,...,l with
hj (ζ
′) = ζ ′αj , αj ∈ {0, 1}),(
r
(
ω, ·, ·
ε
)
 h (Tεψ) (t)
)
j
=
(
1
#τ
)αj∑
i∈I
1Bi
(
t− τ
(
ω,
·
ε
))
rj
(
ω, t,
·
ε
)
ψ
αj
i .
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As a consequence of the additive ergodic theorem, (see [4, Theorem 12.4.1] and [2, Lemma 5.2]), there
exists Σψ ∈ A which does not depend on t, with P (Σψ) = 1 such that, for all ω ∈ Σψ,(
1
#τ
)αj
1Bi
(
t− τ
(
ω,
·
ε
))
rj
(
ω, t,
·
ε
)
converges for the weak σ
(
L∞ (Ω) , L1 (Ω)
)
topology toward(
1
#τ
)αj
EI
[ˆ
Y
1Bi (t− τ (·, y)) rj (·, t, y) dy
]
(ω) .
Since for any ϕ ∈ L2 (0, T, L2 (Ω,Rl)) the function ψαji ϕj (t, ·) belongs to L1 (Ω), we infer that for all
ω ∈ Σψ, and for almost all t ∈ [0, T ]〈(
r
(
ω, ·, ·
ε
)
 h (Tεψ) (t)
)
j
, ϕj (t, ·)
〉
converges to
ˆ
Ω
(
1
#τ
)αj
EI
[ˆ
Y
(∑
i∈I
1Bi (t− τ (·, y)) rj (·, t, y)
)
dy
]
(ω)ψ
αj
i ϕj (t, ·) dx
which is nothing but〈(
1
#τ
)αj
EI
[ˆ
Y
r (·, t, y) h (ψ (t− τ (·, y))) dy
]
j
(ω) , ϕj (t, ·)
〉
.
Therefore, for all ϕ ∈ L2 (0, T, L2 (Ω,Rl)), almost every t ∈ [0, T ], and for all ω ∈ Σ′ = ⋂ψ∈D Σψ,〈
r
(
ω, t,
·
ε
)
 h (Tε (ω)ψ) , ϕ (t, ·)
〉
→ 〈rT (ω, ψ) , ϕ (t, ·)〉 .
The claim follows by applying the Lebesgue dominated convergence theorem. The domination property
is indeed a straightforward consequence of 0 ≤ Tε (ω)ψ ≤ y (ω, T ) obtained from 0 ≤ ψ ≤ y (ω, T ) and
Lemma 2.1.
Step 2.(General case) Let ψ ∈ C ([−M,T ], L2 (Ω)). Then there exists a sequence (ψn)n∈N of D
such that ψn → ψ uniformly in C
(
[−M,T ], L2 (Ω)). From Step 1, there exists a set Σ′ ∈ A of full
probability such that for all ω ∈ Σ′,
r
(
ω, ·, ·
ε
)
 h (Tε (ω)ψn) ⇀ rT (ω, ψn) (5.1)
weakly in L2
(
0, T, L2 (Ω)
)
when ε → 0. By using the conditional Lebesgue dominated convergence
theorem, it is easily seen that for all ω ∈ Σ′,
rT (ω, ψn)→ rT (ω, ψ) (5.2)
strongly in L2
(
0, T, L2 (Ω)
)
when n→ +∞. Write
r
(
ω, ·, ·
ε
)
 h (Tε (ω)ψ)
=
(
r
(
ω, ·, ·
ε
)
 h (Tε (ω)ψ)− r
(
ω, ·, ·
ε
)
 h (Tε (ω)ψn)
)
+ r
(
ω, ·, ·
ε
)
 h (Tε (ω)ψn) . (5.3)
Let denote by L′[0,y(ω,T )] the Lipschitz constant of h on [0, y (ω, T )]. The claim follows easily by letting
first ε→ 0, then n→ +∞ in (5.3) thank’s to (5.1), (5.2) and estimate∥∥∥r (ω, t, ·
ε
)
 h (Tε (ω)ψ (t))− r
(
ω, t,
·
ε
)
 h (Tε (ω)ψn (t))
∥∥∥
L2(Ω;Rl)
≤ ‖r (ω)‖L∞([0,T ]×RN ,Rl)
∥∥∥h(ψ (t− τ (ω, ·
ε
)))
− h
(
ψn
(
t− τ
(
ω,
·
ε
)))∥∥∥
L2(Ω,Rl)
≤ L′[0,y(ω,T )] ‖r (ω)‖L∞([0,T ]×RN ,Rl)
∥∥∥ψ (t− τ (ω, ·
ε
))
− ψn
(
t− τ
(
ω,
·
ε
))∥∥∥
L2(Ω)
≤ L′[0,y(ω,T )] ‖r (ω)‖L∞([0,T ]×RN ,Rl) ‖ψn − ψ‖Cc((−∞,T ],L2(Ω)) .
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Proof for the second structure. Fix t ∈ [0, T ] and let i ∈ {1, . . . , l} be such that αi = 1. Then
r
(
ω, t,
·
ε
)
 h (Tεψ (t))i = ri
(
ω, t,
·
ε
)ˆ t
−∞
ψ (s) d
(
d
(
ω,
·
ε
)
· µt
)
(s)
= ri
(
ω, t,
·
ε
)
d
(
ω,
·
ε
)
·
ˆ t
−∞
ψ (s) dµt (s)
=
∑
k∈N
ri
(
ω, t,
·
ε
)
dk
(
ω,
·
ε
) ˆ t
−∞
ψ (s) dµk,t (s) .
Hence, for all ϕ ∈ L2 (0, T, L2 (Ω)),〈
r
(
ω, t,
·
ε
)
 h (Tεψ (t))i , ϕ (t, ·)
〉
=
〈∑
k∈N
ri
(
ω, t,
·
ε
)
dk
(
ω,
·
ε
)ˆ t
−∞
ψ (s) dµk,t (s) , ϕ (t, ·)
〉
=
∑
k∈N
〈
ri
(
ω, t,
·
ε
)
dk
(
ω,
·
ε
) ˆ t
−∞
ψ (s) dµk,t (s) , ϕ (t, ·)
〉
=
∑
k∈N
〈
ri
(
ω, t,
·
ε
)
dk
(
ω,
·
ε
)
, ϕ (t, ·)
ˆ t
−∞
ψ (s) dµk,t (s)
〉
. (5.4)
We have used the domination property:∥∥∥∥ri (ω, t, ·ε)dk (ω, ·ε)
ˆ t
−∞
ψ (s) dµk,t (s)
∥∥∥∥ ≤ LN (Ω) 12 ‖r (ω) ‖L∞([0,T ]×RN ,Rl)y (ω, T ) ‖dk (ω, ·) ‖L∞(Ω),
(5.5)
combined with
∑
k∈N ‖dk (ω, ·) ‖L∞(Ω) = 1 to permut the sum and the scalar product in the second
equality, and the fact that ϕ (t, ·) ´ t−∞ ψ (s) dµk,t (s) belongs to L2 (Ω) in the last equality (note that´ t
−∞ ψ (s) dµk,t (s) takes its values in [0, y (ω, T )]. As a consequence of the additive ergodic theorem, [4,
Theorem 12.4.1] and [2, Lemma 5.2], there exists Σ′ ∈ A which does not depend on t, with P (Σ′) = 1
such that, for all ω ∈ Σ′,
ri
(
ω, t,
·
ε
)
dk
(
ω,
·
ε
)
⇀ EI
[ˆ
Y
ri (·, t, y) dk (y) dy
]
(ω) (5.6)
weakly in L2 (Ω). Combining (5.4), (5.6), and the domination property (5.5), we deduce that for all
ω ∈ Σ′,〈
r
(
ω, t,
·
ε
)
 h (Tεψ (t))i , ϕ (t, ·)
〉
→
〈
EI
[ˆ
Y
ri (·, t, y) d (y) dy
]
(ω) ·
ˆ t
−∞
ψ (s) dµt (s) , ϕ (t, ·)
〉
.
According to the Lebesgue dominated convergence theorem, we infer that{
t 7→ r
(
ω, t,
·
ε
)
 h (Tεψ (t))i
}
⇀
{
t 7→ EI
[ˆ
Y
ri (·, t, y) d (y) dy
]
(ω) ·
ˆ t
−∞
ψ (s) dµt (s)
}
weakly in L2
(
0, T, L2 (Ω)
)
. By using the same arguments with αi = 0, we obtain that there exists
Σ′′ ∈ A with P (Σ′′) = 1, such that for all ω ∈ Σ′,{
t 7→ r
(
ω, t,
·
ε
)
 h (Tεψ (t))i
}
⇀
{
t 7→ EI
[ˆ
Y
ri (·, t, y) dy
]
(ω)
}
weakly in L2
(
0, T, L2 (Ω)
)
. 
Appendix A. Vector measures
We give a brief summary on the concept of vector measure used to define the time-delays operators
in Section 2.
Definition A.1. Let T be a locally compact space and denote by B (T) its Borel σ-algebra. Given a
Banach space Y, we call Y-valued Borel vector measure, any countably additive set function m : B (T)→
Y.
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Let X be another Banach space. We denote by E (T, X) the space of step functions from T into X,
i.e. the space of functions S : T→ X of the form S = ∑i∈I 1BiSi where I is any finite set, Bi ∈ B (T),
and Si ∈ X. Assume that there exists a continuous bilinear mapping B : Y ×X 3 (u, v) 7→ B (u, v) ∈ X,
it follows that we can integrate with respect to m, step functions S ∈ E (T, X), and define an element of
X, according to the formula ˆ
Sdm :=
∑
i∈I
B (m (Bi) , Si) ∈ X.
The definition of
´
Sdm depends only on S and is independent of the particular way in which S is written
(see [12, Chapter II, 7, 1, Proposition 1]). We set
B (T) 3 B 7→ µ (B) = sup
{∑
i∈I
‖m (Bi) ‖Y : I finite, {Bi}i∈I ⊂ B (T) pairwise disjoint, B = ∪i∈IBi
}
.
Definition A.2. The set function µ : B (T) → [0,+∞] is called the variation of m and is denoted by
‖m‖. The vector measure m has finite variation if ‖m‖ (T) < +∞.
The following proposition is an easy consequence of the definitions above.
Proposition A.1. Let m be a Y-valued Borel measure with finite variation. Then ‖m‖ is a (scalar)
nonnegative Borel measure and, for all S ∈ E (T, X), we have∥∥∥∥ˆ Sdm∥∥∥∥
X
≤ CB sup
t∈T
‖S (t) ‖X‖m‖ (T) (A.1)
where CB is the norm of the bilinear mapping B.
Let denote by E∞ (T, X) the space of functions from T into X which are uniform limit of step functions.
Then we have
Proposition A.2 (Extension of the integral). Let m be a Y-valued Borel measure with finite variation.
Then, the integral
´
Sdm, defined for all S ∈ E (T, X), can be extended in a standard way to the space
E∞ (T, X), and for all u ∈ E∞ (T, X), we have∥∥∥∥ˆ udm∥∥∥∥
X
≤
ˆ
‖u‖Xd‖m‖. (A.2)
Sketch of the proof. First recall the standard extension process. Let u ∈ E∞ (T, X), u = limn→+∞ Sn
for the uniform norm, where Sn ∈ E (T, X) for all n ∈ N. Since (Sn)n∈N is a Cauchy sequence for the
uniform norm, from (A.1),
(´
Sndm
)
n∈N is a Cauchy sequence in X, thus converges to some element U
in X. Let us show that U does not depend on the choice of (Sn)n∈N. Let (Tn)n∈N be any sequence in
E (T, X) uniformly converging to u. Then, from (A.1)∥∥∥∥ˆ (Tn − Sn) dm∥∥∥∥
X
≤ sup
t∈T
‖ (Tn − Sn) (t) ‖X‖m‖ (T) ,
so that limn→+∞
´
Tndm = limn→+∞
´
Sndm = U . Inequality (A.2) is easy to establish for functions
in E∞ (T, X) (see [12, Chapter II, 7, 2, Proposition 2]). For the general case, argue by density. 
Proposition A.2 justifies the notation
´
udm for all u ∈ E∞ (T, X). It is well known that E∞ (T, X)
contains the space Cc (T, X) of continuous functions from T into X with compact support (see [12,
Chapter III, 14, 5, Corollary 2]). Therefore,
´
u dm, which is sometimes written
´
T u (t) dm (t), has
a meaning for any u ∈ Cc (T, X), and defines an element of X. Note also that for B ∈ B (T), and
u ∈ Cc (T, X), 1Bu is uniform limit of step functions so that
´
T 1Bu dm, written
´
B
udm, has a meaning
and defines an element of X. We refer the reader to [12] for a comprehensive review on vector measures.
Appendix B. Notion of CP-structured reaction functionals
The definition and the theorem below are extracted from [2].
Definition B.1. Let denote by RΩ the set of all the maps from Ω into R. A map F : [0,+∞) ×
L2 (Ω) → RΩ is called a CP-structured reaction functional, if there exists a Borel measurable function
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f : [0,+∞) × RN × R → R such that for all t ∈ [0,+∞) and all v ∈ L2 (Ω), F (t, v) (x) = f (t, x, v (x)),
which fulfills the following structure conditions:
f (t, x, ζ) = r (t, x) · g (ζ) + q (t, x)
with
• g : R→ Rl is a locally Lipschitz continuous function;
• for all T > 0, r belongs to L∞ ([0, T ]× RN ,Rl);
• for all T > 0, q belongs to L2 (0, T, L2loc (RN)).
Furthermore f must satisfy the following condition:
(CP) there exist a pair
(
f, f
)
of functions f, f : [0,+∞)×R→ R with f ≤ 0 ≤ f and a pair (ρ, ρ) in
R2 with ρ ≤ ρ, such that each of the two following ordinary differential equations
ODE
{
y′ (t) = f
(
t, y (t)
)
for a.e. t ∈ [0,+∞)
y (0) = ρ
ODE
{
y′ (t) = f (t, y (t)) for a.e. t ∈ [0,+∞)
y (0) = ρ
admits at least a solution denoted by y for ODE and by y for ODE satisfying for a.e. (t, x) ∈
(0,+∞)× R
f
(
t, y (t)
) ≤ f (t, x, y (t)) and f (t, x, y (t)) ≤ f (t, y (t)) .
The map F is referred to as a CP-structured reaction functional associated with (r, g, q), and f as a CP-
structured reaction function associated with (r, g, q). The map F is referred to as a regular CP-structured
reaction functional and f as a regular CP-structured reaction function if furthermore, for all T > 0,
r ∈W 1,1 (0, T, L2loc (RN ,Rl)) and q ∈W 1,1 (0, T, L2loc (RN)).
Theorem B.1. Let F be a CP-structured reaction functional, with ρ, ρ and y, y given by (CP), and let
Φ be a functional of the calculus of variations (3.1). Assume that a0ρ ≤ h ≤ a0ρ on ∂Ω. Then for any
T > 0, the Cauchy problem
(P)

du
dt
(t) +DΦ (u (t)) = F (t, u (t)) for a.e. t ∈ (0, T )
u (0) = u0, ρ ≤ u0 ≤ ρ, u0 ∈ dom (DΦ)
admits a unique solution u ∈ C ([0, T ], L2 (Ω)) satisfying the following bounds in [0, T ]: y (T ) ≤ y (t) ≤
u (t) ≤ y (t) ≤ y (T ). If furthermore F is a regular CP-structured reaction functional, then u admits a
right derivative for all t ∈ [0, T [ which satisfies (P) for all t ∈ [0, T [.
Appendix C. Estimate of the right derivative
Lemma C.1. Let X be a Hilbert space, T > 0, G ∈W 1,1 (0, T,X) and Φ : X → R ∪ {+∞} be a convex
proper lower semicontinuous functional. Let u satisfy
du
dt
(t) + ∂Φ (u (t)) 3 G (t) for a.e. t ∈ (0, T ) ,
u (0) ∈ dom (∂Φ).
(C.1)
Then the right derivative of u satisfies for all t ∈]0, T [ the following estimate∥∥∥∥d+udt (t)
∥∥∥∥
X
≤ 1
t
ˆ t
0
∥∥∥∥dudt (s)
∥∥∥∥
X
ds+
ˆ t
0
∥∥∥∥dGdt (s)
∥∥∥∥
X
ds.
For a proof consult [2, Lemma 3.3]
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Appendix D. An alternative proof of Theorem 4.1 in the case of a single time delay
We put yourself under the hypotheses of Theorem 4.1, when µnt = δt−τ , and τ > 0 does not depend
on the space variable. We develop an alternative shorter proof of Theorem 4.1 based on the following
remark: splitting [0, T ] into sub-intervals of size τ , solving the problem
(Pn)

dun
dt
(t) +DΦn (un (t)) = Fn (t, un (t) , un (t− τ)) for a.e. t ∈ (0, T )
un (t) = ηn (t) for all t ∈ [−τ, 0],
is equivalent to solving each reaction-diffusion problem
(Pn,i)

duin
dt
(t) +DΦn
(
uin (t)
)
= F in
(
t, uin (t)
)
for a.e. t ∈ ((i− 1) τ, iτ)
uin ((i− 1) τ) = ui−1n ((i− 1) τ) ,
for i = 1. . .
[
T
τ
]
+ 1, where F in is defined by F
i
n
(
t, uin (t)
)
:= Fn
(
t, uin (t) , u
i−1
n (t)
)
, and u0n := ηn in
[−τ, 0].
Set ρin = yn (iτ), with the initialization ρ
0
n = ρn. It is worth noting that for all n ∈ N,
(
ρin
)
i
is
non decreasing with respect to i. In particular condition (4.7) yields that 0 ≤ φn ≤ a0,nρin on ∂Ω for
i = 0. . .
[
T
τ
]
+ 1. Furthermore, since yn is non decreasing, we infer that [0, ρ
i
n] ⊂ [0, yn (T )] for all
i = 0, . . .
[
T
τ
]
+ 1.
By using an inductive procedure for i = 1. . .
[
T
τ
]
+ 1, we are going to establish that (Pn,i) possesses
a unique solution uin satisfying
0 ≤ uin ≤ ρin,
sup
n∈N
Φn
(
uin (iτ)
)
< +∞,
uin → ui in C
(
[(i− 1) τ, iτ ], L2 (Ω)) ,
duin
dt
⇀
dui
dt
in L2
(
(i− 1) τ, iτ, L2 (Ω)) ,
where ui is the unique solution of
(Pi)

dui
dt
(t) + ∂Φ
(
ui (t)
) 3 F i (t, ui (t)) for a.e. t ∈ ((i− 1) τ, iτ)
ui ((i− 1) τ) = ui−1 ((i− 1) τ) ,
which satisfies 0 ≤ ui ≤ supn∈N ρi−1n . The reaction functional F i will be specified at each step. We will
conclude by noting that the function u defined by u = ui on [(i− 1) τ, iτ ] for i = 1. . . [Tτ ]+ 1, fulfills the
conditions of Theorem 4.1.
Step i = 1 (initialization). Since u0n = ηn in [−τ, 0], (Pn,1) may be written
(Pn,1)

du1n
dt
(t) +DΦn
(
u1n (t)
)
= F 1n
(
t, u1n (t)
)
for a.e. t ∈ (0, τ)
u1n (0) = ηn (0) ,
with 0 ≤ ηn (0) ≤ ρn from (SC2) , and where F 1n
(
t, u1n (t)
)
:= Fn
(
t, u1n (t) , ηn (t− τ)
)
. Set f1n (t, x, ζ) :=
r1n (t, x) · gn (ζ) + qn (t, x) where r1n (t, x) := rn (t, x)  hn (ηn (t− τ, x)). According to (4.2), (H3), (H5)
and (H6), we easily deduce that r1n ⇀ r
1 weakly in L2
(
0, τ, L2
(
Ω,Rl
))
where r1 (t, x) = r (t, x) 
h (η (t− τ, x)). Finally we check that all the conditions of [2, Theorem 4.1] are fulfilled with the time
interval (0, τ) substitute for (0, T ). Therefore u1n converges in C
(
[0, τ ], L2 (Ω)
)
to the unique solution u1
of the problem
(P1)

du1
dt
(t) + ∂Φ
(
u1 (t)
) 3 F 1 (t, u1 (t)) for a.e. t ∈ (0, τ) ,
u1 (0) = η (0) , 0 ≤ η (0) ≤ sup
n∈N
yn (τ) ,
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where F 1 (t, v) (x) = f1 (t, x, v (x)) and f1 (t, x, ζ) = r1 (t, x)·g (ζ)+q (t, x). Moreover 0 ≤ u1 ≤ sup
n∈N
y (τ),
i.e., 0 ≤ u1 ≤ sup
n∈N
ρ1n, and
du1n
dt
⇀
du1
dt
in L2
(
0, τ, L2 (Ω)
)
.
It remains to establish that supn∈N Φn
(
u1n (τ)
)
< +∞. As we usually do to shorten the notation, we
denote by X the space L2 (Ω). According to the proof of Theorem 4.1, Step 1, we have
sup
n∈N
∥∥∥∥du1ndt
∥∥∥∥
L2(0,τ,X)
< +∞, (D.1)
sup
n∈N
ˆ τ
0
‖F 1n
(
t, u1n (t)
) ‖2Xdt < +∞. (D.2)
Taking
du1n
dt (t) as a test function, from (Pn,1) we obtain∥∥∥∥du1ndt (t)
∥∥∥∥2
X
+
〈
∇Φn
(
u1n (t)
)
,
du1n
dt
(t)
〉
=
〈
F 1n
(
t, u1n (t)
)
,
du1n
dt
(t)
〉
.
Thus (see Proposition [4, Proposition 17.2.5])
d
dt
Φn
(
u1n (t)
)
=
〈
F 1n
(
t, u1n (t)
)
,
du1n
dt
(t)
〉
−
∥∥∥∥du1ndt (t)
∥∥∥∥2
X
.
Integrating this equality over (0, τ) yields
Φn
(
u1n (τ)
)
= Φn
(
u1n (0)
)
+
ˆ τ
0
〈
F 1n
(
t, u1n (t)
)
,
du1n
dt
(t)
〉
dt−
ˆ τ
0
∥∥∥∥du1ndt (t)
∥∥∥∥2
X
dt
= Φn (ηn (0)) +
ˆ τ
0
〈
F 1n
(
t, u1n (t)
)
,
du1n
dt
(t)
〉
dt−
ˆ τ
0
∥∥∥∥du1ndt (t)
∥∥∥∥2
X
dt
≤ Φn (ηn (0)) +
(ˆ τ
0
‖F 1n
(
t, u1n (t)
) ‖2Xdt) 12
(ˆ τ
0
∥∥∥∥du1ndt (t)
∥∥∥∥2
X
dt
) 1
2
+
ˆ τ
0
∥∥∥∥du1ndt (t)
∥∥∥∥2
X
dt
and supn∈N Φn
(
u1n (τ)
)
< +∞ follows from hypothesis (H2) and (D.1), (D.2).
Step i starting from step i− 1, i ≥ 2. We assume that (Pn,i−1) possesses a unique solution ui−1n
satisfying
0 ≤ ui−1n ≤ ρi−1n ,
sup
n∈N
Φn
(
ui−1n ((i− 1) τ)
)
< +∞, (D.3)
ui−1n → ui−1in C
(
[(i− 2) τ, (i− 1) τ ], L2 (Ω)) , (D.4)
dui−1n
dt
⇀
dui−1
dt
in L2
(
(i− 2) τ, (i− 1) τ, L2 (Ω)) ,
where ui−1 is the unique solution of (Pi−1).
Consider the problem
(Pn,i)

duin
dt
(t) +DΦn
(
uin (t)
)
= F in
(
t, uin (t)
)
for a.e. t ∈ ((i− 1) τ, iτ)
uin ((i− 1) τ) = ui−1n ((i− 1) τ)
where F in
(
t, uin (t)
)
:= Fn
(
t, uin (t) , u
i−1
n (t− τ)
)
. Set f in (t, x, ζ) := r
i
n (t, x) · gn (ζ) + qn (t, x) where
rin (t, x) := rn (t, x)hn
(
ui−1 (t− τ, x)). According to (4.2), (D.4), (H5) and (H6), we easily deduce that
rin ⇀ r
i weakly in L2
(
(i− 1) τ, iτ, L2 (Ω,Rl)) where ri (t, x) = r (t, x)  h (ui−1 (t− τ, x)). Finally we
check that all the conditions of [2, Theorem 4.1] are fulfilled where the time interval (0, T ) is substitute
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for ((i− 1) τ, iτ). Therefore uin converges in C
(
[(i− 1) τ, iτ ], , L2 (Ω)) to the unique solution ui of the
problem
(Pi)

dui
dt
(t) + ∂Φ
(
ui (t)
) 3 F 1 (t, ui (t)) for a.e. t ∈ ((i− 1) τ, iτ) ,
ui ((i− 1) τ) = ui−1 ((i− 1) τ) , inf
n
y (iτ) ≤ ui−1 ((i− 1) τ) ≤ sup
n∈N
y (iτ) ,
where F i (t, v) (x) = f i (t, x, v (x)) and f i (t, x, ζ) = ri (t, x) · g (ζ) + q (t, x). Moreover 0 ≤ ui ≤
supn∈N yn (iτ), that is 0 ≤ ui ≤ supn∈N ρin. The proof of supn Φn
(
uin (τ)
)
< +∞ is similar to that
of step i=1, by using estimates
sup
n∈N
∥∥∥∥duindt
∥∥∥∥
L2((i−1)τ,iτ,X)
< +∞,
sup
n∈N
ˆ iτ
(i−1)τ
‖F in
(
t, uin (t)
) ‖2Xdt < +∞,
together with (D.3).
Last step. By finite induction we construct a function u defined by u = ui on [(i− 1) τ, iτ ] for
i = 1. . .
[
T
τ
]
+ 1. By construction u fulfills all the conditions of the limit solution in Theorem 4.1. This
completes the proof. 
Appendix E. Appplication of Theorem 5.1 to some examples
E.1. Homogenization of vector disease models. In the context of vector disease models illustrated
in Example 3.1, we consider the delays reaction-diffusion problem modeling the evolution of the density
uε (ω, ·) of some infected population during a time T > 0, in a C1-regular domain Ω. We assume
that Ω is included in a ε-random checkerboard-like environment, or in an environment made up of
spherical heterogeneities of size ε, independently randomly distributed with a given frequency following
a Poisson point process (see [2, Appendix B] for a complete description). Recall that the dynamical
system
(
Σ,A,P, (Tz)z∈ZN
)
modeling these two situations is ergodic. We assume that each two functions
a (ω, ·, ·) and b (ω, ·, ·) belong to W 1,2 (0, T, L2loc (RN))∩L∞ ([0, T ]× RN). When no infected population
is located at the boundary, and the history function ηε is deterministic and satisfies 0 ≤ ηε ≤ ρ for some
ρ ≥ 1, the density uε (ω, ·) is the unique solution of
duε
dt
(ω, t)− divDξW
(
ω,
x
ε
,∇uε (ω, t)
)
= a
(
ω, t,
·
ε
)
(1− uε (ω, t))
ˆ t
−∞
uε (ω, s) dm
ε
t (s)
−b
(
ω, t,
·
ε
)
uε (ω, t) for a.e. t ∈ (0, T ) ,
uε (ω, t) = ηε (t) , 0 ≤ ηε (t) ≤ ρ for all t ∈ (−∞, 0],
uε (ω, t) ∈ H1 (Ω) , divDξW
(
ω, ·ε ,∇uε (ω, t)
) ∈ L2 (Ω) for all t ∈]0, T ],
uε (ω, t) = 0 on ∂Ω, for all t ∈ [0, T ],
and satisfies 0 ≤ uε (ω) ≤ ρ. We are in the context of Theorem 5.1, with l = 2 and
r (ω, t, x) = (a (ω, t, x) ,−b (ω, t, x)) , h (ζ ′) = (ζ ′, 1) , g (ζ) = (1− ζ, ζ) .
In all examples below, to shorten the notation, we assume that W± satisfy ?? so that Whom is Gaˆteaux
differentiable.
a) The case of random single delay which depends on the space variable. Concerning the distributed de-
lays, we first consider the family of random measures associated with the random single delay of the first
structure described in Section 5.2.1. These measures models a disease whose incubation period varies
according to the spatial heterogeneities: we have mεt (ω) =
1
#τ δt−τ(ω, ·ε ), and the reaction functional is
given by
a
(
ω, t,
·
ε
)
(1− uε (ω, t)) 1
#τ
uε
(
ω, t− τ
(
ω,
·
ε
))
− b
(
ω, t,
·
ε
)
uε (ω, t) .
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Then, assuming that for P a.s. ω ∈ Σ it hold supε Φε (ηε (0)) < +∞ and that ηε converges to η in
Cc
(
(−∞, 0], L2 (Ω)) whose support is included in [−M, 0] for some M > 0, according to Theorem 5.1,
we can say that when ε is very small compared to the size of the domain, a deterministic model, well
aware with the evolution of the infected population, is given by the homogenized problem
(Phom)

du
dt
(t)− divDξWhom (∇u (t)) = Fhom (t, u (t)) for a.e. t ∈ (0, T )
u (t) = η (t) , 0 ≤ η (t) ≤ ρ for all t ∈ (−∞, 0],
0 ≤ u (t) ≤ ρ for all t ∈ (−∞, 0],
u (t) ∈ H1 (Ω) , divDξWhom (∇u (t)) ∈ L2 (Ω) for all t ∈ [0, T ],
u (t) = 0 on ∂Ω for all t ∈ [0, T ],
where,
Fhom (t, u (t)) =
1
#τ
E
[ˆ
Y
a (·, t, y)u (t− τ (·, y)) dy
]
(1− u (t))−E
[ˆ
Y
b (·, t, y) dy
]
u (t) .
We see that the growth rate of the uninfected population and the time delay have been mixed and
averaged. Let us look at two types of spatial environments.
The ε-random checkerboard-like environment. Assume that the spread of the disease occurs in
a ε-random checkerboard-like environment modeling a mosaic of two kinds of small habitats, with two
virus strains: the growth rate of the uninfected and infected population, the diffusion density, together
with the time delay (incubation period), take two values at random on the lattice spanned by the cell
Y = (0, 1)
N
at scale 1, say a−, a+, b−, b+, W−,W+, and τ−, τ+ respectively, with a probability p > 0 and
1− p in each cell. The ε-random checkerboard-like environment is then modeled by a ergodic dynamical
system
(
Σ,A,Pp, (Tz)z∈ZN
)
where (Σ,A,Pp) is a Bernoulli product probability space, and Tz the shift
operator In this specific case we have
Fhom (t, u (t)) =
1
2
[
pa−u
(
t− τ−)+ (1− p) a+u (t− τ+)] (1− u (t))− [pb− + (1− p) b+]u (t) .
The Poisson point process environment. We now consider the Poisson point environment with
N = 2, a little more realistic, where spherical heterogeneities with radius ε, are independently randomly
distributed with a given frequency λ following a Poisson point process with intensity λ. Recall that this
random environment is modeled by an ergodic dynamical system
(
Σ,A,Pλ, (Tz)z∈R2
)
where Tzω = ω−z
8 , and, for every bounded Borel set B, and every k ∈ N,
Pλ (# (Σ ∩B) = k) = λkL2 (B)k exp (−λL2 (B))
k!
so that Eλ [#Σ ∩B] = λL2 (B).
Assume that the disease consists of two virus strains, one of these being concentrated in the environ-
ment, at scale 1, made up of all the balls with radius R centered at the points of the Poisson process.
Then, given R > 0, we define the random density W associated with the random diffusion part, by
W (ω, x, ξ) =
W
− (ξ) if x ∈
⋃
i∈N
BR (ωi) ,
W+ (ξ) otherwise.
8Here we could take the group (Tx)x∈R2 , Txω = ω − x, without changing the results.
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Similarly we set
a (ω, t, x) =
a
− (t) if x ∈
⋃
i∈N
BR (ωi) ,
a+ (t) otherwise.
b (ω, t, x) =
b
− (t) if x ∈
⋃
i∈N
BR (ωi) ,
b+ (t) otherwise.
τ (ω, t, x) =
τ
− if x ∈
⋃
i∈N
BR (ωi) ,
τ+ otherwise.
Noticing that
∃ω ∈ Σ, y ∈
⋃
i∈N
BR (ωi) ⇐⇒ # (Σ ∩BR (y)) ≥ 1,
and using Fubini’s theorem, we can express
Fhom (t, u (t)) =
1
#τ
Eλ
[ˆ
Y
a (·, t, y)u (t− τ (·, y)) dy
]
(1− u (t))−Eλ
[ˆ
Y
b (·, t, y) dy
]
u (t) .
Indeed
Eλ
[ˆ
Y
a (·, t, y)u (t− τ (·, y)) dy
]
(1− u (t))
= a+ (t)u
(
t− τ+) (1− u (t))ˆ
Σ
ˆ
(0,1)2
1[#(Σ∩BR(y))=0] (ω, y) dy dP (ω)
+a− (t)u
(
t− τ−) (1− u (t)) ˆ
Σ
ˆ
(0,1)2
1[#(Σ∩BR(y))≥1] (ω, y) dy dP (ω)
= a+ (t)u
(
t− τ+) (1− u (t))ˆ
(0,1)2
ˆ
Σ
1[#(Σ∩BR(y))=0] (ω, y) dP (ω) dy
+a− (t)u
(
t− τ−) (1− u (t))ˆ
(0,1)2
ˆ
Σ
1[#(Σ∩BR(y))≥1] (ω, y) dP (ω) dy
= a+ (t)u
(
t− τ+) (1− u (t)) exp (−λpiR2)+ a− (t)u (t− τ−) (1− u (t)) (1− exp (−λpiR2))
=
[
a− (t)u
(
t− τ−)+ (a+ (t)u (t− τ+)− a− (t)u (t− τ−)) exp (−λpiR2)] (1− u (t))
and, from a similar calculation
Eλ
[ˆ
Y
β (·, t, y) dy
]
u (t) =
[
b− (t) +
(
b+ (t)− b− (t)) exp (−λpiR2)]u (t) .
Consequently, the homogenized reaction functional is given by
Fhom (t, u (t)) =
1
2
[
a− (t)u
(
t− τ−)+ (a+ (t)u (t− τ+)− a− (t)u (t− τ−)) exp (−λpiR2)] (1− u (t))
+
1
2
[
b− (t) +
(
b+ (t)− β− (t)) exp (−λpiR2)]u (t) .
b) The case of a random multiple delays. We consider now the case when the family of random mea-
sures corresponds to the second structure of Section 5.2.2 derived from Example 2.1, that is mεt (ω) =∑
i∈N dk
(
ω, ·ε
)
δt−τk . Then, under the same hypotheses, the limit second member becomes
Fhom (t, u (t)) = (1− u (t))
∑
k∈N
E
[ˆ
Y
a (·, t, y) dk (·, y) dy
]
u (t− τk)− u (t) E
[ˆ
Y
b (·, t, y) dy
]
which can be expressed in the two previous probabilistic cases by reproducing the calculations of a). We
see that the growth rate of the uninfected population and the time delays coefficients have been mixed and
averaged in such a way that the limit delays reaction-diffusion problem is a reaction diffusion equation
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with a multiple delays associated with the measure
∑
k∈N E
[´
Y
a (·, y) dk (·, y) dy
]
δt−τk incorporating
the growth rate.
E.2. Homogenization of delays logistic equations with immigration. We consider the food lim-
ited model with time delays corresponding to Example 3.2 which describes the evolution of the population
density of some specie at time t located at x, during a time T > 0, in a C1-regular domain Ω. We as-
sume, as in the previous example, that Ω is included in a ε-random checkerboard-like environment, or in
an environment whose spherical heterogeneities of size ε, are independently randomly distributed with
a given frequency following a Poisson point process. When no population is located at the boundary,
when the history function ηε is deterministic and satisfies 0 ≤ ηε ≤ ρ for some ρ > 0, and each two
functions a and q belongs to W 1,2
(
0, T, L∞loc
(
RN
)) ∩ L∞ ([0, T ]× RN), with 0 ≤ a (ω, t, x) ≤ a, and
0 ≤ q (ω, t, x) ≤ q, then, the density uε (ω, ·) is the unique solution of
duε
dt
(ω, t)− divDξW
(
ω,
x
ε
,∇uε (ω, t)
)
= a
(
ω, t,
·
ε
)
uε (ω, t)
(
1− 1
Kcar
ˆ t
−∞
uε (ω, s) dm
ε
t (s)
)
−q (ω, t) for a.e. t ∈ (0, T ) ,
uε (ω, t) = ηε (t) , 0 ≤ ηε (t) ≤ ρ for all t ∈ (−∞, 0],
uε (ω, t) ∈ H1 (Ω) , divDξW
(
ω, ·ε ,∇uε (ω, t)
) ∈ L2 (Ω) for all t ∈]0, T ],
uε (ω, t) = 0 on ∂Ω, for all t ∈ [0, T ],
and satisfies 0 ≤ uε (ω, ·) ≤
(
ρ+
q
a
)
exp (aT ) − q
a
= y (T ). Recall that a (ω, t, x) is the growth rate of
the population at time t, located at x in the 1εΩ domain, and Kcar > 0 is the carrying capacity, i.e.,
the capacity of the environment to sustain the population. To shorten the calculations, we assume that
Kcar is independent on the time variable.
Writing the reaction functional as a
(
ω, t,
·
ε
)
uε (ω, t)− 1
Kcar
a
(
ω, t,
·
ε
)
uε (ω, t)
ˆ t
−∞
uε (ω, s) dm
ε
t (s),
we see that we are in the context of Theorem 5.1, with l = 2 and
r (ω, t, x) =
(
a (ω, t, x) ,− 1
Kcar
a (ω, t, x)
)
, h (ζ ′) = (1, ζ ′) , g (ζ) = (ζ, ζ) .
To model the time delays, let us take the random measure derived from Example 2.3, associated with a
diffuse distributed delays mεt (ω) = d
(
ω, ·ε
)K (t− s) ds where d > 0, ‖d (ω, ·) ‖L∞(Ω) = 1, and K is the
Γl-distributed delays. Note that everything happens as if in the model the carrying capacity is random,
depends on the spatial variable, given by Kcar,ε (ω, x) =
Kcar
d(ω, xε )
, with a Γl-distributed delays. Then,
assuming that for P-a.s. ω ∈ Σ, supε Φε (ηε (0)) < +∞ and that ηε converges to η in Cc
(
(−∞, 0], L2 (Ω)),
according to Theorem 5.1, we can say that when ε is very small compared to the size of the domain, a
deterministic model, well aware with the evolution of the density population, is given by
(Phom)

du
dt
(t)− divDξWhom (u (t)) = Fhom (t, u (t)) for a.e. t ∈ (0, T )
u (t) = η (t) , 0 ≤ η (t) ≤ ρ, for all t ∈ (−∞, 0],
0 ≤ u (t) ≤
(
ρ+
q
a
)
exp (aT )− q
a
for all t ∈ [0, T ],
u (t) ∈ H1 (Ω) , divDξWhom (∇u (t)) ∈ L2 (Ω) for all t ∈ [0, T ],
u (t) = 0 on ∂Ω for all t ∈ [0, T ],
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where,
Fhom (t, u (t)) =E
[ˆ
Y
a (·, t, y) dy
]
u (t)− u (t) 1
Kcar
E
[ˆ
Y
a (·, t, y) d (·, y) dy
]ˆ t
−∞
K (t− s)u (s) ds
−E
[ˆ
Y
q (·, t, y) dy
]
.
By reproducing the calculations of Subsection E.1, it is easy to express Fhom for each of the two proba-
bilistic environments. Writing Fhom of the form
Fhom (t, u (t)) =E
[ˆ
Y
a (·, t, y) dy
]
u (t)
1− E
[ˆ
Y
a (·, t, y) d (·, y) dy
]
KcarE
[ˆ
Y
a (·, t, y) dy
] ˆ t
−∞
K (t− s)u (s) ds

−E
[ˆ
Y
q (·, t, y) dy
]
,
we can interpret the homogenized problem as a diffuse delays logistic equation, modeling the evolution
of a density population spreading in an homogeneous environment, with a Γl-distributed delays. The
growth and the immigration rates are given by E
[´
Y
a (·, t, y) dy] and E [´
Y
q (·, t, y) dy] respectively.
The effective carrying capacity, given by
Kcar (t) =
KcarE
[ˆ
Y
a (·, t, y) dy
]
E
[ˆ
Y
a (·, t, y) d (·, y) dy
] ,
is now deterministic, constant with respect to the spatial variable, but time dependent and bigger than
the carrying capacity Kcar. Note that, if the growth rate a (·, ·, ·) is constant, then the carrying capacity
is time-space constant and given by
Kcar = Kcar
1
E
[ˆ
Y
d (·, y) dy
] ,
which is not the almost sure weak limit of Kcar,ε (ω, x) given by
Kcar E
[ˆ
Y
1
d (·, y)dy
]
,
obtained by applying the additive ergodic theorem.
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