In this paper, we employ Markov process theory to prove asymptotic results for a class of stochastic processes which arise as solutions of a stochastic evolution inclusion and are given by the representation formula
Introduction
The theory of Markov processes is a beautiful tool to gain asymptotic results for stochastic processes. Particularly in the area of SPDEs, this theory enables one to get profound insights into the long time behavior of the SPDE's solution. In this paper, we apply Markov process theory to a class of stochastic processes which arise as solutions of abstract Cauchy problems driven by Poisson processes.
Let us embark on the endeavor ahead of us by rigorously describing the processes considered here:
To this end, let (V, || · || V ) be a separable Banach space and let (T (t)) t≥0 be a time-continuous, contractive semigroup on V . Moreover, let (Ω, F , P) be a complete probability space, let (η m ) m∈N and (β m ) m∈N be i.i.d. sequences that are independent of each other; where the former consists of Vvalued random variables and the latter of (0, ∞)-valued, exponentially distributed random variables.
Moreover, we coin the term "independent initial" as a V -valued random variable x which is independent of ((β m ) m∈N , (η m ) m∈N ) and introduce, for any independent initial x, the recursively defined sequence (X x,m ) m∈N0 , by X x,0 := x and X x,m := T (β m )X x,m−1 + η m for all m ∈ N. Now, introduce m1 1{α m ≤ t < α m+1 }, then (N (t)) t≥0 is a Poisson process and we have X x (t) = T (t − α N (t) )X x,N (t) , for all t ≥ 0, almost surely.
Processes like (X x (t)) t≥0 arise as solutions of abstract Cauchy problems driven by Poisson processes, see [17] for more details; particularly [17, Remark 3.14] . Moreover, there is also an intuitive interpretation of the phenomena that are modeled by (X x (t)) t≥0 : Assume (T (t)) t≥0 describes the time-change of some physical process, which is a reasonable assumption, since nonlinear semigroups arise naturally as solutions of evolution equations. Now assume that this physical process is at each of the succeeding times α m exposed to the shock η m . Then, the process describing the shocked system is (X x (t)) t≥0 . More concretely: The (solution of the) p-Laplacian equation we consider as an example, can be used to model the evolution of a hill that consists mostly out of sand, see [BR] . In this case T (t)u describes the hill's surface at time t, u is the hill's initial shape and the η k 's then could be rain showers, or storms, etc. Now, let us describe this paper's highlights as well as the techniques employed to prove them:
Firstly, (X x (t)) t≥0 is (w.r.t. the completion of its natural filtration and any independent initial x) a time-continuous Markov process. For proving this, it is crucial that (β m ) m∈N is not any i.i.d. sequence, but one consisting of exponentially distributed random variables. Moreover, due to the contractivity and time-continuity of (T (t)) t≥0 , the transition semigroup of (X x (t)) t≥0 has the e-property and the Feller property. For proving these results, we only need the assumptions that have been stated in this introduction so far.
But, obtaining more sophisticated results requires the following decay assumption on (T (t)) t≥0 : There is a w.r.t. (T (t)) t≥0 invariant, separable and dense sub-Banach space (W, || · || W ) ⊆ V , with continuous injection, such that there are constants κ, ρ ∈ (0, ∞) such that ||T (t)w 1 − T (t)w 2 || W ≤ κt + ||w 1 − w 2 ||
and w 1 , w 2 ∈ W . Moreover, we have to assume that ||η k || V ∈ L 2 (Ω) and that T (t)0 = 0 for all t ∈ [0, ∞). The latter is due to the nonlinearity indeed not necessarily true, but it is "usually" easily verified whether it holds.
As we shall see, (1) enables us to derive upper bounds for ||X x (t)|| V and ||X x (t) − X x (t)|| V . These bounds, together with the e-property allow us to conclude by the aid of the results in [14] , that the transition function of (X x (t)) t≥0 possesses a unique invariant probability measureμ : B(V ) → [0, 1].
From there, we infer that
with probability one, for any Lipschitz continuous ψ : V → R and any independent initial x. Once this is achieved we will employ the results in [12] to prove that: If, in addition the constant ρ appearing in
(1) fulfills ρ > 1 2 , then there is a σ 2 (ψ) ∈ [0, ∞) such that
in distribution, for any Lipschitz continuous ψ : V → R and any independent initial x.
Finally, we will illustrate the applicability of these results with two examples: In the first one (T (t)) t≥0 is the semigroup of solutions of a first order, nonlinear ODE. Consequently, in this case (T (t)) t≥0 is a semigroup on R. By aid of this example, we will demonstrate that (CLT) can fail if (1) only holds for a ρ ∈ (0, 1 2 ]; particularly, even if ρ = 1 2 . In our second (more sophisticated) example, (T (t)) t≥0 acts on an infinite dimensional Banach space and is the semigroup of strong solutions of the weighted p-Laplacian evolution equation with Neumann boundary conditions for large p, i.e. p ∈ (2, ∞). We will prove that in this case, (SLLN) holds for any p ∈ (2, ∞) and (CLT) holds if p ∈ (2, 4).
Results analogous to (SLLN) and (CLT) are proven in [17] . But there it is assumed that the involved semigroup fulfills a finite extinction assumption and not a polynomial decay assumption. Polynomial decay and finite extinction are probably the most common asymptotic behaviors exhibited by nonlinear semigroups. Even though the i.i.d.-splitting method employed in [17] and the Markov process technique used in this paper have essentially nothing in common, one can consider these two papers as natural complements of each other. Particularly, the example considered in [17] is the p-Laplacian evolution equation for "small" p. The results proven in the current paper mainly rely on [14] and [12] . Of course there are many other general criteria dealing with ergodicity as well as the SLLN and the CLT for Markov processes. Particularly interesting criteria can be found in the book [15] .
Finally, let us briefly outline this paper's structure: Section 2 clarifies this paper's notation, states some basic results with a focus on nonlinear semigroups and concludes with some elementary properties of (X x (t)) t≥0 -for technical conveniences the results in Section 2 are formulated without any distributional assumptions on the involved random variables. We then proceed in Section 3 by proving that (X x (t)) t≥0 is a time-homogeneous Markov process and demonstrate that it possesses, among others, the Feller and the e-property. Section 4 is this section's centerpiece, it is proven there that the transition function of (X x (t)) t≥0 possesses a unique invariant probability measure (Proposition 4.3) that it fulfills the SLLN (Theorem 4.6) as well as the CLT (Theorem 4.10). Finally, in Section 5 we start with a general differential inequality result useful to prove (1), then consider the nonlinear ODE example (Remark 5.2) and devote the remainder of this section to the p-Laplacian example.
Notation and preliminary Results
This section starts with some remarks regarding nonlinear semigroups, proceeds with some general words on the functional analytic and probability theoretic notations used throughout this paper and concludes with some results regarding the stochastic processes considered in this paper. Throughout this section (V, ||·|| V ) denotes a separable (real) Banach space and B(V ) its Borel σ-Algebra.
A family of mappings (T (t)) t≥0 , where
Particularly in the linear theory, one frequently uses the phrase "strongly continuous" instead of "time continuous" semigroup and implicitly assumes that a (linear) strongly continuous semigroup consists of linear and continuous operators. Of course, using our notation a linear, time-continuous semigroup does not necessarily consist of continuous operators. Therefore, to avoid confusion, we chose to use "time continuous" instead of "strongly continuous." Remark 2.1. Let (T (t)) t≥0 be a time-continuous and contractive semigroup on V . Then it is easily verified that T is also jointly continuous, i.
Moreover, by separability we have [7, page 244] ; which gives that this map is
The following remark gives the connection between nonlinear semigroups and nonlinear evolution equations. It is not needed for the Sections 3 and 4, but for the p-Laplacian example considered in Section 5. It is stated now, as it reveals the significance of nonlinear semigroups and therefore motivates why we consider them. 
it is accretive and Range(Id + αA) = V , for all α > 0; and densely
Moreover, we have the following celebrated result connection nonlinear semigroups and evolution equations: Let A : V → 2 V be densely defined and m-accretive. Then, the initial value problem
has precisely one mild solution, see [4, Definition 1.3] and [4, Prop. 3.7] . Moreover, the family of mappings (T A (t)) t≥0 such that T A (·)v is, for each v ∈ V , the mild solution of (2) forms a time-continuous, contractive semigroup on V , see [4, Theorems 1.10 and 3.10], and will be called "the semigroup associated to A".
The reader is referred to [4] for a comprehensive introduction to nonlinear semigroups. Moreover, the book [2] deals with existence, uniqueness, asymptotic and qualitative results for numerous evolution equations and this book's appendix contains a more concise introduction to this topic.
Even though we also consider linear semigroups, namely the semigroup associated to a Markov process, no profound knowledge of linear semigroups is required to understand this paper. Throughout everything which follows (Ω, F , P) denotes a complete probability space. Moreover, we introduce the short cut notation
If Y i is a V i -valued random variable for each i ∈ I, where I is an arbitrary index set and the V i 's are separable Banach spaces, then σ(Y j ; j ∈ I) ⊆ F is the smallest σ-Algebra, such that each
where ∆ denotes the symmetric difference. It is easily verified that the right-hand-side of the previous equation is indeed a σ-Algebra and the smallest one containing all P-null-sets as well as all elements of σ(Y j ; j ∈ I). Moreover, it is well known that an Y ∈ M(Ω; V ) is independent of a σ-algebra, if and only if it is independent of the σ-algebra's completion. Finally, for any Y ∈ M(Ω; V ), we denote by P Y its law, i.e. P Y (B) := P(Y ∈ B), for all B ∈ B(V ).
Even though we mostly consider real-valued functionals of vector-valued processes, some results on random variables (and stochastic processes) taking values in Banach spaces are needed in the sequel. For a concise introduction, see [10, Chapter 2] . Now, let us spend some words on the stochastic process which is the central object of this paper:
, be a sequence of real-valued random variables.
β k for all m ∈ N and set α 0 := 0. Finally, let
x ∈ M(Ω; V ) and let (T (t)) t≥0 be a time-continuous, contractive semigroup on V . Then the sequence (X x,m ) m∈N0 defined by X x,0 := x and
is called the sequence generated by
Moreover, the stochastic process
is called the process generated by
Remark 2.4. Let (X x,m ) m∈N0 and X x : [0, ∞) × Ω → V be the sequence and the process generated by some ((β m ) m∈N , (η m ) m∈N , x, T ) in V . Then it follows easily from Remark 2.1 that each X x,m and each
Let us conclude this section with the following lemma, which reveals that the stochastic process generated by some ((β m ) m∈N , (η m ) m∈N , x, T ) in V , depends continuously on (η m ) m∈N and x.
Lemma 2.5. Let (β m ) m∈N , where β m : Ω → (0, ∞), be a sequence of real-valued random variables.
in V , respectively; where (T (t)) t≥0 is a time-continuous, contractive semigroup on V . Then the assertion
holds on Ω.
Proof. Let t ∈ [0, ∞) be given and set M t := {ω ∈ Ω : t < sup
on Ω \ M t , thus (3) holds on Ω \ M t . Moreover, on M t we have by contractivity of (T (t)) t≥0 that
where (X x,m ) m∈N0 and (Xx ,m ) m∈N0 denote the sequences generated by ((β m ) m∈N , (η m ) m∈N , x, T ) in V and ((β m ) m∈N , (η m ) m∈N ,x, T ) in V , respectively. Consequently, it suffices to prove that
For m = 0 this is clear and for m ∈ N 0 we get
which yields the claim by induction. 
The Markov Property
Moreover, let (T (t)) t≥0 be a time-continuous, contractive semigroup on V .
An x ∈ M(Ω; V ) is called an independent initial, if x is jointly independent of (η m ) m∈N and (β m ) m∈N . Moreover, for any independent initial x ∈ M(Ω; V ) we denote by (X x,m ) m∈N0 the sequence and by
Moreover, we may identify a v ∈ V with the random variable which is constantly v and note that any v ∈ V is obviously an independent initial. In addition, we introduce the filtration (F
for all v ∈ V , t ∈ [0, ∞) and B ∈ B(V ).
The purpose of this section is to show that X x is for any independent initial x ∈ M(Ω; V ) a time homogeneous Markov process with transition function P and initial distribution P x . In addition, we will establish some basic properties of these quantities. Before embarking on theses tasks, let us clarify the following: Throughout this entire section, we do not assume that (T (t)) t≥0 exhibits the introductory mentioned (or any other) decay behavior. Consequently, one can also apply this section's results under possibly different decay assumptions on the involved semigroup.
Remark 3.1. Let x ∈ M(Ω; V ) be an independent initial. Appealing to the strong law of large numbers yields lim m→∞ α m = ∞ almost surely. Consequently, on a setΩ ∈ F of full P-measure, we can find for
In addition, it is well known that (N (t)) t≥0 is a homogeneous Poisson process with intensity θ.
Proof. For the moment, let v ∈ V and ω ∈ Ω be fixed. If, for a given t ∈ [0, ∞), we have t ≥ sup m∈N α m (ω), then the same holds for t + h, for any h ≥ 0. Thus, we get
Finally, let ψ ∈ BM(V ), then the boundedness of ψ yields that the expectation at hand exists; and the already proven measurability result (together with [10, Prop. 2.1.4]) enables us to conclude the remaining claim. Theorem 3.3. Let x ∈ M(Ω; V ) be an independent initial. Then (X x (t)) t≥0 is a Markov process with respect to (F x t ) t≥0 , i.e.
almost surely, for all t, h ∈ [0, ∞) and B ∈ B(V ). In addition, P is a time homogeneous transition function, that is
-measurable for any B ∈ B(V ) and iv) P fulfills has the Chapman-Kolmogorov property, i.e.
Moreover, (X x (t)) t≥0 is time homogeneous (with initial distribution P x ) and transition function P , i.e.
almost surely, for all t, h ∈ [0, ∞) and B ∈ B(V ).
Proof. The assertions i) and ii) are trivial. Moreover, the third follows from Lemma 3.2.
Proving the remaining assertions is more involved and will occupy us for some time. Let us start with some preparatory observations. To this end, let t, h ∈ [0, ∞), v ∈ V and B ∈ B(V ) be given;
and introduce
Appealing to Remark 2.1 yields that F 1 is continuous and it then follows inductively that each F m has this property and is therefore
Now, for the sake of space letη τ,m :
and let us prove inductively that
almost surely for all m ∈ N.
If m = 1, we get by the semigroup property and Remark 3.1 that
almost surely. Moreover, if (8) holds for an m ∈ N we get
which yields (8) . Consequently, on {N (τ + h) = N (τ )}, we have
up-to a P-null-set and on {N (τ + h) = N (τ ) + m}, where m ∈ N, we have
up-to a P-null-set. These two results will turn out to be useful to prove (6) and (7). But before we can do so some distribution results have to be established, namely
independent of (α m ) m∈N we get
where the last equality follows from
up to a P-null-set. Since (N (t)) t≥0 is a homogeneous Poisson process, it is now easily verified that the distribution of (N (
) is independent of t. Using this and (11) yields
Combining the preceding two calculations, while having in mind the independence of (η m ) m∈N and
denotes the completion of the natural filtration of (N (τ )) τ ≥0 and η 0 := x and let us prove that
The second assertion is clearly true, since
Now, note that Σ t contains by construction every P-null-set. Consequently, the first assertion follows
, which will be verified now: So let s ∈ [0, t], then appealing to (9) and (10) (with τ = 0 and h = s there) yields, for a given B ∈ B(V ), that
up to a P-null-set. It is plain that the first set in the preceding equation is an element of Σ t . Moreover,
., n and n ∈ N.
Hence, we get
is in Σ t , for all n ∈ N by the measurability of F n and T , which concludes the proof of (12) .
) is independent of Σ t and that this random vector's distribution does not depend on t. Hence, employing (11) and (12) yields
Moreover, we have
Now it is easily verified that X x,i is σ(x, β 1 , .., β i , η 1 , .., η i ) for any i ∈ N 0 . (For i = 0 this is trivial, for i ∈ N this follows from (8) by putting τ = 0 there.) Consequently, since i 1 , .., i n ∈ {0, .., i} in the sum of the preceding calculation, we get by the imposed independence assumptions
Finally, putting it all together while having in mind (I) yields
which proves (II). Now (6) and (7) will be deduced from I)-II) as well as (9) and (10) . Firstly, I) enables us to conclude that (
Now, thanks to II) and I) we can apply well known properties of conditional probabilities (cf. [11, Prop.
1.43]) in the following two calculations; where in the first line of the first calculation (9) and in the first line of the second one (10) is used.
for all m ∈ N and P-a.e. ω ∈ Ω. Moreover, for any v ∈ V , it is easily verified by induction that X v,m = F m (v,β 0,m ,η 0,m ) for all m ∈ N a.s. Consequently, we get
for all v ∈ V . Hence, combining the preceding three calculations yields
for P-a.e. ω ∈ Ω, which proves (7). Consequently, invoking iii) gives that the random variable P(X x (t + h) ∈ B|F x t ) is (after a possible modification on a P-null-set) σ(X x (t))-B([0, 1])-measurable, which yields P(X x (t + h) ∈ B|F x t ) = E(P(X x (t + h) ∈ B|F x t )|X x (t)) a.s., which implies (6) by the tower property of conditional expectations.
Finally, as x was arbitrary, (7) holds for all independent initials, which is well known to imply iv) -for the sake of completeness: Appealing to (7) yields
for all v ∈ V , where the equality of the third and the fourth expression follow from the change of measure formula for expectations, which also holds for vector-valued random variables, see [7, p. 25] .
Remark 3.4. In the sequel (Q(t)) t≥0 , where Q(t) : BM(V ) → BM(V ), denotes the family of mappings, defined by
for all ψ ∈ BM(V ), v ∈ V and t ∈ [0, ∞).
Now, this section concludes by deriving some basic properties of our Markov process. Particularly, the e-property established in the following lemma, opens the door to useful results which enable one to conclude that a (transition function of a) Markov process on a polish state space possesses a unique invariant probability measure, see [14] for more details.
Lemma 3.5. The family of mappings (Q(t)) t≥0 has the Feller and the e-property, that is i) Feller Property:
ii) e-property: For all ψ ∈ Lip b (V ), v ∈ V and ε > 0, there is a δ > 0, such that for allv ∈ V , with
Moreover, the following assertions hold for any independent initial x ∈ M(Ω; V ).
iii) (X x (t)) t≥0 has almost surely càdlàg paths and is continuous in probability.
iv) The mapping [0, ∞) ∋ t → Eψ(X x (t)) is continuous, whenever ψ ∈ C b (V ); in particular, (Q(·)ψ)(v) is continuous for all ψ ∈ C b (V ) and v ∈ V .
v) The filtration (F x t ) t≥0 fulfills the usual conditions, i.e. it is complete and right right-continuous.
vi) The stochastic process (X x (t)) t≥0 is (F x t ) t≥0 -progressive.
Proof. The required boundedness in i) is plain and the desired continuity follows from Lemma 2.5 and dominated convergence.
Proof of ii). Let ψ ∈ Lip b (V ) and assume that it is not constantly zero, since the claim is trivial in this case. Moreover, let v ∈ V and ε > 0 be given and introduce δ := ε 2L ψ . Then employing the services of Lemma 2.5 once more yields
for allv ∈ V , with ||v −v|| V < δ, which proves ii).
Proof of iii). It follows analogously to the beginning of the proof of Lemma 3.2 that
Moreover, it is easily verified that the left limits exists on the setΩ := {ω ∈ Ω : lim m→∞ α m (ω) = ∞}, which is by the strong law of large numbers a set of full P-measure. Consequently, it remains to prove the continuity in probability, which is in light of (14) true, if X x is left-continuous in probability. So let t 0 ∈ (0, ∞), t ∈ [0, t 0 ] and ε > 0 and note that
Moreover, the contractivity of (T (t)) t≥0 yields
on {N (t) = N (t 0 )}, up-to a P-null-set. Conclusively, as Poisson processes are well-known to be stochastically continuous and as (T (t)) t≥0 is time-continuous, we get
which proves iii).
Proof of iv). Let (t m ) m∈N be converging to a given t ∈ [0, ∞). Then, we get by iii) (and by passing to a subsequence if necessary) that lim m→∞ ||X x (t m ) − X x (t)|| V = 0 almost surely. Consequently, lim m→∞ ψ(X x (t m )) = ψ(X x (t)) a.s. and by dominated convergence also in L 1 (Ω), which gives iv).
Finally, the desired completeness in v) holds by construction, the right-continuity follows from [9, Theorem, p. 556], which is indeed applicable due to i) and (14) ; and vi) follows from v) and (14) Again we refer to an x ∈ M(Ω; V ) which is independent of ((η m ) m∈N , (β m ) m∈N ) as an independent initial, and denote by X x and (X x,m ) m∈N0 the sequence and the process generated by ((
Finally, set P (t, v, B) := P(X v (t) ∈ B) and (Q(t)ψ)(v) := Eψ(X v (t)), for every v ∈ V , t ∈ [0, ∞), B ∈ B(V ) and ψ ∈ BM(V ).
In addition, we assume throughout this entire section that
where
. Moreover, we impose the following assumption regarding (T (t)) t≥0 .
Assumption 4.1. There is a separable Banach space (W, || · || W ), with W ⊆ V , such that the following assertions hold.
i) The injection W ֒→ V is continuous and W is dense in (V, || · || V ).
ii) T is invariant with respect to W , that is T (t)w ∈ W for all w ∈ W and t ∈ [0, ∞).
iii) There are constants κ, ρ ∈ (0, ∞) such that ||T (t)w 1 − T (t)w 2 || W ≤ κt + ||w 1 − w 2 ||
for all w 1 , w 2 ∈ W and t ∈ [0, ∞).
iv) T (t)0 = 0 for all t ∈ [0, ∞).
Throughout this entire section, Assumption 4.1 is assumed to hold; particularly, (W, || · || W ) and κ, ρ ∈ (0, ∞) are such that 4.1.i)-iii) are fulfilled. In addition, C > 0 denotes the operator norm of the injection W ֒→ V ; hereby, we exclude the trivial case C = 0, since C = 0 implies W = {0} and by density V = {0}.
In Assumption 4.1.iii) we did not assume w 1 = w 2 . If w 1 = w 2 , we set κt + ||w 1 − w 2 || The following estimates will play a fundamental role in this entire section, it is needed in the proofs of all of our main results, which are: Proposition 4.3, Theorem 4.6, Theorem 4.10 and Corollary 4.11. The remaining results of this section simply serve to keep the exposition more structured, but are probably not of independent interest.
As mentioned introductory, proving the CLT requires the additional assumption ρ > 1 2 . It will be stated explicitly whenever this additional assumption is needed. Lemma 4.2. Let x ∈ M(Ω; V ) be an independent initial. Then the inequality
takes place with probability one. In addition, if y ∈ M(Ω; V ) is another independent initial we have
almost surely.
Proof. Let us start by proving (16) . To this end, let (η m ) m∈N ⊆ M(Ω; V ) andx ∈ M(Ω; V ), assumẽ η m ,x ∈ W almost surely and introduce (X(t)) t≥0 and (x m ) m∈N0 as the process and the sequence generated by ((β m ) m∈N , (η m ) m∈N ,x, T ) in V , respectively.
Then, note thatx m ∈ W for all m ∈ N 0 almost surely, since: If m = 0 this is trivial and if it holds for an m ∈ N 0 , we havex m+1 = T (β m+1 )x m +η m+1 and both summands are elements of W , for the first this follows from Assumption 4.1.ii) and the induction hypothesis, and for the second this holds by construction. Consequently, appealing to Assumption 4.1.ii) again yieldsX(t) ∈ W for all t ≥ 0, almost surely, since clearlyX(t) = T (t − α N (t) )x N (t) for all t ≥ 0 with probability one. Hence, employing Assumption 4.1.iii) and iv) yields
for all t > 0 almost surely. Now let us infer (16) from (18) . To this end, let (Γ n ) n∈N , where Γ n : V → V , be a sequence of
Since W is dense in (V, || · || V ), such a sequence exists, see [18, Lemma 3.12] . Now, for every n ∈ N, let (X n (t)) t≥0 be the process generated by ((
yields ||X n (t)|| V ≤ Cκ −ρ (t − α N (t) ) −ρ for all t > 0 and n ∈ N almost surely. (If one sets (η m ) m∈N = (Γ n (η m )) m∈N andx = Γ n (x) for a given n ∈ N, thenX = X n ). Moreover, appealing to Lemma 2.5, while having in mind (19) , yields
for all t > 0, with probability one. Consequently, (16) is proven and it remains to verify (17) . In addition, to the existing notations, letỹ ∈ M(Ω; V ), assumeỹ ∈ W almost surely and introduce (Ỹ (t)) t≥0 and (ỹ m ) m∈N0 as the process and the sequence generated by ((β m ) m∈N , (η m ) m∈N ,ỹ, T ) in V , respectively.
Of course, we then also haveỸ (t),ỹ m ∈ W for all t ≥ 0 and m ∈ N 0 , with probability one. Now let us verify inductively that
If m = 0, (20) is even an equality. And if it holds for an m ∈ N 0 we get by applying Assumption 4.1.iii) and then the induction hypothesis that
with probability one, which proves (20) . Using this, while employing the services of 4.1.iii) once more gives
for all t > 0 with probability one. Now, for every n ∈ N, let (Y n (t)) t≥0 be the process generated
−ρ for all t > 0 and n ∈ N almost surely. Finally, Lemma 2.5 enables us to conclude that
for all t > 0 and n ∈ N with probability one, which yields the claim by recalling (19) and letting n to infinity.
Proposition 4.3. The transition function P possesses a unique invariant probability measure, i.e. there is one, and only one, probability measure µ :
Proof. Appealing to Theorem 3.3 as well as Lemma 3.5.i)-iii) yields, by virtue of [14, Theorem 1], the existence of a unique invariant probability measure, if we can prove that lim inf
So fix ε > 0 as well as v ∈ V and recall the well-known fact that
which is obviously strictly positive. is strictly stationary, see [13, Lemma 8.11] . Moreover, (Xx(t)) t≥0 is also ergodic (in the sense that the shift invariant σ-algebra is P-trivial), which one easily deduces from [5, Prop. 2.2] by appealing to [19,
In particular, the following assertions hold.
, for all t ∈ [0, ∞), ψ ∈ Lip(V ) and independent stationary initialsx ∈ M(Ω; V ).
Proof. Let t > 0 and x ∈ M(Ω; V ) be an independent initial. Then we get by employing the services of Lemma 2.5 and Lemma 4.2 that
But the latter is true by the Blackwell-Girshick equation, which is applicable since (||η k ||) k∈N ⊆ L 2 (Ω) is i.i.d. and independent of (N (t)) t≥0 , which is (as it is a Poisson process) in particular square integrable. Now, note that, due to stationary, 4.5.i) holds for one t ∈ [0, ∞) if and only if, it holds for every t ∈ [0, ∞). So assume t > 0, then we get |ψ(Xx(t))| ≤ L ψ ||Xx(t)|| V + |ψ(0)|, which is already known to be square integrable. Finally, 4.5.ii) follows from 4.
Theorem 4.6. Let ψ ∈ Lip(V ) and x ∈ M(Ω; V ) be an independent initial. Then the convergence
takes place with probability one.
Proof. Firstly, note that the left hand side integral exists, since Lemma 3.2 and Lemma 3.5 yield that
-B(R)-measurable and for P-a.e. ω ∈ Ω bounded, respectively. Now letx ∈ M(Ω; V ) be an independent stationary initial. Then appealing to [19, Theorem 3.3 .1] yields
almost surely, for all ψ ∈ Lip(V ). (This theorem is indeed applicable, sinceμ is ergodic, (Xx(t)) t≥0 is stationary, stochastically continuous and since
Conclusively, recalling Lemma 4.2 gives
almost surely, which yields combined with (23) the claim.
The task ahead of us that remains is proving the CLT, which will be achieved by the results in [12] . Applying the results in [12] requires to extend the family of mappings (Q(t)) t≥0 to a linear, timecontinuous, contractive semigroup on L 2 (μ). To aid the reader who is not too familiar with Markov processes, let us outline why this is possible.
Remark 4.7. Let t ∈ [0, ∞) be given. Then for anyV ∈ B(V ), withμ(V ) = 1, we get by the invariance ofμ that there is a setṼ ∈ B(V ), with µ(Ṽ ) = 1, such that P(X v (t) ∈V ) = 1, ∀v ∈Ṽ .
Moreover, if ψ = 1 1 B , where B ∈ B(V ), then the invariance ofμ gives
Moreover, by linearity in ψ, (24) also holds for all step functions. Now let ψ ∈ L 2 (μ) be arbitrary, then there are step functions (ψ m ) m∈N with lim
Consequently, applying Fatou's Lemma (twice) and (24) yields
Hence, forμ-almost every v ∈ V , Eψ(X v (t)) exists and we infer from Jensen's inequality that
Consequently, we can extend the domain of each
Using this and Theorem 3.3.iv) yields that (Q(t)) t≥0 is a linear, contractive semigroup on L 2 (μ), see It seems to be mathematical common knowledge that this semigroup is (due to stochastic continuity and contractivity) time-continuous. But, the present author was unable to find any proof of this assertion, therefore let's do that: Lemma 4.8. The family of mappings (Q(t)) t≥0 is a linear, time-continuous contractive semigroup on
Proof. In light of Remark 4.7, it remains to prove the time continuity. So let (h m ) m∈N be a null-
Then, by stochastic continuity of (X v (t)) t≥0 , and passing to a subsequence if necessary, we have lim m→∞ ϕ(X v (t + h m )) = ϕ(X v (t)) almost surely. Thus, the boundedness of ϕ yields (by dominated convergence) that lim
Consequently, employing Lebesgue's theorem once more gives lim
Using this, as well as the contractivity of Q gives
which yields the desired time continuity, as ε > 0 was arbitrary.
Lemma 4.9. Let ψ ∈ Lip(V ) and set ψ c := ψ − (ψ). Then ψ c ∈ L 2 0 (μ) and
for all t > 0.
Proof. Clearly, ψ c ∈ Lip(V ), thus ψ c ∈ L 2 (μ) by Lemma 4.5.ii). Moreover, ψ c is obviously centered.
In addition, by stationary we get (ψ) = Eψ(Xx(t)), wherex ∈ M(Ω; V ) is an independent, stationary initial. Using this and invoking Lemma 4.2 yields
and the claim follows.
in distribution. Moreover, we have
wherex ∈ M(Ω; V ) is an arbitrary stationary, independent initial and ψ c := ψ − (ψ).
Proof. Appealing to Lemma 4.9 gives ψ c ∈ L 2 0 (μ) as well as
which is finite, since ρ > 1 2 . Consequently, as we already know that (Xx(t)) t≥0 is a stationary, ergodic, (Fx t ) t≥0 -progressive Markov process with time-continuous, contractive semigroup (Q(t)) t≥0 , we get by [12, Corollary 3.2 and Theorem 3.1] that
in distribution and that σ 2 (ψ) is indeed given by the first equality in (27). Moreover, the second equality in (27) is trivial, since ψ c (Xx(τ )) = ψ(Xx(τ )) − E(ψ(Xx(τ ))) by stationarity. Now, note that clearly
which yields, in light of (28), that (26) holds, if the first summand in the previous express converges almost surely to zero. But recalling that ρ > 1 2 and invoking Lemma 4.2 yields
with probability one. Now this section concludes by summarizing Theorem 4.6 and Theorem 4.10 for the probably most prominent Lipschitz continuous map from V to R, namely || · || V .
Corollary 4.11. Let x ∈ M(Ω; V ) be an independent initial andx ∈ M(Ω; V ) a stationary independent initial. Then the following assertions hold. 
Examples and a useful Criteria
The first result of this section is the introductory mentioned differential-inequality-result, which is probably not only in our examples useful to verify Assumption 4.1.iii). Even though this result seems to be in common use, we were unable to find it anywhere in the literature, stated precisely as we need it and with a rigorous proof. Therefore, the simple proof will be given. Once this is achieved we proceed with our ODE example and devote the remainder of this section to the p-Laplacian example. 
for a.e. t ∈ (0, ∞). Then we have
for all t ∈ [0, ∞). 
Thus ( Moreover, we have
for all t, h ∈ [0, ∞) and v ∈ R. Thus, as t → T (t)v is trivially continuous, (T (t)) t≥0 is a time-continuous semigroup. 
Proof of i). Firstly, the convexity of
Consequently, as f is (particularly locally) Lipschitz continuous, i) follows from Lemma 5.1. Proof of ii). Firstly, it is easily verified that x
Consequently, employing Lemma 5.1 once more yields ii). Now, one easily infers from i), ii) and T (t)(−v) = −T (t)v, for all v ∈ R that
In particular, (T (t)) t≥0 is contractive and by construction we have T (t)0 = 0. Consequently, (T (t)) t≥0
is a time-continuous, contractive semigroup fulfilling Assumption 4.1 with 
any independent initial x ∈ M(Ω; R), where
Now let us demonstrate that the assumption ρ > 1 2 in iv) cannot be dropped. To this end, assume η k = 0 for all k ∈ N, then X x (t) = T (t)x for any independent initial x ∈ M(Ω; R). Since T (t)0 = 0 for all t ≥ 0,x = 0 is the (in this case even almost surely unique) stationary, independent initial. Consequently, 
which is now, due to the lack of randomness, simply convergence in R. But obviously, (31) Even though the semigroup considered in the previous example only acted on R and not an infinite dimensional Banach space, it is worth mentioning that neither 5.2.iii) nor 5.2.iv) are trivial. Now let us turn to the weighted p-Laplacian example, in which case the semigroup acts on an infinite dimensional Banach space.
Throughout the remainder of this section, let n ∈ N \ {1} and ∅ = S ⊆ R n be a non-empty, open, connected and bounded sets of class C 1 . Moreover, let p ∈ (2, ∞) and set
for any q ∈ [1, ∞] and m ∈ N, where λ denotes the Lebesgue measure. This is further abbreviated by 
In addition, whenever q ∈ [1, ∞), W 1,q (S) denotes the usual Sobolev space and C S,q is the Poincaré con-
. Throughout the sequel, | · | n is the Euclidean norm on R n and for any x, y ∈ R n , x · y denotes the canonical inner product of these vectors.
In the sequel, we frequently apply results from [3] and [16] . Applying them requires the assumption
The following weighted p-Laplace operator is the central object of the remainder of this paper: 
One verifies that A is single-valued, see [16, Lemma 3 .1]. In addition, if one chooses γ = 1 on S, then A is simply the p-Laplacian operator with Neumann boundary conditions. Moreover, it is possible to determine the closure explicitly, see [3, Proposition 3.6] . But the explicit description is fairly technical and not needed for our purposes, therefore it will be omitted. What is important to our purposes is that A is densely defined and m-accretive, see [3, Section 3] 5 . Consequently, recalling Remark 2.2, we can introduce (T A (t)) t≥0 as the semigroup associated to A, which is, according to the same remark, a time-continuous, contractive semigroup on L 1 (S). In fact, (T A (t)) t≥0 even forms a family of strong solutions, not just of mild ones, see [3, Section 3] . The following three results enable us to apply the result of Sections 3 and 4 to the current setting, which is achieved in Theorem 5.7. In particular, in Proposition 5.6 it is demonstrated how to use Lemma 5.1 in the current situation. 
In addition, (T A (t)) t≥0 inherits the semigroup property of (T A (t)) t≥0 and appealing to [16, Lemma 3.3 .1] yields that (T A (t)) t≥0 is contractive. Moreover, T A (t)0 = 0 is inferred easily from 0 ∈ D(A), A0 = 0.
It remains to prove the time-continuity. So let (h m ) m∈N be a null-sequence, t ≥ 0 and ε > 0 be given, and assume w.l.o.g.
Then we get by the time continuity of T A , and by passing to a subsequence if necessary, that lim
for all m ∈ N and employing dominated convergence gives lim
. Conclusively, we get by contractivity that
which yields the desired time continuity.
Then f is locally Lipschitz continuous. Consequently, it is differentiable almost everywhere and we have
for a.e. t ∈ (0, ∞). 
where we used [16, Lemma 3.3.3] , which reads ||T A (t)w|| L ∞ (S) ≤ ||w|| L ∞ (S) for all t ≥ 0, w ∈ L ∞ (S).
Consequently, f is locally Lipschitz continuous and as it is real-valued, it is also differentiable almost everywhere.
Proof of (32). Firstly, for all w ∈ D(A) we have T A (t)w ∈ D(A) and −T ′ A (t)w = AT A (t)w for a.e. t ∈ (0, ∞), see [16, Lemma 3.3.4] . Thus, as D(A) ⊆ W 1,p γ (S), the integral occurring on the right-handside of (32) exists for a.e. t ∈ (0, ∞) and for almost every t ∈ (0, ∞) we have T A (t)u, T A (t)v ∈ D(A), 
for a.e. t ∈ (0, ∞) and making rigorous that one is allowed to perform the needed exchange of the integral and the differential works by the aid of dominated convergence and identical to the proof of [16, 
for all t ∈ [0, ∞). It remains to generalize the preceding inequality to all u, v ∈ L 
takes place with probability one, and if additionally p ∈ (2, 4), then there is a σ 2 (ψ) ∈ [0, ∞) such that
in distribution.
Proof. By Lemma 5. 
