Abstract. Two link diagrams are link homotopic if one can be transformed into the other by a sequence of Reidemeister moves and self crossing changes. Milnor introduced invariants under link homotopy calledμ. Nanophrases, introduced by Turaev, generalize links. In this paper, we extend the notion of link homotopy to nanophrases. We also generalizeμ to the set of those nanophrases that correspond to virtual links.
Introduction
A word is a sequence of symbols, called letters, belonging to a given set A, called alphabet. Turaev developed a theory of words based on the analogy with curves on the plane, knots in the 3-sphere, virtual knots, etc in [8, 9, 10, 11] .
A Gauss word is a sequence of letters with the condition that any letter appearing in the sequence does so exactly twice. A Gauss word can be obtained from an oriented virtual knot diagram introduced by Kauffman in [4] . Given a diagram, label the real crossings and pick a base point on the curve somewhere away from the real crossings. Starting from the base point, we follow the curve and read off the labels of the crossings as we pass through them. When we return to the base point, we will have a sequence of letters in which each label of a real crossing appears exactly twice. Thus this sequence is a Gauss word. It is natural to introduce combinatorial moves on Gauss words, based on Reidemeister moves on knot diagrams. The equivalence relation generated by these moves is called homotopy. We then decorate each letter with information from the diagram. This leads us to the notion of nanoword as introduced by Turaev in [11] . By introducing combinatorial moves on nanowords, the notion of homotopy can be defined for them also. From this viewpoint, homotopy of Gauss words is the simplest kind of nanoword homotopy. In fact, Gauss words underlying homotopic nanowords are homotopic as Gauss words.
The theory of nanowords can be naturally generalized to the theory of nanophrases just like knot theory does to link theory. The purpose of this paper is to develop a weaker homotopy theory of nanophrases, called M -homotopy, which is an analogue of Milnor's link homotopy [6, 7] . By a link homotopy we mean a deformation of one link into another, during which each component of the link is allowed to cross itself, but no two components are allowed to intersect. Milnor introduced invariants under link homotopy calledμ in [6, 7] . We introduce a self crossing move on nanophrases and the associated M -homotopy allowing self crossings. The main result stated in Theorem 3.5 establishes an M -homotopy invariant of nanophrases corresponding to virtual links 1 as an extension of Milnor'sμ invariants. Dye and Kauffman have done a similar work in [1] . We will come back to their results in Remark 4.6. Also, Rather than writing (A, p), we will simply use p to indicate a nanophrase. When we write a nanophrase in this way, we do not forget the set A of letters and the projection A → α.
2.3.
Equivalence relations of nanophrases. Fix a finite set α and then let τ be an involution on α (that is, τ (τ (a)) is equal to a for all a ∈ α). Let S be a subset of α × α × α. We call the triple (α, τ, S) a homotopy data.
Fixing a homotopy data (α, τ, S), we define three homotopy moves on nanophrases over α as follows. In the moves on nanophrases, the lower cases x, y, z and t represent any sequences of letters which is possible to include one or more '|', so that the phrase on each side of the move is a nanophrase. The moves are move H1: for any |A|, The moves H1 -H3 on nanophrases correspond to Reidemeister moves R1 -R3 (in Fig. 1 ) on link with base points, respectively. Here we can only move the arcs in Fig. 1 if these arcs do not contain the base points. In other words, no arc can cross the base points of the link. The homotopy is an equivalence relation of nanophrases over α generated by isomorphisms and the three homotopy moves H1 -H3. The homotopy depends on the choice of the homotopy data (α, τ, S), so different choices of homotopy data provide different equivalence relations. For the moves H1 -H3, components of any nanophrases were not added and removed, and so the number of the components is an invariant under any kind of homotopy.
In [9] , Turaev defined a shift move on nanophrases. Let ν be an involution on α which is independent of τ . Let p be an n-component nanophrase over α. A shift move on the ith component of p is a move which gives a new nanophrase p ′ as follows. If the ith component of p is empty or contains a single letter, then p ′ is p. Otherwise, the ith component of p has the form Ax. Then the ith component of p ′ is xA, and for all j not equal to i the jth component of p ′ is the same as that of p. Furthermore, if we write |A| p for |A| in p and |A| p ′ for |A| in p ′ , then |A| p ′ equals ν(|A| p ) when x contains the letter A and otherwise, |A| p ′ equals |A| p .
We also call the equivalence relation generated by isomorphisms, homotopy moves and shift moves a homotopy of nanophrases over α. We call the first homotopy without shift moves an open homotopy and the second homotopy simply a homotopy. The homotopy depends on the triple (α, τ, S) and ν.
Let α v be the set {a + , a − , b + , b − } and τ v the involution on α v which sends a + to b − and a − to b + . Let S v be the set
In [9] , Turaev proved Theorem 2.1 (Turaev [9] ). (i)The set of homotopy classes of nanowords over α v under the open homotopy with respect to (α v , τ v , S v ) is in a bijective correspondence to open virtual knots. Moreover under the same homotopy data, the set of homotopy classes of nanophrases over α v is also in a bijective correspondence to the set of stable equivalence classes of pointed ordered link diagrams on oriented surfaces.
(ii)Let ν v be the involution on α v , where a + is mapped to b + and a − to b − . Under the homotopy defined by (α v , τ v , S v ) and ν v , the set of homotopy classes of nanophrases over α v is in a bijective correspondence to ordered virtual links.
Theμ invariants and nanophrases
In this section, we introduce a self crossing move on nanophrases and a new weak homotopy, by allowing self crossing moves. We call this an M -homotopy. Consider the set of equivalence classes of nanophrases corresponding to ordered virtual links, that is equivalence classes of nanophrases defined by (α v , τ v , S v ) and ν v . We define an M -homotopy invariant of nanophrases corresponding to ordered virtual links. This invariant is an extension ofμ invariants introduced by Milnor in [6, 7] .
3.1. Self crossing and M -homotopy. Let (α, τ, S) be any homotopy data and ν an involution on α independent of τ . We introduce a self crossing move on nanophrases over α. Let σ be an involution on α independent of τ and ν. Let p be an n-component nanophrase over α. A self crossing move on the kth component of p is a move which gives a new nanophrase p ′ as follows. If there is a letter A in A which appears exactly twice in the kth component of p, then the kth component of p has the form xAyAz. Then the kth component of p ′ also has the form xAyAz. Furthermore, writing |A| p for |A| in p and |A| p ′ for |A| in p ′ , we have the identity
We then define M -homotopy and consider it in this paper.
Definition 3.1. Open M -homotopy is the equivalence relation of nanophrases over α generated by isomorphisms, the three homotopy moves H1 -H3 with respect to (α, τ, S) and self crossing moves with respect to σ. Similarly, M -homotopy is the equivalence relation of nanophrases over α generated by isomorphisms, three homotopy moves with respect to (α, τ, S), self crossing moves with respect to σ and shift moves with respect to ν.
We give an example. The linking matrix of a nanophrase was first defined by Fukunaga [2] for some special S and by Gibson [3] in general. It is an invariant under any kind of homotopy of nanophrases. We recall the definition here. First of all, let π be the abelian group generated by elements in α with the relations a + τ (a) = 0 for all a in α. In [2] , π is written multiplicatively, but here we will write it additively. For an n-component nanophrase p, the linking matrix of p is defined as follows. Let A ij (p) be the set of letters which have one occurrence in the ith component of p and the other occurrence in the jth component of p. Let l ii (p) be 0, and when j is not equal to i, let l ij (p) be
The linking matrix L(p) is a symmetric n × n matrix with entries l ij (p)'s in π. It is easy to see that the linking matrix of nanophrases is a homotopy and M -homotopy invariant of nanophrases.
Definition ofμ.
From now on, we work only with the homotopy defined by (α v , τ v , S v ), ν v and the involution σ v which sends a + to a − and b + to b − .
Let (A, p) be an n-component nanophrase whose Gauss phrase p is represented by w 1 |w 2 | · · · |w n . We will write p for (A, p) for simplicity. Let w i be A i1 A i2 · · · A imi , where A ij 's are letters in A. For each w i , we define a word on A ∪ A −1 by
imi , where ε ij is determined as follows. Since p is a nanophrase, any letter appears exactly twice in the Gauss phrase w 1 |w 2 | · · · |w n . Let A denote the letter represented by A ij . Then there exists a unique pair of integers (k, l) ((k, l) = (i, j)) so that A kl represents A. In other words, the other A appears as the lth letter on the kth component. If i < k and |A| = b + or i > k and |A| = a + , then ε ij = 1. If i < k and |A| = a − or i > k and |A| = b − , then ε ij = −1. Otherwise, ε ij = 0. Namely, if the letter A appears exactly once in the ith component, and if A ij appears earlier (resp. later) than the other A and |A| = b + (resp. a + ), then ε ij is 1. If A appears exactly once in the ith component, and if A ij appears earlier (resp. later) than the other A and |A| = a − (resp. b − ), then ε ij is −1. For other cases, let ε ij be zero. Here we will call a letter A ij with sign ε ij the signed letter and a word w i with sign the signed ith component of the nanophrase p. We note that given a nanophrase w = w 1 |w 2 | · · · |w n , each letter used (twice) in w appears at most once in the resulting phrase w
In the following, we use the convention that A 0 = ∅ and (
Let L denote the set of words on A ∪ A −1 . Then we define a sequence of maps ρ q (q = 2, 3, · · · ) from L to itself by induction on q.
where 
Recall that p = w 1 |w 2 | · · · |w n is an n-component nanophrase. We call the index i of a component w i the order of w i . Let M denote a finite set {a 1 , . . . , a n }. Let M denote the set of words on M ∪ M −1 . We define a map η from L to M as follows. For any letter A in A, let η(A) be a k and η(A −1 ) be a 
We define a map
] is the ring of formal power series on non-commuting variables κ 1 , κ 2 , . . . , κ n .
We
Thus we have a well-defined expansion,
where c 1 , c 2 , . . . , c u , i is a sequence of integers between 1 and n. Here we note that the integers in the sequence are not necessarily mutually different.
ranges over all sequences obtained by eliminating at least one of c 1 , c 2 , . . . , c u , i and permuting the remaining indices cyclically. We also define ∆(p;
The main theorem of this paper is as follows. 
Thus we have
Therefore µ(2, 1) = µ(3, 1) = 0 and µ(2, 3, 
where |A j | = b+ and |B j | = a+. This corresponds to the (2n, 2) torus link illustrated in Fig. 3 . Then since w
Therefore µ(2, 1) = n and µ(1, 2) = n, and soμ(2, 1) = n andμ(1, 2) = n. 
Therefore µ(2, 1) = n and µ(1, 2) = 0, and soμ(2, 1) = n andμ(1, 2) = 0. 
Thus we have 
1 a 2 a 1 a 3 a 2 . Therefore µ(2, 1) = 2, µ(3, 1) = 0 and µ(2, 3, 1) = 1. Similarly w ε 2 = AEC and w
Therefore µ(1, 2) = 2, µ(3, 2) = 1, µ(1, 3) = 0 and µ(2, 3) = 1. So we have ∆(2, 3, 1) = 1. As a result,μ(2, 3, 1) ≡ 0 (mod 1). Example 4.7. We consider two Gauss diagrams in Fig. 7 , which represent virtual string links, respectively. The closures of these virtual string links both coincide with the virtual link in Fig. 5 . Using Kravchenko-Polyak's definition, we compute µ and compare it with our definition.
On the other hand,
Modulo lower degree invariants of Kravchenko-Polyak's definition, that is the greatest common divisor of µ(2, 3), µ(3, 2), µ(2, 1), µ(1, 2), µ(3, 1) and µ(1, 3), both µ(2, 3, 1)(G 1 ) and µ(2, 3, 1)(G 2 ) coincide withμ(2, 3, 1) of the virtual link shown in Fig. 5 . 
Preliminaries to the proof of invariance
It is sufficient to prove that for any two nanophrases p and p ′ related by either isomorphisms, H1 moves, H2 moves, H3 moves, shift moves, or self crossing moves, and for each sequence c 1 , c 2 , . . . , c u , i of distinct integers between 1 and n, µ(p; c 1 , c 2 , . . . , c u , i) is equal toμ(p ′ ; c 1 , c 2 , . . . , c u , i). It is easy to see that this holds for an isomorphism. To show invariance under each move we use graphs.
Given a nanophrase p = w 1 |w 2 | · · · |w n , we defined its signed ith component w 
Then, we assign two natural numbers to each letter in the word ρ q (A εij ij ). One is the depth. To each letter in ρ q (A εij ij ), we assign the depth
The depth is an intrinsic invariant for a letter in ρ q (A εij ij ) independent from q. The other is its location in ρ q (A εij ij ). We assign the location g to the gth letter in ρ q (A εij ij ). Note that the location g depends on q. We now define an increasing sequence of rooted trees,
The vertices of T q ij consists of letters in ρ q (A εij ij ). To each vertex, we assign its depth. We join two vertices v and w by a directed edge from v to w if the depth d of v is equal to the depth of w minus 1 and moreover w is a letter that appears in the image of a signed letter corresponding to v under ρ 3 but not under ρ 2 . Thus we get a sequence of rooted trees (1) based on the letter A For further discussion, we assign a label to each vertex in T q ij . It is a quadruple consisting of the location g of the letter in ρ q (A εij ij ), its letter in A without sign, the index k of its image under η, and the sign ε of its letter. If we regard T q ij as a labeled rooted tree, then, the vertices can be distinguished by the first label. On the other hand, the inclusive relation in (1) still does make sense if we ignore the first label.
We now denote the forest of labeled rooted trees T 
Then F 4 1 (p) is the following forest.
Let F be a forest of rooted trees with labels in N × A × {1, 2, · · · , n} × {±1} such that vertices can be distinguished by the first label. Then, for any sequence c 1 , c 2 , · · · , c u of pairwise different integers between 1 and n, let S(F, c 1 , · · · , c u ) be the set of subforests of F satisfying the following conditions:
(1) Each member of S(F, c 1 , c 2 , · · · , c u ) has u vertices with c 1 , c 2 , · · · , c u , respectively, as the third label. (2) Let d j denote the distinguishing the first label of the vertex with c j as the third label. Then
In the rest of the paper, we call F a labeled forest instead of a forest of rooted trees with labels.
We then define sets S e (F, c 1 , · · · , c u ) and S o (F, c 1 , · · · , c u ) as follows. For any sequence c 1 , c 2 , · · · , c u of pairwise different integers between 1 and n, let S e (F, c 1 , · · · , c u ) and S o (F, c 1 , · · · , c u ) be subsets of S(F, c 1 , · · · , c u ) which consists of subforests for which the cardinality of vertices with ε j = −1 is even or odd respectively. Note that ε j is the sign of the fourth label. Also note that we have the identity Let E denote the set of all power series λ(e 1 , e 2 , . . . , e v )κ e1 κ e2 . . . κ ev in Z[[κ 1 , κ 2 , . . . , κ n ]] such that at least two indices in {e 1 , e 2 , . . . , e v } coincide. It is easy to see that E is a two-sided ideal. Proof. We consider the coefficient of
) is the product of some elements either of the form (1 + κ c ) or
Moreover by the definition of ρ,
Then the only letter with depth 0 in ρ q (A εij ij ) is A εij ij in the right hand side of this identity. We deduce that
where e j is some integer between 1 and n. First of all, we expand the term corresponding to the letter with depth 0, that is (1 + ε ij κ ej ) in (2). Then we have
Secondly, we cancel out the first term in (3). Then we have
We repeat these two steps according to depths, inductively. Then it follows from how to expand the expression and how to construct the tree T q ij that there exists a natural bijection between a term in this expanded expansion and a connected subtree of T q ij which contains the root. The coefficient of each term in this expanded expression is ±1. On the other hand, for each term in this expanded expansion, we consider vertices of the subtree corresponding to it. The number of vertices with −1 as the fourth label is even (resp. odd) if and only if the coefficient of the term in this expansion is 1 (resp. −1). Similar considerations apply to a relation between ϕ • η(ρ q (w ε i )) and a forest F q i . Therefore 
where the depths of D −1 and E −1 are 0, and the depths of C and C −1 are 1. Thus,
Here for the right hand term of (4), we expand the terms corresponding to letters with depth 0, that is the second and fourth terms. Moreover for the right hand term of (5), we simplify the expansion by canceling them out. In other words, we change (1 − κ 4 )1(1 + κ 4 ) into 1. In addition, for the right hand term of (6), we expand the terms corresponding to letters with depth 1, that is (1 − κ 4 ) and (1 + κ 4 ).
On the other hand, we have
The right hand term of (7) corresponds to the subforests as follows, where we note that we write only the first label.
Then, for example, the sum of the coefficient of κ 2 κ 4 in (7) is 0. On the other hand, S e (F 3 3 , 2, 4) is the set which consists of a single forest, which has only two roots labeled 2 and 4 and no descendant (second term of the second row in the above set). S o (F 3 3 , 2, 4) is the set which consists of a single forest, which has only one root labeled 2, with one descendant labeled 3 (third term of the first row in the above set). Therefore we have #S e (F 
where x is a signed word obtained by truncating w ε k at B. Since η(A) = a k and 
where x is a signed word obtained by truncating w 
Since η(ρ r (B)) = η(ρ r (C)) for any r, the image of (8) and (9) 
Proof of invariance for shift move
We will show thatμ(p; c 1 , c 2 , . . . , c u , i) is an invariant under a shift move by induction on u. We suppose that for each u < q . . , c u , i) for u < q. We prepare the following two lemmas for the next proposition. They are due to Milnor [7] . Lemma 7.1 (Milnor [7] ; (16), (19), (14)). Let M be the set {a 1 , · · · , a n }. For any element a j in M , the coefficient of 
where T ′ is either T ′ s+1 A or the tree obtained by changing the sign of the fourth label of the root in T ′ s+1
A . We then consider vertices of F except the vertex labeled A. If the number of those vertices which have −1 as the fourth label is even (resp. odd), then let ε F = 1 (resp. ε F = −1). By Lemma 5.3, the right hand term of (11) is equal to
We know that r + t − 1 ≤ q − 2 and so t ≤ s. By Lemma 7.1, the coefficient of 
. . , c q−1 , k). Therefore letF q k denote the forest associated with a word xρ q (A), and we have
If we ignore the first labels, the subgraphs obtained fromF We now prove Equation (14). Let B * (b 1 , ..., b r ) denote S * (F q i , b 1 , . . . , b r ) for both * = e and * = o. If A e ⊔ A o = ∅, then we set δ b1,...,br = 0. If not, we define a map θ : A e ⊔ A o −→ B e ⊔ B o by θ(g) =ĝ for any g ∈ A e ⊔ A o . Then θ is surjective. In fact, if there exists h in B e ⊔ B o such that for any g in A e ⊔ A o the image of g under θ is not equal to h, then A e ⊔ A o = ∅. In addition, for any e ∈ B * , #(θ −1 (e) ∩ A * ) has the same value, denoted by m * , for both * = e and * = o. Moreover for any e ∈ B e and e ′ ∈ B o ,
show #A Hence we may set δ b1,...,br as m e − m o .
Remark 7.4. The shift move on nanophrases corresponds to a change of base point on links. Therefore the invariance under the shift move corresponds to (12), (13) in Theorem 5 in [7] .
Welded links
Fix a finite set α and choose an element which is not contained in α, which we denote by ∅. Letᾱ be the union of α and {∅}. Then we extend a projection from A to α to a map from the union of A and the empty word ∅ toᾱ which is defined by |∅| = ∅. Let S ′ be a subset ofᾱ ×ᾱ ×ᾱ. We also call the triple (α, τ, S ′ ) a homotopy data.
Fixing α and S ′ , we define an extended H3 move on nanophrases over α as follows. The move is Extended H3 move : if (|A|, |B|, |C|) ∈ S ′ , (A, xAByACzBCt) ←→ (A, xBAyCAzCBt). We define an extended M -homotopy to be the equivalence relation of nanophrases over α generated by isomorphisms, the three usual homotopy moves H1 -H3 together with the extended H3 move with respect to (α, τ, S ′ ), self crossing moves with respect to σ and shift moves with respect to ν.
Here we recall that two virtual link diagrams are said to be welded equivalent if one may be transformed into the other by a sequence of generalized Reidemeister moves and upper forbidden moves in Fig. 8. A welded link can then be defined to be a welded equivalence class of virtual link diagrams.
We below show that there exists a homotopy data (α, τ, S ′ ) and ν corresponding to the welded equivalence relation. Proof. By Theorem 2.1, the set of homotopy classes of nanophrases over α v under the homotopy with respect to (α v , τ v , S v ) and ν v is in a bijective correspondence with the set of virtual links. Consider the upper forbidden move. It suffices to consider the case when the orientation of the three arcs are as illustrated in Fig.  9 . (The deformations involving other orientations of the arcs can be obtained as compositions of this one with isotopy and local deformations of the second Reidemeister moves.) There are 6 cases to consider depending on the order in which one traverses the three arcs involved. Let the order of arcs be as illustrated in Fig. 9 . Then this move transforms the associated phrase from xAyBzABt to xAyBzBAt, where x, y, z and t are words not including the letters A and B, and |A| = |B| = a − . Conversely if two nanophrases are represented by xAyBzABt and xAyBzBAt, the associated virtual link diagrams are related by upper forbidden moves. We can show the other cases in the same way. Therefore under the homotopy defined by (α v , τ v , S ′ w ) and ν v , the set of homotopy classes of nanophrases over α v is in a bijective correspondence with ordered welded links. 
