Accurate path integral Monte Carlo or molecular dynamics calculations of isotope effects have until recently been expensive because of the necessity to reduce three types of errors present in such calculations: statistical errors due to sampling, path integral discretization errors, and thermodynamic integration errors. While the statistical errors can be reduced with virial estimators and path integral discretization errors with high-order factorization of the Boltzmann operator, here we propose a method for accelerating isotope effect calculations by eliminating the integration error. We show that the integration error can be removed entirely by changing particle masses stochastically during the calculation and by using a piecewise linear umbrella biasing potential. Moreover, we demonstrate numerically that this approach does not increase the statistical error. The resulting acceleration of isotope effect calculations is demonstrated on a model harmonic system and on deuterated species of methane.
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I. INTRODUCTION
The equilibrium (or thermodynamic) isotope effect 1 is defined as the effect of isotopic substitution on the equilibrium constant of a chemical reaction. More precisely, the equilibrium isotope effect is the ratio of equilibrium constants,
where A and B are two isotopologues of the reactant. Since an equilibrium constant can be evaluated as the ratio of the product and reactant partition functions (K = Q prod /Q react ), every equilibrium isotope effect can be written as a product of several "elementary" isotope effects (IEs),
IE = Q (B)
given by the ratio of partition functions corresponding to different isotopologues (of either the reactant or product).
This quantity is closely related to the important notion of isotope fractionation, 1-3 which describes the distribution of isotopes in different substances or different phases and can be expressed in terms of such elementary isotope effects (2) if kinetic factors can be neglected.
Below, we will therefore focus on finding these elementary ratios of partition functions and call them "isotope effects" for short.
The isotope effect is extremely useful in uncovering the influence of nuclear quantum effects on molecular properties, 1,3,4 hence many approaches have been developed to calculate it. The simplest and most common approach, usually referred to as the "harmonic approximation" or "Urey model", assumes (i) separability of rotations and vibrations, (ii) rigid rotor approximation for the rotations, and (iii) harmonic oscillator approximation for the vibrations. 1, 2, 5 Although there exist various corrections that incorporate the leading effects of rovibrational coupling, nonrigidity of the rotor, or anharmonicity of the vibrations, [6] [7] [8] this perturbative approach is not always sufficient; indeed, there are examples of systems in which these corrections can even yield worse results than the Urey model.
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We therefore employ a more rigorous method that avoids these approximations altogether and treats the potential energy surface, rotations, and rovibrational coupling exactly. To show the benefit of this rigorous approach, in Figure 1 we plot the relative error of CD 4 /CH 4 IE calculated with the harmonic approximation. In this example, the harmonic approxima- tion works rather well at higher temperatures, where the IE is small, but its error reaches as much as 60% at the low temperature of 200 K, where the IE becomes very large.
The potentially large errors of the harmonic approximation are eliminated in the Feynman path integral formalism, [9] [10] [11] in which the quantum partition function is transformed to a classical partition function of the so-called ring polymer; it is then possible to compute the isotope effect via the thermodynamic integration [12] [13] [14] with respect to mass, [15] [16] [17] [18] [19] which treats the isotope masses as continuous variables and allows using standard path integral molecular dynamics or Monte Carlo techniques. The main drawback of this approach is that the "mass integral" is evaluated by discretizing the mass, which introduces an integration error. Although several elegant tricks reduce this integration error significantly, 20, 21 it can never be removed completely if the integral is evaluated deterministically.
Here we propose a way to bypass this issue by augmenting the configuration space of the Monte Carlo simulation with an extra dimension λ corresponding to the mass and including this dimension in the stochastic integration. The main idea is quite similar to that employed in the more general λ-dynamics method 19,22-25 used in molecular dynamics or Monte Carlo simulations, but we introduce a Monte Carlo procedure which is applicable for the specific case of the change of mass and enables a faster exploration of the λ dimension. We find that the proposed stochastic approach reduces the integration error of the IE drastically without increasing the statistical error. Remarkably, we also show that the integration error can be reduced to zero exactly by using a piecewise linear umbrella biasing potential; the only remaining error of the calculated IE is due to statistical factors.
To assess the numerical performance of the proposed methodology, we apply it to the isotope effects in an eight-dimensional harmonic model and in a full-dimensional CH 4 molecule.
Methane was chosen because the CH 4 + D 2 exchange is an important benchmark reaction for studying catalysis of hydrogen exchange over metals 26 and metal oxides, 27 and because the polydeuterated species CH 4−x D x are formed in abundance during the catalyzed reaction. [exp(−βĤ/P )] P into P so-called imaginary time slices, inserting a coordinate resolution of identity between each two adjacent factors, using a high-temperature approximation for each factor exp(−βĤ/P ), and taking a limit P → ∞, in which the high-temperature approximation becomes exact. The well-known 9,10 final result
expresses the partition function as the P → ∞ limit of the discretized path integral repre-
where r is a vector containing all P ND coordinates of all atoms in all slices of the extended configuration space; more precisely, r := r (1) , . . . , r (P ) , where r (s) , s = 1, . . . , P , is a vector containing all ND coordinates of all atoms in slice s. In general, a subscript P on a quantity
A will denote a discretized path integral representation of A using P imaginary time slices.
The statistical weight ρ(r) of each path integral configuration is given by
with the prefactor
and with an effective potential energy of the classical ring polymer given by is a vector containing the D coordinates of the ith atom), and V is the potential energy of the original system. Since the factorization of the Boltzmann operator is an example of the Lie-Trotter factorization, the number P is also referred to as the Trotter number. Because the path employed to represent the partition function is a closed path, we define r (0) := r (P ) ; this convention was already used in Eq. (7) for s = 1.
Note that Q P is a classical partition function of the ring polymer, i.e., a system in the extended configuration space with NDP classical degrees of freedom and defined by the effective potential Φ(r). For P = 1 the path integral expression (4) for the quantum partition function reduces to the classical one.
B. Thermodynamic integration with respect to mass
Our ultimate goal is evaluating the isotope effect (2), i.e., a ratio of partition functions.
Although it is possible to evaluate partition functions Q (A) P and Q
(B)
P themselves with a Monte Carlo procedure, 28 it is more convenient to calculate the ratio Q (B)
directly. We now review the most common of such direct approaches, based on thermodynamic integration 12 with respect to mass.
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In this method, it is assumed that the isotope change is continuous and parametrized by a dimensionless parameter λ ∈ [0, 1], where λ = 0 corresponds to isotopologue A and λ = 1 to isotopologue B. This allows, e.g., the description of the isotope effect when several atoms in a molecule are replaced by their isotopes simultaneously. Therefore we define, for each atom i, a continuous function m i (λ) of λ such that
The simplest possible choice for the interpolating function is the linear interpolation 
which is therefore the interpolation used in the numerical examples below, unless explicitly mentioned otherwise.
Letting Q(λ) denote the partition function of a fictitious system with interpolated masses m i (λ), we can express the isotope effect (2) as
where F (λ) is the free energy corresponding to the isotope change and the integral in the exponent motivated the name "thermodynamic integration." While it is difficult to evaluate
with a path integral Monte Carlo method, the logarithmic derivative
/dλ is a normalized quantity, i.e., a thermodynamic average proportional to the free energy derivative with respect to λ, and therefore can be computed easily with the Metropolis algorithm with sampling weight ρ (λ) (r)
corresponding to the fictitious system with masses m i (λ):
Here we have introduced general notation
for a thermodynamic path integral average of an observable A, given by averaging the estimator A est over an ensemble with weight ρ (λ) (r). The so-called thermodynamic estimator
[dF (λ)/dλ] th for dF P (λ)/dλ is derived simply by differentiating Eq. (4),
However, since it is a difference of two terms proportional to P , this estimator has a statistical error that grows with the Trotter number P , further increasing the computational cost. This drawback motivated the introduction 16 of the centroid virial estimator [dF (λ)/dλ] cv whose statistical error is independent of P , a property mirroring the property of an analogous centroid virial estimator for kinetic energy. 29, 30 The centroid virial estimator, derived in Appendix A, is given by
where
is the centroid coordinate of the polymer ring. All our numerical examples use the centroid virial estimators, unless explicitly mentioned otherwise.
To summarize, using thermodynamic integration, the isotope effect (2) is evaluated as
The calculation of the isotope effect requires running simulations at different values of λ and then numerically evaluating the integral in Eq. (17) using, for example, the trapezoidal, midpoint, or Simpson rule.
C. Stochastic thermodynamic integration with respect to mass
It is evident that the method of thermodynamic integration introduces an integration error, and therefore several approaches have been proposed to decrease it: While Ceriotti and Markland 20 optimized the interpolation functions m i (λ) in order to make dF P (λ)/dλ as flat as possible over the integration interval, and thus obtained Eq. (11), Maršálek and Tuckerman 21 introduced higher-order derivatives of Q(λ) with respect to λ. Both modifications decrease the integration error, but do not eliminate it completely. In this subsection we show that including the λ variable as an additional dimension in the Monte Carlo simulation allows to make the integration error exactly zero if an appropriate sampling procedure is used.
To illustrate why it makes sense to evaluate the λ integral stochastically, let us consider a "standard" thermodynamic integration protocol from the previous subsection, where the Running a Monte Carlo simulation in a configuration space augmented by λ requires, first of all, a correct sampling weight, ρ (λ) (r), which is nothing but ρ(r) with masses m i (λ) evaluated at a given value λ. The second most important thing is a corresponding Monte
Carlo trial move together with an acceptance rule. The simplest possible trial move with respect to λ changes the initial λ ′ to any other λ ′′ ∈ [0, 1] with equal probability, and keeps the Cartesian coordinates r of the ring polymer fixed. The resulting ratio of probability densities corresponding to λ ′′ and λ ′ is
which, as a function of λ ′′ , has a maximum that unfortunately becomes sharper with larger P . A simple way to keep acceptance probability high even for large values of P is to generate
The following Monte Carlo procedure satisfies this condition and also preserves the acceptance ratio given by Eq. (18):
Simple λ-move:
1. Trial move:
∆λ ∈ [−∆λ max , ∆λ max ] and distributed uniformly. (20) 2. Readjust the trial move to satisfy λ ′′ ∈ [0, 1]:
3. Accept the final trial move with a probability
The procedure defined by Eqs. (19)- (23) is almost free in terms of computational time, but at very large values of P , even with the restriction (20) , it becomes ineffective at sampling λ values far from the maximum of the probability ratio (18) . This problem can be bypassed if the trial move with respect to λ preserves the mass-scaled normal modes of the ring polymer instead of the Cartesian coordinates, resulting in the following Monte Carlo procedure derived in Appendix A:
Mass-scaled λ-move:
2. Accept the trial move with a probability
When discussing Monte Carlo moves with respect to λ, we shall refer the procedure defined by Eqs. (19)- (23) as the "simple λ-move", and to that of Eqs. (24)- (27) as the "mass-scaled λ-move". If the centroid probability distribution starts to vary too much over λ ∈ [0, 1], the acceptance probability for the mass-scaled λ-move can become too low; this is solved easily by restricting the trial λ ′′ value to a smaller interval
using the procedure of Eqs. (19)- (22). [Yet, for all systems considered in this work, Eqs. (24)- (27) led to sufficiently high acceptance probability without this modification.] The main advantage of the mass-scaled λ-move is that its acceptance probability does not depend on P . Its disadvantage is its requirement of P evaluations of V , which makes it much more expensive than the simple λ-move. Nonetheless, as will be demonstrated in Sec. III, an occasional use of mass-scaled λ-moves can, in fact, accelerate convergence with respect to λ.
The Monte Carlo procedure has one last shortcoming: Since the probability of finding the system with λ = λ ′ is proportional to Q(λ ′ ), for very large isotope effects (the largest isotope effect computed in this work was ∼ 10 8 ) most of the samples would be taken in the region close to λ = 0, which would introduce a huge statistical error. This problem can be solved by adding a biasing umbrella potential U b (λ), resulting in a biased probability density
In the case of a free particle, all trial moves defined by Eqs. (24)- (26) will be accepted provided that the optimal biasing potential
is chosen; in other words, if V ≡ 0, then including U b,free (λ) in the acceptance probability (27) will make it unity.
With this final modification in place, the proposed method can be summarized as running a Monte Carlo simulation in the augmented configuration space and then evaluating the isotope effect with the formula
where · · · I j is an average over all λ ∈ I j . The integration error associated with having a finite number J of λ intervals depends strongly on the choice of the umbrella potential U b (λ). As we prove in Appendix B, this error is exactly zero for a piecewise linear umbrella potential satisfying
It is also clear that the resulting U b (λ) will follow fairly closely the ideal biasing potential
, and therefore the estimator samples will be distributed more or less equally among different intervals I j , which, in turn, will minimize the statistical error of Eq. (30).
It is obvious that in general systems, U b (λ) from Eq. (31) cannot be known a priori.
As this is typical for biased simulations, numerous methods, including adaptive umbrella sampling, 37-39 metadynamics, 40, 41 and adaptive biasing force method, 34, 35 have been introduced to solve this problem. In our calculations, the biasing potential U b (λ) was obtained from a short simulation employing the adaptive biasing force method. The resulting U b (λ)
was then used in a longer simulation in which the isotope effect itself was evaluated.
III. NUMERICAL EXAMPLES
In this section the proposed stochastic procedure for evaluating isotope effects is tested on a model harmonic system and on deuteration of methane. The results of the new approach are compared with results of the usual thermodynamic integration and with the analytical result for the harmonic system. From now on, for brevity we will refer to the traditional thermodynamic integration with respect to mass (Subsec. II B) simply as "thermodynamic integration" (TI), and to the thermodynamic integration with stochastic change of mass 
A. Computational details
As mentioned in Sec. II, the λ interval [0, 1] was divided into J subintervals
(j = 1, . . . , J) with λ j = j/J (j = 0, . . . , J). The TI used, in addition, a reference pointλ j from each interval, which was always taken to be the midpoint λ j = (j − 1/2)/J ∈ I j . This midpoint was used for evaluating the thermodynamic integral with the midpoint rule as
(Assuming that each logarithmic derivative is obtained with the same statistical error, this choice ofλ j 's and integration scheme minimizes the statistical error of the logarithm of the calculated isotope effect.) To estimate the integration error of TI and to verify that the integration error of STI is zero, we compared the calculated isotope effects with the exact analytical 42 values for the harmonic system with a finite Trotter number P and with the result of STI using a high value of J = 8192 for the deuteration of methane.
The second type of error is the statistical error inherent to all Monte Carlo methods; this error was evaluated with the "block-averaging" method 43 for correlated samples, which was applied directly to the computed isotope effects instead of, e.g., the free energy derivatives, thus avoiding the tedious error propagation. Since the average isotope effect depends on the block size, one has to make sure not only that the statistical error reaches a plateau, but also that the average reaches an asymptotic value as a function of the block size.
The third type of error is the Boltzmann operator discretization error due to a finite value of P ; for harmonic systems it is available analytically, 42 while for the CD 4 /CH 4 isotope effect we made sure that it was below 1% by repeating the calculations for the lowest and highest temperatures with twice larger P .
B. Isotope effects in a harmonic model
A harmonic system was used as the first, benchmark test of the different approaches to compute the isotope effects, since most properties of a harmonic system can be computed exactly analytically. To simulate a realistic system with a range of vibrational frequencies,
we used an eight-dimensional harmonic system with frequencies
The computed isotope effect corresponded to doubling masses of all normal modes, and therefore to reducing each ω q by a factor of √ 2.
Computational details
To analyze the dependence of the computed isotope effect on the number J of λ intervals used in different methods, we first ran several calculations with β ω 0 = 8. Then we investigated the behavior of the different methods at several temperatures and hence for dramatically different isotope effects, by taking β ω 0 ∈ {1, 2, 4, 8, 16, 32} (here we used J = 8
for TI and J = 4096 for STI). For each ω 0 the Trotter number P was chosen so that the discretization error of the isotope effect (i.e., not of its logarithm) was below 1%.
To explore the ring polymer coordinates r, we used the normal mode path integral Monte to warmup, the total number of the other Monte Carlo moves for STI is 20% larger than for TI, which is not an issue, since generally (i.e., in anharmonic systems in which the sampling procedure would generate correlated samples) one would need to discard a certain warmup period also in TI calculations.
Results and discussion
The numerical results are presented in decreases the integration error. As expected, STI exhibits an error which is only due to statistical factors. Here the TI and STI exhibit similar behavior in the J → ∞ limit, namely the integration error is zero and the statistical error approaches a limit which is comparable for both methods. However, in this system the limit J → ∞ was achievable for TI because the normal mode path integral Monte Carlo procedure used for exploring r generated uncorrelated samples; reaching J → ∞ would be more difficult in more realistic, anharmonic systems, where even the TI procedure requires correlated sampling. Yet, as will be shown below on methane, large values of J can be used easily in STI calculations.
Also note that the statistical error of STI decreases with J and approaches its limit faster when the square root of mass interpolation [Eq. (11) C. Deuteration of methane
Computational details
The methane calculations used the potential energy surface from Ref. 46 and available in the POTLIB library. 47 The number of λ integration intervals was J = 4 for TI and J = 4096
for STI.
TI calculations used a total of 2 × 10 8 Monte Carlo steps which sampled r, for STI the number of r Monte Carlo steps was 1.8 × 10 8 ; in both cases 14% were whole-chain moves and 86% were multi-slice moves performed on one sixth of the chain with the staging 
Results and discussion
The results of the calculations of the CD 4 /CH 4 isotope effect are presented in Fig. 3 . For reference, the plotted values together with their statistical errors are listed in Table I . Carlo steps was averaged over 4096 independent calculations, 2560 -over 2048 calculations, etc.; this averaging ensured that each result had roughly the same statistical error. The STI calculations were performed with or without the mass-scaled λ-moves and with or without the simple λ-moves to compare the efficiency of the resulting methods.
Isotope effects obtained with these much cheaper calculations are compared in Fig. 4 , where the converged STI result ln IE = 19.789 from Fig. 3 and Table I that guarantees a zero integration error of the thermodynamic integral for any number J of integration subintervals; this trick is general and can be used regardless of the type of free energy change one may want to evaluate.
It is possible, as in metadynamics, to facilitate convergence with respect to λ by additionally biasing the simulation with a history-dependent potential that pushes the system into less explored regions of configuration space; this addition can become important if the change of isotope masses m i (λ) is so drastic that one has to impose an upper bound ∆λ max for the change of λ in a single step even for the mass-scaled λ-moves. However, this did not occur in systems considered in this work, where mass-scaled λ-moves yielded acceptance probabilities above 70% in all calculations. As a result, the mass-scaled λ-moves allowed large changes of λ in a single step, leading to a fast convergence over the λ dimension without additional modifications of the Monte Carlo procedure.
In this work we relied heavily on the fact that λ values can be sampled without repercussions even if they are placed far away from the endpoints λ = 0 and λ = 1 that correspond to physically meaningful systems. This is true for IEs, as also found in Ref. 19 , but may not be so for other calculations of free energy differences. As a result, several variants of λ-dynamics bias the sampling of λ towards the endpoints, and then calculate the free energy difference from the ratio of probability densities at λ = 0 and λ = 1. 50,51 Indeed, our STI approach would also allow obtaining a well converged result by sampling mainly in the regions of λ close to the endpoints λ = 0 and λ = 1 if one used a modified partition functioñ where V barr (λ) is a potential that biases the Monte Carlo chain towards the end points.
Running an STI calculation with J = 1 will lead to an exact partition function ratio and at the same time use mainly samples from values of λ close to the endpoints. Although such an approach would avoid the problem of choosing an optimal bin width for the weighted histogram analysis method (WHAM), an issue discussed in Ref. 31 , it would, just as WHAM, require equilibration over the entire λ interval [0, 1] instead of only over each subinterval I j , which would make it less convenient than the simple STI presented.
We would also like to mention an alternative approach allowing to remove the integration error of the isotope effect entirely, which was proposed recently by Cheng and Ceriotti
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and is a variant of the free energy perturbation method. 20 Cheng and Ceriotti's approach employs so-called "direct estimators" and is particularly suitable for isotope effects close to unity, which occur frequently, e.g., in the condensed phase, where only a small fraction of molecules is isotopically substituted. However, for large isotope effects, such as those discussed here, the direct estimators tend to have large statistical errors. In the future, 53 we therefore plan to combine the trick of a stochastic mass change with the direct estimators, in order to make the latter method practical for large isotope effects as well.
Let us conclude by noting that the stochastic thermodynamic integration can be combined with Takahashi-Imada or Suzuki fourth-order factorizations 54-57 of the Boltzmann operator, which would allow lowering the path integral discretization error of the computed isotope effect for a given Trotter number P , and hence a faster convergence to the quantum limit. The combination of higher-order path integral splittings with standard thermodynamic integration has been discussed elsewhere; 21, [58] [59] [60] as for the extension to stochastic thermodynamic integration, the main additional change consists in replacing the potential V in the acceptance probability in Eq. (27) with an effective potential depending on mass and, in the case of the fourth-order Suzuki splitting, in an additional factor depending on the imaginary time-slice index s.
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where a i are components of a (k) and b (l) corresponding to particle i. This set of coordinates becomes complete after adding the centroid r (C) = P −1 P s=1 r (s) , which can also be thought of as the zero-frequency normal mode, and we will refer to the triple (a, b, r (C) ) simply as u. Note that, for convenience, we have not mass-scaled r (C) . For simplicity, we only consider even values of the Trotter number P since the case of odd P differs in minor details but is otherwise completely analogous.
The original coordinates r are recovered from the normal mode coordinates u via the inverse transformation
with the Jacobian
These two expressions can be obtained easily starting from properties of the real version of the Discrete Fourier Transform.
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Rewriting the path integral representation of the partition function in terms of the normalmode coordinates leads to
where the new effective potentialΦ(u) and normalization constantC are given bỹ
Note that the only term ofΦ(u) depending on mass is the average of V (r (s) ) over the P beads.
With this setup, the centroid virial estimator (15) can be obtained immediately by differentiating the right-hand side of Eq. (A6) with respect to λ. To derive the mass-scaled λ-move described by Eqs. (24)- (27) , we consider making a trial move with respect to λ with ρ (λ) (u) as the probability density while keeping u constant. Transforming the corresponding ratio of probability densities
back to Cartesian coordinates r will immediately yield Eq. (27) .
Finally, let us remark that the algorithm used in Subsec. III B for sampling the harmonic system also uses normal modes of the ring polymer, albeit not scaled by mass. 
Now let us consider several possible choices for the umbrella potential; an impatient reader should skip the subsection on a piecewise constant umbrella potential since we show that the most useful in practice is the piecewise linear umbrella potential.
Exact umbrella potential
Suppose that one can find the ideal, "exact" umbrella potential
Using this exact umbrella potential amounts to the substitution
Eq. (B1) and gives
Since λ j − λ j−1 = J −1 , in this ideal situation Eq. (30) will yield the exact partition function ratio at any value of J.
Piecewise constant umbrella potential
Unfortunately, in a realistic calculation this ideal potential U b,exact (λ) is not available and one must make do with an approximation. The simplest choice is a piecewise constant
Noting that f (λ) = O(λ − λ j ) and Taylor expanding the logarithm, we find the difference of the numerators to be 
In conclusion, for the piecewise constant biasing potential Eq. (30) will have an error O(J −2 ):
As discussed in Subsec. (II C), it is easy to use really large values of J during the calculation, therefore an O(J −2 ) error is not an issue. Yet, it is still worthwhile to try to optimize the procedure in order to go beyond an O(J −2 ) error.
Piecewise linear umbrella potential
The obvious "first" improvement is introducing a piecewise linear potential. A remarkable fact about the resulting procedure is that it yields an exactly zero integration error, and this is true to all orders in J. dg(λ)e g(λ) = e g(λ j ) − e g(λ j−1 ) ,
where we have introduced a function g(λ) := β [dF (λ)/dλ] cv I j λ+ln Q(λ). The last equality means g(λ j ) = g(λ j−1 ), leading to
which is, remarkably, the same as Eq. (B3) for the exact umbrella potential.
Of course, the definition of the piecewise linear umbrella potential in Eq. (B16) is recursive, and therefore can only be evaluated by an iterative algorithm, but this should not cause a great concern since any biasing potential U b (λ), regardless of its type, cannot be known a priori (in particular, even the piecewise constant umbrella potential must be constructed iteratively).
As already mentioned in Subsec. to approach an optimal statistical error. An analytical analysis of the statistical error is more involved; instead, in the following subsection we show numerically that the statistical error is approximately independent of the choice of the umbrella potential and converges to a limit as J is increased-in particular, the piecewise linear umbrella potential permits reducing the integration to zero without increasing the statistical error.
Numerical tests
As the piecewise linear umbrella potential U b,p.lin. 
