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Abstract
In a series of seminal papers, Laddha and Varadarajan have developed in depth the quantisation of
Parametrised Field Theory (PFT) in the kind of discontinuous representations that are employed in Loop
Quantum Gravity (LQG). In one spatial dimension (circle) PFT is very similar to the closed bosonic string and
the constraint algebra is isomorphic to two mutually commuting Witt algebras. Its quantisation is therefore
straightforward in LQG like representations which by design lead to non anomalous, unitary, albeit discontin-
uous representations of the spatial diffeomorphism group. In particular, the complete set of (distributional)
solutions to the quantum constraints, a preferred and complete algebra of Dirac observables and the associated
physical inner product has been constructed.
On the other hand, the two copies of Witt algebras are classically isomorphic to the Dirac or hypersurface
deformation algebra of General Relativity (although without structure functions). The question we address in
this paper, also raised by Laddha and Varadarajan in their most recent paper, is whether we can quantise the
Dirac algebra in such a way that its space of distributional solutions coincides with the one just described. This
potentially teaches us something about LQG where a classically equivalent formulation of the Dirac algebra in
terms of spatial diffeomorphism Lie algebras is not at our disposal.
We find that, in order to achieve this, the Hamiltonian constraint has to be quantised by methods that
extend those previously considered. The amount of quantisation ambiguities is somewhat reduced but not
eliminated. We also show that the algebra of Hamiltonian constraints closes in a precise sense, with soft
anomalies, that is, anomalies that do not cause inconsistencies. We elaborate on the relevance of these
findings for full LQG.
∗thiemann at theorie3.physik.uni-erlangen.de, tthiemann at perimeterinstitute.ca
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1 Introduction
Undoubtedly the major unresloved challenge in LQG [1, 2] is to find a proper implementation of the quantum
dynamics. While there is a large degree of control as far as the spatial diffeomorphism constraint is concerned
[3], the appropriate quantisation of the Hamiltonian constraint remains the hardest research problem to be
solved. The ideal wish list comprises: 1. quantisation without anomalies, 2. faithful representation of
the Dirac or hypersurface deformation algebra, 3. sufficient control on the classical limit, 4. sufficient
control on the space of (distributional) solutions and the corresponding physical inner product and 5.
lack of quantisation ambiguities. So far only partial fulfillment of this wishlist could be achieved. In [4]
an anomaly free quantisation of the Hamiltonian constraint was proposed but the remaining issues could
not be addressed. By substituting the infinite number of Hamiltonian constraints by the single Master
constraint [5] one cancels items 1. and 2. and makes progress on 4. In particular, if one quantises it as a
spatially diffeomorphism invariant operator on the unique [6] (kinematical) Hilbert space of LQG selected
by covariance with respect to the spatial diffeomorphism group, then one can also make make progress1 on
3. [7].
However, despite of this, one may feel uneasy about the current version of the Master Constraint which
is basically the weighted squared integral of all the Hamiltonian constraints, because it is possible to take
anomalous Hamiltonian constraints and still end up with a well defined operator with good semiclassical
behaviour. The anomalies express themselves in the fact the spectrum of the positive Master Constraint
Operator has a gap. Its space of solutions is therefore empty unless one subtracts the gap by hand (which is
finite and proportional to ~). While this is consistent with taking the semiclassical limit ~→ 0 and actually
works in several non trivial examples [10] a better quantisation of the Hamiltonian constraints fulfilling
items 1. and 2. is certainly desirable. Furthermore, since many quantisations have the same semiclassical
limit, fulfilling 1. and 2. could automatically reduce the amount of quantisation ambiguities and thus might
imply progress on 5.
Several extensions of the quantisation proposed in [4] have been discussed. All of these ambiguities
arise because the unique Hilbert space representation is discontinuous so that the connection has to be
approximated by a holonomy along some loop. The choice of that loop and the representation that one
takes the holonomy of label the space of ambiguities2, see e.g. in [11, 2]. For none of them, it is obvious that
property 2. is (dis)satisfied. For in order to check it, one would have to compute the commutator between
two Hamiltonian constraints on the kinematical Hilber space and to decide whether the resulting object is
a quantisation of the right hand side of the corresponding classical Poisson bracket. This turns out to be
very difficult for three independent reasons: A. The classical right hand side involves an infinitesimal spatial
diffeomorphism constraint, whose quantum analog does not exist. B. In order to avoid the anomaly, those
operators are chosen as graph changing3 but to date no semiclassical states have been constructed with
respect to which graph changing operators have a good semiclassical limit. C. If one recalls the algebraic
manipulations that one has to perform in the classical calculation of the Poisson brackets, then it is clear
that one can repeat them quantum mechanically only semiclassically, however, no semiclassical states are
available as already mentioned.
It is therefore very difficult to decide whether any of the operators proposed leads us into the right
direction. It is at this point where input from non trivial toy models, that allow for a complete solution,
may guide us further and one such model is parametrised field theory (PFT) in two spacetime dimensions.
In general, PFT is a free field theory involving one or more scalar fields φ on a flat, fixed background
1In [7] an algebraic version of LQG was studied. However, the results obtained there are also valid for standard LQG with
minor modifications because a spatially diffeomorphism invariant operator must not be graph changing which essentially leads
back to the calculation performed in [7]. The only difference is that in [7] subgraphs of the infinite graph considered may change
while in LQG this is not allowed. However, these processes are semiclassically irrelevant if one employs the coherent states
defined in [8, 9], see [19] for more details.
2The associated parameter space is discrete because only the diffeomorphism equivalence class of the loop is important and
for three valent vertices there are no θ moduli, see [1].
3 That is, the loop in question is never contained in the graph considered.
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spacetime (M,η) of Minkowski signature and of any dimension which one makes diffeomorphism invariant
by pulling back the sclar field and the background metric by an arbitrary spacetime diffeomorphism X. The
resulting action now also depends on X as well and reduces in the gauge X = id to the original action in
adapted (Cartesian) coordinates. PFT is therefore a diffeomorphism invariant theory much like GR4 and
thus serves as an interesting testing ground for the many technical and conceptual issues of full fledged
Quantum Gravity as has been stressed and worked out in a series of seminal papers by Kucharˇ [12]. In
particular, since we know a bona fide quantisation of the model in the gauge X = id (Fock representation)
it appears to be a trivially solvable theory. Surprisingly, things are not that trivial as pointed out by Torre
and Varadarajan in [13]: The Fock representations for flat and curved embdeddings of spatial slices inM for
dim(M) > 2 are in general unitarily inequivalent. In other words, different, classically perfectly equivalent
gauges lead to unitarily inequivalent QFT’s! Beautifully, by treating the embedding variables as dynamical
fields and applying to them LQG like representations while Fock representations for the scalar fields are
kept, this obstruction can be overcome [14]. Moreover, the quantum constraint reduction leads to a theory
unitarily equivalent to the usual Fock representation in the gauge X = id.
A natural question is therefore to ask, what kind of QFT would result if one did not fix a gauge but would
rather treat the system a´ la Dirac as a diffeormorphism invariant theory which in the canonical framework
thus leads to spatial diffeomorphism and Hamiltonian constraints. Obviously, given the full arsenal of
techniques that have been developed for LQG, it is natural to apply LQG methods to quantise the whole
system (i.e embedding variables and scalar field) which in turn is the reason for why it is an interesting
model for LQG because we know in principle the full solution. As expected from the purely algebraic (or
geometric, i.e. action independent) proof in [16], the Poisson algebra of the constraints is the Dirac or
hypersurface deformation algebra. Despite the fact that the gauge fixed theory is free, the unfixed theory
is interacting and the Dirac algebra closes with non trivial structure functions only unless we are in two
spacetime dimensions. The case D = 2 therefore leads to a further simplification, namely the hypersurface
deformation algebra is a true (albeit infinite dimensional) Lie algebra, a fact that is being exploited by a
close relative of 2D PFT, namley the bosonic string [17].
In particular, ifM ∼= R×S1 just as in closed string theory, it is possible to switch from the Dirac algebra
to a classically equivalent Lie algebra which is simply the direct sum of two spatial diffeomorphism algebras
for S1. This fact and the fact that the LQG representation by design is well adapted to spatial diffeomor-
phims asked for a quatisation of the closed bosonic string by LQG methods [18]. Similarly, in 2D PFT one
may exploit this fact and completely solve the theory. This has been done in great detail in impressive works
by Laddha and Varadarajan [15]. However, in full LQG in 4D this “trick” is not at our disposal and thus in
order to serve as a true testing ground for LQG one should not solve 2D PFT using it but using the original
Dirac algebra. Yet, in contrast to 4D LQG, we know in 2D PFT what the answer must be and thus 2D
PFT may serve as a guideline for how to faithfully represent the 4D Dirac algebra in the LQG representation.
This presents a real challenge:
If we do not manage to quantise the Dirac algebra for 2D PFT as to yield the known and
correct result as given to us by the miracle that happens in 2D, then how can we hope for
the correct quantisation of the Dirac algebra of 4D LQG which is much more complicated and
involves non trivial structure functions?
This is the basic question that we analyse in this paper:
Is it possible to find a quantisation of the spatial diffeomorphism and Hamiltonian constraints respectively
for closed 2D PFT using LQG techniques such that they (rather their algebraic dual) annihilate the solu-
tions to the two, classically equivalent, spatial diffeomorphism constraints? This important question has
been formulated for the first time in the papers [15] where partial answers were announced.
Fortunately, the answer is affirmative. Surprisingly, however, as also has been announced in [15], the quan-
4One may be puzzled by the fact that PFT is at the same time diffeomorphism invariant and backgrond dependent. This
happens because the metric is here not considered as a dynamical field.
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tisation of the Dirac algebra is non trivial in the sense that it uses techniques so far not considered in [4]
and their relatives. This strengthens the suspicion that the techniques of [4] should be generalised.
The architecture of this paper is as follows:
In section 2 we review closed 2D PFT following closely [15]. Our treatment will be much less complete
than [15] and we will simplify the discussion where possible. We urge the careful reader to refer to [15]
for all the missing details. Notice, however, that we consider a quantisation slightly different from the one
employed in [15] which is technically somewhat simpler and does not qualitatively affect the main topic of
the present article.
In section 3, which contains the main result of our work, we find suitable quantisations of the spatial
diffeomorphism and Hamiltonian constraints which annihilate the space of solutions to the classically equiv-
alent two copies of spatial diffeomorphism constraints. Here we follow to some extent the same route as in
4D LQG [4], in particular we consider density one valued operator valued distributions, as these are the only
ones that have a chance to be quantised in LQG like representations as was shown in [4]. Their classical
expression (using as in LQG the volume) was already sketched in [15]. Their constraint algebra closes by
inspection and we show that there is a precise correspondence between the classical hypersurface algebra and
the quantum version, including a soft anomaly which however does not render the quantisation inconsistent.
In particular, the corresponding operators have the same kernel as given in [15]. As announced in [15], in
order to achieve this, new regularisation techniques have to be introduced. We find in addition that also a
non trivial renormalisation has to be performed.
Finally, in section 4 we discuss the possible implications for 4D LQG. One of the most important ones is
that in order to match the kernels of the hypersurface algebra and the direct sum of the Witt algebras, it was
crucial that one did know about the reformulation in terms of Witt algebras, because this fact motivates to
quantise a different holonomy flux like algebra than one would consider natural from the point of view of the
hypersurface deformation algebra. As this different kinematical algebra and the usual one are represented
discontinuously in the quantum theory, it is not possible to represent the usual kinematical algebra in the
Hilbert space adapted to the direct sum of Witt algebras. This observation touches on the very starting
point of LQG: If similarly in LQG one should work with a kinematical algebra that is perfectly adapted to
the quantum dynamics, then one has to completely reformulate LQG! There is no evidence for the emergence
for such a more adapted algebra at the moment and even if there was, the technical tools developed for
LQG would presumably easily transferrable to the new situation. This is also the case for 2D PFT as we
will see.
We have banned some involved calculations concerning the constraint algebra to an appendix.
Finally, as communicated to the present author, in a completely independent research carried out by Laddha
and Varadarajan, the authors have obtained in part similar results. Their work will be published shortly.
2 Review of Parametrised Field Theory
In this section we collect all the formulae that we need for our limited purpose. See [15] for all the details.
We separate the briefing into classical and quantum theory. Readers who are familiar with [15] can safely
skip this section and move on directly to section 3 except for our slightly different choice of representation
in section 2.2.
2.1 Classical Theory
We consider the differentiable manifoldM = R×S1 together with the flat Minkowski metric η = diag(−1, 1).
In order to set up the 1+1 formalism we consider arbitrary foliations X of M , i.e. one parameter families
of embeddings of the circle into M . Let x0 := t, x1 := x be standard time and angular variables on R and
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S1 respectively. Here t labels the leaves of the foliation. Then
X : M →M ; (t, x) 7→ (T (t, x),X(t, x)) (2.1)
defines a diffeomorphism (reparametrisation). We write X0 = T, X1 = X. By means of XA, A = 0, 1 we
can pull back the flat metric to obtain
g = X∗η; gαβ(t, x) := ηAB X
A
,α(t, x)X
B
,β(t, x) (2.2)
Given a scalar field φ : M → R we may also pull it back by XA to obtain
Φ = X∗φ; Φ(t, x) := φ(X(t, x)) (2.3)
Consider the free, massless scalar field action on the cylinder
S[φ] = −
1
2
∫
M
d2X ηABφ,Aφ,B (2.4)
and the Parametrised Field Theory (PFT) action on the cylinder
SPFT[T,X,Φ] = −
1
2
∫
M
d2x
√
|det(g)| gαβΦ,αΦ,β (2.5)
It is easy to see that (2.4) and (2.5) coincide. However, (2.5) is reparametrisation invariant and thus is an
example for a diffeomorphism invariant field theory although it depends on the background η. At the level
of the Euler Lagrange equations one may check that the field equations for T,X are satisfied once those for
φ are, hence T,X are gauge degrees of freedom by construction.
Notice that by assumtion the leaves of the foliation are embedded circles Σt = X(t, S
1) and as such T
is a periodic function of x at fixed t while X is periodic modulo 2πR where R is the Radius of the cylinder.
We also take x to be periodic modulo 2π. That is to say, X and x are just angle variables on the circle.
The passage to the canonical formulation is straightforward and will not repeated here in much detail,
see e.g. [15]. One defines the momenta conjugate to T,X,Φ by the functional derivatives
PT (t, x) :=
δSPFT
δT˙ (t, x)
, PX(t, x) :=
δSPFT
δX˙(t, x)
, Π(t, x) :=
δSPFT
δΦ˙(t, x)
, (2.6)
where a dot denotes a partial derivative with respect to t = x0 and discovers that the resulting phase space
is subject to the following constraints
D := PT T
′ + PX X
′ +Π Φ′
C := PT X
′ + PX T
′ +
1
2
(Π2 + [Φ′]2) (2.7)
where a prime denotes a partial derivative with respect to x = x1. These constraints are primary, that is,
the Legendre transform is singular and only allows to solve for Φ˙ but not for T˙ , X˙ in terms of the momenta.
From the explicit expressions for PT , PX ,Π one immediately sees that they are periodic functions of
x1 as they depend only on X ′. Let us smear the constraints D,C with periodic test functions f : S1 →
R; x 7→ f(x). We write for instance
C[f ] :=
∫
S1
dx f(x) C(x) (2.8)
etc. and we also define the following bracket
[f, g] := f ′ g − f g′ (2.9)
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Then one readily computes the Hypersurface Deformation Algebra H
{D[f ],D[g]} = D[[f, g]]
{D[f ], C[g]} = C[[f, g]]
{C[f ], C[g]} = D[[f, g]] (2.10)
familiar from the ADM formulation of GR. In performing those computations we used the periodicity of
fields so that boundary terms can be dropped. The interpretation of D,C respectively is therefore that of
a diffeomorphism and Hamiltonian constraint respectively.
One would expect the right hand side of the last line to depend on the inverse of the 1D metric
q := gxx = −[T
′]2 + [X ′]2 (2.11)
However, the peculiarity of 1D is that a one form and in particular the derivative of a scalar field such as
T,X,Φ is the same thing as a density of weight one and that a vector field is the same thing as a density
of weight -1. Thus both C,D are densities of weight 2 while the smearing test functions are densities of
weight -1 in order that (2.8) is meaningful. Then (2.9) is nothing else than minus the Lie bracket between
vector fields and (2.10) makes sense as it stands. Put differently, the 1D metric (2.11) is a scalar density of
weight 2 and its inverse would be of weight -2. Since the integrand of the right hand side of the last line
of (2.10) must have overall density weight +1 one should dedensitise q−1 and multiply by
√
det(q)
2
which
gives unity.
The fact that H is a true Lie algebra without structure functions is a major simplification that happens
only in 2D. For instance, in a quantisation of the constrained system a´ la Dirac one could consider group
averaging methods in order to solve the constraints and define a physical inner product. Due to the structure
functions, this is not possible in higher dimensions. However, to apply group averaging techniques directly
to the system (2.7) is not entirely straightforward. By means of the following canonical transformation
X± := T ±X, P± :=
1
2
(PT ± PX) (2.12)
and the definition
Y± := Π± Φ
′ (2.13)
one readily computes
D± :=
1
2
(D ± C) = P± X
′
± ±
1
4
[Y ′±]
2 (2.14)
The equivalent constraints (2.14) obey the much simpler Diffeomorphism Algebra D
{D±[f ],D±[g]} = D±[[f, g]]
{D±[f ],D∓[g]} = 0 (2.15)
and thus generate the direct sum of two diff(S1) Lie algebras (Witt algebras). All of this is of course well
known from string theory and is generic to diffeomorphism invariant 2D field theories.
The Hamiltonian flow of the Hamiltonian vector fields of D±[f±] generate automorphisms on the phase
space (canonical transformations) which are just the spatial diffeomorphisms ϕf± generated by the vector
field f± on S
1. Here ϕf± acts by pull back on the ± sector of the theory and leaves invariant the ∓ sector.
Of course, P±, Y± are densities of weight one while X± is a scalar under ϕ±. Since D± mutually commute
the flow αϕf+ ,ϕf− of D+[f
+] +D−[f
−] results by concatenation of the actions just described in either order.
To construct gauge invariant (Dirac) observables, we notice that P± can be eliminated via the constraints
while X± are pure gauge, hence the true degrees of freedom can be identified with Y±. Therefore we can
proceed as in [19] and consider the gauge fixing conditions X± − σ± = 0 corresponding to D± and compute
the gauge invariant extension of the scalar Y±/X
′
± off the gauge cut X± − σ±. The result is
OY±(σ±) = [
Y±
X ′±
(x)]X±(x)=σ± =
∫
dx Y± δ(X± − σ±) (2.16)
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where the δ distribution is periodic modulo 2πR. Alternatively we can integrate (2.16) against the Fourier
modes exp(inσ±/R) to arrive at the Fourier coefficients
OY±,n =
∫
S1
dx Y± e
inX±/R (2.17)
with n ∈ Z also considered in [15].
2.2 Quantum Theory
The point of recalling all of these well known facts is that (2.10) or (2.15) bring us into a situation very close
to LQG in 4D. We have a constrained Hamiltonian system part of whose constraint algebra generates spatial
diffeomorphisms. Therefore one naturally can apply LQG quantisation techniques and one would first of
all consider a kinematical Hilbert space representation of the Weyl algebra determined by the phase space
with respect to which the spatial diffeomorphism group is implemented unitarily and without anomalies
similar to [6]. Then one can apply group averaging techniques in order to solve the spatial diffeomrophism
constraints and construct a Hilbert space of spatially diffeomorphism invariant states. With respect to
the system (2.10) one would then still be left with the scalar constraints and one could try to define it as
in [4]. However, given the reformulation (2.15) it is much more convenient to consider P±,X±, Y± as the
elementary variables5 and to use the constraints (2.15) because, in a sense, we now have two commuting
spatial diffeomorphism groups and we can apply the LQG methods to both of them separately. Then, after
solving both diffeomorphism constraints, no scalar constraint is left and one arrives at a complete solution
of the theory! This, and much more has been done in the seminal work [15].
As already mentioned in the outlook part of [15], given this complete solution, it would now be very
interesting to go back to the original system (2.10), to quantise it by following the steps of [3, 4] and to com-
pare with the results already obtained. In particular, one would like to see whether there is a quantisation
of (2.10) such that the corresponding dual operators annihilate the kernel of (2.15). This is what we will
do in the next section. In the present section we just recall the elements from [15] that we need. We will,
however, deviate somewhat in the precise technical implementation from [15] as we will indicate explicitly.
The classical phase space consists of the embedding sector described by the variables (X±, P±) and the
matter sector described by the variables Y±. The embedding sector is gravity like, hence we use an LQG
like representation [6] for which the X±(x) (“Ein-Bein”) and the exp(ikP±[I]) (“holonomy”) are well de-
fined operators but not P±(x) itself. Here I is a closed interval, P±[I] =
∫
I dx P± and k ∈ k0Z where
~k0/R, ~k0 6∈ 2πQ is some positive constant. The matter sector is string like, hence we choose the LQG
string representation [18] for which neither Y±(x) exist but only the exp(ilY±[I]) where again l ∈ l0Z and
l0, l
2
0 6∈ 2πQ is some positive constant
6. These functions separate the points of the classical phase space
since the intervals I can be arbitrarily “small”. The restrictions on k0, l0 are motivated by trying the match
the D and H quantisations. Notice that here we differ somewhat from [15]: The authors there oppositely
assumne that ~k0/R = 2π/A for some large positive integer and that l0 is any real number without any
restriction and that l ∈ l0Z+λ where λ ∈ R may vary from charge network to charge network. This leads to
certain modifications as far as the structure of the quantum observables is concerned. We will commment
on this section 4.
Following the notation of [15] we consider graphs γ which are arbitrary partitions of S1 into disjoint
open intervals I (modulo the boundary points). Then we consider the “charge (spin) networks”
T±γ,k := exp(i
∑
I∈γ
kI P±[I]) (2.18)
5From Y± we can reconstruct Φ only up to a constant. This zero mode however decouples from the constraints [15] and will
therefore not be considered in this paper.
6For simplicity we take all quantities including ~ as dimensionless in this article.
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and the Weyl elements
W±γ,l := exp(i
∑
I∈γ
lI Y±[I]) (2.19)
The T±γ,k form an Abelian algebra where the product of two charge networks T
±
γ,k, T
±
γ′,k′ is the charge network
T±γ′′,k′′ where γ
′′ is the coarsest partition of S1 such that every I ∈ γ, I ′ ∈ γ′ is a union of intervals in γ′′
while
k′′I′′ =
∑
I′′⊂I
kI +
∑
I′′⊂I′
k′I′ (2.20)
Likewise, theW±γ,k form a Non – Abelian algebra where the product of two Weyl elements is similarly defined
up to a phase which follows from the Poisson brackets
{Y±[f ], Y±[g]} = ±
∫ 2π
0
dx [f, g] =:< f, g >, {Y±[f ], Y∓[g]} = 0 (2.21)
for the smeared functions Y±[f ] =
∫
dx f Y±. Care is needed since the characteristic functions χI are not
smooth but rather χ′I(x) = δ(x, fI)− δ(x, bI ) where bI , fI denote beginning and final point of I [18]. With
the usual regularisation for the integral of the δ distribution over half of its support we obtain
< χI , χJ >= −[κJ(fI)− κJ (bI)− κI(fJ) + κI(bJ )], κI(x) =


1 x ∈ (bI , fI)
1
2 x ∈ {bI , fI}
0 x 6∈ I
(2.22)
We thus obtain
W±γ,l W
±
γ′,l′ =W
±
γ′′,l′′ exp(−i
~
2
∑
I∈γ,I′∈γ′
lI l
′
I′ < χI , χI′ >) (2.23)
where we used the canonical quantisation rule to replace commutators by i~ times the classical Poisson
brackets as well as the BHC formula. The definition of the abstract ∗algebra A is completed by defining the
commutation relations with the the X±(x)
[X±(x), T
±
γ,k] = ~[
∑
I∈γ
kI κI(x)] Tγ,k (2.24)
and all other commutators are zero.
There is an important subtlety, however. Since X is an angular field, X± is subject to the boundary
condition X±(x + 2π) = X±(x) ± 2πR. Thus, as a function on the circle, it is discontinuous. One way
to deal with this is to keep explicitly track of this boundary condition in the choice of the Hilbert space
representation [15]. Another possibility is to consider instead the continuous S1 valued functions
S±γ,n = exp(i
∑
v∈V (γ)
nvX±(v)/R) (2.25)
with nv ∈ Z and V (γ) denotes the vertices of the graph γ. These Weyl elements still separate the points of
the classical phase space, except for the zero mode of X, because for instance
S±{v0,v1},{1,−1} = exp(i[X±(v1)−X±(v0)]) = 1 + iX
′
±(v0)[v1 − v0] +O([v1 − v0]
2) (2.26)
allows to extract X ′±(x) as closely as we wish. The S
±
γ,n are the precise analog of the point holonomies
considered for the first time in [4] as a background independent algebra for scalar fields. Despite the
fact that only integer charges are considered, in contrast to [20], almost all information about X± can be
extracted, see also [21] for similar remarks in context of Loop Quantum Cosmology (LQC) [22]. The zero
mode cannot be extracted in contrast to [15]. Since, however, the zero modes of both Φ,X do not play any
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role in the classical action and since anyway we consider the PFT only as a toy model for 4D LQG that
merely serves to illustrate certain technical constructions, we feel free to do so. Notice also that the Sγ,n
are the only objects needed in the construction of the observables (2.17).
In this spirit, one could consider a mathematical deformation of the PFT model further and treat X±
as periodic functions. Doing this actually is not PFT but it leads to certain technical simplifications which
still bring us close to the 4D LQG situation. In what follows, we consider both possibilities A. X± is treated
as a periodic function and B. X± is not periodic but angular and we consider instead the S
±
γ,n. We will see
that both treatments lead to qualitatively similar results with respect to the main interest of the present
article while concrete formulae will be slightly different.
In terms of the S±γ,n the Heisenberg relations (2.24) are replaced by the Weyl relations
S±γ,n T
±
γ′,k S
±
γ,−n = exp(i
~
R
[
∑
v∈V (γ),I∈γ′
nv kI κI(v)]) T
±
γ′,k (2.27)
The kinematical Hilbert space is simply7
H = H+ ⊗H−, H± = H
E
± ⊗H
M
± (2.28)
where HE± and H
M
± respectively are the GNS Hilbert spaces [23] defined by the following states on the
respective algebras
ωE±(T
±
γ′,kX±(x1) .. X±(xN )) = δN,0 δk,0 Possibility A
ωE±(T
±
γ′,kS
±
γ,n) = δn,0 δk,0 Possibility B
ωM± (W
±
γ,l) = δl,0 (2.29)
That these are states (positive linear functionals) on the respective algebras follows from [6, 18]. These
states are G := Diff+(S
1) ×Diff−(S
1) invariant with respect to the automorphism groups on A defined
by the relations
α(ϕ+,ϕ−)[X±(x)] = X±(ϕ±(x)) Possibility A
α(ϕ+,ϕ−)[S
±
γ,n] = S
±
ϕ±(γ),n
Possibility B
α(ϕ+,ϕ−)[T
±
γ,k] = T
±
ϕ±(γ),k
α(ϕ+,ϕ−)[W
±
γ,l] = W
±
ϕ±(γ),l
(2.30)
whence by general theorems [23] there is a unitary representation of G on H defined by U(g)π(a)Ω =
π(αg(a))Ω for any a ∈ A. Here
Ω = ΩE+ ⊗ Ω
M
+ ⊗ Ω
E
− ⊗ Ω
M
− , π = π
E
+ ⊗ π
M
+ ⊗ π
E
− ⊗ π
M
− (2.31)
are defined via the GNS data (HE±, π
E
± ,Ω
E
±) and (H
M
± , π
M
± ,Ω
M
± ) induced by ω
E
± and ω
M
± respectively. One
may easily check that the vector states
|γ; k+, l+,K−, l− >:= π
E
+(T
+
γ,k+
)⊗ πM+ (W
+
γ,l+
)⊗ πE−(T
+
γ,k−
)⊗ πM− (W
−
γ,l−
) Ω (2.32)
define an ONB of H with the convention that there are no neighbouring intervals I, J in γ such that
k±I = k
±
J , l
±
I = l
± + J . Indeed, tensor products of operators on differnt graphs applied to Ω can be written
as (2.32) by suitably refining the graph and copying the charges on the refined intervals. One may check
7In [15] for the embedding sector a representation similar to but slightly different from option A is chosen due to the different
strategy to implement the discontinuity of X. For the scalar field sector the representations coincide. There one also imposes
the zero mode constraint Y+([0, 2pi]) − Y−([0, 2pi]) = 0 which we ignore here.
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that the representation U is not strongly continuous. The solution to the quantum constraints are now
linear functionals l defined on the dense subspace π(A)Ω satisfying the constraint equations
l[U(g)π(a)Ω] = l[π(a)Ω] ∀ a ∈ A, g ∈ G (2.33)
that is, functionals invariant under both copies of the diffeomorphism group of S1 (the loop group S1 7→ S1).
These solutions and the associated physical inner product as well as the action of the (exponentiated)
observables (2.16), (2.17) can be obtained explicitly using the group averaging techniques introduced in
[3] and are exibited in great detail in [15]. In particular one finds, due to the non compactness of G
(in the discrete topology) and due to the different gauge orbit size of different elements a ∈ A the same
phenomenon as in LQG, namely that the physical inner product suffers from averaging ambiguities labelled
by diffeomorphism equivalence classes [γ] of graphs γ. The associated subspaces are orthogonal and are
superselected by the algebra of Dirac observables.
We will not need these results for what follows. For us the relation (2.33) will be sufficient to check
whether quantisations of the algebra H exist which annihilate the kernel of the algebra D defined by (2.33).
3 Quantisation of the Hypersurface Deformation Algebra
This section contains the main result of the present work. The strategy will be as follows:
From the point of view of the algebra H there is no motivation to introduce the variables X±, P±, Y± and
it would be more natural to consider an LQG like kinematical HS based on 1. “fluxes” T (x),X(x),Φ(x)
and 2. “holonomies” of PT , PX ,Π. However, if we did that then we would actually consider discontinuous
representations of two different ∗algebras and therefore operators that exist in one representation do not
exist in the other already at the kinemtical level. Thus, in order to compare the quantisations of D and H
we should keep a common kinematical representation and this should be the one that we reviewed in the
previous section because it is well adapted to D which in turn allows us to arrive at a complete solution.
Therefore we should also write the spatial diffeomorphism and Hamiltonian constraint in terms of the
variables X±, P±, Y± adapted to the chosen representation, which is achieved by inverting (2.14), that is
D = D+ +D−, C = D+ −D− (3.1)
We will discuss the quantisation of D,C separately.
3.1 Spatial Diffeormorphism Constraint
We follow exactly the same strategy as in LQG8 and exploit the fact that D generates a subalgebra (but not
an ideal) of H. Computing the Hamiltonian vector field of D[f ] and considering the associated Hamiltonian
flow we obtain a canonical transformation βϕf which, unsurprisingly, can be written as
βϕf = αϕf ,ϕf (3.2)
because D[f ] = D+[f ] +D−[f ]. The associated group Diff(S
1) generated is therefore simply the diagonal
subgroup
{(ϕ+, ϕ−) ∈ G; ϕ+ = ϕ−} ⊂ G (3.3)
The associated automorphism group ϕ 7→ βϕ then lifts in the same fashion to A and results in a unitary
representation ϕ 7→ V (ϕ) of Diff(S1) on H in complete analogy as described in the previous section. From
the point of view of H, in order that a linear functional l on π(A)Ω is in the kernel of (the dual of) H it
must satisfy in particular
l[V (ϕ)π(a)Ω] = l[π(a)Ω] ∀ a ∈ A, ϕ ∈ Diff(S1) (3.4)
8This was also suggested in [15].
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Since V (ϕ) = U(ϕ,ϕ) it is evident from (2.33) that any l satisfying (2.33) also satisfies (3.4). Hence, as
expected, there are no obstacles as far as the spatial diffeomorphism constraint is concerned. This confirms
the announcement made in [15].
3.2 Hamiltonian Constraint
Things are much more interesting with respect to the Hamiltonian constraint. The Hamiltonian constraints
C[f ] do not generate a subalgebra of H and therefore do not exponentiate to a group. Therefore the strategy
adopted in full LQG is to directly define the generator C[f ] of the would be group, especially in view of
the fact that in full LQG the complete algebra H is not even a Lie algebra due to the structure functiuons
involved. Even that does not work straightforwardly because C is a scalar density of weight two and as shown
in [4] only scalar densities of weight one have a chance to be well defined operator valued distributions in
spatially diffeomorphism covariant representations. For the PFT considered here this is immediately obvious
because if C[f ] = D+[f ]−D−[f ] could be defined as a self adjoint operator then we would obtain it by taking
the derivative at t = 0 of U(ϕtf , ϕ−tf ). However, we already remarked that U is not strongly continuous,
therefore this cannot be the case.
This suggests to follow the same route as in LQG [4] and to quantise instead the function9 C˜ =
C/
√
det(q) where
det(q) = q = gxx = −[T
′]2 + [X ′]2 = −X ′+X
′
− (3.5)
defines the volume element of S1 which is always positive for spacelike embeddings of the leaves of the
foliation into the cylinder. In full LQG the Hamiltonian constraint actually is naturally defined in this way
by applying the Dirac procedure to the Einstein – Hilbert action. The factor 1/
√
det(q) will enable us to
absorb certain UV singularities. In 4D LQG the volume operator corresponding to the integral of the volume
element over 3D regions plays a pivotal role in the definition of the Hamiltonian constraint. In analogy, we
will here as well quantise the operator corresponding to the interval lengths
V (I) :=
∫
I
dx
√
| −X ′+X
′
−| (3.6)
where we have added, as in full LQG, an absolute value which is classically allowed since classically the
argument of the square root is positive anyway.
Once we have done that, there is a chance to obtain a well defined expression for the operator corre-
sponding to
C˜[f ] =
∫
dx f
C√
| −X ′+X
′
−|
(3.7)
provided one manages to replace the P±, Y± by holonomies, because P±, Y± do not exist as operators. This
is in precise analogy to the steps that are performed in full LQG [4] and leads to an operator that suffers
from ambiguities related to the choice of holonomies. The ambiguity is somewhat reduced on the space of
solutions to the constraint because diffeomorphism equaivalent choices lead to the same kernel. Some care
is needed also in the choice of ordering in order to obtain an operator free of anomalies.
However, if one follows these exact same steps as in [4] it is quite obvious that the kernel defined by
l[C˜[f ]π(a)Ω] = 0 ∀ a ∈ A, f (3.8)
and (3.4) cannot be exactly the same kernel as defined by (3.4). Since certainly we trust the kernel defined
by (3.4) much more because there are no quantisation ambiguities, the question, first spelled out in [15],
arises whether the steps of [4] can be suitably modified and refined in order to match with (2.33). We will
answer this question affirmatively in what follows.
Before we come to the technicalities, let us sketch the procedure that we will follow:
9This has been suggested also in [15].
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i. Regularisation by Triangulation
We consider a regularised operator depending on a triangulation of [0, 2π] and the limit of ininitely
fine triangulation corresponds to removing the regulator.
ii. Inverse Volume Operator
Adapting the Poisson bracket Identities developed in [4] to the present situation, an inverse volume
operator can be defined free of singularities which reduces the action of C˜[f ] to those intervals of the
triangulation which contain a vertex of the graph γ on which the vector state, on which the operator
acts, depends.
iii. Quantisation of D±
The resulting expression is a sum over vertices of γ of eigenvalues of the inverse volume operator times
a double integral of D± over the interval of the triangulation containg the vertex. This was precisely
the point of dividing by
√
det(q): The single integral in C[f ] which provides insufficient smearing in
order to make it a well defined operator was replaced by a double smearing which now has a chance
to result in a well defined operator. The key step is now to quantise these doubly smeared D± in such
a way, that they annihilate the solutions of (2.33). We do this by starting from the known action of
U(ϕ,ϕ−1) for a choice of diffeomorphism ϕ with support in the given interval of the triangulation and
then try to read off in which sense the operator U(ϕ,ϕ−1)− id can be recognised as an approximation
to the doubly smeared D+ − D−. As we will see, this is indeed possible, however, the recognition
involves new quantisation elements that have not been considered yet in [4]. Not only do we need new
regularisation techniques but also a non – trivial renormalisation.
As we see, steps i. and ii. are very similar to [4], however, step iii. involves new techniques. In other
words, the Poisson bracket identities involving the volume operator that have been exploited in [4] seem to
be robust, however, the simple and ambiguous choice of holonomy approximation to the continuum object
employed in [4] seems to be too naive. That the most straightforward quantisation does not lead to the
same kernel was already annonced in [15]. Of course, the way we obtained the “correct” holonomy approx-
imation cannot be repeated in full 4D LQG because there a complete and clean solution as in 2D PFT is
not available. However, at the very least one learns that it is worthwhile considering more sophisticated
quantisation techniques. In the conclusion we outline what techniques can presumably be transferred from
2D PFT to full 4D LQG which could be directions to further research.
We now carry out in detail the steps sketched above.
3.2.1 Step I. Regularisation by Triangulation
We consider the basic building blocks
D˜E± =
P±X
′
±√
det(q)
, D˜M± =
1
4
Y 2±√
det(q)
(3.9)
whence
D˜± = D˜
E
± ± D˜
M
± , C˜ = D˜+ − D˜−, D˜ :=
D√
det(q)
= D˜+ + D˜− (3.10)
It therefore suffices to provide operator expressions for approximations of D˜E± and D˜
M
± and these will be of
the same algebraic form for both the “+” and “-” sector. Thus we may drop the label ± for the purpose of
this subsection.
We consider a triangulation τ of [0, 2π] into disjoint closed intervals I (modulo boundary points). The
dual partition τ∗ is then the triangulation defined by the barycentres10 I∗ of the intervals I ∈ τ . If I, J are
10Wrt the Euclidian metric on the interval [0, 2pi].
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neighbour intervals, fI = bJ , then we set I
′ = [I∗, J∗]. Hence I ′ ∈ τ∗ contains fI as an interior point. We
could, for instance, choose all intervals of the same coordinate length ǫ = 2π/N where N is the number of
intervals in τ . It follows
DE[f ] = lim
τ→S1
∑
I∈τ
f(I∗)
P (I ′)X(∂I)
V (I)
DM [f ] = lim
τ→S1
∑
I∈τ
f(I∗)
Y (I ′)2
V (I)
(3.11)
where X(∂I) = X(fI)−X(bI). We will give the motivation to consider τ
∗ next to τ in a moment.
3.2.2 Step II. Inverse Volume Operator
Given an interval I we introduce a partition P of I into intervals J and want to define
V (I) = lim
P→I
∑
J∈P
√
|X+(∂J) X−(∂J)| = R lim
P→I
∑
J∈P
√
| sin(X+(∂J)/R) sin(X−(∂J)/R)| (3.12)
via the spectral theorem. The first and second expression on the right hand side of (3.12) will be geared to-
wards possibilities A and B respectively. Indeed, as follows from [6], X±(x) (possibility A) or sin(X±(x)/R) =
[S±{x},1−S
±
{x},−1]/(2i) (possibility B) is a self adjoint operator and π±(T
±
γ,k±
)ΩE± are eigenvectors with eigen-
value
λγ,k±(x) =
{
~
∑
L∈γ k
±
L κL(x) Possibility A
sin( ~R
∑
L∈γ k
±
L κL(x)) Possibility B
(3.13)
The eigenvalue for X±(∂J) or sin(X±(∂J)/R) respectively is therefore
λγ,k±(fJ)− λγ,k±(bJ) = ~
∑
L∈γ
k±L [κL(fJ)− κL(bJ )] or
sin(λγ,k±(fJ)− λγ,k±(bJ)) = sin(
~
R
∑
L∈γ
k±L [κL(fJ)− κL(bJ )]) (3.14)
respectively. Since we take the limit of infinite refinement in (3.12) we may assume that the intervals J ∈ P
are much smaller than the intervals L ∈ γ of the given γ. Therefore there are three possibilities for given
J,L:
1. both bJ , fJ are interior points of L
2. one of bJ , fJ is a boundary point of L
3. either bJ < bL < fJ or bJ < fL < fJ .
Case 1 does not give any contribution in (3.13). Case 2 is of measure zero if we avarage over possible limits
of partitions. Case 3 gives a contribution with average measure unity and κL(fJ)− κL(bJ ) = ±1. It follows
that the sum over J in (3.14) eventually reduces to those that overlap a vertex v ∈ V (γ) of γ and once that
is the case the limit P → I becomes trivial and we obtain
V (I)|γ; k+, l+, k−, l− > (3.15)
=


~
∑
v∈V (γ)∩I
√
|
∑
J∈γ [k
+
J δv,bJ − k
+
J δv,fJ ][k
−
J δv,bJ − k
−
J δv,fJ ]| |γ; k+, l+, k−, l− > (A)
R
∑
v∈V (γ)∩I
√
|
∑
J∈γ sin(
~
R [k
+
J δv,bJ − k
+
J δv,fJ ]) sin(
~
R [k
−
J δv,bJ − k
−
J δv,fJ ])| |γ; k+, l+, k−, l− > (B)
which in structure is very similar to full LQG just that in PFT the volume operator is diagonal in the charge
network basis so that its spectrum is under full analytic control.
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By inspection the volume operator has a large kernel so that its inverse is not densely defined. To define
it we use the Poisson bracket identity
1
V (I)
−
X+(∂I) X−(∂I)
V (I)3
≈ −4
{P+(I
′), V (I)} {P−(I
′), V (I)}
V (I)
(3.16)
= −16{P+(I
′), V (I)1/2} {P−(I
′), V (I)1/2} =
16
k20
T+I′,k=−k0 T
−
I′,k=−k0
{T+I′,k=k0 , V (I)
1/2} {T−I′,k=k0, V (I)
1/2}
which removes the Volume from the denominator and replaces the P± by holonomies which in contrast to
P± are well defind in quantum theory. Thus, upon replacing the Poisson brackets by commutators divided
by i~, (3.16) will be a densely defined operator because the holonomy operators are bounded.
The non trivial step in this calculation is the second one: We have for arbitrary intervals I, J
{P±(J), V (I)} = −
1
2
∫
J
dx
∫
I
dy
{P±(x),X
′
±(y)} X
′
∓(y)√
−X ′+(y) X
′
−(y)
= −
1
2
∫
J
dx
∫
I
dy
δ,y(x, y) X
′
∓(y)√
−X ′+(y) X
′
−(y)
=
1
2
∫
J
dx
∫
I
dy
δ,x(x, y) X
′
∓(y)√
−X ′+(y) X
′
−(y)
=
1
2
∫
I
dy
X ′∓(y)√
−X ′+(y) X
′
−(y)
[δ(fJ , y)− δ(bJ , y)]
=
1
2
[
X ′∓√
−X ′+ X
′
−
χI ](∂J) (3.17)
Hence for J = I ′ we have χI(fI′) = 0, χI(bI′) = 1 and thus
{P±(I
′), V (I)} = −
1
2
[
X ′∓√
−X ′+ X
′
−
](bI′) ≈ −
1
2
X∓(∂I)
V (I)
(3.18)
These approximations become exact in the limit τ → S1 whence we may insert (3.16) as an equality into
the limit (3.11).
Thus our preliminary operators corresponding to (3.11) are written as
DE[f ] = lim
τ→S1
∑
I∈τ
f(I∗) [P (I ′)X(∂I)]∧ Q(I)
DM [f ] = lim
τ→S1
∑
I∈τ
f(I∗) [Y (I ′)2]∧ Q(I) (3.19)
where
Q(I) := −
16
k20~
2
T+I′,k=−k0 [T
+
I′,k=k0
, V (I)1/2] T−I′,k=−k0 [T
−
I′,k=k0
, V (I)1/2] (3.20)
The quantum expressions [.]∧ in (3.19) remain unspecified for the moment.
We claim in the limit τ → S1 eventually only those I ∈ τ contribute to the action on |γ, k+, l+, k−, l− >
which contain a vertex of γ. To see this, it is enough to remark from (3.15) that V (I) acts only at the
vertices of γ contained in I. In fact, it acts only at the common vertices of γ′± where γ
′
± is the graph defined
by the charges k±. These graphs are to be distinguished from γ± which are defined by the joint
11 charges
k±, l±. Now consider the outmost right factor in (3.20) given by
T−I′,k=−k0 [T
−
I′,k=k0
, V (I)1/2] = V (I)1/2 − T−I′,k=−k0V (I)
1/2T−I′,k=k0 (3.21)
11More precisely, we can define the graphs γM± , γ
E
± which are determined by l±, k± respectively. Then γ
′
± = γ
E
± and
γ± = γ
E
± ∪ γ
M
± as well as γ = γ+ ∪ γ−.
15
The first term vanishes on |γ, k+, l+, k−, l− > unless I contains a common vertex of γ
′
±. The second term
adds new vertices bI′ , fI′ to γ before
√
V (I) acts and then removes them again. Thus
√
V (I) may act non
trivially at bI′ even if I does not contain a vertex of γ
′
−. However, both terms in (3.21) act non trivially
only if I contains a vertex of γ′+. Since (3.20) is a product of operators of the form (3.21) one for the “+”
and one for the “-” sector, it follows that the inverse volume operator only acts non trivially if in particular
I contains a common vertex of γ′+, γ
′
−.
Thus indeed only those I = Iv contribute containing a common vertex v of γ
′
± which in particular is also
a vertex of γ± because γ
′
± is a subgraph of γ± and for those Iv the limit Iv → v becomes eventually trivial
giving rise to an operator Q(v) which acts only at the vertex v and it does so diagonally. The corresponding
eigenvalue λγ,v,k+,k− on |γ, k+, l+, k−, l− > can be worked out explicitly using (3.15), (3.20) and (3.21) but
will not be needed in what follows12. We can therefore summarise the discussion so far by
DE[f ]|γ, k+, l+, k−, l− > = [
∑
v∈V (γ)
f(v) lim
τ→S1
∑
I∈τ,v∈I
[P (I ′)X(∂I)]∧ Q(v)] |γ, k+, l+, k−, l− >
DM [f ]|γ, k+, l+, k−, l− > = [
∑
v∈V (γ)
f(v) lim
τ→S1
∑
I∈τ,v∈I
[Y (I ′)2]∧ Q(v)] |γ, k+, l+, k−, l− > (3.22)
3.2.3 Step III. Quantisation of D±
So far the discussion completely parallels the construction in [4]. We could complete the definition of
C˜[f ] which is assembelled from the building blocks (3.22) by, for instance, replacing P±(I
′), Y±(I
′) by
sin(k0P±(I
′))/k0, sin(l0Y±(I
′))/l0 respectively which would result in a well defined operator at finite τ . The
limit τ → S1 would exist, as in [4] in a weak∗ operator topology that makes use of spatially diffeomorphism
invariant linear functionals (i.e. generalised eigenstates of V (ϕ) with unit eigenvalue) and would correspond
to choosing for each graph γ and each vertex v in γ a neighbourhood Iγ,v containing v and no other vertex
of v. The choice of Iγ,v is otherwise unspecified but different choices are equivalent in the afore mentioned
topology, making the limit τ → S1 trivial. In this sense there is much less ambiguity than in 4D LQG.
However, there remains the representation or discretisation ambiguity, we could have chosen for instance
sin(nk0P±(Iγ,v)/(nk0) for any integer n 6= 0 and similar for Y±(Iγ,v) (and also for the definition of Q(v))
The commutator [C˜[f ], C˜[f ′]] between two so constructed Hamiltonian constraints is not vanishing13 but its
dual action vanishes on spatially diffeomorphism invariant states because while the action of C˜[f ] adds new
vertices to a graph, these vertices are bounded by intervals (edges) which are only charged with respect to
either the positive sector or the negative sector and these vertices are annihilated by the volume operator.
This is because the Hamiltonian constraint does not contain additive terms that are products of operators
from the positive and negative sector. In other words, the Hamiltonian constraint does not act on the
vertices it creates. Again, this property is completely analogous to the situation in 4D LQG.
However, the dual action of the resulting C˜[f ] would surely not annihilate the exact solutions of (2.33).
This may not be bad by itself as long as the two resulting quantum theories have the same classical limit.
However, given the luxury of a quantisation without ambiguities and with the correct constraint algebra
based on the reformulation of H as D it is of interest if there is a quantisation of C˜ different from this naive
Wilson – like replacement of “connections” P±, Y± by holonomies sin(k0P±(I)), sin(l0Y±(I)) proposed in [4]
such that 1. (2.33) is annihilated and 2. the resulting operator starts from (3.22) and gives a new expression
for [.]∧. This is what we will analyse now.
12They are of the form
[
√
µv(kv+ + k0, k
v
−)−
√
µv(kv+, k
v
−)][
√
µv(kv+, k
v
− + k0)−
√
µv(kv+, k
v
−)]
where µv(k
v
+, k
v
−) is the egenvalue (3.15) at v depending on the charges k
v
± of the two intervals J with v as a boundary.
13This is because the attachment of the intervals Iγ,v depends a priori on the full graph γ and a second action of the
Hamiltonian constraint therefore depends not only on γ but on γ ∪ Iγ,v. See [4] for more details.
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Obviously, in order that (2.33) is annihilated, we must write [.]∧ in the form U(ϕ+, ϕ−) − id or something
similar for some diffeomorphisms ϕ±. To simplify the discussion we label states by
|γ, k′+, l
′
+, , k
′
−, l
′
− >≡ |γ+, k+, l+ > ⊗|γ−, k−, l− > (3.23)
with γ = γ+ ∪ γ−, where γ± are the coarsest graphs so that no neighbouring intervals have both the same
k± and the same l± charges. The k
′
±, l
′
± then result by splitting edges of γ± into those of γ. For the
term corresponding to the interval Iγ±,v± with v± a vertex of γ± we consider diffeomorphisms ϕ
γ±,v±
± which
have support in Iγ±,v± (i.e. are equal to the identity outside of it) as is motivated by the explicit expression
(3.22) and the discussion above. In other words, the choice of “loop attachment” is translated into a support
property of the diffeomorphism. We now have
U(ϕ
Iγ+,v+
+ , ϕ
Iγ−,v−
− ) |γ+, k+, l+ > ⊗|γ−, k−, l− >= |ϕ
Iγ+,v+
+ (γ+), k+, l+ > ⊗|ϕ
Iγ−,v−
− (γ−), k−, l− > (3.24)
so that we can discuss the positive and negative sector separately and can drop the label ± for the rest of the
discussion. Notice that we can safely restrict the sum over vertices v ∈ γ with γ = γ+ ∪ γ− to either v ∈ γ+
or γ− because due to the operator Q(v) there is non trivial action only on v ∈ V (γ+) ∩ V (γ−) anyway.
Thus we should study
|ϕ(γ), k, l > −|γ, k, l >= [Tϕ(γ),k⊗Wϕ(γ),l−Tγ,k⊗Wγ,l] Ω
E⊗ΩM = [Tϕ(γ),kTγ,−k⊗Wϕ(γ),lWγ,−l−id] |γ, k, l >
(3.25)
for a diffeomorphism ϕ with non-trivial action in some neighbourhood I around a vertex v of γ. Specifically,
consider a graph γ defined by N vertices v1, .., vN ∈ [0, 2π] where vk < vk+1, k = 1, .., N − 1 and vN+1 := v1
and suppose v = v1 w.l.o.g. (otherwise relabel the vertices). Then v
′
k = ϕ(vk) = vk for k 6= 1 and v
′
1 6= v1.
If we denote the edges of γ by Ik = [vk, vk+1] then we see that I
′
k = [v
′
k, v
′
k+1] = Ik for k = 2, .., N − 1 but
I ′1 = [v
′
1, v2] 6= I1, I
′
N = [vN , v
′
1] 6= IN . If v
′
1 > v1 then I1 = I
′
1 ∪ [v1, v
′
1], I
′
N = IN ∪ [v1, v
′
1] are disjoint
decompositions, if v1 > v
′
1 then I
′
1 = I1 ∪ [v
′
1, v1], IN = I
′
N ∪ [v
′
1, v1] are disjoint decompositions. We define
< v1, v
′
1 >= [v1, v
′
1] for v1 < v
′
1 otherwise < v1, v
′
1 >= [v
′
1, v1].
We compute, abusing the notation14
Tϕ(γ),kTγ,−k = exp(i[k1P (I
′
1) + kNP (I
′
N )]) exp(−i[k1P (I1) + kNP (IN )])
=
{
exp(i[−k1P (< v1, v
′
1 > +kNP (< v1, v
′
1 >)]) v1 < v
′
1
exp(i[k1P (< v1, v
′
1 > −kNP (< v1, v
′
1 >)]) v1 > v
′
1
=
{
exp(−i[k1 − kN ]P (< v1, v
′
1 >)) v1 < v
′
1
exp(i[k1 − kN ]P (< v1, v
′
1 >)) v1 > v
′
1
= exp(i[kN − k1]P ([v1, v
′
1])) (3.26)
with the understanding that P ([v1, v
′
1]) = ±P (< v1, v
′
1 >) for v1 < v
′
1, v1 > v
′
1 respectively. In what follows
we just use orientation preserving diffeomorphisms so that v′1 > v1.
Suppose we could actually expand the exponential in (3.26) then we would obtain to first order in P
1+ i[k1− kN ]P ([v1, v
′
1]). If we compare this with the piece P (I
′)X(∂I) in (3.22) then we see that we should
choose I ′ = [v1, v
′
1] and I = [v
l
1, v
r
1] with v
l
1 < v1 < v
r
1 so that X(∂I) = X(v
r
1)−X(v
l
1) because then
X±(∂I)|γ, k >= ~(kN − k1)|γ, k > (3.27)
produces precisely the same factor kN − k1 that is needed, at least for Possibility A. Notice also that as
anticipated, I has to be chosen as a neigbourhood of v1 and I
′ is naturally a segment in the dual of the
partition containing I. Hence that part of the steps leading to (3.22) was precisely correct and was obtained
without having any input from the alternative quantization.
14We display formulae as if the operators P (I), Y (I) existed which is not the case. However, this is just for notational
convenience, we could redo the same calculation just using the Tγ,k, Wγ,l.
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However, neither does P in (3.22) exist nor can we expand the exponential in (3.26). Hence there is a
step missing in order to match (3.22) and (3.26). A hint comes from the observation that, for possibility
A, if P (I ′) existed and would commute with X(∂I) then we would get an exact match between (3.22) and
(3.26) if we would interpret [P (I ′)X(∂I)]∧ as
exp(iP (I ′)X(∂I)/~) − id (3.28)
This is reminiscent to what happens in Loop Quantum Cosmology [22]: The label of the “holonomy” is
turned into an operator. Unfortunately none of these assumtions hold. The would be operator (3.28) has
to be written in terms of the Tγ,k operators and so we have to somehow take X(∂I) out of the exponent.
However, then it is now no longer difficult to guess the correct operator expression for (3.28). We have for
version A
exp(i[kN − k1]P (I
′)) |γ, k, l > =
∑
k′∈k0Z
δk′,kN−k1 exp(ik
′P (I ′)) |γ, k, l >
=
∑
k′∈k0Z
exp(ik′P (I ′))δk′,X(∂I)/~ |γ, k, l >
=: [exp(iP (I ′)X(∂I))]∧ (3.29)
Here we define the Kronecker δ of an operator via the presentation
δk,k′ = lim
M→∞
1
2M − 1
M−1∑
n=−(M−1)
ein(k−k
′) (3.30)
and substituting k by X(∂I) yields a limit of a sum of operators exp(in(X(∂I)− k′)) which are well defined
and unitary since X(x) is self adjoint. Notice that due to k0 6∈ 2πQ the sum in (3.30) equals unity only
for k = k′ at any finite value of M so that the geometric sum for k 6= k′ is bounded by [1 + 4/|ei(k−k
′) −
1|]/(2M − 1). This then is the indirect but mathematically only way to define the “intuitively obvious”
operator exp(−iP (I ′)X(∂I)). Notice that it was to expected that an exponentiated form of P (I ′)X(∂I)
had to be used, both because only exponentiated diffeomorphism generators and P (I ′) exist.
For version B we proceed similarly: The only thing that needs to be replaced is the definition of δk′,X(∂I)/~
in (3.29) which we now define as (since X(∂I) is not directly available)
δk′,X(∂I)/~ := lim
M→∞
1
2M − 1
M−1∑
n=−(M−1)
e−ink
′ ~
R S{vl1,vr1},{−n,n}
(3.31)
with the agreement that now k0
~
R 6∈ 2πQ.
We now turn to the other ingredient of (3.25) and proceed again symbolically, using the same diffeomorphism
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as before
Wϕ(γ),l Wγ,−l = exp(i
N∑
k=1
lkY (I
′
k)) exp(−i
N∑
k=1
lkY (Ik))
= exp(i
N∑
k=1
lk[Y (I
′
k)− Y (Ik)]) exp(
1
2
[i
N∑
k=1
lkY (I
′
k),−i
N∑
k=1
lkY (Ik)])
= exp(i[lN − l1]Y ([v1, v
′
1])) exp(
1
2
[
N∑
k=1
lkY (Ik) + [lN − l1]Y ([v1, v
′
1]),
N∑
k=1
lkY (Ik)])
= exp(i[lN − l1]Y ([v1, v
′
1])) exp(
1
2
[lN − l1]
N∑
k=1
lk[Y ([v1, v
′
1]), Y (Ik)])
= exp(i[lN − l1]Y ([v1, v
′
1])) exp(iσ
~
2
[lN − l1]
N∑
k=1
lk < χ[v1,v′1], χIk > (3.32)
where σ = ± takes care of whether we treat the positive or negative sector. Recalling (2.22) we see that
only I1, IN contribute to the sum in the exponential and we get (for v1 < v
′
1 < v2 since v
′
1 is displaced from
v1 by an arbitarily small amount)
< χ[v1,v′1], χI1 > = −[κI1(v
′
1)− κI1(v1)− κ[v1,v′1](fI1) + κ[v1,v′1](bI1)] = −[1− 1/2− 0 + 1/2] = −1
< χ[v1,v′1], χIN > = −[κIN (v
′
1)− κIN (v1)− κ[v1,v′1](fIN ) + κ[v1,v′1](bIN )] = −[0− 1/2 − 1/2 + 0] = 1
(3.33)
since bI1 = fIN = v1, bIN = vN < v1, fI1 = v2 > v
′
1. Thus
Wϕ(γ),l Wγ,−l = exp(iσ
~
2
(lN − l1)
2) exp(i(lN − l1)Y ([v1, v
′
1])) (3.34)
To relate (3.34) to σY (I ′)2/4 as in (3.22) seems entirely hopeless at first: As we just saw, the best we
can hope for is that (3.34) corresponds to something like exp(iσY (I ′)2/4). But neither is Y (I ′) well defined
nor is there any obvious way to write it in terms of the well defined holonomies. A hint comes from the
observation that exp(iσY (I ′)2/4) is a Gaussian and Gaussians are Fourier transforms of Gaussians, that is,∫
R
dx e±iyx eikx
2
= ce∓iy
2/(4k2), c :=
∫
R
dx eikx
2
(3.35)
where c is a finite complex number which results from “analytic continuation” from imaginary values k =
ir, r > 0 to real values (the rigorous evaluation uses Cauchy integral techniques). Something like formula
(3.36) could be applied, with the integral over x replaced by a suitable sum over l ∈ l0Z to formally define
exp(iY (I ′)2) in terms of the Wγ,l and to compare its action with (3.34). But even if this worked, it would
not yet give the phase exp(iσ ~2 (lN − l1)
2) in (3.34). Yet, this idea turns out to be almost correct as we will
see shortly.
We start by trivially rewriting (3.34) as in (3.29)
Wϕ(γ),l Wγ,−l |γ, k, l >=
∑
l′∈l0Z
δl′,lN−l1 exp(iσ
~
2
(l′)2) exp(il′Y ([v1, v
′
1]))|γ, k, l > (3.36)
Now we need, as in (3.29), an operator that acts diagonally on |γ, k, l > with eigenvalue lN − l1. For
the embedding sector this was easy because this was precisly the action of X(∂I) for suitable I dual to
I ′ = [v1, v
′
1]. But for the matter sector we do not have such an operator at our disposal. A hint comes from
the following formal calculation: Suppose that Y (I ′) was a well defined operator. Then, using (3.33)
[Y ([v1, v
′
1]),Wγ,l] = [Y ([v1, v
′
1])−Wγ,lY ([v1, v
′
1])W
−1
γ,l ]Wγ,l = −~σ(lN − l1)Wγ,l (3.37)
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Thus, the operator adY ([v1,v′1]) would do the right thing, but of course it does not exist. What exists is its
exponential, formally given by
AdW[v1,v′1],l˜
= exp(il˜adY ([v1,v′1])) (3.38)
whereW[v1,v′1],l˜
is the charge network with graph consisting of the two edges [v1, v
′
1], [v
′
1, v1+2π] with charges
l˜, 0 respectively. The action of (3.38) is given explicitly by (similar as in Tomita – Takesaki theory [23])
AdW[v1,v′1],l˜
|γ, k, l >=W[v1,v′1],l˜
Tγ,k ⊗Wγ,lW
−1
[v1,v′1],l˜
= Tγ,k ⊗Wγ,l exp(−iσ~(lN − l1)l˜) (3.39)
where use was made of the fact that the GNS null space ideal is zero for ωM± so that a = [a] so that the
algebra of charge networks IS (a dense subset of) the HS.
We now combine (3.30) and (3.39) and write (using that ~l0 6∈ 2πQ) (3.36) as
Wϕ(γ),l Wγ,−l |γ, k, l > =
∑
l′∈l0Z
exp(iσ
~
2
(l′)2) exp(il′Y ([v1, v
′
1])) ×
[ lim
M→∞
1
2M − 1
M−1∑
n=−(M−1)
exp(iσnl0l
′) AdW[v1,v′1],nl0
|γ, k, l >
= lim
M→∞
1
2M − 1
M−1∑
n=−(M−1)
∑
l′∈l0Z
exp(iσ
~
2
(l′)2) exp(iσnl0l
′) ×
exp(i[l′ + nl0]Y ([v1, v
′
1])) |γ, k, l > exp(−inl0Y ([v1, v
′
1]))
= [
∑
l′∈l0Z
exp(iσ
~
2
(l′)2) exp(il′Y ([v1, v
′
1]))] |γ, k, l > ×
[ lim
M→∞
1
2M − 1
M−1∑
n=−(M−1)
exp(−iσ
~
2
(nl0)
2) exp(−inl0Y ([v1, v
′
1]))] (3.40)
where the phase exp(iσnl0l
′) in the first line of (3.40) had to be included so that the action of AdW[v1,v′1],nl0
combines to an effective exp(inl0σ(l
′ − (lN − l1)) as desired and this phase could be absorbed into the l
′
summation by correcting for a phase exp(−iσ ~2 (nl0)
2) in the last step. In the second step we formally
interchanged the sums which is allowed at finite M so that keeping finite M and take the limit only at the
end has to be considered as a regularisation.
Let us define the operator
[exp(−iσY (I ′)2/4)]∧M :=
∑
l∈l0Z; |l|≤(M−1)l0
eiσ~l
2
WI′,l (3.41)
with I ′ = [v1, v
′
1]. Then (3.42) may be written as
Wϕ(γ),l Wγ,−l |γ, k, l > lim
M1,M2→∞
1
2(M2 − 1)
[exp(−iσY (I ′)2/4)]∧M1 |γ, k, l > [[exp(−iσY (I
′)2/4)]∧M2 ]
∗
(3.42)
Comparing with our initial idea (3.35) we see that our guess was close to the final result, however, there are
three non trivial differences:
1. The integral in (3.35) was replaced by an infinite sum. Using the Poisson resummation formula, the
naive Gaussian is thus replaced by its periodification (with period 2π/l0)∑
l
eiσl
2
eily ∝
∑
l
e−iσ(y+l)
2/4 (3.43)
which is quite unexpected.
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2. One of the limits M1,M2 →∞ is accompanied by an infinite renormalisation factor ∝ 1/M2.
3. Up to this renormalisation factor, the action of [exp(−iσY (I ′)2/4)]∧∞ is by “conjugation” of |γ, k, l >=
Tγ,k ⊗Wγ,l rather than simple action from the left. This is different from the embedding sector and
might seem unusal at first sight. However, it is actually not as we will now explain.
The action of the classical diffeomorphism ϕv ∈ Diff±(S
1) defined by the vector field v on the phase space
is determined by its Hamiltonian flow on the Poisson algebra P of functions
α±ϕv(a) = exp(χD±[v]) · a =
∞∑
n=0
1
n!
{D±[v], a}(n) (3.44)
with the iterated Poisson bracket {b, a}(n+1) = {a, {b, a}(n)}, {b, a}(0) = a. Upon canonical quantisation,
one replaces the classical Poisson algebra by the associated ∗−algebra A which arises from the canonical
quantisation rule, that is, from replacing Poisson brackets by commutators divided by i~. Applied to (3.44)
this means (denoting elements of P and A by the same letters)
α±ϕv(a) =
∞∑
n=0
(i~)−n
n!
[D±[v], a](n) = exp(
D±[v]
i~
) a exp(−
D±[v]
i~
) (3.45)
provided D[v] exists as an operator in a given representation. We see that the quantum automorphism α±ϕv
naturally acts by conjugation on A by the would be unitary operators U˜±(ϕ
v) = exp(−iD±[v]/~). However,
even if D±[v] and thus U˜± does not exist, it is still possible to define α
±
ϕv on A simply by lifting the geometric
action of ϕv via pull-back from P to A.
Now the representation we are considering is the GNS representation defined by a Diff±(S
1) invariant
state ω± = ω
E
± ⊗ ω
M
± on A and after dividing out the GNS null ideal it is enough to consider the sub-
algebra generated by T±γ,k ⊗W
±
γ,l which defines a dense subspace in the corresponding Hilbert space H±.
We can therefore drop the brackets [.] defining the corresponding GNS equivalence class and identify ele-
ments a of that subalgebra with vector states in the corresponding GNS Hilbert space. As is well known
[23], in this representation the outer automorphisms α±ϕv define rigorously unitary operators W±(ϕ
v) via
α±ϕv(a) =: W±(ϕ
v) · a. If these outer automorphisms are also inner, then we can find unitary operators
U±(ϕ) constructed (possibly as limits) from A and so we see that the heuristic U˜± should be identified with
the rigorous U± whenever both exist.
The point to notice, however, is that if U± exists then it acts on the H (the completion of the linear
span by the above subalgebra of A in the inner product defined by < b, a >±= ω±(b
∗a)) by conjugation and
not by action from the left. It is the unitary operator
W±(ϕ) · a := α
±
ϕ (a) = U±(ϕ) a U±(ϕ)
−1 (3.46)
that we are representing on H by action from the left and not U±(ϕ). This is always the case in GNS
representations. If the action of W± were continuous, it would define a generator D
′
±[v] which however
could in general not have much to do with D±[v] as is well known from Tomita – Takesaki theory [23]. In
fact, it would be D′±[v]· ∝ [D±[v], .] if the latter existed. If, however, U±(ϕ) · 1 = 1 i.e. if the GNS vacuum
vector Ω = 1 is invariant under U± (it is obviously so under W±) then W± = U± because
W±(ϕ) · a = U±(ϕ) · a · U±(ϕ)
−1 = U±(ϕ) · a · U±(ϕ)
−1 · 1 = U±(ϕ) · a (3.47)
There is no contradiction with our experience with ordinary quantum mechanics, for there one is usually
given the following situation:
By the Stone – von Neumann theorem, the only irreducible and continuous (with respect to the Weyl
algebra A) representation is the usual Schro¨dinger representation π on H = L2(R, dx). Suppose a given
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Hamiltonian H has a cyclic and separating15 (for the Weyl algebra) ground vector state Ω, ||Ω|| = 1, that is,
HΩ = 0. We have then inner automorphisms π(αt(a)) = Ut π(a) U
−1
t and UtΨ = Ψ where Ut = exp(itH).
However, Ψ 6= 1 and 1 is not normalisable so this is not exactly parallel to the discussion just performed.
To do so, consider the state ω(.) :=< Ω, π(.)Ω >H. It is not difficult to see that it produces the unitarily
equivalent GNS data Hω = L2(R, |Ψ|
2 dx), πω = Ω
−1 π Ω and Ωω = 1. Here the operator Ω is defined by
(Ωψ)(x) = Ω(x)ψ(x) and its pointwise inverse (as a function) exists a.e. because of the separating property.
By definition, the unitary operator Wt in this GNS representation is now defined as
Wt · πω(a) := πω(αt(a)) = Ω
−1π(αt(a))Ω = exp(itHω)πω(a) exp(−itHω) (3.48)
hence it corresponds also to an inner automorphism Uωt generated by Hω = Ω
−1HΩ. Obviously, Hω
annihilates Ωω = 1 so that in fact Wt = U
ω
t .
This is also the reason why in the embedding sector the action was not by conjugation but by action
from the left: Here the would be unitary operator exp(iP±(I
′)X±(∂I)) or better its rigorous replacement
(3.29) does leave the GNS vacuum Ω = 1 invariant because we know from [6] that the GNS representation
can be identified with a space of square integrable functions of generalised “connections” P±(x), the unit
operator is represented as the vector equal to unity while X±(x) acts by functional derivation by P±(x).
Thus, (3.29) applied to 1 yields 1 again. For the matter sector we have no such result at our disposal and
it is in fact also not necessary.
To summarise this discussion, the fact that our quantisation of (exp(±iY±(I
′)2/4) acts by conjugation
on the GNS Hilbert space is not at all surprising but rather a priori a generic feature of the action of a
Hamiltonian flow in an invariant GNS representation and only in special cases can one replace the conjugation
by a simple action from the left. Notice thatD±[f ] = D
E
±[f ]±D
M
± [f ] and that in fact α
±
ϕ = α
E,±
ϕ ⊗α
M,±
ϕ since
matter and embedding variables commute. Therefore a possible quantisation of the Hamiltonian constraint
resulting from these considerations and (3.22) is given by
C˜[f ] |γ+, k+, l+ > ⊗|γ−, k−, l− >
= [
∑
v∈V (γ+)
f(v) {[exp(iP+(I
′(γ+, v))X+(∂I(γ+, v)))]
∧ ⊗ [exp(iY+(I
′(γ+, v))
2/4)]∧ − idH+ ]⊗ idH−} Q(v)] ·
|γ+, k+, l+ > ⊗|γ−, k−, l− >
−[
∑
v∈V (γ−)
f(v) idH+ ⊗ {[exp(iP−(I
′(γ−, v))X−(∂I(γ−, v)))]
∧ ⊗ [exp(−iY−(I
′(γ−, v))
2/4)]∧ − idH− ]} Q(v)] ·
|γ+, k+, l+ > ⊗|γ−, k−, l− > (3.49)
Here (γ, v) 7→ I(γ, v), (γ, v) 7→ I ′(γ, v) are choices of intervals, for each graph γ and vertex v ∈ V (γ) with
the following properties:
1. I ′(γ, v) = [v, v′] where v′ lies in between v and the next neighbour of v (counted in the direction of the
chosen orientation of S1, i.e. to the right of v).
2. I(γ, v) = [vl, vr] where v ∈ [vl, vr] and vl, vr lie in between v and both of its next neighbours.
The operators displayed are given explicitly in (3.29), (3.41) and (3.42). Let ϕγ,v be any diffeomorphism of
S1 with the property that ϕγ,v(v) = v
′ and that any other vertex of γ is left invariant. Then by construction,
15The equation pi(a)Ω = 0 has only the trivial solution a = 0.
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see (3.25)
C˜[f ] |γ+, k+, l+ > ⊗|γ−, k−, l− >
= [
∑
v∈V (γ+)
f(v) {(Tϕγ+,v(γ+),k+ Tγ+,−k+ ⊗Wϕγ+,v(γ+),l+ Wγ+,−l+ − idH+ ⊗ idH−} Q(v)]×
|γ+, k+, l+ > ⊗|γ−, k−, l− >
−[
∑
v∈V (γ−)
f(v) {idH+ ⊗ (Tϕγ−,v(γ−),k− Tγ−,−k− ⊗Wϕγ−,v(γ−),l+ Wγ−,−l− − idH−)}] Q(v)×
|γ+, k+, l+ > ⊗|γ−, k−, l− >
=
∑
v∈V (γ+)
f(v) λ(v) {|ϕγ+,v(γ+), k+, l+ > −|γ+, k+, l+ >} ⊗ |γ−, k−, l− >
−
∑
v∈V (γ−)
f(v) λ(v)|γ+, k+, l+ > ⊗ {|ϕγ− ,v(γ−), k−, l− > −|γ−, k−, l− >}
= [
∑
v∈V (γ+)
f(v) {U(ϕγ+,v, idDiff(S1))− idH}] Q(v) |γ+, k+, l+ > ⊗|γ−, k−, l− >
−[
∑
v∈V (γ−)
f(v) {U(idDiff(S1), ϕγ−,v)− idH] Q(v) |γ+, k+, l+ > ⊗|γ−, k−, l− > (3.50)
where λ(v) is the eigenvalue of Q(v) on |γ+, k+, l+ > ⊗|γ−, k−, l− >. Obviously,
l[C[f ]a] = 0 ∀ f, a ∈ A (3.51)
for any linear functional on A satisfying (2.33). On the other hand, if one would expand the exponentials in
(3.49) to linear order (which formally would become more and more exact the closer ϕγ,v is to the identity)
we would obtain (3.42) which was derived directly from the classical expression. We therefore managed to
find a proper quantisation of C[f ] on the kinematical Hilbert space by methods developed for LQG whose
kernel includes the solutions of (2.33).
4 Discussion
The most interesting question is of course what aspects of the new quantisation techniques developed for
the PFT model are likely to be extendable to the 4D LQG situation in the absence of the luxury of having
an exact solution. Since of course we cannot answer this question, the following list can only be speculative
in nature:
I. Algebraic Structure
For the PFT model it would have been impossible to match the solution spaces of D+,D− and D,C
respectively if one had not kept the C = D+−D− term in C˜ = C/
√
det(q) intact. What we mean by
this is that in LQG one considers the combination
eja ∝ ǫabcǫ
jklEbkE
c
l /
√
det(q) ∝ {Aja, V } (4.1)
where V is the LQG volume operator and directly quantises this combination upon replacing the
connection A by a holonomy. Here the Euclidian piece of the Lorentzian Hamiltonian constraint
(which plays an important role in the quantisation of the Lorentzian constraint) is given by
C˜ = C/
√
det(q), C = Baj ǫabcǫ
jklEbkE
c
l (4.2)
where B is the magnetic field of A. The classical kernel is determined entirely by the density two
object C. Analogously, in the PFT model we could also have quantised the P±X
′
±/
√
det(q) term
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differently, e.g. based on the identity
P±(x)X
′
±(x)/
√
det(q)(x) ∝ P±(x)
√
−X ′±(x)/X
′
∓(x) = 2P±(x){V (I), P∓(J)} (4.3)
where I is an arbitrarily short interval containing x and J overlaps only the end point of I. The
integral over (4.3) would then become well defined in an triangulation regularisation. However, it
would not allow to make contact with the D± quantisation. Similarly, in 4D LQG it could be desirable
to leave C intact and to quantise 1/
√
det(q) as a factor similar as for PFT. This has already been
done as a part of the quantisation of scalar field contribution to the Hamiltonian [4].
II. Role of Diffeomorphisms
In the PFT model it proved convenient to parametrise the ambiguities in the loop attachment, here
the choices of the intervals I(γ, v), I ′(γ, v), in terms of spatial diffeomorphisms of compact support
about v. In 4D LQG one could proceed analogously. As a warm – up, a quantisation of the Husain –
Kucharˇ [24] model along those lines, whose complete solution by LQG techniques is well known, is now
being completed [25]. That is to say, as already observed in [4], while the generator of infinitesimal
differmorphisms Da, a = 1, 2, 3 does not exist in 4D LQG due to the discontinuity of its one parameter
subgroups, what can be defined is the operator corresponding to Cj = E
a
jCa/
√
det(q) because it is
scalar density of weight one [4] rather than a covector density of weight one as Ca. This is analogous
to quantising in PFT D˜ = D/
√
det(q) (which exists, see below) rather than D (which does not exist,
see above). This object was already quantised using the ordinary LQG techniques in [5, 7] which puts
the quantisations of the spatial diffeomorphism constraints and the Hamiltonian constraints on equal
footing16. However, its consistency with the Husain – Kuchrˇ quantisation was not yet verified which
will be the subject of [25].
III. Constraint Algebra
Let us now consider the hypersurface deformation algebra. In section 3 we quantised the spatial
diffeomorphism constraint as finite diffeomorphisms as is customary in LQG. However, in order to see
whether the quantisation of the Hamiltonian constraint reproduces the algebra H at the quantum level
we need the infinitesimal generator D which however does not exist. As just mentioned, the object
that does exist is D˜ = D/
√
det(q). Thus, we consider the classically equivalent algebra of C˜, D˜. Since
C = D+ −D− and D = D+ + D−, in view of (3.50) the quantisation of D˜ is immediate and differs
only by a sign from (3.50), that is
D˜[f ] |γ+, k+, l+ > ⊗|γ−, k−, l− >
= [
∑
v∈V (γ+)
f(v) {U(ϕγ+,v, idDiff(S1))− idH}] Q(v) |γ+, k+, l+ > ⊗|γ−, k−, l− >
+[
∑
v∈V (γ−)
f(v) {U(idDiff(S1), ϕγ− ,v)− idH}] Q(v) |γ+, k+, l+ > ⊗|γ−, k−, l− >
(4.4)
Equations (3.39) and (4.4) define D˜±[f ] via
C˜[f ] =: D˜+[f ]− D˜−[f ], D˜[f ] =: D˜+[f ] + D˜−[f ] (4.5)
It is of course immediate that the dual of the commutator between the D˜±[f ] still annihilates the kernel
of D± defined in (2.33). But we want to see whether the algebra of the classical D˜± is reproduced
and not only the kernel. The notationally somewhat tedious calculation is carried out in appendix A.
The result is as follows:
16This is sometimes spelled out as a cricism: Why should the infinitesimal Hamiltonian constraint exist while only finite
spatial diffeomorphisms exist?
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For simplicity and equivalently, we compare the algebra of the operators D˜± with their classical
counterpart. The classical Poisson algebra of the D˜± closes but only with the structure functions.
We show, that there does exist a quantisation of the right hand side of that classical Poisson algebra,
following the techniques described in section 3, such that the quantum commutators are precisely
reproduced. By this we mean that similar as in [4] the right hand side of the Poisson bracket between
Hamiltonian constraints can be quantised by the same techniques as for the Hamiltonian constraint
itself, in particular it has to be written in terms of the finite diffeomorphism approximation to the
classical infinite generators. One may call this a soft anomaly in the sense that while it is not possible
to reproduce the algebra H at the quantum level in its infinitesimal version, there is a substitute to it
which 1. can be seen precisely as the quantisation of H in terms of finite diffeormorphisms, 2. closes
with the correct factor ordering so that solutions of the constraints are not subject to any anomalous
extra conditions and 3. yields the correct structure functions in some deformation again caused by
the discontinuity of the representation. Such anomlaies are not troublesome as they do not lead to a
mismatch between classical and quantum physical degrees of freedom.
IV. Other Models
Such soft anomalies were also recently observed in 2+1 gravity with a cosmological constant quantised
a´ la LQG [26]. In more detail, in [26] the authors argue that the anomaly they found presents
an obstruction to quantise 2+1 gravity with LQG methods as in [4]. We would like to clarify this
statement as follows:
The constraints of 2+1 gravity with nonvanishing cosmological constant Λ are the Gauss constraint
G and the curvature constraint C = F + ΛE where F is the curvature of the connection and E is
the volume 2-form built from its conjugate momentum. Classically we have (symbolically) {G,G} =
G, {G,C} = C, {C,C} = G with structure constants. There is no quantisation ambiguity as far as G
is concerned but C involves the choice of a loop attachment just as in 3+1 GR. The commutator algebra
yields (symbolically) [G,G] = G, [G,C] = C, [C,C] = Tr(h) G where h is the holonomy of a loop
depending on the choice of loop attachment (see formula (40) in [26] and below). Could one shrink the
loop to a point then we could replace the trace by a constant, however, this is not possible due to the
discontinuity of the representation. The point is now that Tr(h) is gauge invariant. Therefore one can
also write [C,C] = G Tr(h), hence the Gauss constraint correctly appears to the left of the anomalous
structure functions. Accordingly, linear functionals satisfying l[GT ] = l[CT ] = 0 for all spin network
functions T and all G,C are not subject to any extra conditions coming from the above soft anomaly.
Hence, there is no inconsistency. What does not work is to apply group averaging techniques because
of the anomalous structure functions. Thus, one has to rely on alternative techniques such as the
master constraint [5] or one has to construct the space of solutions by hand and equip it with an inner
product wrt which the ∗−algebra of observables is faithfully represented. As the PFT example reveals
where something similar happens, this can in principle be done and the presence of the anomalous
structure functions does not at all imply that the LQG quantisation techniques fail.
IV. Quantisation Ambiguities
The quantisation of the 4D LQG Hamiltonian constraint suffers from various quantisation ambiguities.
It often argued, that these ambiguities might be drastically reduced once one manages to reproduce
the hypersurface deformation algebra at the quantum level. One can only hope to be able to do this
in terms of finite diffeomorphisms as in the PFT model due to the discontinuity of the representation,
that is, one has to be ready to accept a soft anomaly. Now as far as the PFT model is concerned, some
aspects of the ambiguities of the Wilson like quantisation of the Hamiltonian constraint are indeed
improved by making use of the D± reformulation. More in detail, no factor ordering or representation
choice ambiguities in the quantisation of the would be exp(iD±[f ]) arise, that part of the quantisation
is clean and unambiguous. The ambiguities arise only in the choice of the support of the finite diffeo-
morphisms and in the representation choice of the holonomies entering the inverse volume operator.
Both ambiguities have absolutely no effect on the space of solutions. This suggests that in 4D LQG
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the only worrysome ambiguity lies in the choice of the loop attachment. This kind ambiguity becomes
worse the higher the spatial dimension, because it depends on the choice of a vector field of compact
support whose integral curves define this diffeomorphism. In one spatial dimension, there is only one
direction, but in higher dimensions the choice of vector field becomes much less trivial. We will come
back to this point in [25].
V. Kinematical Semiclassical States
Some important tool for answering the question whether a set of operators qualifies as the quantisation
of a given set of classical functions on the phase space are semiclassical (minimal uncertainty) states.
This is especially important in 4D LQG where the complicated volume operator prevents us from
doing any analytic calculation so that one has to rely on semiclassical techniques which allow for
suitable approximations [7]. In the PFT model the volume operator is of course under full analytical
control. However, the kinematical17 semiclassical states proposed so far [8] are not suitable to answer
the question whether the Hamiltonian constraint of 4D LQG has been quantised correctly. The reason
for this is as follows:
The semiclassical states of usual (free) field theories are coherent superpositions of the corresponding
Fock basis states. This is not possible in LQG because, while the spin network states provide a Fock
like basis, in contrast to Fock representations the LQG representation is not separable. This implies
that any semiclassical vector state is sensitive to the excitations of an at most countable set of edges.
However, the Hamiltonian constraint of 4D LQG [4] has the peculiar property of always modifying the
graph of the state on which it acts, no matter how large it is. As a result, the expectation value of the
Hamiltonian constraint in such vector states is always zero even if they ascribe the correct holonomy
and flux expectation values to the edges (and dual faces) of the graph on which the vector state
depends. In the PFT model, we can ask a similar question, namely whether kinematical semiclassical
vector states exist that probe the correctness of the quantum constraints18. For PFT this is a somewhat
academic question because the finite D± operators have a geometric action and there is no doubt that
they have been quantised correctly. However, as a test for 4D LQG this is an interesting question to ask.
Notice that also in PFT the constraints of the form U(ϕ+
γ+,v
, 1) − 1, U(1, ϕ−
γ− ,v
, 1) − 1 always modify
the graph on which the operator acts, they are never graph preserving. However, there is a difference
to 4D LQG: While the 4D LQG operator changes the number of vertices and edges of a graph, the
PFT operators do not do that since the finite diffeomorphisms they generate are confined to the circle.
This simplification might enable one to improve the situation for the PFT model whose kinematical
Hilbert space is also non separable. One idea [1] is to use vector states that are superpositions of a
given semiclassical state and all its images under the repeated action of the Hamiltonain constraint
(fractal graph coherent state). However, preliminary investigation indicates that this still does not
work. If this looks hopeless in the PFT model, then it is probably also in the much more complicated
4D LQG theory and possibly then the question of the correctness of the quantisation can only be
answered at the physical Hilbert space level.
VI. Observables
The observables of the theory have been constructed in all detail in [15]. Their dual acts on the space
of solutions to (2.33) from which follows that also the dual of their commutator with C˜, D˜ annihilates
physical states. However, given the fact that here we have complementary restrictions on k0, l0 as
compared to [15], this induces different restrictions on the quantisation of the observables
O±f := OY±,f :=
∑
n∈Z
fˆn O
±
Y±,n
(4.6)
17The semiclassical states should not be solutions to the proposed quantum constraints as otherwise one cannot check by
means of them whether the constraints have been quantised correctly.
18Physical coherent states have been constructed explicitly in [15] for each of the superselection sectors.
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where the fˆn are complex numbers without a priori restriction, see (2.17). We will sketch these in the
following paragraph.
Following Hardy – Littlewood theory [27], there are several means of sequences of real or complex
numbers am ∈ C which are widely used by physicists and which have the property to 1. produce
well defined limits even if the sequence itself does not converge and 2. to reproduce the limit of the
sequence if it does converege. The Cesaro mean
C[a] := lim
M→∞
1
2M − 1
∑
m∈Z; |m|≤M−1
am (4.7)
used extensively in section is only one of them. To avoid confusion, the Cesaro mean appeared naturally
in section 3 in an exact equality, it was not used in order to “sweep divergencies under the rug”.
The Cesaro mean also naturally appears in the representation of the observables as follows: Since
Y±[I
′] does not exist, it is natural, following [15], to try to define instead the exponential
exp(iO±f ) |γ
±, k±, l± >, O
±
f :=
∑
n
fˆn O
±
n (4.8)
By exactly the same calculation displayed in [15] one arrives at
exp(iO±f ) |γ
±, k±, l± >= exp(i
∑
I∈γ±
Y±(I) lI) |γ
±, k±, l± >= (4.9)
which is well defined provided that
lI :=
∑
n
fˆn e
in~kI/R ∈ l0Z (4.10)
for any kI ∈ k0Z. Let us write fˆn =: l0gˆn and let α := ~k0/R. Then requirement (4.9) simply reads
zm :=
∑
n
gˆn e
iαnm ∈ Z (4.11)
for any m ∈ Z as a condition of the Fourier coefficients gˆn. Using the Cesaro mean, we can translate
this into the requirement that the integer valued sequence (zm) should be such that
gˆn := C[a
(n)], a(n)m := e
−iαmn zm (4.12)
converges for any n ∈ Z. Hence, also here we see a reduction in the number of possible f similar to
[15].
VII. Methodology
Anybody who has gone through the details of section 3 will admit that nobody would ever have thought
of the constructions there, if the alternative formulation in terms of the D± constraints would not
have been at our disposal. Therefore one can rightfully ask, why one should go through these indirect
constructions if a simpler solution is available and vice versa what use these constructions have, if a
simpler solution is not available. Perhaps a possible answer could be to look for classical reformulations
of a constraint algebra in terms of simpler algebras or for algebras of elementary observables that are
more adapted to the dynamics of the theory. This is already the case in free, massive scalar field
theories: There one writes the Hamiltonian in terms of the natural creation and annihilation operators
induced by the Hamiltonian and not of some completely different free field Hamiltonian (say with
a different mass). It is not even possible to define the Hamiltonian with a different mass in a Fock
representation with a given mass, one of the consequences of Haag’s theorem [23]. In LQG the
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holonomy flux algebra is well adapetd to the spatial diffeomorphism constraint but not obviously as
far as the Hamiltonian constraint is concerned. Maybe the choice of the holonomy flux algebra as a
classical starting point for the quantisation should be reconsidered. On the other hand, at the very
least it is reaffirming, that a non trivial fraction of the techniques introduced in [4] turn out to be
useful and correct and also in the completely solvable PFT.
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A Constraint Algebra
We compute first the classical algebra of the D˜± = D±/
√
det(q). Notice that while det(q) = −X ′+X
′
−
transforms as a scalar density of weight two under D, it transforms only as a scalar density of weight one
under D±. Let f, g be some test functions, then from (2.15)
{D˜±[f ], D˜±[g]} =
∫
dx
∫
dy f(x) g(y) {D˜±(x), D˜±(y)}
=
∫
dx
∫
dy f(x) g(y) [
1√
det(q)(x)
√
det(q)(y)
{D±(x),D±(y)}+
D±(x)√
det(q)(y)
{
1√
det(q)(x)
,D±(y)}
−
D±(y)√
det(q)(x)
{
1√
det(q)(y)
,D±(x)}]
= {D±[f˜ ],D±[g˜]} −
∫
dx
f(x)D±(x)√
∓X ′∓(x)
{D±[g˜],
1√
±X ′±(x)
+
∫
dy
g(y)D±(y)√
∓X ′∓(y)
{D±[f˜ ],
1√
±X ′±(y)
= D±[[f˜ ], g˜]]−
∫
dx
fD±√
∓X ′∓
[g˜(
1√
±X ′±
)′ −
1
2
g˜′
1√
±X ′±
] +
∫
dx
gD±√
∓X ′∓
[f˜(
1√
±X ′±
)′ −
1
2
f˜ ′
1√
±X ′±
]
= D±[[f˜ ], g˜]]−
1
2
∫
dx
√
±X ′± D±[f˜ g˜
′ 1√
±X ′±
][g˜f˜ ′
1√
±X ′±
]
=
1
2
D±[[f˜ ], g˜]] =
1
2
D˜±[
√
det(q)[f˜ ], g˜]]
=
1
2
D˜±[
1√
det(q)
[f, g]] (A.1)
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with f˜ = f/
√
det(q), f˜ = f/
√
det(q) and one computes the Poisson brackets displayed as if f˜ , g˜ were
independent of the phase space. Similarly,
{D˜±[f ], D˜∓[g]} =
∫
dx
∫
dy f(x) g(y) {D˜±(x), D˜∓(y)}
=
∫
dx
∫
dy f(x) g(y) [
1√
det(q)(x)
√
det(q)(y)
{D±(x),D∓(y)}+
D±(x)√
det(q)(y)
{
1√
det(q)(x)
,D∓(y)}
−
D∓(y)√
det(q)(x)
{
1√
det(q)(y)
,D±(x)}]
= {D±[f˜ ],D∓[g˜]} −
∫
dx
f(x)D±(x)√
±X ′±(x)
{D∓[g˜],
1√
∓X ′∓(x)
+
∫
dy
g(y)D∓(y)√
∓X ′∓(y)
{D±[f˜ ],
1√
±X ′±(y)
= −
∫
dx
fD±√
±X ′±
[g˜(
1√
∓X ′∓
)′ −
1
2
g˜′
1√
∓X ′∓
] +
∫
dx
gD∓√
∓X ′∓
[f˜(
1√
±X ′±
)′ −
1
2
f˜ ′
1√
±X ′±
]
= −
∫
dx fD˜±
√
∓X ′∓[g˜(
1√
∓X ′∓
)′ −
1
2
g˜′
1√
∓X ′∓
] +
∫
dx gD˜∓
√
±X ′±[f˜(
1√
±X ′±
)′ −
1
2
f˜ ′
1√
±X ′±
]
=
1
2
∫
dx fD˜±
√
∓X ′∓[g˜
∓X ′′∓√
∓X ′∓
3 + g˜
′ 1√
∓X ′∓
]−
1
2
∫
dx gD˜∓
√
±X ′±[f˜
±X ′′±√
±X ′±
3 + f˜
′ 1√
±X ′±
]
=
1
2
∫
dx f
D˜±
∓X ′∓
[g˜(∓X ′∓)]
′ −
1
2
∫
dx g
D˜∓
±X ′±
[f˜(±X ′±)]
′
= −
1
2
∫
dx f D±
X ′±√
det(q)
3 [g
X ′∓√
det(q)
]′ +
1
2
∫
dx g D∓
X ′∓√
det(q)
3 [f
√
X ′±
√
det(q)]′ (A.2)
with no further simplification possible. The modifications in the algebra of the D˜± of course arise because
of the nontrivial transformation behaviour of det(q) wrt D±. As expected, the new algebra closes albeit
with non trivial structure functions.
We now turn to the quantum computation. For notational simplicity, given graphs γ± and v ∈ V (ϕ±)
we denote ϕ±v := ϕγ±,v and γ
±
v := ϕ
±
v (γ
±) where (γ, v) 7→ ϕγ,v is the choice of diffeomorphism depending on
γ, v ∈ V (γ) and specified in section 3. Likewise, for v˜ ∈ V (γ±v ) we denote ϕ
±
vv˜ := ϕγ±v ,v˜ and γ
±
vv˜ := ϕ
±
vv˜(γ
±
v ).
Finally, we define for a given charge network |γ+, k+, l+ > ⊗|γ
−, k−, l− > by λ(γ
+, γ−, v) the eigenvalue of
Q(v) on this eigenvector. As follows from (3.20), (3.21) and (3.22), these eigenvalues depend only on those
k±I , I ∈ γ
± such that v ∈ ∂I. In particular it vanishes if v is not a common vertex of both γ+ and γ−.
Moreover, these eigenvalues are diffeomorphism invariant in the sense that
Q(v)|γ+, k+, l+ > ⊗|γ
−, k−, l− >= U(ϕ
−1, ϕ−1)Q(ϕ(v))|ϕ(γ+), k+, l+ > ⊗|ϕ(γ−), k−, l− > (A.3)
With these preparations we compute first the D˜+, D˜+ commutator (the D˜−, D˜− commutator is com-
pleteley analogous). We display only the graph dependence for notational simplicity since the charges are
carried with the vertices under diffeomorphisms and are not changed. Also the operator Q(v) does not
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change the charges. We begin with
[D˜+[f ], D˜+[g]] |γ
+, γ− >
=
∑
v∈V (γ+)
g(v) λ(γ+, γ−, v) D+[f ] [|γ
+
v , γ
− > −|γ+, γ− >]
−
∑
v∈V (γ+)
f(v) λ(γ+, γ−, v) D+[g] [|γ
+
v , γ
− > −|γ+, γ− >]
=
∑
v∈V (γ+)
g(v) λ(γ+, γ−, v) {
∑
v˜∈V (γ+v )
f(v˜) λ(γ+v , γ
−, v˜)[|γ+vv˜ , γ
− > −|γ+v , γ
− >]
−
∑
v˜∈V (γ+)
f(v˜) λ(γ+, γ−, v˜)[|γ+v˜ , γ
− > −|γ+, γ− >]}
−
∑
v∈V (γ+)
f(v) λ(γ+, γ−, v) {
∑
v˜∈V (γ+v )
g(v˜) λ(γ+v , γ
−, v˜)[|γ+vv˜ , γ
− > −|γ+v , γ
− >]
−
∑
v˜∈V (γ+)
g(v˜) λ(γ+, γ−, v˜)[|γ+v˜ , γ
− > −|γ+, γ− >]} (A.4)
Consider the terms proportional to |γ+, γ− > which is independent of v, v˜. These involve a sum over
v, v˜ ∈ V (γ+) with coefficient
g(v)λ(γ+, γ−, v)f(v˜)λ(γ+, γ−, v˜)− g(v)λ(γ+, γ−, v)f(v˜)λ(γ+, γ−, v˜) (A.5)
which is antisymmetric under v ↔ v˜ and thus the corresponding sum vanishes.
Next consider the terms proportional to |γ+v , γ
− > and |γ+v˜ , γ
− >. The former terms involve a sum over
v ∈ V (γ+), v˜ ∈ V (γ+v ) the latter over v, v˜ ∈ V (γ
+). Relabel v ↔ v˜ in the latter sum. Then these two
contributions can be written as
−
∑
v∈V (γ+),v˜∈V (γ+v )
λ(γ+, γ−, v) λ(γ+v , γ
−, v˜)[g(v)f(v˜)− f(v)g(v˜)] |γ+v , γ
− >
+
∑
v,v˜∈V (γ+)
λ(γ+, γ−, v) λ(γ+, γ−, v˜)[g(v)f(v˜)− f(v)g(v˜)] |γ+v , γ
− > (A.6)
Notice that V (γ+v ) = [V (γ
+) − {v}] ∪ {ϕ+v (v)} We split the sum in the first term in (A.6) into v˜ 6= v and
v˜ = ϕ+v (v) =: vˆ. For v˜ 6= vˆ we have λ(γ
+
v , γ
−, v˜) = λ(γ+, γ−, v˜) because the vertices in γ+ different from v
are not moved by ϕ+v and the eigenvalue λ(γ
+, γ−, v) depends only on the infinitesimal neighbourhood of v.
It follows that the terms v˜ 6= v in the first sum and those with v˜ 6= v in the second sum in (A.6) cancel each
other and what remains is (notice that the contribution to the second sum from v˜ = v vanishes trivially)
−
∑
v∈V (γ+)
λ(γ+, γ−, v) λ(γ+v , γ
−, vˆ)[g(v)f(vˆ)− f(v)g(vˆ)] |γ+v , γ
− > (A.7)
Finally consider the terms proportional to |γvv˜ , γ
− > whose contribution is given by
∑
v∈V (γ+), v˜∈V (γ+v )
λ(γ+, γ−, v) λ(γ+v , γ
−, v˜)[g(v) f(v˜)− f(v) g(v˜)] [|γ+vv˜ , γ
− > (A.8)
Again we split the sum over v˜ into v˜ ∈ V (γ+)− {v} and v˜ = vˆ. Then (A.8) becomes
∑
v,v˜∈V (γ+), v 6=v˜
λ(γ+, γ−, v) λ(γ+v , γ
−, v˜)[g(v) f(v˜)− f(v) g(v˜)] |γ+vv˜ , γ
− >
+
∑
v∈V (γ+)
λ(γ+, γ−, v) λ(γ+v , γ
−, vˆ)[g(v) f(vˆ)− f(v) g(vˆ)] [|γ+vvˆ , γ
− > (A.9)
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As already shown, λ(γ+v , γ
−, v˜) = λ(γ+, γ−, v˜) for v˜ 6= v. Therefore the first term in (A.9) can be written
1
2
∑
v,v˜∈V (γ+), v 6=v˜
λ(γ+, γ−, v) λ(γ+, γ−, v˜)[g(v) f(v˜)− f(v) g(v˜)] [|γ+vv˜ , γ
− > −|γ+v˜v, γ
− >] (A.10)
where we added the same sum relabelled by v ↔ v˜ and divided by 2. Now notice that by definition of
ϕ+γ,v this diffeomorphism only notices the next neighbour structure of γ
+. Therefore, ϕvv˜ = ϕv˜v unless
v˜ ∈ {l(v), r(v)} is a left or right next neighbour of v in γ+. Consequently, also γ+vv˜ = γ
+
v˜v then. Thus what
remains from (A.10) is
1
2
∑
v∈V (γ+), v˜∈{l(v),r(v)}
λ(γ+, γ−, v) λ(γ+, γ−, v˜)[g(v) f(v˜)− f(v) g(v˜)] [|γ+vv˜ , γ
− > −|γ+v˜v, γ
− >] (A.11)
Combining (A.7), (A.9) and (A.11) we find
[D˜+[f ], D˜+[g]] |γ
+, γ− >
=
1
2
∑
v∈V (γ+), v˜∈{l(v),r(v)}
λ(γ+, γ−, v) λ(γ+, γ−, v˜)[g(v) f(v˜)− f(v) g(v˜)] [|γ+vv˜ , γ
− > −|γ+v˜v, γ
− >]
+
∑
v∈V (γ+)
λ(γ+, γ−, v) λ(γ+v , γ
−, vˆ)[g(v) f(vˆ)− f(v) g(vˆ)] [|γ+vvˆ , γ
− > −|γ+v , γ
− >] (A.12)
Consider the first term in (A.12):
Notice that
γ+vv˜ = ϕ
+
vv˜ ◦ ϕv(γ
+), γ+v˜v = ϕ
+
v˜v ◦ ϕv˜(γ
+) (A.13)
Here ϕ+v ϕ
+
v˜v only act on v while ϕ
+
v˜ ϕ
+
vv˜ only act on v˜ by shifting these vertices to the right without touching
the next neighbour vertex of the graph they act on. However, since e.g. ϕ+v acts on γ
+ while ϕ+vv˜ acts on γ
+
v ,
the position ϕ+vv˜(v˜) maybe different from ϕv˜(v˜) because the diffeomorphisms depend on the next neighbour
structure of the graph they act and these are different in this case. Consequently γ+vv˜ 6= γ
+
v˜v in general. This
term is similar in structure to the commutator of two Hamiltonian constraints in 4D LQG.
Now consider the second term in (A.12):
This term arises from a second action of an infinitesimal diffeomorphism on the shifted vertex vˆ = ϕ+v (v).
This term is absent in 4D LQG because due to the properties of the volume operator there (it does not act
on coplanar vertices) it does not act on the vertices it creates19. Now it is easy to see, again due to the
properties of the volume operator, that the second term in (A.12) also vanishes unless by chance the vertex
vˆ is also a vertex of γ−. It is easy to extend the prescription for the ϕγ,v so that this possibility is avoided
by hand, thus becoming a prescription of the form ϕγ+,v;γ− , v ∈ V (γ
+) and similar for ϕγ−,v;γ+ , v ∈ V (γ
−).
Hence with this extended prescription understood, precisely for the same reason as in 4D LQG only the first
term in (A.12) survives because the Hamiltonian constraint does not act on the vertices it creates which is
ultimately a property of the volume operator.
Comparing (A.1) and (A.12) we recognise a similar structure of the “structure operators” and of the
structure functions. Both terms are propotional to an infinitesimal D+ diffeomorphism and the structure
functions (two factors of 1/
√
det(q) correctly correspond to the two eigenvalues of the inverse volume. The
commutator is manifestly local, only next neighbour vertices or its infinitesimal diffeomorphic image are
involved in the sum over vertices of γ+. Moreover, the terms of the form
g(v) f(v˜)− f(v) g(v˜) = g(v) [f(v˜)− f(v)]− f(v) [g(v˜)− g(v)] (A.14)
19 Here the infinitesimal diffeomorphisms ϕ+v could be argued to simultaneously create a new vertex vˆ and annihilate an old
vertex v. Or one could say that the charges on the segment [v, vˆ] were changed from k+
[v,r(v)]
, l+
[v,r(v)]
to k+
[l(v),v]
, l+
[l(v),v]
. This
is similar to 4D LQG but not quite analogous because charges are just shifted but never changed on segments of the graph in
question.
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qualify as discretisations of the bracket [f, g](v). Even the factors 1/2 in (A.1) and (A.12) come out the
same. The question is whether (A.12) qualifies as a possible quantisation of (A.1). To answer this question
we write (A.12) in the form (dropping the second term as just discussed)
[D˜+[f ], D˜+[g]] |γ
+, γ− >
=
1
2
∑
v∈V (γ+),v˜∈{l(v),r(v)}
[g(v) f(v˜)− f(v) g(v˜)] [U(ϕ+vv˜ ◦ ϕ
+
v , 1)− U(ϕ
+
v˜v ◦ ϕ
+
v˜ , 1)]Q(v˜) Q(v)|γ
+, γ− >
=
1
2
∑
v∈V (γ+)
{[g δrf − f δrg)](v) [U(ϕ
+
vr(v) ◦ ϕ
+
v , 1) − U(ϕ
+
r(v)v ◦ ϕ
+
r(v), 1)]Q(r(v)) Q(v)|γ
+, γ− >
−[g δlf − f δlg)](v) [U(ϕ
+
vl(v) ◦ ϕ
+
v , 1)− U(ϕ
+
l(v)v ◦ ϕ
+
l(v), 1)]Q(l(v)) Q(v)}|γ
+, γ− > (A.15)
where we have introduced the right and left graph difference
[δrf ](v) = f(r(v))− f(v), [δlf ](v) = f(v)− f(l(v)) (A.16)
However, this is precisely a possible quantisation of (A.1): The two inverse volume functions would have
been ordered to the right and been replaced by two operators Q. There is a freedom whether to locate both
factors of Q at v or maybe one at r(v), l(v). The quantum computation decides for the latter possibility,
both are equivalent in the continuum limit of graphs with a large number of vertices. The bracket [f, g]
would have been replaced by the discrete difference between neigbouring vertices and again there is a choice
between left, right or symmetric derivative. The quantum computation decides for a mixture of the two.
Finally, in the limit of large graphs, the two terms in (A.15) at given v combine to
[f, g](v){[U(ϕ+vr(v)◦ϕ
+
v , 1)−U(ϕ
+
r(v)v◦ϕ
+
r(v), 1)] |r(v)−v|−[U(ϕ
+
vl(v)◦ϕ
+
v , 1)−U(ϕ
+
l(v)v◦ϕ
+
l(v), 1)] |l(v)−v|} Q(v)
2
(A.17)
Now by definition U(ϕ+v , 1) is supposed to be the quantisation of the would be operator exp(iD+[Iv]) where
Iv is an interval containing v corresponding to the support of ϕ
+
v . Similarly U(ϕ
+
vv˜ , 1) is supposed to be the
quantisation of exp(iD+[I
v
v˜ ]) where I
v
v˜ is an interval containing v˜ corresponding to the support of ϕ
+
vv˜ which
in turn depends on v. Now, if the operators D+[I] existed then we could expand the curly bracket in (A.17)
to first order in the interval lengths as
i(D+[Iv] +D+[I
v
r(v)]−D+[Ir(v)]−D+[I
r(v)
v ]−D+[Iv]−D+[I
v
l(v)] +D+[Il(v)] +D+[I
l(v)
v ]) (A.18)
which would classically correspond to D+[J ] where J is an interval containing v and of interval length
corresponding to absolute value of the signed sum of the intervals in (A.18). Since in the quantisation of
(A.1) such a choice of J would also have to be made, we simply define it by to be the one chosen by the
quantum commutator computation. That is to say, we take the point of view spelled out in [4] and consider
the right hand side of the classical Poisson bracket between the D˜+, which involves structure functions, as a
new operator which must be quantised to some extent by prescriptions and techniques independent of those
for D˜+.
This is as close as one can hope to see the correspondence between (A.1) and (A.15). The unavoidable
ambiguities in the quantisation caused by the discontinuity of the representation can be exploited in order
to close the quantum algebra including the structure functions. Also the right hand side of the classical
Poisson brackets has to be quantised in terms of finite diffeomorphisms because the generators do not exist.
One should maybe call this a “soft anomaly”, i.e. the fact that the classical computation is only reproduced
by the finite approximations to the infinitesimal classical counterparts. However, it is not a troublesome
anomaly in the sense that the quantum algebra still closes with the correct factor ordering so that the solu-
tions to the constraints do not have to obey any extra properties. It is just that that the structure functions
are replaced by somewhat deformed quantum operators due to the unavaoidable quantisation ambiguity in
the choice of (γ, v) 7→ ϕγ,v. A similar “soft” anomaly has been observed in 2+1 gravity with a cosmological
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constant [26].
We now turn to the [D˜+, D˜−] commutator
[D˜+[f ], D˜−[g]] |γ
+, γ− >
=
∑
v∈V (γ−)
g(v) λ(γ+, γ−, v) D+[f ] [|γ
+, γ−v > −|γ
+, γ− >]
−
∑
v∈V (γ+)
f(v) λ(γ+, γ−, v) D−[g] [|γ
+
v , γ
− > −|γ+, γ− >]
=
∑
v∈V (γ−)
g(v) λ(γ+, γ−, v) {
∑
v˜∈V (γ+)
f(v˜) λ(γ+, γ−v , v˜)[|γ
+
v˜ , γ
−
v > −|γ
+, γ−v >]
−
∑
v˜∈V (γ+)
f(v˜) λ(γ+, γ−, v˜)[|γ+v˜ , γ
− > −|γ+, γ− >]}
−
∑
v∈V (γ+)
f(v) λ(γ+, γ−, v) {
∑
v˜∈V (γ−)
g(v˜) λ(γ+v , γ
−, v˜)[|γ+v , γ
−
v˜ > −|γ
+
v , γ
− >]
−
∑
v˜∈V (γ−)
g(v˜) λ(γ+, γ−, v˜)[|γ+, γ−v˜ > −|γ
+, γ− >]} (A.19)
Relabelling v ↔ v˜ in the second term gives
[D˜+[f ], D˜−[g]] |γ
+, γ− >
=
∑
v∈V (γ−),v˜∈V (γ+)
g(v) λ(γ+, γ−, v) f(v˜) ×
{λ(γ+, γ−v , v˜) [|γ
+
v˜ , γ
−
v > −|γ
+, γ−v >]− λ(γ
+, γ−, v˜)[|γ+v˜ , γ
− > −|γ+, γ− >]}
−
∑
v∈V (γ−),v˜∈V (γ+)
f(v˜) λ(γ+, γ−, v˜) g(v) ×
{λ(γ+v˜ , γ
−, v)[|γ+v˜ , γ
−
v > −|γ
+
v˜ , γ
− >]− λ(γ+, γ−, v)[|γ+, γ−v > −|γ
+, γ− >]}
=
∑
v∈V (γ−),v˜∈V (γ+
g(v) f(v˜){[λ(γ+, γ−, v)λ(γ+, γ−v , v˜)− λ(γ
+, γ−, v˜)λ(γ+v˜ , γ
−
v , v)] |γ
+
v˜ , γ
−
v >
+λ(γ+, γ−, v)[−λ(γ+, γ−v , v˜) + λ(γ
+, γ−, v˜)] |γ+, γ−v >
+λ(γ+, γ−, v˜)[−λ(γ+, γ−, v˜) + λ(γ+v˜ , γ
−, v)] |γ+v˜ , γ
− >} (A.20)
Recall that λ(γ+, γ−, v) 6= 0 only if v ∈ V (γ+) ∩ V (γ−) so that sum over v, v˜ runs over the same effective
range. Furthermore, for v˜ 6= v we have
λ(γ+, γ−v , v˜) = λ(γ
+, γ−v , v˜), λ(γ
+
v˜ , γ
−, v) = λ(γ+, γ−, v) (A.21)
Therefore the double sum in the second and third term collapses to v˜ = v. In the first term, the contribution
for v˜ 6= v again vanishes due to (A.21) while for v = v˜ we have λ(γ+, γ−v , v˜) = λ(γ
+
v˜ , γ
−, v) = 0 identically
because v is no vertex of γ±v . Therefore the contribution from the first term vanishes and we are left with
[D˜+[f ], D˜−[g]] |γ
+, γ− >
=
∑
v∈V (γ+)∩V (γ−)
f(v) g(v) λ(γ+, γ−, v)2{[|γ+, γ−v > −|γ
+, γ− >]− [|γ+v , γ
− > −|γ+, γ− >]}
=
∑
v∈V (γ+)∩V (γ−)
f(v) g(v) {[U(ϕ+v , 1) − 1]− [U(1, ϕ
−
v )− 1]}Q(v)
2 |γ+, γ− > (A.22)
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Comparing with (A.2) we see to some extent the correct structure: The result is local in that only a single
sum is involved, it is a linear combination of an infinitesimal D+ and D− constraint. However, in contrast
to the classical computation no (discrete) derivatives seem to appear and the structure functions do not
seem to match the Q(v)2 operator. Yet, we can match the two expressions as follows:
Recall the end result
{D˜+[f ], D˜−[g]} = −
1
2
∫
dx f D+
X ′+√
det(q)
3 [g
X ′−√
det(q)
]′ +
1
2
∫
dx g D−
X ′−√
det(q)
3 [f
√
X ′+
√
det(q)]′
(A.23)
To quantise this expression we use the identity
{V (Ix), P±(I
′
x)} = −
1
2
X ′∓(x)√
det(q)(x)
(A.24)
where Ix is any interval containing in x and I
′
x = [y, x] where y 6∈ Ix. Thus
{D˜+[f ], D˜−[g]} = −2
∫
dx f D+
{VIx , P−(I
′
x)}
det(q)
[g{V (Ix), P+(I
′
x)}]
′
+2
∫
dx g D−
{VIx , P+(I
′
x)}
det(q)
[f{V (Ix), P−(I
′
x)}]
′ (A.25)
As for the quantisation of D˜± we introduce a partition τ and replace the derivative by a difference using
the intervals J and their duals J ′ of the triangulation
{D˜+[f ], D˜−[g]} = 2 lim
τ→S1
∑
J∈τ
×
{−f(bJ) D+[J, J
′]
{V (J), P−(J
′)}
V (J)2
[g(fJ){V (J + 1), P+(J
′ + 1)} − g(bJ ){V (J), P+(J
′)}]
+g(bJ) D−[J, J
′]
{V (J), P+(J
′)}
V (J)2
[f(fJ){V (J + 1), P−(J
′ + 1)} − f(bJ){V (J), P−(J
′)}]} (A.26)
where J+1, J ′+1 is the (dual) interval next neighbour to J, J ′ respectively. Now the inverse volume factors
1/V (J) can be treated as in section (3) giving rise to Q(J)2 so that
{D˜+[f ], D˜−[g]} = 2 lim
τ→S1
∑
J∈τ
× (A.27)
{−f(bJ) D+[J, J
′] ({V (J), P−(J
′)}[g(fJ ){V (J + 1), P+(J
′ + 1)} − g(bJ ){V (J), P+(J
′)}])
+g(bJ ) D−[J, J
′] ({V (J), P+(J
′)} [f(fJ){V (J + 1), P−(J
′ + 1)} − f(bJ){V (J), P−(J
′)}])}Q(J)2
Now notice that
− {V (J), P+(J
′)} {V (J), P−(J
′)} = 1/4 (A.28)
so the second terms within the round brackets containing the difference can be replaced by 1/4. Now upon
quantisation (A.27) reduces to a sum over vertices and the correct Q(v)2 operators and the correct infinites-
imal D± appear. The operator corresponding to {V (J +1), P±(J
′+1)} in the term corresponding to vertex
v will then be T±I′v+1,k±=−k0
[V (Iv + 1), T
±
I′v+1,k±=k0
] where Iv + 1 and I
′
v + 1 are (dual) intervals infinitesi-
mally translated from Iv, I
′
v, in particular they do not contain any vertex of the graphs. Consequently its
contribution vanishes and the operator indeed reduces to (A.22) up to a factor of 1/2 which, however, could
be absorbed into the choices of the actual intervals that enter the definition of D±[J, J
′] and which cannot
be fixed by the arguments of section 3. Hence also the D˜+, D˜+ commutator closes in the expected way up
to a soft anomaly.
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