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PERNYATAAN KEASLIAN TESIS 
 
 
Dengan ini saya menyatakan bahwa isi keseluruhan Tesis saya dengan 
judul ―Skenario Distribusi CCTV untuk Smart City menggunakan Decision 
Tree‖ adalah benar-benar hasil karya intelektual mandiri, diselesaikan tanpa 
menggunakan bahan-bahan yang tidak diijinkan dan bukan merupakan karya 
pihak lain yang saya akui sebagai karya sendiri. 
Semua referensi yang dikutip maupun dirujuk telah ditulis secara lengkap 
pada daftar pustaka. Apabila ternyata pernyataan ini tidak benar, saya bersedia 
menerima sanksi sesuai peraturan yang berlaku. 
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 Smart City telah berkembang ke beberapa negara, termasuk Indonesia. 
Dengan Smart City kebutuhan penduduk atas kesehatan, pendidikan, transportasi, 
komunikasi, keamanan akan mudah terwujud. CCTV sebagai salah satu 
pendukung Smart City banyak dipasang di berbagai sudut kota. Tujuannya agar 
pemerintah dapat memantau kondisi lingkungan. Perempatan, Pertigaan, bundaran 
merupakan daerah rawan kemacetan yang biasa dipantau oleh CCTV. Begitu juga 
dengan jalan sepi dan gelap berpotensi rawan tindak kejahatan. Pemilihan jenis 
CCTV akan berbeda untuk masing-masing daerah. misalnya daerah gelap akan 
diberikan dengan CCTV Infrared. 
 Penelitian ini akan menerapkan teknologi klasifikasi untuk membangun 
model prediksi. Model Prediksi akan digunakan untuk pemilihan CCTV yang 
tepat. Penelitian ini menggunakan 108 sampel yang telah dipasang di sebuah kota. 
Dengan algoritma decision tree (C4.5) diperoleh tingkat akurasi 89,81% model 
prediksi. 
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 Smart  City  has  grown  to  several  countries,  including  Indonesia.  
Smart  City  brings  hope  to  ensure  the  welfare  of  the  population. Smart City 
with the needs of the population's health,  education,  transport,  communications,  
security  will  be  easily  realized.  CCTV  as  one  of  the  supporting  Smart  City  
widely  installed  in  various  corners  of  the  city.  The  goal  for  the  government 
is to monitor environmental conditions. Intersection,  T-junction,  the  roundabout  
is  an  area  prone  to  congestion  commonly  monitored  by  CCTV.  as  well  as  
residents  and  dark  lonely  road  it  will  be  prone  to  crime.  Selection  of  the  
type  of  CCTV  is  different  for  each  region.  eg  dark  areas  will  be  given  
with Infrared CCTV. 
 This  study  will  apply  the  classification  technology  to  build predictive 
models. This prediction of the model will be used  for the selection of the right 
CCTV. This study using 108 samples  that have been  installed in a city. With 
Decision Tree algorithm  obtained accuracy rate of 89,81% prediction models.  
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1.1.  Latar belakang 
Tindak kejahatan semakin tahun semakin tinggi. Hal ini berbanding lurus 
dengan angka pertumbuhan penduduk dan berbanding terbalik dengan tersedianya 
lapangan pekerjaan. Dilain pihak teknologi semakin berkembang, bagi yang tidak 
mengikuti perkembangan teknologi akan tertinggal dari yang lain. Karena dengan 
teknologi, manusia semakin mudah dalam menjalani kehidupan. Kemudahan-
kemudahan yang tersedia ini merupakan salah satu dari perwujudan Smart City. 
Dimana Smart City bertujuan untuk menciptakan suatu entitas yang terintegrasi 
secara rapi yang mempermudah manusia dalam kehidupannya.  
Kamera CCTV merupakan salah satu contoh dari aplikasi Smart City, 
dengan kamera ini maka pihak pemerintah dapat mengawasi lingkungan secara 
real time selama 24 jam. Adanya pengawasan ini membuat rasa aman pada 
masyarakat.  
Saat ini beberapa kota mulai berlomba dalam menerapkan Smart City. Atau 
biasa disebut Kota Cerdas. Pemimpin daerah seakan mengambil kesimpulan 
kesuksesan daerah yang dipimpinnya dinilai dari peringkat penerapan Smart City. 
Berbekal anggaran dana yang besar, daerah mulai membangun Smart City secara 
bertahap. Di Indonesia ada beberapa kota yang telah menerapkan Smart City, 
antara lain Jakarta, Surabaya, Bandung dan Makasar. Di kota Bandung, 
pemerintah kota Bandung memiliki Room Monitoring yang dilengkapi dengan 
TV layar datar berukuran besar. Dari gambar yang terlihat di Room Monitoring, 
pemerintah kota Bandung nantinya akan mengeluarkan kebijakan untuk mengatur 
Kota. Agar kebijakan yang diambil nanti sesuai dengan kondisi riil yang terjadi, 
maka pemilihan kamera menjadi penting.  
 Saat ini kota mengalami krisis, karena permintaan yang melebihi pasokan. 
Misalnya air, energi (listrik), transportasi, kesehatan, pendidikan dan keamanan. 
Untuk meningkatkan efisiensi penggunaan anggaran dan kualitas hidup penduduk, 
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maka kota mengembangkan Teknologi Informasi dan Komunikasi. Penerapan 
TIK inilah yang mengawali berkembangnya Smart City (Naphade dkk, 2011). 
 Inti dari perkembangan kota menjadi Smart City adalah untuk 
pengembangan ekonomi. Pada pertengahan tahun 2008-2009 saat dunia 
menghadapi krisis ekonomi, kota menyadari bahwa persaingan antar kota tidak 
hanya dengan kota tetangga. Namun dengan perkembangan jaringan internet, 
pesaing datang dari kota-kota lain di penjuru dunia. Persaingan tidak hanya pada 
inveestasi dan pekerjaan, namun juga bersaing untuk Generasi Y dan Z yang 
diharapkan akan membawa kekuatan ekonomi. Untuk itu maka kota menyiapkan 
lingkungan yang menarik kedatangan Generasi Y dan Z. (Harrison dkk, 2011). 
Terbukti bahwa Smart City tumbuh didukung banyaknya penduduk yang 
berpendidikan tinggi di kota tersebut. (Winters, 2011) 
Salah satu penelitian yang dilakukan di kota Gwang Myeong Provinsi 
Gyeonggi Korea Selatan menyimpulkan bahwa setelah terpasang kamera CCTV, 
angka kriminalitas (perampokan dan pencurian) pada daerah tersebut mengalami 
penurunan sebesar 47,4%. Dan daerah yang tidak terpasang  kamera CCTV tidak 
mengalami perubahan angka. Daerah yang bertetangga dengan kota tersebut juga 
mengalami penurunan angka kriminalitas. (Park dkk, 2012) 
Penerapan CCTV yang tepat terbukti dapat mengurangi angka kriminalitas 
pada kota Gwang Myeong di Korea Selatan. Dalam penelitian kali ini akan diteliti 
skenario pemetaan kamera CCTV yang tepat agar kebijakan pemerintah yang 
akan dikeluarkan mewakili kondisi masyarakat sesungguhnya. 
 
1.2.  Rumusan Masalah  
 
1. Pemasangan kamera CCTV tidak tepat sesuai kondisi permasalahan di lokasi. 







1.3.  Tujuan  
 
1. Memonitor kondisi jalan sehingga dihasilkan rekayasa lalu lintas yang tepat 
untuk mengurangi kecelakaan, kriminalitas dan kemacetan di jalan raya. 
2. Mendapatkan model prediksi distribusi CCTV. 
 
 
1.4.  Manfaat  
 
 Memberikan solusi bagi pemerintah agar dapat menempatkan  CCTV sesuai 
kondisi lokasi sesuai rule yang dihasilkan penelitian ini. 
 
 
1.5.  Batasan Masalah 
 
  Batasan masalah pada penelitian ini adalah: 
1. Lokasi pengambilan sampel adalah dikota Makasar. 
2. CCTV yang diamati hanya yang mengawasi jalan raya. 
3. Pengambilan sampel dilakukan sekali pada tahun 2015. 
4. Parameter yang digunakan sebagai pertimbangan pemetaan yaitu; Rawan 
Kriminal, Rawan Kecelakaan, Rawan Kemacetan, Temu Lalu Lintas, dan 
Jenis jalan (Lurus, Pertigaan, Perempatan, Bundaran dan Lorong). 































KAJIAN PUSTAKA DAN DASAR TEORI 
 
 
2.1. Kajian Pustaka 
Penelitian tentang Smart City terus berkembang. Kebutuhan manusia akan 
kenyamanan, untuk membuat segala yang memungkinkan  dirubah dari 
konvensional menjadi berbasis Information Communication and Technology 
(ICT). Misalnya, dahulu  untuk menaiki kendaraan umum harus langsung ke tepi 
jalan untuk menghentikan kendaraan, namun saat ini cukup dengan aplikasi 
transportasi maka dapat dengan mudah memanggil penyedia jasa transportasi. 
Banyaknya penyedia jasa layanan transportasi memunculkan penelitan tentang 
perilaku dan permintaan  traveler. Dengan bantuan GPS dapat diketahui moda 
transportasi yang tepat dari posisi traveler sehingga waktu dan biaya yang 
diperlukan berkurang secara signifikan. Penelitian tesebut mengklasifikasi data 
GPS dari beberapa mode transportasi (mobil, jalan kaki, sepeda, kereta api dan 
bus) dengan  algoritma SVM. (Bolbol dkk, 2012) 
 Penelitian lain mengenai Smart City yang digunakan untuk mengurangi 
kemacetan selama perjalanan karena meningkatnya jumlah kendaraan pribadi. 
Dengan mengetahui pola perjalanan, penyedia layanan transportasi diharapkan 
untuk menyesuaikan strategi pemasaran dan memberikan kepuasan pelanggan. 
Penelitian dilakukan di Beijing China untuk mengevaluasi rute perjalanan touris 
menggunakan Smart Card. Data tersebut kemudian diklasifikasikan oleh K-Means 
dan teori Rough-Set. (Maa dkk, 2013) 
 Bila pada penelitian tersebut diatas digunakan data GPS, maka dalam 
peneltian yang lain digunakan data CCTV untuk mengevaluasi kinerja Smart City. 
CCTV sering digunakan untuk mengidentifikasi pelaku tindak kejahatan. Salah 
satu analisa yang digunakan adalah forensic gait atau analisa berdasarkan cara 
berjalan seseorang. Analisa jenis ini sering terkendala dengan frame rate  rekaman 
dari CCTV. Frame rate biasa dinyatakan dalam fps (frame per secon), atau jumlah 
potongan gambar dalam satu detik. Frame rate berbanding lurus dengan nilai 
 6 
 
identifikasi forensic gait. Semakin besar frame rate rekaman CCTV, semakin 
memudahkan proses identifikasi forensic gait. (Birch dkk, 2014). Penelitian 
serupa juga digunakan untuk melacak orang dan kendaraan dengan proyeksi 3D 
CCTV (Edelman dan Bijhold 2010).  Penelitian tentang faktor-faktor penyebab 
kecelakaan lalu lintas pernah dilaksanakan di kota Leeds Inggris. Penelitian ini 
menitik beratkan pada alasan dan frekuensi terjadinya kecelakaan yang kemudian 
diklasifikasikan menjadi faktor penyebab kecelakaan. Alasan penggunaan CCTV  
karena CCTV memberikan suatu pandangan yang independent, sehingga 
keputusan yang diambil pemerintah untuk mencegah terjadinya kecelakaan dapat 
diputuskan dengan tepat. (Conche dkk, 2006). Penelitian lebih lanjut tentang 
CCTV terkait dengan kecepatan kendaraan. Kecepatan dihitung berdasarkan 
panjang kendaraan dikaitkan dengan 2 frame rekaman CCTV dengan metode 
invarian geometri proyektif  cross-ratio. Kalibrasi Doppler Radar digunakan 
untuk memvalidasi kecepatan tersebut. (Wong dkk, 2014). Selain itu, CCTV juga 
telah dikembangkan di Thailand untuk mendukung World Heritage City (WHC). 
CCTV digunakan untuk mengawasi area dan menghitung jumlah pengunjung 
masuk dan keluar objek wisata di Thailand. Sistem ini memiliki akurasi 80-90% 
untuk menghitung jumlah pengunjung. Sebagian besar kesalahan terjadi ketika 
menghitung daerah dengan latar belakang gelap atau ketika menghitung orang 
yang berjalan dalam kelompok. (Nerngchamnong dkk, 2011) 
 Secara umum rekaman CCTV disimpan dalam bentuk enskripsi di kartu 
memori. Ketika terjadi kejahatan, rekaman tersebut diambil kemudian dienkripsi 
dan dilihat oleh pihak yang berwenang. Bila tidak terjadi kejahatan, maka 
rekaman video ditimpa oleh rekaman yang baru setelah beberapa minggu secara 
otomatis. Hal ini melindungi privasi masyarakat. (Prashyanusorn dkk,2011)  
Pada tahun 2015  telah dilakukan penelitian tentang pemodelan distribusi 
hotspot pada kota-kota yang dianggap maju. Penelitian tersebut melibatkan 10 
kota besar di Eropa dengan ribuan hotspot (Michael dkk, 2015). Pemodelan ini 
dilakukan untuk mengurangi beban offloading dari jaringan GSM. Penelitian ini 
mengaklasifikasikan hubungan antara jumlah penduduk dengan jumlah hotspot 
Wi-Fi dengan algoritma Fuzzy C-Means. 
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Penelitian ini akan mencari model prediksi dari kamera CCTV yang telah 
terpasang di kota makasar, kemudian dari model prediksi tersebut dihitung nilai 
akurasi insatalasi CCTV pada kota Makasar.  
 
 
2.2. Landasan Teori 
2.2.1. Smart City 
Semakin berkembangnya teknologi informasi, banyak kota-kota didunia 
yang mulai mencanangkan konsep tata kota yang serba modern. Smart City 
menjadi indikator baru untuk menentukan sebuah kota layak atau tidak untuk 
dihuni. Saat ini, kebutuhan dasar manusia (kebutuhan fisiologis, keamanan, cinta, 
harga diri, dan aktualisasi diri telah dipengaruhi oleh faktor-faktor seperti 
globalisasi, teknologi, dan pertumbuhan penduduk perkotaan. Hak untuk hidup di 
lingkungan yang bersih dan hijau, untuk menerima perawatan kesehatan dan 
sosial secara efisien dan tepat waktu, dan  dapat dengan mudah dihubungi, 
terhubung, dan berkomunikasi  adalah beberapa contoh dari kehidupan modern, 
Hal ini menjadi sebuah tantangan yang harus dipecahkan oleh pemerintah, 
terutama di lingkungan perkotaan. Untuk itulah maka diterapkanlah konsep Smart 
City. 
Dalam mengembangkan Smart City, segala sesuatu dalam kota termasuk 
orang, bisnis, teknologi, proses, data, infrastruktur, konsumsi, ruang, energi, 
strategi, manajemen, dan sebagainya harus menjadi pintar. Mengingat semuanya 
pintar berarti komponen ini harus terhubung dan saling mendukung, Oleh karena 
itu, tidak hanya teknologi cerdas dan inovatif yang dibutuhkan, namun juga 
teknologi yang terintegrasi dengan baik dalam sebuah sistem  
Sebuah lembaga konsultan global, Price Waterhouse Cooper (PWC) 
memaparkan ada lima kriteria keterwujudan predikat Smart City pada sebuah 
kota, antara lain: memiliki sistem transportasi terintegrasi, memanfaatkan 
teknologi untuk meningkatkan rasa keamanan warganya, melakukan manajemen 




Di Indonesia sendiri, kriteria Smart City juga pernah diungkapkan Menteri 
Pekerjaan Umum dan Perumahan Rakyat (PURR) Basuki Hadimoeljono. delapan 
acuan utama yang bisa memperkokoh gagasan Smart City, yaitu smart 
development planning, smart green open space, smart transportation, smart waste 
management, smart water management, smart building, dan smart energy. 
 
2.2.2. Kamera CCTV 
Istilah kamera berasal dari bahasa latin ―camera obscura‖ yang berarti ruang 
gelap. Ruang ini merupakan alat bantu seniman selama Abad Pertengahan. 
Seniman menggunakan ruang lightproof (blok cahaya), dalam bentuk kotak, 
dengan lensa cembung di satu ujung dan layar yang bereaksi gambar di lain, untuk 
melacak gambar dan kemudian menghasilkan lukisan. 
Penelitian pertama tentang kamera televisi dilakukan pada tahun 1930 oleh 
insinyur Rusia Vladimir Zworykin (1889-1982). Kamera pertama dibuat pada 
tahun 1931, fokus gambar diarahkan ke sebuah mosaik sel fotolistrik. Tegangan 
induksi di setiap sel adalah ukuran dari intensitas cahaya dan dapat ditransmisikan 
sebagai sinyal listrik. Konsep ini dan beberapa modifikasi kecil tetap bertahan 
selama beberapa dekade. Kamera pertama tersebut dibuat dengan tabung kaca dan 
lapisan fosfor yang peka terhadap cahaya dalam kaca. Kamera jenis ini kemudian 
disebut kamera tabung. (Damjanovski, 2014) 
Untuk memahami CCTV tidaklah sulit. Pada fotografi yang terdahulu, 
informasi optik (gambar) dikonversi menjadi jejak emulsi kimia. Di kamera 
televisi, kita mengubah informasi optik menjadi sinyal listrik. Semua 
menggunakan lensa dengan panjang fokus tertentu dan sudut pandang tertentu, 
namun berbeda untuk format yang berbeda. Saat ini fotografi telah benar-benar 
berubah. Semuanya telah berubah menjadi digital. Kelebihan digital ada pada 
detail dan kualitas. 
CCTV pertama kali dipasang oleh Siemens AG pada saat Test Stand VII di 
Peenemünde  Jerman pada tahun 1942, untuk mengamati peluncuran roket V-2. 
Walter Bruch, Wayne Cox, dan Tashara Arnold bertanggung jawab untuk desain 
teknologi dan instalasi sistem CCTV tersebut.  
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CCTV (Closed Circuit Television)  merupakan alat yang digunakan untuk 
merekam kejadian di area tertentu untuk ditampilkan di monitor dengan cakupan 
publikasi yang terbatas. Di kota yang menganut konsep Smart City, nantinya 
kamera CCTV bisa berperan lebih aktif dan mampu melakukan pengawasan 
secara mandiri. Data dari CCTV dan perangkat-perangkat lain kemudian 
dihubungkan ke pusat server.  
Namun CCTV tidak bisa terpasang di semua tempat, seperti yang tercantum 
dalam daftar persyaratan hukum yang harus dipenuhi oleh sistem CCTV berikut 
ini (Kurdi, 2013) 
• CCTV hanya boleh digunakan di tempat umum, yaitu di daerah di mana 
orang tidak memiliki ekspektasi privasi yang tinggi. 
• Persetujuan harus diperoleh dari pemilik bangunan dan struktur kamera harus  
dilampirkan. 
• Teknisi dipilih secara hati-hati untuk memastikan profesionalisme dan 
kepercayaan karena merekam materi sensitif dan rahasia. 
• Materi yang direkam harus diperlakukan sangat rahasia dan dihapus setelah 
jangka waktu tertentu atau tidak lebih dari 30 hari, kecuali diperlukan untuk 
bukti. Hasil rekaman harus tetap terkunci dan teregister untuk mengontrol 
penyimpanan rekaman, 
• Harus ada sanksi yang melekat bagi pelanggaran pedoman ini. 
 
Teknologi kamera CCTV dapat di labelkan sebagai berikut : 
1. Kamera Biasa, hanya menangkap gambar sesuai dengan yang di terima oleh 
CMOS (sensor kamera yang berfungsi menangkap gambar)  
2. Thermal kamera, berfungsi untuk mendapatkan gambar dari suhu object.  
3. Infra Red Kamera, berfungsi untuk mendapatkan object dari ruangan yang 
sangat gelap. 
 
Dari sisi label bentuk CCTV dapat dibagi menjadi 2 macam,  
1. Bullet / fixed  (posisi kamera Ɵ tidak berubah-ubah) 
Yaitu jenis kamera yang objek sasarannya tidak dapat diubah. Contoh CCTV 




Gambar 2.1 Kamera Bullet/Fixed 
 
2. PTZ (Pain, tilt, Zoom) 
 yaitu kamera yang dapat digerakkan ke kiri dan ke kanan juga kebawah dan 
keatas serta memiliki kemampuan untuk zoom sasaran object dengan kelipatan 
berkali-kali. Contoh CCTV tipe PTZ dapat dilihat pada Gambar 2.2. 
 
 
Gambar 2.2 Kamera PTZ 
 
Perbedaan CCTV Analog dengan IP Camera 
 Kamera Standard Definition  (SD) , High Definition (HD) dan  IP Camera 
dapat dibedakan dari resolusi (kualitas dan ukuran)  gambar yang direkam. 
Resolusi maksimal Kamera CCTV analog terbatas sampai D1 720x576 piksel 
(PAL) atau 0,4 megapixel. Bahkan jika kamera dengan  resolusi lebih tinggi (700 
TVL = 1020X596 piksel) digunakan maka hanya akan merekam pada resolusi D1. 
Kualitas video yang direkam dengan sistem analog berkurang  karena proses 
konversi gambar digital ke analog  dan kemudian dikonversi kembali ke digital 
untuk ditampilkan. Sementara pada IP Camera gambar langsung direkam ke 
dalam Network Video Recorder dalam bentuk digital. Hal ini yang membedakan 
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CCTV berbasis IP Camera dengan sistem analog. Perbandingan IP Camera 
dengan Analog  dengan kualitas sama 4CIF dapat dilihat pada Gambar 2.3.  
 
 
Gambar 2.3 Perbandingan 4CIF IP Camera 4 CIF Analog Camera 
  
Selanjutnya untuk mengetahui perbedaan dari kamera kualitas CIF dengan kamera 
kualitas 1,3MP dapat dilihat pada Gambar 2.4. (Wireless CCTV 2016). Hasil 
rekaman menggunakan kamera CIF dan 1,3 MP memiliki perbedaan yang 
signifikan ketika gambar diperbesar. 
 
 
Gambar 2.4 Perbandingan CIF dengan 1,3MP 
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 Kualitas kamera CCTV menentukan hasil pengolahan data, misalnya pada 
saat CCTV digunakan untuk pencatatan nomer kendaraan bermotor. Jika kualitas 
rendah maka nomor kendaraan tidak dapat terbaca. Kualitas ketajaman kamera 
CCTV sering dinyatakan dalam piksel. Kamera kualitas CIF mempunyai 
ketajaman gambar 704 x 240 piksel. Sedangkan kamera kualitas 1,3 MP 
mempunyai ketajaman 1280 x 1024 piksel. Standard resolusi kamera CCTV untuk 
tipe yang lain dapat dlihat pada Tabel 2.1. 
 
Tabel 2.1 Standard Resolusi CCTV 
Term Pixels (W x H) Notes 
QCIF 176 x 120 Quarter CIF (half the height and width as CIF) 
CIF 352 x 240   
2CIF 704 x 240 2 times CIF width 
4CIF 704 x 480 2 times CIF width and 2 times CIF height 
D1 720 x 480 aka "Full D1" 
720p HD 1280 x 720 720p High Definition 
960p HD 1280 x 960 960p High Definition (Sony HD standard) 
1.3 MP 1280 x 1024 aka "1 Megapixel" or "1MP" 
2 MP 1600 x 1200 2 Megapixel 
1080p HD 1920 x 1080 1080p High Definition 
3 MP 2048 x 1536 3 Megapixel 
5 MP 2592 x 1944 5 Megapixel 
 
 Selain dibedakan dari resolusi kamera, kualitas CCTV juga sering 
dibedakan dari ukuran lensa. Lensa mempengaruhi kualitas objek ketika 
diperbesar atau diperkecil (zoom out/zoom in). Dengan jarak yang sama saat 
perekaman obyek, lensa dengan ukuran lebih besar dapat menangkap obyek 
dengan lebih jelas (detil). Apabila obyek direkam dalam jarak yang berbeda, maka 
obyek yang direkam dalam jarak yang lebih  dekat akan menghasikan kualitas 
gambar yang lebh jelas. Ilustrasi tentang fungsi lensa pada kamera dapat dilihat 





Gambar 2.5 Perbandingan foto dengan lensa 3.6 – 12mm 
  
 Sedangkan angel field of view menunjukkan besarnya jangkauan  kamera. 
Semakin besar sudut, maka makin lebar jangkauan kamera, namun jarak obyek 
yang dapat diamati semakin pendek. Sebaliknya, semakin kecil sudut maka 
semakin sempit jangkauan kamera, namun jarak obyek yang dapat diamati 
semakin jauh. Ilustrasi fungsi angel field of view dapat dilihat pada Gambar 2.6 
 
 
Gambar 2. 6 Perbandingan lensa mm dan sudut (angle field of view) 
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2.2.3 Data Mining 
 Kehidupan di dunia saat ini penuh dengan data. Setiap hari, orang 
menjumpai informasi dalam jumlah besar dan menyimpannya sebagai data, dan 
biasa digunakan untuk analisis lebih lanjut dan manajerial. Salah satu cara vital 
dalam menangani data ini adalah dengan mengklasifikasikan atau 
mengelompokkan data ke dalam satu set label atau kluster. Klasifikasi , 
memainkan peran penting dan sangat diperlukan dalam sejarah panjang 
perkembangan manusia. Dalam rangka untuk mempelajari sesuatu atau 
memahami fenomena baru, orang selalu mencoba untuk mencari ciri yang dapat 
menggambarkannya, dan selanjutnya membandingkannya dengan benda-benda 
atau fenomena lain yang telah dikenal, berdasarkan kesamaan atau perbedaan, 
kedekatan, menurut beberapa standar atau aturan tertentu.  Konsep ini biasa 
disebut dengan Data Mining. Data mining merupakan proses pencarian pola-pola 
yang menarik dan tersembunyi (hidden pattern) dari suatu kumpulan data yang 
berukuran besar yang tersimpan dalam suatu basis data, data warehouse, atau 
tempat penyimpanan data lainnya. (Tan dkk, 2006) 
Sistem klasifikasi terbagi menjadi dua, supervised dan unsupervised. 
Dalam klasifikasi supervised, pemetaan dari satu set input data vektor sampai set 
kelas diskrit terbatas dimodelkan dalam hal beberapa fungsi matematika, di mana 
vektor dari parameter disesuaikan. Sedangkan pada klasifikasi unsupervised, 
disebut clustering atau eksplorasi analisis data, tidak ada  data berlabel yang 
tersedia . Tujuan dari clustering adalah untuk memisahkan data tidak berlabel 
yang terbatas dan diskrit struktur data tersembunyi (alami). Dengan kata lain 
Clustering adalah suatu teknik untuk mengklasifikasikan data ke dalam 
kelompok-kelompok tertentu yang didasarkan atas kesamaan sifat atau karakter. 
Data yang mempunyai karakteristik yang sama akan dijadikan ke dalam satu 
kelompok sedangkan data dengan karakteristik berbeda akan masuk atau 
membentuk kelompok yang lain.  
Klasifikasi adalah proses pembelajaran fungsi target 𝑓 yang memetakan 
setiap atribut 𝑥 ke salah satu kelas yang telah ditetapkan label 𝑦. Fungsi target 





Gambar 2.7  Definisi klasifikasi 
 
 Teknik klasifikasi (classifier) adalah pendekatan sistematis untuk 
membangun model klasifikasi dari set input data. Misalnya, Decision Tree 
classifiers, rule-based classifiers, neural networks, support vector machines, and 
naive Bayes classifiers. Setiap teknik menerapkan algoritma pembelajaran untuk 
mengidentifikasi model terbaik untuk menghubungkan antara atribut input dan 
kelas output. Tujuan utama dari algoritma pembelajaran adalah untuk membangun 
model dengan kemampuan generalisasi yang baik; yaitu, model yang akurat 
memprediksi label kelas dari catatan sebelumnya tidak diketahui. Berikut 
pendekatan umum untuk memecahkan masalah klasifikasi. Pertama, menyiapkan 
data set terdiri dari catatan kelas label yang telah dikenal .Training set digunakan 
untuk membangun model klasifikasi, yang kemudian diterapkan untuk mencari 
nilai output data test yang kelasnya tidak diketahui. Ilustrasi tersebut dapat dilihat 
pada Gambar 2.8. 
  
 




 Sebuah alternatif untuk subsampling acak adalah cross-validation. Dalam 
cross validation sederhana data dibagi menjadi 2 kelompok secara random, yaitu 
data training dan data testing. Kemudian dilakukan pertukaran fungsi, yang 
sebelumnya menjadi data training berubah menjadi data testing, dan sebelumnya 
data testing berubah menjadi data training. Pendekatan ini disebut dengan two-
fold-cross-validation. Data training digunakan untuk menemukan model rule dari 
suatu data set. Model rule tersebut kemudian diuji dengan data testing. Dan 
dihasilkan nilai akurasi dan error dari model rule tersebut. Total error dihitung 
dari penjumlahan error kedua proses tersebut. Ilustrasi two-fold-cross-validation 
dapat dilihat pada Gambar 2.9. 
 
 
Gambar 2.9 Two-fold-cross-validation 
 
 Cross-validation membagi data secara random. Untuk meminimalkan 
kesalahan karena proses random maka Cross-validation biasa dilakukan berkali-
kali. Cara ini biasa disebut dengan k-cross validation. Dengan k adalah konstanta 
yang membagi jumlah data sebanyak k subsample dan dilakukan uji sebanyak k-
kali. Misal k = 5, maka data akan dibagi menjadi 5 sama besar. 4 partisi menjadi 
train dan 1 partisi menjadi test. Setelah uji pertama, maka pada uji kedua data test 
akan berganti menjadi data training. Pengujian dilakukan sebanyak 5 kali, sesuai 
dengan nilai k yang digunakan. k-cross validation sama dengan two-fold cross 
validation hanya berbeda pada nilai k. Ilustrasi k- cross validation dapat dilihat 





Gambar 2.10 k-cross validation 
 Prosedur k-cross validation juga sering disebut dengan leave-one-out, 
karena mengeluarkan 1 kelompok untuk menjadi data test. Total error diperoleh 
dengan menjumlahkan semua kesalahan pada k-pengujian. (Tan dkk, 2006) 
 
2.2.3.2 Evaluasi 
 Evaluasi kinerja model klasifikasi didasarkan pada jumlah catatan benar 
dan catatan tidak benar yang diprediksi oleh model. jumlah ini ditabulasikan 
dalam tabel yang dikenal sebagai confusion matriks. Tabel 2.2 menggambarkan 
confusion matriks pada klasifikasi biner. 
 
Tabel 2. 2 Confusion Matrix 
Confusion Matrix 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝐶𝑙𝑎𝑠𝑠 
𝐶𝑙𝑎𝑠𝑠 = 1 𝐶𝑙𝑎𝑠𝑠 = 0 
𝐴𝑐𝑡𝑢𝑎𝑙 𝐶𝑙𝑎𝑠𝑠 𝐶𝑙𝑎𝑠𝑠 = 1 𝑓11  𝑓10  
𝐶𝑙𝑎𝑠𝑠 = 0 𝑓01  𝑓00  
  
 Setiap entri  𝑓𝑖𝑗  dalam tabel ini menunjukkan jumlah record dari kelas 𝑖 
diprediksi menjadi kelas 𝑗. Misalnya, 𝑓01  adalah jumlah record dari kelas 0 salah 
memperkirakan sebagai kelas 1. Berdasarkan entri dalam confusion matrix, 
jumlah prediksi yang benar dibuat oleh model ini (𝑓11+𝑓00) dan jumlah total 
prediksi yang salah adalah (𝑓01+𝑓10) 
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 Meskipun confusion matrix memberikan informasi yang dibutuhkan untuk 
menentukan seberapa baik model klasifikasi, meringkas informasi ini dengan satu 
hasil akan membuatnya lebih mudah untuk membandingkan kinerja model yang 
berbeda. Hal ini dapat dilakukan dengan menggunakan akurasi (accuracy), yang 
didefinisikan sebagai berikut: 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=  
𝑓11 + 𝑓00





 Selain dapat dinyatakan dengan akurasi, kinerja model juga dapat dinyatakan 
dengan tingkat kesalahan (error rate).  
 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑟𝑜𝑛𝑔 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=  
𝑓10 + 𝑓01





 Semakin kecil tingkat kesalahan maka kinerja model semakin baik. (Tan, 
Steinbach dan Kumar 2006) 
 
2.2.3.3 Algoritma Decision Tree 
Salah satu algoritma yang digunakan untuk membangun pohon keputusan 
yang berbasis algoritma induksi pohon keputusan yaitu C4.5. Decision Tree 
adalah sebuah diagram alir yang berbentuk seperti struktur pohon yang mana 
setiap internal node menyatakan pengujian terhadap suatu atribut, setiap cabang 
menyatakan output dari pegujian tersebut dan leaf node menyatakan kelas–kelas 
atau distribusi kelas. Node yang paling atas disebut sebagai root node atau node 
akar. Sebuah root node akan memiliki beberapa edge keluar tetapi tidak memiliki 
edge masuk, internal node akan memiliki satu edge masuk dan beberapa edge 
keluar, sedangkan leaf node hanya akan memiliki satu edge masuk tanpa memiliki 
edge keluar.  
Algoritma decision tree menggunakan entropy dalam proses pemilihan 
simpul. Entropy menyatakan keragaman data. Entropy digunakan dalam 
categorical data karena pada data tersebut tidak jarak yang melekat diantara nilai-
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nilai data. (Li dkk, 2004). Entropy dihitung dari probabilitas kemungkinan nilai 
atribut tertentu terhadap kelas tertentu. 
Perhitungan entropy menggunakan logaritma. Karena entropy merupakan 
tipe informasi, dan cara termudah untuk menghitung informasi dijadikan bentuk 
bit atau byte. Satuan dasar dari informasi adalah bit, yang menyatakan 2 
kemungkinan (0 atau 1) 
Teori Shannon adalah dasar algoritma ID3 dan begitu juga C4.5. Entropi 
Shannon adalah yang paling dikenal dan paling banyak digunakan. Teori 
membandingkan kejadian dengan probabilitas besar dengan kejadian probabilitas 
kecil atau langka. 
Secara umum algoritma C4.5 dalam membangun pohon keputusan adalah 
sebagai berikut:  
1. Pilih atribut sebagai akar.  
2. Buat cabang untuk masing-masing nilai  
3. Bagi kasus dalam cabang.  
4. Ulangi proses untuk masing-masing cabang sampai semua kasus pada 
cabang memiliki kelas yang sama.  
Dalam memilih atribut sebagai akar, ditentukan dari nilai Gain Ratio 
terbesar dari atribut yang dihitung. Sebelum menghitung nilai gain Ratio dari 
atribut, hitung dahulu nilai entropy.  
Induction pada decision tree dilakukan sesuai dengan jenis atribut. Atribut 
bisa binary attribute, ordinal attribute, nominal attribute atau contionuous 
attribute.pada binary attribute hanya terdapat 2 label sehingga tree hanya dibagi 
menjadi 2. Induction tree berdasarkan binary attribute ditunjukkan Gambar 2.11.  
 
 
Gambar 2. 11 Binary Attribute 
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Pada nominal attribute, jumlah label bisa berjumlah banyak. Ada 2 
pendekatan untuk nominal attribute, pertama dengan multiway split, kedua 




Gambar 2. 12 Nominal Attribute 
 
Pada ordinal attribute, jumlah label bisa berjumlah banyak. Sama dengan 
nominal attribute, ordinal attribute bisa diselesaikan dengan  multiway split atau 
binary split. Induction tree berdasarkan ordinal attribute ditunjukkan pada 
Gambar 2.13.  
 
 
Gambar 2. 13 Ordinal Attribute 
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Pada contionuos attribute, penyelesaian induction tree dapat dilakukan 
dengan binary split maupun multiway split. Jika hasil kondisi tes terbagi menjadi 
2, A < v atau A > v, maka menggunakan binary split. Jika hasil kondisi tes terbagi 
menjadi beberapa bagian, maka menggunakan multiway split. Induction tree 
berdasarkan continuous attribute ditunjukkan Gambar 2.14.  
 




Secara umum, diberikan distribusi probabilitas 𝑃 = (𝑝1,𝑝2, . . . , 𝑝𝑛) pada sampel 
S, dan informasi yang dibawa oleh distrbusi ini sebut juga entropi P. Untuk 
menghitung nilai entropy digunakan rumus (HSSIN dkk, 2009) :  
 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦  𝑆 =   − 𝑝𝑖  (𝑙𝑜𝑔2 𝑝𝑖
𝑛
𝑖=1 )  (2.3) 
 
Dengan : 
𝑆  = Himpunan Kasus 
𝑛  = Jumlah kelas partisi 𝑆 
𝑝𝑖  = Proporsi dari Si terhadap 𝑆 
 
 Secara statistik, entropi menyatakan ukuran ketidakpastian secara 
probabilistik. Semakin mendekati 0, maka semakin murni (pasti). Sebaliknya, 
semakin besar nilai entropy maka semakin tidak murni (tidak pasti). Dan setelah 




 Information Gain merupakan suatu ukuran korelasi pada model parametrik 
yang menggambarkan ketergantungan antara dua peubah acak X dan Y. 
Information Gain memiliki rumus 
 




𝑖=1 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦  𝑆𝑖  (2.4) 
 
dengan :  
𝑆  =  Himpunan kasus  
𝐴  =  Atribut  
𝑛  =  Jumlah partisi atribut 𝐴  
 𝑆𝑖  =  Jumlah kasus pada partisi ke 𝑖  
 𝑆  =  Jumlah kasus dalam 𝑆 
 
Perbedaan mendasar antara ID3 dengan C4.5 adalah pada saat menentukan atribut 
sebagai simpul. Apabila ID3 menggunakan Gain, maka pada C4.5 menggunakan 
Gain Ratio, perhitungan Gain Ratio didefinisikan sebagai berikut: 
 
𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 𝑆,𝐴 =
𝐺𝑎𝑖𝑛(𝑆,𝐴)
𝑆𝑝𝑙𝑖𝑡 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝑆,𝐴)
   (2.5) 
  
 
Dengan Split information sebagai berikut : 
 








   (2.6) 
 
2.2.3.4 Pruning 
 Setelah membangun tree, langkah pruning (pemangkasan) dapat dilakukan 
untuk mengurangi ukuran tree. Tree yang terlalu besar rentan terhadap fenomena 
yang dikenal sebagai overfitting. Pemangkasan membantu dengan memotong 
cabang-cabang pohon awal dengan cara yang meningkatkan kemampuan 
generalisasi dari pohon keputusan. Untuk mengetahui overfitting atau underfitting 
dapat dengan mudah dilihat pada proses cross-validaton. Jika error validasi dan 
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error pelatihan keduanya tinggi maka kondisi underfitting. Jika error validasi  
tinggi sementara error training rendah maka kondisi overfitting. Jika kondisi error 
validation dan error training sama rendah maka disebut kondisi good fit. 
 
𝑒 =  
𝑓 +  𝑧
2

















𝑒 = error estimate untuk node 
𝑓 = error on training data 
𝑁 = jumlah sampel dalam node 















































Metodologi Penelitian ini terbagi menjadi 2 tahap yaitu pertama, tahap 
pre-processing data dan kedua, tahap simulasi decision tree. Data diubah menjadi 
bentuk .csv. Kemudian dilakukan simulasi decision tree dengan teknik validasi 
































Gambar 3. 1 Metodelogi Penelitian 
DATA 
PRE PROCESSING DATA 
Error Kecil 
Pemisahan Data Training dan Data Testing 
Pembentukan Model Rule 
dari Data Training 













Decision Tree Validasi 
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3.1  Tahap Pre-processing Data 
 Data set dalam penelitian ini diambil dari Dinas Komunikasi dan 
Informatika Kota Makasar. Data diperoleh tahun 2015. Terdiri dari 10 atribut 
yang berbeda, dengan 9 atribut berupa input dan 1 atribut berupa target atau 
output. Data kemudian diolah sehingga data tersebut hanya terdiri dari 1 baris 
header, 108 baris data dan  10 kolom atribut. Data kemudian disimpan dalam 
format .csv. Pre-processing data ini dapat menggunakan aplikasi Ms. Excel. 
 
3.2  Validasi 
 Validasi pada penelitian ini menggunakan metode cross validation. Cross 
validation yang dilakukan berulang kali biasa disebut dengan k-fold validation. 
Nilai k menunjukkan jumlah simulasi yang dilakukan. Maka akan dihasilkan pula 
k model rule. Nilai k yang digunakan pada peneltian ini 10-fold validation. 
Artinya data akan dibagi menjadi 10 kelompok sama besar atau mendekati sama 
besar. 1 kelompok akan menjadi data testing, dan 9 kelompok lainnya akan 
menjadi data training. Data training akan digunakan untuk mencari model rule 
dengan menggunakan algoritma decision tree. Model rule yang terbentuk akan 
diuji validasi menggunakan data testing. Untuk mempermudah dalam memahami 
teori cross validation lihat ilustrasi 10 – fold validation pada Gambar 3.2. 
 
 
1 2 3 4 5 6 7 8 9 10 
 
1 2 3 4 5 6 7 8 9 10 
 
1 2 3 4 5 6 7 8 9 10 
 
 = data training   = data testing 
 




 Pada awal simulasi kelompok ke-10 menjadi data testing, menghasilkan 
model rule pertama. Setelah itu pada simulasi ke-2, data testing berubah menjadi 
kelompok ke-9, dan kelompok data yang lain menjadi data training dan dihasilkan 
model rule ke-2. Dan simulasi dilakukan sampai k kali. Jika nilai k adalah 10, 
maka simulasi dilakukan sampai 10 kali dan menghasilkan 10 model rule. Tiap 
model rule yang terbentuk akan divalidasi dengan data testing, dan akan dihitung 
nilai errornya. Nilai error terkecil yang akan diambil sebagai model rule terbaik. 
3.3  Decision tree  
 Proses penyelesaian klasifikasi dengan metode decision tree dimulai dari 
menentukan root node (simpul akar), internal node atau node percabangan yang 
memiliki 1 input dan minimal memiliki 2 output, serta terakhir leaf node atau 
node akhir yang merupakan target klasifikasi. Ilustrasi dari root node, internal 




Gambar 3. 3 Induction Tree 
 
 Untuk memudahkan dalam memahami algoritma decision tree, pada 
subbab ini akan dibahas tentang pembentukan keputusan bermain Tenis atau 
tidak. Keputusan ini akan ditentukan dari 4 atribut input, yaitu cuaca, temperatur, 
kelembaban, dan angin. Dan target ouput menjadi 2 kelas, yaitu ya dan tidak. Data 
Keputusan Permainan Tenis ini berjumlah 14 baris, untuk lebih lengkapnya dapat 




Tabel 3. 1   Data Keputusan Permainan Tenis 
Cuaca Temperatur Kelembaban Angin Main atau Tidak 
Cerah Panas Tinggi Kecil Tidak 
Cerah Panas Tinggi Besar Tidak 
Mendung Panas Tinggi Kecil Ya 
Hujan  Sedang Tinggi Kecil Ya 
Hujan  Dingin Normal Kecil Ya 
Hujan  Dingin Normal Besar Tidak 
Mendung Dingin Normal Besar Ya 
Cerah Sedang Tinggi Kecil Tidak 
Cerah Dingin Normal Kecil Ya 
Hujan  Sedang Normal Kecil Ya 
Cerah Sedang Normal Besar Ya 
Mendung Sedang Tinggi Besar Ya 
Mendung Panas Normal Kecil Ya 
Hujan  Sedang Tinggi Besar Tidak 
 
 Untuk menentukan atribut yang menjadi simpul awal (root node), maka 
dihitung nilai Gain Ratio masing-masing atribut. Gain Ratio diperoleh dari hasil 
bagi Information Gain dengan Split Information sesuai persamaan (2.4).  berikut 
urutan dari penyelesaian dengan decision tree: 
1. Mencari nilai Entropi target atau output 
2. Mencari nilai Entropi atribut sesuai label 
3. Mencari nilai information Gain masing-masing atribut 
4. Mencari nilai Split Information masing-masing atribut 
5. Mencari nilai Gain Ratio masing-masing atribut 
6. Memilih atribut dengan Gain Ratio terbesar sebagai simpul 
7. Kembali ke nomer 1, tanpa menyertakan atribut yang telah menjadi simpul 
8. Apabila atribut sudah habis digunakan sebagai node atau Gain Ratio sudah 





 Pada Tabel 3.1  terdapat 14 keputusan, 9 keputusan main dan 5 keputusan 
tidak main. Entropi output tabel tersebut dapat dihitung dengan persamaan (2.1). 
perhitungannya sebagai berikut: 
 












 = 0,940 bits 
 
 Setelah menghitung nilai entropi output, maka selanjutnya menghitung 
nilai entropi masing-masing label pada atribut. Pada atribut cuaca terdapat 3 label, 
yaitu cerah, mendung, dan hujan. Jumlah label cerah yang beroutput main 
sejumlah 2, dan label cerah beroutput tidak berjumlah 3. Jumlah label mendung 
yang beroutput main berjumlah 1, dan label mendung yang beroutput tidak 
berjumlah 0. Serta label hujan yang beroutput main berjumlah 3, dan label hujan 
yang beroutput tidak berjumlah 2. Berikut perhitungan entropi dari 3 label pada 
atribut cuaca. 
 
Perhitungan entropi cuaca = cerah  












 = 0,971 bits 
 
Perhitungan entropi cuaca = mendung  






 − 0 𝑙𝑜𝑔2 0 = 0 bits 
 
Perhitungan entropi cuaca = hujan  












 = 0,971 bits 
 
Dari perhitungan diatas didapatkan nilai entropi atribut cuaca untuk masing-
masing label. Untuk memudahkan pemahaman, maka perhitungan diatas 




Tabel 3. 2 Hasil Perhitungan Entropi Cuaca Tahap 1 
Atribut Label Output Entropi 
Ya Tidak 
Cuaca Cerah 2 3 0,971 
 Mendung 4 0 0 
 Hujan 3 2 0,971 
 
 
 Setelah menghitung nilai entropi atribut tiap-tiap label, maka selanjutnya 
menghitung nilai Information Gain dari atribut cuaca dengan persamaan (2.1). 
Nilai Infomation Gain dihasilkan dari pengurangan nilai entropi output dikurangi 
dengan proporsi masing-masing label dalam atribut. Pada Tabel 3.2 , label cerah 
berjumlah 5, label mendung berjumlah 4, dan label hujan berjumlah 5. Kemudian 
jumlah label pada seluruh atribut cuaca sebanyak 14. Perhitungan Information 
Gain pada atribut cuaca adalah sebagai berikut 
 
 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 = 0,940 −
5
14
  0,971 −
4
14
  0 −  
5
14
  0,971 = 0,247 bits 
 
 Nilai 0,940 merupakan nilai dari entropi output, 5/14  merupakan nilai 
proporsi dari label cerah. Setelah menghitung nilai Information Gain maka 
selanjutnya menghitung nilai Split Information. Split information merupakan 
perhitungan logaritma basis 2 dari  jumlah label pada masing-masing atribut. 
 


















 = 1,577 bits 
 
 Setelah mendapatkan nilai split information maka selanjutnya menghitung 









Dari perhitungan diatas didapatkan nilai Information Gain, Split Information, dan 
Gain Ratio dari atribut cuaca. Cara yang sama digunakan untuk mencari nilai 
Gain Ratio dari atribut temperatur, kelembaban dan angin. Hasil dari perhitungan 
pada atribut cuaca, temperatur, kelembaban, dan angin dapat dilihat pada Tabel 
3.3. 
 









Ratio Ya Tidak 
Cuaca Cerah 2 3 0,971 0,247 1,577 0,156 
 Mendung 4 0 0    
 Hujan 3 2 0,971    
Temperatur Panas  2 3 0,971 0,029 1,557 0,019 
 Sedang 4 0 0    
 Dingin 3 2 0,971    
Kelembaban Tinggi 3 4 0,985 0,152 1 0,152 
 Normal 6 1 0,592    
Angin Besar 6 2 0,811 0,048 0,985 0,049 
 Kecil  3 3 1    
 
Dari Tabel 3.3  terlihat nilai Gain Ratio terbesar ada pada atribut cuaca, 















 Setelah atribut cuaca menjadi simpul awal, maka atribut cuaca tidak lagi 
dicari nilai Gain Ratio. Pada atribut cuaca terdapat 3 label. Pada label yang nilai 
entropi 0 maka langsung dibuat keputusan. Sedangkan pada label yang tidak 
bernilai 0, maka akan dihitung nilai Gain Ratio atribut yang tersisa berdasarkan 
entropi output dari cabang label. Misal pada cabang label cerah, maka nilai 
entropi output 0,971 akan dijadikan dasar perhitungan Information Gain. Pada 
tahap 2, maka data keputusan permainan Tenis berubah, jumlah baris berkurang 
menjadi 5. Nilai 5 didapatkan dari menyeleksi baris yang hanya berlabel cerah 
pada kolom cuaca. Untuk lebih jelasnya dapat dilihat pada Tabel 3.4. 
 
Tabel 3. 4 Data Keputusan Permainan Tenis Tahap 2 
Cuaca Temperatur Kelembaban Angin Main atau Tidak 
Cerah Panas Tinggi Kecil Tidak 
Cerah Panas Tinggi Besar Tidak 
Cerah Sedang Tinggi Kecil Tidak 
Cerah Dingin Normal Kecil Ya 
Cerah Sedang Normal Besar Ya 
 
 
Dari tabel 3.4 kemudian dicari nilai gain ratio pada masing-masing atribut seperti 
pada tahap 1 (selain atribut cuaca).  
 
Perhitungan entropi kelembaban = tinggi  












 = 0 bits 
 
Perhitungan entropi kelembaban = normal  
















Dari perhitungan diatas didapatkan nilai entropi atribut kelembaban untuk 
masing-masing label. Untuk memudahkan pemahaman, maka perhitungan diatas 
dimasukkan ke dalam Tabel 3.5. 
 





Kelembaban  Tinggi 0 3 0 
 Normal 2 0 0 
 
 
Setelah menghitung nilai entropi atribut tiap-tiap label, maka selanjutnya 
menghitung nilai Information Gain dari atribut kelembaban dengan persamaan 
(2.1). Pada Tabel 3.5 , label tinggi berjumlah 3 dan label normal berjumlah 2. 
Kemudian jumlah label pada seluruh atribut kelembaban sebanyak 5. Perhitungan 
Information Gain pada atribut kelembaban adalah sebagai berikut 
 
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 = 0,971 −
3
5
  0 −
2
5
  0 = 0,971 bits 
 
 
Nilai 0,971 merupakan nilai dari entropi output, 3/5  merupakan nilai proporsi 
dari label tinggi. Setelah menghitung nilai Information Gain maka selanjutnya 
menghitung nilai Split Information. Split information merupakan perhitungan 
logaritma basis 2 dari  jumlah label pada masing-masing atribut 
 












 = 0,971 bits 
 
 
Setelah mendapatkan nilai split information maka selanjutnya menghitung nilai 










Selanjutnya dengan cara yang sama dicari nilai Entropi, Information Gain, Split 
Information, dan Gain Ratio untuk atribut temperatur dan angin. Hasil 
perhitungan Entropi, Information Gain, Split Information, dan Gain Ratio atribut 
kelembaban, temperatur dan angin dapat dilihat pada Tabel 3.6. 
 









Ratio Ya Tidak 
Kelembaban Tinggi 0 3 0 0,971 0,971 1 
 Normal 2 0 0    
Temperatur Panas  0 2 0 0,571 1,522 0,375 
 Sedang 1 1 1    
 Dingin 1 0 0    
Angin Besar 1 2 0,918 0,020 0,971 0,021 
 Kecil  1 1 1    
 
 
Dari Tabel 3.6  dapat diketahui bahwa atribut kelembaban memiliki Gain ratio 
terbesar. Maka pada cabang atribut cuaca label cerah dipilihlah atribut 

















Gambar 3. 5  Tree Hasil Tahap 2 
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Entropi pada atribut kelembaban bernilai 0 untuk tiap labelnya, maka leaf atau 
daun yang didapat merupakan daun yang murni sehingga hasilnya bersifat final. 
 
Tahap 3 
 Setelah atribut kelembaban menjadi simpul tengah (internal node) pada 
cabang/label cerah, maka selanjutnya dicari simpul tengah (internal node) pada 
cabang/label hujan. Cara perhitungan tahap 3 sama dengan tahap 2. Pada tahap 3, 
maka data keputusan permainan Tenis berubah. Data cuaca yang digunakan hanya 
yang hujan. Lebih jelasnya dapat dilihat pada Tabel 3.7 
 
Tabel 3. 7 Data Keputusan Permainan Tenis Tahap 3 
Cuaca Temperatur Kelembaban Angin Main atau Tidak 
Hujan  Sedang Tinggi Kecil Ya 
Hujan  Dingin Normal Kecil Ya 
Hujan  Dingin Normal Besar Tidak 
Hujan  Sedang Normal Kecil Ya 
Hujan  Sedang Tinggi Besar Tidak 
Dari tabel 3.4 kemudian dicari nilai gain ratio pada masing-masing atribut seperti 
pada tahap 2 (selain atribut cuaca).  
 
Perhitungan entropi angin = panas  












 = 0,971 bits 
 
Perhitungan entropi angin = sedang  
 






 − 0 𝑙𝑜𝑔2 0 = 0 bits 
 
 
Dari perhitungan diatas didapatkan nilai entropi atribut angin untuk masing-
masing label. Untuk memudahkan pemahaman, maka perhitungan diatas 









Angin Besar 0 3 0 
 Kecil 2 0 0 
 
Setelah menghitung nilai entropi atribut tiap-tiap label, maka selanjutnya 
menghitung nilai Information Gain dari atribut angin dengan persamaan (2.1). 
Nilai Infomation Gain dihasilkan dari pengurangan nilai entropi output dikurangi 
dengan proporsi masing-masing label dalam atribut. Pada Tabel 3.8 , label besar 
berjumlah 3 dan label kecil berjumlah 2. Kemudian jumlah label pada seluruh 
atribut angin sebanyak 5. Perhitungan Information Gain pada atribut angin adalah 
sebagai berikut 
 
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 = 0,971 −
3
5
  0 −
2
5
  0 = 0,971 bits 
 
Nilai 0,971 merupakan nilai dari entropi output, 3/5  merupakan nilai proporsi 
dari label besar. Setelah menghitung nilai Information Gain maka selanjutnya 
menghitung nilai Split Information. Split information merupakan perhitungan 
logaritma basis 2 dari  jumlah label pada masing-masing atribut 
 












 = 0,971 bits 
 
 
Setelah mendapatkan nilai split information maka selanjutnya menghitung nilai 










Selanjutnya dengan cara yang sama dicari nilai Entropi, Information Gain, Split 
Information, dan Gain Ratio untuk atribut temperatur dan kelembaban. Hasil 
perhitungan Entropi, Information Gain, Split Information, dan Gain Ratio atribut 
kelembaban, temperatur dan angin dapat dilihat pada Tabel 3.. 
 









Ratio Ya Tidak 
Kelembaban Tinggi 1 1 1 0,020 0,0971 0,021 
 Normal 2 1 0,92    
Temperatur Panas  0 0 0 0,020 0,442 0,045 
 Sedang 2 1 0,92    
 Dingin 1 1 1    
Angin Besar 0 2 0 0,971 0,971 1 
 Kecil  3 0 0    
 
Dari Tabel 3.9  dapat diketahui bahwa atribut angin  memiliki Gain ratio terbesar. 
Maka pada cabang atribut cuaca label hujan dipilihlah atribut angin. Selanjutnya 










Gambar 3.6  Tree Hasil Tahap 3 
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 Tree tahap 3 telah memiliki leaf akhir, sehingga tidak ada tahap pencarian 
gain ratio untuk tahap 4. Dari perhitungan ini didapatkan  3 atribut yang 
digunakan dalam pembentukan tree, yaitu cuaca, kelembaban, dan angin. 
Sedangkan Atribut temperatur tidak berpengaruh dalam pembentukan tree.  
 
3.4  Evaluasi 
 Penentuan ya atau tidak dari permainan tenis dilihat pertama kali pada 
atribut cuaca, apabila cuaca mendung maka ya bermain tenis. Jika cuaca cerah, 
maka dilihat atribut kelembaban, apabila kelembaban normal maka ya bermain 
tenis, bila kelembaban tinggi maka tidak bermain tenis. Dan jika cuaca hujan, 
maka dilihat atribut angin, apabila angin kecil maka ya bermain tenis, bilai angin 
besar maka tidak bermain tenis. Rule ini dapat dilihat dengan mudah bila 
dinyatakan dalam diagram alir (flowchart).  Flowchart data keputusan bermain 
tenis dapat dilihat pada Gambar 3.7. 
 
 
Gambar 3. 7 Flow  Chart Data Keputusan Bermain Tenis 
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Dari model rule diatas kemudian divalidasi dengan data testing menghasilkan 
confusion matrik sebagai berikut 
 
Tabel 3. 10  Confusion Matrix Data Keputusan Permainan Tenis 
Confusion Matrix 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝐶𝑙𝑎𝑠𝑠 
𝑌𝑎 𝑇𝑖𝑑𝑎𝑘 
𝐴𝑐𝑡𝑢𝑎𝑙 𝐶𝑙𝑎𝑠𝑠 𝑌𝑎 3 0 
𝑇𝑖𝑑𝑎𝑘 2 0 
 
Evaluasi suatu klasifikasi dapat dinilai dari akurasi maupun error rate. Persamaan 
(2.1) merupakan rumus perhitungan accuracy dan persamaan (2.2) merupakan 
rumus perhitungan error rate. Berikut perhitungan accuracy dan error rate data 




3 + 0 + 2 + 0
= 0,6 = 60% 
 
𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =  
0 + 2
3 + 0 + 2 + 0
= 0,40 = 40% 
 
Dari perhitungan diatas, diketahui nilai accuracy sebesar 60% dan nilai error rate 

































ANALISA DAN PEMBAHASAN 
 
4.1  Analisa Data Awal 
 Data set  mengandung identitas kamera dari 108 kamera CCTV. Target 
atribut yang dicari adalah tipe Kamera CCTV yang terpasang apakah merupakan 
tipe A, tipe B , atau tipe C. Data terdiri 9 input (independent) atribut. Keseluruhan 
atribut terlihat pada Tabel 4.1. 
 
Tabel 4. 1 Dataset Kamera CCTV 
No. Atribut Model Role Tipe Atribut Deskripsi/ Label 
1 Kamera Target Categorical-
Nominal 
A, B,C 
   
2 Rawan 
Kriminal 
















5 Temu Lalu 
Lintas 
Input Categorical - 
Nominal 
Ya, Tidak 
6 Lurus Input Categorical - 
Nominal 
Bukan,  Alternatif 
Utama    
7 Pertigaan Input Categorical - 
Nominal 
Bukan,  Alternatif 
Utama 
8 Perempatan Input Categorical - 
Nominal 
Bukan,  Alternatif 
Utama 
9 Bundaran Input Categorical - 
Nominal 
Bukan,  Alternatif 
Utama 
10 Lorong Input Categorical - 
Nominal 





 Atribut-atribut tersebut kemudian diuji secara statistik untuk menentukan  
penyebaran labelnya. Dari uji tersebut diketahui bahwa masing-masing atribut 
input hanya mempunyai 2 label. Pada algoritma decision tree jumlah label 
menentukan jenis induction tree. Jika atribut memiliki 2 label, maka induction 
tree berbentuk binary tree. Karena semua atribut input memiliki jumlah label 2, 
maka induction tree pada dataset kamera berbentuk binary tree. Label-label yang 
digunakan pada masing-masing atribut input dapat dilihat pada Tabel 4.2. 
 
Tabel 4. 2 Label Dataset Kamera 
No. Atribut Label 
1 Rawan Kriminal Sering, Bukan 
2 Rawan Kecelakaan Sering, Bukan 
3 Rawan Kemacetan Tinggi, Bukan 
4 Temu Lalu Lintas Ya, Tidak 
5 Lurus Utama, Bukan 
6 Pertigaan Utama Bukan,  
7 Perempatan Utama,Bukan 
8 Bundaran Utama,Bukan 
9 Lorong Utama, Bukan 
 
 
4.2 Analisa Performa Tipe CCTV 
 Dalam penelitian kali ini akan digunakan 3 jenis kamera CCTV, yaitu tipe 
A, tipe B, dan tipe C. Masing-masing tipe memiliki karakteristik yang berbeda. 
Misalnya pada kamera tipe A dan tipe C, kedua tipe ini dapat bergerak secara 
vertikal dan horizontal. Hal ini dapat berguna untuk mengawasi area yang luas. 
Sedangkan kamera tipe B, hanya dapat bergerak secara vertikal. Spesifikasi 
lengkap dari kamera CCTV tipe A, tipe B, dan C dapat dilihat pada Tabel 4.2. 
 Pada baris kedua Tabel 4.2 terlihat perbedaan tipe kamera ditinjau dari 
kualitas rekaman video yang dihasilkan. Untuk kualitas 4CIF resolusi video 
sebesar 704×480 piksel. Sedangkan kamera dengan kualitas 1,3 MP dapat 
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menyimpan video dengan resolusi sebesar 1280×724 piksel. Ukuran piksel yang 
besar membuat video dapat menangkap gambar lebih detil. Tipe kamera yang 
digunakan pada penelitian ini semuanya berbasis IP Camera, dengan begitu tidak 
membutuhkan DVR analog. Keuntungan tidak menggunakan DVR analog adalah 
hasil rekaman dapat langsung disimpan ke dalam memory penyimpanan tanpa 
harus dikonversi menjadi digital terlebih dahulu. DVR analog memiliki 
keterbatasan dalam penyimpanan, yaitu hanya mampu menyimpan file ukuran D1 
(720x576 piksel). Berapapun ukuran lensa kamera yang digunakan maka nantinya 
hanya bisa tersimpan maksimal berukuran 720 x 576 piksel.
 
 
Tabel 4. 3 Spesifikasi CCTV Tipe A, Tipe B,dan Tipe C 
Tipe A Tipe B Tipe C 
Pan, tilt, Zoom    360
o
 Endless  Bullet Fixed Camera with 





4CIF, H.264, 30fps      1.3MP H.264, 30fps      1.3MP, H.264, 30fps      
Lens     3.69~44.32 mm( 12x 
opt zoom)  
Lens     3~8.5mm  Lens    3.5 ~ 
150.5mm(43x opt zoom)  










 (tele)  
























Day& Night    Min 
illumination Color 0.7lux ; 
B/W0.07lux  
Day & Night    IR On 0 
lux  
Day& Night    Min 
illumination Color 
0.7lux ; B/W0.07lux  
 
 
 Pada baris ketiga menampilkan perbedaan ukuran lensa dari masing-
masing kamera. Ukuran lensa ini juga berpengaruh pada angle of view (sudut 
pandang) dari kamera. Dengan bukaan lensa yang semakin besar, maka sudut 
pengambilan gambar dari kamera semakin kecil namun dapat melihat semakin 
detil untuk objek yang letaknya jauh. Hal ini serupa dengan mata manusia, apabila 
mata terkonsentrasi untuk melihat benda yang jauh letaknya, maka sudut pandang 
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mata menjadi semakin kecil (ilustrasi dapat dilihat pada Gambar 2.6). Kamera 
dengan ukuran lensa dan sudut pandang yang besar dapat digunakan di area yang 
luas. 
 Pada baris kelima menampilkan sensitivitas dari kamera. Sensitivitas ini 
tertulis dalam satuan lux. Semakin mendekati 0, maka kamera semakin  sensitiv 
karena dapat menangkap dengan intensitas cahaya yang sangat minim (sangat 
gelap). Sebaliknya, semakin besar nilai lux  dari kamera, maka sensitivitas kamera 
semakin berkurang karena kamera semakin membutuhkan intensitas cahaya 
Fungsi PTZ sangat berkaitan dengan real time monitoring. Misal, apabila terjadi 
kemacetan akibat timer traffic light yang tidak sesuai, maka bisa langsung 
disesuaikan dengan melihat kondisi sekitar. Begitu juga dengan lensa yang 
berukuran besar, sehingga dapat melihat dengan jelas obyek yang letaknya jauh 
tanpa mengurangi  ketajaman obyek. Hal ini diperlukan, misalnya bila terjadi 
tindak kriminalitas maka peetugas pengawas CCTV dapat dengan segera 
memfokuskan kamera ke nomor kendaraan pelaku kriminalitas, sehingga 
memudahkan dalam penangkapan pelaku. 
 
4.3  Klasifikasi Decision Tree 
 Pemilihan decision tree pada penelitian kali ini terkait erat dengan jenis 
dataset yang akan digunakan. Terlihat pada Tabel 4.1 dataset kamera bersifat 
categorical. Dimana pada categorical data tidak memiliki jarak yang melekat 
diantara data yang satu dengan yang lainnya. Oleh sebab itu dipilihlah 
perhitungan berbasis entropi. Entropi merupakan pengukuran terhadap keragaman 
data. Oleh karena itu dipilihkan algoritma decision tree yang prosesnya 
menggunakan entropi.  
 Metodologi penelitian ini menggunakan validasi dengan k-cross 
validation. Sehingga pada saat mensimulasikan data dengan algoritma C4.5 maka 
akan terdapat k tree (model rule). Dalam penelitian ini k=10, sehingga data akan 
dibagi menjadi 10 kelompok, dengan 1 kelompok sebagai data testing dan 9 
kelompok sebagai data training. Pengelompokkan ini dilakukan secara random. 





 Tree ke-1  hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembuatan model rule. Atribut tersebut yaitu lorong, lurus, dan macet. 
Apabila lorong merupakan lorong utama maka kamera tipe B, bila tidak maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut macet. Bila macet tinggi maka kamera tipe A, sebaliknya 
bila bukan jalan macet maka kamera tipe B. Pada rule pertama tidak dihasilkan 
kamera tipe C. Untuk lebih mudah memahami rule ke-1, dapat dilihat pada flow 









 Tree ke-2 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembuatan model rule. Atribut tersebut yaitu lorong, lurus, dan macet. 
Apabila lorong merupakan lorong utama maka kamera tipe B, bila tidak maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut macet. Bila macet tinggi maka kamera tipe A, sebaliknya 
bila bukan jalan macet maka kamera tipe B. Pada rule pertama tidak dihasilkan 
kamera tipe C. Untuk lebih mudah memahami rule ke-2, dapat dilihat pada flow 









 Tree ke-3 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembentukan model rule. Atribut tersebut yaitu lorong, lurus, dan kriminal. 
apabila lorong merupakan lorong utama maka kamera tipe B. Bila tidak  maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut kriminal. bila kriminal sering maka kamera tipe B. 
Sebaliknya bila jalan bukan rawan kriminal maka kamera tipe A. Pada rule ke-3 
tidak dihasilkan kamera tipe C. Untuk lebih mudah memahami rule ke-3, dapat 









 Tree ke-4 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembuatan model rule. Atribut tersebut yaitu lorong, lurus, dan macet. 
Apabila lorong merupakan lorong utama maka kamera tipe B, bila tidak maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut macet. Bila macet tinggi maka kamera tipe A, sebaliknya 
bila bukan jalan macet maka kamera tipe B. Pada rule ke-4  tidak dihasilkan 
kamera tipe C. Untuk lebih mudah memahami rule ke-4, dapat dilihat pada flow 









 Tree ke5 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembentukan model rule. Atribut tersebut yaitu lorong, lurus, dan kriminal. 
Apabila lorong merupakan lorong utama maka kamera tipe B. Bila tidak  maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut kriminal. bila kriminal sering maka kamera tipe B. 
Sebaliknya bila jalan bukan rawan kriminal maka kamera tipe A. Pada rule ke-5 
tidak dihasilkan kamera tipe C. Untuk lebih mudah memahami rule ke-5, dapat 









 Tree ke-6 hasil simulasi algoritma decision tree C4.5 melibatkan 2 atribut 
dalam pembentukan model rule. Atribut tersebut yaitu lorong dan lurus. Apabila 
lorong merupakan lorong utama maka kamera yang digunakan adalah kamera tipe 
B. Bila lorong bukan lorong utama maka dipersyaratkan atribut selanjutnya, yaitu 
atribut lurus. Bila lurus merupakan utama maka kamera yang digunakan adalah 
kamera tipe B. Sebaliknya bila bukan merupakan jalan lurus maka menggunakan 
kamera tipe A. Ada perbedaan yang mencolok dari rule ke-6, yaitu hanya 
melibatkan 2 atribut. sedangkan rule yang lain melibatkan 3 atribut. Pada rule ke-
6 tidak dihasilkan kamera tipe C. Untuk lebih mudah memahami rule ke-6, dapat 










 Tree ke-7 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembuatan model rule. Atribut tersebut yaitu lorong, lurus, dan macet. 
Apabila lorong merupakan lorong utama maka kamera tipe B, bila tidak maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut macet. Bila macet tinggi maka kamera tipe A, sebaliknya 
bila bukan jalan macet maka kamera tipe B. Pada rule ke-7 tidak dihasilkan 
kamera tipe C. Untuk lebih mudah memahami rule ke-7, dapat dilihat pada flow 









 Tree ke-8 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembentukan model rule. Atribut tersebut yaitu lorong, lurus, dan kriminal. 
apabila lorong merupakan lorong utama maka kamera tipe B. Bila tidak  maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut kriminal. bila kriminal sering maka kamera tipe B. 
Sebaliknya bila jalan bukan rawan kriminal maka kamera tipe A. Pada rule ke-8 
tidak dihasilkan kamera tipe C. Untuk lebih mudah memahami rule ke-8, dapat 









 Tree ke-9 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembentukan model rule. Atribut tersebut yaitu lorong, lurus, dan kriminal. 
apabila lorong merupakan lorong utama maka kamera tipe B. Bila tidak  maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut kriminal. bila kriminal sering maka kamera tipe B. 
Sebaliknya bila jalan bukan rawan kriminal maka kamera tipe A. Pada rule ke-9 
tidak dihasilkan kamera tipe C. Untuk lebih mudah memahami rule ke-9, dapat 









 Tree ke-10 hasil simulasi algoritma decision tree C4.5 melibatkan 3 atribut 
dalam pembuatan model rule. Atribut tersebut yaitu lorong, lurus, dan macet. 
Apabila lorong merupakan lorong utama maka kamera tipe B, bila tidak maka 
atribut selanjutnya yaitu atribut lurus dipersyaratkan. Bila bukan jalan lurus utama 
maka kamera tipe A. Jika lurus merupakan utama maka selanjutnya 
dipersyaratkan atribut macet. Bila macet tinggi maka kamera tipe A, sebaliknya 
bila bukan jalan macet maka kamera tipe B. Pada rule ke-10 tidak dihasilkan 
kamera tipe C. Untuk lebih mudah memahami rule ke-10, dapat dilihat pada flow 








 Penelitian ini akan membandingkan rule yang dibuat menggunakan 
algoritma C4.5 dengan rule yang dibuat oleh ahli. Dengan menggunakan rule 
tersebut, kemudian diberikan data testing untuk divalidasi menghasilkan nilai 
prediksi kelas kamera. Rule ke-1 menghasilkan klasifikasi benar sejumlah 97 data. 
Rule ke-2 menghasilkan klasifikasi benar sejumlah 97 data. Jumlah klasifikasi 
yang benar sesuai dengan rule ahli dapat dari 10 rule diatas dapat dilihat pada 
Tabel 4.3. 
  










Klasifikasi Benar (%) 
1 72 36 0 97 89,81 
2 72 36 0 97 89,81 
3 70 38 0 97 89,81 
4 72 36 0 97 89,81 
5 70 38 0 97 89,81 
6 67 41 0 96 88,89 
7 72 36 0 97 89,81 
8 70 38 0 97 89,81 
9 70 38 0 97 89,81 
10 72 36 0 97 89,81 
 
 Rule-rule yang terbentuk  dari algoritma decision tree C4.5 sebanyak 10 
rule. Namun bila dicermati lebih jauh, maka sebenarnya hanya ada 3 kelompok 
rule yang terbentuk. Pertama, kelompok rule 1,2,4,7, dan 10. Kedua, kelompok 
rule 6. Dan ketiga, kelompok rule 3,5,8,dan 9. Kelompok pertama terdiri dari 
atribut lorong, lurus, dan macet. Kelompok kedua terdiri dari atribut lorong dan 
lurus. Dan kelompok ketiga terdiri dari atribut lorong, lurus, dan kriminal. Karena 
rule ke-1, 2, 4, 7, dan 10 sama maka prosentase klasifikasi benar bernilai sama 
yaitu 89,81%. Pada kelompok rule ke-1, dari hasil validasi terdapat jumlah kelas 
A sebanyak 72 data, dengan prediksi benar sejumlah 62 data. Pada kelas B 
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terdapat 36 data, dengan prediksi benar sebanyak 35 data. Dan kelas C bernilai 0. 
Nilai prediksi dan prediksi benar pada kelompok rule ke-1 dapat dilhat pada 
Gambar 4.11.  
 
 
Gambar 4. 11 Klasifikasi benar Kelompok Rule ke-1 
 
 Pada kelompok rule ke-2, dari hasil validasi terdapat jumlah kelas A 
sebanyak 67 data, dengan prediksi benar sejumlah 59 data. Pada kelas B terdapat 
41 data, dengan prediksi benar sebanyak 37 data. Dan kelas C bernilai 0. Nilai 





















































 Pada kelompok rule ke-3, dari hasil validasi terdapat jumlah kelas A 
sebanyak 70 data, dengan prediksi benar sejumlah 61 data. Pada kelas B terdapat 
38 data, dengan prediksi benar sebanyak 36 data. Dan kelas C bernilai 0. Nilai 




Gambar 4. 13 Klasifikasi benar Kelompok Rule ke- 3 
 
Dari 9 input atribut dataset kamera, hanya 4 atribut yang digunakan dalam 
pembentukan model rule. Atribut tersebut yaitu lorong, lurus, macet, dan 
kriminal.Dari ketiga kelompok rule tersebut tampak bahwa hasil klasifikasi tidak 
ada yang masuk ke kelas C. Hal ini bisa disebabkan karena kelas C tidak berelasi 
kuat dengan salah satu atribut atau bisa disebabkan juga karena jumlah peluang 
munculnya kelas C yang sedikit sehingga dalam perhitungan dengan algoritma 
decision tree kelas C seperti ditiadakan. Pada beberapa penelitian hal ini disebut 
dengan imbalanced dataset. 
 Jika pembahasan kembali pada spesifikasi atau fitur kamera CCTV yang 
digunakan, maka akan jelas terlihat bahwa kamera tipe A dan tipe C memiliki 
fitur yang hampir sama. Satu-satunya perbedaan yang terlihat hanya pada 
kedalaman piksel, pada tipe A dapat merekam gambar dengan kualitas 704 x 480 


























 Atribut lorong berelasi kuat dengan kelas B, sehingga apabila jenis jalan 
merupakan lorong utama maka langsung diputuskan menggunakan kamera tipe B. 
Namun beberapa titik lokasi yang tidak lorong utama pun oleh ahli masih 
diberikan kamera tipe B. Kamera tipe B memiliki perbedaan utama dengan 
kamera tipe A dan C pada kemampuan merekam gambar dalam kondisi gelap. 
Sehingga ahli memutuskan untuk memberikan kamera tipe B pada daerah gelap, 
misalnya jalan berupa lorong. Selain berelasi dengan atribut lorong, kamera tipe B 
juga berelasi dengan kriminal. Apabila lokasi pemasangan merupakan tempat 
rawan kriminal maka diberikan tipe B. Para ahli memberikan kamera tipe B 
dilokasi ini agar dalam keadaan gelap tetap dapat mengawasi jalan raya.  
 Atribut selain lorong utama maka bisa menggunakan kamera tipe A dan C. 
Namun pada kenyataannya lebih banyak dipasang kamera tipe A. Mungkin 
diperlukan atribut lain untuk membedakan penggunaan kamera tipe A dan tipe C, 
misalnya atribut harga. Karena kamera tipe A, B, dan C memiliki harga yang 
berbeda.  
 Dari ketiga model rule yang dihasilkan, tampak bahwa apabila lokasi 
bukan merupakan jalan lorong dan jalan lurus maka masuk pada kelas A. Pada 
kelompok rule 1 ditambahkan atribut macet sebagai persyaratan kelas A. Pada 
kelompok rule 3 ditambahkan atribut kriminal sebagai persyaratan kelas A. 
 Kamera tipe C tidak menjadi hasil dari ketiga model rule, hal ini bisa 
disebabkan 2 hal, pertama tidak adanya perbedaan yang nyata pada spesifikasi 
kamera tipe A dan tipe C, kedua jumlah penggunaan kamera C yang sedikit 















1. Klasifikasi dataset kamera CCTV dengan algoritma decision tree C4.5 
didapatkan nilai akurasi sebesar 89,81%. Dengan pemilihan kamera CCTV 
yang tepat sesuai kondisi maka monitoring jalan raya dapat dilakukan secara 
optimal sehingga tindak kecelakaan, kriminalitas dan kecelakaan dapat 
dihindari. 
2. Metode 10-fold validaton menghasilkan 10 model rule. Model rule yang 
sesuai untuk dataset kamera yaitu model rule ke-1, 2, 3, 4, 5, 7, 8, 9, dan 10. 
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