Letf be a continuous and positive unknown density on a known compact interval I.
Let X be a real-valued parameter depending on f. Under the assumption that f belongs to the indicated exponential family, t = g(O) for some function g on 0. The maximum-likelihood estimator of X is given by 'X = g (O) . Suppose that g is continuously differentiable on E(. Let Vg(O) denote the gradient of g at 0, which is the J-dimensional column vector whose jth entry is ag(O)/aO1. The asymptotic standard deviation (ASD) and standard error (SE) of X are the nonnegative quantities defined by
ASD(Q) = [(Vg(O))T[I(o)] Vg(O)j and SE(T) = [(Vg(O))T[I(o) Vg(O)]
Suppose that Vg(O) * 
LA45fQ)
SE(X) Consequently, X ± z1 5aSE(') is an asymptotic (1-a)-level confidence interval for .
Here 'D(zp) = p, .D being the standard normal distribution function.
In the nonparametric approach, we do not assume a fixed finite-parameter model for f, but we can still make use of finite-parameter models as approximations. In order for the corresponding maximum-likelihood estimators and asymptotic confidence bounds for parameters X defined in terms of f to be reliable, we need the modelling error to tend to zero as n -; for this, it is necessary that the number of parameters tend to infinity as n -oo.
A thorough study of the use of such approximate models requires a combination of mathematically rigorous asymptotics and computer simulation. In the present paper we concentrate on the asymptotic approach, which is a blend of parametric and nonparametric theory. To carry it out, we require that I be compact and that f be continuous and positive on I. Also, we restrict our attention to function spaces S consisting of splines of fixed order q (piecewise polynomials of degree less than q), to bases consisting of B-splines, and (for simplicity) to equally spaced knots. The constant function 1 is in S, so we impose the constraint 101 = 0 and thereby end up with a (J-1)-parameter identifiable exponential family. Since log(f(-;O)) e S, we refer to this family as a logspline model.
The main results of this paper and their motivation and application will now be described in an informal manner.
Let 11 112 and 1 1 11 j denote the usual L2and Lo. norms of functions on Z. Set 8= inf JJs-log(f)JJI,.
SES
As pointed out in Section 2, we know that 8 = o(l) as n -e Xo (under the supposition that J -4 oo as n -e oo). Under appropriate smoothness conditions on f, it is also known that For technical reasons, we require that J = o(n* S ) for some £ > 0. This is slightly stronger than the assumption J = o(n S) that arises in Portnoy (1986, 1988 ).
We will show that If-f*Ill2 = OP(J/n)1/2) and llf-f100= Opr([J log(J)/n]l2) ( The result for jjf-f 2 is plausible: there are about n/IJ trials per unknown parameter, so the asymptotic standard deviation of the estimator of each parameter should be proportional to (J/n)112.) Suppose that 8 -0(J'), where p > .5. Set y = l/(2p+l) and r = p/(2p+l). By choosing J -n', we get that llf-fi2 = Op(n r) (Here an -bn means that anlbn is bounded away from zero and infinity.) By choosing J-[n/log(n)]', we get 5~~~~r that lIf-fllX = Op([log(n)/n] ). Under suitable specifications, these are the well-known optimal rates of convergence for nonparametric density estimation; see Stone (1980 Stone ( , 1982 Stone ( , 1983 . Let F, F* and F denote the distribution functions off, f* and f respectively. We will show that IIF*-FJJ0o=(/J) and JJF-F*1 = OpX(n/2).
Thus, provided that BIJ = O(n ), we get that IIF-FII0 = Op(n ), which is well known to be the optimal rate of convergence for estimation of an unknown distribution function in both parametric and nonparametric settings.
Let FemP denote the empiincal distribution function, defined as usual by. We have focussed on confidence bounds for quantiles, especially on the 90% upper confidence bound (UCB) for Q(p) with p = 1. As applied to the transformed random variables, such confidence bounds are of the form
where the indicated standard error is obtained by ignoring the data-dependence of the preliminary transformation and the knot selection. In order to achieve a satisfactory approximation to the desired coverage probability over a broad range of n, p, and underlying distributions, we have chosen t by adaption to the exponential distribution (using computer simulation as in the use of the bootstrap) instead of using the value t = z 9 = 1.28 suggested by normal approximation.
The results obtained to date confirm the necessity of having J -+ as n -". The performance of the nominal 90% logspline UCB's for extreme quantiles (1-p = l/n, .1/n, or .01/n with n = 50 or 500) is satisfactory, although perhaps not quite as good as that of the best procedures that emerged in the fairly extensive computer simulation study by The logspline approach could probably be extended to handle multidimensional distributions by using tensor-product B-splines or certain function spaces arising in connection with the' finite-element method. In three or more dimensions, however, the approach may be impractical.
In , the goal was to achieve the optimal rate of convergence for nonparametric estimation of the best additive approximation to the regression function; it was realized by using the least-squares method to fit an additive spline. The setup of the follow-on paper, , included additive logistic regression and other nonparametric extensions of generalized linear models (see McCullagh and Nelder, 1983 ). The goal there was to achieve the optimal rate of convergence for nonparametric estimation of the best additive approximation to the response function. This goal was realized by using maximum likelihood to fit an additive spline. Some of the results in Stone (1985, 1986 ) and the present paper are summarized in Stone (1987) .
It would be worthwhile to include the setup of and that of the present paper in a common framework. Consider, in particular, a random variable Y whose density depends on a real-valued variable x. It seems reasonable to use a logspline model fl(. ;) based on linear splines to approximate the unknown density, where the dependence of each entry of O on x is approximated by a cubic spline. Tensor-product Bsplines arise naturally in this manner. Stone (1989) contains a start at the mathematical analysis of this approach (namely, the extension of Theorem 1(i) in the next section).
Logspline models are flexible exponential families. Previously, Neyman (1937) and Crain (1974 Crain ( , 1976a Crain ( , 1976b Crain ( , 1977 (1985, 1986, 1989) . They also use refinements of standard techniques for determining the asymptotic behavior of maximum-likelihood estimators of the unknown parameters of an exponential family that are applicable when the number of parameters tends to infinity as n -oo* Some of these refinements were developed in Stone (1986).
Portnoy (1988) has also studied the asymptotic behavior of likelihood methods for exponential families when the number of parameters tends to infinity. It might be interesting to compare Portnoy's approach to that of and the present paper. For simplicity in notation, we suppress the dependence on n of various quantities after these quantities are defined.
Let q denote a positive integer. Given n 2 1, let K = Kn denote a positive integer.
Let I be partitioned into subintervals -ASD( Q( t)),
The results in this paper can be extended in two directions with essentially no change in proof: the restriction that the functions in S be (q-2)-times continuously differentiable on I can be weakened in an arbitrary manner, and the knot locations 1/K,.. ,(K-1)/K can be replaced by a sequence that is a-quasi-uniform in the sense of Page 216 of Schumaker (1981) (that is, such that the ratios of the differences between consecutive knots are bounded away from zero and infinity uniformly in n).
3. Proof of Theorem 1. LEMMA 1. fs(f -J) = Ofor s E S. PROOF. Choose s E S and define g on R by Jfpets g(t) = 1. Then g'(0) = Jsf*. Also f(log(f*)+ts-g(t))f is maximized at t = 0 and hence g'(0) = fLsf. Thus the conclusion of the lemma is valid.
The proof of Theorem l(i) is contained in Stone (1989) . We now verify Theorem 1(ii), from which Theorem 1(iii) follows easily. It can be assumed that J -4 as n -4 oo. It will be shown below that there is a positive constant M satisfying the following condition: for n . 1 and x e [2MJP1, i-M-1] there is an sE s such that -1 < s < 1, In constructing the desired function s it can be assumed that q > 1 (since the result is obvious when q = 1). Let B1 and B2 be elements of the usual B-spline basis with q replaced by q-1 such that B1 vanishes outside [0, MJ 1] and B2 vanishes outside In light of (2), it can be assumed that there is a positive constant M such that c < MJI112
for n > 1. By Lemma 4 there is a 8 > 0 such that
Thus by Lemmas 5-7, except on an event whose probability tends to zero with n, Thus the first result follows from Lemmas 10 and 11. The second result now follows from (2) and Lemma 7 of Stone (1986). The third result follows from the first two results and Theorem l(i). Since (00*)1 = 0, it follows from (3), the first result, and (12) of
and hence that the last result is valid.
The next result follows from (2), Lemma 4 and Lemma 12(i).
LEMMA 13. There are positive constants M1 and M2 such that, except on an event whose probability tends to zero with n, M1 -fl( ;0*+t(00*)) < M2, 0 < t < 1.
Let VC(O) denote the gradient of C(*) at 0; that is, the J-dimensional vector having entries aC(O)/IO1, 1 < j < J. The first conclusion to Theorem 2 is contained in Lemma 8, the second and fourth conclusions are contained in Lemma 12, and the third conclusion follows from (2) and Lemmas 19 and 20. We will now verify the fifth conclusion. It follows from (3) and Lemma 14 that The fifth conclusion follows from (2), (5), (7), (8), Theorem 1(i), Lemma 12(ii), and Lemma 20.
We will now vernfy the sixth conclusion. It follows from (4) and Lemma 20 that (9) [VC ( By (9) and (10), (11) JO
The sixth conclusion is a consequence of (2), (5), (7), (8), (11) (2) and (18) that, for any e > 0, A can be chosen sufficiently large so that (19) Pr[ X41Jf"B1 . AnFl2(J /J)C for some J E u Ar < E, n . 1.
For 1 < k < J, 1,... ,k) can be written as a disjoint union of sets J E JIr such that for 0 < r < R, there is at most one such j E ii. Thus it follows from (19) that (13) holds, as desired. It is easily seen that (23) Vg(0*) = G*Cy)f(y)dy. 0 The next result follows from (2), (7), (8), (11), (23) 
