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Abstract
Let G be a finite group and ZG its integral group ring. We show that if α is a non-trivial
bicyclic unit of ZG, then there are bicyclic units β and γ of different types, such that 〈α, β〉
and 〈α, γ〉 are non-abelian free groups. In case that G is non-abelian of order coprime with
6, then we prove the existence of a bicyclic unit u and a Bass cyclic unit v in ZG, such that
for every positive integer m big enough, 〈um, v〉 is a free non-abelian group.
1 Introduction
A free pair is by definition a pair formed by two generators of a non-abelian free group. Let
G be a finite group. The existence of free pairs in the group of units U(ZG) of the integral
group ring ZG, was firstly proved by Hartley and Pickel [8], provided that G is neither abelian
nor a Hamiltonian 2-group (equivalently U(ZG) is neither abelian nor finite). Their proof is
not constructive and this raised the question of exhibiting a concrete free pair. This goal was
achieved for non-Hamiltonian groups by Marciniak and Sehgal [12] using bicyclic units, and for
Hamiltonian groups (non 2-group) by Ferraz [4] using Bass cyclic units. These results, together
with a classical theorem of Bass [2], that states that if G is abelian then the Bass cyclic units
generates a subgroups of finite index in U(ZG), and the more recent ones of Ritter and Sehgal
[15] and Jespers and Leal [9], which prove that the group generated by the bicyclic and the
Bass cyclic units generates a big portion of U(ZG), show that these two types of units have
an important role in the structure of U(ZG). As a consequence, several authors have payed
attention to the problem of describing the structure of the group generated either by bicyclic
units, or Bass cyclic units and more specifically, to the problem of deciding when two bicyclic
units or Bass cyclic units form a free pair [3, 7, 10, 16].
The bicyclic units of ZG are the elements of one of the following forms
βx,h = 1 + (1− h)x(1 + h+ h2 + . . .+ hd−1), γx,h = 1 + (1 + h+ h2 + . . . + hd−1)x(1 − h),
where x, h ∈ G and h has order d. Two bicyclic units are of same type if both are of type β or
both are of type γ. Otherwise they are of different types.
The Bass cyclic units of ZG are the elements of the form
uk,m(x) = (1 + x+ x
2 + . . .+ xk−1)m +
1− km
d
(1 + x+ x2 + . . . + xd−1),
∗Research supported by Capes of Brazil, CNPq grant 303.756/82-5 and Fapesp, Projeto Tematico 00/07.291-0,
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where x is an element of order d and k and m are positive integers such that gcd(k, d) = 1 and
φ(d)|m.
One says that a complex number z is free or that z is a free point, if the matrices(
1 1
0 1
) (
1 0
z 1
)
form a free pair1. Otherwise z is said to be non-free. The most classical result on the subject is
Sanov Theorem [17] which states that every complex number of modulus at least 4 is free. On
the other hand every integer of modulus less than 4 is non-free. For an up-to-date list of results
on the matter see [1].
If R is a ring of characteristic 0 then its elements can be considered as belonging to a complex
algebra. Indeed, R embeds in R ⊗Z C, since ZC is torsion-free and so it is flat. Thus it makes
sense to talk on the transcendency of these elements over any subfield of C. Moreover, left
multiplication by elements of R can be considered as endomorphisms of the underlying vector
space structure of the algebra. So we can refer to the eigenvalues of such endomorphism. Note
that the eigenvalues do not depend on the algebra where R is included because the minimal
polynomial is independent of the algebra. The first result of this paper is the following freeness
criteria in terms of free points.
Theorem 1.1. Let R be a ring of characteristic 0 and a and b elements of R such that a2 =
b2 = 0. Then (1 + a, 1 + b) is a free pair if and only, one of the following conditions hold:
1. ab is transcendental (over the rationals).
2. ab is algebraic (over the rationals) and one of the eigenvalues of ab is free.
Notice that every bicyclic unit is of the form 1 + a for some a ∈ ZG such that a2 = 0 and
so Theorem 1.1 can be applied to pairs of bicyclic units. As an application of Theorem 1.1 we
show a method to construct many free pairs of bicyclic units and in particular obtain.
Theorem 1.2. If ZG has a non-trivial unit α then ZG has bicyclic units β and γ of different
type, such that (α, β) and (α, γ) are free pairs.
In fact the bicyclic units β and γ of Theorem 1.2 can be explicitly constructed (see Corol-
lary 4.3). The existence of a free pair formed by bicyclic units of different types was already
proven in [12]. Another consequence of Theorem 1.1 is a result of Salwa, which states that if a and
b satisfy the conditions of Theorem 1.1 and ab is non-nilpotent then (1 + a, (1 + b)m = 1 +mb)
is a free pair for some positive integer m. In Section 5 we discuss the minimal m for which
(1 + a, 1 +mb) is a free pair.
Then we consider groups generated by a bicyclic unit and a Bass cyclic unit. Gonc¸alves and
Passman [7] proved recently that if G is a finite non-abelian group of order coprime with 6, then
ZG has a free pair formed by Bass cyclic units. With the same assumptions we also prove:
Theorem 1.3. If G is a finite non-abelian group of order coprime with 6, then ZG has a bicyclic
unit β and a Bass cyclic unit u such that (u, βt) is a free pair for any sufficiently large positive
integer t.
The hypothesis of the order of G being coprime with 6, in Theorem 1.3, is partially justified
because for the existence of a non-trivial Bass cyclic unit one needs the exponent of the group
G not being a divisor of 4 or 6. In the last section of the paper we prove that ZSn (respectively,
ZAn) has a free pair formed by a Bass cyclic unit and a bicyclic unit if and only if n ≥ 5.
1Some authors define free points by considering
„
1 2
0 1
«
as the first matrix. The two definitions are somehow
equivalent because z is free under this definition if and only if 2z is free under our definition.
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2 Proof of Theorem 1.1
For the proof of Theorem 1.1 we first prove some lemmas. The first one was already proved in
[6] for K = C and the same proof works in general. We include a proof for completeness.
Lemma 2.1. Let K be a field of characteristic 0 and a and b be elements of a K-algebra such
that a2 = b2 = 0. If ab is transcendental over K then K[a, b] is naturally isomorphic to the
relatively free algebra K[x, y|x2 = y2 = 0].
Proof. Let f1, f2, f3 and f4 be polynomials in one variable with coefficients in K such that
f1(ab) + f2(ab)a+ bf3(ab) + bf4(ab)a = 0.
Multiplying on both sides by ab one has abf1(ab)ab = 0 and hence f1 = 0, by the transcendency
of ab over K. Then multiplying by ab on the left and by b on the right, one has abf2(ab)ab = 0
and so f2 = 0. By symmetry one has f3 = 0. Finally multiplying by a on the left and by b on
the right one deduces abf4(ab)ab = 0 and this yields f4 = 0.
This proves that the elements of the form (ab)i, (ab)ia, b(ab)i and b(ab)ia are linearly inde-
pendent over K. Therefore the algebra homomorphism f : K[x, y|x2 = y2 = 0] → K[a, b] given
by f(x) = a and f(y) = b is an isomorphism.
Lemma 2.2. Let R = R1 × · · · × Rn be a direct product of rings, and u = (u1, . . . , un) and
v = (v1, . . . , vn) be units of R, with ui, vi ∈ Ri for every i. Then (u, v) is a free pair if and only
if (ui, vi) is a free pair for some i.
Proof. Without loss of generality we can assume that n = 2. The sufficient condition is clear.
Assume that neither (u1, v1) nor (u2, v2) is a free pair. Then there are non-trivial words w1 and
w2 in the free group on two symbols such that ai = wi(ui, vi) = 1 for i = 1, 2. If the commutator
w = w1w2w
−1
1 w
−1
2 6= 1 then
w(u, v) = (a1w2(u1, v1)a
−1
1 w
−1
2 (u1, v1), w1(u2, v2)a2w
−1
1 (u2, v2)a
−1
2 )
= ((w2(u1, v1)w
−1
2 (u1, v1), w1(u2, v2)w
−1
1 (u2, v2)) = (1, 1) = 1.
Otherwise w1 and w2 belongs to a cyclic group and therefore there is 1 6= w ∈ 〈w1〉∩〈w2〉. Then
w(u, v) = 1. So in both cases (u, v) is not a free pair.
Lemma 2.3. If R = Mm(C) = C[a, b] with a
2 = b2 = 0, then m ≤ 2. Furthermore m = 1 if
and only if ab is nilpotent.
Proof. For a real number α, let [α] denote the greatest integer non greater than α. Consider the
elements of R as endomorphisms of Cn. Then dimC Im(ab) ≤ Im(a) ≤
[
m
2
]
, because Im(a) ⊆
ker(a). Then, by the Cayley-Hamilton Theorem, the degree of the minimal polynomial of ab
over C is ≤ [m2 ] + 1. On the other hand R = C[ab] + bC[ab] + C[ab]a + bC[ab]a. Hence
m2 = dimC EndC(C
m) ≤ 4 ([m2 ]+ 1) and so m ≤ 2. This shows that m ≤ 2.
If m = 1 then clearly ab is nilpotent. By means of contradiction assume that m = 2 and ab
is nilpotent. After conjugating by some invertible matrix one may assume that a =
(
0 1
0 0
)
.
Then the second row of ab is 0 and, since ab is nilpotent, also the (1, 1)-entry is 0. Then
b =
(
0 µ
0 0
)
for some µ. Therefore ab = ba, contradicting the assumptionM2(C) = C[a, b].
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Now we prove Theorem 1.1.
Let R be a ring of characteristic 0 and a, b ∈ R such that a2 = b2 = 0. By replacing R by
C ⊗Z R if needed one may assume that R is a C-algebra. If ab = ba then 〈1 + a, 1 + b〉 is not
free and 0 is the only eigenvalue of ab, hence the Theorem holds. In the remainder of the proof
we assume that ab 6= ba.
Assume first that R = M2(C) = C[a, b] and identify R with the ring of endomorphism of a
2-dimensional vector space over C. Since ker(ab) ⊆ ker(b) 6= 0, one of the eigenvalues of ab is
0. Let λ be the other eigenvalue. By Lemma 2.3, ab is not nilpotent and so λ 6= 0. Hence ab is
diagonalizable and after some suitable conjugation, one may assume that ab =
(
λ 0
0 0
)
. Then
ker(b) = ker(ab) and Im(a) = Im(ab) and hence
a =
(
0 µ
0 0
)
and b =
(
0 0
λ
µ
0
)
for some 0 6= µ ∈ C. Conjugating by the matrix
( 1
µ
0
0 1
)
one may assume that
a =
(
0 1
0 0
)
and b =
(
0 0
λ 0
)
and so (1 + a, 1 + b) is a free pair if and only if λ is free. Note that ab is transcendental over Q
if and only if so is λ and in this case λ is free.
Now we consider the general case.
If ab is transcendental (over Q) then, by Lemma 2.1, there is an algebra homomorphism
Q[a, b] → M2(Q) mapping a to α =
(
0 1
0 0
)
and b to β =
(
0 0
4 0
)
. Since 4 is a free-point,
(1 + α, 1 + β) is a free pair and thus (1 + a, 1 + b) is also a free pair.
Assume now that ab is algebraic (over Q). We may assume without loss of generality that
R = C[a, b]. Then dimCC[ab] <∞ and R = C[ab] + bC[ab] + aC[ba] + bC[ab]a. Thus dimCR ≤
4 dimCC[ab] < ∞. Therefore, if J denotes the Jacobson radical of R then J is nilpotent and
R/J is semisimple. The first implies that 1 + J is a nilpotent normal subgroup of the group
of units of R. Hence (1 + J) ∩ 〈1 + a, 1 + b〉 is nilpotent and so 〈1 + a, 1 + b〉 is free if and
only if 〈1 + a + J, 1 + b+ J〉 is free. Also from the nilpotency of J it follows that the minimal
polynomial of ab divides a power of the minimal polynomial of ab + J . We conclude that one
may assume without loss of generality that J = 0 and so R is semisimple. Then R = ⊕ki=1Ai
with Ai ≃Mni(C) and ni ≤ 2 for every i, by Lemma 2.3. If x ∈ R and 1 ≤ i ≤ k then xi denotes
the projection of x in Ai.
Assume first that one of the eigenvalues λ of ab is free. Then λ is an eigenvalue of aibi for
some 1 ≤ i ≤ k. Moreover, ni = 2 because if ni = 1 then ai = bi = 0. By the first part of the
proof, (1 + ai, 1 + bi) is a free pair of Ai. Thus 〈1 + a, 1 + b〉 is a free pair.
Conversely, assume that (1 + a, 1 + b) is a free pair of R. By Lemma 2.2, there is 1 ≤ i ≤ k
such that (1 + ai, 1 + bi) is a free pair. Clearly ni = 2 and, by the first part of the proof, one
of the eigenvalues of aibi is free. Then one of the eigenvalues of ab is free and this finishes the
proof of Theorem 1.1.
3 Applications of Theorem 1.1
A first application of Theorem 1.1 is the following corollary. The second statement appeared in
[16] and a weak version of the third one appeared in [10].
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Corollary 3.1. Let R be a ring of characteristic 0. Let α = 1 + a and β = 1 + b be units of R
with a2 = b2 = 0.
1. If m and n are positive integers then (αm, βn) is a free pair if and only if (α, βmn) is a
free pair.
2. If ab is not nilpotent then (α, βm) is a free pair for some positive integer m.
3. ab is nilpotent if and only if 〈1 + a, 1 + b〉 is nilpotent. Moreover, if ab is algebraic over C
then, 〈1 + a, 1 + b〉 is nilpotent if and only if 0 is the only eigenvalue of ab.
Proof. (1) Is an obvious consequence of Theorem 1.1 because αm = 1 +ma and βn = 1 + nb.
(2) and (3). Firstly assume that ab is nilpotent and let S be the multiplicative semigroup
generated by a and b. Then there is a positive number n such that sn = 0 for each s ∈ S. This
implies that 1 + S is a nilpotent subgroup of the group of units of R. Hence 〈1 + a, 1 + b〉 is
nilpotent.
Secondly assume that ab is transcendental over Q. Then (α, β) is a free pair, by Theorem 1.1,
and so (2) holds for m = 1 and 〈1 + a, 1 + b〉 is not nilpotent.
Thirdly assume that ab has a non-zero eigenvalue λ. Let m be a positive integer such that
|mλ| ≥ 4. Then mλ is an eigenvalue of mab and mλ is free by Sanov Theorem. Therefore
(α = 1 + a, βm = 1 +mb) is a free pair, by Theorem 1.1, and hence 〈α, β〉 is not nilpotent.
Finally, if ab is algebraic over Q and 0 is the only eigenvalue of ab then ab is nilpotent.
Corollary 3.2. Let a and b be elements of a finite dimensional C-algebra A, such that a2 =
b2 = 0. Then (1 + a, 1 + b) is a free pair (resp. 〈1 + a, 1 + b〉 is nilpotent) if and only if there is
an irreducible representation ρ of A such that one of the eigenvalues of ρ(ab) is free (resp. 0 is
the only eigenvalue of ρ(ab) for each irreducible representation ρ of A).
Proof. It follows from Theorem 1.1 because the set of eigenvalues of an element x of A is the
union of the sets of eigenvalues of ρ(x), for ρ running on the irreducible representations of A.
Corollary 3.3. Let G be a finite group, with the property that all the (complex) irreducible
characters of G have degree ≤ 3. Let CG be the complex group algebra of G, and let a, b ∈ CG
be such that a2 = b2 = 0. Then (1+a, 1+ b) is a free pair (resp. 〈1+a, 1+ b〉 is nilpotent) if and
only if χ(ab) is free for some irreducible character χ of G (resp. χ(ab) = 0 for every irreducible
character χ of G).
Proof. Let ρ be an irreducible representation of G of degree n, [n/2] the greater integer less of
equal than n/2, and χ the character afforded by ρ. Then dimC Im(ρ(ab)) ≤ dimC Im(ρ(a)) ≤
[n/2] ≤ 1, because Im(ρ(a)) ⊆ ker(ρ(a)) and n ≤ 3. This shows that the eigenvalues of ρ(ab)
are 0 and χ(ab). Now the result follows from Corollary 3.2.
A trace map on a complex algebra A is a C-linear form T : A → C satisfying the following
conditions for x, y ∈ A: T (xy) = T (yx); if x is nilpotent then T (x) = 0; and if 0 6= x = x2 then
T (x) is a positive real number. For example, the classical trace tr : Mn(C)→ C is a trace map
on Mn(C). An easy argument shows that if T is a trace map on Mn(C) then T = αtr for some
positive real number α (namely α = T (1)/n).
Corollary 3.4. [16] Let R be a ring of characteristic 0 and a, b ∈ R with a2 = b2 = 0. If C⊗ZR
has a trace map T such that |T (ab)| ≥ 2T (1) then (1 + a, 1 + b) is a free pair.
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Proof. By the definition of trace map, ab is not nilpotent. If ab is transcendental over Q, then
the result follows at once from Theorem 1.1.
Otherwise, one may assume that R = C[a, b]. By Lemma 2.3, R/J ≃ ∏ki=1Mni(C) with
ni ≤ 2. Suppose that ni = 1 if i > l and ni = 2, otherwise. Since R is artinian, T (J) = 0,
because J is nilpotent, and idempotents lift modulo J . Thus T induces a trace map T on R/J .
For each i, the restriction of T to Mni(C) is a trace map Ti = αitr on Mni(C). One of the
eigenvalues of aibi is 0. If ni = 2, then let λi be the other eigenvalue of aibi. Then
4
l∑
i=1
αi ≤ 2
k∑
i=1
niαi = 2T (1) ≤ T (ab) =
k∑
i=1
αitr(aibi) =
l∑
i=1
αiλi
and therefore |λi| ≥ 4 for some i. Since λi is an eigenvalues of ab, (1 + a, 1 + b) is a free pair by
Theorem 1.1.
4 Bicyclic units
In this section G stands for an arbitrary group. The notation H ≤ Gmeans that H is a subgroup
of G. If A is a subset of G then 〈A〉 denotes the subgroup generated by A. If moreover A is
finite then we write A =
∑
a∈A a ∈ ZG. If g ∈ G has finite order then we abbreviate g = 〈g〉.
Let H be a finite subgroup of G, h ∈ H and x ∈ G. Then (1 − h)xH and Hx(1 − h) are
elements of ZG of square zero and therefore
βx,h,H = 1 + (1− h)xH and γx,h,H = 1 +Hx(1− h)
are units of ZG. So the bicyclic units of ZG are the elements of one of the following forms
βx,h = βx,h,〈h〉 = 1 + (1− h)xh and γx,h = γx,h,〈h〉 = 1 + hx(1− h),
where x, h ∈ G and h has finite order.
If a =
∑
g∈G agg ∈ CG then the trace of a is by definition T (a) = a1. Notice that T is a
trace map on CG as defined in Section 3. This is clear if G is finite because then the trace of
the regular representation of CG is |G|T . For a proof for infinite groups see [14, Lemma 1.7 in
page 37 and Lemma 3.3 in page 47].
Lemma 4.1. Let x, y ∈ G and H,K ≤ G. Then HxK = |H ∩ xKx−1| ·HxK and
T (yHxK) =
{ |H ∩ xKx−1|, if y−1 ∈ HxK
0, otherwise.
Proof. Consider the map f : H × K → HxK, given by f(h, k) = hxk. Clearly HxK =∑
y∈HxK |f−1(y)|y. It is easy to see that the map f−1(x) → f−1(hxk), given by (h1, k1) 7→
(hh1, k1k) is bijective. Using the equality |H||K| = |HxK| ∩ |H ∩ xKx−1| one deduces that
|f−1(y)| = |H ∩ xKx−1| for every y ∈ HxK and hence HxK = |H ∩ xKx−1|HxK. Then
T (yHxK) = 0 if y−1 6∈ HxK and otherwise T (yHxK) = |H ∩ xKx−1|, as asserted.
Proposition 4.2. Let H ≤ K be finite subgroups of a group G and let x ∈ G, h ∈ H and k ∈ K
be such that x−1hx 6∈ K.
1. If x−1kx 6∈ K then (βx,h,H , γx−1,k,K) is a free pair.
2. If xkx−1 6∈ K then (βx,h,H , βx−1,xkx−1,xKx−1) is a free pair.
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Proof. Let a = γx−1,k,K − 1 and b = βx,h,H − 1. Then
ab = Kx−1(1− k)(1− h)xH = K(1− x−1kx− x−1hx+ x−1khx)H,
and using Lemma 4.1 one has
T (Kx−1hxH) = T (Kx−1kxH) = 0,
T (KH) = |H| and T (Kx−1khxH) ≥ 0.
Therefore T (ab) ≥ |H| ≥ 2 = 2T (1). Then (βx,h,H , γx−1,k,K) is a free pair by Corollary 3.4. Let
now a = βx,h,H − 1 and b = βx−1,xkx−1,xKx−1 − 1. Then
ab = (1− h)xH(1− xkx−1)x−1xKx−1
= xHx−1xKx−1 − hxHx−1xKx−1 − xHxkx−2xKx−1 + hxHxkx−2xKx−1.
As in the previous case T (xHx−1xKx−1) = |H| and T (hxHxkx−2xKx−1) ≥ 0. Furthermore
(hx)−1 6∈ Hx−1(xKx−1) = HKx−1 = Kx−1 because x−1hx 6∈ K and x−1 6∈ Hxkx−2(xKx−1) =
Hxkx−1Kx−1, because xkx−1 6∈ K = HK. Thus 1 6∈ Hxkx−1K, hence Lemma 4.1 yields
0 = T (hxHx−1xKx−1) = T (xHxkx−2xKx−1) and so T (ab) ≥ 2. Again one deduces that
(βx,h,H , βx−1,xkx−1,xKx−1) is a free pair from Corollary 3.4.
Theorem 1.2 is a direct consequence of the following.
Corollary 4.3. Let x and h be elements of a group and assume that h has finite order. Then
the following conditions are equivalent.
(1) x−1hx 6∈ 〈h〉. (5) (βx,h, βx−1,xhx−1) is a free pair.
(2) xhx−1 6∈ 〈h〉. (6) (βx,h, γx−1,h) is a free pair.
(3) βx,h 6= 1. (7) (γx,h, βx−1,h) is a free pair.
(4) γx,h 6= 1. (8) (γx,h, γx−1,xhx−1) is a free pair.
Proof. The equivalence between the first four conditions is obvious. The equivalence with (5)
and (6) is a consequence of Proposition 4.2 and the equivalence with (7) and (8) follows by
symmetry.
5 Examples and questions. Bicyclic units
Corollary 3.1 raised some natural questions. For a finite group G let
M(G) = min{m ∈ N : (α, βm) is a free pair for every α = 1 + a and β = 1 + b
bicyclic units of ZG with ab not nilpotent},
m(G) = min{m ∈ N : (α, βm) is a free pair for every α = 1 + a and β = 1 + b
bicyclic units of the same type of ZG with ab not nilpotent}.
By Theorem 3.1 one has: G is Hamiltonian if and only if M(G) =∞ if and only if m(G) =∞.
(Here we are using the convention that the minimum of the empty set is ∞.)
Problem 5.1. Compute M(G) and m(G) for some (non-Hamiltonian) finite groups G.
Finding a finite group G with 1 < M(G) 6=∞ is easy.
Example 5.2. M(S3) = 2.
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Proof. Let S3 be the symmetric group on three symbols. Recall that S3 has two linear characters
χ1 and χ2 and one irreducible character χ3 of degree 2. Then 6T = χ1+χ2+2χ3 is the character
afforded by the regular representation of G. If α = 1 + a and β = 1 + b are bicyclic units then
χ1(ab) = χ2(ab) = 0 and therefore χ3(ab) = 3T (ab). Then applying Corollary 3.3 one has:
If T (ab) = 0 then χ3(ab) = 0 and therefore ab is nilpotent and 〈α, β〉 is a nilpotent group;
if |T (ab)| > 1 then |χ3(ab)| ≥ 4 and therefore (α, β) is a free pair. Otherwise, (that is if
T (ab) = ±1), then (α, β) is not a free pair (because 3 is non-free) but (α, β2) is a free pair. This
shows that M(S3) ≤ 2. To show that the equality holds we exhibit a pair of bicyclic units α
and β such that T (ab) = 1.
Let σ = (1, 2, 3), τ = (1, 2) and consider the bicyclic units α = γσ,τ = 1 + a and β =
βσ2,στ = 1 + b. We see that T (ab) = 1 by using Lemma 4.1 and noticing that 1, τ, σ
2 ∈
〈τ〉〈στ〉 = {1, τ, στ, σ2}, σ2τ 6∈ 〈τ〉〈στ〉, 〈τ〉 ∩ σ2〈στ〉σ−2 = 〈τ〉 ∩ 〈στ〉 = {1}, 〈τ〉 ∩ τ〈στ〉τ−1 =
〈τ〉 ∩ 〈σ2τ〉 = {1} and
ab = τ(1− στσ2 − σστσ2 + στστσ2)στ = τ(1− σ2τ − τ + σ2)στ.
Finding a finite group G such that 1 < m(G) 6= ∞ is more difficult. For example, if D2n
denotes the dihedral group of order 2n and n is prime then m(D2n) = 1 [10]. This has been
recently generalized by Jime´nez [11] who, using Corollary 3.3, have shown that m(D2n) ≤ 2 for
every n and, if 12 does not divide n, then m(D2n) = 1. In fact the result of Jime´nez shows
that if 12 divides n then m(D2n) = 1 if and only if 2
√
3 is free, and otherwise m(D2n) = 2.
More examples of finite groups G with m(G) = 1 can be founded in [3]. Since we still do not
know if 2
√
3 is free it is not clear whether dihedral groups provides examples of non Hamiltonian
groups G for which m(G) > 1. We found that S4 provides such an example as an application of
Corollary 3.3.
Example 5.3. m(S4) = 2.
Proof. Having in mind that each irreducible character of S4 takes values on the integers and that
an integer m is free if and only if |m| ≥ 4, it is not difficult to compute m(S4) using Corollary 3.3
and an algebraic software package. First, compute all the bicyclic units of one type: there are
157. Then compute χ(ab) for all the pairs (α = 1 + a, β = 1 + b) of bicyclic units. It turns
out that either χ(ab) = 0 for all the irreducible characters χ of S4 or there is an irreducible
character χ such that |χ(ab)| ≥ 2. In the former case 〈α, β〉 is nilpotent and in the latter (α, β2)
is a free pair. This shows that m(S4) ≤ 2 and in fact the equality holds because there is a pair
(α = 1+ a, β = 1+ b) such that |χ(ab)| is either 0 or 2 for each irreducible character χ. For the
readers convenience we give a computer-free proof.
We choose the following set of generators of S4.
σ = (1, 2, 3), τ = (1, 2), µ = (1, 2)(3, 4), ν = (1, 3)(2, 4).
Let pi : ZS4 → ZS3 be the ring homomorphism which acts as the identity on S3 and maps µ
and ν to 1. Let χ1, χ2 and χ3 be the three irreducible characters of S3 (Example 5.2). Then
S4 has two linear characters, θ1 = χ1 ◦ pi and θ2 = χ2 ◦ pi; one irreducible character of degree 2,
θ3 = χ3 ◦ pi; and two irreducible characters θ4 and θ5 of degree 3. Observe also that θi(g) ∈ Z
for each g ∈ S4 and i ≤ 5. Furthermore θ1(g) ≡ θ2(g) ≡ 1 mod 2, θ4(g) ≡ θ5(g) 6≡ θ3(g) mod 2
and if θ3(g) is odd then g is a 3-cycle.
Let α = 1 + a and β = 1 + b be bicyclic units of the same type of ZS4 such that ab is
not nilpotent but (α, β) is not a free pair. Then pi(α) and pi(β) are powers of bicyclic units
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of ZS3 and (pi(α), pi(β)) is not a free pair. Since m(S3) = 1, pi(ab) is nilpotent and thus
0 = θ1(ab) = θ2(ab) = θ3(ab). Therefore the number of 3-cycles in the support of ab is even
and thus θ4(ab) ≡ θ5(ab) ≡ θ1(ab) = 0 mod 2. Since ab is not nilpotent, either θ4(ab) 6= 0
or θ5(ab) 6= 0 and thus the absolute value of one of them is at least 2. Then either 2θ4(ab) or
2θ5(ab) is free and so (α, β
2) is a free pair. This proves that m(S4) ≤ 2.
To show m(S4) = 2 we consider the bicyclic units
α = βµτ,ν = 1 + a and β = βµνσ2τ,νσ = 1 + b.
As in Example 5.2 we prove that (α, β) is not a free pair by showing that θ(x) is non-free for every
irreducible character χ of S4. Obviously θ1(ab) = θ2(ab) = 0. Furthermore pi(b) = 0 because
pi(νσ) = σ generates a normal subgroup of S3, and thus θ3(ab) = 0. Now a straightforward
computation shows that θ4(ab) = −θ5(ab) = ±2, which is non-free.
The previous computations raised the following.
Question 5.4. Is there a positive integer m such that m(G) ≤ m, for every non-Hamiltonian
finite group G? Is m(G) ≤ 2 for every non-Hamiltonian finite group G?
6 Proof of Theorem 1.3
The proof of Theorem 1.3 uses the following Theorem of Gonc¸alves and Passman [7].
Theorem 6.1. Let V be a finite dimensional vector space V over C and S and τ endomorphisms
of V . Assume that τ2 = 0 and S is diagonalizable. Let r+ and r− be the maximum and minimum
of the absolute values of the eigenvalues of S. Let V+ (resp. V−) be the subspace generated by
the eigenvectors of V with eigenvalue of modulus r+ (resp. r−) and V0 the subspace generated
by the remaining eigenvectors.
If the four intersections V± ∩ ker(τ) and Im(τ) ∩ (V0 ⊕ V±) are trivial then (Ss, (1 + τ)t) is
the free product of 〈Ss〉 and 〈(1 + τ)t〉 for sufficiently large positive integers s and t.
Let d, k and m be positive integers such that k and d are relatively prime, and m a multiple
of φ(d). Here φ stands for the Euler function. Since km ≡ 1 mod d the polinomial
uk,m,d(X) = (1 +X +X
2 + . . .+Xk−1)m +
1− km
d
(1 +X +X2 + . . . +Xd−1)
has integral coefficients.
Notice that the Bass cyclic units of ZG are the elements of the form uk,m(x) = uk,m,d(x),
where x is an element of order d in the group G and k and m satisfy the above conditions. If
ξ is a complex root d-th root of unity then uk,m,d(ξ) = uk,m(ξ) is a well defined unit of Z[ξ].
Using this it is easy to see that the Bass cyclic units of ZG belong to U(ZG). See [7] and [18]
for other properties of Bass cyclic units. Notice that uk,m(x) is determined by k modulo d, and
hence one can assume that 1 ≤ k ≤ d − 1. Moreover u1,m(x) = 1, ud−1,m(x) = x(d−1)m and
uk,m(x)
a = uk,am(x), for each integer a [7, Lemma 3.1]. Therefore the set of Bass cyclic units of
ZG is closed under taking powers and uk,m(x) has finite order if and only if k ≡ ±1 mod d.
Let G be a finite group of order coprime with 6. We have to show that ZG has a free pair
formed by a bicyclic unit and a Bass cyclic unit. We start with a reduction argument.
Claim 1. One may assume that the group G = A ⋊ X where X = 〈x〉 has prime
order (say p), and one of the following conditions hold:
9
1. A is cyclic of prime power order.
2. A is an elementary abelian p-group of order p2.
3. A is an elementary abelian q-group, with q prime distinct from p, and X acts
faithfully and irreducibly on A.
Notice that if Theorem 1.3 holds for some subgroup or some epimorphic image of G then it
also holds for G. This is clear if H is a subgroup of G because a Bass cyclic unit (respectively,
bicyclic unit) of ZH is also a Bass cyclic unit (respectively, bicyclic unit) of ZG. Assume that H
is an epimorphic image of G, u1 is a Bass cyclic unit of ZH and β1 is a bicyclic unit of ZH such
that (u1, β
s
1) is free for s sufficiently large. Then ZG has a Bass cyclic unit u and a bicyclic unit
β such that u projects to uk1 and β projects to β
l
1 for some k, l ≥ 0 [7, Lemma 3.2]. Thus (u, βs)
is a free pair of ZG, for s sufficiently large. Thus arguing by induction to prove Theorem 1.3,
one may assume without loss of generality that all the proper subgroups and proper epimorphic
images of G are abelian. Then a theorem of [13] shows that the group G is as stated in the
claim. This proves Claim 1.
So, in the remainder we assume that G is as in Claim 1, with p, q ≥ 5, and we refer to cases
(1), (2) and (3), depending on which condition holds. Since G is non-abelian, X is not normal
in G, and therefore xa 6∈ X for some a ∈ A that will be fixed until the end of the proof. For
example, in Case (1), a can be a generator of A. In Case (2) one can take a ∈ A such that
Z(G) = 〈b = axa−1〉. In Case (3), Z(G) = 1, and thus every non-trivial element of A satisfies
the required condition.
Let x and a be as above and let q be the order of a. (Notice that this notation is compatible
with the notation in Case (3); in Case (1) q is a power of p and; in Case (2) q = p.) We fix
2 ≤ k ≤ q − 2 (recall that q ≥ 5) and let
u = uk,m(a), and β = 1 + (1− x)ax̂
for m a multiple of φ(d). Later on we will specify some additional condition on m. Notice that
u and β have infinite order.
Claim 2. There is a linear representation χ of A such that the induced representation
ρ = χG is irreducible, ρ((a, x)) 6= 1 and in Case (3), either |A| = q or a ∈ ker(χ).
Since the commutator (a, x) 6= 1, there is an irreducible representation (necessarily non-
linear) ρ of G such that ρ((a, x)) 6= 1. All the non-linear irreducible representations of G are
induced from linear representations of A and so the claim is clear except for the exceptional case
(3) with |A| 6= q. In this case A has a maximal subgroup B containing a and so there is a linear
representation χ of A with ker(χ) = B. Since X acts irreducibly on A and the subgroups G′ and
C = 〈axi : i = 0, 1, . . . , p−1〉 of A are invariant under this action, one has A = G′ = C. The first
equality implies that χG is irreducible and the second that ax
i 6∈ ker(χ) for some i. Therefore
ρ(a) = diag(χ(a) = 1, χ(ax), χ(ax
2
), . . . , χ(ax
p−1
)) 6= diag(χ(ax), χ(ax2), . . . , χ(axp−1), χ(a)) =
ρ(ax) and thus ρ((a, x)) 6= 1, as wanted. This proves Claim 2.
For the remainder of the proof we fix a linear representation χ of A satisfying the conditions
of Claim 2 and put ζi = χ(a
xi) and ρ = χG. Then ρ(a) = diag(ζ0, ζ1, . . . , ζp−1) is a non-scalar
matrix, i.e. the set Λ = {ζi : i = 0, 1, . . . , p− 1} has at least two different elements. In fact
Claim 3. If |Λ| 6= p then Case (3) holds and |A| 6= q and so Λ contains 1 (and
another different element).
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Furthermore, in Case (1) ζi and ζi+1 are not complex conjugate for each 0 ≤ i < p
(where the subindexes are considered as elements in Zp, the ring of integers modulo
p).
We consider the three cases separately.
In Case (1), ax = ar for some integer r coprime with p and such that the multiplicative order
of r modulo the order of a is p. Therefore ζi = ζ
ri
0 and ζ0 7→ ζr0 induces an automorphism σ
of Q(ζ0) (= Q(ζi)) of order p. This implies that |Λ| = p. Moreover, if ζi and ζi+1 are complex
conjugate then σ has order 2 yielding a contradiction with p ≥ 5.
In Case (2), Z(G) = G′ = 〈b = axa−1〉. Then ζi = ξiζ0, where ξ = χ(b) is a primitive p-th
root of unity, and again |Λ| = p.
In Case (3) with |A| 6= q, 1 = χ(a) = ζ0 ∈ Λ, by the construction of χ. If |A| = q then χ
is injective and thus the ζi’s are pairwise different. Indeed, if 0 ≤ i < j ≤ p − 1 then xj−i is a
generator of X. Then ax
j−i 6= a, so ζi = χ(axi) 6= χ(axj ) = ζj. This finishes the proof of Claim
3.
The representations of u and β by ρ are
S = ρ(u) = diag(uk,m(ζ0), uk,m(ζ1), . . . , uk,m(ζp−1)) = diag(u0, u1, . . . , up−1)
and ρ(β) = 1 + τ with
τ =


ζ0 − ζ1 ζ0 − ζ1 . . . ζ0 − ζ1
ζ1 − ζ2 ζ1 − ζ2 . . . ζ1 − ζ2
...
...
...
ζp−1 − ζ0 ζp−1 − ζ0 . . . ζp−1 − ζ0

 .
Since not all the ζi are equal, τ has rank 1 with image generated by
Ψ =


ζ0 − ζ1
ζ1 − ζ2
...
ζp−1 − ζ0

 ,
and kernel
K = ker(τ) =




x0
...
xp−1

 : x0 + · · ·+ xp−1 = 0

 .
Let r+ and r− be the maximum and minimum of {|ui| : i = 0, 1, . . . , p−1} and set X+ = {i :
|ui| = r+}, X− = {i : |ui| = r−} and X0 = Zp \ (X+ ∪X−). Let {e1, . . . , en} be the canonical
basis of V = Cp, the representation space of ρ. Let V∗ be the span {ei : i ∈ X∗} for ∗ = +,− or
0. Notice that this notation agrees with that of Theorem 6.1.
Claim 4: Zp 6= X+ (equivalently Zp 6= X−).
The order d of ρ(a) is a divisor of q and so it is a prime power. Moreover Λ ⊆ L where L
is the set of d-th roots of unity. By [7, Lemma 3.5(ii)], if x, y ∈ L then |uk,m(x)| = |uk,m(y)| if
and only if x and y are either equal or conjugate. If Zp = X+ then Λ has either one element or
it has two different conjugate elements. This contradicts Claim 3, and so Zp 6= X+. This proves
Claim 4.
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At this point it is tempting to try to show that S and τ satisfy the conditions of Theorem 6.1.
Unfortunately this is not the case in general. For example, in Case (3) some of the ζi’s may be
equal (for example, this is the case if q < p) and this may provide some non-trivial elements in
V+ ∩K.
As we mentioned above, we are going to be more specific on the the integer m used in the
definition of u = uk,m(a). Namely, we are going to impose that m is a multiple of q, the order
of a. Let ξ be a primitive q-th root of unity. If |uk,m(ξa)| = |uk,m(ξb)| then b ≡ ±a mod q
([7, Lemma 3.5]). If moreover a 6≡ 0 mod q then uk,m(ξb) =
(
ξbk−1
ξb−1
)m
=
(
ξbk
ξb
· ξak−1
ξa−1
)m
=(
ξak−1
ξa−1
)m
= uk,m(ξ
a). In particular, {ζi : i ∈ X+} and {ζi : i ∈ X−} have cardinality 1.
This implies that W = (V+ ∩K) ⊕ (V− ∩K) is invariant under the action of S and hence the
endomorphisms S and τ of V induce endomorphisms S and τ of V = V/W .
We are going to use the standard bar notation for reduction modulo W . Then, as we will
see below, V = V+ ⊕ V0 ⊕ V− is a decomposition of V with respect to S as in Theorem 6.1.
Claim 5: S and τ satisfy the hypothesis of Theorem 6.1.
The kernel and image of τ are K1 = τ−1(W ) and I1 = I , respectively. The dimension of
V± ≃ V±/(V± ∩ W ) = V±/(V± ∩ K) is 1, because K is a hyperplane of V but ei 6∈ K and
S(ei) = ζiei 6∈ K for each i ∈ X±. This shows that V± ∩K1 = 0.
To prove that I1∩(V0⊕V±) = 0 we only have to show that Ψ 6∈ V0⊕V±, and due to symmetry,
only that Ψ 6∈ V0 ⊕ V+. If this is not so, then Ψ = v + w+ + w− for some v ∈ V0, w+ ∈ V+
and w− ∈ V− ∩K. Thus the projection of Ψ on V− belongs to K. That is,
∑
i∈X−
(λ− ζi+1) =∑
i∈X−
(ζi − ζi+1) = 0, where λ is the unique element of the form ζi, with i ∈ X−. Now we
delete from the equality above the neighbor zero summands, that is the ones in which λ = ζi+1.
Passing the negative expressions to the right side and adding up the equal terms, we obtain
nλ =
∑k
i=1miµi, for n the cardinalty of {i ∈ X− : ζi+1 6= λ}, mi non-negative integers and
µ1, . . . , µi, q-th roots of unity different from λ. Moreover n > 0, because Zp 6= X−. Let tr denotes
the Galois trace of the extension Q(ξ)/Q and write q = pr, with p prime. Let ε be a q-th root of
unity. Then tr(ε) = pr−1(p− 1) if ε = 1, tr(ε) = −pr−1 if ε has order p and tr(ε) = 0 otherwise.
Thus tr(λ−1µi) ≤ 0 for each i and hence 0 < n(p − 1)pn−1 = tr(n) =
∑k
i=1mitr(λ
−1µi) ≤ 0,
which yields a contradiction. This finishes the proof of Claim 5.
By Claim 5, (S
s
, (1 + τ)t) is the free product of 〈Ss〉 and 〈(1 + τ)t〉 for s and t sufficiently
large. Thus (us, βt) the free product of 〈us〉 and 〈βt〉. Since u and β have infinite order, (us, βt)
is a free pair formed by a Bass cyclic unit and a power of a bicyclic unit of ZG. This finishes
the proof of Theorem 1.3.
7 Examples and questions. Bass cyclic and bicyclic units
If uk,m(a) is a Bass cyclic unit of infinite order then k 6≡ ±1 mod d, where d is the order of
a and hence d is not a divisor of 4 nor 6. Therefore, if G has a free pair in which one of the
elements is a Bass cyclic unit, and the other is a power of a bicyclic unit, then G has a non
central element whose order does not divide neither 4 nor 6 (for ZG to have a non-central Bass
cyclic unit of infinite order) and G is not Hamiltonian (for ZG to have a non-trivial bicyclic
unit). This justifies partially the hypothesis in Theorem 1.3 (and in [7, Theorem 4.7]) of G
having order coprime to 6 and suggest the following question.
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Question 7.1. Let G be a non-Hamiltonian group with an element whose order does not divide
neither 4 nor 6. Does ZG have a free pair formed by a Bass cyclic and a power of a bicyclic
unit?
Remark 7.2. Notice that if G is non-abelian and has a central element a of order d with d ∤ 4
and d ∤ 6, then G has also a non-central element satisfying the same condition. Indeed, assume
that every non-central element of G has order dividing either 4 or 6. Let b a non-central element
of maximal order n, and so n = 2, 3, 4 or 6. Then aib is non-central and therefore the order of
aib divides 4 or 6 for each i. This implies that 〈a〉 ∩ 〈b〉 6= 1 and thus n 6= 2, 3. Furthermore
d = 2k3l for some k, l ≥ 0. If n = 6 then the orders of a3lb and a2kb are multiple of 2k · 3 and
2 ·3l, respectively, and this yields a contradiction because either k ≥ 2 or l ≥ 2. This shows that
the order of b is 4 and the order of ab is at most 4. Then b3 6∈ 〈a〉 and so the order of ab divides
4. Thus the order of a divides 4, contradicting the hypothesis.
Notice that if either An or Sn satisfies the hypothesis of Question 7.1 then n ≥ 5. Thus to
give an affirmative answer to Question 7.1 for symmetric and alternating groups, it is enough
to show that ZA5 has a free pair formed by a power of a bicyclic unit, and a Bass cyclic unit.
The group A5 can be defined by generators and relations as
A5 = 〈a, b|a2 = b3 = (ba)5 = 1〉
and one can take a = (1, 2)(3, 4) and b = (1, 3, 5), so that c = ba = (1, 2, 3, 4, 5). Take the
irreducible representation φ of A5 given by
A = φ(a) =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 and B = φ(b) =


0 0 1 0
0 1 0 0
−1 −1 −1 −1
0 0 0 1

 .
Let ξ = e
2pii
5 , a primitive 5-th root of unity, and set F = Q(ξ). Let σ ∈ Gal(F/Q) be given by
(σ(ξ) = ξ2. Notice that σ generates Gal(F/Q) and one has
C = φ(c) = BA =


0 0 0 1
1 0 0 0
−1 −1 −1 −1
0 0 1 0

 .
Consider Gal(F/Q) acting componentwise on F 4. Let v0 = (ξ
2, ξ, ξ4, ξ3) and vi = σ
i(v1). Then
Cv0 = ξv0, that is v0 is an eigenvector of C with eigenvalue ξ. Therefore vi is also an eigenvector
of C with eigenvalue σi(ξ) = ξ2
i
. This implies that vi is an eigenvector of the Bass cyclic unit
S = u2,4(C) = φ(u2,4(c)) with eigenvalue λi = σ
i(u2,4(ξ)) = 1+ξ
2i . Now |λ1| = |λ3| > |λ2| = |λ4|
and so F 4 = V+ ⊕ V−, where V+ = 〈v1, v3〉 and V− = 〈v2, v4〉.
Let now
τ = φ((1 − a)b(1 + a)) =


−1 −1 1 1
1 1 −1 −1
−2 −2 −3 −3
2 2 3 3

 .
ThenK = ker(τ) = Im(τ) = {(x1, x2, x3, x4) : x1+x2 = x3+x4 = 0}. Let δ1, δ2 ∈ F be such that
δ1v1+δ2v3 = (δ1ξ
2+δ2ξ
3, δ1ξ+δ2ξ
4, δ1ξ
4+δ2ξ, δ1ξ
3+δ2ξ
2) ∈ K. Then δ1(ξ2+ξ)+δ2(ξ3+ξ4) =
δ1(ξ
4+ ξ3)+ δ2(ξ+ ξ
2) = 0 and so δ1 = δ2 = 0, because (ξ
4+ ξ3)− (ξ2+ ξ) = −2ξ2− 2ξ− 1 6= 0.
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This shows that K ∩ X+ = 0. Since σ leaves K invariant and interchanges V+ and V− one
obtains that K ∩X− = 0. Therefore S and τ (considered as endomorphisms of complex vector
spaces) satisfy the hypotheses of Theorem 6.1. Thus (Sn = φ(u2,4(c)
n), φ(βa,b)
m = (1 + τ))m is
a free pair for some n and m, and we conclude that (u2,4(c)
n = u2,4n(c), (βa,b)
m) is a free pair
of ZA5, formed by a Bass cyclic unit and a power of a bicyclic unit. So we have shown.
Theorem 7.3. ZAn (resp. ZSn) contains a free pair formed by a power of a bicyclic unit and
a Bass cyclic unit, if and only if n ≥ 5.
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