Introduction
The automated theorem prover Otter 1] is not always easy to use. Version 3.0.0 of Otter (and later versions) has an autonomous mode that allows the user simply to assert a denial of the theorem or conjecture; the program then formulates a simple strategy and searches for a refutation. The autonomous mode is su cient for many easy theorems and some moderately di cult theorems, but more di cult theorems usually require some guidance from the user. Very little has been written about the kinds of guidance that can be given to the program and how that guidance is speci ed. This paper shows how such guidance was provided in one case, a di cult theorem about commutators in group theory.
Let GT stand for an axiomatization of group theory in terms of product, identity, ses are the same, but the conclusion is y; z]; z] = e. That theorem, once considered a di cult challenge problem for automated theorem provers, is easily proved with Otter in its autonomous mode and by other theorem provers based on paramodulation and rewriting.)
When I learned of the theorem, I had only it's statement. (In fact, I wasn't sure it was a theorem.) As I tried to get Otter to prove the theorem, I supplied guidance toward nding a particular type of proof and against paths that I thought fruitless, rather than directing Otter toward nding a particular proof. This paper is intended for those who already have some familiarity with Otter.
The Search for a Proof
The input le for the rst Otter search was the following.
set(knuth_bendix).
lex( e,A,B,C,D,_*_,g(_),h(_,_)]).
clear(print_kept). clear(print_new_demod). clear(print_back_demod).
assign(pick_given_ratio, 4). assign(max_mem, 24000).
list(usable). x = x. end_of_list.
list(sos). e * x = x. g(x) * x = e. (x * y) * z = x * (y * z). h(x,y) = g(x) * (g(y) * (x * y)). x * (x * x) = e. h(h(h(A,B),C),D) != e. end_of_list.
The ag knuth_bendix speci es a basic search strategy based on Knuth-Bendix completion, including the lexicographic recursive path ordering (LRPO) for orienting equalities and deciding which equalities are to be demodulators (rewrite rules). The command lex( ... ]) speci es an ordering on constant and function symbols (smallest rst): * h and g h so that h is immediately eliminated from the denial (and from the search), and * g so that g is eliminated from the search when g(x)=x*x is derived.
The commands clear(print_*) disable some of Otter's output; their purpose here is to save disk space. The command assign(pick_given_ratio, 4) speci es a ratio of 4:1 for selection of given clauses (clauses with which to make inferences): for each four clauses that are selected because they have the lowest weight, one clause is selected because it has been available for the longest time (that is, best-rst:breadthrst search). The command assign(max_mem, 24000) limits memory usage to about 24 megabytes.
The clauses in list(sos) are the axioms for group theory, the de nition of the commutator function h(x,y), the special hypotheses x 3 = e, and the denial of the conclusion (A, B, C, and D, are Skolem constants, that is, elements for which the theorem fails to hold). With this input le, Otter quickly rewrites the denial, as expected, into ABAABBCABAABBABAABBCCDABAABBCABAABBABAABBCCABAABBCABAABBABAABBCCDD!=e (the product symbol is not shown, and right association is assumed) which has weight 133 (the default weight, which applies if no weight templates occur in the input, is a count of the number of constant, variable, function, and predicate symbols). A scan of the output le indicated at least four problems with the search.
Focus of the Search. The high weight of the negative clauses delays their participation in the search. When new equalities are made into demodulators, all possible rewriting is performed, but more seems to be needed. In particular, an equality such as xxyy = yxyx cannot be an ordinary rewrite rule (with LRPO or with RPO), so it must be applied with paramodulation. In order to apply it to another clause, the other clause must have been selected as given clause; negative clauses are rarely selected as given clauses, however, so many important inferences are delayed too long. What Otter clearly needs to address this problem is a better control mechanism that can be tailored to bidirectional search. The output le has two types of clause: (1) right-associated negative ground equalities (originating from the rewritten denial shown above) with product and Skolem constants on the left and e on the right, and (2) right-associated positive equalities in product and variables. We wish to reason forward, applying the positive equalities to positive equalities, and to reason backward, applying positive equalities to negative equalities. However, with Otter's limited methods for selecting the given clause, we must usually focus on one or the other.
The Term Ordering. LRPO does not make enough equalities into rewrite rules. If we were to use RPO instead (i.e., give * multiset status), many of the equalities that fail to become rewrite rules under LRPO, for example, xxyyxx = yxy (right association), would become useful rewrite rules. However, we wish to retain associativity, (xy)z = x(yz), as a rewrite rule, and it cannot be so under RPO.
Useful Rewrite Rules. Since we wish to keep everything right associated, many equalities and rewrite rules do not apply where we wish them to. Consider, for example, the rewritten denial shown above and the equality xxyy = yxyx. We would like the equality to apply (by paramodulation) at 12 di erent places, but as things are, it applies only at the end.
Memory Usage. The available 24 megabytes was consumed within 37 minutes (on a SPARC 2), and the search stopped. At that point 11,195 clauses had been retained, 848 of those had become rewrite rules, and 119 clauses had been given (selected as the focus of attention). The vast majority of retained clauses were simply sitting in the sos list, wasting memory. (The only sos clauses that participate in the search are those that are also rewrite rules. Given clauses are selected from the sos list and moved to the usable list.) The standard solution is to set a maximum on the weight of retained clauses, but this becomes di cult because of our requirement for bidirectional search.
The next few sections describe some experiments designed to address the preceding problems.
Focus of the Search
I thought that there might exist the following type of bidirectional proof. Equalities are derived from f(xy)z = x(yz); ex = x; xxx = eg. The balanced equalities (both sides having the same weight) paramodulate into negative clauses, and rewrite equalities (i.e, the left side heavier) rewrite negative equalities, eventually deriving e 6 = e.
To search for that type of proof, both positive and negative equalities must be selected as given clauses. The following approaches were considered.
Simply use assign(pick_given_ratio, 1). Since the negative clauses are much larger than the positive ones, half of the given clauses are the shortest available clauses (which are all positive) and the other half is a mixture of positive and negative clauses (oldest rst). This approach was abandoned because it places too much emphasis on positive clauses, and no preference is given to short negative clauses.
Adjust the weights of clauses, making the positive clauses heavier and the negative clauses lighter. This can be accomplished by including the following weight list in the input le.
weight_list(pick_and_purge). weight(x,4). % applies to all variables weight(A,0). weight(B,0). weight(C,0). weight(D,0). end_of_list.
Several weights for variables were tried before deciding to use 4. With weight 4 for variables, along with assign(pick_given_ratio, 4), the search starts out mostly positive, but as the retained positive clauses become larger, the focus changes to negative clauses (which become shorter), with positive clauses entering occasionally because of a ratio of 4. This approach seemed promising. Separate the search into positive and negative parts. This involves making two Otter runs. In the rst run, the focus is exclusively on positive clauses; after some time, the run is stopped, and the positive clauses that had been given are collected and used as input for the second run. The second run is a search for a proof, in which the focus is exclusively on negative clauses, using the ( xed) set of positive clauses from the rst run for paramodulation and rewriting. This approach was abandoned after several failures.
Term Ordering
To address this problem, we use Otter's ad hoc term ordering to orient equalities and to decide which equalities are to be rewrite rules. The default ad hoc ordering says simply that for terms, t 1 > t 2 if t 1 has more symbols than t 2 . Equalities are oriented, when possible, as heavy=light, and positive equalities whose left sides are heavier are made into rewrite rules. With this method, when associativity is a rewrite rule, and when the terms being rewritten are built from the binary function symbol, constants, and variables, rewriting will always terminate. This method was used for the rest of the experiments in this study; we can specify it with the command clear(lrpo), placed after the command set(knuth_bendix).
This solution does cause a secondary problem, however. The de nition of commutator, g(x)*g(y)*x*y = h(x,y), and equality x*x = g(x), which is derived at the beginning of the search, will be oriented as shown; both are the wrong way for the type of proof we are seeking. The solution is simply to input the following list.
list(demodulators).
h(x,y) = g(x)*g(y)*x*y. g(x) = x*x. end_of_list.
(With the ad hoc ordering, input demodulators are not ipped.) This input list causes the denial to be rewritten on input into the form shown above; neither h nor g will appear thereafter in the search.
Useful Rewrite Rules
Recall that the equality xxyy = yxyx applies only at the end of the rewritten denial. However, the trivial consequence xxyyz = yxyxz applies at the other places of concern. Also, if we reformulate the rewritten denial from t 6 = e into t E 6 = E, where E is a new constant, the original equality xxyy = yxyx is no longer needed. (The reformulated denial corresponds to the conclusion y; z]; u]; v] w = w, which clearly leads to an equivalent theorem.) This approach applies to both rewrite and nonrewrite (paramodulation) equalities.
Let us borrow from associative-commutative terminology and call xxyyz = yxyxz the extension of xxyy = yxyx. Paramodulating an equality into associativity, then rewriting with associativity, produces the extension; hence, many of the extensions appear automatically. However, we don't need any nonextended equalities, and we can avoid them by simply starting with extended equalities only, because paramodulation of two extended equalities always produces an extended equality. In this case, we start with xxxy = y instead of xxx = e. In addition, this approach eliminates the identity e from the search.
Memory Usage
The easiest way, and one of the most useful, to address the memory problem is to limit the size of kept clauses with the parameter max_weight. At this point, the weighting scheme of assigning variables weight 4 and Skolem constants weight 0 was being used. The rewritten denial has weight 67, and I was aiming for a proof in which the negative clauses \become smaller". I had no idea how big positive clauses would have to be; after several preliminary runs, I made a guess of weight 104, which allows positive clauses with up to 21 occurrences of variables. Assigning a weight limit obviously makes the search less complete, but it is frequently necessary in practice. If the search fails, one can easily raise the limit and try again.
Another way a lot of memory was saved was to adjust the indexing parameters. This requires considerable knowledge of the indexing method, and I'll present it in some detail, so that it might be more accessible to others. Indexing is used in ve ways for this type of search.
Paramodulation. This uses FPA/path indexing to nd uni able terms. Forward demodulation. This uses discrimination indexing to nd demodulators. Forward subsumption. This uses discrimination indexing to nd subsuming clauses. Back demodulation. This uses FPA/path indexing to nd terms to demodulate. Back subsumption. This uses FPA/path indexing to nd clauses to subsume.
Otter's discrimination indexing is not adjustable, but we can limit the indexing depth for FPA/path indexing. In fact, because of the structure of the terms in these searches, FPA/path indexing lters out little or nothing, so disabling it saves vast amounts of memory (because terms are so deep) and a little bit of time. FPA/path indexing works by ltering out terms that fail to unify because of direct term structure (i.e., symbol clash). But our equalities are built from nothing more than variables and product, and our negative equalities are built from constants and product and are right associated. Consider paramodulation between two extended equalities; it cannot fail, so indexing can lter out nothing. Consider paramodulation between an extended equality and a right-associated ground equality; the only way it can fail is by indirect symbol clash, which cannot be ltered out by FPA/path indexing. Therefore, Otter's indexing is useless for paramodulation.
A similar analysis shows that Otter's indexing is useless for back demodulation and for back subsumption on positive clauses. But back subsumption on negative clauses does bene t from FPA/path indexing; in fact it is a perfect lter, because all of our negative clauses are ground. However, memory was judged to be a serious problem, and back subsumption is not called often because we keep relatively few clauses, so we simply disabled all FPA/path indexing (by setting the parameters fpa_terms and fpa_literals to 0).
A Proof
The following input le led to the rst proof. The third clause in list(demodulators) applies left cancellation as a rewrite rule. It is used once (clause 129) in the proof below, but it is not necessary; other proofs have been found without it.
The following proof was produced with the preceding input le; Otter took about 12 hours and used about 12 megabytes of memory on a SPARC 2 to nd it.
Proof (found by Otter 3.0.3+ on altair.mcs.anl.gov at 43268.49 seconds).
1
h(x; y) = g(x)g(y)xy 2 g(x) = xx 3 (xy = xz) = (y = z) 4 x = x 6,5 xxxy = y 8,7
(xy)z = xyz 9 h(h(h (A; B) 5 Concluding Remarks
For these experiments, I ran about 20 Otter searches, modifying the formulation and search strategy for each based on results of the previous searches. In providing the guidance, I used only fairly well-understood and fairly well-de ned knowledge about Otter and search strategies, rather than knowledge about a particular proof or general knowledge of mathematics; therefore there is hope that some of the methods described in this paper can be automated. Such automation would be an advance toward the goal of self-analytical theorem provers, advocated by Larry Wos 3] .
Otter clearly needs better features for control of bidirectional search. We were able to achieve an e ective bidirectional search for this problem by adjusting the weights: the rst part of the search focused on positive clauses, then shorter negative clauses were derived, then the second part of the search focused on negative clauses. But few bidirectional searches have such a smooth and natural transition. In general, we need a true dual-focus (or more-part focus) search.
Finally, perhaps the strategies used for this problem can be shown to be complete for a useful class of problems.
