Abstract-In this paper, we devise a novel method for bottleneck analysis of UDP networks based on the concept of network utility maximization. To determine the losses on the links in a UDP network, we propose an optimization problem (geometric program) for which we find and prove conditions under which it accurately determines the true losses. We further extend this analysis to stochastic rates using stochastic optimization techniques and provide a new metric to flag bottleneck links. This method does not rely on time-consuming packet-level simulations, but is instead based on robust mathematical models. Alternatively, one could determine the losses by solving a fixed point problem and extend it to random rates using a Monte Carlo simulation. However, lack of knowledge of convergence makes it difficult to predict the end of such simulations. Our method is more advantageous as it involves solving an optimization problem, the solution to which can be numerically determined to the desired accuracy. Also, compared to a black and white approach between worst-case analysis and average-case analysis, our method offers network managers the flexibility of choosing the shades of gray in between.
I. INTRODUCTION
Our goal in this paper is to find a method to identify bottleneck links in a network essentially composed with UDP traffic. The general approach to congestion analysis in present networks involves ceaseless monitoring of the network and heavy packet-level simulations. Network administrators keep track of the network utilization and availability by keeping a constant watch on factors such as round-trip times, jitter, latency and packet drop rates. These not only help to ensure that the networks satisfy the SLAs signed with their customers but also help them to gauge the performance and plan for future capacity augmentation. They make predictions of traffic generated by the customers by analyzing past data and use these to generate computer simulations using well-known network simulation tools to determine the bottleneck links in the network. In the short term, the traffic is rerouted among the links to improve the performance by eliminating the bottlenecks. In the long term, improvement in the network bottlenecks involves assignments of capacity or addition of new links, based on experience, followed by re-simulation of the scenarios to ascertain the "goodness" of the network to the changed conditions. However, these network simulations are long and sensitive to the parameters of the distributions used to create the random nature of the traffic. Further, to ensure smooth running of the network, network administrators invariably go in for conservative scenarios and designs, resulting in an under-utilization of network resources. To prevent this, we need a metric for the probabilistic satisfaction of capacity requirements, which the managers may use according to their level of conservativeness. In this paper, we try to address this problem by restricting ourselves to UDP networks.
Though more than 90% of the traffic in the Internet consists of TCP [1] , there are many motivational reasons for considering UDP networks. Firstly, real-time bandwidth-intensive applications such as video conferencing react very poorly to TCP's congestion control, making the use of UDP a lot more suitable for such applications. With an expected rise of the use of these applications, we expect the Internet to shift heavily to UDP-based transport (with heavy traffic policing and shaping). Secondly, though UDP does not provide reliable data transfer like TCP, multimedia applications such as IPTV, real-time video conferencing, VoIP, audio and TV/video streaming can tolerate a small fraction of packet loss and reliable data transfer is not critically required. Further, if reliability is essential, it can be achieved over UDP by building it into the application itself. However, running multimedia applications over UDP is controversial because of the lack of decentralized congestion control. If everyone were to stream high bit-rate video without congestion control, the Internet would probably collapse [2] . Thus, for such a UDP network to be potentially realizable, we need strong congestion analysis methods.
In this paper, we attempt, for a network essentially composed with UDP traffic, to devise a nontraditional method for bottleneck analysis, utilizing only solutions of optimization problems. We achieve this by formulating the link loss allocation problem as a utility maximization problem. For a network without influence loops, we prove the existence of utility functions that accurately model the link losses. Further, we extend this analysis to stochastic rates and provide a metric to analyze bottlenecks in the network. This metric is derived from the probabilistic satisfaction of link capacity constraints and is an indicator of the link losses.
Average link losses can be determined using a Monte Carlo simulation of the fluid traffic model. However, this method suffers from convergence issues that make it difficult to predict the end of the simulation. Our method overcomes this limitation as it is the result of an optimization problem and the solution can be determined to the required accuracy. Further, we know exactly what the CPU requirements for such accuracies are and we can use the appropriate tradeoffs. Also, our method offers the flexibility of choosing any operational point between this average-case analysis and the worst-case analysis obtained using maximum values of the rates.
The paper is organized as follows. In section II, we explain the basic model for the network. Then, in section III, we show how the rate allocation problem can be solved using fixed-point method and prove that, if the network is influenceloop-free, the solution of such a fixed-point turns out to be unique. A brief review of the utility maximization techniques in literature is presented in section IV. We also provide the reasons for opting to use utility maximization to solve the allocation problem and argue for their validity. In V, we formulate the problem as a geometric program (GP) and we study, in section VI, the conditions under which the GP gives the same result as the fixed-point method. The extension of the result to random rates is presented in section VII. Finally, we conclude the paper with the major results explained in section VIII.
II. MODELING
Consider the network to be a directed graph where the vertices represent the possible points of entry of data traffic. Let the directed edges in the graph represent the links in the network with the direction being the direction of flow of traffic on them. Most links in wired networks are full-duplex links. Hence, such a link can be modeled as two simplex links in opposite directions and can be incorporated in the model. Half-duplex links are a rarity in the Internet and we will not consider them here. This process of simplexification may divide the network up into two unconnected parts. In that case, the following analysis will be true for each of the parts.
Henceforth, throughout this paper, we define a network as the triplet (L,C, A) where L = {l 1 , . . . , l L } defines a set of simplex links, where link l i has capacity C i and L is the total number of links. We summarize the link capacities C 1 , C 2 , . . . , C L in the vectorC. We assume that the link capacities are constant and non-changing in the following analysis. This is generally true of wired links, which are most widely used in networks today * . We define a route to be the set of links traversed by a flow from the vertex it enters to the vertex it leaves. We will use the words flow and route interchangeably to mean the same thing. Let R be the number of such routes and r 1 , r 2 , . . . , r R be the rates entering on the routes. In general, the rates entering on the different routes may be assumed to be independent. This is true, except in cases where there is, say, a live webcast of a popular event, in which case, the traffic gets correlated. The matrix A = [a ij ] L×R is the link-route matrix with the element a ij = m if the link i is the m'th link on route j, counting from its ingress, and 0 otherwise.
The incoming traffic on the routes causes losses on the links where the sum of the rates of the flows entering that link is greater than the capacity of the link. We assume that losses are proportional, i.e., all the flows entering the link suffer the same fractional loss in packets. This is a good assumption if the flows are not differentiated and loss occurs with equal likelihood for all the flows. Let the fraction lost at link i be l i and let the corresponding fraction going through be k i . Thus, we assume that the network has no storage, which is generally true for the network at steady state. Also, we assume in this case that there is no rerouting of traffic in case of congestion. This assumption is good when routing is pinned down using a least-hop metric or using label switching.
The loss model presented above seems very simplistic even for a UDP network because we know that sources can reduce their rates based on the packet losses that they observe. For example, a video stream could adopt a lower coding rate and hence a lower quality video to account for packet losses. However, we do not consider this feedback from the network here and instead argue that, though real applications may implement this feedback, it is in the interest of the network to allocate the required rates to the users with high probability.
III. FIXED-POINT TO SOLVE THE ALLOCATION PROBLEM
The rate offered by a flow on a link is modulated by the losses suffered by it on the previous links on its route. If r i j is the rate offered by route j on link i, it is given by
where
With the proportional loss model, the losses on the links will be given by
The final rate (end-to-end) seen on a route j, r f j , is given by r f j = r j j∈i (1 − l i ). Thus, the fraction of loss seen
Given rates and capacities, we obtain a system of L equations for the links with L unknown variables l i . Such a system can be solved using a Fixed-Point (FP) method. Furthermore, we have that:
Theorem 3.1: For an influence-loop-free network, there exists a unique fixed-point solution (thus a unique network allocation solution).
Definition Two routes i and j in a network can be related in the following ways
• Direct Influence: They share links in order. Shared links are said to be in order if after ordering all the links for each route from source to destination, the sequence of appearance of the shared links is the same for both routes. This influence is defined to be on the first shared link (l min ) and is represented as i
• Influence loop: They share links but these links are not in order.
• Indirect Influence: There exists a chain of routes r 0 = i, r 1 , r 2 , . . . , r n = j for n ≥ 2 such that r 0
• No Influence: They neither share links nor have indirect influence on each other. An influence-loop exists whenever a pair of routes forms an influence loop or when a route indirectly influences itself. Note also that, because we simplexify duplex links, two routes traveling in opposite directions may not directly influence each other.
Proof: We prove the theorem by constructing the unique fixed-point solution. 3) The procedure stops when all links have computed their allocations. The above procedure solves the fixed-point problem, it terminates and outputs a unique solution. Let us first show that the procedure will terminate i.e. it will neither deadlock nor run to infinity. This is equivalent to showing that there is a finite number of steps and at each step, at least one message is sent by some link. To show this for the first step, we claim that Claim 3.2: There exists at least one link ready to send a message i.e. that is not waiting for a message from any other link. We prove this claim by contradiction. A link is waiting only if it is preceded by another link in at least one route. Now suppose that all the links are waiting. Then, pick a link say l o1 ; it is the j o1 'th (j o1 > 1) link of some flow r o1 . Let link l o2 be the first link of that flow. l o2 is also the j o2 'th link of some route r o2 with first link l o3 . If l o3 ∈ {l o1 , l o2 }, then we have formed an influence-loop, hence, contradicting the assumption that the network is influence-loop-free. Otherwise, we continue by finding l o4 , l o5 and so on. Since the number of links is finite, we will eventually have a link l on such that l on ∈ {l o1 , . . . , l on−1 }, giving a contradiction. Hence, in the first step, there is at least one link that computes its allocation and sends its messages. After sending the messages, such a link does not participate in the procedure anymore. In fact, it is not waiting for a message and no other link is expecting a message from it. So, it can be removed. Now, the claim is still valid for the rest of the network (removing links does not introduce traffic loops). Since the number of links is finite, by iteratively removing links in this manner, the procedure will eventually terminate. At termination, each link has computed exactly one allocation which corresponds to a unique solution for the fixed-point.
Showing the existence and uniqueness of a fixed-point solution in network with loops is beyond the scope of this paper.
Theorem 3.1 guarantees existence and uniqueness of an allocation solution for influence-loop-free network. However, using fixed-point, this solution can only be determined numerically: there is no closed-form expression. Without a closedform expression, however, we cannot extend our analysis to random rates.
IV. UTILITY MAXIMIZATION APPROACH
In the previous section, we have shown that for an influenceloop-free network, the solution of the network allocation problem can be determined using a fixed-point method. However, fixed-point determines a numerical solution and does not give a closed-form expression. Without a closed-form expression, extending this analysis to random rates is difficult. Hence, we attempt to model the problem as a utility maximization that can easily incorporate random rates.
In recent years, the framework of network utility maximization, that was proposed in the seminal paper by Kelly et al. [3] , has been used to calculate the rates allocated by TCP and TCP-like elastic flows. In the paper, the authors show that for a TCP network, depending on the fairness policy and the type of application, the rate allocation problem is equivalent to a utility maximization problem where the reward function equals U j (r j ) where the sum is over the utilities of all the flows. Recently, there have been attempts to design protocols to extend this to inelastic flows [4] [5] .
In this paper, we will distinguish between flow (or user) utility and network utility. The flow utility is the actual utility received by a flow for the rate allocated to it. Applications like email, file download, etc. are associated with concave utility functions. On the other hand, for applications like voice, video, etc., the utility derived from the rate may be S-shaped as proposed in [5] . Network utility, on the other hand, is the utility that the network assigns to the flow for the purpose of rate allocation. Thus, when the network tries to maximize the total utility generated by these assigned utilities, given the topological constraints, we end up obtaining the rates allocated for each flow in the real network. This has an analogy to the utility maximization used for TCP. We can consider, for example, a video application that runs on TCP. This application may be allocated a rate by the network according to a concave TCP utility function. But, the end user may not have the same utility function and hence does not derive the same utility from the allocated rate.
For proportional fairness, which TCP-like algorithms closely emulate, the log function is a good approximation for the utility assigned by the network [6] . In case of UDP flows, we will show, in the following sections, that the network utility depends directly upon the losses suffered on its links and hence indirectly upon the losses suffered by (and hence the effective rates allocated to) the individual routes.
V. GEOMETRIC PROGRAMMING MODELING
In the following sections, we will show how, by using the Cobb-Douglas function [7] of the link gains as the utility function, we can model the network allocation problem as a geometric programming problem.
A. Simple utility maximization example
We will first show for a single link that, if the allocation among flows entering that link is proportionally fair, it is the same as the maximization of an aggregate log utility function. Suppose there are n flows offering traffic r 1 , r 2 , . . . , r n to a link with capacity C. We know that the rate allocated to flow i in case of proportional losses is given by min(r i , Cr i /( i r i )). Suppose the utility for flow i is given by r i log(x i ) where x i is the amount of rate allocated on the link, then consider the utility maximization problem,
Writing the Lagrangian and solving the unconstrained problem using complementary slackness conditions, we find that the allocation obtained is the same as that from proportional fairness. This shows that the proportional fair allocation can be reinterpreted as a utility maximization problem. Now, using the fact that the x i = k × r i , where k is the fraction of traffic that is let through on the link, we can rewrite the utility function as n i=1 r i log(kr i ) in terms of k. Expanding this gives us
The second term is independent of k, while the first term is a constant multiple of log(k) and hence we get a maximization problem over k, given by
where α = n i=1 r i Thus, we see that the utility that is maximized for a single link can be expressed as a logarithm of the ratio of traffic allowed through.
B. Extension to a bigger network
As shown in the previous section, the utility function for a single link is the logarithmic utility (log(k l )). We may simply extend this to a bigger network by taking a linear combination of these utilities. Each of the utilities log(k l ) will be weighted by a factor α l . This leads to a network utility function given by L l=1 α l log(k l ). The maximum amount of traffic flowing through each link is constrained to the capacity of the link. Put together, this gives us the following utility maximization problem.
However, in (4), we see that α depends on the rates that enter the link. These rates themselves are modulated by the losses on the previous links, which we intend to find using the optimization. Hence, we have a chicken-and-egg problem here. Surprisingly however, we can find a set of α, not depending on the incoming rates, with which the utility maximization gives the solution to the network allocation problem. We will prove the existence of such a set of α in the following sections.
By rewriting the network utility function using the properties of logarithms, we get the objective function to be
l , which is defined as a monomial for a geometric programming problem [8] . Also, interestingly, this utility function is the well-known Cobb-Douglas utility function in economics. Further, we note that the constraints resemble the definition of posynomials as mentioned in section 2.1 of [8] . Thus, this new network utility maximization fits the general framework for a geometric programming problem and can now be written as
This optimization problem can be solved by well-known methods available in most optimization software packages.
VI. ANALYSIS
In this section, we would like to answer the question: " Does there exist a set of α such that the GP formulation in (5) gives the same solution as the fixed point equations in (1) and (2) 
. , α L } ∈ R
L such that the optimization problem in (5) yields the same solution as the solution of the fixed point equations defined in (1) and (2), for all values of the rates. We also give a method by which the set of α can be determined. Let's consider a motivating example for the above theorem.
A. A simple example
The optimization problem in (7) gives the GP formulation of the allocation problem for the network in Fig. 2 
The network allocation solution is the upper right corner (circled) of Fig. 2(a) . In fact, for a given value of r 1 , the first link L 1 fixes the fraction of traffic going through to k * 1 . For all values of k 1 , the fraction of traffic supported by L 2 is f (k 1 ), and for the particular value of k * 1 , we obtain the point (k * 1 , f(k * 1 )) circled in the figure. Table I shows the GP   TABLE I  GP SOLUTIONS FOR DIFFERENT VALUES This condition is needed to guarantee that the maximum utility for the optimization is obtained at (k * 1 , k * 2 ). In fact, if the condition is violated, as in Fig. 2(b) (dashed curve), a higher value of the utility is achieved at the point circled in the figure (the utility curve is translated to sit at the boundary of the constraint region). For this network, from Table I , we see that the weights apparently need to satisfy α 1 > α 2 . (Note, however, that this is for a specific choice of link capacities and rates.) We will now try to derive such conditions for the general network.
B. Introducing the typical topology
As mentioned in Theorem 6.1, we need to find the appropriate values of α for all the links. In this section, we will show that the problem of finding those α can be broken down into the problems of finding the α for all pairs of links. Any pair of links in an influence-loop-free network will have the topology shown in Fig. 2(d) that we will call the typical topology.
We obtain the typical topology by the following transformation. For all the links l i in a network, we fix the values of k i , except for two links (say l 1 and l 2 ). The rates entering these two links are well-defined due to the fixed k i for the other links. For this two-link network, if we draw the constraint region, given the values of k i for the other links, it will look similar to the region in Fig. 2(a) and the solution point for the fixed point will be at the intersection of the constraints. Geometrically, we can interpret this constraint graph as a slice of the constraint/feasible region that is parallel to the plane generated by the axes k 1 and k 2 . Further, this solution point changes as you assign different values for the k i for the other links, yielding a curve in L-dimensional space, which we call a solution curve. Now, if we consider all the slices going through the FP solution, we know that this solution will be a solution point in all such slices. Thus, the following claim is true.
Claim 6.2:
The network fixed point solution will lie on ALL the solution curves formed by the solution points in every 2-dimensional slice (parallel to the plane of the axes) of the feasible region and this intersection point is unique.
Proof: Suppose that the above is not true. Then, in some 2-dimensional slice (parallel to plane formed by k i and k j say) passing through the network fixed pointk * , the solution point is not the same ask * . Hence, if we fix k * l for other links l, (k * i , k * j ) will not be the solution point in that slice. But, this violates the fixed point equations in (2) . Hence, the above point cannot be a fixed point which contradicts the assumption made. Further, if this point were not unique, then it would mean that there exist two points in the feasible set that satisfy all the fixed point equations, which contradicts Theorem 3.1.
The typical topology in Fig. 2(d) corresponds to two links in series with the network cloud representing the links in between. In general, these two links will share some common routes (the total rate is shown as r 1 in the figure) and each link might carry some independent traffic (r 2 and r 3 ). The topology summarizes several particular scenarios. The case where the two links have exactly the same set of routes (Fig. 2(c) ) is 
C. α-Conditions
Claim 6.3: For a typical topology (see Fig. 2(d) ) with given capacities, ∃ a pair (α 1 , α 2 ) such that the optimization problem in (5) for the topology yields the solution point for all values of rates (r 1 , r 2 , r 3 ). In fact,
Since this proof is mathematically tedious and lengthy, we point the reader to the proof in Section VIII of [9] . The proof basically converts Fig. 2(d) to Fig. 2(e) and finds the geometric conditions on α for the claim to be true. This claim gives us pairwise conditions to be satisfied by the α. Also, it is interesting to note that α1 α2 > 1 works for both C 1 > C 2 and
The following claim says that such a set of α exists for the whole network.
Claim 6.4: For all influence-loop-free networks, ∃ᾱ such that the pairwise conditions specified in Claim 6.3 are satisfied by all pairs in the set.
Proof: Consider the set {1, 2, . . . , L}. We will choose the α for each link from this set in the following way. Using Claim 3.2, we know ∃ a link in the network that wishes to send the message first (pick one, say l o1 ). In other words, all other links are downstream to this link for each of the routes passing through it. Hence, in all typical topologies formed with this link, we can consider this link to be link 1 (Fig. 2(d) ). Hence, if we wish to use the condition α 1 > α 2 derived from Claim 6.3, we assign the value α o1 = L. Now, we remove this link and we can see that the rest of the network will again have at least one link that wishes to send the message first. Hence, we assign the values of α i in that order from L to 1. Can a link that was eliminated earlier (say l x ) be the downstream link to a link eliminated in a later step (say l y )? This cannot be true, since then, at the step involving elimination of l x , a route passing through l y had l x as its n'th link for n > 1. But this contradicts the fact that l x wants to send its message first, i.e. all routes going through it have l x as their first link. Hence, the ordering is correct and we have determined a set of α that satisfies the conditions of Claim 6.3.
D. Proof of Theorem 6.1
In influence-loop-free networks, we have proven that the FP problem has a unique solution. The GP formulation also admits a unique solution. In fact, any geometric program can be reduced to a convex optimization problem using appropriate logarithmic transformations and change of variables [10] , and, by definition, a convex optimization problem admits a unique solution.
Claim 6.5: Forᾱ satisfying the conditions in Claim 6.4, the GP solution is equivalent to the FP solution in influence-loopfree networks for all values of the rates.
Proof: Assume that the α-conditions are satisfied for all (2-dimensional) slices of the GP problem but that the GP solution does not correspond to the FP solution. From Claim 6.2, the FP solution is unique and there is only one point through which all solution curves pass. Since the GP and FP solutions are different, in at least one 2D-slice (parallel to the axes) passing through this FP solution, the GP solution does not correspond to a point on the solution curve. But, since we satisfy the α-conditions, this contradicts the fact in Claim 6.3. Hence, the initial supposition is wrong. q.e.d.
Thus, we have proved Theorem 6.1 by showing the existence of a set of α so that the GP solution is the same as the FP solution. In Claim 6.4, we have also devised a procedure to determine that set. Fig. 1(a) is an example of a influenceloop-free network. For this network, using theᾱ generated from the α-conditions, we compare the GP and FP solutions for the single lossy link case in Fig. 2(f) and for two lossy links in Fig. 2(g) . 
VII. EXTENSION TO RANDOM RATES
In previous sections, we have shown how, by using a geometric program formulation, one can derive the link losses for a given set of input rates. In this section, we extend the problem to the case where the input rates are random. Using the geometric program formulation, we propose a new metric for the loss on links, that models how the links perform with random rates.
For random rates, the losses in the links are also random and have complicated distributions, even for simple input rate distributions. It is not our intent to study these distributions, but to develop a metric that characterizes the magnitude of the losses on each of the links. The metric that we develop should also depend on the conservativeness of the network manager. Thus, if the metric for a given link is below a certain threshold, we may flag that link as a bottleneck link since the metric captures both the loss on the links and the conservativeness.
For e.g., if the network users are extremely sensitive to losses, then we may consider a worst-case scenario while choosing the capacity of links on the network. Thus, by replacing the rates in (6) by their highest possible values, we obtain the value of losses in the worst case. Since the rates are random, we may interpret this worst case as satisfying the constraints with a probability of unity. If we do not wish to be so conservative in managing the network we will instead allow the inequalities to be satisfied with a probability less than 1. Thus, letting the inequalities be satisfied with a probability greater than 1 − , we could rewrite (6) as the chance constraints
By solving the maximization problem with these new probabilistic constraints, we obtaink i , which corresponds to the fraction of loss in link i for the given level of conservativeness . We define thisk i to be our new bottleneck link metric. Note that the is a choice that is left to the network manager.
This gives the network manager a smooth handle over how conservative he wants his estimates to be, compared to the situation where he only has a binary choice of worst-case analysis and average rate analysis (Monte Carlo techniques). The case = 0 corresponds to the worst-case analysis, as explained, while = .5 loosely corresponds to the average case analysis. The chance constraint using the joint distributions of the rates (8) is difficult to work with. However, one can approximate it using multiple chance constraints for the different links. Accordingly, we get the following optimization problem.
If the distributions of the incoming rates are known, we can find the set ofk that satisfies the probability constraints. In general, this region may not be convex. However, in the special case of Gaussian distributions, this region is convex resulting in a convex program. Gaussian distributions for the rates is a reasonable assumption, especially when the rates are aggregated from/to a large number of users. If r j is given by N (μ j , σ 2 j ), where μ j is the mean and σ 2 j the variance of the Gaussian distribution, the constraints may be manipulated for each of the links l as follows. Fig. 1(a) compared to the Monte Carlo solution. All rates have a mean value of 1 and standard deviation of 0.1,
where 
. . , L}
We observe that these new constraints themselves are posynomials. Thus, remarkably, we find that the stochastic optimization problem generated by replacing the constraints (10) in the optimization problem (9) by the constraints in (12) is also a geometric program (hence a convex program) and hence can be solved efficiently. In Fig. 3 , we see how the results for the k generated by the stochastic optimization vary with choice of . As expected, the analysis results approach the average case results from a Monte Carlo simulation (the flat line) as tends to 0.5. For < 0.05, the graphs drop rapidly to 0 (not shown), again as expected from the Gaussian distribution. However, as we can see, the simplifications done in (9) seem to have displaced the results a little bit. We believe that values of between 0 and 0.5 model the spectrum of possible conservativeness.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a novel way to analyze bottlenecks in networks using network utility maximization. We developed a geometric programming problem using the CobbDouglas utility function and showed that it actually models the losses on the links accurately when the network is influenceloop-free. Also, we provided the much-needed flexibility in network analysis by extending the problem to stochastic rates and approximating the stochastic optimization with a convex program. This flexibility is not provided by a Monte Carlo simulation. Our method also removes the uncertainty about the duration of the simulation because the time complexity of the algorithm to achieve the desired accuracy is well-known and one can apply the appropriate tradeoffs. Thus, we have placed the congestion analysis of UDP networks on a firm mathematical footing, thus enabling us to envision a network with mostly UDP flows.
Note that we have proven the uniqueness of the solution to the fixed point equations only for influence-loop-free networks. We know of no results where the uniqueness of fixed point equations in general networks has been proven. In fact, even for a simple two-link network, we were unable to show a contraction mapping for the fixed point equations. We believe that most networks will settle to a unique operation point, though the dynamics followed to reach that point may be extremely slow, due to which the traffic might seem to oscillate as rates vary. Convex optimization problems give us a unique solution and hence, if multiple solutions were to exist in a network with influence loops, we would not know how to relate this unique solution to those operating points.
The aim of this paper is to bring the reader's attention to the fact that it might be possible to approximate the losses suffered in a UDP network using network utility maximization problems. Just like the rate allocations for TCP can be approximated by assuming that certain utility functions are maximized, in the same way, the losses in the network can be assumed to be the result of maximization of utility functions. We acknowledge the importance of validating theoretical results against well designed real network scenarios. We hope, in the near future, to follow up with such validations.
