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In this paper a characterization is presented for Pearson's Type II and VII multi-
variate distributions by means of the maximum entropy principle. It is shown that
within the class of multivariate distributions, that satisfy appropriate constraints
expressed by mean values, the Pearson Type II and VII distributions maximize the
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1. INTRODUCTION
The principle of maximum entropy provides a method to select the
unknown probability density function f, compatible to new information
about f in the form of constraints on expected values. Entropy maximiza-
tion was first introduced as a general method of inference by Jaynes [5]
and it was axiomatically characterized by Shore and Johnson [12]. It has
been successfully applied in a remarkable variety of field and has been also
used for the characterization of several standard probability distributions
(cf. Kapur [8], Guiasu [3], Gzyl [4]).
Let Xt=(X1 , ..., Xp), be a p-variate random vector, where bold-type
letters are used to denote matrices or vectors and the superscript t to
denote the transpose of a vector or a matrix. Consider the class of p-variate
probability density functions F=[ f (x): Ef[Ti (X)]=:i , i=0, 1, ..., m],
where Ti , i=0, 1, ..., m, are absolutely integrable functions with respect to
f and T0(x)=:0=1. We suppose further that the values of :i and the form
of Ti , i=0, 1, ..., m, are known.
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The maximum entropy principle suggest to approximate the unknown
density function of the random vector X, by the model that maximizes the
Shannon entropy
H(X)=&| f (x) log f (x) dx, (1.1)
subject to the constraints that define the class F. Jaynes states that the
maximum entropy distribution, obtained by this constrained maximization
problem, ``is the only unbiased assignment we can make; to use any other
would amount to arbitrary assumption of information which by hypothesis
we do not have.'' (Jaynes [5, p. 623]).
There is a lot of work where the main univariate probability distribu-
tions have been reobtained by maximizing the Shannon entropy, subject to
various types of constraints expressed by mean values of some random
variables. The work of Kagan et al. [7], Preda [11], Bad Dumitrescu [1],
Kapur [8], Guiasu [2, 3] and the references therein constitute a sample of
the work in the subject. Comparatively little is the literature dealing with
the characterization of multivariate distributions by means of the maxi-
mum entropy principle. The main reference, from this point of view, is the
book of Kapur [8] which devotes Chapters 4 and 5 for the characteriza-
tion of some multivariate distributions.
The aim of this paper is to obtain Pearson's Type II and VII multi-
variate distributions by means of the maximum entropy principle. The mul-
tivariate t-distribution and the generalized Cauchy distribution will be
obtained from an application of Pearson's Type VII distribution. Pearson's
distributions are particularly appealing families of multivariate distribu-
tions, with simple density functions and possess properties that provide a
useful contrast to the multivariate normal distribution (cf. Johnson [6]).
2. MAIN RESULTS
For the proof of the main results we need the following lemmas. The
proofs of Lemmas 2.1 and 2.2 are outlined in the Appendix.
Lemma 2.1. Let S=[x #R p : xtx1], with R p being the p-dimensional
Euclidean space and let 1 denotes the gamma function. Then
(a) |
S
(1&xtx)&+ dx=? p2
1(1&+)
1( p2&++1)
, for +<1.
(b) |
Rp
(1+xtx)&+ dx=? p2
1(+& p2)
1(+)
, for +>
p
2
.
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Lemma 2.2. Under the notation of the previous lemma and if 1 $(t)=
d1(t)dt, denotes the derivative of the gamma function we have
(a) |
S
(1&xtx)&+ log(1&xtx) dx
=? p2
1( p2&++1) 1 $(1&+)&1 $( p2&++1) 1(1&+)
1 2(p2&++1)
,
+<1.
(b) |
Rp
(1+xtx)&+ log(1+xtx) dx
=&? p2
1(+) 1 $(+& p2)&1 $(+) 1(+& p2)
1 2(+)
, +>
p
2
.
Lemma 2.3. For fixed :>0, consider the functions w1(x; :) and w2(x; :)
of x, defined by
w1(x; :)=9(x)&9(x+:), for x>0
and
w2(x; :)=9(x)&9(x&:), for x>:,
with 9(t)=(ddt) log 1(t), being the digamma function. The equations
wi (x; :)=wi (x0 ; :), i=1, 2, have the unique solution x=x0 .
Proof. The proof is based on the identity
9(t)=&
1
t
+(1&#)+ :

k=1
t&1
(k+1)(k+t)
, t>0,
where # is Euler's constant (cf. Karlin and Rinott [9, p. 343]). This relation
helps to verify that
d
dx
w1(x; :)= :

k=0
:[2(k+x)+:]
(k+x)2 (k+x+:)2
and
d
dx
w2(x; :)=& :

k=0
:[2(k+x)&:]
(k+x)2 (k+x&:)2
.
We can easily see that (ddx) w1(x; :)>0 and (ddx) w2(x; :)<0. There-
fore wi , i=1, 2, are strictly monotone in x. Hence x0 is the unique solution
of the equations wi (x; :)=wi (x0 ; :), i=1, 2.
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The next lemma formulates that the Shannon entropy H(X), defined by
(1.1), does not remain invariant under linear, non singular transformations
of the random vector X. The proof of the lemma follows immediately by
using the standard methodology which helps to obtain the distribution of
a function of the initial random variables.
Lemma 2.4. Suppose that X is a p-variate random vector, A a non
singular square matrix of order p and u a fixed p-dimensional vector. Then
H(AX+u)=log |det(A)|+H(X).
We can now state the main results concerning the maximum entropy
characterization of Pearson's Type II and VII distributions. Technically
speaking we are dealing with the constrained maximization problems
max
f
H(X)
subject to Ef[log(1&XtX)]=w1 \m+1; p2+ , m>&1,
with f being a p-dimensional density with support (2.1)
S=[x #R p: xtx1] and w1 the function defined
in Lemma 2.3,
and
max
f
H(X)
subject to Ef[log(1+XtX)]=w2 \m; p2+ , m>
p
2
,
(2.2)
with f being a p-dimensional density with support
R p and w2 the function defined in Lemma 2.3.
Theorem 2.1. The solution of the problems (2.1) and (2.2) is given by
Pearson's Type II and VII multivariate distributions with densities
f (x)=
1( p2+m+1)
? p21(m+1)
(1&xtx)m, for x # S, m>&1, (2.3)
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and
f (x)=
1(m)
? p21(m& p2)
(1+xtx)&m, for x #R p, m>
p
2
, (2.4)
respectively.
Proof. The proof for Pearson's Type II distribution is outlined in the
sequel. The proof for the density (2.4), can be obtained in a similar manner.
Problem (2.1) is a constrained variational problem. Using the Lagrange
multipliers method we have that
H(X)&*&+w1 \m+1; p2+=|S f (x) log[e&*(1&xtx)&+ f &1(x)] dx
|
S
f (x)[e&*(1&xtx)&+ f&1(x)] dx&1,
with equality, if and only if,
f (x)=e&*(1&xtx)&+. (2.5)
From Lemma 2.3 we have
w1 \m+1; p2+=9(m+1)&9 \
p
2
+m+1+ . (2.6)
Because the function f, given by (2.5), is a probability density function, in
view of Lemma 2.1(a) we have that
e*=? p2
1(1&+)
1(p2&++1)
. (2.7)
The constraint Ef[log(1&XtX)]=w1(m+1; p2), m>&1 and Lemma
2.2(a) lead to the relation
e*w1 \m+1; p2+
=? p2
1( p2&++1) 1 $(1&+)&1 $( p2&++1) 1(1&+)
1 2( p2&++1)
. (2.8)
Using the relations (2.7), (2.8), and (2.6) we obtain that
w1 \m+1; p2+=9(1&+)&9 \
p
2
&++1+
=w1 \1&+; p2+ . (2.9)
71MAXIMUM ENTROPY CHARACTERIZATION
In view of Lemma 2.3 and relation (2.9) we have that +=&m. Therefore
relations (2.5) and (2.7) lead to the density
f (x)=
1( p2+m+1)
? p21(m+1)
(1&xtx)m, x # S,
and the proof of the theorem is now completed.
Distributions (2.3) and (2.4), which have been derived by means of the
maximum entropy method in Theorem 2.1, are special cases of Pearson's
Type II and VII multivariate distributions with densities
f (y)=
1(p2+m+1)
? p21(m+1)
|7|&12 [1&(y&u)t 7&1(y&u)]m,
m>&1, (2.10)
with support (y&u)t 7&1(y&u)1, and
f (y)=
1(m)
? p21(m& p2)
|7|&12 [1+(y&u)t 7&1(y&u)]&m,
m>
p
2
, (2.11)
with &< y i<, i=1, ..., p. The parameters u and 7 are interpreted as
E(Y)=u, Cov(Y)=1(2m+ p+2) 7, for distribution (2.10) and E(Y)=u,
m>( p+1)2, Cov(Y)=1(2m& p&2) 7, m>( p+2)2 for distribution
(2.11). Distributions (2.10) and (2.11) can be obtained from (2.3) and (2.4)
respectively, if the transformation Y=712X+u, of the initial data X is
considered, with 7 being a positive definite matrix of order p and u a fixed
p-dimensional vector.
The following corollary, which characterizes distributions (2.10) and
(2.11) by means of the maximum entropy principle, is an immediate conse-
quence of Lemma 2.4 and Theorem 2.1.
Corollary 2.1. Distributions (2.10) and (2.11) are the solutions of the
variational problem, maxf H(Y), subject to the constraints
Ef[log[1&(Y&u)t 7&1(Y&u)]]=w1 \m+1; p2+ , m>&1
and
Ef[log[1+(Y&u)t 7&1(Y&u)]]=w2 \m; p2+ , m>
p
2
,
respectively.
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Multivariate t-distribution with & degrees of freedom, &>0, can be
obtained from Pearson's Type VII distribution, given by (2.11), if we use
the transformation Z=- & Y+(1&- &) u and take m=(&+ p)2. The
density function of the multivariate t-distribution with & degrees of freedom
is given by
f (z)=
1((&+p)2)
(?&) p2 1(&2)
|7|&12 [1+&&1(z&u)t 7&1(z&u)]&(&+ p)2. (2.12)
Corollary 2.1 and Lemma 2.4, can be also used for the maximum entropy
characterization of the multivariate t-distribution. In particular, density
(2.12) can be obtained by means of the maximum entropy principle subject
to the constraint,
Ef[log[1+&&1(Z&u)t 7&1(Z&u)]]=w2 \&+ p2 ;
p
2+ .
For the special case where &=1, u=0 and 7=I, with I being the identity
matrix, the density function (2.12) leads to the well known multivariate
Cauchy distribution. This distribution has been also characterized, by
means of the maximum entropy method, in Kapur [8].
APPENDIX
Proof of Lemma 2.1. The proof of part (a) is given in the sequel. Part
(b) can be proved in a similar manner. Consider the generalized spherical
coordinate transformation
x1=r `
p&1
k=1
sin %k
xj=r \ `
p& j
k=1
sin %k+ cos %p& j+1 , 2 jp&1, (A.1)
xp=r cos %1
for 0<r1, 0<%i?, i=1, ..., p&2 and 0<%p&12?.
Clearly, we have xtx=x21+ } } } +x
2
p=r
2 and the Jacobian of the trans-
formation from x1 , ..., xp to r, %1 , ..., %p&1 is r p&1 sinp&2 %1 sinp&3 %2 } } }
sin %p&2 (cf. Muirhead [10, p. 37]). Taking into account the equality
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|
?
0
} } } |
?
0
|
2?
0
sinp&2 %1 sinp&3 %2 } } }
sin %p&2 d%1 } } } d%p&2 d%p&1=
2? p2
1(p2)
(cf. Muirhead [10, p. 37]), we have
|
S
(1&xtx)&+ dx=
2? p2
1( p2) |
1
0
(1&r2)&+ r p&1 dr
=
? p2
1( p2) |
1
0
(1& y)&+ y( p2)&1 dy.
The last integral is the Beta function B( p2, 1&+)=1(p2) 1(1&+)
1( p2&++1), +<1 and the proof of the lemma is completed.
Proof of Lemma 2.1. The proof of part (b) is now given while the proof
of part (a) follows in a similar manner. Consider again the generalized
spherical coordinate transformation introduced by (A.1), with r>0. After
a little algebra we have
|
Rp
(1+xtx)&+ log(1+xtx) dx
=
2? p2
1( p2) |

0
(1+r2)&+ r p&1 log(1+r2) dr
=
? p2
1( p2) |

0
(1+ y)&+ y( p2)&1 log(1+ y) dy. (A.2)
Consider the Beta function defined by the integral
B(m, n)=|

0
tm&1(1+t)&m&n dt, m>0, n>0.
Differentiating both sides with respect to n we have

n
B(m, n)=&|

0
tm&1(1+t)&m&n log(1+t) dt
and taking into account that B(m, n)=1(m) 1(n)1(m+n) we obtain that
|

0
tm&1(1+t)&m&n log(1+t) dt
=&
1(m) 1 $(n) 1(m+n)&1(m) 1(n) 1 $(m+n)
1 2(m+n)
.
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If we apply the last equality for m= p2 and n=+& p2 the proof of the
lemma follows in view of the relation (A.2).
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