Next we present our attempt to solve a real problem (the design of a partially-automated assembly line in an electronics manufacturing facility) using this approach. A sequence of models is described moving from one which embodies some restrictive assumptions through to models which more closely approximate the real system. All of the models are implemented in the SIMAN IV simulation language incorporating userwritten code (written in C++) implementing the SA and IPA algorithms.
estimates are obtained by the application of the infinitesimal perturbation analysis (IPA) technique. We begin with background material on stochastic approximation (SA) and the IPA technique, their potential value in finding optimal solutions to manufacturing system operation problems, and limitations concerning their applicability. Next we present our attempt to solve a real problem (the design of a partially-automated assembly line in an electronics manufacturing facility) using this approach. A sequence of models is described moving from one which embodies some restrictive assumptions through to models which more closely approximate the real system. All of the models are implemented in the SIMAN IV simulation language incorporating userwritten code (written in C++) implementing the SA and IPA algorithms.
We report and interpret the results obtained with the different models and close with concluding remarks on the current value of this technique in solving this kind of system design problem.
INTRODUCTION
This study concerns optimizing the performance of an asynchronous line used for component assembly in electronics manufacturing.
As is typically the case with serial systems, the objective here is the minimization of station idle time and the maximization of throughput (Askin and Standridge 1993; Buzacott and Shanthikumar 1993) . This is equivalent to minimizing the proportion of time that the bottleneck station spends in either the "blocked or "starved' states.
The fixed layout of thk assembly line as well as a mixture of both manual and automatic assembly stations combine to make line balancing impractical in this situation.
An additional factor also makes this situation difficult to analyze: on any given shift a different product type can be introduced to the line. This results in the need for a model that can respond to a changing system.
The model available to the authors at the time of the study was a discrete-event simulation model of the assembly line that was used during the detailed analysis stage of the manufacturing life-cycle (Singhal et al. 1987; Suri 1988) . Re-use of this tool would be beneficial during the current operation stage in order to gain insight into the effect that individual stations have on line throughput performance. This type of insight would show where to look in the line in order to make changes that would most effectively improve overall line performance.
More specifically, the objective of this study is to determine an operational policy for a limited number of service personnel.
These service personnel are utilized on this line (and others in the facility) to bring stations back on line when failures occur. As a result, we are concerned with the line's throughput sensitivity to changes in the mean-time-to-repair (MTTR) for the automatic stations.
One technique that can be used in combination with a discrete event-simulation, or in some cases, with the real system for sensitivity analysis is perturbation analysis (Ho and Cao 1991; Glasserman 1991) . The advantage of this technique is that it can be used to estimate gradients of a performance measure with respect to multiple performance parameters of interest in a single simulation run.
As well, these gradient estimates can then be used to determine optimum performance parameters when used in combination with a stochastic approximation (SA) algorithm (Kushner and Clark 1978) . In this case, experiments will be performed to determine optimum MTTR values for the automatic stations in the line that can be then used as guidelines for the operational policies of the service personnel.
In addition to the objective of improved assembly line performance, the authors wish to investigate the applicability of perturbation analysis to real-world problems such as this one. This includes both the usefulness of the experimental results as well as the ease of use of this technique in the manufacturing system life-cycle.
An attempt is made to implement this technique using a relatively generic approach that could be applied to the actual line as well to other simulations that meet the conditions of the perturbation analysis algorithm. To achieve this objective, the algorithm is written in an object-oriented programming language (C++) and can be interfaced with a simulation of the assembly line or the actual line.
In the following section a brief description of the SA algorithm and its application to this problem will be given; next, a more detailed description of the simulation experiments and results will follow; finally, a discussion of the applicability of this technique to problems of this nature will be given. et al. 1994) , and sensitivity analysis (Strickland 1993) .
sequence of gains, yn, are decreased in steps to zero as the simulation experiment proceeds. The choice of a function for 'y, in this case should have the following properties:
One example of a gain reduction equation that meets the requirements of equations (2) and (3) and has also been successfully applied to SA algorithms for the W1 queue (Suri and Leung 1989; L'Eculyer et al. 1994 ) and for closed loop flexible assembly systems (Suri and Leung 1987) follows: y== y. n-l (4)
In the experiments that follow, this equation is used to determine the gain reduction after each iteration of the SA algorithm.
One difficulty in applying equation (4) to an optimization problem is the choice of the initial gain, yO: a value that is too large will result in t3n "bouncing" between the upper and lower allowable limits of the parameter value; a value that is too small will converge very slowly. The method used here tQ choose the initial gain is based on the method used by (Suri and Leung 1987) : y. is chosen such that the tirst few steps of the SA algorithm are of the same order of magnitude as the actual 6i values (i=l ,2,...,M).
The order of magnitude referred to here can be determined by observing the gradient estimates for each of the parameter values in a preliminary simulation experiment. In this case, perturbation analysis was used to determine the gradient estimates for each of the stations in the assembly line in a series of preliminary experiments (Rogers and Brennan 1995 (1) where t3n is a parameter value, 'yn is a deterministic sequence of gains, and Y. is the gradient estimate at iteration n of the algorithm.
In order to achieve convergence to an optimum parameter value, 0*, the As can be seen in equation (l), at the end of each iteration of the SA algorithm, a gradient estimate, Y,, must be obtained from the simulation experiment.
Since Y, is required as the simulation experiment is run, single run gradient estimation techniques such as perturbation analysis (Ho and Cao 1991; Glassermm 1991) and likelihood ratio (Glynn 1987 ) are particularly suitable to this type of application.
In this paper,
we are primarily interested in the first technique; for an overview of other techniques that can be used with the SA algorithm see L 'Ecuyer et al. (1994) . In addition to the simplicity of the algorithm, it is non-intrusive, working merely by observing the simulation program (or real system).
Finally, k gradient values can be estimated simultaneously from a single sample path (simulation experiment).
If one considers the amount of experimental effort that this would require if a finite differences technique is used, it can be seen that the savings offered by IPA is very encouraging.
The IPA atgorithm described above can now be combined with equation (1) minutes. The limits, 9ti, and O~a are related to the physicat constraints of the system. The minimum value, efin, represents the shortest length of time that a repair can be completed.
Similarly, the maximum value, emax, is the longest period of time that is acceptable for a repair. Each of these constraints are related to factors such as the number of service personnel available in the facility, the time it takes a service person to respond and typical MTTR values for the stations in the assembly line.
The SA algorithm is then run until the stopping criterion is satisfied.
As can be seen in equation (6), the stopping criterion is based on a compromise between the actual error and the number of iterations performed (i.e., the term, y. will decrease as the simulation experiment progresses). The value, E, is typically chosen by comparing experimental results with known optimal results (Suri and Leung 1987) . Since optimal parameter values are not known for this practical application, e is based on empirical results (i.e., initial experiments are conducted to determine the value of Sgl when convergence appears to occur).
Applying IPA to the Assembly Line
As shown in Figure 1 , the assembly line studied here consists of a combination of both manual and automatic stations connected by a conveyor system. The service times are deterministic for the automatic stations, and are modeled by a triangular distribution for the manual stations. As well, each station is prone to failure with exponentially distributed mean-timebetween-failures (MTBF) and MTTR.
For any given shift, a single class of product types is introduced to the assembly line from what is, effectively, an infinite supply of part.% Each product follows a fixed routing, visiting each station in the line then waiting in the next station's buffer until that station is available.
As well as having random service times, the manuat assembly stations also follow a break schedule illustrated in Figure 2 . While the assembly workers are taking breaks, the line continues to run until each of the automatic stations are blocked or starved.
It has been shown that, for closed, tandem, single-class networks, the IPA algorithm produces consistent estimates of the gradient.
The system studied here meets all of these requirements except the "closed network requirement. In order to use the algorithm here, the assembly line is approximated in our simulation by a closed line. As can be seen in Figure 1 , an additional station has been added that is effectively an "infinite" buffer between the input and output stations.
We assume that the input station is never starved and that the output station is never blocked.
This assumption is reasonable in this situation.
In order to test the IPA algorithm for this application, a number of different scenarios are tried with each scenario more closely approximating actual operation of the assembly line. The main difference between each of the test cases is the representation of the manual stations' service time by the simulation model. These scenarios can be deseribed as follows:
(a) Deterministic service times for both manord and automatic stations with no scheduled breaks. For each of these test scenarios, stochastic approximation will be used to maximize a cost function, OF@):
where C is a constant (a value of 0.1 is chosen for the experiments). The first term of equation (7) represents assembly line throughput, TH@); the second term represents the "cost" associated with assigning service personnel to station i. Differentiating equation (7) resnlts in the gradient 0F'(9i) = TH'(ei) +~ (8) 1 where TH'@) is represented by a location parameter (Glasserman 1991) in the IPA algorithm.
In the following experiments the SA algorithm is used to maximize the cost function represented in equation (7).
EXPERIMENTAL RESULTS

The Experimental Testbed
The three test scenarios described in the previous section are implemented using the existing SIMAN discrete event simulation model with minor modifications to support an interface with a C++ program that performs the SA algorithm calculations.
To allow SIMAN and the C++ program to communicate, the standard SIMAN user code (ANSI C) is used with data transfers taking place over a UNIX socket. A schematic of the implementation is illustrated in Figure 3. The modular implementation used here is intended to encourage re-use of the SA/fPA module with discrete-event simulation models of other lines in the manufacturing facility. 
L
The Simulation Experiments
When a specific product order is sent to the shop floor in the actual system, the assembly line is rnn continuously until the order is completed. Manual assemblers operate in 12 hour shifts with the break schedule illustrated in Figure 2 .
For the simulation experiments of the three scenarios deseribed previously, a non-terminating analysis is used to allow the system to approach steady-state. Statistics on the SA algorithm are collected at the beginning and the end of each SA run (each SA "ron" lasts the length of time required to reduce sgi to below 8).
In order to provide a "warm-up" period for the system, the first iteration is started after 500 parts are completed, then subsequent iterations are performed after each 100 parts are completed.
The length of time between SA iterations will have an effect on the accnracy of the IPA gradient estimates and, as a result, on the SA algorithm short iterations may not provide the system with enough time to stablize after a parameter change, long iterations will adversely effect the rate of convergence. The value chosen here (i. e., L = 100 parts) gives the system approximately one hour (real system time) to stablize after each iteration.
As noted previously, the initial system gains are based on the magnitude of the gradients investigated in previous experiments with this system (Rogers and Brennan 1995) . These initial gains are shown in Table 1 . The SA algorithm stopping criterion for the experiments is based on sgi <0.2, Once this criterion is met, a new set of initial parameters are randomly selected from a uniform distribution.
Results
Each of the three test scenarios described previously were simulated using the experimental testbed shown in Figure These results were generated at the end of each SA run by the C++ program described in the previous section.
The stations with t3i values of (0.5,0.5) in Tables  2, 3 , aud 4 indicate those stations with optimal values that are less than 6WD (e.g., stations 5 and 8 of Table   2 ). As a result of step 3f,b) of the SA algorithm, ei is set to t3tiQ in this case. As noted previously, the primary objective of the current study is to provide operational guidelines for the assembly line service personnel in order to determine which machines can be considered to be of high priority when failures occur. The results in Tables 2-4 do provide this type of information by indicating where service personnel should focus their attention on the assembly line. For example, Table 4 (random service times with scheduled breaks) indicates that stations 5 and 14 must be repaired as quickly as possible when a failure occurs. Station 15 in this case, can be considered to be of lower priority.
In order to validate these results, a comparison was made in a previous study (Rogers and Brennan 1995) between the IPA gradient estimates and gradient estimates obtained by finite differences.
The two techniques showed a close correspondence for eaeh of the three test scenarios described in this paper.
In addition to investigating the performance of the SA/IPA algorithms, the authors are also interested in a secondary objective of evaluating the applicability of this type of analysis to problems of the type described in this paper. The line studied here is part of a larger electronics manufacturing faeitit y consisting of a number of similar lines used to manufacture a variety of components.
Since a limited number of service personnel are are assigned to all of the equipment in the manufacturing facility, information similar to that given in Tables 2-4 can be of great benefit in determining service priorities.
As well, the modular approach used here is modifiable and extendible: the SA/IPA algorithms can be easily applied to discrete-event simulation models of other lines in the manufacturing facility. This extendibility will be dependent, of course, upon the applicability of the SNIPA algorithms to the simulation model they are to be applied to.
Finally, the difficulty (or impracticality) of performing this type of analysis on the aetnal line makes this technique particularly benefickd as an off-line analysis tool. In the dynamic environment of an electronic manufacturing facility (e.g., where changes in product type or, additions and removals of machines from the line can occur), a single-run analysis tool such as this can be used to provide insight into the effect of changes.
