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DISTRIBUTED PROXIMAL GRADIENT ALGORITHM FOR
PARTIALLY ASYNCHRONOUS COMPUTER CLUSTERS
YI ZHOU∗, YAOLIANG YU† , WEI DAI‡ , YINGBIN LIANG∗, AND ERIC P. XING‡§
Abstract. With ever growing data volume and model size, an error-tolerant, communication
efficient, yet versatile distributed algorithm has become vital for the success of many large-scale
machine learning applications. In this work we propose m-PAPG, an implementation of the flexible
proximal gradient algorithm in model parallel systems equipped with the partially asynchronous
communication protocol. The worker machines communicate asynchronously with a controlled stal-
eness bound s and operate at different frequencies. We characterize various convergence properties
of m-PAPG: 1) Under a general non-smooth and non-convex setting, we prove that every limit point
of the sequence generated by m-PAPG is a critical point of the objective function; 2) Under an error
bound condition, we prove that the function value decays linearly for every s steps; 3) Under the
Kurdyka- Lojasiewicz inequality, we prove that the sequences generated by m-PAPG converge to the
same critical point, provided that a proximal Lipschitz condition is satisfied.
Key words. Proximal gradient, distributed system, model parallel, partially asynchronous,
machine learning
AMS subject classifications.
1. Introduction. The composite minimization problem
min
x∈Rd
f(x) + g(x)(1)
has drawn a lot of recent attention due to its ubiquity in machine learning and sta-
tistical applications. Typically, the first term
f(x) :=
1
n
n∑
i=1
fi(x)(2)
is a smooth loss function over n training samples that describes the fitness to data,
and the second term g is a nonsmooth regularization function that encodes a priori
information. We list below some popular examples under this framework.
• Lasso: least squares loss fi(x) = (yi−a⊤i x)2 and ℓ1 norm regularizer g(x) = ‖x‖1;
• Logistic regression: logistic loss fi = log(1 + exp(−yia⊤i xi));
• Boosting: exponential loss fi(x) = exp(−yia⊤i x);
• Support vector machines: hinge loss fi(x) = max{0, 1− yia⊤i x} and (squared) ℓ2
norm regularizer g(x) = ‖x‖22.
Over the years there is also a rising interest in using nonconvex losses f (mainly for
robustness against outlying observations) [12, 34, 35, 36] and nonconvex regularizers
g (mainly for smaller bias in statistical estimation) [15, 39].
Due to the apparent importance of the composite minimization framework and
the rapidly growing size in both dimension (d) and volume (n) of data, there is a strong
need to develop a practical parallel system that can solve the problem in (1) efficiently
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and in a scale that is impossible for a single machine [2, 8, 13, 17, 19, 21, 23, 37]. Ex-
isting systems can be categorized by how communication among worker machines is
managed: bulk synchronous (also called fully synchronous) [13, 33, 37], totally asyn-
chronous [5, 8, 23], and partially asynchronous (a.k.a. stale synchronous or chaotic)
[2, 8, 11, 17, 19, 21, 32]. Bulk synchronous parallel (BSP) systems explicitly force
synchronization barriers so that the worker machines can stay on the same page to
ensure correctness. However, in a real deployed parallel system, BSP usually suffers
from the straggler problem, that is, the performance of the whole system is bottle-
necked at the bandwidth of communication and the slowest worker machine. On the
other hand, totally asynchronous systems do not put any constraint on synchroniza-
tion, hence achieve much greater throughputs by potentially sacrificing the correct-
ness of the algorithm. Partially asynchronous parallel (PAP) systems [8, 11] are a
compromise between the previous two: it allows the worker machines to communicate
asynchronously up to a controlled staleness and to perform updates at different paces.
PAP is particularly suitable for machine learning applications, where iterative algo-
rithms that are robust to small computational errors are usually favored for finding an
appropriate solution. Due to its flexibility, the PAP mechanism has been the method
of choice in many recent practical implementations [2, 17, 19, 21, 22, 28].
Existing parallel systems can also be categorized by how computation is divided
among worker machines: data parallel and model parallel. Data parallel systems
usually distribute the computation involving each component function fi in (2) into
different worker machines, which is suitable when n≫ d, i.e., large data volume but
moderate model size. In this setting the stochastic proximal gradient algorithm, along
with the PAP protocol, has been shown to be quite effective in solving the composite
problem (1) [2, 17, 19, 21]. In this work, we focus on the “dual” model parallel regime
where d ≫ n, i.e., large model size but moderate data volume. In modern machine
learning and statistics applications, it is not uncommon that the dimensionality of
data largely exceeds its volume, for example, in computational biology, conducting
an experimental study that involves many patients can be very expensive but for
each patient, technology (e.g. next-generation genome sequencing) has advanced to a
stage where taking a large number of measurements (model parameters) is relatively
cheap. Deep neural networks are another example that calls for model parallelism.
Not surprisingly, the design of a model parallel system is fundamentally different from
that of a data parallel system, and so is the subsequent analysis.
To achieve model parallelism, the model x is partitioned into different (disjoint)
blocks and is distributed among many worker machines. In this setting, the block
proximal gradient algorithm has been proposed to solve the composite problem (1)
[16, 24, 29], although under the more restrictive BSP protocol. Under the PAP
protocol, the only work that we are aware of is [8] which focused on a special case
of (1) where g is an indicator function of a convex set, and [32] which established a
periodic linear rate of convergence under an error bound condition. Our main goal in
this work is to provide a formal convergence analysis of the model parallel proximal
gradient algorithm under the more flexible PAP communication protocol, and our
results naturally extend those in [8, 32] to allow nonsmooth and nonconvex functions.
Our main contributions in this work are: 1). We propose m-PAPG, an extension
of the proximal gradient algorithm to the model parallel and partially asynchronous
setting. 2). We provide a rigorous analysis of the convergence properties of m-
PAPG, allowing both nonsmooth and nonconvex functions. In particular, we prove in
Theorem 6 that any limit point of the sequences generated by m-PAPG is a critical
point. 3) Under an additional error bound condition, we prove in Theorem 8 that the
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function values generated by m-PAPG decays periodically linearly. 4) Lastly, using the
Kurdyka- Lojasiewicz (K L) inequality [10], we prove in Theorem 10 that for functions
that satisfy a proximal Lipschitz condition the whole sequences of m-PAPG converge
to a single critical point.
This paper proceeds as follows: We first set up the notations and definitions in
Section 2. The proposed algorithmm-PAPG is presented in Section 3, and convergence
analysis are detailed in Sections 4 to 6. Section 7 concludes our work.
2. Preliminaries. We first recall some fundamental definitions that will be
needed in our analysis. Throughout, h : Rd → (−∞,+∞] denotes an extended real-
valued function that is proper and closed, i.e., its domain domh := {x : h(x) < +∞}
is nonempty and its sublevel set {x : h(x) ≤ α} is closed for all α ∈ R. Since the
function h may not be smooth or convex, we need the following generalized notion of
“derivative.”
Definition 1 (Subdifferential and critical point, e.g. [30]). The Freche´t subdif-
ferential ∂ˆh of h at x ∈ domh is the set of u such that
lim inf
z6=x,z→x
h(z)− h(x) − u⊤(z− x)
‖z− x‖ ≥ 0,(3)
while the (limiting) subdifferential ∂h at x ∈ domh is the “closure” of ∂ˆh:
{u : ∃xk → x, h(xk)→ h(x),uk ∈ ∂ˆh(xk),uk → u}.(4)
The critical points of h are crith := {x : 0 ∈ ∂h(x)}.
When h is continuously differentiable or convex, the subdifferential ∂h and the
set of critical points crith coincide with the usual notions. For a closed function h,
its subdifferential is either nonempty at any point in its domain or the subgradient
diverges to some “direction” [30, Corollary 8.10].
Definition 2 (Distance and projection). The distance function w.r.t. a closed
set Ω ⊆ Rd is defined as:
distΩ(x) := min
y∈Ω
‖y − x‖,(5)
while the metric projection onto Ω is defined as:
projΩ(x) := argmin
y∈Ω
‖y− x‖,(6)
where ‖ · ‖ is the usual Euclidean norm.
Note that projΩ(x) is single-valued for all x ∈ Rd if and only if Ω is convex.
Definition 3 (Proximal map, e.g. [30]). The proximal map of a closed and
proper function h is (with parameter η > 0):
proxηh(x) := argmin
z∈Rd
h(z) + 12η‖z− x‖2.(7)
Occasionally, we will write proxh instead of prox
1
h.
Clearly, for the indicator function h(x) = ιΩ(x), which takes the value 0 for
x ∈ Ω and ∞ otherwise, its proximal map (with any η > 0) reduces to the metric
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projection projΩ. If h decreases slower than a quadratic function (in particular, when
h is bounded below), then its proximal map is well-defined for all (small) η [30]. If
h is convex, then its proximal map is always a singleton while for nonconvex h, the
proximal map can be set-valued. In the latter case we will also abuse the notation
proxηh(x) for an arbitrary element from that set. For convex functions, the proximal
map is nonexpansive:
∀x, ∀y, ‖proxηh(x)− proxηh(y)‖ ≤ ‖x− y‖,(8)
while for nonconvex functions this may not hold everywhere.
The proximal map is the key component of the proximal gradient algorithm [18]
(a.k.a. forward-backward splitting):
∀ t = 0, 1, . . . , x(t+ 1) = proxηg
(
x(t)− η∇f(x(t))),(9)
where ∇f is the (sub)gradient of f , and η is a suitable step size (that may change
with t). It is known that when f is convex with L-Lipschitz continuous gradient and
0 < η < 2/L, then Ft := f(x(t)) + g(x(t)) converges to the minimum at the rate
O(1/t) and x(t) converges to some minimizer x∗. Accelerated versions [6, 27] where
Ft converges at the faster rate O(1/t
2) are also well-known. Recently, [10] proved that
x(t) converges to a critical point even for nonconvex f and nonconvex and nonsmooth
g as long as together they satisfy a certain K L inequality.
3. Formulation of m-PAPG. Recall the composite minimization problem:
min
x∈Rd
F (x), where F (x) = f(x) + g(x).(P)
We are interested in the case where d is so large that implementing the proximal
gradient algorithm (9) on a single machine is no longer feasible, hence distributed
computation is necessary.
We consider a model parallel system with p machines in total, and decompose
the d model parameters into p disjoint groups. Formally, consider the decomposition
R
d = Rd1 × Rd2 × · · · × Rdp , and denote xi and ∇if(x) : Rd → Rdi as the i-th
component of x and ∇f(x), respectively. Clearly, x = (x1, x2, . . . , xp) and ∇f =
(∇1f,∇2f, · · · ,∇pf). The i-th machine is responsible for updating the component
xi ∈ Rdi , and for the purpose of evaluating the partial gradient ∇if(x) we assume
the i-th machine also has access to a local, full model parameter xi ∈ Rd. The last
assumption is made only to simplify our presentation; it can be removed for many
machine learning problems, see for instance [29, 41].
We make the following standard assumptions regarding problem (P):
Assumption 1 (Bounded Below). The function F =f + g is bounded below.
Assumption 2 (Smooth). The gradient ∇f of f is L-Lipschitz continuous:
∀x, ∀y, ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖.(10)
Assumption 3 (Separable). The function g is closed and separable, i.e., g(x) =∑p
i=1 gi(xi).
Assumption 1 simply allows us to have a finite minimum value and is usually
satisfied in practice. The smoothness assumption is critical in two aspects: (1) It
allows us to upper bound f by its quadratic expansion at the current iterate—a
standard step in the convergence proof of gradient type algorithms:
∀x, ∀y, f(x) ≤ f(y) + 〈x− y,∇f(y)〉 + L2 ‖x− y‖2.(11)
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(2) It allows us to bound the inconsistencies in different machines due to asynchronous
updates, see Lemma 4 below. The separable assumption is what makes model paral-
lelism interesting and feasible. We remark that both Assumption 2 and Assumption 3
can be relaxed using techniques in [7] and [36], respectively. For brevity we do not
pursue these extensions here. Note that we do not assume convexity on either f or
g, and g need not even be continuous.
We now specify the m-PAPG algorithm for solving (P) under model parallelism
and the PAP protocol. The separable assumption on g implies that
proxηg(x) =
(
proxηg1(x1), . . . , prox
η
gp
(xp)
)
.(12)
Then, the update on machine i is defined as:
xi ← proxηgi(xi − η∇if(xi)).(13)
That is, machine i computes a partial gradient mapping [27] w.r.t. the i-th component
using the local component xi and the local full model x
i. To define the latter, consider
a global clock shared by all machines and denote Ti as the set of active clocks when
machine i performs an update. Note that the global clock is introduced solely for
the purpose of our analysis, and the machines need not maintain it in a practical
implementation. Formally, the t-th iteration on machine i can be written as:
(m-PAPG)


∀i, xi(t+ 1) =
{
xi(t), t 6∈ Ti
proxηgi(xi(t)− η∇if(xi(t))), t ∈ Ti
,
(local) xi(t) =
(
x1(τ
i
1(t)), . . . , xp(τ
i
p(t))
)
,
(global) x(t) =
(
x1(t), . . . , xp(t)
)
.
That is, machine i only performs its update operator at its active clocks. The local full
model xi(t) assembles all components from other machines, and is possibly a delayed
version of the global model x(t), which assembles the most up-to-date component
in each machine. Note that the global model is introduced for our analysis, and
is not accessible in a real implementation. More specifically, τ ij(t) ≤ t models the
communication delay among machines: when machine i conducts its t-th update it
only has access to xj(τ
i
j (t)), a delayed version of the component xj(t) on the j-th
machine. We refer to the above algorithm as m-PAPG (for model parallel, Partially
Asynchronous, Proximal Gradient).
In a practical distributed system, communication among machines is much slower
than local computations, and the performance of a synchronous system is often bot-
tlenecked at the slowest machine, due to the need of synchronization in every step.
The delays τ ij(t) and active clocks Ti that we introduced in m-PAPG aim to address
such issues. For our convergence proofs, we need the following assumptions:
Assumption 4 (Bounded Delay). ∃s ∈ N, ∀i, ∀j, ∀t, 0 ≤ t−τ ij(t) ≤ s, τ ii (t) ≡ t.
Assumption 5 (Frequent Update). ∃s ∈ N, ∀i, ∀t, Ti ∩ {t, t+1, · · · , t+ s} 6= ∅.
Intuitively, Assumption 4 guarantees the information that machine i gathered
from other machines at the t-th iteration are not too obsolete (bounded by at most
s clocks apart). The assumption τ ii (t) ≡ t is natural since the i-th worker machine is
maintaining xi hence would always have the latest copy. Assumption 5 requires each
machine to update at least once in every s+1 iterations, for otherwise some component
xi may not be updated at all. We remark that Assumption 4 and Assumption 5 are
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very natural and have been widely adopted in previous works [5, 8, 11, 17, 32]. Clearly,
when s = 0 (i.e., no delay), m-PAPG reduces to the fully synchronous, model parallel
proximal gradient algorithm.
Before closing this section, we provide a technical tool to control the inconsistency
between the local models xi(t) and the global model x(t). Recall that (t)+ = max{t, 0}
is the positive part of t.
Lemma 4. Let Assumption 4 hold, then the global model x(t) and the local models
{xi(t)}pi=1 satisfy:
∀i = 1, · · · , p, ‖x(t)− xi(t)‖ ≤
t−1∑
k=(t−s)+
‖x(k + 1)− x(k)‖(14)
‖xi(t+ 1)− xi(t)‖ ≤
t∑
k=(t−s)+
‖x(k + 1)− x(k)‖.(15)
Proof. Indeed, by the definitions in (m-PAPG):
‖x(t)− xi(t)‖2 =
p∑
j=1
‖xj(t)− xj(τ ij(t))‖2
≤
p∑
j=1

 t−1∑
k=τ ij (t)
‖xj(k + 1)− xj(k)‖


2
≤
p∑
j=1

 t−1∑
k=(t−s)+
‖xj(k + 1)− xj(k)‖


2
=
p∑
j=1
t−1∑
k=(t−s)+
t−1∑
k′=(t−s)+
‖xj(k + 1)− xj(k)‖‖xj(k′ + 1)− xj(k′)‖
=
t−1∑
k=(t−s)+
t−1∑
k′=(t−s)+
p∑
j=1
‖xj(k + 1)− xj(k)‖‖xj(k′ + 1)− xj(k′)‖
≤
t−1∑
k=(t−s)+
t−1∑
k′=(t−s)+
‖x(k + 1)− x(k)‖‖x(k′ + 1)− x(k′)‖
=

 t−1∑
k=(t−s)+
‖x(k + 1)− x(k)‖


2
,
where the first inequality is due to the triangle inequality; the second inequality is due
to Assumption 4; and the last inequality follows from the Cauchy-Schwarz inequality.
Similarly,
‖xi(t)− xi(t+ 1)‖2 =
p∑
j=1
‖xj(τ ij (t))− xj(τ ij (t+ 1))‖2
≤
p∑
j=1

τ
i
j(t+1)−1∑
k=τ i
j
(t)
‖xj(k + 1)− xj(k)‖


2
Distributed Proximal Gradient Algorithm for Partially Asynchronous Computer Clusters 7
≤
p∑
j=1

 t∑
k=(t−s)+
‖xj(k + 1)− xj(k)‖


2
,
and the rest of the proof is completely similar to the previous case.
4. Characterizing the limit points. In this section, we characterize the con-
vergence property of the sequences generated by m-PAPG under very general condi-
tions. Recall from Assumption 2 that ∇f is L-Lipschitz continuous. Our first result
is as follows:
Theorem 5. Let Assumptions 1 to 5 hold. If the step size η ∈
(
0, 1
L(1+2
√
ps)
)
,
then the sequence generated by m-PAPG is square summable, i.e.
∞∑
t=0
‖x(t+ 1)− x(t)‖2 <∞.(16)
In particular, lim
t→∞
‖x(t+ 1)− x(t)‖ = 0 and lim
t→∞
‖x(t)− xi(t)‖ = 0.
Remark 1. Our bound on the step size η is natural: If s = 0, i.e., there is no
asynchronism then we recover the standard step size rule η < 1/L (we can increase η
by another factor of 2, had convexity on g been assumed). As staleness s increases, we
need a smaller step size to “damp” the system to still ensure convergence. The factor√
p is another measurement of the degree of “dependency” among worker machines:
Indeed, we can reduce
√
p to
√∑
i L
2
i /L, where Li is the Lipschitz constant of ∇if
(cf. (21)).
Proof. The last claim follows immediately from (16) and (14), so we only need to
prove (16).
Consider machine i and any t ∈ Ti. Combining (13) with (m-PAPG) gives
xi(t+ 1) = prox
η
gi
(
xi(t)− η∇if(xi(t))
)
.(17)
Then, from Definition 3 of the proximal map we have for all z ∈ Rdi:
gi
(
xi(t+ 1)
)
+
1
2η
‖xi(t+ 1)− xi(t) + η∇if
(
xi(t)
)‖2(18)
≤ gi
(
z
)
+
1
2η
∥∥z − xi(t) + η∇if(xi(t))∥∥2 .
Set z = xi(t) and simplify, we obtain:
gi
(
xi(t+ 1)
)−gi(xi(t))(19)
≤ − 1
2η
‖xi(t+ 1)− xi(t)‖2 −
〈∇if(xi(t)), xi(t+ 1)− xi(t)〉 .
Note that if t /∈ Ti, then xi(t + 1) = xi(t) and (19) still holds. On the other hand,
Assumption 2 implies that for all t (cf. (11)):
f
(
x(t+ 1)
)− f(x(t)) ≤ 〈x(t+ 1)− x(t),∇f(x(t))〉+ L
2
‖x(t+ 1)− x(t)‖2.(20)
Adding up (20) and (19) (for all i) and recall F = f +
∑
i gi, we have
F
(
x(t+ 1)
)− F (x(t))− 12 (L − 1/η)‖x(t+ 1)− x(t)‖2
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≤
p∑
i=1
〈
xi(t+ 1)− xi(t),∇if(x(t)) −∇if
(
xi(t)
)〉
≤
p∑
i=1
‖xi(t+ 1)− xi(t)‖ · ‖∇if(x(t)) −∇if
(
xi(t)
)‖
(i)
≤
p∑
i=1
‖xi(t+ 1)− xi(t)‖ · L‖x(t)− xi(t)‖(21)
(ii)
≤ L ·
p∑
i=1
‖xi(t+ 1)− xi(t)‖ ·
t−1∑
k=(t−s)+
‖x(k + 1)− x(k)‖
(iii)
≤ √pL‖x(t+ 1)− x(t)‖ ·
t−1∑
k=(t−s)+
‖x(k + 1)− x(k)‖(22)
(iv)
≤
√
pL
2
t−1∑
k=(t−s)+
[
‖x(k + 1)− x(k)‖2 + ‖x(t+ 1)− x(t)‖2
]
≤
√
pLs
2
‖x(t+ 1)−x(t)‖2 +
√
pL
2
t−1∑
k=(t−s)+
‖x(k + 1)−x(k)‖2,(23)
where (i) is due to the L-Lipschitz continuity of ∇f , (ii) follows from (14), (iii)
is the Cauchy-Schwarz inequality, and (iv) follows from the elementary inequality
ab ≤ a2+b22 . Summing the above inequality over t from 0 to n− 1 and rearranging we
obtain
F
(
x(n)
)− F (x(0)) ≤ 1
2
(L+
√
pLs− 1/η)
n−1∑
t=0
‖x(t+ 1)− x(t)‖2
+
L
2
n−1∑
t=0
t−1∑
k=(t−s)+
‖x(k + 1)− x(k)‖2
≤ 1
2
(L+ 2
√
pLs− 1/η)
n−1∑
t=0
‖x(t+ 1)− x(t)‖2.
Therefore, if we choose 0 < η < 1
L(1+2
√
ps) , then let n→∞ we deduce
∞∑
t=0
‖x(t+ 1)− x(t)‖2 ≤ 2
1/η − L− 2√pLs [F
(
x(0)
)− inf
z
F (z)].(24)
By Assumption 1, F is bounded from below, hence the right-hand side is finite.
The first assertion of the above theorem states that the global sequence x(t) has
square summable successive differences, while the second assertion implies that both
the successive difference of the global sequence and the inconsistency between the
local sequences and the global sequence diminish as the number of iterations grows.
These two conclusions provide a prelimenary stability guarantee for m-PAPG.
Next, we prove that the limit points (if exist) of the sequences x(t) and xi(t), i =
1, . . . , p coincide, and they are critical points of F . Again, no convexity assumption
is imposed on either f or g.
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Theorem 6. Consider the same setting as in Theorem 5. Then, the sequences
{x(t)} and {xi(t)}, i = 1, . . . , p, generated by m-PAPG share the same set of limit
points, which is a subset of critF .
Proof. It is clear from Theorem 5 that {x(t)} and {xi(t)}, i = 1, . . . , p, share the
same set of limit points, and we need to show that any limit point of {x(t)} is also a
critical point of F .
Let x∗ be a limit point of {x(t)}. By Definition 1 it suffices to exhibit a sequence
x(k) satisfying1
x(k)→ x∗, F (x(k))→ F (x∗), 0← u(k) ∈ ∂F (x(k)).(25)
Let us first construct the subgradient sequence u(k). Consider machine i and any
tˆ ∈ Ti, the optimality condition of (17) gives
ui(tˆ+ 1) := − 1η
[
xi(tˆ+ 1)− xi(tˆ) + η∇if
(
xi(tˆ)
)] ∈ ∂gi(xi(tˆ+ 1)).(26)
It then follows that
‖ui(tˆ+ 1) +∇if(x(tˆ+ 1))‖
≤ ‖ui(tˆ+ 1) +∇if(x(tˆ))‖+ ‖∇if(x(tˆ+ 1))−∇if(x(tˆ))‖
(i)
≤
∥∥∥ 1η [xi(tˆ+ 1)− xi(tˆ)] +∇if(xi(tˆ))−∇if(x(tˆ))∥∥∥+ L‖x(tˆ+ 1)− x(tˆ)‖
(ii)
≤ 1
η
‖xi(tˆ+ 1)− xi(tˆ)‖+ L‖xi(tˆ)− x(tˆ)‖+ L‖x(tˆ+ 1)− x(tˆ)‖
(iii)
≤ 1
η
‖xi(tˆ+ 1)− xi(tˆ)‖+ L
tˆ∑
k=(tˆ−s)+
‖x(k + 1)− x(k)‖,(27)
where (i) and (ii) are due to the L-Lipschitz continuity of ∇f , and (iii) follows from
(14). Next, consider any other t 6∈ Ti and t ≥ s, we denote tˆ as the largest element
in the set {k ≤ t : k ∈ Ti}. By Assumption 5 tˆ always exists and t− tˆ ≤ s. Since no
update is performed on machine i at any clock in [tˆ+1, t], we have xi(t+1) = xi(tˆ+1).
Thus, we can choose ui(t+1) = ui(tˆ+1) ∈ ∂gi(xi(tˆ+1)) = ∂gi(xi(t+1)), and obtain
‖ui(t+ 1) +∇if(x(t+ 1))−ui(tˆ+ 1)−∇if(x(tˆ+ 1))‖(28)
= ‖∇if(x(t+ 1))−∇if(x(tˆ+ 1))‖
≤
t∑
k=tˆ+1
‖∇if(x(k + 1))−∇if(x(k))‖
≤
t∑
k=(t−s+1)+
‖∇if(x(k + 1))−∇if(x(k))‖
≤
t∑
k=(t−s+1)+
L‖x(k + 1)− x(k)‖.(29)
1Technically, from Definition 1 we should have the Freche´t subdifferential ∂ˆF in (25), however,
a standard argument allows us to use the more convenient subdifferential [30, Proposition 8.7].
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Combining the two cases in (27) and (29) we have for all t:
‖u(t+ 1) +∇f(x(t+ 1))‖ ≤ (√p/η + 2L)
t∑
k=(t−2s)+
‖x(k + 1)− x(k)‖,(30)
where u(t+1) =
(
u1(t+1), . . . , up(t+1)
) ∈ ∂g(x(t+1)), and the factor √p ≥ 1 is
artificially introduced for the convenience of subsequent analysis. Therefore, by (30)
and Theorem 5 we deduce
lim
t→∞
dist∂F (x(t+1))(0) ≤ lim
t→∞
‖u(t+ 1) +∇f(x(t+ 1))‖ = 0.(31)
Recall that x∗ is a limit point of {x(t)}, thus there exists a subsequence x(tm)→
x∗. Next we verify the function value convergence in (25). The challenge here is that
the component function g is only closed, hence may not be continuous. For any t ∈ Ti,
applying (18) with z = x∗i and rearranging gives
gi(xi(t+ 1)) ≤ gi
(
x∗i
)
+
1
2η
‖x∗i − xi(t)‖2 −
1
2η
‖xi(t+ 1)− xi(t)‖2
+ 〈x∗i − xi(t+ 1),∇if(xi(t))〉
= gi
(
x∗i
)
+
1
2η
‖x∗i − xi(t)‖2 −
1
2η
‖xi(t+ 1)− xi(t)‖2(32)
+ 〈x∗i − xi(t+ 1),∇if(x∗)〉+ 〈x∗i − xi(t+ 1),∇if(xi(t)) −∇if(x∗)〉.
Observe from Theorem 5 that
lim
m→∞
max
t∈[tm−s,tm+s]
‖x(t+ 1)− x∗‖ = 0, lim
m→∞
max
t∈[tm−s,tm+s]
‖xi(t+ 1)− x∗‖ = 0.
By Assumption 5, [tm−s, tm+s]∩Ti 6= ∅ for all i. Then using the Lipschitz continuity
of ∇f we deduce from (32) that
lim sup
m→∞
max
t∈[tm−s,tm+s]∩Ti
gi(xi(t+ 1)) ≤ gi(x∗i ).(33)
Since each machine updates at least once during [tm − s, tm], let tˆm be the largest
element of [tm− s, tm]∩Ti. Also notice that each machine i only updates at its active
clocks Ti, it then follows that
max
t∈[tm,tm+s]
gi(xi(t+ 1)) = max
t∈[tˆm,tm+s]∩Ti
gi(xi(t+ 1)) ≤ max
t∈[tm−s,tm+s]∩Ti
gi(xi(t+ 1)),
and hence by (33)
lim sup
m→∞
max
t∈[tm,tm+s]
gi(xi(t+ 1)) ≤ gi(x∗i ).(34)
To complete the proof, choose any km ∈ [tm, tm+s]. Since x(tm)→ x∗, Theorem 5
implies that
x(km)→ x∗.(35)
From (34) we know for all i, lim sup
m→∞
gi(xi(km)) ≤ gi(x∗i ). On the other hand, it follows
from the closedness of the function gi (cf. Assumption 3) that lim inf
m→∞
gi(xi(km)) ≥
gi(x
∗
i ), thus in fact lim
m→∞ gi(xi(km)) = gi(x
∗
i ). Since f is continuous, we know
lim
m→∞F (x(km)) = limm→∞ f(x(km)) +
∑
i
gi(xi(km)) = F (x
∗).(36)
Combining (31), (35) and (36) we know from Definition 1 that x∗ ∈ critF .
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Theorem 6 further justifies m-PAPG by showing that any limit point it produces
is necessarily a critical point. Of course, for convex functions any critical point is a
global minimizer. The closest result to Theorem 5 and Theorem 6 we are aware of is
[8, Proposition 7.5.3], where essentially the same conclusion was reached but under
the much more restrictive assumption that g is an indicator function of a product
convex set. Thus, our result is new even when g is a convex function such as the
ℓ1 norm that is widely used to promote sparsity. Furthermore, we allow g to be
any closed separable function (convex or not), covering the many recent nonconvex
regularization functions in machine learning and statistics (see e.g. [15, 26, 38, 39]).
We also note that the proof of Theorem 6 (for nonconvex g) involves significantly new
ideas beyond those of [8].
We note that the existence of limit points can be guaranteed, for instance, if
{x(t)} is bounded or the sublevel set {x | F (x) ≤ α} is bounded for all α ∈ R.
However, we have yet to prove that the sequence {x(t)} generated by m-PAPG does
converge to one of the critical points, and we fill this gap under two complementary
sets of assumptions on the objective function in Sections 5 and 6, respectively.
5. Convergence under Error Bound. In this section we prove that the global
sequence {x(t)} produced by m-PAPG converges periodically linearly to a global min-
imizer, by assuming an error bound condition on the objective function in (P) and a
convexity assumption that serves to simplify the presentation:
Assumption 6 (Convex). The functions f and g in (P) are convex.
Note that for convex functions g the proximal mapping proxηg is single valued for any
η > 0. The error bound condition we need is as follows:
Assumption 7 (Error Bound). For every α > 0, there exist δ, κ > 0 such that
for all x with f(x) ≤ α and ‖x− proxg(x−∇f(x))‖ ≤ δ,
distcritF (x) ≤ κ‖x− proxg(x−∇f(x))‖,(37)
where recall that critF is the set of critical points of F .
Equation (37) is a proximal extension of the Luo-Tseng error bound [25] where
g is the indicator function of a closed convex set. A prototypic convex function F
satisfying (37) is the following:
F (x) = f(Ax) + g(x),(38)
where f is strongly convex (i.e., f − µ2 ‖ · ‖2 is convex for some µ > 0), A is a linear
map, and g is either an indicator function of a convex set [25] or the ℓp norm for
p ∈ [1, 2] ∪ {∞} [42]. Many machine learning formulations such as Lasso and sparse
logistic regression fit into this form. In fact, for convex functions F taking such form,
the error bound condition in (37) is recently shown to be equivalent to the following
conditions [14, 40]:
Restricted strong convexity : 〈x− proxg(x),x − projcritF (x)〉 ≥ µ · dist2critF (x),
Quadratic growth : F (x)− F ∗ ≥ µ · dist2critF (x),
where F ∗ is the minimum value of F and µ > 0 is a constant. In general, the error
bound condition in (37) is not exclusive to convex functions. For instance, it holds
for f(x) = 12‖x‖2 and any function g that has a unique global minimizer at 0 (such
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as the cardinality function g(x) = ‖x‖0). However, it is often quite challenging to
establish the error bound condition for a large family of nonconvex functions.
We define the following nonnegative quantities that measure the progress of m-
PAPG:
A(t) := F (x(t)) − F ∗, F ∗ := inf
x
F (x),(39)
B(t) :=
t−1∑
k=(t−s−1)+
‖x(k + 1)− x(k)‖2,(40)
In the following key lemma we relate the gap quantities defined above inductively.
Lemma 7. Let Assumptions 1 to 7 hold. Then, we have
A(t+ s+ 1) ≤ A(t) − 12 ( 1η − L− 2sL
√
p)B(t+ s+ 1) + 12sL
√
pB(t)
0 ≤ A(t+ s+ 1) ≤ aηB(t+ s+ 1) + bB(t),
where aη and b are given in (50) below.
Proof. The first inequality is obtained by summing the inequality (23) over t, t+
1, · · · , t+ s. So we need only prove the second inequality.
Let us introduce some notations to simplify the proof. For each machine i let ti
be the largest clock in [t, t+ s] ∩ Ti, and denote
z =
(
x1(t1), . . . , xp(tp)
)
(41)
z+ =
(
x1(t1 + 1), . . . , xp(tp + 1)
)
=
(
x1(t+ s+ 1), . . . , xp(t+ s+ 1)
)
,(42)
where the last equality is due to the maximality of each ti. From the optimality
condition of the proximal map z+i = prox
η
gi
(zi − η∇if(xi(ti))) we deduce
η−1(zi − z+i )−∇if(xi(ti)) ∈ ∂gi(z+i ).(43)
Since the gradient of f is L-Lipschitz continuous and the function g is convex, we
obtain
f(z+)− f(z¯) ≤
p∑
i=1
〈z+i − z¯i,∇if(z¯)〉+
L
2
‖z+ − z¯‖2,
g(z+)− g(z¯) ≤
p∑
i=1
〈z+i − z¯i, η−1(zi − z+i )−∇if(xi(ti))〉,
where we define z¯ := projcritF (z), i.e., the projection of z onto the set of critical points
of F , and the last inequality follows from (43). Adding up the above two inequalities
we obtain
F (z+)− F ∗ − L2 ‖z+ − z¯‖2 ≤
p∑
i=1
〈z+i − z¯i,∇if(z¯) + η−1(zi − z+i )−∇if(xi(ti))〉
(i)
≤
p∑
i=1
[‖z+i − zi‖+ ‖zi − z¯i‖][‖∇if(xi(ti))−∇if(z¯)‖ + η−1‖zi − z+i ‖]
(ii)
≤
p∑
i=1
4
[‖z+i − zi‖2 + ‖zi − z¯i‖2 + η−2‖z+i − zi‖2 + ‖∇if(xi(ti))−∇if(z¯)‖2]
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≤ 4
[
‖z¯− z‖2 + (1 + η−2)‖z+ − z‖2 +
p∑
i=1
L2‖xi(ti)− z¯‖2
]
,
where (i) is due to the Cauchy-Schwarz inequality and the triangle inequality, (ii)
is due to the elementary inequality (a + b)(c + d) ≤ 4(a2 + b2 + c2 + d2), and the
last inequality is due to the L-Lipschitz continuity of ∇f . Using again the triangle
inequality we obtain from the above inequality that
F (z+)− F ∗ ≤ (L + 4)‖z¯− z‖2 + (L + 4 + 4
η2
)‖z+ − z‖2 + 4L2
p∑
i=1
‖xi(ti)− z‖2
(i)
= (L+4)‖z¯−z‖2+
p∑
i=1
[(L+4+ 4
η2
)‖xi(ti+1)−xi(ti)‖2+4L2‖xi(ti)−z‖2],
(ii)
≤ (L+4)‖z¯−z‖2 + (L+4+ 4
η2
)B(t + s+ 1) + 4L2
p∑
i=1
‖xi(ti)−z‖2,(44)
where (i) is due to our definition of z and z+ in (41) and (42), and (ii) is due to the
fact that ti ∈ [t, t+ s] for all i.
We next bound the terms ‖z¯− z‖2 and ‖xi(ti)−z‖2. First, note that
‖xi(ti + 1)− xi(ti)‖ = ‖proxηgi(xi(ti)− η∇if(xi(ti))) − xi(ti)‖
≥ ‖proxηgi(xi(ti)− η∇if(z)) − xi(ti)‖
− ‖proxηgi(xi(ti)− η∇if(xi(ti)))− proxηgi(xi(ti)− η∇if(z))‖
(i)
≥ ‖proxηgi(xi(ti)− η∇if(z))− xi(ti)‖ − ηL‖z− xi(ti)‖,
where (i) follows from the non-expansiveness of proxηg (recall that g is convex) and the
L-Lipschitz continuity of ∇f . Rearranging the above inequality and summing over
all i, we obtain
‖proxηg(z− η∇f(z)) − z‖2 ≤
p∑
i=1
[‖xi(ti + 1)− xi(ti)‖+ ηL‖z− xi(ti)‖]2
≤ 2
p∑
i=1
[‖xi(ti + 1)− xi(ti)‖|2 + η2L2‖z− xi(ti)‖2] .(45)
The last term ‖z− xi(ti)‖2 can be further bounded as follows:
‖z− xi(ti)‖2 =
p∑
j=1
‖xj(tj)− xj(τ ij (ti))‖2
=
p∑
j=1
∥∥∥
max{tj ,τ ij(ti)}−1∑
k=min{tj ,τ ij (ti)}
xj(k + 1)− xj(k)
∥∥∥2
≤
p∑
j=1
[max{tj ,τ ij (ti)}−1∑
k=min{tj ,τ ij (ti)}
‖xj(k + 1)− xj(k)‖
]2
(i)
≤
p∑
j=1
2s
t+s−1∑
k=t−s
‖xj(k + 1)− xj(k)‖2
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= 2s
t+s−1∑
k=t−s
‖x(k + 1)− x(k)‖2
≤ 2s[B(t) +B(t+ s+ 1)],(46)
where (i) is due to the fact that tj ∈ [t, t + s] and τ ij(ti) ∈ [t − s, t + s]. Combining
(45) and (46) we obtain
‖proxηg(z− η∇f(z)) − z‖2 ≤ 2B(t+ s+ 1) + 4psη2L2[B(t) +B(t+ s+ 1)].(47)
Thanks to Theorem 5, we know for t sufficiently large, ‖proxηg(z−η∇f(z))−z‖ ≤ ηδ.
Since the function η 7→ 1
η
‖proxηg(z−η∇f(z))−z‖ is monotonically decreasing [31],
we can apply the error bound condition in Assumption 7 for η < 1 and t sufficiently
large, and obtain
‖z¯− z‖2 ≤ κ‖z− proxg(z −∇f(z))‖2 ≤ κη−2‖z− proxηg(z− η∇f(z))‖2.(48)
Finally, combining (44), (46), (47) and (48) we arrive at:
F (x(t+s+1))− F ∗ = F (z+)− F ∗
≤ (L+4)‖z¯−z‖2 + (L+4+ 4
η2
)B(t+s+1)+ 4L2
p∑
i=1
‖xi(ti)−z‖2,
≤ aηB(t+ s+ 1) + bB(t),(49)
where the coefficients are
aη = L+ 4 + 8psL
2 + 4psκL2(L+ 4) + 2
η2
(2 + 4κ+ κL),(50)
b = 8psL2 + 4psκL2(L+ 4).(51)
Lemma 7 improves the analysis of [32] in three aspects: (1) it is shorter and
simpler; (2) it allows any convex function g; and (3) the leading coefficient for B(t)
is reduced from O(1/η) to O(1). The two recursive relations in Lemma 7, as shown
in [32, Lemma 4.5], easily imply the following convergence guarantee:
Theorem 8. Let Assumptions 1 to 7 hold. Then, there exists some η0 > 0 such
that if 0 < η < η0, then the sequences {A(t), B(t)} generated by m-PAPG satisfy for
all r = 0, 1, 2, · · ·
A(r(s + 1)) ≤ C1(1− γη)r, B(r(s + 1)) ≤ C2(1− γη)r,(52)
where C1, C2, γ < 1/η are positive constants.
Hence, the gaps A(t) and B(t) that measure the progress of m-PAPG decrease by
a constant factor (1 − γη) for every s+ 1 steps, which makes intuitive sense since in
the worst case each worker machine only performs one update in every s + 1 steps.
In other words, (s + 1) is the natural time scale for measuring progress here. Note
that since ‖x(t+ s+1)−x(t)‖2 ≤ (s+1)B(t+ s+1), it follows easily that the global
sequence x(t) and consequently also the local sequences {xi(t)} all converge to the
same limit point in critF at a (s+ 1)-periodically linear rate.
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6. Convergence with K L inequality. The error bound condition considered
in the previous section is not easy to verify in general. It has been discovered recently
that the error bound condition is equivalent to other notions in optimization that
can be verified in alternative ways [14, 40], see e.g. (38). However, for nonconvex
functions, sometimes even the simple ones, it remains a challenging task to verify
if the error bound condition holds. This failure motivates us to investigate another
property, the Kurdyka- Lojasiewicz (K L) inequality, that has been shown to be quite
effective in dealing with nonconvex functions.
Definition 9 (K L property, [10, Lemma 6]). Let Ω ⊂ domh be a compact set
on which the function h is a constant. We say that h satisfies the K L property if there
exist ε, λ > 0 such that for all x¯ ∈ Ω and all x ∈ {z ∈ Rd : distΩ(z) < ε}∩ [z : h(x¯) <
h(z) < h(x¯) + λ], it holds that
ϕ′(h(x)− h(x¯)) · dist∂h(x)(0) ≥ 1,(53)
where the function ϕ : [0, λ)→ R+, 0 7→ 0, is continuous, concave, and has continuous
and positive derivative ϕ′ on (0, λ).
The K L inequality in (53) is an important tool to bound the trajectory length
of a dynamical system (see [9, 20] and the references therein for some historic devel-
opments). It has recently been used to analyze discrete-time algorithms in [1] and
proximal algorithms in [3, 4, 10]. As we shall see, the function ϕ will serve as a Lya-
punov potential function. Quite conveniently, most practical functions, in particular,
the quasi-norm ‖ · ‖p for positive rational p, as well as convex functions with certain
growth conditions, are K L. For a more detailed discussion of K L functions, including
many familiar examples, see [10, Section 5] and [4, Section 4].
Following the recipe in [10], we need the following assumption to guarantee the
algorithm is making sufficient progress:
Assumption 8 (Sufficient decrease). There exists α>0 such that for all large t,
F (x(t+ 1)) ≤ F (x(t)) − α‖x(t+ 1)− x(t)‖2.(54)
The sufficient decrease assumption is automatically satisfied in many descent algo-
rithms, e.g., the proximal gradient algorithm. However, in the partially asynchronous
parallel (PAP) setting, it is highly nontrivial to satisfy the sufficient decrease assump-
tion because of the complication due to communication delays and update skips. Note
also that none of the worker machines actually has access to the global sequence x(t),
so even verifying the sufficient decrease property is not trivial. To simplify the pre-
sentation, we first analyze the performance of m-PAPG using the K L inequality and
taking the sufficient decrease property for granted, and later we we will give some
verifiable conditions to justify this simplification.
Our first result in this section strengthens the convergence properties in Theo-
rems 5 and 6 for m-PAPG:
Theorem 10 (Finite Length). Let Assumptions 1 to 5 and 8 hold for m-
PAPG, and let F satisfy the K L property in Definition 9. Then, with step size
η ∈
(
0, 1
L(1+2
√
ps)
)
, every bounded sequence {x(t)} generated by m-PAPG satisfies
∞∑
t=0
‖x(t+ 1)− x(t)‖ <∞,(55)
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∀i = 1, . . . , p,
∞∑
t=0
‖xi(t+ 1)− xi(t)‖ <∞.(56)
Furthermore, {x(t)} and {xi(t)}pi=1 converge to the same critical point of F .
Proof. We first show that (55) implies (56). Indeed, recall from (15):
‖xi(t+ 1)− xi(t)‖ ≤
t∑
k=(t−s)+
‖x(k + 1)− x(k)‖.
Therefore, summing for t = 0, 1, · · · , n gives
n∑
t=0
‖xi(t+ 1)− xi(t)‖ ≤
n∑
t=0
t∑
k=(t−s)+
‖x(k + 1)− x(k)‖
≤ (2s+ 1)
n∑
t=0
‖x(t+ 1)− x(t)‖.
The claim then follows by letting n tend to infinity.
By Theorem 5, the limit points of {x(t)} and {xi(t)}pi=1 coincide and are critical
points of F . Thus, the only thing left to prove is the finite length property in (55).
By Assumption 8 and Assumption 1, the objective value F (x(t)) decreases to a finite
limit F ∗. Since {x(t)} is assumed to be bounded, the set of its limit points Ω is
nonempty and compact. Summing (18) over all i and set z ∈ Ω, we obtain
g(x(t+ 1)) ≤ g(z)− 1
2η
‖x(t+ 1)− x(t)‖2 −
p∑
i=1
〈∇if(xi(t)),x(t+ 1)− x(t)〉.
Note that x(t + 1) − x(t) → 0. Also, since {x(t)} is bounded and x(t) − xi(t) → 0
for all i, {xi(t)}pi=1 are all bounded. we then take limsup on both sides and obtain
that lim supt→∞ g(x(t + 1)) ≤ g(z). Together with the closedness of g we further
obtain that limt→∞ g(x(t + 1)) = g(z). Note that f is continuous, we thus conclude
that limt→∞ F (x(t + 1)) = F (z) for all z ∈ Ω. Note that F (x(t)) ↓ F ∗. Thus for all
x∗ ∈ Ω, we have F (x∗) ≡ F ∗. Now fix ε > 0. Since Ω is compact, for t sufficiently
large we have distΩ(x(t)) ≤ ε. We now have all ingredients to apply the K L inequality
in Definition 9: for all sufficiently large t,
ϕ′
(
F (x(t))− F ∗) · dist∂F (x(t))(0) ≥ 1.(57)
Since ϕ is concave, we obtain
∆t,t+1 := ϕ
(
F (x(t)) − F ∗)− ϕ(F (x(t+ 1))− F ∗)
≥ ϕ′(F (x(t)) − F ∗)(F (x(t)) − F (x(t+ 1)))
(i)
≥ α‖x(t + 1)− x(t)‖
2
dist∂F (x(t))(0)
,(58)
where (i) follows from Assumption 8 and (57). It is clear that the function ϕ (com-
posed with F ) serves as a Lyapunov function. Using the elementary inequality
2
√
ab ≤ a+ b we obtain from (58) that for t sufficiently large,
2‖x(t+ 1)− x(t)‖ ≤ δ
α
∆t,t+1 +
1
δ
dist∂F (x(t))(0),
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where δ > 0 will be specified later. Recalling the bound for ∂F (x(t)) in (30), and
summing over t from m (sufficiently large) to n gives:
2
n∑
t=m
‖x(t+ 1)− x(t)‖ ≤
n∑
t=m
δ
α
∆t,t+1 +
n∑
t=m
1
δ
dist∂F (x(t))(0)
(i)
≤ δ
α
ϕ
(
F (x(m)) − F ∗)+ n∑
t=m
√
p/η + 2L
δ
t∑
k=(t−2s)+
‖x(k + 1)− x(k)‖
≤ δ
α
ϕ
(
F (x(m))− F ∗)+ (2s+ 1)(√p/η + 2L)
δ
m−1∑
k=(m−2s)+
‖x(k + 1)− x(k)‖
+
(2s+ 1)(
√
p/η + 2L)
δ
n∑
t=m
‖x(t+ 1)− x(t)‖,
where (i) is due to (30). Setting δ = (2s+ 1)(
√
p/η + 2L) and rearranging gives
n∑
t=m
‖x(t+ 1)− x(t)‖ ≤ (2s+ 1)(
√
p/η + 2L)
α
ϕ
(
F (x(m)) − F ∗)
+
m−1∑
k=(m−2s)+
‖x(k + 1)− x(k)‖.
Since the right-hand side is finite, let n tend to infinity completes the proof for (55).
Compared with (16) in Theorem 5, we now have the successive differences to be
absolutely summable (instead of square summable). This is a significantly stronger
result as it immediately implies that the whole sequence is Cauchy and hence conver-
gent, whereas we cannot get the same conclusion from the square summable property
in Theorem 5. We note that local maxima are excluded from being the limit in The-
orem 10, due to Assumption 8. Also, the boundedness assumption on the trajectory
{x(t)} is easy to satisfy, for instance, when F has bounded sublevel sets. We refer to
[4, Remark 3.3] for more conditions that imply the boundedness condition. Moreover,
following similar arguments in [4] we can also determine the local convergence rates
of the sequences generated by m-PAPG.
In the remaining part of this section we provide some justifications for the suffi-
cient decrease property in Assumption 8. For simplicity we assume all worker machines
perform updates in each time step t:
Assumption 9. ∀i = 1, · · · , p, ∀t, t ∈ Ti.
Note that Assumption 9 is commonly adopted in the analysis of many recent parallel
systems [2, 17, 19, 21, 22, 28]. Put it differently, under Assumption 9 we measure the
performance of the system w.r.t. the minimum number of updates among all worker
machines whereas under the more relaxed Assumption 5 we measure the performance
w.r.t. the total number of updates among all worker machines.
We will replace the sufficient decrease property in Assumption 8 with the following
key property that turns out to be easier to verify:
Assumption 10 (Proximal Lipschitz). We say a pair of functions f and g satisfy
the proximal Lipschitz property on a sequence {x(t)} if for all η sufficiently small, there
exists Lη ∈ o(1), i.e. Lη → 0 as η → 0, such that for all large t,
‖∆η(x(t)) −∆η(x(t + 1))‖ ≤ Lη‖x(t)− x(t+ 1)‖,(59)
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where2 ∆η(x) ∈ proxηg(x− η∇f(x)) − x.
The proximal Lipschitz assumption is motivated by the special case where g ≡ 0
and hence ∆η(x) = −η∇f(x) is η-Lipschitz, thanks to Assumption 2. As we have
seen in previous sections, Lipschitz continuity plays a crucial role in our proof where
a major difficulty is to control the inconsistencies among different worker machines
due to communication delays. Similarly here, the proximal Lipschitz property, as we
show next, allows us to remove the sufficient decrease property in Assumption 8—the
seemingly strong assumption that we needed in proving our main result Theorem 10.
Let us first present a quick justification for Assumption 10.
Lemma 11. Suppose the functions f and g both have Lipschitz continuous gradi-
ent, then Assumption 10 holds for any sequence {x(t)}.
Proof. Let us denote Lf and Lg as the Lipschitz constant of the gradient ∇f
and ∇g, respectively. Since ∆η(x) ∈ proxηg(x − η∇f(x)) − x, using the optimality
condition for the proximal map, see for instance [36, Proposition 7(iii)], we have
x+∆η(x) + η∇g
(
x+∆η(x)
)
= x− η∇f(x),
and similarly
z+∆η(z) + η∇g
(
z+∆η(z)
)
= z− η∇f(z).
Subtracting one inequality from another, we obtain
‖∆η(x) −∆η(z)‖ = ‖η∇g
(
z+∆η(z)
)− η∇g(x+∆η(x))+ η∇f(z)− η∇f(x)‖
≤ ηLg‖z− x+∆η(z)−∆η(x)‖ + ηLf‖z− x‖
≤ ηLg‖∆η(z)−∆η(x)‖ + η(Lf + Lg)‖z− x‖.
Rearranging we obtain
‖∆η(x)−∆η(z)‖ ≤ η(Lf + Lg)
1− ηLg ‖z− x‖,
when 0 < η < 1/Lg. Clearly, when η is mall, the leading coefficient
η(Lf+Lg)
1−ηLg ∈
O(η) ⊆ o(1), and our proof is complete.
It is clear that Lemma 11 captures the motivating case g ≡ 0, but also many other
important functions, such as the widely-used regularization function g = ‖ ·‖pp for any
p > 1. We can now continue with our next result in this section.
Theorem 12. Let Assumptions 1 to 4 and 9 hold for m-PAPG, and let F satisfy
the K L property in Definition 9. Fix any r > 1 with C = r
s+1−1
r−1 and step size η such
that η < 1
L(1+2
√
pC+2
√
ps) . If for each local sequence {xi(t)} generated by m-PAPG,
Assumption 10 holds with Lη ≤ r2−12pr2C2 , and the global sequence {x(t)} is bounded,
then the finite length properties in (55) and (56) hold. In particular, {x(t)} and
{xi(t)}pi=1 converge to the same critical point of F .
Proof. Using the elementary inequality ‖a‖2 − ‖b‖2 ≤ 2‖a‖‖a− b‖, we have for
all t:
‖x(t+ 1)−x(t)‖2 − ‖x(t+ 2)− x(t+ 1)‖2
2Should the proximal map be multi-valued, we contend with any single-valued selection.
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≤ 2 ‖x(t + 1)− x(t)‖ · ‖(x(t+ 1)− x(t)) − (x(t + 2)− x(t+ 1))‖
≤ 2 ‖x(t + 1)− x(t)‖ ·
p∑
i=1
‖(xi(t+ 1)− xi(t))− (xi(t+ 2)− xi(t+ 1))‖
(i)
≤ 2 ‖x(t+ 1)− x(t)‖ ·
p∑
i=1
∥∥∆η(xi(t))−∆η(xi(t+ 1))∥∥
(ii)
≤ 2 ‖x(t+ 1)− x(t)‖
(
p∑
i=1
Lη‖xi(t)− xi(t+ 1)‖
)
(iii)
≤ 2pLη ‖x(t+ 1)− x(t)‖ ·
t∑
k=(t−s)+
‖x(k + 1)− x(k)‖,(60)
where (i) is due to Assumption 9 hence t ∈ Ti for all t, (ii) follows from Assumption 10,
and (iii) is due to (15).
If for some r > 1 there exists some T such that for all t ≥ T ,
t∑
k=(t−s)+
‖x(k + 1)− x(k)‖ ≥ C‖x(t+ 1)− x(t)‖,(61)
where C = r
s+1−1
r−1 > s + 1 (since r > 1 and w.l.o.g. s > 0). Summing the index t
from T to n yields
C
n∑
t=T
‖x(t+ 1)− x(t)‖ ≤
n∑
t=T
t∑
k=(t−s)+
‖x(k + 1)− x(k)‖
≤ (s+ 1)
n∑
t=(T−s)+
‖x(t+ 1)− x(t)‖ ,
which after rearranging terms becomes
(C − s− 1)
n∑
t=T
‖x(t+ 1)− x(t)‖ ≤ (s+ 1)
T−1∑
t=(T−s)+
‖x(t+ 1)− x(t)‖ .
Since the right hand side does not depend on n, letting n tend to infinity we conclude
∞∑
t=0
‖x(t+ 1)− x(t)‖ <∞,(62)
and the proof of the finite length property would be complete.
Therefore, in the remaining part of the proof, we can assume (61) fails for infinitely
many t. Take any such t = tˆ, we have
t∑
k=(t−s)+
‖x(k + 1)− x(k)‖ ≤ C‖x(t+ 1)− x(t)‖ ≤ C2‖x(t+ 1)− x(t)‖,(63)
since C > 1. Combining (60) and (63) we have for t = tˆ:
‖x(t+ 1)− x(t)‖2 − ‖x(t+ 2)− x(t+ 1)‖2 ≤ 2pLηC2 ‖x(t+ 1)− x(t)‖2
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≤
(
1− 1
r2
)
‖x(t + 1)− x(t)‖2 ,
if η is small enough (recall that Lη = o(1)). After rearranging terms we conclude that
for t = tˆ:
‖x(t+ 1)− x(t)‖ ≤ r‖x(t+ 2)− x(t+ 1)‖.(64)
Using induction we can continue the same process for any t ≥ tˆ. Indeed, suppose (64)
is true for any t ≤ m−1, then (60) holds (for any t), and (63) also holds: If m ≤ tˆ+s,
then
m∑
k=(m−s)+
‖x(k+1)−x(k)‖ =
tˆ∑
k=(m−s)+
‖x(k + 1)− x(k)‖ +
m∑
k=tˆ+1
‖x(k + 1)− x(k)‖
(i)
≤
tˆ∑
k=(tˆ−s)+
‖x(k+1)−x(k)‖+
m∑
k=tˆ+1
rm−k‖x(m+1)−x(m)‖
(ii)
≤ C

‖x(tˆ+ 1)− x(tˆ)‖+ m∑
k=tˆ+1
rm−k‖x(m+ 1)− x(m)‖


(iii)
≤ C
m∑
k=tˆ
rm−k‖x(m+ 1)− x(m)‖
(iv)
≤ C2‖x(m+ 1)− x(m)‖,
where (i) is due to the induction hypothesis, (ii) is due to the definition of tˆ and the
fact that C > 1, (iii) is due to again the induction hypothesis, and finally (iv) is due
to the definition of C (recall m ≤ tˆ + s). If m > tˆ + s, the same inequality, with C2
replaced by C, would still hold (essentially dropping all the first terms on the right
hand side of the above inequalities). Thus, (60) and (63) would imply again (64) for
t = m.
Lastly, we recall from (22) that for large t,
F
(
x(t+ 1)
)− F (x(t)) ≤ 12 (L − 1/η)‖x(t+ 1)− x(t)‖2
+
√
pL‖x(t+ 1)− x(t)‖
t−1∑
k=(t−s)+
‖x(k + 1)− x(k)‖.
≤ 12 (L − 1/η)‖x(t+ 1)− x(t)‖2 +
√
pCL‖x(t+ 1)− x(t)‖2.
≤ −α‖x(t+ 1)− x(t)‖2,
where α = 12 (1/η − L − 2
√
pCL) > 0 if η is small. Hence, the sufficient decrease
property in Assumption 8 is verified and the finite length properties follow from
Theorem 10.
Lastly, we show that Assumption 10 also holds for the important cardinality
function ‖x‖0 (number of nonzero entries).
Lemma 13. Consider the same setting as in Theorem 5, then Assumption 10
holds for any function f and g = ‖ · ‖0 on all local sequences {xi(t)} of m-PAPG.
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Proof. The crucial observation here is that for the cardinality function g = ‖ · ‖0,
its proximal map on the j-th entry can be chosen as:
proxηgj (zj) =
{
zj , if |zj| >
√
2η
0, otherwise
.(65)
However, Theorem 5 implies that lim
t→∞ ‖x
i(t+1)− xi(t)‖ = 0. Thus, for t sufficiently
large, the sequence {xi(t)} will have the same support Ω (indices that have nonzero
entries), for otherwise ‖xi(t + 1) − xi(t)‖ ≥ √2η even if one index in the support
changes. Therefore,
‖∆η(xi(t+ 1))−∆η(xi(t))‖
(i)
≤
∑
j∈Ω
‖proxηgj (xij(t+ 1)− η∇jf(xi(t+ 1)))− xij(t+ 1)
− proxηgj (xij(t)− η∇jf(xi(t)))− xij(t)‖
(ii)
≤
∑
j∈Ω
‖η∇jf(xi(t+ 1))− η∇jf(xi(t))‖
(iii)
≤ ηpL‖xi(t+ 1)− xi(t)‖,
where (i) is the triangle inequality, (ii) uses the property of the proximal map (65),
and (iii) is due to Assumption 2.
Note that similar results as Lemma 13 can be derived for the rank function,
and more generally for functions whose proximal map is discontinuous with pieces
satisfying Lemma 11.
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7. Conclusion. We have proposed m-PAPG as an extension of the proximal gra-
dient algorithm to the model parallel and partially asynchronous setting. m-PAPG
allows worker machines to operate asynchronously as long as they are not too far
apart, hence greatly improves the system throughput. The convergence properties of
m-PAPG are thoroughly analyzed. In particular, we proved that: 1) every limit point
of the sequences generated by m-PAPG is a critical point of the objective function;
2) under an additional error bound condition, the function values decay periodically
linearly; 3) under the additional Kurdyka- Lojasiewicz inequality, the sequences gen-
erated by m-PAPG converge to the same critical point, provided that a proximal
Lipschitz condition is satisfied. In the future we plan to further weaken the proximal
Lipschitz condition so that our analysis can handle many more nonsmooth functions.
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