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1. Planteamiento del problema 
 
Tradicionalmente la detección de patrones de consumos irregulares o sospechosos 
en el sector eléctrico relacionados con pérdidas no técnicas, se ha realizado 
mediante técnicas supervisadas; sin embargo, comúnmente las empresas 
distribuidoras de energía no cuentan con perfiles de usuarios fraudulentos que 
puedan servir de prueba para realizar la validación. Se requiere identificar conjuntos 
o clases de usuarios representativos de comportamientos que pueden ser 
considerados como anómalos, para así, basados en estas clases identificar a los 
posibles infractores, por lo tanto, se propone el uso de una técnica de identificación 
no supervisada basada en una metodología de optimización combinatorial que 
consta de un algoritmo genético que se encarga de generar y optimizar los grupos 
para la posterior agrupación de datos similares utilizando k-means y así generar la 

















Dada una base de datos donde se registra un número determinado de consumos 
de usuarios de energía eléctrica residencial, se desean detectar patrones que 
puedan ser catalogados como anómalos, es decir, cuyo comportamiento muestre 
consumos irregulares que puedan indicar un posible fraude. 
Las técnicas usadas tradicionalmente cuentan con una base de datos de usuarios 
ya identificados como anómalos, con los cuales se hace un proceso de 
entrenamiento y así una posterior clasificación de los demás usuarios que se tienen 
en la base de datos, esto se conoce como técnica de aprendizaje supervisado. 
Generalmente las empresas no cuentan con perfiles de usuarios fraudulentos que 
puedan servir como usuarios de validación para probar las técnicas desarrolladas; 
por lo tanto, se hace necesario el uso de técnicas no supervisadas para lograr la 
detección de consumos anómalos. 
En una técnica no supervisada las clases son desconocidas, el objetivo es separar 
patrones dentro de un número de grupos o clusters, de tal forma que cada uno de 
los grupos corresponda a una clase. 
Esta investigación se enfocará en el uso de técnicas no supervisadas para realizar 
el análisis y clasificación de posibles usuarios con consumos sospechosos.  
Haciendo uso de una metodología de agrupación óptima se pretende lograr una 









3. Estado del arte 
 
Las empresas de distribución de energía pierden cada año grandes cantidades de 
dinero debido a las pérdidas de energía, es decir, a la cantidad de electricidad que 
se consume en el sistema de distribución y que no es pagada por los usuarios. El 
total de las pérdidas ocasionadas en los sistemas eléctricos de distribución tiene 
dos componentes: las pérdidas técnicas y las pérdidas no técnicas. Las pérdidas 
técnicas se producen de forma natural por la disipación de potencia en los 
componentes del sistema de distribución, tales como conductores, transformadores 
y equipos de medida. Estas pérdidas se pueden calcular a través de simulaciones 
de flujo de carga del sistema de distribución utilizando los modelos de red y de carga 
apropiados.  
Las pérdidas no técnicas, que son las más difíciles de estimar, incluyen un 
componente de pérdidas en la red de distribución que no está relacionadas con las 
características físicas del sistema; estas pérdidas son causadas principalmente por 
el fraude, el robo, la mala lectura del medidor o facturación errónea. Fraude es 
cuando el consumidor intenta deliberadamente engañar a la compañía eléctrica; por 
ejemplo, mediante la alteración del medidor, para mostrar un consumo de energía 
más bajo. Las irregularidades en la facturación pueden producirse de varias fuentes. 
Algunas compañías eléctricas pueden no ser muy eficaces en la medición de la 
cantidad de electricidad usada y sin querer pueden dar un valor superior o inferior 
al valor real; los empleados pueden ser sobornados para registrar el medidor con 
un consumo más bajo del que se muestra, y el consumidor paga un valor más bajo; 
el personal de la oficina puede cambiar el valor de la factura, haciendo así que una 
persona o compañía pague una factura más baja [1]. Las pérdidas no técnicas se 
convierten para las empresas de energía en pérdidas económicas, escasez de 
fondos para la inversión en sistema de energía, y en la imposición de tarifas a 
clientes de buena fe que no son responsables de la energía consumida por los 
consumidores ilegales. Incluso, las pérdidas no técnicas podrían conducir a que las 
compañías eléctricas operen con pérdidas. 
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El robo de electricidad no puede ser erradicado totalmente en cualquier sistema de 
distribución, pero se puede reducir a niveles tolerables; por lo tanto, debe alentarse 
a las compañías eléctricas a desarrollar programas para la reducción del robo de 
energía. La forma tradicional de buscar fraudes es llevar a cabo una inspección in 
situ. Sin embargo, el número de consumidores, el costo y el número disponible de 
equipos de inspección hace que este enfoque no sea factible para todo el universo 
de clientes; Además, el costo de la inspección in situ para un número de clientes 
podría no compensarse con el valor de la energía recuperada. 
Las compañías eléctricas cuentan con registros de consumo de energía de los 
clientes para apoyar sus actividades facturación. Un tipo de dato es el de perfiles de 
carga, que representa las características del comportamiento del consumo de 
electricidad de los clientes durante un período determinado. Al utilizar el 
conocimiento adquirido a partir de los perfiles de carga de los clientes, es posible 
detectar desviaciones significativas en el comportamiento que pueden asociarse a 
pérdidas no técnicas. 
Ha habido un creciente interés en el desarrollo de metodologías basadas en la 
extracción de patrones de comportamiento de consumo de los clientes a partir de 
datos históricos. Estos métodos pueden ser supervisados, no supervisados o semi-
supervisados [2]. Los métodos no supervisados determinan las anomalías sin 
conocimiento previo acerca del comportamiento de los clientes, y los métodos 
supervisados determinan tanto la normalidad como la anormalidad utilizando una 
clasificación supervisada que requiere de datos pre-clasificados. Los investigadores 
han propuesto y desarrollado varias técnicas para la detección y estimación de robo 
de electricidad; los más representativos se muestran a continuación.  
En [3], se propone el desarrollo de perfiles de carga representativos para ser 
utilizados como referencia para el análisis de pérdidas no técnicas mediante el uso 
de dos algoritmos de clasificación, clasificador de Naïve Bayes y árboles de 
decisión. Estas metodologías utilizan dos tipos de perfiles de carga, los patrones de 
comportamiento anormales y patrones de comportamiento normales, que se utilizan 
como datos de entrenamiento. En [4] se presenta una metodología que agrupa 
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todos los perfiles de carga de los clientes utilizando el software WEKA1.  Se buscan 
los perfiles de carga diaria que consisten en consumos de cero para ser 
identificados como pérdidas no técnicas (NTL2). Los consumos dentro de la media 
y la desviación estándar se identifican como normales. Los consumos fuera del 
rango serán identificados como comportamientos sospechosos que necesitan de 
más investigación. Los consumos identificados como NTL se comprueban en el 
campo, y si corresponden a usuarios infractores se utilizan como conjunto de 
entrenamiento para predicciones futuras. En [5], los autores proponen el uso de 
máquinas de soporte vectorial (SVMs3) para identificar a los clientes fraudulentos. 
Los perfiles de carga se clasifican en categorías en función del contenido típico o 
atípico de su comportamiento. La inspección manual se realiza para confirmar 
sospechosos de fraude. Estos casos se utilizaron como conjunto de entrenamiento. 
En [6], se presenta una metodología basada en máquinas de aprendizaje extremo 
(ELM4). El perfil de carga típico de un cliente se establece sobre la base de las 
mediciones de curvas de carga de los clientes. Los perfiles de carga se clasifican 
en función del contenido típico o atípico dentro de su comportamiento. En este 
estudio, la media y la desviación estándar fueron utilizadas para establecer un límite 
superior y un límite inferior aceptables, con el fin de clasificar los perfiles de carga 
representativos. Una metodología que utiliza Algoritmo Genético (GA5) y máquinas 
de soporte vectorial (SVM) es presentada en [7]. La metodología utiliza un 
clasificador SVM de 4 clases para representar 4 tipos diferentes de perfiles de carga, 
las clases fueron etiquetadas mediante una inspección manual. En [8] se presenta 
una metodología basada en tres técnicas descriptivas: una está basada en la 
variabilidad de consumo de los clientes, otra está basada en la tendencia del 
consumo, y una tercera que resume otras contribuciones para la  detección de NTL. 
La metodología utiliza un módulo de predicción de aprendizaje supervisado para 
caracterizar cada consumidor por medio de los atributos de las técnicas 
                                                          
1 Waikato Environment for Knowledge Analysis (Software para el aprendizaje automático y la minería de 
datos) 
2 Non-technical losses 
3 Support vector machines 
4 Extreme learning machines 
5 Genetic Algorithm 
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descriptivas. En [9], se compara la eficacia de la técnica de máquinas de soporte 
vectorial (SVM) con la técnica de máquinas de aprendizaje extremo (ELM). Los 
autores utilizan un proceso de detección para etiquetar los datos históricos. En [10] 
se presentan dos metodologías: un clasificador híbrido que utiliza agrupación 
(clustering), DTW (Dynamic Time Warp) y distancia euclidiana, y un algoritmo de 
comparación de curvas ponderadas que supone la existencia de cierto sesgo para 
clasificar las instancias. Dos métodos: uno basado en agrupamiento con árboles de 
decisión y otro con un simple algoritmo que permite detectar a los clientes con 
caídas drásticas de consumo, se han propuesto en [11]. El primer método está 
basado en el reconocimiento de usuarios con el mismo patrón de consumo que los 
fraudulentos que fueron detectados previamente por la compañía en sus 
inspecciones. El segundo método compara el consumo por dos años consecutivos. 
En [12] se propone una combinación de minería de texto, redes neuronales y 
técnicas estadísticas para la detección de pérdidas no técnicas (NTL). la 
metodología propuesta necesita una fase de aprendizaje para recolectar la 
información disponible y establecer relaciones entre los diferentes campos de 
investigación. En  [13], los autores proponen el uso de un clasificador de Bosque de 
caminos Óptimos (OPF6) y su algoritmo de aprendizaje para la identificación de 
pérdidas no técnicas. La metodología requiere de la definición de muestras 
(propotipos), y cada prototipo se convierte en una raíz del OPF y cada nodo es 
clasificado de acuerdo con el nivel de conexión con el prototipo. En [14] se presenta 
una metodología  para la detección de pérdidas no técnicas (NTL) usando máquinas 
de soporte vectorial (SVM). La metodología requiere de información de los usuarios 
que cometen de fraude que han sido detectados con anterioridad. En [15] se 
propone un algoritmo de selección híbrido entre Harmony Search y Bosque de 
caminos Óptimos. El algoritmo requiere de un conjunto de entrenamiento con 
muestras de diferentes clases. Una metodología de dos pasos que combina 
clusterización difusa basada en C-means y una clasificación difusa es propuesta en 
[16]. La metodología representa a cada cliente con cinco atributos, y el proceso de 
clasificación necesita de un perfil estándar predefinido. [17] mejora la metodología 
                                                          
6 Optimum-Path Forest 
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propuesta en [14] introduciendo un sistema de inferencia difusa. En [18], los autores 
presentan un Sistema Experto Integrado (IES7) compuesto por diferentes módulos: 
un módulo de minería de texto para recolectar información de los comentarios de 
los inspectores, un módulo de minería de datos para establecer reglas para 
determinar si el consumo del cliente es normal, y el Sistema Experto basado en 
Reglas (RBES8), que usa información generada por los otros módulos. El IES usa 
un conjunto de parámetros (por criterio de expertos) para clasificar a los usuarios 
basado en los problemas que ellos enfrentan. Estas reglas son determinadas por 
los inspectores y los empleados de la compañía. Máquina de soporte vectorial 
entrenadas con datos recolectados de medidores inteligentes, que representan 
todas las posibles formas de fraude son presentadas en [19]. En [20] se describe 
una metodología basada en minería para detectar NTL basado en la caracterización 
estadística de los patrones de energía de los consumidores. El objetivo fue logrado 
con un procedimiento de clasificación y un método predictivo que usa aprendizaje 
supervisado. [21] presenta un estudio comparativo para la detección de pérdidas no 
técnicas (NTL) utilizando técnicas de aprendizaje de máquina supervisado como: 
Redes Neuronales con Back-Propagation (BPNN9) y Online-sequential Extreme 
Learning Machine (OS-ELM). Con el fin de implementar el modelo se utilizan 25 
atributos normalizados para entrenamiento, validación y prueba. En [22] se utiliza el 
coeficiente de Pearson en la evolución del consumo de los usuarios y desarrollan 
un modelo basado en una red Bayesiana y Arboles de decisión. En [23], los datos 
de los clientes fueron analizados utilizando un modelo Autorregresivo (AR) con el 
fin de predecir la cantidad de energía consumida dentro de un intervalo específico 
y seguidamente comparar el resultado obtenido contra el registro actual del usuario 
que se encuentra bajo estudio. Una técnica basada en clusterización difusa es 
propuesta en [24]. El número de clusters o grupos es predefinido. En [25], una red 
neuronal artificial es aplicada para el proceso de clasificación de usuarios para ser 
inspeccionados. La metodología propuesta utiliza, para el entrenamiento, registros 
de inspecciones reales. En  [26] se utilizan SVM y Redes Neuronales Probabilísticas 
                                                          
7 Integrated expert system 
8 Rule-based expert system 
9 Back propagation neural network 
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(PNN10) para la detección del robo de energía. El estudio construye un clasificador 
SVM de dos clases y utiliza inspecciones manuales para la selección de muestras 
de posibles fraudes. Similarmente, se realiza una inspección para encontrar perfiles 
en los cuales no se encuentren cambios abruptos o actividades fraudulentas, estas 
muestras fueron seleccionadas y etiquetadas como normales. Para entrenar la red 
neuronal, es generada una muestra aleatoria con datos de clientes normales y 
fraudulentos. Máquinas de Aprendizaje Extremo (ELM) y Máquinas de Soporte 
Vectorial (SVM) son propuestas en [27]. Los perfiles de carga representativos se 
adquieren de los datos de perfiles de referencia. Los puntos basados en dos tipos 
de perfiles, es decir, los que indican comportamientos normales y los que indican 
comportamientos anormales son establecidos como datos de entrenamiento. En 
[28], es propuesto un Knowledge-Based System (Sistema Basado en 
Conocimientos, KBS), que está basado en el conocimiento y experiencia de 
inspectores y que utiliza minería de datos, redes neuronales y técnicas estadísticas. 
El KBS propuesto utiliza reglas desarrolladas de acuerdo con el criterio de expertos 
y reglas desarrolladas con análisis estadístico y minería de texto, las cuales 
clasifican a los usuarios en diferentes categorías. En [29] se propone una 
metodología que utiliza un Reflectómetro de Dominio de Tiempo (TDR11) para 
determinar el robo de energía. TDR es un instrumento avanzado capaz de identificar 
una amplia gama de fallos en el cableado. Un sistema de vigilancia basado en 
técnicas de aprendizaje de máquina en vivo y lectura de contadores automática se 
propone en [30]. 
Como se puede observar, en la mayoría de las consultas referenciadas se describen 
técnicas basadas en aprendizaje supervisado. Las técnicas supervisadas utilizan 
casos que han sido detectados previamente para obtener los patrones 
correspondientes, es decir, las técnicas requieren de datos pre etiquetado. 
Se puede decir que la principal característica de una pérdida no técnica es la caída 
en la facturación de la energía, por lo tanto, este estudio utiliza datos históricos de 
                                                          
10 Probabilistic neural network  
11 Time Domain Reflectometer 
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consumos de los clientes y busca escenarios donde ocurran cambios abruptos que 
puedan indicar posible fraude. Basados en la suposición de que los perfiles 
contienen irregularidades cuando ocurre una pérdida no técnica, se propone una 
metodología que combina clusterización por método de K-means o K-medias con 
algoritmos genéticos para identificar patrones de consumos anormales o 
irregulares, que estén relacionados con fraudes, errores de medidas, consumos no 
detectados, problemas en la instalación o conexiones eléctricas ilegales. El objetivo 
es detectar grupos naturales de consumos con los mismos perfiles y mostrar los 

























4.1. Objetivo General 
 
Desarrollar una metodología basada en técnicas no supervisadas que permita la 
clasificación de usuarios con consumos de energía eléctrica residencial que puedan 
ser considerados anormales. 
4.2. Objetivos Específicos 
 
 Realizar el filtrado de la base de datos con el fin de eliminar información que 
no es relevante para el estudio. 
 Diseñar y desarrollar un algoritmo genético que optimice el proceso de 
clasificación. 
 Implementar la metodología K-means en combinación con el algoritmo 
genético. 

























En la figura 1 se observa la estructura general de la metodología propuesta en este 
documento. Teniendo una base de datos se realiza un pre-procesamiento de datos 
para posteriormente aplicar una primera etapa de agrupamiento que genera un 
número de grupos k separados por rangos de consumo a los cuales se les aplicará 
nuevamente la metodología para generar un nuevo agrupamiento por forma. 
 
5.1. Base de datos 
 
Se cuenta con una base de datos presentada en formato de Microsoft Excel® con 
un registro de usuarios de energía eléctrica residencial con consumos por un 
periodo de 24 meses, clasificados por estrato socio económico y zona de ubicación 
de la residencia. 
5.2. Pre-procesamiento de datos 
 
Previo al análisis de la información proporcionada por la compañía, es necesario 
realizar un filtrado de la información que no sea relevante para el estudio. A 
continuación, se muestran los  filtros que se realizan a la base de datos. 
5.2.1. Variables 
 
Estrato (1 a 6), zona (rural o urbana) y variables con códigos propios de la empresa. 
Las variables estrato y zona son eliminadas del análisis ya que los consumos se 
miden de la misma forma en todos los estratos y zonas, el cambio se ve reflejado 
en la facturación del kWh12. Las variables que contienen información de la empresa 
también son eliminadas del análisis ya que no son relevantes para el estudio.  
5.2.2. Ceros 
 
Usuarios cuyo porcentaje de consumos iguales a cero es igual o superior al 70% de 
los periodos. Estos usuarios se consideran de no interés para el análisis ya que esta 
                                                          
12 Kilovatio hora  
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cantidad de consumos en cero corresponde a que el usuario en ese momento no 
tiene o no tuvo servicio. 
5.2.3. Valores superiores 
 
Históricamente en Colombia, para el sector residencial, se tiene como registro de 
consumo máximo el valor de 796.4 kWh13.  Como valor de referencia para el estudio 
se toma este valor más un 20%14 quedando como referencia el valor de 955.68 kWh. 
Los usuarios cuyos consumos en al menos el 70% de los periodos registrados sean 
iguales o superiores al valor de referencia son eliminados del análisis. Estos 
consumos normalmente corresponden a usuarios comerciales que tienen cuenta 
residencial y por lo tanto no están pagando adecuadamente por el servicio recibido. 
 
5.2.4. Coeficiente de variación 
 
Usuarios cuyo coeficiente de variación en los registros de consumo sea superior al 
50%. Se utiliza el coeficiente de variación como medida de dispersión para describir 
la variabilidad con relación a la media. Estos usuarios se caracterizan por presentar 
cambios que pueden ser bruscos en el consumo de energía de un periodo a otro, 
siendo por ejemplo el consumo de un periodo muy bajo y el siguiente muy alto o 
viceversa, este comportamiento puede ser repetitivo por lo tanto estos usuarios 
pueden ser de interés para las empresas de energía. Para efectos de nuestro 
análisis los usuarios cuyos registros sean muy dispersos se eliminan de la base de 
datos. 
5.2.5. Consumos iguales 
 
Usuarios cuyos consumos durante todos los  periodos sea el mismo son 
descartados del análisis. Esto corresponde a usuarios que no poseen contador, 
debido a esto la empresa de energía asigna un valor de consumo promedio durante 
                                                          
13 Consumo promedio de energía eléctrica residencial en Colombia.  
14 Valor de holgura 
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todos los periodos; por lo tanto este no es un valor que refleje el comportamiento 
real del consumo. 
5.3. Agrupamiento de los datos 
 
Como metodología para la separación y posterior clasificación de los datos se 
propone utilizar el algoritmo K-means. 
5.3.1. K-means 
 
K-means o K-medias es un algoritmo de agrupamiento no supervisado que tiene 
como objetivo la partición de un conjunto de n observaciones en k grupos en el que 
cada observación pertenece al grupo más cercano a la media.  
La principal desventaja de K-means (K-medias) es que los grupos resultantes son 
sensibles al valor inicial de los centroides15 y esto podría llevar a la convergencia a 
un óptimo local, y a que en ocasiones el algoritmo genere clusters o grupos vacíos. 
Por lo tanto, los grupos dependen de la selección inicial de los centroides. Por otro 
lado, la determinación del número de grupos (k) es un problema frecuente en la 
agrupación de datos, y es a menudo una decisión basada en el conocimiento previo, 
suposiciones, y la experiencia práctica. 
El problema de clusterización puede ser visto como un problema de optimización 
donde se busca obtener los centroides óptimos y el número de grupos que optimizan 
unas medidas de calidad predefinidas (distancias inter-cluster16 e intra-cluster17); 
por lo tanto, se propone el uso de un algoritmo genético para realizar la búsqueda 
global, proponiendo los centroides iniciales y el número de grupos. De esta manera, 
se combina la búsqueda global realizada por el algoritmo genético con la búsqueda 
local de K-medias.  
                                                          
15 Corresponde al centro del grupo o clúster. 
16Distancia entre los centroides de todos los grupos. 




Las principales ventajas de la metodología propuesta con respecto a los estudios 
previos son: 
 Se requiere menos intervención humana. 
 Se busca la agrupación natural de los consumos. 
 No se predefine el número de clúster ni los centroides. 
 No se asume ninguna forma o separabilidad de la base de datos. 
 Es no supervisada y por lo tanto no depende de datos pre-etiquetados. 
En la figura 2 se observa un ejemplo de agrupamiento de datos implementado 
mediante la aplicación del algoritmo k-means con un valor de k igual a dos. 
Para un conjunto de n datos, se ha seleccionado un valor de k igual a dos para 
realizar una separación en dos grupos de datos, los cuales, aplicada la primera fase 
del  algoritmo quedan representados con el color azul y el color rojo cuyos 
centroides son representados por un punto de mayor tamaño y color 
correspondiente al grupo al que pertenecen. 
Para la segunda fase el algoritmo recalcula los centroides para realizar una nueva 
separación de grupos buscando mejorar el agrupamiento de los datos, finalmente 
el algoritmo encuentra la separación óptima de los grupos con un nuevo cálculo de 
centroides siendo la fase 3 la final que encuentra los grupos más compactos al 





Figura 2 Agrupamiento por k-means en 3 fases 
 
5.3.2. Metodología de clustering (Agrupamiento) 
 
Clustering se refiere a la agrupación de registros, observaciones o clases de objetos 
similares. Un clúster en una colección de registros que son similares entre ellos, y 
diferentes de otros registros en otros clúster [31]. En general el clasificador tiene 
dos etapas. Como primera fase, la metodología agrupa curvas similares en términos 
de sus magnitudes para encontrar rangos similares de consumo. Como segunda 
fase, cada una de las submuestras obtenidas en la fase anterior es normalizada 
para generar valores dentro del intervalo [0,1].  Ambas fases de clusterización se 
realizan utilizando el algoritmo de K-means óptimo. 
El algoritmo K-means es optimizado con la ayuda de un algoritmo genético que 
entrega un valor incial de centroides correspondientes al valor k y lo mejora de tal 
que el número de grupos generados tanto en la primera fase como en la segunda 
puedan agrupar a las curvas de consumos que sean similares entre sí, y así poder 
identificar diferentes patrones en los usuarios de la base datos. 
En la figura 3 se puede observar un proceso de clusterización para un conjunto de 
n datos donde se aplican diferentes valores de k, la metodología propuesta busca 
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Figura 3 Clustering 
 
La mejor separación para el tipo de datos se determina mediante la evaluación de 
una función objetivo la cual está determinada por un coeficiente que define el 
conjunto de datos que sea compacto y bien separado. 
 
5.4. Algoritmo genético 
 
En la figura 4 se observa el diagrama de flujo que contiene el proceso de 
funcionamiento el algoritmo genético el cual genera un conjunto de individuos con 
los cuales aplica la metodología k-means y calcula la función objetivo para así 










Un algoritmo genético es una clase de algoritmo evolutivo (EA18) que puede ser muy 
efectivo en la resolución de problemas de optimización no convexos, 
particularmente cuando las soluciones pueden ser representadas como cadenas de 
números y la calidad de la solución puede ser representada usando una función 
objetivo. 
El algoritmo genético (GA) fue propuesto por J. H. Holland en los años 60, el cual 
aplica los principios de la evolución encontrados en la naturaleza para encontrar 
una solución óptima de un problema de optimización [32]. 
El algoritmo genético es una secuencia de pasos inspirados en la evolución 
biológica. Estos algoritmos toman una población inicial y la someten a acciones 
semejantes a las que hacen parte de la evolución biológica (mutaciones y 
recombinaciones genéticas) generando nuevas poblaciones las cuales pasan un 
proceso de selección con el fin de decidir cuáles son los individuos que sobreviven 
y cuáles deben ser descartados.  
En este trabajo se ha adaptado el algoritmo genético (referido como algoritmo 
evolutivo) al problema de encontrar la solución de agrupamiento que minimice la 
función objetivo. A continuación, se describen las metodologías utilizadas para 
representar las soluciones, generar la población inicial y como se implementa la 
selección, el cruzamiento y la mutación. 
En un algoritmo genético la solución es representada por un cromosoma y el 
algoritmo genético mantiene un conjunto (población) de cromosomas. Cada 
elemento de un cromosoma se conoce como un gen. La población evoluciona a 
través de un número de generaciones. Primero, dos soluciones son seleccionadas 
de la población basadas en cierta distribución de probabilidad; ellos son llamados 
cromosomas padres. La operación de cruzamiento produce un cromosoma 
descendiente combinando a los padres. La operación de mutación modifica al 
cromosoma descendiente con un valor de probabilidad. El descendiente puede ser 
mejorado con otro algoritmo o heurística. Una generación se completa y se 
                                                          
18 Evolutionary algorithm 
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reemplaza uno de los miembros de la población con el nuevo descendiente. Se 
ejecutan un número considerable de generaciones hasta que se cumpla el criterio 
de convergencia. Finalmente, el algoritmo genético entrega los parámetros 
optimizados como solución. 
5.5. Algoritmo genético + K-means 
 
Como se menciona en la sección 5.3.1  el problema de clusterización o 
agrupamiento de los datos puede ser catalogado como un problema de optimización 
donde se busca obtener el número de grupos que optimizan una función objetivo 
que está determinada en este caso por las distancias inter-cluster e intra-cluster,  el 
algoritmo genético realiza una búsqueda global, proponiendo los centroides iniciales 
cuya cantidad es correspondiente al número de grupos o valor k. De esta manera, 
se combina la búsqueda global realizada por el algoritmo genético con la búsqueda 
local de K-means. 
La combinación entre el algoritmo genético y el algoritmo K-means se describe a 
continuación: 
 Las curvas son divididas considerando sus magnitudes.  
 La metodología no supervisada permite el descubrimiento de patrones 
naturales en los datos.   
 Se ha desarrollado un primer método basado en el reconocimiento de 
clientes con consumos que tengan los mismos patrones 
 K-means inicia seleccionando un valor aleatorio de k que serán la cantidad 
de centroides para los nuevos grupos.  
 Los k centroides son reubicados de tal manera que se minimice la distancia 
media entre el centroide y los demás nodos dentro del cluster. 
 Cada nodo calcula la distancia entre él mismo y los k centroides y se reasigna 
al grupo asociado al centroide más cercano. 
 El método itera hasta que el movimiento de los k centroides se encuentre en 




 Con la búsqueda global se garantiza que cada partícula busque de manera 
amplia cubriendo todo el espacio del problema (algoritmo genético). 
 Con la búsqueda local se trata de que todas las partículas converjan al óptimo 
cuando una partícula se acerca a la vecindad de la solución óptima. 
 Se busca minimizar la distancia intra-cluster mientras se maximiza la 
distancia inter-cluster. 
 
5.5.1. Normalización de los datos 
 
Para la aplicación de la segunda etapa de la metodología es necesario que los 
registros correspondientes a los consumos de energía estén entre los mismos 
valores, por lo tanto es necesaria la normalización de los datos.  







xi : Cada uno de los datos del usuario 
xmax: Valor máximo del vector de consumos 
xmin: Valor mínimo del vector de consumos 
Esta metodología de normalización garantiza que todos los valores del vector de 





5.5.2. Población inicial 
 
Para el uso de esta metodología se toma como población inicial a un conjunto de 
diez19 individuos los cuales están representados de forma matricial.   
5.5.2.1. Individuo 
 
Un individuo, representado de forma matricial, consta de quince20 elementos 
(vectores) correspondientes a las filas de la matriz que representan a los centroides 
o valores k los cuales están compuestos por n21 datos que corresponden a la 
cantidad de consumos. 
Se crea cada una de las matrices con valores iniciales de cero como se observa en 
la figura 5, las cuales serán llenadas con un mínimo de tres y un máximo de quince 
centroides de n elementos en valores numéricos reales, cada uno de los centroides 
es generado haciendo uso de la metodología K-means reducido.  
 
 
Figura 5 Estructura de individuo inicial con n=10 
                                                          
19 Valor seleccionado para efectos de optimización en tiempos de cómputo 
20 Valor de inicialización tomado después de realizar pruebas. 
21 24 meses para esta base de datos. 
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0




K-Means reducido es una metodología de agrupamiento la cual toma un 
porcentaje22 de la base de datos original y un valor aleatorio23 de k para generar los 
grupos, de cada uno de los grupos se extraen los centroides y aleatoriamente se 
selecciona uno de ellos el cual pasará a ser parte de la población (ver figura 6). 
 
 
Figura 6 Centroide de n=10 generado con k-means reducido 
 
En la figura 7 se observa un individuo con 6 centroides, es decir un valor k de 6 
generado con metodología k-means reducido. 
 
 
Figura 7 Individuo generado con n=10 y k=6 
 
                                                          
22 Valor tomado del 1% 
23 Entre 3 y 10 centroides debido al porcentaje tomado de la base de datos. 
716 722,8 571,1 654,7 513,8 621 649,8 683 751,6 694
716 722,8 571,1 654,7 513,8 621 649,8 683 751,6 694
45,71 46,77 45,85 47,01 47,65 47,5 48,97 47,17 46,14 45,92
324,9 339,3 345,2 357,1 332,1 336,1 356,1 353,1 333,4 319,8
100,8 103,2 102,6 103,7 103 103,5 106,6 103,9 101,2 102,3
189 192,2 191,4 198,3 187,6 188,6 201,5 197,7 190,7 187,3
83,08 83,78 85,26 83,86 83,6 85,48 88,7 85,57 83,31 83,22
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
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Se puede observar como en cada uno de los centroides los valores son similares, 
sin embargo entre centroides se hallan diferencias en las magnitudes24. 
Para el ejemplo de la figura 7 se utilizaron los centroides generados para la primera 
fase de la metodología la cual separa los grupos de curvas por magnitud. 
De la misma manera, se generan todos los individuos de la población y 
Posteriormente los vectores con todos los valores es cero son omitidos para la 
ejecución de k-means y calcular la función objetivo (ver figura 8). 
 
Figura 8 Matriz para ejecución de k-means 
 
5.5.3. Función objetivo, índices y penalización 
 
5.5.3.1. Función objetivo 
 
Como función objetivo del proceso de optimización en la selección del número de 
grupos para este conjunto de datos se utiliza el índice de Davies-Bouldin (DB). 
El índice de Davies-Bouldin (DB) intenta identificar el conjunto de clúster que sea 
compacto y bien separado. Como penalización se utiliza un valor de gran magnitud 
s25, ya que lo que se busca la minimización de este índice. 
 
                                                          
24 Valores reales tomados en ejecución del algoritmo, estos vectores corresponden a los primeros 10 
elementos del vector original de 24 
25 Para efectos del modelo se ha utilizado un valor de 900000 que garantiza la salida de ese individuo del 
conjunto solución. 
716 722,8 571,1 654,7 513,8 621 649,8 683 751,6 694
45,71 46,77 45,85 47,01 47,65 47,5 48,97 47,17 46,14 45,92
324,9 339,3 345,2 357,1 332,1 336,1 356,1 353,1 333,4 319,8
100,8 103,2 102,6 103,7 103 103,5 106,6 103,9 101,2 102,3
189 192,2 191,4 198,3 187,6 188,6 201,5 197,7 190,7 187,3
83,08 83,78 85,26 83,86 83,6 85,48 88,7 85,57 83,31 83,22
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𝜕(𝐶𝑖, 𝐶𝑗) Se define como la distancia entre los clúster Ci y Cj (Distancia Inter-Clúster) 
∆(𝐶𝑡) Representa la distancia Intra-Clúster del clúster Ct 
I: Individuo 
Para cada uno de los Individuos se desea que las distancias internas sean lo más 
pequeñas posibles, y que las distancias entre grupos sean lo más grandes posibles. 
Cada individuo I contiene cierto número de elementos K quienes representan a los 
centroides de cada uno de los grupos.   
5.5.3.2. Intra-Cluster 
 
Intra-Cluster calcula, para cada grupo, las distancias entre cada uno de los 
elementos y el centroide correspondiente sobre el número de elementos del grupo, 
al final, se calcula el promedio de todas estas distancias y se obtiene como resultado 
el valor de Intra-clúster para todo el individuo I 
La distancia Intra-Clúster está dada por: 




Donde dist representa una distancia euclideana. 
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K: Número de grupos o clústers 
Ki: Grupo que está siendo sometido al cálculo 
x: Cada uno de los elementos del grupo Ki 
t: Centroide del grupo Ki 
mi : Número de elementos del grupo Ki   
5.5.3.3. Inter-Clúster 
 
Inter-Clúster calcula la distancia entre los K centroides del individuo I para definir la 
separación de un grupo, o clúster con respecto a otro. 
La distancia Inter-Clúster está dada por: 
 
𝜕(𝐶𝑖, 𝐶𝑗) =  𝑑𝑖𝑠𝑡(𝐶𝑖, 𝐶𝑗) 
Donde dist representa una distancia euclideana. 
El valor de Inter-Clúster para un individuo I se define como: 
 
𝐼𝑛𝑡𝑒𝑟_𝐶(𝐼) =






K: Número de grupos o clústers 
Ci: Centroide o punto central del clúster i 
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Cj: Centroide o punto central del clúster j 
 
5.5.4. Selección por torneo, cruzamiento y mutación 
 
Para cada uno de los Individuos se calcula el índice DB, posteriormente se 
selecciona el valor mínimo, el cual será el valor incumbente26 o referente para 
comenzar el proceso de iteración. El individuo que corresponde al valor incumbente 
será el conjunto de centroides que hace óptima la separación del conjunto de datos. 
 
Figura 9 Muestra de 2 individuos con cálculo de DB27 
 
En la figura 10 se muestra una simulación de cálculo de coeficiente DB para los 10 
primeros individuos, siendo el individuo número 8 el que registra el valor mínimo de 
coeficiente DB, por lo tanto, este individuo representará la mejor separación hasta 
el momento, es decir, el valor incumbente. 
                                                          
26 Valor mínimo registrado en la función objetivo hasta el momento de la iteración actual. 
27 Los valores mostrados como DB y los individuos no corresponden a valores reales mostrados por el 
algoritmo, estos valores son solo para efectos de ilustración de la metodología 
2 1 15 14 10 11 17 18 2 20 10 18 17 11 18 4 18 15 15 2
15 13 10 14 16 18 13 12 6 18 13 18 13 13 18 19 7 7 14 11
17 1 18 7 1 2 1 11 18 2 17 4 16 14 18 1 20 3 4 12
20 2 16 4 6 9 12 5 8 17 3 13 9 9 12 14 7 1 19 3
2 18 19 5 6 10 4 18 17 11 17 9 13 9 4 14 2 12 9 7
0 0 0 0 0 0 0 0 0 0 4 7 7 8 20 14 1 15 4 20
0 0 0 0 0 0 0 0 0 0 6 11 4 2 15 13 19 16 15 7
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
INDIVIDUO 1
DB = 13 con K=5
INDIVIDUO 2




Figura 10 Simulación de cálculo de DB28 
 
5.5.4.1. Torneo y Cruzamiento 
 
Aleatoriamente se seleccionan dos individuos y de ellos se selecciona el que tenga 
el menor valor DB, este será el Padre 1, se repite el proceso para la selección del 
Padre 2.  
Ambos padres son cruzados y así se generan los dos hijos (Hijo 1 e Hijo 2), quienes 
serán los dos primeros elementos de la nueva población. 
El cruzamiento se realiza seleccionando un punto aleatorio entre 3 y 15 para así 
combinar a los dos individuos en ese punto. 
En la figura 11 se puede observar cómo se selecciona el punto de cruzamiento en 
los dos individuos A y B de tal forma que la sección A2 y B2 intercambian posiciones 
obteniéndose así los dos nuevos individuos mostrados en la figura 12. 
                                                          
28 Los valores mostrados como DB y los individuos no corresponden a valores reales mostrados por el 















Figura 11 Cruzamiento simple entre dos individuos 
 
 
Figura 12 Nuevos individuos post cruzamiento 
 
Ahora el individuo A tiene 9 centroides y el individuo B, 8 centroides,  se repite el 
proceso para crear el número de individuos restantes para igualar el tamaño de la 







Con una tasa de mutación del 40%29, se seleccionan el 40% de los individuos de la 
nueva población para aplicar el proceso de mutación el cual está compuesto por 
una metodología de adición o eliminación de centroides. 
Se calculan los promedios de cada uno de los centroides y se ubican según su valor 
en orden de menor a mayor y se calculan las distancias entre promedios siguiendo 
una secuencia de pares. 
 Eliminación de un centroide 
 
Si el individuo contiene más de la mitad de centroides tomado como 
referencia (15) se procede a la eliminación de uno de ellos. Se toman los dos 
valores más cercanos y se calcula el promedio entre ellos, este será el nuevo 
centroide, se reemplaza uno de los valores utilizados para el promedio con 
el nuevo y el otro se reemplaza con ceros. 
En la figura 13 se muestra un individuo con un valor k igual a 14, este 
individuo es candidato para la eliminación de un centroide, por lo tanto se 
calculan los promedios de cada uno de ellos  y son ordenados de menor a 
mayor como se muestra en la figura 14. 
La distancia mínima encontrada está entre los centroides c y g debido a esto 
ambos centroides serán promediados (representado en la figura 15 como *) 
para generar un nuevo vector, el primero de ellos será reemplazado por este 
y el otro será reemplazado con ceros. (ver figuras 15 y 16) 
                                                          




Figura 13 Muestra de individuo con K=14 y promedio de clusters30 
 
 
Figura 14 Promedio de centroides ordenados 
 
                                                          
30 Estos valores no corresponden a los valores reales calculados por el algoritmo, corresponden a valores 
para ejemplo de la metodología 
CENT PROM
a 16 10 2 10 17 8 7 1 3 14 8,8
b 9 16 8 17 14 18 5 14 8 7 11,6
c 17 11 8 9 18 8 2 9 5 10 9,7
d 12 3 5 11 19 6 5 3 4 12 8
e 18 4 2 16 12 10 17 7 14 12 11,2
f 15 17 10 8 1 14 10 18 19 17 12,9
g 16 9 12 1 6 10 10 12 9 12 9,7
h 7 11 7 10 12 10 7 16 18 4 10,2
i 18 5 13 2 5 9 4 2 9 14 8,1
j 17 12 17 1 12 3 3 4 2 14 8,5
k 4 3 10 1 9 17 10 13 9 6 8,2
l 11 2 8 10 15 7 10 15 10 10 9,8
m 18 19 12 14 14 14 18 10 16 16 15,1
n 15 16 7 2 14 2 16 11 14 13 11
o 10 4 12 15 4 17 13 15 3 16 10,9























Figura 15 Promedio entre dos centroides 
 
 
Figura 16 Nuevo individuo post mutación 
  
 Adición de un centroide 
 
Si el individuo contiene menos de la mitad de centroides tomado como 
referencia (15) se procede a la adición de un centroide. Se toman los dos 
valores más lejanos, se calcula el promedio entre ellos, este será el nuevo 
centroide que será adicionado al individuo seleccionado. 
En la figura 17 se muestra un individuo con un valor k igual a 6, este individuo 
es candidato para la adición de un centroide, por lo tanto se calculan los 
promedios de cada uno de ellos  y son ordenados de menor a mayor como 
se muestra en la figura 18. 
La distancia máxima encontrada está entre los centroides p y d debido a esto 
ambos centroides serán promediados (representado en la figura 19 como *) 
c 17 11 8 9 18 8 2 9 5 10
g 16 9 12 1 6 10 10 12 9 12
* 16,5 10 10 5 12 9 6 10,5 7 11
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para generar un nuevo vector, el primer vector de ceros encontrado será 
reemplazado por el vector *. (ver figuras 19 y 20) 
 
 
Figura 17 Muestra de individuo con K=6 y promedio de clusters 
 
 




a 16 10 2 10 17 8 7 1 3 14 8,8
b 9 16 8 17 14 18 5 14 8 7 11,6
c 17 11 8 9 18 8 2 9 5 10 9,7
d 10 17 8 7 1 2 10 17 8 7 8,7
e 17 14 18 5 14 8 17 14 18 5 13
f 9 18 8 2 9 8 9 18 8 2 9,1
g 0 0 0 0 0 0 0 0 0 0 0
h 0 0 0 0 0 0 0 0 0 0 0
i 0 0 0 0 0 0 0 0 0 0 0
j 0 0 0 0 0 0 0 0 0 0 0
k 0 0 0 0 0 0 0 0 0 0 0
l 0 0 0 0 0 0 0 0 0 0 0
m 0 0 0 0 0 0 0 0 0 0 0
n 0 0 0 0 0 0 0 0 0 0 0
o 0 0 0 0 0 0 0 0 0 0 0






















Figura 19 Promedio entre dos centroides 
 
 
Figura 20 Nuevo individuo post mutación 
 
El proceso de selección, cruzamiento y mutación se repite hasta que se cumpla el 
criterio de parada: i número de iteraciones o que el valor incumbente se repita 
durante un número de veces p31. 
5.5.5. Clasificación 
 
Al finalizar el proceso de agrupamiento por forma, se muestran los resultados de los 
grupos de manera gráfica, así el tomador de decisiones podrá determinar qué 
conjunto de datos presenta un comportamiento anómalo y así etiquetar a aquellos 
usuarios que pasarán a la inspección. 
 
 
                                                          
31 El valor de p corresponde al 20% de la cantidad total de iteraciones que tenga determinado el algoritmo 
genético. 
p 0 0 0 0 0 0 0 0 0 0
d 10 17 8 7 1 2 10 17 8 7





Se utilizó una base de datos de una empresa de energía del país con formato de 
Microsoft Excel que contiene 74471 registros con 24 consumos correspondientes a 
dos años tomados de manera mensual. Los identificadores de cada usuario, estrato, 
zona de la residencia y variables con códigos propios de la empresa, organizados 
en tablas  y separados por estrato. 
Para la aplicación de la metodología se tuvieron en cuenta los siguientes 
parámetros: 
 Población Inicial: 10 individuos. 
 Longitud del individuo (Cantidad de clusters): Aleatorio entre 3 y 15. 
 Tasa de mutación: 40% 
 Número de iteraciones: 100 para cada ejecución del algoritmo genético. 
 Ejecuciones del algoritmo genético: 1 para clasificación por magnitud, 1 para 
clasificación por forma. 
 Criterio de parada: 100 iteraciones o 20% de iteraciones que se repita el valor 
incumbente. 
 
6.1. Lectura y filtrado de datos 
 
Como se mencionó en la sección 5.2 fue necesario realizar un filtrado a la base de 
datos con el fin de separar los conjuntos de usuarios que no son de interés para el 
análisis de comportamientos anómalos, sin embargo estos usuarios pueden resultar 
de interés para la compañía eléctrica en otros aspectos. 




Usuarios cuyo porcentaje de consumos iguales a cero es igual o superior al 70% 





Figura 21 Usuarios con consumos en cero 
 
Como se mencionó en la sección 5.2.2 fue necesaria la realización de un filtrado de 
usuarios con una alta cantidad de consumos con un valor igual a cero. En la figura 
21 se observan diferentes usuarios cuyos consumos en su mayoría corresponden 
a valores de cero. 
En la gráfica se observa como los usuarios B, D, F y H tienen casi su totalidad de 
consumos con un valor igual a cero, siendo el usuario B el único que registra 
cambios en los primeros 3 periodos con consumos por debajo de los 20 kWh. 
Los usuarios A, C y E, muestran cambios en algunos periodos, el usuario A, por 
ejemplo, muestra consumos de energía eléctrica solo entre los periodos 12 y 18, 
esto podría indicar que para los demás periodos se trató de un domicilio sin 
ocupación. De igual manera ocurre para los demás usuarios que solo registran 






6.1.2. Valores superiores 
 
Usuarios cuyo porcentaje de consumos iguales o superiores al valor de referencia 
955.68 kWh sea iguales o superior al 70%. 
En la sección 5.2.3 se presentó en valor de referencia correspondiente al promedio 
nacional más una holgura del 20%. Se considera que los usuarios que tienen la 
mayoría de consumos por encima de este valor pueden corresponder a usuarios 
comerciales que se encuentran registrados como residenciales y por ello no se 
encuentran facturando de manera correcta el servicio de energía eléctrica. 
 
Figura 22 Usuarios con consumos superiores 
 
En la figura 22 se puede observar como los consumos de cada uno de los usuarios, 
en su mayoría, se encuentran por encima del valor de referencia representado en 
la gráfica con una línea horizontal punteada. 
Por ejemplo en el usuario E, identificado con la línea de color celeste, solo los 
consumos en los primeros 7 periodos se encuentran por debajo del valor de 
referencia, para los demás periodos sus registros de consumo son superiores. De 
forma similar el usuario etiquetado como B, presenta consumos inferiores a valor de 
referencia solo en los primeros 3 periodos y en los periodos 11 y 12. Para los demás 
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usuarios representados en la gráfica la mayoría o la totalidad de sus consumos se 
encuentran por encima de la línea de referencia. 
6.1.3. Coeficiente de variación 
 
Usuarios cuyo coeficiente de variación en los registros de consumo sea superior al 
50%. 
En la sección 5.2.4 se definió el coeficiente de variación como la medida de 
dispersión de los datos con respecto a la media. Los usuarios cuyos consumos sean 
muy dispersos representan cambios bruscos en el comportamiento de consumos, 
por lo tanto pueden ser de interés para la compañía eléctrica realizar otro tipo de 
análisis de comportamiento. 
 
 
Figura 23 Usuario con coeficiente de variación superior al 50% 
 
En la figura 23 se observa el usuario etiquetado como A cuyo comportamiento 
presenta cambios drásticos de unos periodos a otros. Estos comportamientos 
pueden ser debido a épocas vacacionales como se observa en la caída 
representada en los periodos 11, 12 y 13. Los aumentos o disminuciones repentinas 
en los consumos de energía pueden estar relacionadas con otros factores diferentes 
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a las épocas del año sobre los cuales la compañía eléctrica puede entrar a realizar 




Figura 24 Usuarios con coeficiente de variación superior al 50% 
 
6.1.4. Consumos iguales 
 
Usuarios cuyos consumos durante el periodo de duración del análisis sea el mismo. 
Como se menciona en la sección 5.2.5 los usuarios que presentan este 
comportamiento generalmente corresponden a usuarios que no poseen contador y 
debido a ello la empresa de energía les asigna un valor promedio mensual el cual 






Figura 25 Usuarios con consumos iguales 
  
En la figura 25 se observan 8 usuarios cuyos consumos durante todo el intervalo 
de tiempo del análisis son iguales. 
Como resultado del proceso de filtrado se obtiene la tabla de usuarios que pasará 
a la aplicación de la metodología Algoritmo genético + K-means. 
Tabla 1 Resumen filtrado de datos 
TABLA RESUMEN FILTRADO DE DATOS 
  
TAMAÑO BASE DE DATOS: 74471 
TAMAÑO BASE DE DATOS POST FILTRO: 57140 
    
FILTRO ELEMENTOS 
    
CONSUMOS SUPERIORES 1727 
CONSUMOS EN CERO 965 
COEFICIENTE VARIACION 14625 
CONSUMOS IGUALES 14 
  
TOTAL FILTRADO 17331 
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6.2. Algoritmo genético + K-means Fase I (Filtro por magnitud) 
 
Posterior al filtrado de la base de datos, se aplica la primera fase de la metodología 
Algoritmo genético + K-means donde se obtiene una primera clasificación donde las 
curvas son separadas por magnitudes buscando también algunas otras similitudes 
entre ellas. 
La primera fase de agrupamiento dio como resultado para la base de datos un valor 
de k igual a 6, es decir se separó al conjunto de usuarios en 6 grupos. 
Cada uno de los grupos cuenta con un centroide el cual puede mostrar alrededor 
de que valores se encuentran las curvas asociadas a este grupo, el conjunto de 
centroides de la primera fase se muestran en la figura 26. 
 
 
Figura 26 Centroides Fase I 
 
Para mostrar el comportamiento de los grupos luego de la primera fase de la 






Figura 27 Usuarios grupo 1 
 
En la figura 27 se observa como la mayoría de los consumos de los usuarios 
pertenecientes al grupo 1 se encuentran entre el mismo intervalo de consumos 
representado en la figura con dos líneas horizontales punteadas. El intervalo de 
consumos se encuentra relacionado con el comportamiento del centroide C1 





Figura 28 Usuarios en los grupos 2, 3 y 4 
 
En la figura 28 se observan los comportamientos para los grupos 2, 3 y 4 en la fase 
de clasificación por magnitud. Los intervalos entre los que se encuentran las curvas 
en su mayoría, para cada grupo, se representan con líneas horizontales, estos 
intervalos se pueden ver relacionados con los valores de los centroides presentados 
en la figura 26. 
Los conjuntos de datos de consumos, para cada grupo, se encuentran entre los 
mismos intervalos mostrando así como la primera fase de clasificación pudo realizar 
un agrupamiento por magnitud y como el centroide el conjunto de datos indica 
alrededor de que valores de consumo se encuentra el grupo ki. 
 
6.3. Algoritmo genético + K-means Fase II (Filtro por forma) 
 
Posterior a la normalización de los datos (sección 5.5.1), a cada uno de los grupos 
generados en la fase 1 se le aplica nuevamente la metodología para obtener un 
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nuevo agrupamiento.  El proceso de normalización permite que las curvas de 
consumo conserven su forma original, pero al estar normalizadas pueden ser 
comparadas entre ellas para poder considerar una cercanía o similitud y así realizar 
un agrupamiento en cuanto a forma. 
 
6.3.1. Subgrupos de un grupo ki 
 
Cada uno de los grupos ki generados en la fase 1 es dividido en un subgrupo kij 
cuyos elementos son similares en cuanto a forma. 
Tabla 2 Resumen generación de subgrupos 
TABLA RESUMEN GENEREACION DE SUBGRUPOS 
  
TAMAÑO BASE DE DATOS: 74471 
TAMAÑO BASE DE DATOS POST FILTRO: 57140 
  
GRUPO (K) SUBGRUPOS ELEMENTOS 
      
1 12 594 
2 12 15714 
3 6 1564 
4 12 13225 
5 9 4758 
6 5 21285 
  





Figura 29 Grupo 1 Subgrupo 3 
 
En la figura 29 se observa un conjunto de datos agrupado en cuanto a forma, el 
comportamiento general del grupo es alto entre los periodos 1 y 22 y presenta una 
caída para los periodos 23 y 24. 
 
Figura 30 Grupo 1 Subgrupo 5 
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En la figura 30 se representa un conjunto de datos con un comportamiento que se 
puede considerar constante y presentan una caída de consumo en el periodo 14. 
Claramente se observa la similitud en las curvas pertenecientes a este grupo. 
A continuación se muestran otros conjuntos de datos agrupados según sus formas. 
 
 
Figura 31 Grupo 1 Subgrupo 6 
 
En la figura 31 las líneas punteadas muestran la forma curveada del conjunto de 
datos similar en cuanto a forma, este conjunto de datos puede considerarse como 






Figura 32 Agrupamiento Fase 2 
 
 






Figura 34 Agrupamiento Fase 2 
 
Las figuras 32, 33 y 34 ilustran otros agrupamientos obtenidos en la segunda fase 
de aplicación de la metodología de algoritmo genético en combinación con K-
means. Se pueden observar como los comportamientos de las curvas que 
componen cada uno de los grupos es similar, lo cual permite al tomador de 
decisiones poder seleccionar aquellos grupos que contengan a los usuarios con 
consumos que puedan ser considerados sospechosos. 
 
6.4. Posibles comportamientos sospechosos 
 
El comportamiento de una curva de consumo puede ser considerado sospechoso 
si se observa un decrecimiento en los valores con el pasar del tiempo. Las 
siguientes figuras muestran conjuntos de datos que pueden ser clasificados como 




Figura 35 Posible conjunto sospechoso 
 
La figura 35 muestra un conjunto de usuarios que puede ser calificado como 
sospechoso debido a que los valores en sus consumos a partir del periodo 11 
muestran un decrecimiento con el paso de los periodos. 
 
 
Figura 36 Posible conjunto sospechoso 
 
La figura 36 muestra un grupo con un comportamiento similar al observado en la 
figura 35, en este caso la caída en los consumos se puede apreciar desde el periodo 
7 con un incremento en el periodo 12 y continuidad en el descenso a partir del 
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período 13. El aumento repentino en el periodo 12 puede estar relacionado con la 
época del año en que se encuentra. 
 
 
Figura 37 Posible conjunto sospechoso 
 
La figura 37 muestra otro conjunto con posible comportamiento sospechoso. Se 
observa una disminución a partir del periodo 13 que continúa hasta el periodo 20 a 
partir del cual los consumos toman un comportamiento ascendente. 
 
6.5. Clasificación de grupos 
 
El tomador de decisiones califica cada uno de los grupos según el comportamiento 





Figura 38 Conjunto de datos 
  
Por ejemplo en la figura 38 el tomador de decisiones eventualmente podría observar 
como el grupo tiene un comportamiento relativamente normal, solo se ve una caída 
leve entre los periodos y 18, por lo tanto este conjunto podría ser clasificado como 
normal. 
 
Figura 39 Conjunto de datos 
 
De igual manera ocurre en el conjunto de datos presentado en la figura 39, donde 
se observa un comportamiento relativamente constante con un pico de consumo 
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entre los meses 11 y 13 y posteriormente se vuelve al consumo presentado en los 
primeros meses, por lo tanto el conjunto de datos puede ser clasificado como 
normal. 
Los conjuntos de usuarios mostrados en las figuras 35, 36 y 37 mostrados en la 
sección 6.4 pueden ser etiquetados por el tomador de decisiones como conjuntos 






















La metodología aplicada basada en algoritmo genético en combinación con el 
algoritmo k-means permite en análisis de la base de datos sin necesidad de tener 
datos de entrenamiento, lo cual conlleva a poder generar diferentes grupos de datos 
similares en magnitud y en forma y poder identificar comportamientos que puedan 
ser considerados como sospechosos sin necesidad de ajustarse a algún patrón 
determinado con anterioridad. 
Al tratarse de una metodología que optimiza, se pueden observar cómo se generan 
varios conjuntos de datos similares entre si los cuales permiten describir el 
comportamiento del grupo y facilitar la identificación de patrones de consumo. 
La generación de grupos permite la clasificación de conjuntos de datos con 
comportamiento similares evitando así la revisión de registros individuales. 
La metodología diseñada no está sujeta al tamaño de la base de datos ni al periodo 
de consumos, por lo tanto, independientemente de la cantidad de usuarios y del 
número de meses que se esté analizando se hará el agrupamiento que permita una 
clasificación de cada conjunto de datos. 
Los conjuntos de datos generados con la metodología permiten identificar diferentes 
tipos de curvas que representen comportamientos anómalos los cuales podrían ser 
utilizados como datos de entrenamientos en la aplicación de alguna técnica basada 
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