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We study a relaxation limit of a solution to the initial–boundary
value problem for a hydrodynamic model to a drift-diffusion model
over a one-dimensional bounded domain. It is shown that the
solution for the hydrodynamic model converges to that for the
drift-diffusion model globally in time as a physical parameter,
called a relaxation time, tends to zero. It is also shown that
the solutions to the both models converge to the corresponding
stationary solutions as time tends to inﬁnity, respectively. Here, the
initial data of electron density for the hydrodynamic model can be
taken arbitrarily large in the suitable Sobolev space provided that
the relaxation time is suﬃciently small because the drift-diffusion
model is a coupled system of a uniformly parabolic equation and
the Poisson equation. Since the initial data for the hydrodynamic
model is not necessarily in “momentum equilibrium”, an initial
layer should occur. However, it is shown that the layer decays
exponentially fast as a time variable tends to inﬁnity and/or the
relaxation time tends to zero. These results are proven by the decay
estimates of solutions, which are derived through energy methods.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The hydrodynamic and the drift-diffusion models are well known as describing the behavior of
electric ﬂow in semiconductor. These two models are frequently utilized for numerical device simula-
tions. Here the model is chosen subject to the purpose of use for real semiconductor devices. Hence
an analysis on relations between these models is an important problem not only in mathematics but
also in engineering. The relation is formally analyzed by letting a relaxation time tend to zero. In fact,
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procedure is called a relaxation time limit (or a relaxation limit, in short). The main purpose of this
paper is to justify this formal limit rigorously. Namely, we show the solution for the hydrodynamic
model converges to that for the drift-diffusion model. Here we can take an initial data of electron
density arbitrarily large in the Sobolev space H2(Ω) since the drift-diffusion model, a limit system,
is a coupled system of a uniformly parabolic equation and the Poisson equation. Moreover the initial
layer occurs in justiﬁcation of the relaxation limit, since the initial data is not necessarily in “momen-
tum equilibrium”. The layer is shown to decay exponentially fast as a time variable tends to inﬁnity
and/or the relaxation time tends to zero. Then we discuss on the relaxation limit.
In the hydrodynamic model, motion of the electrons is governed by three equations, a conservation
low of mass, a balance low of momentum and the Poisson equation,
ρs +mx = 0, (1.1a)
ms +
(
m2
ρ
+ Kρ
)
x
= ρφx − m
τm
, (1.1b)
φxx = ρ − D (1.1c)
for a spatial variable x ∈ Ω := (0,1) and a time variable s > 0. Here electron density ρ , electric
current m and electrostatic potential φ are the unknown functions. A positive constant τm stands for
the momentum relaxation time, which becomes a small positive number when electron density is
high. For simplicity, we suppose 0 < τm  1. In addition, K is also a physical positive constant. The
doping proﬁle D is a distribution function of positive ions in semiconductor. Hence we suppose that
inf
x∈Ω
D(x) > 0, D ∈ B0(Ω), (1.2)
where Ω := [0,1]. The initial and the boundary conditions to the system (1.1) are prescribed as
(ρ,m)(0, x) = (ρ0,m0)(x), (1.3)
ρ(t,0) = ρl > 0, ρ(t,1) = ρr > 0, (1.4)
φ(t,0) = 0, φ(t,1) = φr  0, (1.5)
where ρl , ρr and φr are given constants. To consider the classical solution, we assume that the initial
data (1.3) satisﬁes the compatibility conditions
ρ0(0) = ρl, ρ0(1) = ρr, (1.6a)
m0x(0) =m0x(1) = 0. (1.6b)
A quantity
δ := |ρr − ρl| + |φr |, (1.7)
called a boundary strength, is the difference between boundary values and plays an essential role
in the analysis throughout the present paper. Integrating the Poisson equation (1.1c) with using (1.5)
yields an explicit formula of the electrostatic potential
φ(t, x) = Φ[ρ](t, x) :=
x∫ y∫
(ρ − D)(t, z)dzdy +
(
φr −
1∫ y∫
(ρ − D)(t, z)dzdy
)
x. (1.8)0 0 0 0
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suppose τm  1 for simplicity. Substituting
t = s
τm
, j = m
τm
, ε = τ 2m
in Eq. (1.9), we have
ρt + jx = 0, (1.9a)
ε jt +
(
ε
j2
ρ
+ Kρ
)
x
= ρφx − j, (1.9b)
φxx = ρ − D. (1.9c)
We call (1.9) the hydrodynamic model, too. The initial data for the system of equations (1.9) are
deduced from (1.3) to
ρ(0, x) = ρ0(x), (1.10a)
j(0, x) = j0(x) :=m0(x)/τm. (1.10b)
The boundary conditions for (1.9) are also given by (1.4) and (1.5). We study the behavior of solutions
to the problem (1.4), (1.5), (1.9) and (1.10) as the relaxation time ε tends to zero. This singular limit
is called the relaxation time limit or the relaxation limit.
In the previous paper [19], the authors have shown the existence of the solution locally in time
to the initial–boundary value problem (1.1) and (1.3)–(1.5) for the initial data satisfying a subsonic
condition and a positivity of the density. These conditions are written as
inf
x∈Ω S[ρ, j] > 0, S[ρ, j] := K − ε
j2
ρ2
, (1.11a)
inf
x∈Ω ρ > 0. (1.11b)
Asymptotic behavior of solution to hydrodynamic model. The asymptotic stability of a stationary
solution is proven for a small initial disturbance from the stationary solution in the authors’ previ-
ous researches [6,19]. Precisely it is shown that the solution (ρ, j, φ) to the problem (1.9) converges
to the corresponding stationary solution (ρ˜, j˜, φ˜) as time tends to inﬁnity if the initial disturbance
‖(ρ0 − ρ˜, j0 − j˜)‖2 is suﬃciently small. In the present paper, we improve this result and show the
asymptotic stability of the stationary solution to (1.9) without any smallness assumption on the initial
disturbance. In place of it, we have to assume the smallness of the relaxation time τm = √ε. Here
the stationary solution (ρ˜, j˜, φ˜) is a solution to (1.9) independent of a time variable t , satisfying the
boundary conditions (1.4) and (1.5). Hence it versiﬁes
j˜x = 0, (1.12a)
S[ρ˜, j˜]ρ˜x = ρ˜φ˜x − j˜, (1.12b)
φ˜xx = ρ˜ − D, (1.12c)
ρ˜(0) = ρl > 0, ρ˜(1) = ρr > 0, (1.12d)
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The unique existence of the stationary solution is proven similarly as in [19] and brieﬂy discussed in
Section 2.1. The stability of the stationary solution is summarized in the next theorem. Throughout
the present paper, X ji and Xi denote the function spaces deﬁned by
X
j
i
([0, T ]) := i⋂
k=0
Ck
([0, T ]; H j+i−k(Ω)), Xi([0, T ]) :=X0i ([0, T ])
for i, j = 0,1,2.
Theorem 1.1. Let (ρ˜, j˜, φ˜) be the stationary solution to (1.12). Suppose that the initial data (ρ0, j0) ∈ H2(Ω)
and the boundary data ρl , ρr and φr satisfy (1.4)–(1.6) and (1.11). Then there exist positive constants δ0 and
ε0 such that if δ  δ0 and ε  ε0 , the initial–boundary value problem (1.4), (1.5), (1.9) and (1.10) has a
unique solution (ρ, j, φ) in the spaceX2([0,∞)) satisfying (1.11). Moreover, the solution (ρ, j, φ) veriﬁes the
additional regularity φ − φ˜ ∈X24([0,∞)) and the decay estimate
∥∥(ρ − ρ˜)(t)∥∥22 + ∥∥( j − j˜)(t)∥∥21 + ∥∥√ε( j − j˜)xx(t)∥∥2 + ∥∥(φ − φ˜)(t)∥∥24  Ce−αt, (1.13)
where C and α are positive constants independent of t, δ and ε.
Remark 1.2. In Theorem 1.1, we can take the initial data (ρ0, j0) arbitrarily large in the Sobolev space
H2(Ω). Also this theorem ensures that the time global solution to the original problem (1.1) and
(1.3)–(1.5) exists for large electron density ρ0(x) at initial time, although H2-norm of current density
m0(x) = τ j0(x) may be small. From the physical point of view, it covers the situation immediately
after the voltage is charged on the semiconductor devices since there is no ﬂow of electrons.
Relaxation limit from hydrodynamic model to drift-diffusion model. We study the relaxation limit
of the solution (ρ, j, φ) to the initial–boundary value problem (1.4), (1.5), (1.9) and (1.10) as the
parameter ε = τ 2m tends to zero. To this end, the solution is written with the suﬃx ε as (ρε, jε,φε).
Namely,
ρεt + jεx = 0,
ε jεt +
(
ε
( jε)2
ρε
+ Kρε
)
x
= ρεφεx − jε,
φεxx = ρε − D.
Formally substituting ε = 0 in this system and expressing the solution for the resultant equations by
(ρ0, j0, φ0), we have the drift-diffusion model
ρ0t + j0x = 0, (1.14a)
j0 = −Kρ0x + ρ0φ0x , (1.14b)
φ0xx = ρ0 − D. (1.14c)
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to prescribe the condition (1.10b). In fact, the initial value j0(0, x) is determined by (1.8) and (1.10a).
Namely,
j0(0, x) = (−Kρ0x + ρ0{Φ[ρ0]}x)(x).
The initial data j0 for the system (1.9) is not necessarily in “momentum equilibrium”, that is, j0(x) =
j0(0, x) in general. Hence the difference j0(x) − j0(0, x) gives rise to the initial layer in the solution
to (1.9). However, it is shown that the layer decays to zero for an arbitrary positive time t as the
relaxation time τm = √ε tends to zero. It also decays with time t tending to inﬁnity. These results are
summarized in Theorem 1.3, below.
The existence and the stability of the stationary solution for the drift-diffusion model are easily
shown since the model is the coupled system of the uniformly parabolic equation and the Poisson
equation (see Theorem 2.4). These results are discussed in Section 2.
Theorem 1.3. Suppose that the initial data (ρ0, j0) ∈ H2(Ω) and the boundary data ρl , ρr and φr satisfy
(1.4)–(1.6) and (1.11). Then there exist positive constants δ0 and ε0 such that if δ  δ0 and ε  ε0 , then
the time global solution (ρε, jε,φε) for (1.4), (1.5), (1.9) and (1.10) converges to the time global solution
(ρ0, j0, φ0) for (1.4), (1.5), (1.10a) and (1.14) as ε tends to zero. Precisely, there exists a positive constant γ
such that the following estimates hold:
∥∥(ρε − ρ0)(t)∥∥21 + ∥∥(φε − φ0)(t)∥∥23  Cεγ , (1.15)∥∥( jε − j0)(t)∥∥2  ∥∥( jε − j0)(0)∥∥2e−t/ε + Cεγ , (1.16)∥∥(∂2x {ρε − ρ0}, ∂1x { jε − j0}, ∂4x {φε − φ0})(t)∥∥2  Cεγ (t−1 + 1) (1.17)
for an arbitrary t ∈ (0,∞), where C is a positive constant independent of ε, δ and t.
Related results. The hydrodynamic and the drift-diffusion models for semiconductors are popular and
often investigated by not only engineers but also mathematicians. Especially, mathematicians concern
the asymptotic stability of the stationary solution and the analyses of the relation between these two
models. Here the asymptotic stability is an essential problem since it ensures the reliability of models
utilized in numerical device simulations. The investigation on relation between these two models is
also important because the both models are frequently used in simulations subject to the purpose
of use. From the physical point of view, it is necessary to study these problems over a bounded
domain with physically admissible boundary conditions as the boundary effect is not negligible for
the analysis of the minute devices.
We mention several mathematical results on both models. The drift-diffusion model is established
by Roosbroeck [22]. The text books [8,16] are good references for the mathematical derivation of this
model. Mock [17] proves the existence of the stationary solution to this model over multi-dimensions
with a simpliﬁed boundary condition. The asymptotic behavior of the solution to the time-dependent
problem is also analyzed in [18]. For more general boundary conditions, Gajewski and Gröger [5]
show the asymptotic stability of the stationary solution. However, they treated a special stationary
solution of which current density is zero.
The hydrodynamic model draws more attentions from researchers in these decades since the semi-
conductor device becomes minute. The model is introduced and studied in [2,8]. The papers [7,12,14]
discuss the large time behavior of the solution over the full space R. For the bounded domain, De-
gond and Markowich in [3] prove the unique existence of the stationary solution. The stability of the
stationary solution is also proven by Li, Markowich and Mei [13] under the assumption that the dop-
ing proﬁle is ﬂat, i.e., |D(x) − ρl|  1. Guo and Strauss in [6] solve this problem for non-ﬂat doping
proﬁle (also see [19]). Although these results consider for the isentropic hydrodynamic model, the
analysis of the heat-conductive hydrodynamic model is essential to study a hot carrier problem and
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solution is also proven by the authors’ previous paper [21]. In addition the isothermal hydrodynamic
model with quantum correction is recently studied by the authors in [20], where the unique existence
and the asymptotic stability of the stationary solution is also proven for the non-ﬂat doping proﬁle.
The relations between the hydrodynamic and the drift-diffusion models are often studied by many
researchers. For instance, the papers [15,23] study this problem over the full space and show that the
solution for the hydrodynamic model converges to that for the drift-diffusion model as the relaxation
time tends to zero. However, Marcati and Natalini in [15] show the weak convergence over an arbi-
trary compact subset. Yong in [23] obtains the strong convergence only for the time local solution.
Ali, Bini and Rionero in [1] also consider the relaxation limit on the heat-conductive hydrodynamic
model over the full space R. Consequently, justiﬁcation of the relaxation limit in strong sense for the
time global solution over the bounded domain with physically admissible boundary conditions has
been an important open problem.
The singular limit for hyperbolic relaxation models is often studied. Di Francesco and Marcati in [4]
analyze the relaxation limit of the Euler equation, which describes porous medium ﬂow. On the other
hand, another type of the singular limit for the general hyperbolic–elliptic coupled system is discussed
in [11]. The authors borrow their ideas in the present paper.
Outline of the paper. The remaining part of the present paper is organized as follows. Section 2.1 is
devoted to brief arguments about the unique existence of the stationary solution to both the hydrody-
namic and the drift-diffusion models. In Section 2.2, we begin detailed discussions with justiﬁcation
of the relaxation limit of the stationary solution. Precisely, it is shown that the stationary solution
for the hydrodynamic model converges to that for the drift-diffusion model as the relaxation time
τm = √ε tends to zero. We prove this result by the standard energy method and use the result in
Section 5 for the study of the relaxation limit of the non-stationary solutions. In Section 2.3, we show
the asymptotic stability of the stationary solution for the drift-diffusion model with the large initial
data. Here the exponential convergence rate toward the stationary solution is also obtained.
In Section 3, we reconsider the unique existence of the time local solution since the existence
time of the solution constructed in [19] depends on τm . Here we show that it is possible to take the
existence time independently of τm . Section 4 is devoted to proving Theorem 1.1. Namely, the hydro-
dynamic model (1.9) has the unique solution globally in time for the large initial data. In addition it
is shown that the solution converges to the stationary solution exponentially fast. Its proof is divided
into the three steps. Firstly the semi-global existence of the solution is established in Section 4.1.
Namely, it is proven that the solution exists until an arbitrary time T provided that the relaxation
time τm is suﬃciently small subject to T . Secondly we show in Section 4.2 the asymptotic stability
of the stationary solution for the small initial disturbance and derive the uniform estimates in τm .
This argument is necessary since the previous estimates in [6,19] depend on τm . Thirdly we conﬁrm
in Section 4.3 that the difference between the non-stationary and the stationary solutions becomes
arbitrarily small at large time T . Consequently, combining the results in these three steps completes
the proof of Theorem 1.1.
In Section 5, the relaxation limit is justiﬁed for the time global solution. Here we handle the initial
layer by the time weighted energy method and prove that the layer decays exponentially fast as the
relaxation time τm tends to zero and/or time t tends to inﬁnity. The key of the proof is the facts that
the solutions for both models converge to the corresponding stationary solutions exponentially fast
and that the both stationary solutions are close to each other in the Sobolev space.
Notation. For a nonnegative integer l 0, Hl(Ω) denotes the lth order Sobolev space in the L2 sense,
equipped with the norm ‖ · ‖l . We note H0 = L2 and ‖ · ‖ := ‖ · ‖0. Ck([0, T ]; Hl(Ω)) denotes the
space of the k-times continuously differentiable functions on the interval [0, T ] with values in Hl(Ω).
Hk(0, T ; Hl(Ω)) is the space of Hk-functions on (0, T ) with values in Hl(Ω). For a nonnegative integer
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bounded over Ω , equipped with the norm
| f |k :=
k∑
i=0
sup
x∈Ω
∣∣∂ ix f (x)∣∣.
Lastly C and c denote generic constants, and C[α,β, . . .] and c[α,β, . . .] denote positive constants
depending on α,β, . . . .
2. Preliminary observation
2.1. Stationary solutions
In this subsection, we state the results concerning the unique existence of the stationary solutions
to the hydrodynamic and the drift-diffusion models. The stationary solution to the hydrodynamic
model (1.12) is written by (ρ˜ε, j˜ε, φ˜ε) for the clarity of its dependence on ε, that is,
j˜εx = 0,
S
[
ρ˜ε, j˜ε
]
ρ˜εx = ρ˜εφ˜x − j˜ε,
φ˜εxx = ρ˜ε − D.
On the other hand, the stationary solution to the drift-diffusion model (1.14) with the boundary data
(1.12d) and (1.12e) is also written by (ρ˜0, j˜0, φ˜0)
j˜0x = 0, (2.1a)
K ρ˜0x = ρ˜0φ˜0x − j˜0, (2.1b)
φ˜0xx = ρ˜0 − D. (2.1c)
The next lemma shows the existence and the properties of the solutions (ρ˜ε, j˜ε, φ˜ε) and (ρ˜0, j˜0, φ˜0).
The following constants are frequently used to state several properties of these solutions:
Bm := min
{
ρl,ρr, inf
x∈Ω D(x)
}
, BM := max
{
ρl,ρr, sup
x∈Ω
D(x)
}
,
Bδ := φr − K {logρr − logρl}.
Lemma 2.1. Let ε ∈ [0,1] and the doping proﬁle and the boundary data satisfy conditions (1.2), (1.4) and (1.5).
Suppose the inequalities
B−2M + 2εBδ
(
ρ−2r − ρ−2l
)
 0, S
[
Bm,J [BM ]
]
> 0, (2.2a)
εK B4M
(
ρ−1r − ρ−1l
)2  1, K B2m > εJ [BM ]2 + 2εBM(BM + φr)J [BM ] (2.2b)
hold. Then the boundary value problem (1.12) has a unique solution (ρ˜ε, j˜ε, φ˜ε) ∈ B2(Ω) satisfying the con-
ditions (1.11). Moreover, it veriﬁes the estimates
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where C is a positive constant independent of ε, and j˜ε is a constant given by a formula
j˜ε = J [ρ˜ε] := 2Bδ
{ 1∫
0
(
ρ˜ε
)−1
dx+
√√√√√
( 1∫
0
(
ρ˜ε
)−1
dx
)2
+ 2εBδ
(
ρ−2r − ρ−2l
)}−1
. (2.6)
Proof. Since this lemma is proven similarly as in [19,20], we omit it. 
Notice that the above lemma solves the existence problems of the stationary solutions to both the
drift-diffusion and the hydrodynamic models since the boundary value problem (1.12) also covers the
problem (1.12d), (1.12e) and (2.1) as the special case ε = 0. The assumptions (2.2) in Lemma 2.1 hold
for ε ∈ (0,1] if δ is suﬃciently small. Furthermore they hold for the drift-diffusion model, i.e. ε = 0,
without any additional conditions. Summarizing this observation, we have
Corollary 2.2. Let ε ∈ [0,1] and the doping proﬁle and the boundary data satisfy conditions (1.2), (1.4)
and (1.5). For an arbitrary ρl , there exists a positive constant δ0 , independent of the parameter ε, such that
if δ  δ0 , then there exists a unique stationary solution in B2(Ω) to the hydrodynamic and the drift-diffusion
models, respectively. The stationary solutions to the both models satisfy the estimates (2.4) and (2.5), where a
positive constant C depends only on ρl but is independent of δ and ε.
2.2. Relaxation limit of stationary solution
In this subsection, we study the relaxation limit of the stationary solutions for the both models.
Precisely it is shown that the stationary solution for the hydrodynamic model converges to that for
the drift-diffusion model as the relaxation time τm = √ε tends to zero.
Lemma 2.3. Under the same assumptions as in Corollary 2.2, the stationary solution (ρ˜ε, j˜ε, φ˜ε) to (1.12)
converges to the stationary solution (ρ˜0, j˜0, φ˜0) to (1.12d), (1.12e) and (2.1) as ε tends to zero. Precisely,
∥∥ρ˜ε − ρ˜0∥∥2 + ∣∣ j˜ε − j˜0∣∣+ ∥∥φ˜ε − φ˜0∥∥4  Cδ2ε, (2.7)
where the positive constant C is independent of δ and ε.
Proof. Note that the current densities j˜ε and j˜0 are given by the same explicit formula (2.6) in
Lemma 2.1. Hence the following estimate is obtained by Corollary 2.2 and the mean value theorem:
∣∣ j˜ε − j˜0∣∣ Cδ(∥∥rε∥∥+ δε), rε := log ρ˜ε − log ρ˜0. (2.8)
Divide (1.12b) by ρ˜ε and (2.1b) by ρ˜0. Then take the difference of the results to obtain
Krεx +
(
φ˜ε − φ˜0)x − ε( j˜ε/ρ˜ε)2(log ρ˜ε)x + j˜ε/ρ˜ε − j˜0/ρ˜0 = 0. (2.9)
Multiplying (2.9) by rεx , integrating the resultant equality over the domain Ω by parts and utilizing
rε(0) = rε(1) = 0, (1.12c) and (2.1c), we have
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0
K
(
rεx
)2 + (ρ˜ε − ρ˜0)rε dx = 1∫
0
{
ε
(
j˜ε/ρ˜ε
)2(
log ρ˜ε
)
x − j˜ε/ρ˜ε + j˜0/ρ˜0
}
rεx dx
 K
∥∥rεx∥∥2/2+ Cδ2∥∥rεx∥∥2 + Cδ4ε2. (2.10)
In the derivation of the above inequality, we have used the mean value theorem, the Schwarz and
the Poincaré inequalities, the estimate (2.8) as well as Corollary 3.2. Since (ρ˜ε − ρ˜0)rε  0, making δ
small enough in (2.10) leads to the estimate ‖rεx‖ Cδ2ε, which together with the Poincaré inequality
yields ∥∥rε∥∥1  Cδ2ε (2.11)
as rε(0) = rε(1) = 0.
Differentiate Eq. (2.9), solve the resultant equality with respect to Krεxx , take the L
2-norm of the
result and then apply (2.8) and (2.11). These calculations give the estimate ‖rε‖2  Cδ2ε, which im-
mediately yields the desired estimate (2.7) owing to (1.12c), (2.1c) and (2.8). 
2.3. Asymptotic behavior of solution to drift-diffusion model
In this subsection we discuss the stability of the stationary solution to the drift-diffusion model.
Since the drift-diffusion model is the coupled system of the uniformly parabolic equation and the
Poisson equation, any smallness assumptions on the difference of the stationary solution and the
initial data are not necessary. We use notations
ω := ρ0 − ρ˜0, ξ := j0 − j˜0, χ := φ0 − φ˜0,
where (ρ0, j0, φ0) stands for the solution to the drift-diffusion model (1.14) and (ρ˜0, j˜0, φ˜0) stands
for the stationary solution to (2.1).
Theorem 2.4. Let (ρ˜0, j˜0, φ˜0) be the stationary solution to (2.1) with (1.12d) and (1.12e). Suppose that the
initial data ρ0 ∈ H2(Ω) and the boundary data ρl , ρr and φr satisfy (1.4), (1.5), (1.6a) and (1.11b). Then
there exists a positive constant δ0 , depending on infρ0 and supρ0 , such that if δ  δ0 , the initial–boundary
value problem (1.4), (1.5), (1.10a) and (1.14) has a unique solution (ρ0, j0, φ0) ∈ C([0,∞); H2(Ω)) ×
C([0,∞); H1(Ω)) × C([0,∞); H2(Ω)). Moreover, the solution (ρ0, j0, φ0) satisﬁes additional regularities:
ρ0t ∈ C((0,∞); H1(Ω)) ∩ L2(0,∞; H1(Ω)) ∩ L2loc(0,∞; H2(Ω)) and φ0 − φ˜0 ∈ C([0,∞); H4(Ω)). More-
over it veriﬁes the estimates
min{Bm, infρ0} ρ0(t, x)max{BM , supρ0}, (2.12)∥∥(ρ0 − ρ˜0)(t)∥∥22 + ∥∥( j0 − j˜0)(t)∥∥21 + ∥∥(φ0 − φ˜0)(t)∥∥24  Ce−αt, (2.13)
t∫
0
τ
∥∥(ρ0xxt,ρ0tt)(τ )∥∥2 dτ  C(1+ t) (2.14)
for x ∈ Ω and t  0, where C and α are positive constants independent of t and δ.
Proof. By a standard iteration scheme and energy methods, it is shown that there exists a positive
constant T such that the problem (1.4), (1.5), (1.10a) and (1.14) has a unique solution (ρ0, j0, φ0) ∈
C([0, T ]; H2) × C([0, T ]; H1) × C([0, T ]; H2). We omit the details of these procedures since it is
easier than in [19]. Moreover this time local solution (ρ0, j0, φ0) has additional regularities ρ0t ∈
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tions.
In order to construct the solution globally in time, it suﬃces to derive an a priori estimate
∥∥ω(t)∥∥22 + ∥∥χx(t)∥∥2 +
t∫
0
∥∥ω(τ)∥∥22 + ∥∥ωxt(τ )∥∥2 + ∥∥χx(τ )∥∥2 dτ  C[infρ0,‖ρ0‖2], (2.15)
where C[infρ0,‖ρ0‖2] is a constant depending on infρ0 and ‖ρ0‖2. Divide Eqs. (1.14b) and (2.1b) by
ρ0 and ρ˜0, respectively. Then take a difference of the resultant equations to obtain
K
(
logρ0 − log ρ˜0)x −χx + (ρ0)−1ξ = − j˜0{(ρ0)−1 − (ρ˜0)−1}. (2.16)
Multiplying Eq. (2.16) by ξ and rewriting the resulting equation, we have
{
Kρ0Ψ
(
ρ˜0
ρ0
)
+ 1
2
χ2x
}
t
+ 1
ρ0
ξ2 = G1x + G2, Ψ (s) := s − 1− log s,
G1 := χχxt +χξ − K
(
logρ0 − log ρ˜0)ξ, G2 := − j˜0{(ρ0)−1 − (ρ˜0)−1}ξ. (2.17)
Here Kρ0Ψ (ρ˜0/ρ0) is equivalent to |ω|2 due to (2.12), which immediately follows from the maximal
principle. Note that the integration of G1x over Ω disappears owing to the boundary conditions.
Owing to (2.12) and Corollary 2.2, it holds that
1∫
0
G2 dx C[infρ0, supρ0]δ
∥∥(ω, ξ)(t)∥∥,
where C[infρ0, supρ0] is a constant depending on infρ0 and supρ0 but independent of ‖ρ0‖2. Thus
integrating Eq. (2.17) over [0, t] ×Ω yields
∥∥(ω,χx)(t)∥∥2 +
t∫
0
∥∥ξ(τ )∥∥2 dτ  C[infρ0,‖ρ0‖2]+ C[infρ0, supρ0]δ
t∫
0
∥∥(ω, ξ)(τ )∥∥2 dτ ,
(2.18)
where we have also used the elliptic estimate ‖χ(0)‖2  C‖ω(0)‖. Moreover multiply Eq. (2.16) by
−χx and integrate by parts the result over [0, t] ×Ω . Then, by applying the Schwarz and the Sobolev
inequalities with using (2.12), we have
t∫
0
∥∥(ω,χx)(τ )∥∥2 dτ  C[infρ0, supρ0]
t∫
0
δ
∥∥ω(τ)∥∥2 + ∥∥ξ(τ )∥∥2 dτ . (2.19)
Subtract Eq. (2.1b) from (1.14b) and differentiate the resulting equation in x to get
ωt − Kωxx +
(
ρ0φ0x − ρ˜0φ˜0x
)
x = 0. (2.20)
Multiply (2.20) by ω, by −ωxx and by −ωxxt , respectively, and integrate the three resultant equations
by parts over the domain [0, t]×Ω . Then, by summing them up and estimating the result with using
the Schwarz, the Sobolev and the Poincaré inequalities, we have
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t∫
0
∥∥ωx(τ )∥∥21 + ∥∥ωxt(τ )∥∥2  C[infρ0,‖ρ0‖2]+ C[infρ0,‖ρ0‖2]
t∫
0
∥∥ω(τ)∥∥2 dτ .
(2.21)
Sum up the estimates (2.18), (2.19) and (2.21) and then take δ small enough. Consequently, we have
the desired estimate (2.15), which implies the existence of the time global solution owing to the
continuation argument.
Finally we show the estimates (2.13) and (2.14). A decay estimate
∥∥ω(t)∥∥22 + ∥∥χx(t)∥∥2  Ce−αt (2.22)
is derived in the similar way as in [19,20]. From Eqs. (1.14c), (2.1c) and (2.16) as well as the inequal-
ity (2.22), we have the estimates of the other terms in (2.13). Differentiate Eq. (2.20) in t , multiply the
resulting equation by t(ωtt − ωxxt), integrate by parts over the domain [0, t] × Ω and then estimate
the results with the aid of (2.15). These computations give the estimate (2.14). 
3. Time local solution to hydrodynamic model
We study the unique existence of the solution locally in time to the initial–boundary value problem
(1.4), (1.5), (1.9) and (1.10). Although it has been proven in Lemma 2.4 of [19], its existence time of the
solution depends on the parameter ε. Here we show it can be taken independent of ε. Namely there
exists a certain time, independent of ε, until which the solution exists. This procedure is necessary
since we make ε suﬃciently small in showing the existence of the solution to (1.9) globally in time
with the large initial data. Lemma 2.4 of [19] reads
Lemma 3.1. Suppose the initial data (ρ0, j0) ∈ H2(Ω) and the boundary data ρl , ρr and φr satisfy (1.4)–(1.6)
and (1.11). Then there exists a positive constant Tε , depending on ε, ‖ρ0‖2 , ‖ j0‖2 , infρ0 and inf S[ρ0, j0],
such that the initial–boundary value problem (1.4), (1.5), (1.9) and (1.10) has a unique solution (ρ, j, φ) ∈
X2([0, T ]) satisfying the condition (1.11).
In this lemma, the existence time of the solution is denoted by Tε to make clear its dependence
on ε. We show in Lemma 3.3 that it is possible to take an existence time T∗ independently of ε. Here
we deﬁne X(T ;m,M) by a set of the functions (ρ, j, φ) ∈X2([0, T ]) satisfying
inf
x∈Ω ρ, infx∈Ω S[ρ, j]m, (3.1)
∥∥ρ(t)∥∥22 + ∥∥ j(t)∥∥21 + ∥∥(√ε jxx, ερtt)(t)∥∥2 +
t∫
0
∥∥(√ε jt, jxx,√ερtt)(τ )∥∥2 dτ  M (3.2)
for t ∈ [0, T ], where m and M are positive constants. The next lemma is proven by essentially similar
computations as in Lemma 3.3 in [9] and Lemma 3.2 in [10].
Lemma 3.2. There exist positive constants m and M, depending on ‖ρ0‖2 , ‖ j0‖1 , ‖√ε j0xx‖, infρ0 and
inf S[ρ0, j0] but independent of ε, with the following property: If the solution (ρ, j, φ) to the problem (1.4),
(1.5), (1.9) and (1.10) belongs to X(T ;m/2,2M), then (ρ, j, φ) satisﬁes
inf ρ, inf S[ρ, j]m − c[m,M]√t, (3.3)
x∈Ω x∈Ω
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t∫
0
∥∥(√ε jt, jxx,√ερtt)(τ )∥∥2 dτ
 M + C[m,M]t (3.4)
for t ∈ [0, T ], where c[m,M] and C[m,M] are positive constants depending on m and M but independent of
ε and t.
Proof. We may assume T  1 without loss of generality. Firstly, we determine the positive number m
by m := min{infρ0, inf S[ρ0, j0]}. Since (ρ, j, φ) belongs to X(T ;m/2,2M), the estimation of a lower
bound gives
ρ(t, x) = ρ0(x) −
t∫
0
ρt dτ  inf
x∈Ω ρ0 − c
t∫
0
‖ρt‖1 dτ m − c[m,M]
√
t,
where we have used ‖ρt‖1 = ‖ jx‖1 as well as the Schwarz and the Sobolev inequalities. Similarly as
above,
inf
x∈Ω S[ρ, j] infx∈Ω S[ρ0, j0] − c[m,M]
√
t.
Consequently we have the estimate (3.3).
Secondly, we determine the positive number M as follows. Differentiating Eq. (1.9b) in x leads to
ερtt − Kρxx + ρt = ε
(
j2/ρ
)
xx − (ρφx)x. (3.5)
The estimate
∣∣φ(t)∣∣2 + ∣∣ε jt(t)∣∣0 + ∥∥ερtt(t)∥∥ C[∥∥ρ(t)∥∥2,∥∥ j(t)∥∥1,∥∥√ε jxx(t)∥∥, infx ρ(t)
]
(3.6)
follows from taking the B2, B0 and L2 norms of the formula Φ[ρ] = φ, Eqs. (1.9b) and (3.5), re-
spectively. Next multiply Eqs. (1.9a) and (3.5) by ρ and ρt , respectively. Then sum up two resulting
equations and integrate the resultant equality by parts over the domain [0, t] × Ω to get
1∫
0
1
2
(
ρ2 + Kρ2x + ε j2x
)
(t)dx
=
1∫
0
1
2
(
ρ20 + Kρ20x + ε j20x
)
dx−
t∫
0
1∫
0
jxρ +
{
(ρφx)x − ε
(
j2
ρ
)
xx
+ ρt
}
ρt dxdτ , (3.7)
where we have also used the boundary condition ρt(t,0) = ρt(t,1) = 0 and the equality ρt = − jx . By
applying the Schwarz and the Sobolev inequalities to the right-hand side of (3.7) with using (3.6), we
have the estimate ∥∥ρ(t)∥∥21  C1[‖ρ0‖1,‖ j0‖1]+ C[m,M]t, (3.8)
where C1 is a constant independent of M and ε. Multiplying (1.9b) by jt and then integrating the
resulting equality by parts over the domain [0, t] × Ω yield
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0
1
2
j2(t)dx+
t∫
0
1∫
0
ε j2t dxdτ
=
1∫
0
1
2
j20 +
{
Kρ0x − ρ0
(
Φ[ρ0]
)
x
}
j0 dx−
1∫
0
(Kρx − ρφx) j(t)dx
+
t∫
0
1∫
0
Kρ2t − (ρφx)t j − ε
(
j2
ρ
)
x
jt dxdτ
 C
[‖ρ0‖1,‖ j0‖1]+ C[m,M]t +
1∫
0
1
4
j2(t)dx+
t∫
0
1∫
0
ε
2
j2t dxdτ , (3.9)
where we have also used the estimates (3.6) and (3.8). Thus the inequality
∥∥ j(t)∥∥2 + t∫
0
ε
∥∥ jt(τ )∥∥2 dτ  C2[‖ρ0‖1,‖ j0‖1]+ C[m,M]t (3.10)
holds, where C2 is a constant independent of M and ε. Differentiate Eq. (3.5) in t to get
ερttt − Kρxxt + ρtt = ε
(
j2/ρ
)
xxt − (ρφx)xt . (3.11)
Multiply (3.11) by 2ερtt +ρt , integrate the resultant equality by parts over the domain [0, t]×Ω , and
then use ρt(t,0) = ρt(t,1) = ρtt(t,0) = ρtt(t,1) = 0 and ρt = − jx to get
1∫
0
{
1
2
j2x − ερtt jx + ε2ρ2tt + εS[ρ, j] j2xx
}
(t)dx+
t∫
0
1∫
0
K j2xx + ερ2tt dxdτ
=
1∫
0
(
1
2
j2x − ερtt jx + εS[ρ, j] j2xx + ε2ρ2tt
)
(0)dx
− ε2
t∫
0
1∫
0
2
(
j
ρ
)
x
ρ2tt +
(
j2
ρ2
)
t
ρ2xt + 2
{(
j2
ρ2
)
t
ρx + 2
(
j
ρ
)
t
ρt
}
x
ρtt dxdτ
−
t∫
0
1∫
0
ε
(
j2
ρ2
)
xt
ρxt − (ρφx)xt(2ερtt + ρt)dxdτ
 C
[‖ρ0‖2,‖ j0‖1,‖√ε j0xx‖,m]+ C[m,M]t + 1
2
t∫
0
K j2xx + ερ2tt dτ . (3.12)
In deriving the above inequality, we have also used (3.6). Hence it holds that
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t∫
0
∥∥( jxx,√ερtt)(τ )∥∥2 dτ
 C3
[‖ρ0‖2,‖ j0‖1,‖√ε j0xx‖,m]+ C[m,M]t, (3.13)
where C3 is a constant independent of M and ε. Moreover solving Eq. (3.5) with respect to ρxx , taking
L2-norm and then estimating the result with using (3.8), (3.10) and (3.13) yield
‖ρxx‖2  C4
[‖ρ0‖2,‖ j0‖1,‖√ε j0xx‖,m]+ C[m,M]t, (3.14)
where C4 is a constant independent of M and ε. Now let M := C1 +C2 +C3 +C4, which is apparently
independent of ε. The desired estimate (3.4) follows from summing up (3.8), (3.10), (3.13) and (3.14).
Consequently, the proof is completed. 
Lemma 3.2 ensures that it is possible to take the existence time of the solution (ρ, j, φ) in
Lemma 3.1 independently of ε.
Lemma 3.3. Suppose the initial data (ρ0, j0) ∈ H2(Ω) and the boundary data ρl , ρr and φr satisfy (1.4)–
(1.6) and (1.11). Then there exists a positive constant T∗ , depending on ‖ρ0‖2 , ‖ j0‖1 , √ε‖ j0xx‖, infρ0 and
inf S[ρ0, j0] but independent of ε, such that the initial–boundary value problem (1.4), (1.5), (1.9) and (1.10)
has a unique solution (ρ, j, φ) ∈X2([0, T∗]) satisfying the condition (1.11).
Proof. Let a positive constant T∗ be so small that the right-hand side of (3.3) is greater than m/2
and that of (3.4) is less than 2M for t ∈ [0, T∗]. On the other hand, deﬁne Ts by the supermum of
a time until which the solution of (1.4), (1.5), (1.9) and (1.10) exists in the set X(T ;m/2,2M). The
existence of Ts is ensured by Lemma 3.1 even though it may depend on ε. We show T∗  Ts by
contradiction. Suppose that Ts < T∗ . Owing to Lemma 3.2, the solution contained in X(Ts;m/2,2M)
satisﬁes estimates (3.3) and (3.4) for an arbitrary t ∈ [0, Ts]. By regarding Ts as the initial time and
applying Lemma 3.1, we see that there exists a positive constant t0 such that the solution exists until
the time Ts + t0 and belongs to X(Ts + t0;m/2,2M). Apparently it contradicts the deﬁnition of Ts .
Hence we have T∗  Ts , which completes the proof as T∗ is apparently independent of ε. 
4. Time global solution for hydrodynamic model
In this section, we show that the solution for the hydrodynamic model (1.9) with the large initial
data exists globally in time and its asymptotic state is the stationary solution. Namely, Theorem 1.1
is proven. Its proof is divided into three steps as follows. Here and hereafter (ρε, jε,φε) denotes the
solution to (1.4), (1.5), (1.9) and (1.10); (ρ0, j0, φ0) denotes that to (1.4), (1.5), (1.10a) and (1.14).
Step 1. We show a semi-global existence of the solution to the hydrodynamic model without assuming
that the initial disturbance is small. Precisely, it is shown that the solution (ρε, jε,φε) exists until an
arbitrary positive time T by taking the parameter ε = εT small. Here, in place of the smallness of the
initial disturbance, we have to take εT is suﬃciently small subject to the existence time T . This result
is summarized in Theorem 4.4 in Section 4.1.
Step 2. We show in Theorem 4.5 the asymptotic stability of the stationary solution to the hydro-
dynamic model for the small initial disturbance. Here the estimates of the solution (ρε, jε,φε)
uniformly in ε are derived. Since the estimates in [6,19] depend on ε, this procedure is necessary
and discussed in Section 4.2.
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constructed in Theorem 4.4, and the stationary solution (ρ˜ε, j˜ε, φ˜ε) can be arbitrary small by let-
ting t suﬃciently large. Since we can make the existence time T so large, by taking εT small, that
the smallness assumption in Theorem 4.5 holds by regarding (ρ(T ), j(T )) as the initial data with
the initial time T . This procedure completes the stability theorem with large initial data for small
parameter εT .
Consequently, proving Theorems 4.4 and 4.5 and Lemma 4.11 completes the proof of Theorem 1.1.
4.1. Semi-global existence
In this subsection, we show in Theorem 4.4 that the solution to (1.9) exists until an arbitrary
positive time T by assuming ε is suﬃciently small. It is proven by the continuation argument together
with a local existence theorem (Lemma 3.3) and an a priori estimates (Lemmas 4.1 and 4.3). In these
proofs, the regularities of the functions ρε and jε , constructed in Lemma 3.3, are insuﬃcient to justify
the computations. This insuﬃciency is avoided by an argument with using the molliﬁer with respect
to the time variable t . We omit this argument since it is a standard manner. Here and hereafter the
notations
Rε := ρε − ρ0, Jε := jε − j0, Φε := φε − φ0,
L(s, t) := sup
sτt
(∥∥Rε(τ )∥∥2 + ∥∥ Jε(τ )∥∥1 + ∥∥√ε jεxx(τ )∥∥)
are frequently used. Subtracting (1.9) from (1.14), we have the system of the equations for (Rε, Jε,Φε)
Rεt + Jεx = 0, (4.1a)
ε jεt + ε
{(
jε
)2
/ρε
}
x + K Rεx − Rεφεx − ρ0Φεx + Jε = 0, (4.1b)
Φεxx = Rε. (4.1c)
The boundary conditions are derived from (1.4) and (1.5) as
Rε(t,0) = Rε(t,1) = Φε(t,0) = Φε(t,1) = 0. (4.2)
Differentiating Eq. (4.1b) with respect to x and then using Eqs. (4.1a) and (1.9a) yield the equation
ερεtt − ε
{(
jε
)2
/ρε
}
xx − K Rεxx +
(
Rεφεx + ρ0Φεx
)
x + Rεt = 0. (4.3)
Lemma 4.1. Let (ρε, jε,φε) ∈ X2([0, T ]) be a solution to (1.9). Then there exist positive constants δ0 and ε0
such that if L(s, T ) + δ  δ0 and 0< ε  ε0 , then the estimates
inf
x∈Ω ρ
ε, inf
x∈Ω
{
K − ε( jε/ρε)2} c, (4.4a)
∥∥ρε(t)∥∥2 + ∥∥ jε(t)∥∥1 + ∥∥√ε jεxx(t)∥∥+ ∥∥ερεtt(t)∥∥ C, (4.4b)∣∣φε(t)∣∣ + ∣∣ε jεt (t)∣∣  C, (4.4c)2 0
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s
∥∥(√ε jεt , jεxx,√ερεtt)(τ )∥∥2 dτ  C(1+ t) (4.4d)
hold for an arbitrary t ∈ [s, T ], where c and C are positive constants independent of t, δ and ε.
Proof. The terms on the left-hand side in (4.4b) expect the last term apparently hold due to the
deﬁnition of L(s, T ). Taking L(s, T ) and ε suitably small with using (2.12), we also have the esti-
mate (4.4a). Then the estimate (4.4c) and the estimate of the last term on the left-hand side in (4.4b)
are obtained from Eqs. (1.9c), (4.1b) and (4.3) with the aid of (4.4a) and (4.4b). Moreover, by using
(4.4a)–(4.4c), we have the estimate (4.4d) in the similar way as the derivations of the estimates (3.10)
and (3.13). 
Corollary 4.2. Let s be an arbitrary positive constant less than or equal to T∗ , deﬁned in Lemma 4.1. Under the
same assumptions as in Lemma 4.1, the estimates in (4.4) hold for an arbitrary t ∈ [0, T ].
Proof. The time local solution constructed in Lemma 3.3 belongs to X(T∗;m/2,2M) and satisﬁes the
estimate (3.6) if m and M are the constants in Lemma 3.2. Hence we see that the estimates in (4.4)
hold for t ∈ [0, T ] if the constant s in Lemma 4.1 is less than or equal to T∗ . 
The next lemma ensures that L(s, T ) becomes arbitrarily small if ε is taken small enough.
Lemma 4.3. Assume that the inequalities in (4.4) hold for t ∈ [0, T ]. Then it holds that
∥∥Rε(t)∥∥21 +
t∫
0
∥∥Rεt (τ )∥∥2 dτ  εCeβt, (4.5a)
∥∥ Jε(t)∥∥2  ∥∥ Jε(0)∥∥2e−t/ε + εCeβt, (4.5b)
∥∥(Rεxx, Jεx ,√ε jεxx)(t)∥∥2 √εCeβtt−1 (4.5c)
for t ∈ (0, T ], where β and C are positive constants independent of t, δ and ε.
Proof. Firstly we show the estimates (4.5a). Multiply Eq. (4.1b) by J ε , integrate the resulting equality
by parts over [0, t] × Ω and then use the boundary condition (4.2) and Eq. (4.1a) to obtain that
1∫
0
K
2
(
Rε
)2
(t)dx+
t∫
0
1∫
0
(
Jε
)2
dxdτ
= −
t∫
0
1∫
0
{
ε jεt + ε
{
( jε)2
ρε
}
x
− Rεφεx − ρ0Φεx
}
Jε dxdτ . (4.6)
By applying the Schwarz and the Sobolev inequalities to the right-hand side of (4.6) with using in-
equalities (2.12), (2.13), (4.4) and ‖Φε(t)‖2  C‖Rε(t)‖, we have
∥∥Rε(t)∥∥2 + t∫ ∥∥ Jε(τ )∥∥2 dτ  C
(
ε(1+ t)+
t∫ ∥∥Rε(τ )∥∥2 dτ
)
. (4.7)0 0
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Schwarz and the Sobolev inequalities similarly as above. These calculations give
∥∥Rεx(t)∥∥2 +
t∫
0
∥∥Rεt (τ )∥∥2 dτ  C
(
ε(1+ t)+
t∫
0
∥∥Rε(τ )∥∥21 dτ
)
. (4.8)
Adding (4.7) to (4.8) and applying the Gronwall inequality to the result, we have the estimate (4.5a).
Secondly the estimate (4.5b) is proven. Multiplying Eq. (4.1b) by et/ε Jε and integrating the resul-
tant equality by parts over [0, t] × Ω lead to
εet/ε
1∫
0
1
2
(
Jε
)2
(t)dx+
t∫
0
1∫
0
1
2
eτ/ε
(
Jε
)2
dxdτ
= ε
1∫
0
1
2
(
Jε
)2
(0)dx−
t∫
0
1∫
0
eτ/ε
{
ε j0t + ε
{
( jε)2
ρε
}
x
+ K Rεx − Rεφεx − ρ0Φεx
}
Jε dxdτ . (4.9)
By (4.4), (4.5a) and the Schwarz inequality, the last term in (4.9) is handled as
(last term)
t∫
0
1∫
0
1
4
eτ/ε
(
Jε
)2
dxdτ + ε2et/εC(1+ t)+ ε2Cet/εeβt . (4.10)
Here we have also used the inequality
∫ t
0 e
τ/ε dτ  εet/ε . Thus the estimate (4.5b) follows from sub-
stituting (4.10) in (4.9) and dividing the resultant inequality by εet/ε/2.
Finally we derive the estimate (4.5c). Multiply (4.3) by −tRεxxt and integrate the resulting equation
by parts over [0, t] × Ω to obtain
t
1∫
0
ε
2
(
jεxx
)2 + K
2
(
Rεxx
)2
dx+
t∫
0
1∫
0
τ
(
Rεxt
)2
dxdτ
= t
1∫
0
(
Rεφεx + ρ0Φεx
)
xR
ε
xx dx−
t∫
0
1∫
0
τ
(
Rεφεx + ρ0Φεx
)
xt R
ε
xx +
(
Rεφεx + ρ0Φεx
)
xR
ε
xx
− ε
2
(
ρεxt
)2 + ετρεttρ0xxt dxdτ +
t∫
0
1∫
0
K
2
(
Rεxx
)2 + τε( ( jε)2
ρε
)
xx
ρ0xxt dxdτ
−
t∫
0
1∫
0
τε
(
( jε)2
ρε
)
xx
ρεxxt dxdτ
︸ ︷︷ ︸
I
, (4.11)1
1402 S. Nishibata, M. Suzuki / J. Differential Equations 249 (2010) 1385–1409where we have also used ρεtx = − jεxx . We show that all terms on the right-hand side in the equality
(4.11) are estimated by
√
εCect . Here notice that the terms on the right-hand side in (4.11) except I1
are estimated by
√
εCeCt with aid of the inequalities (2.14), (4.5a) and
t∫
0
∥∥Rεxx∥∥2 dτ  εCect, (4.12)
which immediately follows from (4.3), (4.4) and (4.5a). To estimate the remaining term I1, we rewrite
it as follows. Solve Eq. (3.11) with respect to ρεxxt , substitute the result in I1 and apply integration by
parts in t to obtain
I1 = −ε
2t
K
1∫
0
(
( jε)2
ρε
)
xx
ρεtt −
1
2
{(
( jε)2
ρε
)
xx
}2
dx
− ε
K
t∫
0
1∫
0
ε
2
{(
( jε)2
ρε
)
xx
}2
+ τ
(
( jε)2
ρε
)
xx
{(
ρεφεx
)
xt − ρεtt
}
dxdτ
+ ε
2
K
t∫
0
1∫
0
(
( jε)2
ρε
)
xx
ρεtt dxdτ +
ε2
K
t∫
0
1∫
0
τ
(
( jε)2
ρε
)
xxt
ρεtt dxdτ
︸ ︷︷ ︸
I2
. (4.13)
Moreover, by integration by parts, the term I2 in (4.13) is rewritten as
I2 = ε
2t
2K
1∫
0
(
jε
ρε
)2(
ρεxt
)2
dx
− ε
2
2K
t∫
0
1∫
0
τ
{(
jε
ρε
)2}
t
(
ρεxt
)2 +( jε
ρε
)2(
ρεxt
)2
dxdτ
− ε
2
K
t∫
0
1∫
0
τ
(
jε
ρε
)
x
(
ρεtt
)2 + τ{(2 jε
ρε
)
t
ρεt +
{(
jε
ρε
)2}
t
ρεx
}
x
ρεtt dxdτ . (4.14)
Substituting (4.14) in (4.13) and then using the estimates in (4.4), the Schwarz and the Sobolev in-
equalities, we see that the term I1 in (4.11) is also bounded by
√
εCeCt . Hence we have
∥∥(Rεxx,√ε jεxx)(t)∥∥2 √εCeCtt−1. (4.15)
We derive the estimate of J εx in (4.5c). Multiplying (4.3) by J
ε
x and integrating the resultant equal-
ity by parts over the domain [0, t] × Ω yield that
εtet/ε
1∫
1
2
(
Jεx
)2
dx+
t∫ 1∫
τ
2
eτ/ε
(
Jεx
)2
dxdτ0 0 0
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t∫
0
1∫
0
ε
2
eτ/ε
(
Rεt
)2
dxdτ
+
t∫
0
1∫
0
τeτ/ε
{
ερ0tt − ε
(
( jε)2
ρε
)
xx
− K Rεxx +
(
Rεφεx + ρ0Φεx
)
x
}
Jεx dxdτ , (4.16)
where we have also used Rεt = − Jεx . In the similar manner as the derivation of (4.5b), the right-hand
side in (4.16) is estimated as
(R.H.S.) 1
4
t∫
0
τeτ/ε
∥∥ Jε(τ )∥∥2 dτ + ε3/2CeCt+(t/ε), (4.17)
where we have also used (2.14), (4.5a) and (4.15). Substitute (4.17) in (4.16) and divide the result by
εtet/ε to obtain ‖ Jεx‖2 
√
εCeCtt−1. Hence the desired inequality (4.5c) is proven. 
In the above proof, the time weight function t is used in the derivation of (4.15). It is necessary to
handle the insuﬃcient regularity of ρ0xxt at initial time t = 0. By this computation we see the solution
(ρ0, φ0) to the drift-diffusion model veriﬁes the additional regularity (2.14) owing to the smoothing
effect of the parabolic–elliptic system.
Now we are at the position to complete the proof of the semi-global existence of the solution to
the hydrodynamic model.
Theorem 4.4. Suppose that the initial data (ρ0, j0) ∈ H2(Ω) and the boundary data ρl , ρr and φr satisfy
(1.4)–(1.6) and (1.11). For an arbitrarily positive time T , there exists a positive constant δ0 independent of T
and εT depending on T such that if δ  δ0 and ε  εT , then the initial–boundary value problem (1.4), (1.5),
(1.9) and (1.10) has a unique solution (ρε, jε,φε) ∈X2([0, T )).
Proof. Let s given in Lemma 4.1 be less than the existence time T∗ in Lemma 3.3. Then the smallness
assumption on L(s, T∗) in Lemma 4.1 holds if ε is suﬃciently small. In fact, the estimates in (4.4) hold
for t ∈ [0, T∗] since the time local solution in Lemma 3.3 satisﬁes the estimates (3.3), (3.4) and (3.6).
Owing to Lemma 4.3, it also veriﬁes the estimates in (4.5), which means that L(s, T∗) is arbitrary
small if ε is small enough. Hence it is possible to construct the solution beyond the time T∗ by the
continuation argument together with Lemmas 3.3, 4.1 and 4.3. 
4.2. Asymptotic stability of stationary solution with small data
This subsection is devoted to showing the asymptotic stability of the stationary solution with small
initial disturbance. Namely, we show
Theorem 4.5. Let (ρ˜, j˜, φ˜) be the stationary solution of (1.12). Suppose that the initial data (ρ0, j0) ∈ H2(Ω)
and the boundary data ρl , ρr and φr satisfy (1.4)–(1.6). Then there exists a positive constant δ∗ , independent
of ε, such that if
δ + ∥∥ρ0 − ρ˜ε∥∥2 + ∥∥ j0 − j˜ε∥∥1 + ∥∥√ε( j0 − j˜ε)xx∥∥ δ∗, (4.18)
then the initial–boundary value problem (1.4), (1.5), (1.9) and (1.10) has a unique solution (ρε, jε,φε) ∈
X2([0,∞)). Moreover, the solution (ρε, jε,φε) veriﬁes the additional regularity φε − φ˜ε ∈ X22([0,∞)) and
the decay estimate
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 C
(∥∥ρ0 − ρ˜ε∥∥22 + ∥∥ j0 − j˜ε∥∥21 + ∥∥√ε( j0 − j˜ε)xx∥∥2)e−αt, (4.19)
where C and α are positive constants independent of t, δ and ε.
Proof. The standard continuation argument with Lemma 4.6 and Proposition 4.7 apparently yield the
existence of the time global solution to the problem (1.4), (1.5), (1.9) and (1.10). The decay estimate
(4.19) holds similarly as the arguments in [19] and [20]. 
The non-stationary solution (ρε, jε,φε) to the hydrodynamic model is regarded as a perturbation
from the stationary solution to the problem (1.12):
ψ(t, x) := ρε(t, x) − ρ˜ε(x), η(t, x) := jε(t, x) − j˜ε(x), σ (t, x) := φε(t, x) − φ˜ε(x).
Owing to Eqs. (1.9) and (1.12), we have the equations for the perturbation (ψ,η,ω) as
ψt + ηx = 0, (4.20a)
ε
(
j˜ε + η
ρ˜ε + ψ
)
t
+ ε
2
(
( j˜ε + η)2
(ρ˜ε + ψ)2 −
( j˜ε)2
(ρ˜ε)2
)
x
+ K{log(ρ˜ε + ψ)− log ρ˜ε}x − σx + j˜ε + ηρ˜ε +ψ − j˜
ε
ρ˜ε
= 0, (4.20b)
σxx = ψ. (4.20c)
For the details of this derivation, the readers are referred to [19,21]. The initial and the boundary
conditions to the system (4.20) are derived from (1.4), (1.5), (1.10), (1.12d) and (1.12e) as
ψ(x,0) = ψ0(x) := ρ0(x) − ρ˜ε(x), η(x,0) = η0(x) := j0(x) − j˜ε(x), (4.21)
ψ(t,0) = ψ(t,1) = σ(t,0) = σ(t,1) = 0. (4.22)
Apparently, the local existence of the solution (ψ,η,σ ) to the initial–boundary value problem (4.20)–
(4.22) follows from Lemmas 2.1 and 3.3.
Lemma 4.6. Suppose that the initial data (ψ0, η0) belongs to H2(Ω) and (ρ˜ε + ψ0, j˜ε + η0) satisﬁes (1.11).
Then there exists a positive constant T , independent of ε, such that the initial–boundary value problem (4.20)–
(4.22) has a unique local solution (ψ,η,σ ) ∈ X2([0, T ]) × X2([0, T ]) × X22([0, T ]) with the property that
(ρ˜ε + ψ, j˜ε + η) satisﬁes (1.11).
Due to Lemma 4.6, it suﬃces to derive an a priori estimate (4.23) below in order to show the
global existence of the solution in Theorem 4.5. For this purpose, it is convenient to use notations:
N(t) := sup
0τt
{∥∥ψ(τ )∥∥2 + ∥∥η(τ )∥∥1 + ∥∥√εηxx(τ )∥∥},
M2(t) :=
t∫
0
∥∥(ψ,η)(τ )∥∥21 dτ .
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there exists a positive constant δ0 , independent of ε, such that if N(T ) + δ  δ0 , then the following estimate
holds
∥∥ψ(t)∥∥22 + ∥∥η(t)∥∥21 + ε∥∥ηxx(t)∥∥2 + ∥∥σ(t)∥∥24 +
t∫
0
∥∥(ψ,η)(τ )∥∥22 + ∥∥σ(τ )∥∥24 dτ
 C
(‖ψ0‖22 + ‖η0‖21 + ε‖η0 xx‖2) (4.23)
for t ∈ [0, T ], where C is a positive constant independent of T , δ and ε.
Proof. Multiply (4.29) by a positive constant α and add the resultant inequality to (4.28). Then mak-
ing α suﬃciently small yields the desired estimate (4.27). 
We employ the energy form E , following the previous research [19], as
E := ε
2ρε
η2 + KρεΨ
(
ρ˜ε
ρε
)
+ 1
2
σ 2x , Ψ (s) := s − 1− log s
to show the basic estimate (4.25) in Lemma 4.8. Multiplying Eq. (4.20b) by η yields an equation for
the energy form E (see [19,21] for details):
Et + 1
ρε
η2 = I1x + I2,
I1 := σσxt + ση − K
(
logρε − log ρ˜ε)η,
I2 := −ε η + 2 j˜
ε
2(ρε)2
ηxη − ε
2
(
( jε)2
(ρε)2
− ( j˜
ε)2
(ρ˜ε)2
)
x
η − j˜ε
(
1
ρε
− 1
ρ˜ε
)
η. (4.24)
Since Ψ (ρε, ρ˜ε) is equivalent to |ψ |2, E is equivalent to |(ψ,η,σx)|2 if |(ψ,η,σx)| is suﬃciently small.
Hence integrating (4.24), we have the next lemma. For the detailed discussion of its proof, the readers
are referred to [19,21].
Lemma 4.8. Under the same assumptions as in Proposition 4.7, the following estimate holds for t ∈ [0, T ]
∥∥(ψ,√εη,σx)(t)∥∥2 +
t∫
0
∥∥(ψ,η,σx)(τ )∥∥2 dτ
 C
∥∥(ψ,√εη,σx)(0)∥∥2 + C(N(T ) + δ)M2(t), (4.25)
where C is a positive constant independent of T , δ and ε.
Then we derive the higher order estimates. Firstly we derive the estimates of the derivatives in
the time variable t and then rewrite them in the spatial variable x. In rewriting the derivatives with
respect to t in those with respect to x, we use the estimates∥∥∂ itηx(t)∥∥ = ∥∥∂ itψt(t)∥∥ for i = 0,1, ∥∥ηxx(t)∥∥ = ∥∥ψxt(t)∥∥, (4.26a)∥∥ψxx(t)∥∥ C∥∥(√εη,ψ,ψx,ψt,√εψxt, εψtt)(t)∥∥, (4.26b)
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which immediately follow from Eqs. (4.20), Corollary 2.2 and the Sobolev inequality.
Lemma 4.9. Under the same assumptions as in Proposition 4.7, it holds that
1∑
i=0
∥∥(ε(i+1)/2∂ itψt, εi/2∂ itψx, ∂ itψ)(t)∥∥2 + 1∑
i=0
t∫
0
∥∥(εi/2∂ itψt, ∂ itψx)(τ )∥∥2 dτ
 C
1∑
i=0
∥∥(ε(i+1)/2∂ itψt, εi/2∂ itψx, ∂ itψ)(0)∥∥2 + C
t∫
0
∥∥(ψ,η)(τ )∥∥2 dτ (4.27)
and
∥∥ψ(t)∥∥22 + ∥∥ηx(t)∥∥2 + ε∥∥ηxx(t)∥∥2 + ∥∥σ(t)∥∥24 +
t∫
0
∥∥(ψ,η)(τ )∥∥22 + ∥∥σ(τ )∥∥24 dτ
 C
(‖ψ0‖22 + ‖η0‖21 + ε‖η0 xx‖2) (4.28)
for t ∈ [0, T ], where C is a positive constant independent of T , δ and ε.
Proof. As the estimate (4.27) is proven similarly as Lemma 3.7 in [21] with the aid of (4.26), we omit
the details. Multiply (4.27) by a positive constant α, add the resultant inequality to (4.25) and take α
and N(T ) + δ suﬃciently small. Then using (4.26), we have the estimates (4.28). 
The above lemma gives the desired estimates of ‖ψ(t)‖2, ‖ηx(t)‖1 and ‖σ(t)‖4 in (4.23). Hence
it is suﬃcient to derive the estimate of ‖η(t)‖ in order to complete the proof of Proposition 4.7.
Although we have shown the estimate of ‖√εη(t)‖ in (4.25), careful computations are necessary to
derive the estimate of ‖η(t)‖.
Lemma 4.10. Under the same assumptions as in Proposition 4.7, it holds that
∥∥η(t)∥∥2 + t∫
0
∥∥√εηt(τ )∥∥2 dτ  C(‖η0‖2 + ‖ψ0‖21 + ∥∥ψ(t)∥∥21 + M2(t)) (4.29)
for t ∈ [0, T ], where C is a positive constant independent of T , δ and ε.
Proof. Subtracting (1.12b) from (1.9b), multiplying the resulting equation by ηt and integrating the
result over the domain Ω lead to
1∫
0
εη2t dx+
1∫
0
ε
(
( j˜ε + η)2
ρ˜ε + ψ −
( j˜ε)2
ρ˜ε
)
x
ηt dx+
1∫
0
Kψxηt dx
−
1∫ {(
ρ˜ε +ψ)σx + φ˜εxψ}ηt dx+
1∫
ηηt dx = 0. (4.30)0 0
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(3rd term) = d
dt
1∫
0
Kψxηdx−
1∫
0
Kψ2t dx,
where we have also used the equality ηx = −ψt . Similarly rewrite the fourth and ﬁfth terms by
integrating by parts with respect to t . Then substitute these results in (4.30) and integrate over [0, t]
to obtain
1∫
0
1
2
η2(t)dx+
t∫
0
1∫
0
εη2t dxdτ
=
1∫
0
{
η
2
+ Kψx −
(
ρ˜ε +ψ)σx − φ˜εxψ
}
η(0)dx−
1∫
0
{
Kψx −
(
ρ˜ε + ψ)σx − φ˜εxψ}η(t)dx
−
t∫
0
1∫
0
{(
ρ˜ε + ψ)σx + φ˜εxψ}tηdxdτ +
t∫
0
1∫
0
Kψ2t − ε
(
( j˜ε + η)2
ρ˜ε + ψ −
( j˜ε)2
ρ˜ε
)
x
ηt dxdτ .
(4.31)
We have the estimate (4.29) by applying the Sobolev and the Schwarz inequalities to the right-hand
side of (4.31) with using (4.26a), (4.26d) and Corollary 2.2. 
4.3. Smallness of perturbation at large time
In the next lemma, we prove that the assumption (4.18) in Theorem 4.5 holds by regarding the
time T as the initial time. Precisely, it is shown that the difference between the solution to non-
stationary problem and the stationary solution become arbitrarily small as T taking large. Here notice
that we can take T arbitrarily large since we have the semi-global existence of solutions owing to
Theorem 4.4.
Lemma 4.11. Suppose that the initial data (ρ0, j0) ∈ H2(Ω) and the boundary data ρl , ρr and φr satisfy
(1.4)–(1.6) and (1.11). For an arbitrary positive number ζ , there exist certain positive constants T and εT such
that if 0 < ε  εT , the solution (ρε, jε,φε) to the problem (1.4), (1.5), (1.9) and (1.10) exists in the space
X2([0, T ]) and veriﬁes∥∥(ρε − ρ˜ε)(T )∥∥2 + ∥∥( jε − j˜ε)(T )∥∥1 + ∥∥√ε( jε − j˜ε)xx(T )∥∥ ζ. (4.32)
Proof. Since Theorem 4.4 ensures the existence of the solution until an arbitrary positive time T if
εT is suﬃciently small, it suﬃces to show the inequality (4.32). Using the inequalities (2.7), (2.13) and
(4.5) and taking T large enough, we have
∥∥(ρε − ρ˜ε)(T )∥∥2  ∥∥(ρε − ρ0)(T )∥∥2 + ∥∥(ρ0 − ρ˜0)(T )∥∥2 + ∥∥ρ˜0 − ρ˜ε∥∥2
 C
{
ε1/4(1+ 1/√T )eβT /2 + ε}+ ζ/2. (4.33)
Then there exists a positive constant ε0 such that if 0< ε  ε0, the right-hand side in (4.33) is smaller
than ζ . Similarly as above, we can show that
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Consequently the proof of Lemma 4.11 is completed. 
Hence we see that the solution to the hydrodynamic model (1.9) exists globally in time without
any restriction on the norm of the initial data under assuming ε is suﬃciently small. In fact, we may
take the constant ζ in the above lemma so small that the smallness assumption in Theorem 4.5 holds.
It immediately means the existence of the global solution.
5. Relaxation limit of solution globally in time
This section is devoted to justiﬁcation of the relaxation limit of the time global solution to the
hydrodynamic model, which is established in the previous sections. This discussion completes the
proof of Theorem 1.3.
Proof of Theorem 1.3. Firstly, let us notice that the time global solution (ρε, jε,φε), constructed in
Theorem 1.1, satisﬁes the estimates in (4.5) for an arbitrary time t ∈ [0,∞). In fact, the solution
(ρε, jε,φε) satisﬁes the estimates in (4.4) for t ∈ [0,∞) since it veriﬁes the conditions (1.11) and the
estimate (1.13). Hence the estimates in (4.5) hold for t ∈ [0,∞) as a consequence of Lemma 4.3.
Secondly, we show the estimates (1.15)–(1.17). Let λ ∈ (0,1/2) be an arbitrarily ﬁxed constant and
deﬁne a constant T1 := (log1/ελ)/β . Owing to the estimates in (4.5), it holds that
∥∥Rε(t)∥∥21  εCeβT1  Cε1−λ, (5.1a)
∥∥ Jε(t)∥∥2  ∥∥ Jε(0)∥∥2e−t/ε + εCeβT1  ∥∥ Jε(0)∥∥2e−t/ε + Cε1−λ, (5.1b)
∥∥(Rεxx, Jεx )(t)∥∥2 √εCeβT1t−1  Cε(1/2)−λt−1 (5.1c)
for t  T1. If t  T1, we have from the estimates (1.13), (2.7) and (2.13) that
∥∥Rε(t)∥∥22 + ∥∥ Jε(t)∥∥21  C∥∥(ρε − ρ˜ε,ρ0 − ρ˜0, ρ˜ε − ρ˜0)(t)∥∥22
+ C∥∥( jε − j˜ε, j0 − j˜0, j˜ε − j˜0)(t)∥∥21
 C
(
e−αT1 + ε) C(εαλ/β + ε). (5.2)
Then let γ := min{(1/2) − λ,αλ/β}. Owing to (5.1) and (5.2), we have the inequality (1.16) and the
estimates ∥∥Rε(t)∥∥21  εγ , ∥∥(Rεxx, Jεx )(t)∥∥2  C(1+ t−1)εγ .
The other assertions in Theorem 1.3 follow from the elliptic estimate ‖Φε(t)‖4  C‖Rε(t)‖2, which
holds owing to (4.1c). 
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