The extraction of detailed nuclear structure information from transfer reactions requires reliable, well-normalized data as well as optical potentials and a theoretical framework demonstrated to work well in the relevant mass and beam energy ranges. It is rare that the theoretical ingredients can be tested well for exotic nuclei owing to the paucity of data. The halo nucleus 11 Be has been examined through the 10 Be(d,p) reaction in inverse kinematics at equivalent deuteron energies of 12, 15, 18, and 21.4 MeV. Elastic scattering of 10 Be on protons was used to select optical potentials for the analysis of the transfer data. Additionally, data from the elastic and inelastic scattering of 10 Be on deuterons was used to fit optical potentials at the four measured energies. Transfers to the two bound states and the first resonance in 11 Be were analyzed using the Finite Range ADiabatic Wave Approximation (FR-ADWA). Consistent values of the spectroscopic factor of both the ground and first excited states were extracted from the four measurements, with average values of 0.71(5) and 0.62(4) respectively. The calculations for transfer to the first resonance were found to be sensitive to the size of the energy bin used and therefore could not be used to extract a spectroscopic factor.
The extraction of detailed nuclear structure information from transfer reactions requires reliable, well-normalized data as well as optical potentials and a theoretical framework demonstrated to work well in the relevant mass and beam energy ranges. It is rare that the theoretical ingredients can be tested well for exotic nuclei owing to the paucity of data. The halo nucleus 11 Be has been examined through the 10 Be(d,p) reaction in inverse kinematics at equivalent deuteron energies of 12, 15, 18, and 21.4 MeV. Elastic scattering of 10 Be on protons was used to select optical potentials for the analysis of the transfer data. Additionally, data from the elastic and inelastic scattering of 10 Be on deuterons was used to fit optical potentials at the four measured energies. Transfers to the two bound states and the first resonance in 11 Be were analyzed using the Finite Range ADiabatic Wave Approximation (FR-ADWA). Consistent values of the spectroscopic factor of both the ground and first excited states were extracted from the four measurements, with average values of 0.71(5) and 0.62(4) respectively. The calculations for transfer to the first resonance were found to be sensitive to the size of the energy bin used and therefore could not be used to extract a spectroscopic factor.
light neutron-rich region of the nuclear chart. The imbalances of proton number and neutron number and decreased particle separation energies that occur in such regions lead to several exotic phenomena. Neutron halos are a notable example of these effects, wherein weakly bound valence neutrons reside in diffuse, spatially extended distributions.
Since the discovery of the ground-state halo of 11 Be [1] , there has been a lot of interest in understanding its structure. Unsurprisingly, the structure of 11 Be has been studied via many different methods including β decay, e.g. [2] [3] [4] , neutron knockout [5] , nuclear and Coulomb breakup [6] [7] [8] , and one-and two-neutron transfer reactions [9] [10] [11] [12] [13] [14] [15] [16] [17] . There has also been intense interest on the theoretical side with various studies of the structure and reactions with 11 Be, such as [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , some of which are summarized by Winfield et al [16] . In some of these stud-ies the ground state spectroscopic factor was calculated, resulting in values ranging from 0.55 [18] to 0.93 [21] . The situation regarding the spectroscopic factors of the bound states was similarly complicated on the experimental side as summarized by Fortune and Sherr [29] .
Values of the spectroscopic factors of states in 11 Be have been extracted from the two normal kinematics 10 Be(d,p) 11 Be measurements [10, 13] , from widths of resonances following the 9 Be(t,p) 11 Be reaction [14] , and from beta-decay [2] . The two (d,p) results agree for the ground state spectroscopic factor, but not for the first excited state (see table I ). Extracted spectroscopic factors from transfer reactions are sensitive to a number of factors, including the optical and bound state potentials, as well as the reaction model used. Both original sets of data were analyzed using either the standard Distorted Wave Born Approximation (DWBA) method or a modified version that allows two-step transfer, Coupled Channels Born Approximation (CCBA) 1 . These are not ideal methods of reaction analysis especially when there are two weakly-bound nuclei involved, as DWBA does not explicitly include particle break-up. Subsequently, the data were reanalyzed by Keeley, using the continuum discretized coupled channels (CDCC) procedure to model deuteron breakup [30] . The discrepancy in the excited state spectroscopic factor persists in this analysis, suggesting that either there is a problem with one or both sets of data, or that there are effects that are not being included correctly in the calculations.
On the experimental side, it is essential that the method of normalizing the data to obtain absolute cross sections is robust. The target used for the E d = 12 MeV data [10] was not well characterized, making an absolute normalization exceedingly difficult. The authors normalized the data using elastic scattering data compared to DWBA calculations. This was necessary as the measurement was made at an energy well above the Rutherford regime, and resulted in a model dependency in the absolute cross-sections.
Here we discuss measurements using a 10 Be beam on targets of deuterons at four beam energies; E 10 = 60 MeV, 75 MeV, 90 MeV, and 107 MeV equivalent to E d =12 MeV, 15 MeV, 18 MeV, and 21.4 MeV, and targets of protons at the same 10 Be beam energies, i.e. at equivalent proton energies of E p =6 MeV, 7.5 MeV, 9 MeV, 10.7 MeV. The data from these measurements are tabulated in the Supplemental Material [33] . Some of the results from the (d,p) and (d,d) reactions in inverse kinematics have been reported in [34] . Those data were subsequently reanalyzed using an exact Faddeev-type framework by Deltuva [28] where qualitatively good agreement with the data was found; however spectroscopic factors could not be extracted owing to the non-scalable nature of the theory. The current paper presents further details of the original analysis, as well as data for the inelastic scattering and reactions on protons. Additionally, data from the transfer to the first resonance in 11 Be will be presented.
The data are analyzed within the finite range ADiabatic Wave Approximation (ADWA) formalism in a consistent manner. The spectroscopic factors of the bound and first resonant states extracted from each measurement are compared to each other, to previous measurements, and to theoretical predictions. In this way the uncertainties arising from experimental factors, from choices of scattering potentials, or from the theoretical framework itself can be isolated. This analysis is a first step to a complete interpretation of the data.
Unlike the Faddeev-type methods, the ADWA formalism is an approximation and does not include higherorder effects such as core excitation. Such a complete set of data, as presented here, provides an excellent test bed for exploring the validity and limitations of different theoretical frameworks.
II. EXPERIMENTAL SETUP:
Data were collected at the Holifield Radioactive Ion Beam Facility (HRIBF) [38] at Oak Ridge National Laboratory. Long-lived 10 Be ions were accelerated from a cesium sputter source using the 25 MV tandem accelerator. The source was prepared from a solution of 10 Be in hydrochloric acid. Contamination from residual 10 B material in the ion source was removed by fully stripping the beam ions in the accelerator and tuning the final analyzing magnet for Z = 4. The negligible level of contamination was confirmed by the non-observation of kinematic lines from 2 H( 10 B,p) 11 B reactions at E d = 21.4 MeV, which were clearly evident at backward angles in the laboratory frame with a pure 10 B beam. For subsequent runs, beam contamination was ruled out by identifying beam particles using an ionization chamber. By using a batch mode source -that is one that produces a long-lived radioactive ion beam in a similar way to a stable ion beam -and a tandem accelerator, high quality, high statistics measurements could be made. In particular, the beam accelerated in a tandem accelerator has low emittance, which allows precise reconstruction of the kinematics of the reaction.
The CD 2 targets were prepared from deuterated polyethylene powder with areal densities of 94, 143, 162, and 185 µg/cm 2 . The CH 2 target was prepared from commercially available polyethylene sheets, stretched to achieve an areal density of 226 µg/cm 2 . The thickness of each target was measured using the energy loss of 5.805 MeV α-particles from the decay of 244 Cm. The experiment was performed in three parts. The initial part was performed at a beam energy of 107 MeV using a deuterated target (E d = 21.4 MeV). In the second part, runs were performed at 60, 75, and 90 MeV (E d =12, [36] . SuperORRUBA [37] detectors were used at forward laboratory angles for the proton scattering measurements.
15, and 18 MeV). The final runs were performed using the same four beam energies and CH 2 targets (E p = 6, 7.5, 9, and 10.7 MeV).
A new Dual Micro-Channel Plate (DMCP) detector was employed for heavy recoil detection during the first part. The DMCP utilizes two conventional MCP detectors [39] , viewing opposing sides of a single carbon or metallized foil, thereby increasing the measurement efficiency, particularly for low-Z beams where the single MCP efficiency can be well below 50%. A benefit of this technique is that the counting efficiency of the DMCP can be verified easily by comparing singles and coincidence rates. The DMCP was replaced in the later runs by a new fast ionization chamber, similar in design to the Tilted Electrode Gas Ionization Chamber [40] .
For the data taken with deuterated targets, the angles and energies of light ion ejectiles were measured using the Silicon Detector Array (SIDAR [35] ) and the first full implementation of the Oak Ridge Rutgers Barrel Array (ORRUBA [36] ) as shown in Fig. 1 . ORRUBA detectors (1000 µm thick) were mounted at a radius of 87 mm from the beam axis at θ lab > 95
• and at 76 mm at more forward angles. The SIDAR array was mounted in lampshade configuration at backward angles to cover angles between 135
• and 165
• . This combination yielded nearly continuous solid angular coverage, except for a small gap due to shadowing from the target ladder. SuperOR-RUBA detectors [37] , which are segmented for 1.2 mm position sensitivity, were used at angles forward of 90
• for the proton scattering measurements.
For the initial measurement at 107 MeV, ∆E-E telescopes of ORRUBA detectors were employed at forward angles for particle identification and an additional array of silicon detectors with annular strips was used to identify beam-like recoils at far forward angles (1
. Carbon atoms scattered from the target were stopped in a 16 mg/cm 2 polymer film placed in front of one of the forward angle ORRUBA detectors.
An angular resolution of better than 2
• in polar angle was achieved throughout the angular coverage of the detectors. Energies were calibrated using a 5.805 MeV α source. Pulser data were used to determine the zero energy channel for the electronics.
To normalize the data, absolute elastic scattering cross sections were measured for each target species and beam energy using ORRUBA or Super ORRUBA detectors. In subsequent measurements, the reaction channels of interest were recorded simultaneously with elastic scattering so that absolute cross sections could be determined with reference to the absolute elastic scattering cross section measurements.
The absolute elastic scattering cross section measurements were performed with reduced beam intensities to allow for reliable beam counting. Fresh targets were used to minimize the effects of target degradation. A sieve-type attenuator was placed in front of the ionization chamber for the deuteron scattering runs to make it possible to measure beam rates up to 10 6 particles per second. The transmission through the attenuator was measured by passing the beam through a thin silicon detector with a beam rate of ≈ 10 3 pps before reaching the attenuator. It was found that one if every 7.4 ± 0.1 incident particles was transmitted. Transmission measurements were taken at several places on the attenuator and found to be accurate to within 2%. Systematic uncertainties for the normalization of the deuteron scattering data are shown in Table II. A double-layered attenuator was employed for the proton scattering data taken at E p = 7.5 MeV. The rate of attenuation in that case was found to be 39.1 ± 2.7 by comparing data taken with and without the attenuator. No attenuator was used for the proton scattering normalization runs at other energies. This resulted in an increase in systematic uncertainty for the data taken at E p = 7.5 MeV relative to the other proton scattering data. Systematic uncertainties for the normalization of the proton scattering data are shown in Table III .
III. ELASTIC AND INELASTIC SCATTERING
Optical potentials are an important component of the analysis of transfer data. Since the ADiabatic Wave Approximation (ADWA) transfer analysis used here is based a This uncertainty is common to the data taken at each energy. b This uncertainty is common to the data taken at 6, 7.5, and 9 MeV. c This uncertainty is common to the data taken at 6 and 9 MeV.
on a three-body approach to the reaction [41] , nucleonic optical potentials are necessary ingredients. Global nucleonic optical potentials are developed by fitting to a large collection of elastic scattering data, whereas nonglobal potentials are fitted to data for a particular nucleus. In both cases the potentials are typically fitted to data from stable nuclei. Uncertainties associated with these potentials, especially when used for unstable nuclei, can be minimized by either creating a potential for the specific nucleus of interest by fitting the relevant elastic scattering cross sections, or by selecting global optical potentials by their ability to reproduce the measured elastic scattering data.
A. Proton elastic scattering
Elastic scattering cross sections were measured for protons with 10 Be beams at energies identical to the transfer measurements to provide constraints on optical potentials both for the current study and for future reaction studies with light neutron-rich nuclei. Angular distributions, Fig. 2 , were determined by dividing the data into angular bins, and fitting the resulting onedimensional histograms with Gaussian curves (more details of the data analysis will be given in section IV). Background from fusion-evaporation on 12 C was taken into account. The uncertainties shown include contributions from statistics and ambiguities in curve fitting.
Optical model calculations for the proton elastic scattering were performed with three potentials. The protonnucleus potentials employed were those of Varner et al (CH89) [42] , Koning and Delaroche (K-D) [43] , and Watson et al (Wat) [44] . No single optical potential from those studied can reproduce the proton elastic scattering data over this range of beam energies. At the lower beam energies, Fig. 2a and b, CH89 and K-D potentials come closest to explaining the data; however, the calculations underestimate the intensity by up to 20%. At E p = 9 MeV, displayed in Fig. 2c, CH89 and K-D both reproduce the data well. However, at the highest energy, Given the divergence of the various models beyond 60 degrees, it would be desirable to measure the elastic channel in this angular range to help further constrain the nucleon optical potential.
B. Deuteron elastic and inelastic scattering
The deuteron target data included reactions beyond simple elastic deuteron scattering. Elastically and inelastically scattered deuterons, as well as the protons from (d,p), and elastically scattered target contaminant protons are evident. The data were analyzed in a similar method to that described above for the proton elastic scattering. Deuteron elastic scattering cross sections were calculated with the potentials of Fitz [45] , Satchler (Sat) [46] , and Perey and Perey (P-P) [47] .
In reference [34] , the deuteron elastic scattering data were first presented and analyzed with global deuteron optical potentials. It was observed that the first peak of the elastic distribution was generally consistent between the different optical potentials within the range of data available, while the second peak was found to be more discriminating between the various global potentials available. It was also shown in reference [34] that none of the optical potentials were able to reproduce the height of the second peak at E d = 15 MeV. All in all, the results shown in Fig. 4 of reference [34] demonstrated the shortcoming of the global optical model for these reactions. Here we go beyond the analysis of [34] and fit a potential to both the elastic and inelastic deuteron scattering data, shown in Figs. 3 and 4 respectively.
Although a full three-body approach including excitation of 10 Be would be the preferred framework, it is beyond the scope of this work. Here we analyze the deuteron elastic and inelastic channels consistently within a coupled channel framework. We fix the quadrupole coupling to the 2 + 10 Be state using a nuclear deformation length from reference [23] . This deformation length δ 2 = 1.84 fm is consistent with the measurement of Iwasaki et al. [48] . Including deformation on top of one of the deuteron global optical potentials, and then performing a coupled channel calculation worsens the elastic scattering angular distributions and yields inelastic scattering angular distributions with no resemblance to the data. It is well known that in a coupled channel framework it is the bare interaction that needs to be included and in this sense, one needs to refit the optical potential when couplings are included. A fit to the elastic scattering distribution was performed through χ 2 minimization for each energy, using the Perey-Perey global deuteron potential as a starting point and keeping the Coulomb radius fixed. The resulting parameters are further optimized to jointly fit the inelastic distribution. Calculations were performed using the reaction code fresco and fitting code sfresco [49] . The resulting optical potential parameters are presented in Table IV along with the corresponding χ 2 .
Compared to the original potential, the depth of the real part of the interaction is significantly reduced for all of these cases, and the radius is increased, common features of effective potentials involving loosely bound systems. For all but the highest energy, the depth of the imaginary part was decreased, thereby compensating for the explicit inclusion of the inelastic channel. It was particularly difficult to obtain a good quality description for the E d = 21 MeV case, demonstrating that other channels, beyond the inelastic 2 + state, need to be considered. At this high energy, the data showed preference for a volume term for the imaginary part of the interaction, as opposed to all other energies where only a surface term provided a good description.
The data, along with coupled channel angular distributions using the new fit, are presented in Fig. 3 , for the deuteron elastic scattering cross section relative to the Rutherford cross section, and in Fig. 4 for the inelastic scattering cross section. The calculations using the original P-P global optical potential are shown for comparison. The agreement with the elastic data is of similar quality for the new fitted potential compared to P-P; however, the fit provides much better agreement with the data in the case of the inelastic scattering, except at the highest energy, as described above. Angular distributions of protons emerging from (d,p) reactions with low orbital angular momentum transfer are typically peaked at small center-of-mass angles. For this reason most of the data for the neutron-transfer channel comes from the SIDAR array, which was placed at backward angles in the laboratory frame. The reaction Q-value was calculated on an event-byevent basis. Fig. 6 shows the Q-value spectrum at 140
• in the lab frame. The energy resolution in Q-value for the (d,p) reaction was more than sufficient to resolve peaks from the population of the ground state and the first excited state at 0.320 MeV. The background was identified as fusion-evaporation on 12 C by measuring reactions on a carbon target. It was then possible to account for this background by fitting an exponential curve for the data at E d = 12.0, 15.0, and 18.0 MeV, and subtracting measured background at E d = 21.4 MeV. The background was significantly less obtrusive for curve fitting at the higher energies as the energies of protons from the (d,p) reaction increase more with beam energy than do the energies of fusion-evaporation ejectiles.
The two bound states in 11 Be were populated at each beam energy. Data were extracted for the 1.78 MeV resonance from the three higher beam energy measurements. The peaks for the bound states were fitted with Gaussian curves. A Voigt profile was used to fit the peak at 1.78 MeV, using the Gaussian widths (associated with detector resolution) found for the bound states in each spectrum and treating the natural width of the state as a free variable. For the data taken with ORRUBA, Gaussian curves were fitted to each peak resulting in a Q-value resolution of approximately 200 keV.
Angular distributions of protons emitted from the 2 H( 10 Be,p) 11 Be reaction to the ground and first excited state are presented in Fig. 7 . The curves show the results of FR-ADWA calculations using the global optical potentials CH89 and K-D as used for the elastic scattering channel above. The spectroscopic factors, S, were extracted for each state at each energy by scaling the calculation to the data. The shape of the experimental angular distributions are well reproduced by calculations using either CH89 or K-D, however there is some variance in the intensity of up to 13 % between the calculations.
Cross-section data for population of the resonance at 1.78 MeV could be extracted at the higher three energies and are presented in Fig. 8 . The protons emitted following transfer to the 1.78 MeV resonance at E d = 12 MeV were too low in energy to extract a reasonable angular distribution. The transfer to the resonance data will be discussed more fully in the next section.
V. TRANSFER ANALYSIS AND DISCUSSION
The conventional method of analyzing data from transfer reactions using the Distorted Wave Born Approximation (DWBA) has been shown to be particularly sensitive to the optical potentials used [34] . In the 1970s, Johnson and Soper [50] showed the importance of including the breakup channel for the deuteron in the theoretical treatment of (d,p) reactions, and by using a zero-range formulated a method called the ADiabatic Wave Approximation (ADWA) . The finite-range version by Johnson and Tandy [51] (FR-ADWA) was recently applied to a wide range of reactions by Nguyen, Nunes, and Johnson [41] .
The transfer data presented are analyzed using FR-ADWA. In FR-ADWA, the reaction is treated as a threebody n+p+ 10 Be problem, and thus neutron and proton optical potentials are needed, along with the binding potentials for the deuteron and the final state in 11 Be. For the nucleon global potentials we take CH89 and K-D, shown in Fig.2 to reproduce the elastic scattering fairly well. The single-particle parameters used for the overlap function for 11 Be were: radius r = 1.25 fm, diffuseness a = 0.65 fm and a spin-orbit term with V so = 5.5 MeV and the same geometry as the central interaction. The central depth was adjusted to reproduce the neutron separation energy of the desired state. As in previous work, the Reid interaction [52] was taken for the deuteron bound state and the transfer operator. The effective adiabatic potential was computed with twofnr [53] and the transfer calculations were performed with fresco [49] .
The spectroscopic factors (S) extracted from the angular distributions using the CH89 and K-D optical potentials are presented in Table V for population of the  ground state and Table VI for the bound excited state. They are shown graphically in Fig. 9 with error boxes centered on the mean value for each state with each potential over the four energies. With the exception of the measurement at E d = 18 MeV the average spectroscopic factor agrees with the individual measurements within the limit of the uncertainties. The average S extracted with CH89 also agrees with that from K-D. The 18 MeV (d,p) data appear to be systematically lower than at other energies. The normalization of these data, the analysis and the experimental setup including the target were the same as those used in the 12-MeV measurement and therefore we feel these data are reliable. With four data points it should be expected that one should fall outside the one sigma error bar. Figure 10 shows the average S extracted from the current data using CH89 and K-D optical potentials compared to the literature values tabulated in table I. The current value of S for the ground state of 11 Be is either in agreement with, or close to agreement with the earlier transfer measurements [10, 13] as well as most of the breakup and Coulomb dissociation measurements [5] [6] [7] . The value of S for the ground state extracted by Lima et al. [8] , despite its relatively large error bar, is lower There are fewer measurements related to the first excited state, and here the current value agrees with that from Auton et al [10] . This agreement was not necessarily expected since the normalization procedure in the work of reference [10] was subject to significant systematic uncertainties. The current value of S for the first excited state is lower than that extracted from the transfer measurement of Zwieglinski [13] and the two theoretical values used here for comparison [21, 23] .
Transfer to the d 5/2 resonance at 1.78 MeV was calculated [54] in a similar manner to transfer to the bound states described above, using the FR-ADWA framework and the CH89 optical potential. The n-10 Be potential depths, both central and spin orbit, were adjusted to reproduce the resonance energy. This resulted in a real width of the resonance of 0.192 MeV, almost twice the measured value of 0.1(0.01) MeV [17, 55] . The final state was described in the calculation as an energy bin with the width set to the same size as that used in the model for the resonance, such that all the strength of the resonance could be captured. In principle, the calculation should be insensitive to the size of this fictitious energy bin. To test this, the calculation was repeated with the bin set to be 50 % larger than the width used for the resonance. The results of these calculations are compared to the data in Fig. 8 . The sensitivity of the calculation to the width of the energy bin precludes the extraction of spectroscopic factors in this case.
VI. CONCLUSIONS:
Data are presented here for elastic scattering of 10 Be on protons and deuterons, inelastic scattering on deuterons, and one-neutron transfer to the two bound states of 11 Be at four energies ranging from E d = 12 to 21.4 MeV, all in inverse kinematics. Additionally, transfer to the first resonance at 1.78 MeV was measured for the higher three energies. Absolute cross sections, over the range of angles covered, were measured in all cases.
For the proton scattering data, no single potential could reproduce the data at all four energies. However, the CH89 and K-D potentials performed generally better than the older Wat potential. The transfer calculations presented here therefore used the CH89 and K-D potentials. In order to simultaneously reproduce the elastic and inelastic scattering on deuterons, a new potential was fitted to the data, starting from P-P and a nuclear deformation length of δ 2 = 1.84 fm. The depth of the real part of these potentials is significantly smaller and the radius larger than typical for stable nuclei, as is common for effective potentials extracted in this way for weakly-bound systems. Calculations using these new potentials provided reasonable agreement with the elastic data, and the inelastic data, except at the highest energy. At E d = 21.4 MeV other channels need to be taken into account in the calculation.
The transfer to bound states in 11 Be show a level of consistency in the extracted spectroscopic factors that can provide confidence in the use of FR-ADWA for these data. The values of 0.71(5) and 0.62(4) for the spectroscopic factor of the ground and first excited states can be used to guide future theoretical nuclear structure studies.
The calculations for the first resonant state showed sensitivity to the size of the energy bin placed in the continuum, and therefore were not used to extract a spectroscopic factor in this case. An appropriate theory for extracting detailed structure in the case of unbound states is desirable for future studies.
The data presented here represent the most complete dataset on reactions with a 10 Be beam that are currently available. They have been analyzed within the optical model and FR-ADWA frameworks and have shown the strengths and limitations of each method. It is anticipated that future theoretical work on the neutron-rich beryllium isotopes will benefit from the data reported here. CM Angle (degrees) [51] , built using the nucleon potentials of Varner (CH89) [42] and Koning and Delaroche [43] . Calculated cross-sections are scaled using the indicated spectroscopic factors. . Spectroscopic factors extracted from the current data (filled stars) compared to previous measurements (black) and theory (red) for the ground and first excited states. The comparison points are the same works as those included in table I, from references [10] (triangles), [13] (asterixes), [5] (square), [6] (circle), [7] (open cross), [8] (open diamond), [21] (red squares), and [23] (red triangles). 
