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Abstract 
The research on turbulent combustion mechanism and transient characteristics in 
engineering applications are not enough, which seriously hinders the design and 
application of synthesis gas combustion devices. Based on this background, this study 
will use the Lagrangian description method to study the characteristics of turbulent 
flames.  
Piloted jet flame burners are often used to study the characteristics of turbulent flame 
because of their simple flow state and higher combustion stability. Therefore, the piloted 
turbulent flame is studied numerically using Lagrangian coherent structures (LCS) to 
study and analyze the mass-transport process from the viewpoint of nonlinear dynamic 
systems.  
The mass transport is shown to demonstrate a rich dynamical behavior. Firstly, the 
distribution of the attracting LCSs and the OH radical are compared to study the surface 
of the flame. Then, the evolution of the LCS was tracked to analyze the vortexes and 
mass transport near the burner. Finally, the mass transport and the development of 
coherent structures in piloted jet flame under different Reynolds numbers and CH4 
equivalence ratios are investigated. 
The results show that the attracting LCS can be considered as a surface of the turbulent 
flame near the burner. The serial vortexes are regularly generated near the piloted jet, and 
they are gradually stretched and folded. These vortexes are attracted by the main jet as 
they move downward in the flow. The main jet goes into the flow field following an 
attracting LCS and moves forward attracting the piloted jet and the co-flow. Then, a part 
of the attracting LCS enclosed the piloted region breaks, leading to these vortices leave 
the piloted jet region for the co-flow region. The fluid in the piloted jet region will break 
through the boundary between the piloted jet region and the co-flow region in the form of 
a vortex and enter the co-flow region during its downstream movement. However, fluid 
in the mainstream region has never entered into the piloted jet region, and this region 
does not exchange substance with the co-flow region. When the Reynolds number is less 
than a certain degree, the generation of vortexes near the burner and the mass transport 
process are basically the same. However, the frequency of vortex formation increases 
with the Reynolds number. When the Reynolds number increases significantly, the 
volume of the piloted jet region will be greatly reduced, and the motion of the vortex will 
be different, and the vortex will leave the main jet region earlier. CH4 equivalence ratio 
has little influence on the process of vortex movement and mass transport. With the 
increase of CH4 equivalence ratio, the velocity of vortex formation will decrease and the 
volume of the piloted jet region will increase.  Application of the LCS technique to study 
mass transport processes provides a new viewpoint for analyzing premixed piloted 
turbulent flames. 
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Mass transport.  
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In engineering applications, most of the flame is turbulent, but the research on the 
mechanism and transient characteristics of turbulent combustion is insufficient, which 
greatly hinders the design and application of syngas combustion equipment. Therefore, it 
is of great significance to study the characteristics of the turbulent flame. The piloted 
flame is a stable small-scale ignition flame with low velocity near the main flow of 
premixed fuel with high velocity. Piloted jet flame burners are often used to study the 
characteristics of turbulent flame because of their simple flow state and higher 
combustion stability. The characteristics of turbulent flame are usually studied in depth 
by measuring or simulating the temperature distribution, velocity field and component 




Figure 1-1 Piloted flame burner. 
1.1 Previous research of piloted jet flame 
In the numerical simulation of turbulent combustion, many researchers use various 
turbulent models, chemical reaction mechanisms, and combustion models in order to 
simulate the turbulent flame accurately. The Reynolds-averaged Navier-Stokes equations 
are used in some studies to simulate the turbulent combustion with different chemical 
reaction models [1-4]. Duwig et al. [5] proposed a large eddy simulation model that can 
accurately describe the finite rate chemical effect in turbulent premixed combustion.  
The LES simulation with finite rate chemistry and implicit LES combustion model are 
applied to simulate lean premixed jet flame, which is proved by experiments of a 
stoichiometric pilot. Using a high-resolution large eddy simulation (LES) method, Inanc 
et al. [6] carried out a numerical simulation of non-premixed methane jet flame near the 
blow-off limit. Also, the large eddy simulation of a premixed methane/air jet flame with 
constant adiabatic temperature, hydrogen guidance, and rarefied turbulence was reported 
by Hasti [7].Grader et al. [8] adopted LES to simulate a for a sooting, lifted, well 
characterized, non-premixed, turbulent jet flame. By solving the thermo-chemical state 
equations simultaneously in a fully coupled way, the feedback effect between all gas 
species and soot is inherently captured. Lindstedt et al. [9] studied three kinds of CH4 / 
O2 / N2 turbulent jet diffusion flames. The flames cover the conditions from weak 
turbulence to near extinction. The results show that the prediction of flow and scalar field 
is feasible in the range of Reynolds number, and the conditional PDF value can be 
reproduced with good accuracy even close to extinction. Large eddy simulation (LES) / 
filtered density function (FDF) was used to simulate the flame of high-speed premixed jet 
combustor by Zhou et al. [10] The importance of the resolved level of reactive scalars 
and micro-mixing modeling to predict the whole combustion process was explained. 
Furthermore, there are a lot of numerical simulations based on LES because of its better 
accuracy [11-17]. 
In alongside more accurate turbulence models, researchers have also put a lot of effort 
into improving combustion models to get more accurate simulation results. Chen et al. 
[18] explored multi-regime turbulent combustion modeling with the occurrence of local 
extinction. A partially premixed model based on the unstrained premixed flamelets is 
used to study the flame configuration with the non-uniform inlet. They found that local 
extinctions can be predicted using unstrained flamelets if the correct scalar mixing and its 
dissipation are captured. Stanković [19] applied the conditional moment closure (CMC), 
an advanced turbulent reaction flow method, to the Sandia piloted jet flames D and F and 
lifted hydrogen jet flame. The simulation results of RANS-CMC are in good agreement 
with the experimental data. The LES-CMC model can capture the axial and radial 
distribution of mixed fraction, temperature, and major species. Kim et al. [20] used the 
method of multi-environment probability density function (MEPDF) to simulate the large 
eddy simulation (LES) of Sandia flames D and F, which provided a good basis for the 
verification of turbulent combustion model. Ochoa et al. [21] coupled the linear eddy 
model (LEM) for sub-grid mixing and combustion with the large eddy simulation (LES) 
of turbulent non-premixed piloted jet flame (Sandia flame D). It is proved that the LES-
LEM method is feasible to determine the structure of the subgrid scalar dissipation rate 
and turbulence-chemistry interactions. The numerical results are in good agreement with 
the experimental results. Kim [22] investigated a series of turbulent piloted premixed 
flames in a premixed jet combustor by using a three-environment PDF method. Their 
numerical results are in good agreement with the experimental data in terms of the 
unconditional mean and conditional statistics.  
Some studies target chemical reaction models. Saxena et al. [23] employed the joint 
probability density function (JPDF) method and the in situ adaptive tabulations to 
calculate a piloted jet diffusion flame of CH4-air. The simulation includes detailed 
chemistry involving 16 and 41 reactions to explain the finite-rate kinetics. The simulation 
results of JPDF-IAST are in good agreement with the experimental data, and the current 
calculation of minor species is obviously superior to the previous research. Cao and Pope 
[24-26] proved that Barlow and Frank piloted jet flame D, E and F can be accurately 
calculated by GRI 3.0 mechanism and EMST mixing model. Furthermore, PDF model 
calculation was carried out by GRI 3.0, and the performance of three mixing models 
(EMST, IEM and MC) was studied. Kim [27] proposed a detailed second-order CMC 
model of chemical mechanism and applied it to turbulent piloted jet diffusion flames, 
Sandia Flames D, E, and F. Merci et al. [28] applied the transport scalar PDF method to 
the turbulent chemical interaction. Using the nonlinear two-equation turbulence model 
and the C1 skeletal scheme chemistry model, the numerical simulation results of a 
turbulent non-premixed flame with local extinction and reignition were presented. The 
performance of three kinds of micro-mixing models is compared: the exchange effect 
with the mean model (IEM), the modified Curl’s coalescence/dispersion model (CD) and 
the Euclidean minimum spanning tree model (EMST). 
In addition to the study of numerical models of the piloted flame, numerous studies have 
been carried out to investigate the various characteristics of turbulent flame by numerical 
simulation. Yu et al. [29] carried out a detailed numerical simulation of methane/air 
laminar flame, and studied the influence of laminar flame on the main jet flame structure 
and burning velocity. The one-dimensional propagating flame is simulated, the mixing 
effect of hot gas and unburned fuel/air mixture is studied, the one-dimensional counter-
flow flame is simulated, and the diffusion and flame stretch effect of hot gas from pilot 
flame to main flame reaction zone are studied. Popp et al. [30] used an LES-flamelet-
progress variable approach to study the flame structure of a piloted partially-premixed 
dimethyl ether flame based on Sydney/Sandia pilot burner. The simulation results are 
used in combination with the comprehensive experimental data set, including multi-scalar 
measurement of temperature and main species from Raman/Rayleigh scattering, 
intermediate species CH2O and OH from laser-induced fluorescence (LIF) and velocity 
data from particle image velocimetry (PIV). Furthermore, species distributions 
conditioned on the experimentally accessible mixture fraction are compared and 
differences between DME and methane flames are discussed. Dunn et al. [31] described 
the preliminary characteristics of a pilot premixed jet combustor to study the limited rate 
chemical effects of high turbulence lean premixed combustion. Meares et al. [32] studied 
the stability mechanism of turbulent jet flame under the highly inhomogeneous inlet 
conditions. Near the jet exit plane, the premixed combustion is mainly distributed 
unevenly. This is in contrast to the uniform case, which behaves like a diffusion flame. In 
the downstream, but still in the test area, a partial mixing between the richer samples and 
the hot combustion products begins. Paxton et al. [33] viewed the influence of fuel type 
and its attendant heat release on the piloted turbulent premixed jet flame. The results 
show that the average flame height is not directly proportional to any of the above 
parameters for different fuel types and lower equivalence ratio, while the global 
consumption speed is directly proportional to the laminar flame speed and the maximum 
heat release rate. Miranda et al. [34] analyzed the importance of subgrid-scale 
contribution in the calculation of the radiation source term in the large eddy simulation of 
Sandia flame D. The results show that the difference between the radiative source terms 
computed by accounting and by neglecting the subgrid-scale contribution is significant 
only in the regions where this term is small. Zhang et al. [35] revealed the local exergy 
losses of the Sandia flame D for the first time by demonstrating the local exergy losses 
from heat transfer, chemical reaction, gas diffusion, and viscous dissipation. Garmory 
[36] employed LES to analyze the sensitivity of the conditional distance model to the 
numerical simulation of the piloted flame Sandia Flame D and Flame F. Coelho et al. 
[37] analyzed the time evolution of the scalar dissipation rate of the methane/air jet flame 
by numerical simulation of steady and unsteady flame. Tang [38] simulated the local 
extinction and NO formation in methane/air piloted non-premixed turbulent flame 
applying a self-contained joint velocity-composition-turbulence-frequency probability 
density function (PDF) method. Konstantin [39] studied the molecular diffusion effect in 
the piloted methane/air jet flame using LES on a series of grids with increasing 
resolution. Kempf [40] reported the length, scalar dissipation and flame orientation of the 
piloted methane/air jet (flame D) turbulent diffusion flame by LES. Cao [41] used seven 
different PDF models of methane chemical reaction mechanism to simulate flame D, E 
and F, and figured out the effects of these mechanisms on local extinction, re-ignition and 
other chemical phenomena observed in piloted non-premixed jet flame. 
Besides, many researchers have studied the characteristics of piloted methane/air jet 
turbulent flame from an experimental viewpoint. Barlow et al. [42] studied the effects of 
spatial averaging in measurements of scalar variance and scalar dissipation of three kinds 
of piloted methane/air jet flame (Sandia flame C, D and E) using line imaging principles 
of Raman scattering, Rayleigh scattering and laser-induced CO fluorescence. Also, 
Barlow et al. [43] reported the measurement of the temperature and the concentration of 
the main species of the premixed combustion of CH4/H2 fuel and the jet flame with 
different extinction using the simultaneous line-imaged Raman / Rayleigh/CO-LIF 
technology. Zhou et al. [44] measured a set of different parameters of turbulent premixed 
methane/air jet flame with different jet velocities and equivalence ratios using a planar 
laser induced fluorescence (PLIF) and a laser Doppler velocimetry (LDA). They get these 
measurements to characterize the flame/turbulence interaction in various regimes of 
turbulent combustion, including the laminar flamelet regime, the thin reaction zone 
(TRZ) regime and the distributed reaction zone (DRZ) regime. To stabilize the partially 
premixed flame with uneven mixing ratio or equivalence ratio, Meares [45] improved the 
famous jet piloted burner. Based on well-established Raman/Rayleigh/CO-LIF 
techniques, Barlow et al. [46] used line-imaged measurements of temperature and major 
species to better understand the scalar structure of piloted CH4/air jet flames with 
inhomogeneous inlets, and analyzed the trend of local extinction and the difference of 
near-field flame structure in depth. The Laser Doppler anemometry (LDA) and Planar 
Laser-Induced Fluorescence (PLIF) measurements of turbulent non-premixed jet flames 
were carried out by Stroomer [47].  
By visualizing the OH radicals, an important combustion intermediate is formed during 
combustion, and the NO radicals dispersed in the central jet. The statistical results reveal 
the characteristics of small and large-scale flame structures. Nooren et al. [48] studied a 
series of Raman-Rayleigh-LIF measurements in two turbulent natural-gas jet diffusion 
flames produced by the Delft piloted jet diffusion flame burner. These measurements also 
provide data on temperature, concentration of major species, free radical OH and NO, 
and mixture fraction. Since the Raman Rayleigh LIF data provide quantitative 
concentration and corresponding quantitative mixture components, they constituted a 
valuable and useful extension of the existing database of Delft piloted diffusion flame 
burners. Barlow and Karpetis [49] introduced the one-dimensional measurement of 
mixture fraction, temperature and scalar dissipation in some premixed methane/air jet 
flames (Sandia flames C, D and E). The experimental setup combines line imaging of 
Raman scattering and laser-induced CO fluorescence. The scalar length scale based on 
spatial autocorrelation is also reported. These new data are useful to verify the sub-grid 
scalar variance model and the scalar dissipation model in turbulent flames. Dunn et al. 
[50] used Raman-Rayleigh technology, combined with CO two-photon laser-induced 
fluorescence and crossed-plane OH planar laser-induced fluorescence, to measure the 
main species and temperature of a series of flames in the Piloted Premixed Jet Burner 
(PPJB) at the same time. They studied four kinds of flames with different jet velocities 
and constant jet equivalence ratio. The characteristics of these four kinds of flames are 
from stable flame brush with reaction zone to flame with thickened reaction zone and 
showing extinction and re-ignition behavior. The experimental results further support the 
hypothesis for some PPJB flames, and the initial ignition region is followed by the 
extinction region and the re-ignition region. Stårner et al. [51] simultaneously measured 
laser Raman, Rayleigh and fluorescence in a dilute turbulent methane diffusion flame. 
Wang et al. [52] utilized Raman/Rayleigh/COLIF spectral line imaging technology to 
study the energy and dissipation spectra of temperature and mixture fraction in 
CH4/H2/N2 jet flame with Reynolds numbers of 15200 and 22800 and CH4/air jet flame 
with Reynolds numbers of 13400, 22400 and 33600. They suggested that the cutoff 
length scale determined from Rayleigh scattering measurements may be used to define 
the local resolution requirements and optimal data processing procedures for accurate 
determination of the mean mixture fraction dissipation, based upon Raman scattering 
measurements or other multi-scalar imaging techniques. Using perforated-plate-
stabilized, hydrogen-piloted, lean premixed methane/air turbulent flames, an 
experimental study of the effects of turbulent flow regime on the flame structure is 
conducted by Kim [53]. 
Using a new linear imaging device that combines Raman scattering, Rayleigh scattering 
and laser-induced CO fluorescence, Karpetis [54] obtained the simultaneous single-shot 
line measurements of major species, temperature, mixture fraction, and the radial 
component of scalar dissipation in partially premixed methane/air jet flames. Li et al. [55] 
applied high-resolution planar laser-induced fluorescence (PLIF) technique to investigate 
the local flame front structure of a premixed flame in turbulent methane/air jet, in order to 
reveal the details about turbulence and flame interaction. Chen et al. [56] introduced a 
laboratory burner for spray turbulent combustion, with emphasis on simplifying the 
model. The droplet size, volume flow and the velocity of the two components were 
measured at several axial positions downstream of the burner outlet by using the phase 
Doppler wind speed measurement technology. There is obvious evidence that the self-
similarity of the flight time domain is observed on the average spray diameter and droplet 
number density between high-speed spray and low-speed spray. 
However, the above works lack the analysis on the coherent structures of turbulent flames 
and the mass transport during the combustion process. In the turbulent combustion 
process, the coherent structures in the flow field have a significant impact on the 
evolution of combustion. Thus, it is important to analyze the flow field in the combustion 
process and the coherent structure in the flow field. Most researchers analyze the problem 
from the viewpoint of Eulerian. The Eulerian description can only describe the 
instantaneous state of the flow. However, it can’t reveal the dynamic characteristics since 
it lacks time dependence. For this reason, it is difficult to describe complex dynamic 
behaviors, such as the mass transport process during the combustion of turbulent flames. 
1.2 Previous research of Lagrangian Coherent Structures 
Nature is full of unsteady flow transport phenomena dominated by coherent structures. 
Olascoaga and Haller [57] pointed out that there was a typical phenomenon of mass 
transport dominated by coherent structure in the Deepwater Horizon disaster. A 200-
kilometer-long surface oil filament spewed out of the main body of the spill in a few days 
and carried pollutants along the east coast of the United States. In addition, Jupiter’s 
zonal jets and Great Red Spot in Jupiter’s atmosphere are very stable, and their 
boundaries are essentially transport barriers, i.e. coherent structures [58]. The Agulas ring 
carries vast amounts of water from the Indian Ocean hundreds to thousands of kilometers 
across the Atlantic Ocean, with little apparent mixing [59-61]. Therefore, it is necessary 
to consider the driving force of Lagrangian mathematical method, which can identify the 
continuous coherent sequential transport characteristics in unsteady flow and evaluate the 
role of this structure in the overall flow transport.  
Most researchers analyze the flow field from Eulerian perspective, such as streamline 
map, vorticity distribution and pressure distribution et al. For example, the famous Okubo 
Weiss vortex detection criterion is often inadequate in understanding the transport in the 
unsteady flow [62,63]. There are two main reasons. Firstly, for the unsteady flow, 
Eulerian descriptions can only describe the instantaneous state of flow but not to reveal 
the dynamic properties [64]. That is, the Eulerian descriptions are lack of time-
dependence, so it is difficult to accurately describe complicated dynamic behaviors, such 
as fluid transport of the transient flows. Secondly, the coherent structure detection 
method from Eulerian viewpoint is not objective, that is, its results depend on the frame 
of reference used to view the flow field [65]. Therefore, a large number of flow field 
analysis methods from the Lagrangian perspective have been developed [66]. Lagrangian 
Coherent Structures was developed by Haller to describe the most repelling, attracting, 
and shearing material surfaces that form the skeletons of Lagrangian particle dynamics 
[67,68]. This method is used to analyze the mass transport of flow from the Lagrangian 
point of view, and to predict large-scale flow characteristics and mixing events. The 
properties of the right Cauchy-Green (CG) strain tensor field are the basis for the 
definition of these structures [69]. 
Recently, using the Lagrangian description of the fluid and nonlinear dynamics to study 
the dynamic behaviors is indeed becoming more and more popular. Van Dommelen [70] 
studied the boundary layer equation in the Lagrangian frame, and he also put forward the 
flow separation criterion on the basis of Lagrangian dynamics. From the point of view of 
dynamics, the phenomenon of periodic vortex shedding from the wake of flow over a 
cylinder is numerically analyzed by Shariff et al. [71]. Duan and Wiggins [72] 
quantitatively described the mass transport between the separation zone and the free 
stream around a cylinder by lobe dynamics. However, traditional manifolds in nonlinear 
dynamics can only be available in infinite-time flow. For the finite-time flow, the 
concepts of finite-time manifolds and Lagrangian Coherent Structures (LCSs) are 
proposed by Haller [73] to define the separatrix of different basins in finite-time flow. 
Haller [74] and Shadden [64] proposed using LCS as the transport boundary. Following 
that, Lei [75] simulated the mass transport in transient flow over impulsively started 
circular cylinder by LCS. Haller [67] calculated the Lagrange coherent structures in the 
steady and unsteady ABC flows, and analyzed the mixing phenomenon in the ABC 
flows. Allshouse and Peacock [76] proposed a practical method to extract and refine the 
two-dimensional flow FTLE ridge. Lipinski and Mohseni [77] proposed a ridge tracking 
algorithm for computing and extracting Lagrangian coherent structures. The algorithm 
uses the spatial coherence of LC and tracks the ridge of LCs to avoid unnecessary 
calculation. Green et al. [78] used direct Lyapunov exponents to identify the Lagrangian 
coherent structures in two different three-dimensional flows, including a single isolated 
hairpin vortex, and a fully developed turbulent flow. They found that the DLE method 
contains more detailed information than the Eulerian method and can define the structure 
boundary without relying on the preselected threshold. By comparing the satellite 
observation position of the seabirds and LCS positions, Kai et al. [79] proved that frigate 
birds can accurately track the Lagrangian coherent structure in the Mozambique channel, 
which indicated that top predators can track these LCS ridges to locate food.  
Tallapragada et al. [80] used LCS to study the fluctuation of the microbial population in 
the air. Their results show that the Lagrangian coherent structure of the atmosphere plays 
an important role in the long-range microbial transport in geometric tissue. The formation 
of vortices during rapid filling of the left ventricle is an optimal mechanism for blood 
transport, and the volume of vortices is an important measurement index. Töger et al. 
[81] used the Lagrangian coherent structure to quantify the volume of the vortex ring in 
vivo. Wilson et al. [82] discussed the application of Finite Time Lyapunov exponent 
(FTLE) field in revealing the flow field structure of biological movement at low 
Reynolds number. Using the direct Lyapunov exponent and stability results, Tang et al. 
[83] extracted and distinguished the Lagrangian coherent structure (LCS) from the three-
dimensional atmospheric data generated by the weather research and prediction (WRF) 
model. Pan et al.  [84] successfully identified the Lagrangian coherent structure (LCSS) 
in the fully developed turbulent boundary layer by using the Finite-Time Lyapunov 
Exponents (FTLE) method from the two-dimensional velocity field measured by time-
resolved 2D PIV. Dauch et al. [85] used SPH method to predict the initial crack of fuel in 
the actual nozzle of the aeroengine combustion chamber. On the basis of simulation, a 
new understanding of the basic effect of the initial crack is established by analyzing the 
dynamic characteristics of Lagrangian coherent structure (LCS). Based on the Lagrangian 
coherent structure theory, Neamtu-Halic et al. [86] studied the effects of large-scale 
vortex structure on the turbulent/non-turbulent interface and gravity flow entrainment. 
Except for the above studies, the LCS has been widely used to study other various flow 
phenomena, such as separation [87-90], oceanic flow [91-94], turbulence [95] and 
atmospheric flow [96-98], etc. 
In fact, the turbulent combustion process can be regarded as a kind of nonlinear dynamic 
system. The mass transport in the combustion process is a kind of Lagrangian behavior, 
which can be captured from the viewpoint of Lagrange dynamics. In recent years, it has 
become more and more important to use Lagrangian descriptions and non-linear 
dynamics to study hydrodynamic behavior. Haller [73] proposed the concepts of finite-
time manifolds and Lagrangian coherent structures (LCS) to define the boundaries of 
different dynamic regions in finite-time flows. Haller [74] and Shaddden [64] suggested 
using LCS as the mass transport boundary in the flow field, and introduced a numerical 
method for calculating LCS. They think that the finite-time Lyapunov exponent (FTLE) 
is an effective tool for describing the properties of finite-time stable and unstable 
manifolds with maximum exclusion or attraction. The ridges in FTLE field are used to 
visualize LCSs in flows, which provides a robust tool for analysis of complex flow fields. 
1.3 Summary 
Obviously, it is very meaningful and necessary to analyze the Lagrangian coherent 
structure in the combustion field from the Lagrangian point of view. 
Based on the LCS analysis method, Sampath 错误!未找到引用源。 studied the 
characteristics of the backstep confined flow recirculation zone by capturing the 
evolution of the large-scale coherent structures in the flow field during combustion. 
Inspired by Sampath’s work, considering the incomparable advantages of LCS in 
capturing the coherent structure and describing the boundary in the flow field, a 2D 
transient simulation is used to study the non-premixed piloted turbulent flame in this 
thesis, and then LCS is employed to analyze the coherent structure (such as vortex, 
boundary, etc.) in the combustion process. In order to provide a reference for 
understanding the characteristics of turbulent combustion, the mass transport process in 
turbulent combustion is studied. In the second chapter, the basic theory and numerical 
method of LCSs will be introduced in detail. In the third chapter, the details of the 
numerical simulation of the piloted flame are introduced, including the grid and boundary 
conditions. In the fourth chapter, the mass transport and the development of coherent 
structure in piloted jet flame under different Reynolds numbers and CH4 equivalence 
ratios will be analyzed. The fifth chapter is the conclusion of the whole work. 
  
2 Theory 
2.1 Nonlinear dynamics 
The theory of nonlinear dynamics has been applied to many subjects, and many 
engineering problems which cannot be solved by linear dynamics theory have been 
solved. There are many nonlinear behaviors in the dynamic system of fluid as a 
continuum. The nonlinear dynamic theory can be used to describe some phenomena in 
the flow. However, due to the complexity of the flow, the description of the general flow 
is still based on the Eulerian description, in which there are still many flow phenomena 
that cannot be reasonably explained. Therefore, it is necessary to study the complex 
unsteady flow with the nonlinear dynamic theory. 
This chapter mainly introduces some basic theories of nonlinear dynamics, including the 
classification of nonlinear dynamical systems and invariant sets, stable and unstable 
manifolds in different dynamical systems, as well as relevant theories and analysis 
methods. 
2.1.1 Classification of nonlinear dynamic systems 
The dynamic system describes the law of the change of the system state variable with 
time, which can be expressed as the ordinary differential equation about the system state 
variable. For the system with the state variable 𝑥, when 𝑥 is continuously distributed in 
time 𝑡, the system is a continuous dynamic system, and its dynamic description can be 
expressed as follows: 
?̇? = 𝑓(𝑥, 𝑡, 𝜆)𝑥 ∈ 𝑅𝑛, 𝑡 ∈ 𝑅, 𝜆 ∈ 𝑅𝑘 (1) 
Where 𝜆 is the parameter in the system, and the space that expanded by the state 
variable 𝑥 is the state space, also known as the phase space. Under the fixed system 
parameters, for the initial value 𝑥(𝑡0) = 𝑥0, the system has a unique solution 𝑥(𝑡, 𝑥0) =
𝜙(𝑡, 𝑡0, 𝑥0), where 𝜙(𝑡) is called the flow of the system. 
When 𝑥 is a discrete distribution in time, the system is a discrete dynamic system, and 
its dynamic description can be expressed in the form of mapping, 
𝑥𝑛+1 = 𝑔(𝑥𝑛) (2) 
The continuous dynamic system can be transformed into discrete dynamic system by 
discretizing the system state variables in time. 
For continuous dynamical system, the system can be divided into autonomous system and 
non-autonomous system. There is no explicit relation between the rule 𝑓 of state 
parameter 𝑥 and time 𝑡 in autonomous system, that is, 
?̇? = 𝑓(𝑥), 𝑥 ∈ 𝑅𝑛 (3) 
In the nonautonomous system, 𝑓 is related to time. The autonomous system is relatively 
simple, and the corresponding dynamics theory is relatively consummate. For a 
nonautonomous system, if time is taken as the variable of the system, it can be 
transformed into an autonomous system. However, this transformation does not change 
the nonautonomy of the system. Some special nonautonomous systems can be 
transformed into autonomous systems by means of mapping and other methods so that 
the corresponding autonomous system theory can be used for analysis. The steady flow in 
the fluid is an autonomous dynamic system, while the periodic flow in the unsteady flow 
corresponds to the periodic dynamic system. 
2.1.2 Fixed point and invariant subspace of linearized system 
The theory of the autonomous system is the basis of dynamics theory. There are invariant 
sets such as fixed points and invariant manifolds in the system. The dynamic 
characteristics of the system can be obtained by analyzing these invariant sets. 
There are some special points in the autonomous dynamical system, which satisfy ?̇? =
𝑓(𝑥) = 0, so the position of this point in the phase plane will remain unchanged. These 
points are called singular points, equilibrium points or fixed points. 
Suppose that there is a fixed point in the autonomous system Eq. (3), that is, the 
characteristics of the solution near the fixed point can be described by the linearization of 
the system at that point, that is, 





 is the Jacobian matrix of the dynamic system (3), which satisfies 
𝜉 = 𝑥 − 𝑥0 ≪ 1. The solution of the linear system (4) about initial value 𝜉 = 𝜉0 can be 
obtained by simple integration: 
𝜉(𝜉0, 𝑡) = 𝜉0𝑒
𝑡𝐷𝑓(𝑥0) (5)  
Matrix 𝑒𝑡𝐷𝑓(𝑥0) can also be regarded as a kind of mapping, i.e.𝜉0 → 𝜉(𝑡). therefore, 
information of all solutions in the linearized system (4) is contained in matrix 𝑒𝑡𝐷𝑓(𝑥0). 
The form of matrix 𝑒𝑡𝐷𝑓(𝑥0) can be determined by the eigenvalue of matrix 𝐷𝑓(𝑥0). 
The eigenvalues 𝜆 of the matrix 𝐷𝑓(𝑥0) are divided into three categories: 1) 𝑅𝑒(𝜆) <
0, 2) 𝑅𝑒(𝜆) = 0, 3) 𝑅𝑒(𝜆) > 0, where 𝑅𝑒(. ) represents the real part of the eigenvalue. 
The space formed by the eigenvectors of the same type of eigenvalues constitutes the 
invariant subspace of 𝑒𝑡𝐷𝑓(𝑥0), so its invariant subspace is divided into: 
1) Stable subspace 𝐸𝑠 = 𝑠𝑝𝑎𝑛{𝑣1, … , 𝑣𝑛𝑠}: it is composed of the eigenvectors 
corresponding to the eigenvalues satisfying 𝑅𝑒(𝜆𝑖) < 0. 
2) Unstable subspace 𝐸𝑢 = 𝑠𝑝𝑎𝑛{𝑢1, … , 𝑢𝑛𝑠}: it is composed of the eigenvectors 
corresponding to the eigenvalues satisfying 𝑅𝑒(𝜆𝑖) > 0. 
3) Central subspace 𝐸𝑤 = 𝑠𝑝𝑎𝑛{𝑤1, … , 𝑤𝑛𝑤}: it is composed of the eigenvectors 
corresponding to the eigenvalues satisfying 𝑅𝑒(𝜆𝑖) = 0. 
Different types of eigenvalues mean that different types of fixed points. When the 
eigenvalues of fixed points are real and greater than zero, the fixed points are unstable 
nodes; when the eigenvalues of fixed points are real and less than zero, the fixed points 
are stable nodes. In two-dimensional system, when the fixed point has the characteristic 
value of the pure imaginary number, the fixed point is the center; when the characteristic 
value of the fixed point is the conjugate complex number whose real part is not zero, the 
fixed point is the focus, and the real part of the characteristic value determines the 
stability of the focus; when the two characteristic values of the fixed point are positive 
and negative real number, the fixed point is the saddle point. 
2.1.3 Stable and unstable manifolds 
Compared with the stable and unstable subspaces of the linearized system, the fixed point 
of the nonlinear system has local stable manifolds 𝑊𝑙𝑜𝑐
𝑠 (𝑥0) and local unstable 
manifolds 𝑊𝑙𝑜𝑐
𝑢 (𝑥0). 
If 𝑥0 is a fixed point and 𝑈 is a neighborhood of 𝑥0, then the following set of points 
exists: 
𝑊𝑙𝑜𝑐
𝑠 (𝑥0) = {𝑥 ∈ 𝑈|𝐹𝑜𝑟 ∀𝑡 ≥ 0, 𝜙𝑡(𝑥) ∈ 𝑈, 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑡 → +∞,𝜙𝑡(𝑥) → 𝑥0. }  
𝑊𝑙𝑜𝑐
𝑠 (𝑥0) = {𝑥 ∈ 𝑈|𝐹𝑜𝑟 ∀𝑡 ≥ 0, 𝜙𝑡(𝑥) ∈ 𝑈, 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑡 → −∞,𝜙𝑡(𝑥) → 𝑥0. } 
𝑊𝑙𝑜𝑐
𝑠 (𝑥0) and 𝑊𝑙𝑜𝑐
𝑢 (𝑥0) are locally stable manifolds and locally unstable manifolds of 
fixed point 𝑥0, respectively. They are related to the stable and unstable subspaces of the 
linearized system. 
 
Figure 2-1 Invariant manifolds of the nonlinear dynamical system and invariant 
subspaces of the linearized system. 
Stable manifold theorem: if there is a hyperbolic fixed point 𝑥0 in the nonlinear 
system ?̇? = 𝑓(𝑥), there are local stable manifolds 𝑊𝑙𝑜𝑐
𝑠 (𝑥0) and local unstable 
manifolds 𝑊𝑙𝑜𝑐
𝑢 (𝑥0), which are tangent to the stable 𝐸
𝑠 and unstable subspaces 𝐸𝑢 of 
the linearized system, have the same dimensions 𝑛𝑠 and 𝑛𝑢. 
Local stable and unstable manifolds can be extended to global stable 𝑊𝑠(𝑥0) and 
unstable manifolds 𝑊𝑢(𝑥0). The global stable manifold is a set of points which satisfy 
the requirement of 𝜙𝑡(𝑥) → 𝑥0 when time 𝑡 → +∞. By moving the points in 𝑊𝑙𝑜𝑐
𝑠 (𝑥0) 
along the negative direction of time, 𝑊𝑠(𝑥0) can be obtained. The corresponding global 
unstable manifold is a set of points with 𝜙𝑡(𝑥) → 𝑥0 when time 𝑡 → −∞. 𝑊
𝑢(𝑥0) can 
be obtained by moving the points in 𝑊𝑙𝑜𝑐
𝑢 (𝑥0) along the positive direction of time. 
The properties of intersection and tangling between the stable and unstable manifolds are 
often used to explain some complex phenomena in dynamical systems. In autonomous 
systems, stable and unstable manifolds can only intersect at fixed points. In addition to 
fixed points, stable manifolds and unstable manifolds can only completely coincide or 
have no intersection. When the stable manifold and the unstable manifold coincide 
completely, the orbit is called the homoclinic or heteroclinic orbit. 
When a stable manifold and an unstable manifold are connected at the same fixed point, 
their orbits are called homoclinic orbits. Accordingly, when a stable manifold and an 
unstable manifold connect different fixed points, their orbits are called heteroclinic orbits. 
In a two-dimensional system, the fixed point connecting homoclinic orbit and 
heteroclinic orbit is saddle point, as shown in Figure 2-2. 
The homoclinic and heteroclinic orbits divide the phase space into several independent 
regions, and the properties of the system solution (the trajectory of the fluid particle) are 
determined by the region of the initial value. However, homoclinic orbit and heteroclinic 
orbit are unstable. Small disturbance can make them break up and produce homoclinic or 
heteroclinic bifurcations.  
   
(a) Heteroclinic orbit 
  
(b) Homoclinic orbit 
Figure 2-2 Homoclinic orbit and heteroclinic orbit 
 
At this time, the homoclinic and heteroclinic orbits connecting saddle point will break up 
and different regions will no longer be independent of each other. For a fluid, the region 
of flow can be regarded as the phase space, in which the stable and unstable manifolds 
are the transport boundaries. When the disturbance is unsteady, there will be a cross-
section intersection between the stable manifold and the unstable manifold, which means 
the mass exchange between different regions. 
2.2 Lagrangian Coherent Structures 
From the dynamical systems viewpoint, the flow with a velocity field 𝐮(𝐱, 𝑡) can be 
expressed as, 
?̇?(𝑡; 𝑡0, 𝐱0) = 𝐮(𝐱, 𝑡), 𝐱 ∈ 𝑈. (6) 
where 𝐱(𝑡; 𝑡0, 𝐱0) is the trajectory of a fluid particle starting at initial position 𝐱0 at time 
𝑡0 . The positions 𝐱(𝑥
1, 𝑥2) vary in two-dimensional flow domain U. 
Actually, Eq.(6) is a nonlinear ordinary differential equation, which is the focus of study 
in dynamical systems theory. Hyperbolic fixed points and their associated stable and 
unstable manifolds are known to be organizing structures in dynamical systems. If the 
flow is steady, it is easy to locate the singular points and their associated stable and 
unstable manifolds, which divide the flow field into several regions. However, the flow in 
a turbulent flame is a kind of finite-time transient flow. Traditional concepts of stable and 
unstable manifolds are no longer available in such finite-time flow. To tackle this 
problem, Haller and Yuan 错误!未找到引用源。 proposed new concepts, namely finite-
time stable and unstable manifolds. Following the definition, finite-time unstable and 
stable manifolds, which form the Lagrangian coherent structures of the flow, are the 
boundaries or separatrix of the different dynamic regions in the flow. 
The key to the Lagrangian description of fluid motion is the flow map, 
𝐹𝑡0
𝑡 = 𝐱(𝑡; 𝑡0, 𝐱0), 𝐱 ∈ 𝑈. (7) 
A material surface is a surface which consists of the same material particles all the time. 
Considering a hypersurface 𝑀(𝑡0) of initial positions. As shown in Fig.2-3, a material 
surface 
𝑀(𝑡) = 𝐹𝑡0
𝑡 (𝑀(𝑡0)) (8) 
will then then be the time-t position of the initial surface 𝑀(𝑡0) evolving under the flow. 
 
Figure 2-3 Material surface evolving under the flow. 
Lagrangian Coherent Structures was proposed by Haller and Yuan 错误!未找到引用
源。 to describe the most repelling, attracting, and shearing material surfaces that form 
the skeletons of Lagrangian particle dynamics. Such surfaces can be used to 
understanding the mass transport of flows and forecast large-scale flow features and 
mixing events. In fact, flow is a kind of nonlinear dynamic system. The concept of 
manifolds offers major help in analyzing Lagrangian coherence in time-independent, 
time-periodic, and quasi-periodic velocity fields. For unsteady flow, Haller proposed the 
concept of finite-time stable and unstable manifolds to analyze the flow. 
The finite-time stable manifolds are regarded as repelling LCSs because the fact that the 
stable manifolds have maximum repelling rate and are defined as locally maximum 
repelling material surfaces. Similarly, the finite-time unstable manifolds also are regarded 
as attracting LCSs and are defined as locally maximum attracting material surfaces.错误!
未找到引用源。 The finite-time unstable and stable manifolds which form the 
Lagrangian coherent structures (LCSs) of the fluid are the boundaries of the different 
dynamic regions in the flow. Lagrangian coherent structure is a method which are able to 
describe a system from viewpoint of Lagrangian and nonlinear dynamics. Most of 
traditional flow field numerical methods are based on Eulerian perspective, such as 
streamline and vorticity distribution. However, for the unsteady flow, Eulerian 
description can only describe the instantaneous state of flow but not to reveal the 
dynamic properties. That is, the Eulerian descriptions are difficult to accurately describe 
complicated dynamic behaviors of the transient flows. However, Lagrangian description 
of the fluid and nonlinear dynamics are able to describe the dynamic properties (such as 
the stability) and complicated dynamic behaviors of flow. 
In fact, the combustion process is rich in nonlinear dynamics behaviors. Some useful 
results of the combustion process can be obtained from the point of view of dynamics. 
Lagrangian coherent structure (LCS) can be used to restructure the dynamic behaviors 
and special structures of temperature field and velocity field. After appropriate treatment 
and analysis, LCS can be used to analyze combustion problems, such as mass transport. 
In dynamic systems, Lyapunov exponents can be applied to describe the attracting or 
repelling of system trajectories. To some extent, the Lyapunov exponent indicates the 
average convergence or divergence exponential rate of adjacent trajectories in phase 
space. In finite-time dynamical systems, Haller and Shadden proposed to use finite-time 
Lyapunov exponents to measure the contraction or expansion of trajectories in the fluid 
field. The finite-time stable and unstable manifolds of the fluid system are identified as 
the LCS of the system, and LCS is suggested as the boundary of the flow field. 
Therefore, if two fluid particles are separated by a small distance at time 𝑡0 , and their 
positions are 𝐱0 and 𝐱0 + 𝛿𝐱0, respectively, and then at time 𝑡 , 
𝛿𝐱 = 𝐱(𝑡; 𝑡0, 𝐱0 + 𝛿𝐱0) − 𝐱(𝑡; 𝑡0, 𝐱0)
= 𝐹𝑡0
𝑡 (𝐱0 + 𝛿𝐱0) − 𝐹𝑡0
𝑡 (𝐱0)
= 𝛻𝐹𝑡0
𝑡 (𝐱0)𝛿𝐱0 + 𝑜(∥𝛿𝐱∥
2)
(9) 




= √𝑒∗ ⋅ 𝛻𝐹𝑡0
𝑡 (𝐱0)∗ ⋅ 𝛻𝐹𝑡0
𝑡 (𝐱0) ⋅ 𝑒|𝛿𝐱0|
(10) 
where 𝑒 = 𝛿𝐱0/|𝛿𝐱0|, and * denotes transpose of matrix. The stretching coefficient 





= √𝑒∗ ⋅ 𝛻𝐹𝑡0
𝑡 (𝐱0)
∗ ⋅ 𝛻𝐹𝑡0
𝑡 (𝐱0) ⋅ 𝑒
= √𝑒∗ ⋅ 𝐶(𝐱0) ⋅ 𝑒
(11) 




𝑡 (𝐱0) (12) 
 
Figure 2-4 Physical meaning of eigenvalues and eigenvectors of right Cauchy-Green 
tensor. 
where 𝐶(𝐱0) is a n×n (n is the dimension of the flow) symmetric positive definite 
matrix, 𝜉𝑖 (i=1,2...n) denotes the eigenvectors of 𝐶(𝐱0), 𝜆𝑖 (i=1,2...n) is the eigenvalues 
associated with 𝜉𝑖. The eigenvalues and the corresponding eigenvectors satisfy, 
𝐶𝜉𝑖 = 𝜆𝑖𝜉𝑖, |𝜉𝑖| = 1; 0 < 𝜆1 < ⋯ < 𝜆𝑛 𝜉𝑖 ⊥ 𝜉𝑗, 𝑖 ≠ 𝑗 (13) 
Figure 2-4 shows the physical meaning of the eigenvalues and the corresponding 
eigenvectors of the right Cauchy-Green tensor. An infinitesimally small sphere initialized 
at point 𝐱0 is carried by the flow into a small ellipsoid, whose n principal axes are 
aligned with the vectors 𝑟𝑖(𝐱0) = 𝛻𝐹𝑡0
𝑡 (𝐱0)𝜉𝑖(𝐱0). The length of the i-th principal axis is 
√𝜆𝑖(𝑥0) times the radius of the initial sphere. 
For incompressible two-dimensional flow, 𝐶(𝐱0) is a 2×2 symmetric positive definite 
matrix, 𝜉1 and 𝜉2 denote the eigenvectors of 𝐶(𝐱0), 𝜆1 and 𝜆2 are the eigenvalues 
associated with 𝜉1 and 𝜉2, respectively. 
The deformation of the fluid particle includes tension, compression and rotation in 
different directions, and 𝐶(𝐱0) can be used to describe the tension and compression of 
fluid clusters. In the time interval |𝑡 − 𝑡0|, FTLE can be expressed by the maximum 






As mentioned above, the FTLE field contour is used to capture the LCSs in flow in this 
thesis. The velocity field, which is obtained by simulation, is used to integral to get the 
trajectories of the particles. After obtaining FTLE in the flow field, the contours that will 
visualize LCSs in the flow field are plotted further. 
Then, the repelling LCSs, material lines with maximum repelling rate, can be depicted by 
the contour plot of FTLE field with 𝑡 − 𝑡0 > 0, and the attracting LCSs can be depicted 
by the contour plot with 𝑡 − 𝑡0 < 0. As shown in Fig. 2-5, the attracting LCS is the most 
attractive material line locally, while the repelling LCS is the most repulsive material line 
locally. With the evolution of time, attracting LCS will attract the surrounding fluid 
clusters, and the repelling LCS will repel the surrounding fluid clusters. 
 
Figure 2-5 Characteristics of attracting and repelling LCS. 
2.3 Computational Strategy 
By calculating the FTLE field, LCS is effectively captured. The goal of LCSs calculation 
is to calculate the FTLE field. The strategy for calculating FTLE fields is simple. In 
essence, a grid of fluid particles is advected and the deformation of the grid is used to 
compute the distribution of the FTLE field. It is worth noting that to calculate the FTLE 
field, we need the trajectory information on the point grid. The trajectory information 
over a grid of fluid particles is needed to calculate the FTLE field Trajectory information 
usually comes from the post-processing of velocity field data from CFD or experiments. 
In order to obtain the trajectory information of the flow field, it is necessary to build grids 
in the flow field. As shown in the Fig.2-6, the Cartesian grid is constructed as the main 
grid in the flow field. Then, a set of auxiliary grids is designed with the nodes of the main 
grid as the center. The FTLE field is calculated by the trajectory information of the nodes 
of the main and auxiliary grids. 
 
Figure 2-6 The main grid and auxiliary grid in 3D case. 
Taking the main grid node 𝑃 point in the Fig. 2-6 as an example, the construction of 
auxiliary grid based on the main grid is shown. Let the coordinates of 𝑃 be written as 
(𝑥0, 𝑦0, 𝑧0). Then two points on the x-axis with a distance of 𝛿1 from the node 𝑃 are 
used as two nodes of the auxiliary grid. The coordinates of these two nodes are (𝑥0 −
𝛿1, 𝑦0, 𝑧0) and (𝑥0 + 𝛿1, 𝑦0, 𝑧0), respectively. In the same way, two points on the y-axis 
with a distance of 𝛿2 from the node 𝑃 are used as two nodes of the auxiliary grid, and 
the coordinates of these two nodes are (𝑥0, 𝑦0 − 𝛿2, 𝑧0) and (𝑥0, 𝑦0 + 𝛿2, 𝑧0), 
respectively. Also, the two points on the z-axis with a distance of 𝛿3 from the node 𝑃 
are used as two nodes of the auxiliary grid, and the coordinates of these two nodes are 
(𝑥0, 𝑦0, 𝑧0 − 𝛿3) and (𝑥0, 𝑦0, 𝑧0 + 𝛿3), respectively. Then, all the nodes in the main grid 
are operated as described above to establish its auxiliary grids. 
Generally, LCSs in the flow field data can be obtained by following steps. 
(1) The velocity field distribution at different time of time-varying flow field can be 
obtained from simulation or experiment data. 
?̇?(𝑡; 𝑡0, 𝐱0) = 𝐮(𝐱, 𝑡) (15) 
(2) By selecting a certain time interval[𝑡0, 𝑡], the trajectory 𝐱(𝑡) of nodes on the 
auxiliary grid around each main grid node beteween time interval[𝑡0, 𝑡] are integrated by 
the velocity field distribution at different time. 
𝐱(𝑡) = 𝐱0 + ∫ 𝐮
𝑡
𝑡0
[𝐱(𝜏), 𝜏]𝑑𝜏 (16) 
(3) Using the finite difference scheme to calculate the deformation gradient tensor from 
the data of adjacent grid nodes. This deformation gradient tensor corresponds to the node 










𝑥(𝑡; 𝑡0, 𝐱0 + 𝛿1) − 𝑥(𝑡; 𝑡0, 𝐱0 − 𝛿1)
|2𝛿1|
𝑥(𝑡; 𝑡0, 𝐱0 + 𝛿2) − 𝑥(𝑡; 𝑡0, 𝐱0 − 𝛿2)
|2𝛿2|
𝑥(𝑡; 𝑡0, 𝐱0 + 𝛿3) − 𝑥(𝑡; 𝑡0, 𝐱0 − 𝛿3)
|2𝛿3|
𝑦(𝑡; 𝑡0, 𝐱0 + 𝛿1) − 𝑦(𝑡; 𝑡0, 𝐱0 − 𝛿1)
|2𝛿1|
𝑦(𝑡; 𝑡0, 𝐱0 + 𝛿2) − 𝑦(𝑡; 𝑡0, 𝐱0 − 𝛿2)
|2𝛿2|
𝑦(𝑡; 𝑡0, 𝐱0 + 𝛿3) − 𝑦(𝑡; 𝑡0, 𝐱0 − 𝛿3)
|2𝛿3|
𝑧(𝑡; 𝑡0, 𝐱0 + 𝛿1) − 𝑧(𝑡; 𝑡0, 𝐱0 − 𝛿1)
|2𝛿1|
𝑧(𝑡; 𝑡0, 𝐱0 + 𝛿2) − 𝑧(𝑡; 𝑡0, 𝐱0 − 𝛿2)
|2𝛿2|













𝑡 (𝐱0) (17) 
(5) Finally, the maximum eigenvalue of the right Cauchy green tensor of each node on 
the main grid can be calculated and its distribution field can be drawn. The isolines can 
be drawn in the distribution field, and the highest isoline is the finite time stable manifold 
of the flow field, that is, the repelling LCSs. On the contrary, the highest isolines 
obtained along the time inverse integration is the finite time unstable manifold of the flow 
field, that is, the attracting LCSs. 
 
Figure 2-7 The main grid and auxiliary grid in 2D case. 
The computational strategy of the LCSs in 3D flow field is described above, and the 
computational strategy in 2D flow field is the same. Fig. 2-7 shows the main grid and 
auxiliary grid in 2D flow field. Different from the 3-D case, the deformation gradient 








𝑥(𝑡; 𝑡0, 𝐱0 + 𝛿1) − 𝑥(𝑡; 𝑡0, 𝐱0 − 𝛿1)
|2𝛿1|
𝑥(𝑡; 𝑡0, 𝐱0 + 𝛿2) − 𝑥(𝑡; 𝑡0, 𝐱0 − 𝛿2)
|2𝛿2|
𝑦(𝑡; 𝑡0, 𝐱0 + 𝛿1) − 𝑦(𝑡; 𝑡0, 𝐱0 − 𝛿1)
|2𝛿1|







The LCSs of the flow field can be obtained by the above method. It should be noted that 
the quality of the grids needed to calculate LCS is high and a large number of grids are 
needed. When dealing with practical problems, the accuracy of LCS and the amount of 
grid need to be balanced. 
  
3 Numerical Simulation 
3.1 Geometry and boundary condition 
The burner structure is shown in Fig.3-13-13-1. The burner consists of two concentric 
nozzles, namely, the central nozzle and the piloted flame nozzle. The inner diameter and 
the wall thickness of the central nozzle are 2 mm and 0.5 mm respectively. The piloted 
flame nozzle is an annular area with an inner diameter of 5 mm, and the wall thickness 
between the co-flow and the piloted stream varies linearly from 2 mm to 0.5 mm. 
 
(a) Schematic diagram of the burner;    (b) Size of the burner. 
Figure 3-1 Geometry of the piloted flame burner. 
 
Figure 3-2 Geometry of the simulation domain. 
Considering that the diffusion turbulent flame generated by the piloted flame burner is an 
axisymmetric flame, it can be abstractly simplified as a two-dimensional plane 
axisymmetric flame for numerical simulation to reduce the computational complexity. 
The simplified geometric model of the computational domain is shown in Fig.3-2. The 
length of the simulation domain starts from the inlet of fuel flow and extends 1000mm 
along the axial direction. The width starts from the central axis and extends 35mm along 
the radial direction. 
The main jet flow and piloted jet flow are composed of methane and air, and the co-flow 
is air. The boundary conditions of all inlets are set as velocity inlet, and the outlet is set as 
a pressure outlet. The boundary conditions of walls are non-slip boundary conditions. The 
wall of the burner is adiabatic and the temperature of the outermost wall in the domain is 
set to 300 K. 
Table 1 The boundary conditions of piloted flame case A. 
 Main jet Piloted flame jet Co-flow Outlet 
Boundary condition type velocity inlet pressure outlet 
Velocity(m/s) 33.44 0.515 0.414 – 
Temperature(K) 300K 
Pressure(atm) 1 
Components 5.5%𝐶𝐻4,94.5%𝐴𝑖𝑟 𝐴𝑖𝑟 
 
3.2 Grid and independence verification  
 
Figure 3-3 The mesh of the simulation domain. 
Structured grid is used for numerical simulation in this dissertation. First of all, the work 
of grid independence verification needs to be done. 
As in references [102] and [103], the Richardson extrapolation method is used to analyze 
three different grids to complete the grid independency study. Three sets of different 
grids were used to simulate case1, and then the maximum temperature obtained from the 
three sets of grids was compared to verify the grid independence. 
These grids respectively composed of 12136 cells (grid 1), 50 3198cells (grid 2) and 
199095 cells (grid 3). The results of the grid dependency study are shown in Table 2. RE 
represents the solution of the Richardson extrapolation, R the ratio of errors, and p the 
order of accuracy. Since the value of R was less than 1, all integral quantities converged 
monotonically for different angles of attack. 
















As shown in Fig.3 3, the simulated grids consist of 50 5540 nodes and 50 3198 cells. This 
grid 3 is used for the current simulations. The minimum orthogonal quality of the mesh is 
0.78, the maximum ortho skew of the mesh is 0.12, and the maximum aspect ratio of the 
mesh is 7.44. 
3.3 Different simulation case setups 
Table 3 The boundary conditions of other six piloted flame cases. 









2 24.15 3050 5.5%𝐶𝐻4,94.5%𝐴𝑖𝑟 1 
3 28.45 3610 5.5%𝐶𝐻4,94.5%𝐴𝑖𝑟 1 
4 33.44 4246 4.95%𝐶𝐻4,95.05%𝐴𝑖𝑟 0.9 
5 33.44 4246 6.0%𝐶𝐻4,94.0%𝐴𝑖𝑟 1 
6 50.00 6369 5.5%𝐶𝐻4,94.5%𝐴𝑖𝑟 1 
7 33.44 4246 8.0%𝐶𝐻4,92.0%𝐴𝑖𝑟 1.5 
 
In the following work, seven cases are simulated to study the effect of different Reynolds 
numbers and CH4 equivalence ratios on transport process of the piloted flame. The 
detailed boundary conditions of the case 1 is shown in Table 1. In addition, in order to 
study the difference of material transport process in turbulent flame under different 
Reynolds numbers and CH4 equivalence ratios, another six numerical examples are 
simulated under different CH4 equivalence ratios and Reynolds numbers respectively. 
The fuel flow velocity, the corresponding Reynolds number and the component mass 
fraction of these examples are shown in Table 3. The flames are turbulent because the 
Reynolds numbers are higher than 2000 in all seven cases. 
The RNG k-e turbulence model based on Reynolds-averaged Naiver–Stokes equations is 
chosen as the turbulence model, and other body forces such as gravity are neglected. The 
flame belongs to a complex free-diffusion jet, so the non-premixed combustion model is 
adopted in the combustion model. The coupled algorithm is used for the coupled 
equations of velocity and pressure. The second-order scheme is used for the spatial 
discretization of pressure. The second-order upwind scheme is used for the other terms of 
the governing equation. 
  
4 Results and discussion 
Based on the numerical simulation results, the distributions of the FTLE fields, including 
the repelling and attracting LCSs, are calculated respectively to demonstrate the dynamic 
behaviors of the turbulent flame. Local ridges in the FTLE distribution map can be 
extracted as LCSs. Following the definition, LCS can be regarded as the boundary of the 
flow, so the fluid particles on both sides cannot pass through the LCS. The fluid on both 
sides of an attracting LCS will gradually approach the attracting LCS, and the fluid 
particles on both sides of a repelling LCS will gradually move away from the repelling 
LCS. 
4.1 Comparison of temperature field between numerical 
simulation and experiment 
Comparison of temperature field between numerical simulation and experiment to verify 
the accuracy of the numerical simulation results, the experiment of the piloted flame 
burner was also carried out. Fig.4-1 is the experimental setup designed in this thesis. The 
mixture of methane and dry air is supplied to the main flame flow and the piloted flame 
flow of the burner. The co-flow between the burner and the wall is air. The size of the 
burner is exactly the same as that of the numerical simulation in Chapter 3. 
At a distance of 45mm above the burner, 5 layers of thermocouples are set to measure the 
temperature above the flame. The detailed distribution of thermocouples is shown in 
Fig.4-2. The 5-layer thermocouples are all distributed in a vertical plane passing through 
the central axis of the burner. The thermocouple distance between two adjacent layers is 
14mm. There are 5 thermocouples in each layer, and the coordinate axis in X direction as 
shown in Fig.4-2 is established. Then the coordinates of each layer of thermocouples are - 
8mm, - 3.5mm, 0mm, 3.5mm, 8mm respectively. 
 
Figure 4-1 The experiment setup of the piloted flame burner. 
 
Figure 4-2 Distribution of thermocouples. 
For the experimental process, the boundary conditions in case 1 are employed. During the 
experiment, the flow rate of methane in the main flow is 0.6 L / min, and the flow rate of 
dry air is 5.7 L / min. The flow rate of methane in the piloted inlet is 0.22 L / min, and the 
flow rate of dry air in the piloted inlet is 2L / min. The flow rate of the air compressor in 
the wake is 100L / min. The temperature of all these gases is controlled at 300K. Then, 
the results of experiment and numerical simulation in case 1 are compared. As shown in 
Fig. 4-3, the experimental results are in good agreement with the numerical simulation, 
and the temperature distribution is very similar with small error. Therefore, the numerical 
simulation results can be considered reliable. 
 
(a) Experiment results. 
 
(b) Numerical simulation results. 
Figure 4-3 Comparison of temperature field between numerical simulation and 
experiment. 
4.2 Surface of flame 
In the burner, there are many free radicals in the combustion process, such as O radicals, 
H radicals, OH radicals and so on. However, the OH radicals exist longer than other free 
radicals. The mass fraction map of OH radicals is often used to represent reaction areas in 
research, and the boundary of the OH cloud map is defined as the flame surface. For 
these three cases, the attracting LCSs are then extracted from the FTLE fields. Then, the 







































Figure 4-10 Distribution of OH and attracting LCSs near the burner in case 7. 
As shown in Fig.4-4--Fig.4-10, the black lines are the attracting LCSs. For all these 
cases, the attracting LCSs A1 and A2 divide the domain into 3 regions, namely the main 
jet region, the piloted jet region and the co-flow region. 
For these seven cases, the attracting LCS A2 nearly coincides with the boundary of the 
OH mass fraction map in the upper reaches of the flame. The distribution of OH mass 
fraction is changing with the evolution of time, the attracting LCS A2 also follows the 
changes in the distribution of the OH mass fraction. Therefore, the attracting LCS can be 
considered as the surface of the turbulent flame near the burner. 
Considering the 7 cases, there are different Reynolds numbers and CH4 equivalence 
ratios. So, under different Reynolds numbers and CH4 equivalence ratios, the attracting 
LCS can be considered as the surface of the turbulent flame near the burner. The 
attracting LCS is more suitable as the boundary of the flame because the essence of LCS 
is the material line. 
4.3 Vortex movement and mass transport 
Both repelling LCSs and attracting LCSs that evolved over time in case 1 are shown in 
Fig.4-11. The black lines are repelling LCSs which are extracted from the forward FTLE 
field, and then the extracted repelling LCSs are superimposed on the backward FTLE 
distribution field. The background is the backward FTLE distribution, and the local 
ridges are considered as attracting LCSs. These LCSs can be considered as the 





















Figure 4-11 Changes of repelling and attracting LCSs at different times in case 1. 
As shown in Fig.4-11, considering that LCS can be regarded as the boundary of flow 
field, the entire flow field is divided into three regions by attracting LCS A1 and A2, 
namely, the co-flow region, the piloted jet region, and the main jet region. The piloted jet 
region is surrounded by LCS A2 and A1, and the main jet region is surrounded by the 
attracting LCS A1 and the symmetry axis, and the rest region is the co-flow region. 
As shown in Fig.4-11(a), when t = 0.025s, it can be seen that the vortex V1 surrounded 
by attracting LCS A3 is moving downstream along the attracting LCS A1. As presented 
in Fig.4-11 (b), the vortex V2 surrounded by the attracting LCS A4 and the repelling LCS 
R1 is located near the burner. The vortex V1 is attracted in the process of flowing 
downstream along the attracting LCS A1 at t=0.03s because the LCS A1 attracts the 
surrounding fluid to move downstream. Therefore, vortex V1 is stretched longer with the 
development of time. In the process of moving downstream, the repelling LCS R1 
surrounding vortex V2 breaks and disappears. Therefore, vortex V2 can continue to 
absorb the surrounding fluid by attracting LCS A4, making its volume increase. There is 
a vortex V3 generated near the front edge of the burner in the polled jet region. At this 
time, the volume of vortex V3 is relatively small, and its boundary consists of attracting 
LCS A5 and repelling LCS R2. When t = 0.035s, as shown in Fig.4-11 (c), vortices V1, 
V2 and V3 begin to move downstream, and the distance of vortex V1 moving 
downstream is relatively large. When t = 0.04s, it can be seen from Fig.4-11 (d) that the 
attracting LCS A5 gradually rotates into the inner part of vortex V3 in a counterclockwise 
direction. During the counterclockwise movement of the attracting LCS A5, the fluid 
between the repelling LCS R3 and the attracting LCS A5 enters into vortex V3, making 
the volume of vortex V3 continuously increase. 
When t = 0.045s, the volume of vortex V3 continues to increase, while vortex V2 is 
gradually attracted by the attracting LCS A1 and move to the original position of vortex 
V1. As time goes on, vortex V3 gradually moves to the position of vortex V2 at t=0.025s, 
and the behavior of vortex V2 is consistent with that of vortex V1. The attracted LCS A1 
moves downstream and stretches along the mainstream direction in the process of moving 
downstream. It can be seen from Fig.4-11 (f) that vortex V3 moves to a position slightly 
far away from the burner after the volume of vortex V3 increases to a certain extent. At 
this moment, vortex V4 formed by the attracting LCS A6 and the repelling LCS R3 are 
generated again. As shown in Fig.4-11 (g)—Fig.4-11(i), the volume of vortex V4 is also 
increasing in this process and moving downstream. The increase of the volume of vortex 
V4 is consistent with that of vortex V3, and the movement process of vortex V3 is like 
that of vortex V2. Vortex V2 will eventually break away from the piloted jet region. 
Fig.4-11 (j) shows that a new vortex V5 is generated at t=0.07s. 
To sum up, there is constant vortex generation and growth in the piloted jet region near 
the burner, and these vortices will move downstream. And with the attraction of the 
attracting LCS A1, these vortices gradually leave the piloted jet region and enter the co-
flow region during the downstream movement, and continue to move downstream. 
In addition, it can be found that there are many repelling LCSs arranged in sequence in 
the burner. In the process of moving downstream, each repelling LCS eventually forms a 
new vortex with an attracting LCS. In addition, it can be found that these repelling LCS 
intersect with the attracting LCS A2. Therefore, these repelling LCSs exist in both the 
piloted jet region and the co-flow region. As shown in Fig.4-11 (a), the fluid between the 
repelling LCSs R1 and R2 cannot directly pass through the repelling LCSs R1 and R2. 
With the development of time, the repelling LCS R1 breaks and a part of it disappears 
when t = 0.03s, so that the fluid between R1 and R2 can be attracted by the attracting 
LCS A3. Obviously, when t = 0.035s, the repelling LCS R2 is closer to vortex v2. The 
movement behaviors of repelling LCS R3 and R4 are same. 
In the upper reaches of the co-flow region, the repelling LCSs divide the fluid into many 
ribbons, which will be gradually attracted by the main jet in the process of the 
downstream moving of the fluid. 
These attracting and repelling LCSs in the flow field can well describe the mass transport 
and vortex movement in the combustion process of the piloted flame. On the whole, the 
fluid in the three regions basically does not mix with each other during the whole process. 
First of all, the fluid in the co-flow region will not pass through the attracting LCS A2, 
but the fluid in the piloted jet region will break through the attracting LC SA2 in the form 
of a vortex and enter the co-flow region. However, the fluid in the co-flow region and 
piloted jet region can never pass through the attracting LCS A1 all the time, so the main 
jet region will not exchange and transport fluid with the other two regions. 
Nevertheless, the main jet region appears to attract the other two regions in the entire 
process, which is consistent with the characteristic that the boundary of the main jet 
region is attracting LCS. Moreover, it can be found that the lower reaches of the main jet 
region is wider than the upper reaches, which also conforms to the characteristics of the 
attracting LCS. The attracting LCS A1 will absorb the surrounding fluid, including the 
fluid below the attracting LCS A1 so that the main jet region will be widened. In 
addition, we can see that the velocity of the main jet is much faster than the velocities of 
the piloted jet and the co-flow from the third chapter. Therefore, it can also be understood 
from Bernoulli’s equation that the pressure in the main jet region is smaller than that in 
the other two regions, so the fluid in the other two regions will be attracted due to the 
pressure difference. 
4.4 Influences of Reynolds number on the mass transport the 
motion of vortices 
In order to study the influence of Reynolds number on the mass transport and the motion 
of vortices, this paper studies the evolution of the attracting and repelling LCSs in cases 
with different Reynolds numbers, namely case 1, case 2, case 3 and case 6. From the third 
chapter, we can see that case 1, case 2, case 3 and case 6 have the same boundary 





















Figure 4-12 Changes of repelling and attracting LCSs at different times in case 2. 
The velocity of the main jet in case2 is 24.15m/s, corresponding to the Reynolds number 
3050. The Fig.4-12 shows the evolution process of the attracting and repelling LCSs in 
case 2. Obviously, the whole flow field region is also divided into three regions by the 
attracting LCS A1 and A2, namely the co-flow region, the piloted jet region and the main 
jet region. 
When t = 0.025s, it can be found in Fig.4-12 (a) that the vortex V1 surrounded by the 
attracting LCS A3 is still in the piloted jet region. The volume of vortex V2 is smaller 
than that of vortex V1. Vortex V2 consists of repelling LCS R1 and attracting LCS A4. 
When t = 0.03s, vortex V1 moves downstream and the volume of vortex V2 increases. 
Comparing with case 1, it can be found that the volume increment of vortex V2 is similar 
to the volume increment of the vortex in case 1. Comparing with case 1, it can be found 
that the volume increment mode of vortexes is similar to that of vortex in case 1, which is 
to attract the fluid between the repelling LCS R2 and the attracting LCS A4 by 
anticlockwise rotation of the attracting LCS A4. Similarly, a new vortex V3 is generated 
at the front edge of the burner. 
As presented in Fig.4-12 (c), when t = 0.035s, vortex V1 leaves the piloted jet region. 
The reason why vortex V1 can leave the piloted jet region is that the attracting LCS A2 
has a short-term rupture. When vortex V1 leaves the piloted jet region, the attracting LCS 
A2 will quickly close again. At this time, the volume of vortex V3 increases slowly as 
that of vortex V2. 
From the observation of vortex V3 in Fig.4-12 (c) and Fig.4-12 (d), it can be seen that the 
increasing process of vortex V3 is obvious. The fluid between repelling LCS R3 and the 
attracting LCSs A5 and A2 will enter into vortex V3 along the gap between the attracting 
LCS A5 and the repelling LCS R2. By observing the evolution of the attracting and 
repelling LCSs in case 2, it can be found that there are many repelling LCSs in the 
burner, which will be transported out of the combustor and develop into vortexes in the 
future. The repelling LCSs located in the co-flow region divides the air in the co-flow 
region into many bands. The fluid between the repelling LCSs in the co-flow region will 
be attracted by the main jet. When the banded fluid is near the piloted jet region, the 
repelling LCS near the lower reaches of the banded fluid will break and disappear, and 
then the banded fluid will be adsorbed near the mainstream. 
It can be found that the moving process of vortexes is basically the same as that of case 1. 
The transport relations of the three regions are also completely consistent with case 1. 
The mass in the main jet region will not exchange with the other two regions, and the 






















Figure 4-13 Changes of repelling and attracting LCSs at different times in case 3. 
The velocity of the main jet in case 3 is 28.45m/s, the corresponding Reynolds number is 
3610 which is higher than case 2 and lower than case 1. As shown in Fig.4-13, the 
evolution of the attracting and repelling LCSs in case 3 are basically consistent with that 
in case 2. It can be seen from Fig.4-13 (a) that with t = 0.025s, vortex V1 is already at the 
edge of the piloted jet region. With the development of time, vortex V1 leaves the piloted 
jet region and enter the co-flow region. The evolution of vortex V2 is consistent with that 
of case 1. Through the anticlockwise motion of the attracting LCS A4, the fluid between 
the attracting LCSs A4, A2 and the repelling LCS R2 is attracted, which makes the 
volume increase, and then continues to develop downstream. From Fig.4-13 (d) to 
Fig.4-13 (e), it can be clearly seen that the vortex V2 is separated from the piloted jet 
region. 
In the same way, there will be a series of vortices in the pilot jet region near the burner in 
case 3, which will continuously generate in order. These vortices increase their volume 
by absorbing the surrounding fluid and then move downstream. Obviously, the velocity 
will be higher and higher along with the attraction of the main jet. Also, these vortices 
will be stretched and folded in the process of moving downstream. 
In addition, there is no mass transport between the co-flow region and the piloted jet 
region, nor between the main jet region and the other two regions. Obviously, when the 
Reynolds number is lower than case 1 but the turbulence is maintained, the vortex motion 
and mass transport laws basically unchanged. In order to further study the influence of 
Reynolds number on vortex motion and mass transport, the evolution of the attracting and 
repelling LCSs at higher Reynolds number is also simulated. The velocity of the main jet 





















Figure 4-14 Changes of repelling and attracting LCSs at different times in case 6. 
Figure 4-14 shows the evolution of the repelling and attracting LCSs near the burner at 
this Reynolds number. Similarly, the attracting LCSs A2 and A1 are attracted to divide 
the flow field into three regions. Obviously, compared with case 1, case 2, case 3, the 
evolution of both attracting and repelling LCSs has changed greatly. 
As shown in Fig.4-14 (a) that with t = 0.025s, the vortex V2 surrounded by the repelling 
LCS R1 and the attracting LCS A4 is in the co-flow region. In the piloted jet region, a 
new vortex V3 is generated. With the development of time, when t = 0.03s, it can be seen 
from Fig.4-14 (b) that the vortex V3 composed of the attracting LCS A3 and the repelling 
LCS R2 have rapidly separated from the piloted jet region and adhered to attracting LCS 
A1. For vortex V2, it continues to move downstream. Vortex V2 is gradually away from 
the main jet region, and a large part of the fluid enters the area between vortex V2 and the 
attracting LCS A1. When t = 0.035s, the vortex V2 enveloped by the repelling LCS R1 
breaks, indicating that the material transport inside the vortex is intensified caused by the 
vortex being stretched and attracted. Vortex V3 has moved downstream away from the 
attracting LCS A1. The fluid between vortex V3 and the attracting LCS A1 also comes 
from the upper reaches of the co-flow region. The new vortex V4 enveloped by the 
repelling LCS R3 is generated in the piloted jet region. Observing the positions of 
vortices V1, V2 and V3, it can be found that the vortices and the fluid from the co-flow 
region intersect each other due to the constant periodic attraction of the fluid from the co-
flow region to the main jet region, making vortex V2 below vortex V1 and vortex V3 
below vortex V2. 
As shown in Fig.4-14 (d), when t = 0.04s, the vortices V4 have separated from the piloted 
jet region, and the vortices V1, V2, V3 move downstream orderly. 
In the same way as case 1, 2, 3, vortices are generated periodically near the burners and 
fall off to the downstream. It can be predicted that the motion of subsequent vortices V5 
and V6 will be the same as that of vortices V1, V2, V3 and V4. Obviously, Figures 4-14 
(e) --4-14 (j) confirm such results. And these vortices will be farther and farther away 
from the main jet region in the process of moving downstream. 
The dry air located in the co-flow region is also divided into many bands by the repelling 
LCSs, which will be attracted by the main jet in the process of moving downstream. In 
case 1, the fluid between the repelling LCS does not move directly under the vortex to 
contact the attracting LCS A1. These fluids will be located above the vortex and will not 
be in direct contact with the attracting LCS A1. In case 6, the fluid between the repelling 
LCSs will move directly under the vortex due to the attraction of the attracting LCS A1, 
and directly contact to attracting LCS A1. As shown in Fig.4-14 (c), when t = 0.035s, part 
of the fluid between the repelling LCSs R2 and R3 has entered the bottom of vortex V3. 
With the development of time, when t = 0.04s, the fluid between repelling LCSs R2 and 
R3 will continue to be attracted to the lower reaches, and further to the lower reaches. 
On the whole, when the Reynolds number is less than a certain degree, the generation of 
vortex near the burner and the mass transport process are basically the same. However, 
the frequency of vortex formation increases with the Reynolds number. When the 
Reynolds number increases significantly, the volume of the piloted jet region will be 
greatly reduced, and the motion of the vortex will be different, and the vortex will leave 
the main jet region earlier. Also, the vortices will stack on the top of the main jet region, 
and more and more vortices will stack along with the downstream movement, which will 
lead to the vortices gradually away from the main jet region. 
As for the mass transport among the three regions, the flow in the piloted jet region will 
enter into the co-flow region along with the vortex. There is no mass transport between 
the main jet region and the other two regions. Fluid from the co-flow also does not enter 
the piloted jet region. 
4.5 Influence of CH4 equivalence ratio the mass transport the 
motion of vortices 
In order to study the influence of CH4 equivalence ratio on the mass transport process 
and the motion of vortices, the examples of different CH4 concentrations under other 
conditions are also simulated. These examples are case 1, case 4, case 5 and case 7. By 
tracking the evolution of the repelling and attracting LCSs in these cases, the similarities 





















Figure 4-15 Changes of repelling and attracting LCSs at different times in case 4. 
Firstly, Fig.4-15 shows the evolution of the repelling and attracting LCSs near the burner 
in case 4. The equivalence ratio of CH4 in case 4 is 0.9, that is, CH4 can burn 
completely. As shown in the above figure, the attracting LCSs A1 and A2 divide the 
whole flow field into three regions too. 
As shown in Fig.4-15 (a), the vortex V1 surrounded by the attracting LCS A3 moves 
downstream against the attracting LCS A1. At this moment, the vortex V1 is located in 
the co-flow region. The vortex V2 surrounded by the attracting LCS A4 is in the piloted 
jet region at t=0.025s, and vortex V2 attracts the nearby fluid to the interior through the 
anticlockwise rotation of the attracting LCS A4 to increase the volume. 
When t = 0.03s, the volume of vortex V2 increases and moves downstream. Vortex V1 
has moved rapidly downstream, and a new vortex V3 has been generated near the burner. 
When t = 0.035s, as shown in Fig.4-15 (c), the volume of vortex V3 increases rapidly by 
attracting the counterclockwise movement of the attracting LCS A5 and sucking the 
nearby fluid. Vortex V2 continues to move downstream and has moved to the bottom of 
the piloted jet region. 
When t = 0.04s, the volume of vortex V3 continues to increase, and its motion is similar 
to vortex V2. The repelling LCS R2, which is the boundary of vortex V3, also gradually 
breaks away. The breakup of the attracting LCS A2 can be observed in the leading edge 
of vortex V2, so that vortex V2 can enter the co-flow region from the piloted jet region. 
As shown in Fig.4-15 (e) with t=0.045s, vortex V2 moves rapidly downstream after 
leaving the piloted jet region. The repelling LCS R3 surrounding the vortex V3 has 
completely disappeared, and a new vortex V4 has been generated. 
It can be seen from the Fig.4-15 (f)- - Fig.4-15 (g) that the motion of vortex V3 is the 
same as that of vortex V2. Similarly, the motion of vortex V4 is the same as that of 
vortex V3. Therefore, in the case of the over-burning situation, there are also a series of 
vortices in the front edge of the burner. However, the velocity of the vortex in the piloted 
jet region under the over-burning situation is slower than the velocity of leaving the 
piloted jet region, and the vortex moves rapidly downstream along the surface of the 
attracting LCS A1 in the co-flow region. The movement of dry-air from the co-flow 
region is consistent with that summarized in case 1. The mass transport in the three 





















Figure 4-16 Changes of repelling and attracting LCSs at different times in case 5. 
Secondly, the equivalence ratio of CH4 in case 6 is 1.1, that is, CH4 cannot be 
completely burned. Fig.4-16 shows the evolution of the repelling and attracting LCSs 
near the burner in case 5. Like case 4, the whole flow field is also divided into three 
regions. As shown in Fig.4-16 (a), the vortex V2 surrounded by the attracting LCS A4 is 
in the piloted jet region at t=0.025s. Besides, the vortex V2 also sucks the fluid between 
the repelling LCS R1, the attracting LCSs A4 and A2 by the counterclockwise rotation of 
the attracting LCS A4. Vortex V3 is also generated in the middle of the piloted jet region. 
Vortex V3 consists of the repelling LCS R1 and the attracting LCS A5. With the 
development of time, vortex V2 continues to move downstream at t = 0.03s, and it has a 
trend of departing from the piloted jet region. The volume of vortex V3 increases 
continuously, and the way of volume increase is consistent with that of vortex V2. When 
t = 0.035s, the attracting LCS A2 gradually breaks, and vortex V2 is about to leave the 
piloted jet region. The volume of vortex V3 continues to increase and move downstream. 
Vortex V4 is generated at the leading edge of the burner, and its volume is relatively 
small. When t = 0.04s-0.065s, vortex V2 breaks away from the piloted jet region and 
enters the co-flow region. 
Obviously, the motion of vortex V4 should be the same as that of vortex V3 and vortex 
V2. However, it is obvious from the observation in Fig.4-16 (d)-Fig.4-16 (j) that the 
velocity of the vortex in case 5 is slower compared with case 4. In addition, the 
movement of dry air from the co-flow region is consistent with that summarized in case 
1. The mass transport in the three regions is also consistent. 
In order to further study the mass transport process, the extreme cases are considered in 
this study. If the equivalence ratio of CH4 in the fluid ejected from the main jet and 
piloted jet region is much higher than 1. In the case where a large amount of CH4 cannot 
be completely burned, will dry air from the co-flow region enter the piloted jet region and 
the main jet region? Therefore, in case 7, the equivalent ratio of CH4 is 1.5. In this case, 





















Figure 4-17 Changes of repelling and attracting LCSs at different times in case 7. 
Figure 4-17 shows the evolution of the LCSs in the vicinity of the burner when the CH4 
equivalence ratio is 1.5. When t = 0.025 s, the vortex V1 surrounded by the attracting 
LCS A3 and the repelling LCS R1 are in the middle of the piloted jet region. Also, vortex 
V1 tends to move downstream. The volume of vortex V2 is relatively small, which is 
generated at the front edge of the burner. When t = 0.035s, the volume of vortex V2 
increases slowly, and vortex V1 slowly moves downstream in the piloted jet region with 
the time development. Vortex V1 is gradually pulled and attracted by the attracting LCS 
A1 in the process of moving downstream. When t = 0.45s, the vortex V1 is still located at 
lower reaches of the piloted jet region and is stretched slenderer. In addition, the spiral 
motion that attracts LCS A3 makes the mass in the vortex more fully mixed. Vortex V2 
gradually increases and moves downstream, just like vortex V1. When t = 0.05s, as 
shown in Fig.4-17 (f), vortex V1 finally leaves the piloted jet region and enters the co-
flow region. Vortex V2 moves to the middle of the piloted jet region, and a new vortex 
V3 appears at the position where vortex V2 is generated. 
On the whole, the higher CH4 equivalence ratio has no great influence on the motion of 
the vortex, but the velocity of the vortex is indeed reduced. The piloted jet region is also 
larger. 
The dry air coming from the co-flow region is divided into strips by the repelling LCSs 
and absorbed by the attracting LCS A2. Moreover, the dry air coming from the co-flow 
region is close to the main jet region but cannot enter the main jet region and piloted jet 
region. 
From the point of view of mass transport, the case is also consistent with other 
equivalence ratio cases, and there is not much mass transport in the three regions. The 
main reason is that the fluid coming from the piloted jet region will enter the co-flow 
region, while the main jet region will not exchange with the other two regions. 
In conclusion, the CH4 equivalence ratio has little influence on the process of vortex 
movement and mass transport. With the increase of the CH4 equivalence ratio, the speed 
of vortex formation will decrease and the volume of the piloted jet region will increase. 
In addition, the transport process is not affected by the CH4 equivalent ratio. 
However, traditional Eulerian description methods such as streamlines and temperature 
distribution cannot locate this kind of mass transport phenomenon and describe the 
concrete boundaries of vortices. 
5 Conclusion 
It is of great significance to study the mass transport process and vortices movement of in 
turbulent flow. In this study, 2D transient simulations is conducted to investigate a 
premixed piloted turbulent flame by using LCS. And seven cases are simulated to study 
the effect of different Reynolds numbers and CH4 equivalence ratios on transport process 
of the piloted flame. The correctness of the numerical results is verified by comparing 
with the experimental results. The boundaries in the combustion field are captured by 
Lagrangian Coherent Structures, considering that LCS can be regarded as the boundary 
of a flow field. Then, the distribution of attracting LCSs and OH radical mass fraction is 
compared to study the surface of the flame. Finally, the motion of LCSs are tracked to 
analyze the vortices and the mass transport near the burner. The following conclusions 
can be drawn: 
1) Comparing the OH radical and LCS distributions of the piloted flame, it can be found 
that the attracting LCS near the burner can be considered as the surface of the turbulent 
piloted flame. 
2) The attracting LCSs divide the combustion field into three regions, namely, the main 
jet region, the piloted jet region and the co-flow region. Serial vortices enclosed by 
attracting LCSs and repelling LCSs are constantly generated in the piloted jet region near 
the burner, then it is gradually stretched folded. More, these vortices move downstream. 
Finally, a part of the attracting LCS enclosed the piloted region breaks, leading to these 
vortices leave the piloted jet region for the co-flow region. Traditional Eulerian 
description methods such as streamlines and temperature distribution cannot locate this 
kind of mass transport phenomenon and describe the accurate boundaries of vortices. 
3) The mass transport phenomenon in the piloted flame is very complicated. The main jet 
goes into the flow field under the attracting LCS and moves forward, and it attracts 
piloted jet and co-flow. The fluid in the piloted jet region will break through the attracting 
LCS A2 in the form of a vortex and enter the co-flow region during its downstream 
movement. However, the fluids in the main jet region have never entered the piloted jet 
region, and the piloted jet region has not exchanged substances with the co-flow region. 
Although the air in the co-flow region can’t pass through the attracting LCS, it continues 
to be attracted by the LCS and moves downstream. 
4) When the Reynolds number is less than a certain degree, the generation of vortexes 
near the burner and the mass transport process are basically the same. However, the 
frequency of vortex formation increases with the Reynolds number. When the Reynolds 
number increases significantly, the volume of the piloted jet region will be greatly 
reduced, and the motion of the vortex will be different, and the vortex will leave the main 
jet region earlier. Also, the vortices will stack on the top of the main jet region, and more 
and more vortices will stack along with the downstream movement, which will lead to 
the vortices gradually away from the main jet region. As for the mass transport among the 
three regions, the flow in the piloted jet region will enter into the co-flow region along 
with the vortex at different Reynolds numbers. There is no mass transport between the 
main jet region and the other two regions. Fluid from the co-flow also does not enter the 
piloted jet region. 
5) CH4 equivalence ratio has little influence on the process of vortex movement and mass 
transport. With the increase of CH4 equivalence ratio, the velocity of vortex formation 
will decrease and the volume of piloted jet region will increase. In addition, the transport 
process is not affected by CH4 equivalent ratio. 
As discussed above, there is a lack of research on the detailed mass transport process of 
the piloted turbulent flame. However, current work focuses on this issue. The whole mass 
transport and mixing process can be displayed more intuitively and accurately by the 
Lagrangian approach. The detailed description of the mass transport process in this paper 
can provide a new perspective for the study of the turbulent flame. 
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