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Abstract
This paper describes a parallel high-order Discontinuous Galerkin method based on orthogonal basis functions in physical space
for arbitrary three-dimensional curved boundary geometry. The physical orthogonal basis are obtained by solving multi-stage
linear systems which satisfy the orthogonal properties on arbitrary grids. On curved-boundary surfaces, the high-order Finite
Element type of grids are used to represent real local curvature. An eﬃcient parallel strategy is devised for the resulting solver,
which based on OPENMP ( Open Multi-Processing ) automatic parallelization of independent elemental and face-based operations.
The convergence accuracy of the method is tested for subsonic ﬂow over a sphere. To further demonstrate the robustness of the
method for complex curved geometry, external ﬂow over a whole airplane conﬁgure is tested. The validation cases demonstrate
the accuracy and robustness of the method.
c© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University and
National Supercomputing Center in Changsha (NSCC).
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1. Introduction
The Discontinuous Galerkin (DG) method is a highly compact formulation that provides a method of obtaining
high accuracy on unstructured grids. The ability to use an unstructured grids greatly simpliﬁes the largest obstacle
in computing the ﬂow around complex geometry. However, the boundary discretization of DG dominates the entire
accuracy of ﬁnal solutions. Bassi and Rebay [1] reported the curved boundary discretization gave a signiﬁcant im-
provement to the solution of 2D Euler Equations on triangle meshes. Krivodonova and Berger [2] showed a simple
curved boundary condition using a modiﬁed ghost state variables could reduce the entropy production. On the other
hand, the choice of basis function also aﬀects the accuracy and robustness of the solution. The non-orthogonal basis
functions, for example, monomial basis or Taylor basis with full ranked mass matrix could be ill-conditioned on dis-
tort grids, especially for complex conﬁgures with large curvature or sharp corner. In these situations, the robustness in
the solution process could be aﬀected. Although the orthogonal basis discretizations based on reference frame have
made great success, the research work of Lorenzo [3] pointed out that reference frame discretization might suﬀer from
a degradation of h-convergence on general meshes with distorted or curved elements.
For simulations on realistic complex geometry, several key aspects mentioned above should be considered. In this
paper, a new procedure of constructing orthogonal basis functions in physical frame with curved boundary elements
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is proposed. The accuracy and robustness of the resulting solver are validated by numerical tests. The parallel solver
is tested on the AURORA supercomputer of A*STAR Computational Resource Centre (A*CRC). Up to 16.5 fold of
speedup on 30 threads are achieved by using just pure OPENMP.
2. Numerical Method
2.1. Discontinuous Galerkin Method
The ﬂuid ﬂow models considered in this paper is three-dimensional inviscid ﬂows, which can be written in vector
form as below:
∂u
∂t
+ ∇ · F = 0 (1)
∫
Ω
φ
∂u
∂t
dx +
∫
Ω
φ∇ · F dx = 0 (2)
After applying integration by parts, which gives∫
Ω
φ
∂u
∂t
dx +
∫
∂Ω
φ˜F dσ −
∫
Ω
∇φ · F dx = 0 (3)
Where F˜ denotes the numerical ﬂux evaluated at the element boundary σ, using classic Riemann solver. We use
Roe scheme to calculate the Riemann ﬂux.
The numerical solution of u is written as
uh (x, y, z) =
n∑
i=1
ui (t) φi (x, y, z) (4)
The basis function φi (x, y, z) is based on physical Cartesian coordinates, so make it convenient to compute the
ﬂux state at the Gauss quadrature points with just variables x, y, z input. That is an advantage compared with the
orthogonal basis methods based on local reference coordinates, which need to evaluate the local coordinates for left
and right states. And it is not a trivial work to map from physical coordinates to local reference coordinates on
nonlinear high order curved element, especially for general grids.
2.2. Construction of physical orthogonal basis functions
The basis functions in Eq.(4) can be simply obtained by using Taylor expansion or just use monomials. But these
methods will leads to full ranked mass matrix which could be ill-conditioned for distorted meshes and blow up the
solutions. In order to obtain orthogonal basis functions on arbitrary grids, we propose the following method. Start
from the monomials approximation of u, the basis functions in Eq.(4) can be expressed as
φ (x, y, z) =
{
(x − xc)α(y − yc)β(z − zc)γ | α, β, γ > 0 ; α + β + γ < n
}
(5)
Where the xc, yc, zc are deﬁned as xc = 1V
∫
Ω
xdx, yc = 1V
∫
Ω
ydx, zc = 1V
∫
Ω
zdx
For p-th order approximation polynomial, the total number of basis functions is : N = 16 (p + 1) (p + 2) (p + 3). In
this paper, we consider third-order discretization for all the test cases which corresponds to p = 2 and N = 10.
In order to obtain new full orthogonal basis functions , we follow the basic idea of Gram-Schmit (G-S) orthognoal-
ization [4] but propose the following eﬃcient implementation of G-S procedure. According to the G-S orthogonal-
ization results of symbolic mathematics software package Mathematica[5], the general form of orthogonalized basis
function φi (x, y, z) reads
φˆi (x, y, z) = Ci
⎡⎢⎢⎢⎢⎢⎢⎣φi (x, y, z) +
i−1∑
j=0
Ai,jφj (x, y, z)
⎤⎥⎥⎥⎥⎥⎥⎦ , 0 ≤ i ≤ N − 1 (6)
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The coeﬃcient Ci is the scaling factor of inner product on the integral element Ω and it could be set to 1 for saving
array memory. Two operators need to be deﬁned before describing the algorithm.
Inner Product Operator : 〈 f , g 〉 = ∫
Ω
f g dx (7)
Linear System Operator : Lm,m = { 〈 φˆi, φˆm+1 〉 = 0, 0 ≤ i ≤ m } (8)
The basis functions are orthogonal when 〈 φi, φj 〉 = Di,j δi,j, where δi, j is Dirac delta function and Di,j  0. By
satisfying the orthogonal conditions, the new orthogonalizted basis functions can be obtained by the following iterative
operations:
Algorithm 1 Orthogonalization of Basis Functions
Initialization:
φˆ0 = φ0 = 1; φˆ1 = φ1 = x − xc;
Iteration:
for m = 2 to N − 1 do
Solve Lm,m = 0 for { Am,j, 0 ≤ j ≤ m + 1 }
end for
return { Am,j | 2 ≤ m ≤ N − 1, 0 ≤ j ≤ m − 1 }
In the practical implementation of Algorithm 1, the analytic form of matrix A and right hand side vector b in
Lm,m = Ax − b = 0 can be evaluated by Mathematica. While the constants inside A and b which due to inner
products are integrated by numerical Gauss quadrature using Fortran code eﬃciently. The resulting orthogonalization
process is quite fast. The Mathematica source code can be requested by email from the author.
2.3. Curved boundary discretization
Many practical problems have curved boundaries, and it is often necessary to use a large number of straight-sided
elements along the curved boundaries in order to achieve a reasonable geometric representation, especially when using
second-order type of methods. For high-order methods, we usually use much more coarse grids. In the reference [1].
Bassi showed the straight-sided meshes caused nonphysical wake ﬂows. So the curvature of the geometry surface has
to be taken into account by using elaborate curved boundary discretization method for high-ﬁdelity simulations. In
this paper, the six-nodes surface triangle grids are used for representing curved surface geometry, see Fig. 1. The
physical coordinates on the curved surfaces are deﬁned as below:
• The Six-nodes Triangles:
Let T be a triangle deﬁned by its vertices x1, x2, · · · , x6. Then the quadratic mapping from reference coordinates
( ξ, η ) ∈ [ ( 0, 1 ), ( 0, 1 ) ] to physical coordinates x in T gives x = ∑6i=1 Nixi in which ζ = 1 − ξ − η. The
shape functions are listed in Table. 1
Table 1. Shape functions for six-nodes triangle grids.
Shape function Ni Six-nodes Triangle Grid
N1 ξ (2ξ − 1)
N2 η (2η − 1)
N3 ζ (2ζ − 1)
N4 4ξη
N5 4ηζ
N6 4ξζ
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Fig. 1. High-order curved meshes around AIAA-DPW5 model (a) body surface curved meshes (b) closeup view of local curved meshes
3. Parallelization
The Parallelization of the solver is implemented using OPENMP directives for shared memory machines. We de-
sign a hybrid cell-based and face-based data structure for obtaining independent computational threads. The algorithm
is given in Algorithm 2 and the scalability test is shown in Fig. 2.
Algorithm 2 Computation of RHS Residual
for i = 1 to nface do
idl = face ( i ).ce( 1 )
idl = face ( i ).ce( 2 )
CALL Riemann Solver ( idl, idr, ﬂuxl, ﬂuxr )
faceﬂuxl ( i ) = ﬂuxl
faceﬂuxr ( i ) = ﬂuxr
end for
for idl = 1 to ncell do
for j = 1 to nfaceCell do
iface = cell ( idl ).n( j )
idr = face ( idl ).ce( 2 )
if idr  idl then
RHS ( idl ) = RHS ( idl ) + faceﬂuxl ( iface )
else
RHS ( idl ) = RHS ( idl ) + faceﬂuxr ( iface )
end if
end for
end for
4. Numerical Results
4.1. Subsonic ﬂow around a sphere
To test the accuracy of the method, we consider the subsonic ﬂow over a sphere at Mach 0.3 with strait-side meshes
and curved boundary meshes. The radius of the sphere is 1 and outer domain radius is 5. The computations use only
1/4 domain of the whole outer ball. Four diﬀerent sizes of uniform grids are generated for convergence order analysis
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Fig. 2. Speedup test for AIAA-DPW5 model (left) on 12-cores workstation (right) on AURORA supercomputer
which corresponds to 0.1, 0.2, 0.4, 0.8. We use the entropy error as the indicator in the computation of convergence
order. The entropy error is deﬁned as ε = (s − s0)/s0, s = p/ργ where s0 is the entropy of free stream. The Fig. 3
shows the convergence order results using third-order (p = 2) physical orthogonal basis functions with curved meshes
which validates that the developed method is able to reach the design order of accuracy. The Mach contours with
strait-sided meshes and curved meshes are also shown on the left and right in the Fig. 4 - 7. Great improvements of
entropy production and wake ﬂows are observed by using curved meshes.
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Fig. 3. Convergence Order of Accuracy
4.2. External ﬂow over a complex geometry
2 To test the robustness and generality of the method. A complex geometry case is employed which used as the
research model in AIAA Drag Prediction Workshop 5[6]. The whole domain consists of 1270856 tetrahedral curved
cells with Mach 0.3 free stream initialization and characteristic far-ﬁeld condition. Second-order TVD Runge-Kutta
is utilized for time marching. The third-order (p = 2) DG discretization is tested for the parallel scalability on the
12-cores workstation and 30 cores of AURORA machine of ACRC,A*STAR. The speedup for the two machines is
given in Fig. 2. The Fig. 8-9 show Mach contour and pressure contour of the body surface.
5. Concluding remarks
In this paper, we have developed a parallel high-order Discontinuous Galerkin method which based on physical
orthogonal basis functions with curved meshes. The third-order DG discretization is validated on two test cases.
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Numerical results show that the proposed method converges to the design order of accuracy. The curved boundary
discretization gives signiﬁcant improvements of near-wall entropy production. In addition, we have tested the method
on a complex conﬁguration to demonstrate the robustness and generality of the method. By using OPENMP directives,
the code achieves a good speedup both on workstation and IHPC’S AURORA machine which shows the capabilities
of the solver to handle realistic industry problems.
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Fig. 4. Mach contour with gird size of 0.8. (left): strait-sided meshes (right) curved meshes
Fig. 5. Mach contour with gird size of 0.4. (left): strait-sided meshes (right) curved meshes
Fig. 6. Mach contour with gird size of 0.2. (left): strait-sided meshes (right) curved meshes
Fig. 7. Mach contour with gird size of 0.1. (left): strait-sided meshes (right) curved meshes
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Fig. 8. Mach contour of AIAA-DPW5 model
Fig. 9. Pressure contour of AIAA-DPW5 model
