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Abstract
This paper is devoted to the algorithmic development of inverse elastic scattering problems.
We focus on reconstructing the locations and shapes of elastic scatterers with known dictionary
data for the nearly incompressible materials. The scatterers include non-penetrable rigid
obstacles and penetrable mediums, and we use time-harmonic elastic point signals as the
incident input waves. The scattered waves are collected in a relatively small backscattering
aperture on a bounded surface. A two-stage algorithm is proposed for the reconstruction and
only two incident waves of different wavenumbers are required. The unknown scatterer is
first approximately located by using the measured data at a small wavenumber, and then the
shape of the scatterer is determined by the computed location of the scatterer together with
the measured data at a regular wavenumber. The corresponding mathematical principle with
rigorous analysis is presented. Numerical tests illustrate the effectiveness and efficiency of
the proposed method.
Keywords: inverse scattering, elastic wave propagation, reconstruction scheme, nearly
impressible materials
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1 Introduction
Inverse scattering associated with acoustic, electromagnetic and elastic waves are important
for various applications including sonar and radar imaging, geophysical exploration, seismology,
medical imaging and remote sensing; see [3, 4, 5, 9, 16] and the references therein. Inverse
scattering problems are concerned with the recovery of unknown scatterers by wave probing. To
that end, one sends an incident detecting wave to probe the scatterers, and then measures the
scattered wave data away from the scatterers. By using the measurement data, one can infer
knowledge about the unknown scatterers including locations, shapes or material properties of
the scatterers.
In this paper, we mainly consider the inverse elastic wave imaging. In order to uniquely
reconstruct the unknown obstacles or medium, one usually needs scattered data of full aperture
for incident elastic plane waves of all directions at least theoretically; see [13] for the obstacles
case and [11] for the medium case with extra scattering data with multiple frequencies within
some positive real interval. However, this causes a lot of challenges for practical applications, and
particularly is not efficient for real-time applications. One reason is that no priori information is
used. Inspired by the modern technology including machine learning, several imaging models
and efficient numerical schemes with a priori information from dictionary data are developed
[3, 4, 5, 23]. In [3], an efficient imaging procedure was developed for target identification based
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on the dictionary matching with precomputed generalized polarization tensors, and in [23], a fast
gesture computing scheme with acoustic wave is developed with precomputed scattering data.
To motivate the current study, we briefly discuss the ideas of the design in [23]. Time-harmonic
point wave signals are first emitted, and one then collects the scattering wave data within a
relatively small backscattering aperture. The reconstruction process is divided into two steps.
First, a low-frequency wave signal is emitted and one then uses the collected scattering data to
determine the location of the scatterer. Second, a regular-frequency (compared to the size of the
scatterers) wave signal is emitted, and one then uses the collected scattering data to determine
the shape of the scatterer. Besides, the numerical implementation is totally “direct” without any
inversions or iterations, and hence it is very fast and robust.
Now we turn our focus to the inverse elastic problem. The nearly incompressible material is
widely studied in engineering [24, 27] and mathematical community [7, 28]. For homogeneous
deformations, the Lame´ coefficients λ and µ have the following descriptions [21, 28],
λ =
νE
(1 + ν)(1− 2ν) , µ =
E
2(1 + ν)
, (1.1)
where E is the Young’s modulus and ν is the Poisson’s ratio. By (1.1), we conclude the following
limiting properties,
λ→ +∞ while ν → (1/2)−, (1.2)
where this kind of material with (1.2) is commonly referred to as nearly incompressible material
[28]. By (1.2), one can also use λ/µ  1 or λ  µ to characterize this property because
of the boundedness of µ [2]. The nearly incompressible materials are frequently seen in real
applications including polymer materials, rubber and biologic tissues [19, 24, 25, 29]. The
numerical computation of static elasticity or elastic wave propagation in the nearly incompressible
materials is also very challenging and important, and various finite element or spectral element
methods are developed in the last several decades for overcoming the computational difficulty
[2, 7, 27, 28]. In addition, there is also some related study on the inverse problems for engineering
applications [19].
In this article, we aim to further develop the imaging technique with a prior dictionary data
in a practical setting of using elastic waves. There are several challenges we are confronted
with the design of the reconstruction schemes. First, different from [14], full aperture scattering
data is usually neither practical nor feasible in assorted applications for nearly incompressible
materials. The measurement information is very limited in our numerical scheme, and the only
available information is the backscattering data in a small aperture associated with a few time
harmonic signals. Second, the whole reconstruction process should be completed in a timely
manner. Third, elastic point signal includes the mixture of the fundamental solutions of two
different wave numbers, and is more complicated than the acoustic or electromagnetic point
signal which has only one wave number. Moreover, it is difficult to separate the shear wave and
the pressure wave from the finite-aperture scattering data with different wave numbers, and
meanwhile the separation is very critical for the “direct” imaging method developed in [23].
Nonetheless, we manage to overcome the aforementioned challenges in our study by incorpo-
rating the key dictionary ingredient as mentioned before. We assume the shape of the unknown
scatterers are all from a dictionary that is known a priori, which is reasonable since the shapes
of various scatterers can be collected by experience and learning. A few dictionary techniques
have been developed for inverse acoustic or electromagnetic scattering problems; see [3, 4, 5, 23]
and the references therein. The critical ingredients of a dictionary method are the design of
the appropriate dictionary class and the dictionary searching method. These are also the major
technical contributions of the current article including the low frequency analysis for scattering
by the nearly incompressible materials. One needs first to determine the location of the scatterer.
After that, one can use the dictionary matching algorithm to determine the specific shape.
However, in the dictionary class, the scattering information of the admissible shapes should be
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independent of any location requirement. This challenge can be overcome by using the so-called
translation relation if incident plane waves are used; see [3, 4, 5, 22, 23]. However in the current
design, elastic point signals with two different wave numbers are used and the scattering data are
collected in a special manner. This requires some special technical analysis and treatments to
determine the dominating shear or pressure wave in our study. Moreover, for timely dictionary
matching, we propose a fast and robust “direct” method with the dominating wave based on our
detailed theoretical analysis.
The rest of the paper is organized as follows. In section 2, we present the mathematical
framework for our imaging scheme with elastic waves. In section 3, we give the necessary low
frequency analysis for nearly incompressible materials with preparation for locating scatterers
with a low frequency. In section 4, we present the two-stage recognition algorithm based on
the theoretical analysis. In section 5, extensive numerical tests are conducted to verify the
effectiveness and efficiency of the proposed algorithm. We conclude our study in Section 6 with
some relevant discussion.
2 Mathematical Framework
In this section, we present the general mathematical setting and fundamentals for the proposed
reconstruction scheme. The shape of the unknown scatterer is supposed to be a C2 domain Ω,
which is assumed to have a connected complement Ωc := R3\Ω¯. It is assumed that there exists a
dictionary of C2 domains, which can be calibrated beforehand, i.e.,
D = {Dj}Nj=1, N ∈ N. (2.1)
Here each Dj is simply connected and contains the origin, such that there exists a translation
operator F : R3 → R3,
Ω = F (D) = D + z := {x+ z; x ∈ D}, D ∈ D, z ∈ R3. (2.2)
Our reconstruction strategy with elastic waves is a typical inverse elastic scattering problem. In
the setup of the current study, the scatterer Ω or the dictionary domain Dj shall be assumed
to be a non-penetrable rigid obstacles or a penetrable medium scatterer, which covers many
practical scenarios of important applications [1, 20]. The incident elastic point waves were located
at a fixed position. With the incident waves, one then measures the scattered wave due to the
unknown scatterer Ω on a measurement surface Γ with multiple receivers. In our study, the
measurement surface Γ contains the location of the incident point waves.
Throughout the rest of the paper, we need the following two assumptions,
‖Dj‖ := max
x∈D
|x| ' 1, 1 ≤ j ≤ N, (2.3)
and
|z|  1, (2.4)
where z is the location of Ω as in (2.2). Assumption (2.3) means that the size of the scatterer Ω
can be calibrated such that the regular frequency scale is characterized as 2piks ' ‖Ω‖ and the low
frequency of the elastic waves is characterized as 2piks  ‖Ω‖, where ks ∈ R+ signifies the wave
number of the shear waves. This is practically feasible, since the frequency band of the elastic
waves is of a wide range [1]. Throughout the rest of the paper, for exposition convenience, we
always assume that ρ ≡ 1.
Actually, we would like to emphasize that we only need to collect the scattered field of Ω in a
small aperture scattered by the elastic point source, which is convenient and quite practical. We
also point out that this condition (2.4) is mainly required for the theoretical justification of the
proposed algorithm in what follows. Indeed, in our numerical tests, the proposed reconstruction
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algorithm works effectively and efficiently, as long as the scatterer Ω is located away from the
point sources of a reasonable distance.
For the setup described above, we next introduce the direct elastic wave scattering. The
displacement of a time-harmonic elastic wave is governed by the following Navier’s equations,
µ∆u(x) + (λ+ µ) grad div u(x) + ω2ρu(x) = 0, (2.5)
where λ and µ are Lame´ coefficients, ρ the density, and ω the frequency. In the sequel, we
take one scatterer Ω for example in the analysis. We mainly consider two cases, i.e., Ω is a
non-penetrable rigid obstacle or Ω is a penetrable medium.
For the rigid obstacle case, the elastic wave scattering is governed by the following homogeneous
PDE system in R3, i.e., to find usω,Ω ∈ H1loc(Ωc), such that
µ∆usω,Ω(x) + (λ+ µ) grad div u
s
ω,Ω(x) + ω
2usω,Ω(x) = 0, x ∈ Ωc,
usω,Ω(x) + u
i
ω,p,ep(x, y) = 0, x ∈ ∂Ω, y ∈ Ωc,
lim
|x|→∞
|x|(curl curlusω,Ω × xˆ− iksusω,Ω) = 0,
lim
|x|→∞
|x|(xˆ · grad div usω,Ω − ikp div usω,Ω) = 0,
(2.6)
where the last two equations are known as the Kupradze radiation conditions [20]. Moreover,
uiω,p,ep the elastic incident point source wave with a polarization p ∈ R3 and a source position
y ∈ R3 [12],
uiω,p,ep(x, y) = Γ(x, y)p, y 6= x, (2.7)
where Γ(x, y) is the fundamental solution of (2.5) with ρ ≡ 1 (see [12, Chap. 5], [13]),
Γ(x, y)p : =
eiks|x−y|
4piµ|x− y|p+
1
ω2
gradx divx
[
eiks|x−y| − eikp|x−y|
4pi|x− y| p
]
(2.8)
=
1
ω2
curlx curlx
[
eiks|x−y|
4pi|x− y|p
]
− 1
ω2
gradx divx
[
eikp|x−y|
4pi|x− y|p
]
, (2.9)
with the wave numbers ks, kp > 0 given by
ks =
ω√
µ
, kp =
ω√
2µ+ λ
.
For the medium case, denoting the mass density as ρΩ(x) and nΩ = 1− ρΩ, we assume nΩ
has a compact support, and define Ω := {x ∈ R3 : nΩ(x) 6= 0} as the non-homogeneous medium.
The elastic medium scattering problem of an inhomogeneous medium Ω with the incident elastic
point source reads as follows: to find usω,Ω ∈ H1loc(R3), such that
µ∆uω,Ω(x) + (λ+ µ) grad div uω,Ω(x) + ω
2(1− nΩ)uω,Ω(x) = 0, x ∈ R3\{y},
uω,Ω(x) = u
s
ω,Ω(x) + u
i
ω,p,ep(x, y), x ∈ R3\{y},
lim
|x|→∞
|x|(curl curlusω,Ω × xˆ− iksusω,Ω) = 0,
lim
|x|→∞
|x|(xˆ · grad div usω,Ω − ikp div usω,Ω) = 0.
(2.10)
The well-posedness of the direct scattering problem (2.6) and (2.10) are known [11, 12, 13]. The
main focus of this paper is the following inverse problem:
Given the measured scattering field usω,Ω(x) on a bounded surface Λ, to find the location z
and the shape of the scatterer Ω for the nearly incompressible material.
As introduced in Section 1, our reconstruction algorithm contains two stages. In the first
stage, we locate the scatterer Ω by the measured scattering field usω,Ω in (2.6) or (2.10) under
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low frequency on a bounded surface Λ. To this end, we develop specially designed indicator
functionals, which are originated from the low frequency analysis of the nearly incompressible
materials. Once the location is found, we then collect the measured scattered field usω,Ω on Λ as
in (2.6) or (2.10) under regular frequency to reconstruct the shape of Ω. In each process, only one
incident point source wave is needed. Additionally, for the shape determination, we shall benefit
from the scattering field of D scattered by the incident plane wave stored in the precomputed
dictionary. With the priori information in the dictionary and the dictionary matching process,
we can reconstruct the shape efficiently. In light of these, we next introduce the elastic wave
scattering of D due to an incident plane wave, which also includes both the non-penetrable rigid
obstacle case and the penetrable medium case.
We first introduce the elastic wave scattering of the rigid scatterer D, i.e., to find the radiating
field us(D, d, p;x) ∈ H1loc(Dc) satisfying the Kupradze radiation conditions, such that
µ∆us(D, d, p;x) + (λ+ µ) grad div us(D, d, p;x) + ω2us(D, d, p;x) = 0, x ∈ Dc = R3\D¯,
us(D, d, p;x) + ui(x, d, p) = 0, x ∈ ∂D. (2.11)
For the elastic medium scattering of D, similar to the case of Ω, we need to introduce ρD(x)
and nD = 1− ρD. By the translation relation (2.2), we have
nΩ(y) = nD(x), y = x+ z, x ∈ R3. (2.12)
The scattering of the inhomogeneous elastic medium D by a plane incident wave is to find
us(D, d, p;x) ∈ H1loc(R3) with the Kupradze radiation conditions, such that
µ∆u(D, d, p;x) + (λ+ µ) grad div u(D, d, p;x) + ω2(1− nD)u(D, d, p;x) = 0, x ∈ R3,
u(D, d, p;x) = us(D, d, p;x) + ui(x, d, p) = 0, x ∈ R3. (2.13)
ui(x, d, p) as in (2.11) and (2.13) is the elastic plane wave with the polarization p ∈ R3 and the
travelling direction d ∈ R3, i.e., ui(x, d, p) = uip(x, d, p) + uis(x, d, p),
uip(x, d, p) : = −
1
ω2
gradx(divx[pe
ikpd·x]) =
k2p
ω2
d · pdeikpx·d, (2.14a)
uis(x, d, p) : =
1
ω2
curlx curlx[pe
iksd·x] =
k2s
ω2
(d× p)× deiksx·d. (2.14b)
Moreover, the following asymptotic relations between the elastic point incident wave (2.9)
and elastic plane incident waves (2.14) are useful for our subsequent discussion. Denote zˆ = z/|z|
for z 6= 0. Here and also in what follows, we use O(·) or O(·) to represent the usual asymptotic
behavior of real scalar variables.
Lemma 2.1. As |z| → ∞, for large λ µ, we have
uiω,p,ep(x+ z, y) =
eikp|z|−ikpzˆ·y
4pi|z| u
i
p(x, zˆ, p) +
eiks|z|−ikszˆ·y
4pi|z| u
i
s(x, zˆ, p) +O(
1
|z|2 )
k2p + k
2
s
ω2
(2.15)
|uip(x, zˆ, p)| = O(
1
λ
), |uis(x, zˆ, p)| = O(
1
µ
). (2.16)
Proof. First, we have
Γ(x+ z, y)p =
1
ω2
curlx curlx
[
eiks|x+z−y|
4pi|x+ z − y|p
]
− 1
ω2
gradx divx
[
eikp|x+z−y|
4pi|x+ z − y|p
]
=
1
ω2
curlx curlx
[
eiks|x−(y−z)|
4pi|x− (y − z)|p
]
− 1
ω2
gradx divx
[
eikp|x−(y−z)|
4pi|x− (y − z)|p
]
. (2.17)
5
For the first term of the RHS of (2.17), by direct calculation, we have
1
ω2
curlx curlx
[
eiks|x−(y−z)|
4pi|x− (y − z)|p
]
=
1
ω2
(−∆ +∇ div)
[
eiks|x−(y−z)|
4pi|x− (y − z)|p
]
=
k2s
ω2
[
Φks(x, y − z)
(
p− z − (y − x)|z − (y − x)|
[z − (y − x)] · p
|z − (y − x)|
)
+O( 1|z|2 )
]
=
k2s
ω2
[
eiks|z|
4pi|z| e
ikszˆ·(x−y){p− zˆzˆ · p}+O( 1|z|2 )
]
=
k2s
ω2
[
eiks|z|−ikszˆ·y
4pi|z| (zˆ × p)× zˆe
iksx·zˆ +O( 1|z|2 )
]
.
(2.18)
For the second term of the RHS of (2.17), by direct calculation, we can obtain
− 1
ω2
gradx divx
[
eikp|x−(y−z)|
4pi|x− (y − z)|p
]
=
1
ω2
(−∆x − curlx curlx)
[
eikp|x−(y−z)|
4pi|x− (y − z)|p
]
=
k2p
ω2
[
eikp|z|−ikpzˆ·y
4pi|z| zˆzˆ · pe
ikpx·zˆ +O( 1|z|2 )
]
.
(2.19)
By (2.18) and (2.19), compared with (2.14), we have (2.15). Combining (2.7), (2.14) and the
assumption that λ µ, we finally arrive at (2.16).
Henceforth, we use ν to signify the exterior unit normal of the domain concerned. For a
vector u ∈ C1(Dc)3 (or u ∈ C1(Ωc)3) where Dc = R3\D¯ (or Ωc = R3\Ω¯), we define for x ∈ ∂D
(or x ∈ ∂Ω )
[Pu](x) := (α+ µ)(ν · grad)u+ βν div u+ α[ν × curlu(x)], (2.20)
which is the traction vector at x, with α and β defined as follows
α :=
µ(λ+ µ)
λ+ 3µ
, β :=
(λ+ µ)(λ+ 2µ)
λ+ 3µ
. (2.21)
For y ∈ ∂D, x ∈ R3, x 6= y, we define Π(x, y) ∈ C3×3 by
Π(x, y)TP := Py(Γ(x, y)P ),
where the superscript T denotes the transpose. For φ(x) ∈ C(∂D)3, we introduce the following
single and double layers,
(Sω,Dφ)(x) := 2
∫
∂D
Γ(x, y)φ(y)ds(y), (Kω,Dφ)(x) := 2
∫
∂D
Π(x, y)φ(y)ds(y).
It is well-known [13] that Π(x, y) is weakly singular with specifically chosen α, β in (2.21), and
Kω,D : C(∂D)
3 → C0,α(∂D)3 is bounded. For ϕ(x) ∈ C(D)3, we introduce the volume potential
(Vω,Dϕ)(x) :=
∫
D
Γ(x, y)ϕ(y)dy.
In the sequel, we study the translation relation of the scattered field of Ω due to an incident
point source uiω,p,ep and the scattered field of the translated D due to an incident plane wave
ui(x, d, p). For expositional simplification and by normalization, we assume in the following that
ρ ≡ 1 for the background space R3\Ω.
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2.1 Elastic wave scattering of rigid obstacle
In fact, for the scattered elastic waves of system (2.6) and (2.11), we have the following asymptotic
relation under the translation condition (2.2). For clarity, we assume that the point source in
(2.7) is located in y0 instead of y hereafter.
Theorem 2.1. For a fixed ω ∈ R+, we have the following asymptotic expansions for the rigid
obstacle scattering problem (2.6),
usω,Ω(x) =
eikp|z|−ikpzˆ·y0
4pi|z| u
s
p(D, zˆ, p;x− z) +
eiks|z|−ikszˆ·y0
4pi|z| u
s
s(D, zˆ, p;x− z) +O(|z|−2), (2.22)
for any fixed x ∈ Ωc as |z| → ∞ uniformly for all zˆ ∈ S2. In (2.22), usp(D, zˆ, p;x) and
uss(D, zˆ, p;x) are the scattered fields of the rigid obstacle D as in (2.11) corresponding to the
incident plane waves uip(x, zˆ, p) and u
i
s(x, zˆ, p) respectively.
Proof. By [13], usω,Ω(x) can be represented as the following combined potentials,
usω,Ω(x) = 2
∫
∂Ω
Π(x, y)φ(y)ds(y) + 2i
∫
∂Ω
Γ(x, y)φ(y)ds(y), (2.23)
where φ(y) is a vectorial density on ∂Ω. Here and also in what follows, we denote
Φκ(x, y) = e
iκ|x−y|/(4pi|x− y|), with κ = ks or κ = kp.
By direct calculations, one can verify that for any f(y) ∈ C3,
∆x[f(y)Φκ(x, y)] = ∆xΦκ(x, y)f(y),
curlx curlx[f(y)Φκ(x, y)] = (−∆x +∇x divx)[f(y)Φκ(x, y)].
It can be shown that Φκ(x+ z, y) = Φκ(x, y − z) and
∂Φκ(x˜, y)
∂x˜j
|x˜=x+z = ∂Φκ(x, y − z)
∂xj
,
∂2Φκ(x˜, y)
∂x˜j∂x˜i
|x˜=x+z = ∂
2Φκ(x, y − z)
∂xj∂xj
.
Thus we have
gradx divx[f(y)Φκ(x, y)](x+ z) = gradx divx[f(y)Φκ(x, y − z)],
curlx curlx[f(y)Φκ(x, y)](x+ z) = curlx curlx[f(y)Φκ(x, y − z)].
(2.24)
We are in a position to prove the theorem. First, considering usω,Ω(x+ z) with x ∈ Ωc, we
have
curlx[f(y)Φκ(x, y)] = ∇xΦκ(x, y)× f(y),
curlx curlx[f(y)Φκ(x, y)] = (−∆x +∇x divx)[f(y)Φκ(x, y)].
It can be shown that Φκ(x+ z, y) = Φκ(x, y − z) and
∂Φκ(x˜, y)
∂x˜j
|x˜=x+z = ∂Φκ(x, y − z)
∂xj
,
∂2Φκ(x˜, y)
∂x˜j∂x˜i
|x˜=x+z = ∂
2Φκ(x, y − z)
∂xj∂xj
.
Hence, we have
curlx[f(y)Φκ(x, y)](x+ z) = curlx[f(y)Φκ(x, y − z)],
curlx curlx[f(y)Φκ(x, y)](x+ z) = curlx curlx[f(y)Φκ(x, y − z)].
(2.25)
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By the jump relation of the vector potentials of Kω,Ω and Sω,Ω [12, 13], we have
φ(x) + (Kω,Ωφ)(x) + i(Sω,Ωφ)(x) = −uiω,p,ep(x, y0), x ∈ ∂Ω, y0 /∈ ∂Ω¯ (2.26)
Then we shall write usω,Ω(x+ z) by (2.24) and (2.25) as follows,
usω,Ω(x+ z) = 2
∫
∂Ω
Π(x+ z, y)φ(y)ds(y) + 2i
∫
∂Ω
Γ(x+ z, y)φ(y)ds(y), (2.27)
By changing variable with y = z + t in (2.27) and the assumption (2.2), we have
usω,Ω(x+ z) = 2
∫
∂D
Π(x, t)φ(z + t)ds(t) + 2i
∫
∂D
Γ(x, t)φ(z + t)ds(t),
= [(Kω,Dφ(t+ z))(x) + i(Sω,Dφ(t+ z))(x)]. (2.28)
In the sequel, we turn to solving the density φ(z + t) with t ∈ ∂D. Letting x = t+ z in (2.26)
and denoting φ˜(y)|y∈∂D = φ(t+ z)|t∈∂D, again by the change of variables and similar arguments
as before, we have
[(I +Kω,D + iSω,D)φ˜](t+ z)|∂D = −uiω,p,ep(t+ z, y0), t ∈ ∂D. (2.29)
By (2.29), we have
φ(t+ z) = φ˜(y) = (I +Kω,D + iSω,D)
−1(−uiω,p,ep(·+ z, y0)), t ∈ ∂D. (2.30)
Substituting φ(t+ z) in (2.30) into (2.28), together with Lemma 2.1, we have for any x ∈ Ωc
usω,Ω(x+ z) = [Kω,D + iSω,D](I +Kω,D + iSω,D)
−1[−uiω,p,ep(·+ z, y0)],
=
eikp|z|−ikpzˆ·y0
4pi|z| [Kω,D + iSω,D](I +Kω,D + iSω,D)
−1[−uip(t, zˆ, p) +O(|z|−1)],
+
eiks|z|−ikszˆ·y0
4pi|z| [Kω,D + iSω,D](I +Kω,D + iSω,D)
−1[−uis(t, zˆ, p) +O(|z|−1)],
=
eikp|z|−ikpzˆ·y0
4pi|z| u
s
p(D, zˆ, p;x) +
eiks|z|−ikszˆ·y0
4pi|z| u
s
s(D, zˆ, p;x) +O(|z|−2). (2.31)
In (2.31), usp(D, zˆ, p;x) and u
s
s(D, zˆ, p;x) are the scattering fields corresponding to the incident
plane elastic wave uip(x, zˆ, p) and u
i
s(x, zˆ, p) respectively, i.e., u
s
p(D, zˆ, p;x) = Tω,D(−uip(t, zˆ, p))(x)
and uss(D, zˆ, p;x) = Tω,D(−uis(t, zˆ, p))(x) with Tω,D defined as follows,
Tω,D : C(∂D)
3 → C(∂D)3, Tω,D = [Kω,D + iSω,D](I +Kω,D + iSω,D)−1.
Therefore, by change of variables, we have
usω,Ω(x) =
eikp|z|−ikpzˆ·y0
4pi|z| u
s
p(D, zˆ, p;x− z) +
eiks|z|−ikszˆ·y0
4pi|z| u
s
s(D, zˆ, p;x− z) +O(|z|−2). (2.32)
which completes the proof.
2.2 Elastic scattering of inhomogeneous medium
For the scattered elastic waves of system (2.10) and (2.13) of the penetrable medium scattering,
we have the following asymptotic relation under the translation condition (2.2).
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Theorem 2.2. For fixed ks, kp ∈ R+, we have the following asymptotic expansion for the elastic
medium scattering problem (2.10),
usω,Ω(x) =
eikp|z|−ikpzˆ·y0
4pi|z| u
s
p(D, zˆ, p;x− z) +
eiks|z|−ikszˆ·y0
4pi|z| u
s
s(D, zˆ, p;x− z) +O(|z|−2), (2.33)
for any fixed x ∈ R3 as |z| → ∞ uniformly for all zˆ ∈ S2. In (2.33), usp(D, zˆ, p;x) and
uss(D, zˆ, p;x) are the scattered fields of the penetrable medium D as in (2.13) corresponding to
the incident plane elastic waves uip(x, zˆ, p) and u
i
s(x, zˆ, p) respectively.
Proof. By [11, Lemma 2] and [12, Lemma 5.7 ], the radiating scattering elastic wave field has
the following integral representation,
usω,Ω = −ω2
∫
Ω
Γ(x, y)nΩ(y)uω,Ω(y)dy. (2.34)
In the following, we set −ω2 ∫Ω Γ(x, y)nΩ(y)uω,Ω(y)dy := V˜ω,Ωuω,Ω. It is known that the operator
(I − V˜ω,Ω) is continuously invertible in C(Ω)3 [12]. Thus we have
uω,Ω = (I − V˜ω,Ω)−1uiω,p,ep(·, y0), x ∈ Ω, y0 /∈ Ω¯. (2.35)
Considering usω,Ω(x+ z), by (2.34), it can be written as
usω,Ω(x+ z) = −ω2
∫
Ω
Γ(x+ z, y)nΩ(y)uω,Ω(y)dy.
Setting t = y − z and denoting uω,D(t+ z)|t∈D = uω,Ω(y)|y∈Ω, by change of variables and noting
that the Jacobian matrix of the change of variables is the identity matrix in R3, together with
(2.2) and (2.12), we have
usω,Ω(x+ z) = −ω2
∫
D
Γ(x, t)nD(t)uω,D(t+ z)dy.
It can be readily verified that
usω,Ω(x+ z) = (V˜ω,Duω,D(t+ z))(x). (2.36)
Next, we solve for uω,D(t+ z). Rewriting (2.35) as (I − V˜ω,Ω)uω,Ω(x) = uiω,p,ep(x, y0), we have
uiω,p,ep(x, y0) = uω,Ω(x) + ω
2
∫
Ω
Γ(x, y)nΩ(y)uω,Ω(y)dy. (2.37)
By change of variables with x = t+ z, (2.37) becomes
uiω,p,ep(t+ z, y0)− uω,D(t+ z) = ω2
∫
Ω
Γ(t+ z, y)nΩ(y)uω,Ω(y)dy. (2.38)
By using change of variables with y˜ = y − z, we see (2.38) can be written as
uiω,p,ep(t+ z, y0)− uω,D(t+ z) = ω2
∫
D
Γ(t, y˜)nD(y˜)uω,D(y˜ + z)dy˜. (2.39)
With (2.39), it can be shown
uω,D(t+ z) = (I − V˜ω,D)−1uiω,p,ep(·+ z, y0), t ∈ D,
where V˜ω,D is defined as follows,
(V˜ω,Du)(x) := −ω2
∫
D
Γ(x, y)nD(y)u(y)dy, u ∈ C(D)3. (2.40)
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Substituting it into (2.36), we have
usω,Ω(x+ z) = [V˜ω,D(I − V˜ω,D)−1uiω,p,ep(·+ z, y0)](x).
Again by Lemma 2.1, we have
usω,Ω(x+ z) =
eikp|z|−ikpzˆ·y0
4pi|z| [V˜ω,D(I − V˜ω,D)
−1uip(x, zˆ, p)(x) +O(|z|−1)], (2.41)
+
eiks|z|−ikszˆ·y0
4pi|z| [V˜ω,D(I − V˜ω,D)
−1uis(x, zˆ, p)(x) +O(|z|−1)]. (2.42)
Now we introduce usp(D, zˆ, p;x) := Vω,D(−uip(t, zˆ, p))(x) and uss(D, zˆ, p;x) := Vω,D(−uis(t, zˆ, p))(x)
with Vω,D defined as follows,
Vω,D : C(D)
3 → C(D)3, Vω,D := V˜ω,D(I − V˜ω,D)−1.
In fact, usp(D, zˆ, p;x) and u
s
s(D, zˆ, p;x) are the scattering fields associated with the incident plane
elastic wave uip(x, zˆ, p) and u
i
s(x, zˆ, p), respectively. Again by change of variables, we have
usω,Ω(x) =
eikp|z|−ikpzˆ·y0
4pi|z| u
s
p(D, zˆ, p;x− z) +
eiks|z|−ikszˆ·y0
4pi|z| u
s
s(D, zˆ, p;x− z) +O(|z|−2). (2.43)
3 Low Frequency Asymptotic Analysis
In this section, we discuss the low frequency asymptotic approximations of the nearly incompress-
ible material for our algorithmic development. There are some existing results on low frequency
asymptotic analysis for elastic wave scattering [10]. However, there are no direct and clear results
that could cover the case of the nearly incompressible materials for our purpose, and thus we
provide a complete study in what follows. In the sequel, for notational convenience and without
loss of generality, we assume that the elastic point source (2.7) is always located at the origin,
i.e., uiω,p,ep(x, 0) = Γ(x, 0)p.
For the low frequency analysis, we first consider the limiting case with ω = 0. We introduce
Γ0(x) as in [13], which is the fundamental solution of (2.5) with ω = 0, ρ ≡ 1
Γ0ij(x) :=
δjk
4piµ|x| −
λ+ µ
8piµ(2µ+ λ)
∂|x|
∂xj∂xk
, (3.1)
and define Π0(x, y) as follows,
Π0(x, y)Td := Py(Γ0(x− y)d).
Then the single and double layers associated with Γ0i,j(x, y) can be defined similarly,
(S0Dφ)(x) := 2
∫
∂D
Γ0(x, y)φ(y)ds(y), (K0Dφ)(x) := 2
∫
∂D
Π0(x, y)φ(y)ds(y). (3.2)
In fact, as ω → 0, the single layer S0D and the double layer K0D approximate Sω,D and Kω,D,
respectively, as shown in the lemma below.
Lemma 3.1. As the frequency ω → 0, we have the following estimates,
||Sω,D − S0D||L(C(∂D)3,C0,α(∂D)3) ∼ O(ω), ||Kω,D −K0D||L(C(∂D),C0,α(∂D)3) ∼ O(ω). (3.3)
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Proof. By [12, Lemma 5.1], as κ→ 0 with κ = kp or κ = ks, we have
eiκx
4pi|x| =
cos(κ|x|)
4pi|x| +
sin(κ|x|)
4pi|x|
=
1
4pi|x| −
κ2
8pi
|x|+ κ4|x|3f1(κ2|x|2) + iκf2(κ2|x|2),
where f1 and f2 are entire functions. By direct calculation, as ω → 0, we see
eiksx
4piµ|x| −
1
4piµ|x| =
1
µ
(− k
2
s
8pi
|x|+ k4s |x|3f1(k2s |x|2) + iksf2(k2s |x|2), (3.4)
and by (k2p − k2s)/ω2 = (λ+ µ)/[µ(2µ+ λ)], we also have
∂2
∂xj∂xk
[
1
ω2
eiksx − eikpx
4pi|x| +
(λ+ µ)|x|
8piµ(2µ+ λ)
]
(3.5)
=ω
∂2
∂xj∂xk
[|x|3g1(|x|2) + ig2(|x|2) + |x|3h1(|x|2) + ih2(|x|2)] , (3.6)
where g1, g2, h1 and h2 are entire functions whose coefficients only depend on µ, λ, ω
k with
k ∈ N.
Hence, for ω  1, and any constant c1, there exist a constant c2, such that for all |x| ≤ c1,
by (3.4) and the expressions of Γ and Γ0, we have
|Γjk(x)− Γ0jk(x)| ≤ c2ω, j, k = 1, 2, 3. (3.7)
By differentiating (3.4), and noting for odd integer l the relation ∂|x|l/∂xm = lxm|x|l−2, we have
| ∂
∂xl1
(Γjk(x)− Γ0jk(x))| ≤
c2ω
|x| ⇒ |(Π(x)
t −Π0t(x))ej | ≤ c2ω|x| , l1, l2, l3 = 1, 2, 3, (3.8)
where ej , j = 1, 2, 3, denote the usual Cartesian orthonormal unit basis vector.
By (3.7) and (3.8) and Chapter 2.3 of [8], since the integral kernel of Sω,D−S0D and Kω,D−K0D
are weakly singular, we see the mapping properties of them are at least as good as Sω,D or Kω,D,
which are bounded and linear mappings from C(∂D)3 to C0,α(∂D)3 . This leads to the desired
estimates and completes the proof.
It is necessary to introduce the far field patterns of any radiating elastic waves us(x) for
convenience [6, 13],
us(x) =
eiks|x|
|x| us,∞(xˆ) +
eikp|x|
|x| up,∞(xˆ)xˆ+O(|x|
−2),
for |x| → ∞ where xˆ · us,∞(xˆ) = 0 for all xˆ ∈ S2 and up,∞(xˆ) is complex valued scalar function.
With Lemma 3.1 and Theorem 2.1, we are now in the position to give the theorem on the
low frequency asymptotic approximations of the nearly incompressible materials.
Theorem 3.1. Assuming Ω and D be rigid obstacles with the translation (2.2) and λ  µ,
µ = O(1), |z|  1, we have the following asymptotic estimate of the scattered fields of (2.6) as
|x| → ∞, ω → 0,
usω,Ω(x) =
eikp|z|
4pi|z|
[
eiks|x−z|
|x− z| (O(
1
λ
)(I − xˆxˆT )a0 + e
ikp|x−z|
|x− z| O(
1
λ2
)xˆxˆT b0
]
+O( 1|z|2 ) (3.9)
+
eiks|z|
4pi|z|
[
eiks|x−z|
|x− z| (O(1)(I − xˆxˆ
T )c0 +
eikp|x−z|
|x− z| O(
1
λ
)xˆxˆTd0
]
+O( 1|x|2 ) +O(ω).
where a0, b0, c0 and d0 are all constant complex vectors that do not depend on ω and λ.
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Proof. Here we assume that ∂D is C2-continuous such that we use the mapping properties of
the layer potentials Kω,D and Sω,D in [13]. We assume u
s(D, d, p;x) has the following combined
layer potential representation [13] with incident plane wave ui(x, d, p),
us(D, d, p;x) = [(Kω,D + iSω,D)φ](x).
It is well known that us(D, d, p;x) has the following asymptotic behavior as |x| → ∞ [6],
us(D, d, p;x) =
eiks|x|
|x| (Fs,∞φ)(xˆ) +
eikp|x|
|x| (Fp,∞φ)(xˆ) +O(
1
|x|2 ), (3.10)
where (Fs,∞φ)(xˆ) is the shear far field pattern that is tangential to S2, and (Fp,∞φ)(xˆ) is the
pressure far field pattern that is normal to S2. Beside, they have the the following integral
representations [6],
(Fs,∞φ)(xˆ) = 1
2piµ
∫
∂D
{
[I − xˆxˆT ]e−iksxˆ·y + i[Py(I − xˆxˆT )e−iksxˆ·y]T
}
φ(y)ds(y), (3.11)
(Fp,∞φ)(xˆ) = 1
2pi(2µ+ λ)
∫
∂D
{
xˆxˆT e−ikpxˆ·y + i[PyxˆxˆT e−ikpxˆ·y]T
}
φ(y)ds(y). (3.12)
By (2.14), as ω → 0, we have limω→0 ui(x, d, p) = u0 = u0s + u0p, where
u0s = lim
ω→0
uis =
1
µ
(d× p)× d, u0p = lim
ω→0
uip =
1
2µ+ λ
(d · p)d. (3.13)
Next we introduce φω(x) := φωp (x) + φ
ω
s (x),
φωp (x) := (I +Kω,D + iSω,D)
−1(−uip(·, d, p)), φωs (x) := (I +Kω,D + iSω,D)−1(−uis(·, d, p)).
By Lemma 3.1, it can be shown that as ω → 0,
φω(x) = (I +Kω,D + iSω,D)
−1(−ui) = [I +K0D + iS0D +O(ω)]−1(−u0 +O(ω))
= −[I +K0D + iS0D]−1u0 +O(ω). (3.14)
Thus we arrive at
φ0(x) := lim
ω→0
φ(x) = [I +K0D + iS
0
D]
−1(−u0) = φ0s + φ0p,
where
φ0s := [I +K
0
D + iS
0
D]
−1(−u0s), φ0p := [I +K0D + iS0D]−1(−u0p). (3.15)
It then follows that
usp(D, zˆ, p;x) = [Kω,D + iSω,D](I +Kω,D + iSω,D)
−1(−uis(t, zˆ, p))
= [Kω,D + iSω,D]φ
0
s +O(ω)
=
eiks|x|
|x| (Fs,∞φ
0
s)(xˆ) +
eikp|x|
|x| (Fp,∞φ
0
s)(xˆ) +O(
1
|x|2 ) +O(ω).
Similarly, we have
usp(D, zˆ, p;x) =
eiks|x|
|x| (Fs,∞φ
0
p)(xˆ) +
eikp|x|
|x| (Fp,∞φ
0
p)(xˆ) +O(
1
|x|2 ) +O(ω). (3.16)
12
By (2.31) and Theorem 2.1, it is straightforward to show that
usω,Ω(x+ z) =
eikp|z|
4pi|z|
[
eiks|x|
|x| (Fs,∞φ
0
p)(xˆ) +
eikp|x|
|x| (Fp,∞φ
0
p)(xˆ)
]
+O( 1|x|2 )
+
eiks|z|
4pi|z|
[
eiks|x|
|x| (Fs,∞φ
0
s)(xˆ) +
eikp|x|
|x| (Fp,∞φ
0
s)(xˆ)
]
+O( 1|z|2 ) +O(ω).
Furthermore, we can show that
usω,Ω(x) =
eikp|z|
4pi|z|
[
eiks|x−z|
|x− z| (Fs,∞φ
0
p)(x̂− z) +
eikp|x−z|
|x− z| (Fp,∞φ
0
p)(x̂− z)
]
+O( 1|z|2 ) (3.17)
+
eiks|z|
4pi|z|
[
eiks|x−z|
|x− z| (Fs,∞φ
0
s)(x̂− z) +
eikp|x−z|
|x− z| (Fp,∞φ
0
s)(x̂− z)
]
+O( 1|x|2 ) +O(ω).
By combining (3.11), (3.12), (3.13) and (3.15), as |x| → ∞ and ω → 0, we have
(Fs,∞φ0p)(x̂− z) = (I − xˆxˆT )O(
1
λ
)a0, (Fp,∞φ0p)(x̂− z) = xˆxˆTO(
1
λ2
)b0,
(Fs,∞φ0s)(x̂− z) = (I − xˆxˆT )O(1)c0, (Fp,∞φ0s)(x̂− z) = xˆxˆTO(
1
λ
)d0,
where a0, b0, c0 and d0 are constant vectors that do not depend on λ and ω.
The proof is complete.
For the scattering of the rigid obstacle under a regular frequency, we have the following
corollary.
Corollary 3.1. Assuming Ω and D be rigid obstacles with the translation (2.2) and λ  µ,
µ = O(1), |z|  1, we have the following asymptotic estimate of the scattered fields of (2.6) as
|x| → ∞, with the incident plane wave ui(x, d, p) = uip + uis as in (2.14)
usω,Ω(x) =
eiks|z|
4pi|z|
[
eiks|x−z|
|x− z| (Fs,∞φ
ω
s )(x̂− z) +
eikp|x−z|
|x− z| (Fp,∞φ
ω
s )(x̂− z)
]
+O( 1|x|2 ) (3.18a)
+
eikp|z|
4pi|z|
[
eiks|x−z|
|x− z| (Fs,∞φ
ω
p )(x̂− z) +
eikp|x−z|
|x− z| (Fp,∞φ
ω
p )(x̂− z)
]
+O( 1|z|2 ). (3.18b)
Furthermore, we have
|(Fs,∞φωp )(x̂− z)| = O(
1
λ
), |(Fp,∞φωp )(x̂− z)| = O(
1
λ2
),
|(Fs,∞φωs )(x̂− z)| = O(1), |(Fp,∞φωs )(x̂− z)| = O(
1
λ
).
Proof. By (2.16) and (2.31), and the boundedness of the linear operator (I +Kω,D + iSω,D)
−1
in C(∂D)3 [13, 15], we have
|(I +Kω,D + iSω,D)−1(−uip(t, zˆ, p))| ∼ O(
1
λ
), (3.19)
|(I +Kω,D + iSω,D)−1(−uis(t, zˆ, p))| ∼ O(
1
µ
). (3.20)
By the integral representation [Kω,D + iSω,D] in (3.10), and the representations of Fs,∞ in (3.11)
and Fp,∞ in (3.12), we can obtain (3.18). Furthermore with (2.16), (3.11), and (3.12) and (3.18),
we can obtain their asymptotic magnitudes as λ→∞.
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For the scattering of the penetrable medium case, we have a similar theorem for the low
frequency scattering.
Theorem 3.2. Let Ω and D be medium scatterers as described earlier with the translation
(2.2). Suppose λ  µ and µ = O(1). Then as |z|  1 and ω  1 and denoting O(x, z) =
O(|z|−1) +O(|x|−2), we have the following asymptotic estimate of the scattered fields of (2.10)
with |x| → ∞,
usω,Ω(x) = −ω2
eikp|z|
4pi|z|
[
eiks|x−z|
|x− z| (O(
1
λ
)(I − xˆxˆT )am0 +
eikp|x−z|
|x− z| O(
1
λ2
)xˆxˆT bm0 +O(x, z)
]
− ω2 e
iks|z|
4pi|z|
[
eiks|x−z|
|x− z| (O(1)(I − xˆxˆ
T )cm0 +
eikp|x−z|
|x− z| O(
1
λ
)xˆxˆTdm0 +O(x, z)
]
+ O(ω2).
where am0 , b
m
0 , c
m
0 and d
m
0 are all constant vectors that do not depend on ω and λ.
Proof. The proof is similar to those of Lemma 3.1 and Theorem 3.1. We introduce the following
volume potential
(V˜ 0Dϕ)(x) := −
∫
D
Γ0(x, y)nD(y)ϕ(y)dy.
By (3.7) and [12, Chap. 5], we see as ω → 0
‖V˜ω,D − ω2V˜ 0D‖C(D)→C1,γ(D) ∼ ‖nD‖C(D)O(ω3). (3.21)
For the scattering by plane incident wave of the medium D (2.10), as ω → 0, we have
u(D, d, p;x) = (I − V˜ω,D)−1uiω,p,d = (I − ω2V˜ 0D +O(ω))−1(u0 +O(ω)) = u0 +O(ω2). (3.22)
In addition, the fundamental solution matrix Γ(x, y) has the following asymptotic behavior [20],
Γ(x, y) =
eikp|x|
|x|
xˆxˆT e−ikpxˆ·y
4pi(λ+ 2µ)
+
eiks|x|
|x|
1
4piµ
(I − xˆxˆT )e−iksxˆ·y +O( 1|x|2 ), |x| → ∞. (3.23)
By the integral representation (2.40) of the scattered field of (2.10), us(D, d, p;x) = [V˜ω,Du(D, d, p; ·)](x),
together with (3.22) and (3.23), we have
u∞(D, d, p; xˆ) = −ω2
[
eikp|x|
|x| (F
m
p,∞u(D, d, p; ·))(xˆ) +
eiks|x|
|x| (F
m
s,∞u(D, d, p; ·))(xˆ)
]
,
where the far field mapping operators Fms,∞ and Fmp,∞ are defined by
(Fms,∞φ)(xˆ) :=
1
4piµ
∫
D
[I − xˆxˆT ]e−iksxˆ·ynD(y)φ(y)dy, (3.24)
(Fmp,∞φ)(xˆ) :=
1
4pi(2µ+ λ)
∫
D
xˆxˆT e−ikpxˆ·ynD(y)φ(y)dy. (3.25)
Recalling (2.43), together with (3.13) and (3.2), similar to the rigid obstacle case (3.17), we see
usω,Ω(x) = −ω2
eikp|z|
4pi|z|
[
eiks|x−z|
|x− z| (F
m
s,∞u
0
p)(x̂− z) +
eikp|x−z|
|x− z| (F
m
p,∞u
0
p)(x̂− z) +O(x, z)
]
− ω2 e
iks|z|
4pi|z|
[
eiks|x−z|
|x− z| (F
m
s,∞u
0
s)(x̂− z) +
eikp|x−z|
|x− z| (F
m
p,∞u
0
s)(x̂− z) +O(x, z)
]
+ O(ω2). (3.26)
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Combining (3.13), (3.24) and (3.25), as |x| → ∞ and ω → 0, we have
(Fms,∞u0p)(x̂− z) = (I − xˆxˆT )O(
1
λ
)am0 , (Fmp,∞u0p)(x̂− z) = xˆxˆTO(
1
λ2
)bm0 , (3.27)
(Fms,∞u0s)(x̂− z) = (I − xˆxˆT )O(1)cm0 , (Fmp,∞u0s)(x̂− z) = xˆxˆTO(
1
λ
)dm0 , (3.28)
where am0 , b
m
0 , c
m
0 and d
m
0 are all constant complex vectors that do not depend on ω and λ, which
leads to this theorem.
For the medium scattering under a regular frequency, we have the following result. We denote
vωp (x) = (I − V˜ω,D)−1uip, vωs (x) = (I − V˜ω,D)−1uis.
Corollary 3.2. Let Ω and D be medium with the translation (2.2). Supposing λ µ, µ = O(1),
|z|  1, then we have the following asymptotic estimate of the scattered fields of (2.10) as
|x| → ∞, with the incident plane wave ui(x, d, p) = uip + uis
usω,Ω(x) =− ω2
eiks|z|
4pi|z|
[
eiks|x−z|
|x− z| (F
m
s,∞v
ω
s )(x̂− z) +
eikp|x−z|
|x− z| (F
m
p,∞v
ω
s )(x̂− z)
]
+O( 1|x|2 ) (3.29)
− ω2 e
ikp|z|
4pi|z|
[
eiks|x−z|
|x− z| (F
m
s,∞v
ω
p )(x̂− z) +
eikp|x−z|
|x− z| (F
m
p,∞v
ω
p )(x̂− z)
]
+O( 1|z|2 ).
Additionally, we have
|(Fms,∞vωp )(x̂− z)| = O(
1
λ
), |(Fmp,∞vωp )(x̂− z)| = O(
1
λ2
),
|(Fms,∞vωs )(x̂− z)| = O(1), |(Fmp,∞vωs )(x̂− z)| = O(
1
λ
).
The proof of Corollary 3.2 is completely similar to that of Theorem 3.2 and we skip it here.
4 A Two-stage Reconstruction Algorithm
For the elastic wave scattering, Theorems 2.1 and 2.2 indicate that either with the incident plane
pressure wave uip or with the incident plane shear wave u
i
s, the scattered field consists of both
the shear and pressure waves which are difficult to separate one from the other. However, one
can benefit from the orthogonality of the shear and pressure waves with only a single incident
plane wave, i.e., with only uip or u
i
s. Similar ideas could be found in [14] and [26], where the
direction and phase information of the far fields can be separated for reconstructions. For the
incident point waves, by Lemma 2.1, two kinds of incident plane waves are mixed with complex
phases even in the asymptotic expansion of point source waves. Fortunately, with the help of the
low frequency analysis developed in Section 3, we can benefit from the dominating part of the
point source wave for the nearly compressible materials. This crucial observation, together with
the results derived in Section 2, enables us to propose a two-stage algorithm for finding both the
locations and the shapes of the unknown elastic scatterers from an admissible dictionary. At the
first stage, a low frequency is used for locating the scatterers, and at the second stage, a regular
frequency is used for determining the shapes of the scatterers from the dictionary.
4.1 Locating the scatterers
We let Λ denote the bounded measurement surface in R3, and z˜ be an arbitrary sampling point
contained in a bounded sampling region S ⊆ R3. We also introduce usω(D, z;x) := usω,Ω(x) and
u∞ω (D, z; xˆ) := u∞ω,Ω(xˆ) as the corresponding scattered field and far field of Ω due to the incident
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point source uiω,p,ep(x, 0) as in (2.7). These are the measurement data for our reconstruction
schemes.
With the transition relations built in Theorems 2.1 and 2.2, and the asymptotic estimates
given in Theorems 3.1 and 3.2, we propose the following two-stage algorithm for locating the
position and determining the shape of the scatterer.
There are two separate cases in our subsequent discussion, depending on the noise level  in
the measured data. From the low frequency analysis in Theorems 3.1 and 3.2, it can be seen that
if the order of noise level is O( 1λ), then we can extract the O( 1λ) order pressure wave alone for
the reconstruction. If the noise level is of order O( 1λ), the O( 1λ) order pressure wave would be
polluted. We then extract the dominating O(1) order shear wave instead for the reconstruction.
Case I: The noise level  ∼ O( 1λ). In this case, we only use the pressure wave field for the
reconstruction and introduce the following imaging functional,
Ip(D, z, z˜) :=
|〈Pxˆ[usω(D, z; ·)], u˚sp(z˜; ·)〉L2(Λ)|
‖Pxˆ[usω(D, z; ·)]‖L2(Λ)‖u˚sp(z˜; ·)‖L2(Λ)
, z˜ ∈ S, (4.1)
where usω,Ω(D, z; ·) is the scattered field produced by the incident point source uiω,p,ep(x, 0) as in
(2.7). Pxˆ = xˆxˆ
T is the projection along the direction xˆ, and the test function u˚sp(z˜;x) is defined
as
u˚sp(z˜;x) :=
eiks|z˜|
4pi|z˜|
eikp|x−z˜|
|x− z˜| xˆ. (4.2)
If the measurement data are phaseless, then the imaging functional is modified as follows, and
see [17, 18] for more reconstruction schemes and algorithms with phaseless data.
I|p|(D, z, z˜) :=
|〈|Pxˆ[usω(D, z; ·)]|, |˚usp(z˜; ·)|〉L2(Λ)|
‖Pxˆ[usω(D, z; ·)]‖L2(Λ)‖u˚sp(z˜; ·)‖L2(Λ)
, z˜ ∈ S. (4.3)
Case II: the noise level  ∼ O( 1λ). In this case, we will use the shear far field for the
reconstruction. According to Theorems 3.1 and 3.2, although the pressure and shear parts are
mixed together in the near scattered field, the shear far field is the dominant part with magnitude
O(µ). We introduce
u˚∞ks,m,H1(z˜;x) :=
eiks|z˜|
4pi|z˜| e
−iksxˆ·z˜Um1 (xˆ), u˚
∞
ks,m,H2(z˜;x) :=
eiks|z˜|
4pi|z˜| e
−iksxˆ·z˜V m1 (xˆ), m = −1, 0, 1,
where Um1 and V
m
1 are the vectorial spherical harmonics (cf. [9]),
Um1 :=
1
2
GradY m1 (xˆ), V
m
1 :=
1
2
xˆ×GradY m1 (xˆ), m = −1, 0, 1.
We propose the following imaging functional,
Is(D, z, z˜) :=
√∑2
j=1
∑1
m=−1 |〈(I − Pxˆ)u∞ω (D, z; ·), u˚∞ks,m,Hj (z˜; ·)〉T 2(S2)|2
‖(I − Pxˆ)u∞ω (D, z; ·)‖T 2(S2)1/(4pi|z˜|)
, z˜ ∈ S, (4.4)
where T 2(S2) is the tangential vector space on the unit sphere S2, and (I − Pxˆ) is the projection
to the shear part,
(I − Pxˆ)u∞ω (D, z; ·) = u∞ω (D, z; ·)− xˆxˆTu∞ω (D, z; ·).
Next we show the indicating behaviours of the imaging functionals introduced in (4.1), (4.3)
and (4.4), for locating the position z of the scatterer Ω.
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Theorem 4.1. If D is a rigid scatterer as in Theorem 3.1 (or a penetrable medium given in
Theorem 3.2) and assume |a0|, |b0|, |c0|, |d0| (or |am0 |, |bm0 |, |cm0 |, |dm0 | for medium case) are
positive for all D ∈ D. Then we have the following asymptotic expansion
lim
λ→∞
lim
ω→0
Ip(D, z, z˜) = I˚p(z; z˜)[1 +O(|z|−1)], |z| → ∞, |x| → ∞, (4.5)
uniformly for all D ∈ D, z ∈ Λ and z˜ ∈ Λ, where for the indicator functional (4.1), one has
I˚p(z; z˜) =
|〈˚usp(z; ·), u˚sp(z˜; ·)〉L2(Λ)|
‖u˚sp(z; ·)‖L2(Λ)‖u˚sp(z˜; ·)‖L2(Λ)
, z˜ ∈ S, (4.6)
and for the phaseless indicator functional (4.3), denoting I˚|p| as the similar limit of I|p| as in
(4.5), one has
I˚|p|(z; z˜) =
|〈|˚usp(z; ·)|, |˚usp(z˜; ·)|〉L2(Λ)|
‖u˚sp(z; ·)‖L2(Λ)‖u˚sp(z˜; ·)‖L2(Λ)
, z˜ ∈ S. (4.7)
Similarly for the indicator Is(D, z, z˜), we have
lim
λ→∞
lim
ω→0
Is(D, z, z˜) = I˚s(z; z˜)[1 +O(|z|−1)], |z| → ∞, |x| → ∞, (4.8)
uniformly for all D ∈ D, zˆ ∈ S2 and z˜ ∈ S, where
I˚s(z, z˜) :=
√∑2
j=1
∑1
m=−1 |〈u˜∞ks(D, z; ·), u˚∞ks,m,Hj (z˜; ·)〉T 2(S2)|2
‖u˜∞ks(D, z; ·)‖T 2(S2)1/(4pi|z˜|)
, z˜ ∈ S, (4.9)
with
u˜∞ks(D, z; ·) =
eiks|z|
4pi|z| e
−iksxˆ·z
{
(Fs,∞φ0s)(x̂− z), D rigid obstacle, φ0s as in (3.15),
(Fms,∞u0s)(x̂− z), D medium, u0s as in (3.26).
Proof. We only prove the case that D is a rigid obstacle with the indicator functional given by
Ip(D, z, z˜). The other cases can be proved in a similar manner. By Theorems 2.1 and 3.1, there
exists a constant vector d0, such that as |z| → ∞, we have by (3.9),
lim
ω→0
Pxˆ[u
s
ω(D, z;x)] = u˚
s
p(z;x)[xˆ
Td0O( 1
λ
)xˆ+O(|z|−1) +O(ω)][1 +O(|z|−1)], (4.10)
uniformly for zˆ ∈ S2 and x ∈ S. Substituting (4.10) into (4.1), we arrive at (4.5).
By the Cauchy-Schwarz inequality, we see I˚p(z; z˜) ≤ 1 unless u˚sp(z; ·) and u˚sp(z˜; ·) are constant
multiples of each other, which can only happen when z = z˜. This then helps us to find the
location z with the sampling points z˜.
4.2 Shape determination
Once the location is approximated by z˚ = arg maxz˜ Ip(D, z; z˜) or z˚ = arg maxz˜ Is(D, z; z˜)
in Section 4.1, together with Corollary 3.1 and 3.2, we next present the numerical schemes
for reconstructing the shapes through dictionary matching under a regular frequency. The
corresponding analysis also depends on the noise level  through a similar strategy as before.
Case I: The noise level  ∼ O( 1λ). In view of Corollaries 3.1 and 3.2, we propose the following
imaging functionals,
Jp(Di, Dj ; z, z˚) :=
|〈Pxˆ[usω(Di, z; ·)], Pxˆ[ussp(Dj , z˚; ·)]〉L2(Λ)|
‖Pxˆ[usω(Di, z; ·)]‖L2(Λ)‖Pxˆ[ussp(Dj , z˚; ·)]‖L2(Λ)
, (4.11)
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for Di, Dj ∈ D, where usω(Di, z; ·) := usω,Di+z(·), and the test function
ussp(Dj , z˚;x) :=
eiks |˚z|
4pi|˚z|
eikp|x−z˚|
|x− z˚| u
∞
s (Dj ,
ˆ˚z, p; x̂− z˚), (4.12)
with u∞s (Dj , ˆ˚z, p; x̂− z˚) the far field of the scattered wave of D (D is a rigid obstacle or a
penetrable medium) due to the incident shear plane wave only, i.e., uis in (2.14).
Case II: The noise level  ∼ O( 1λ). We can again use near-field scattered data in the dictionary
produced by the shear incident plane wave uis. We denote it as u
s
ss, i.e.,
usss(Dj , z˚;x) :=
eiks |˚z|
4pi|˚z|
eiks|x−z˚|
|x− z˚| u
∞
s (Dj ,
ˆ˚z, p; x̂− z˚). (4.13)
Here u∞s (Dj , ˆ˚z, p; x̂− z˚) is the same as in (4.12). Then the imaging functional becomes
Js(Di, Dj ; z, z˚) :=
|〈(I − Pxˆ)usω(Di, z; xˆ), (I − Pxˆ)˚usss(Dj , z˚; xˆ)〉L2(Λ)|
‖(I − Pxˆ)usω(Di, z; xˆ)‖L2(Λ)‖(I − Pxˆ)˚usss(Dj , z˚; xˆ)‖L2(Λ)
(4.14)
With these preparations, we can present our second stage algorithm for the shape reconstruc-
tion. Through this scheme, we can find the shape of the scatterer Ω by dictionary searching.
Theorem 4.2. Assume that there exists a constant c0 > 0 such that ‖Pxˆ[ussp(Dj , z˚; ·)]‖L2(Λ) ≥ c0
(or ‖(I −Pxˆ)˚usss(Dj , z˚; xˆ)‖L2(Λ) ≥ c0) for all Di ∈ D. Then for any sufficiently small ε > 0 there
exist R0 and δ > 0 such that if |z| ≥ R0 and |z − z˚| ≤ δ,
|Jli(Di, Dj ; z, z˚)− Jˆli(Di, Dj ; z)| ≤ z, ∀Di, Dj ∈ D, (4.15)
where
Jˆli(Di, Dj ; z) := Jli(Di, Dj ; z, z), li = p or li = s.
Furthermore, as z˚ → z and Di = Dj, Jli(Di, Dj ; z, z˚) obtains its maximal value 1 approximately.
Proof. We first consider the case that D is a rigid obstacle. For the indicator Jp with the noise
level  ∼ O( 1λ), it suffices to calculate Pxˆ[usω(Di, z; ·)] and Pxˆ[ussp(Dj , z˚; ·)] as in (4.11). According
to Corollary 3.1, we have
Pxˆ[u
s
ω(Di, z; ·)] = Pxˆ[usω,Ω(x)] =
eiks|z|
4pi|z|
eikp|x−z|
|x− z| (Fp,∞φ
ω
s )(x̂− z) +O(
1
|z|2 )
+
eikp|z|
4pi|z|
eikp|x−z|
|x− z| (Fp,∞φ
ω
p )(x̂− z) +O(
1
|x|2 ).
Since |(Fp,∞φωp )(x̂− z)| = O( 1λ2 ) and |(Fp,∞φωs )(x̂− z)| = O( 1λ), we have
Pxˆ[u
s
ω(Di, z; ·)] =
eiks|z|
4pi|z|
eikp|x−z|
|x− z| (Fp,∞φ
ω
s )(x̂− z) +O(
1
|x|2 ) +O(
1
λ2
). (4.16)
Moreover, for the precomputed dictionary data ussp(Dj , z˚; ·), we have
Pxˆ[u
s
sp(Dj , z˚; ·)] =
eiks |˚z|
4pi|˚z|
eikp|x−z˚|
|x− z˚| (Fp,∞φ
ω
s )(x̂− z˚) +O(
1
|x|2 ). (4.17)
It can be seen that the dictionary data (4.17) approximate the measured scattered field (4.16)
under the condition of this theorem, and then the approximation (4.15) follows. By the Cauchy-
Schwarz inequality and comparing the above two formulas, we see that Jp(Di, Dj ; z, z˚) achieves
its maximal value approximately if and only if Di = Dj .
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For the indicator Js with the noise level  ∼ O( 1λ), it is sufficient for us to calculate
(I − Pxˆ)usω(D, z; xˆ) and (I − Pxˆ)˚usss(Dj , z˚; xˆ). By Corollary 3.1, we have
(I − Pxˆ)usω(D, z; xˆ) =(I − Pxˆ)usω,Ω(x) =
eiks|z|
4pi|z|
eiks|x−z|
|x− z| (Fs,∞φ
ω
s )(x̂− z) +O(
1
|x|2 )
+
eikp|z|
4pi|z|
eiks|x−z|
|x− z| (Fs,∞φ
ω
p )(x̂− z) +O(
1
|z|2 ).
Since |(Fs,∞φωs )(x̂− z)| = O(1) and |(Fs,∞φωp )(x̂− z)| = O( 1λ), we thus have
(I − Pxˆ)usω(D, z; xˆ) =
eiks|z|
4pi|z|
eiks|x−z|
|x− z| (Fs,∞φ
ω
s )(x̂− z) +O(
1
|x|2 ) +O(
1
λ
) +O( 1|z|2 ). (4.18)
Similarly, it can be verified that
(I − Pxˆ)˚usss(Dj , z˚; xˆ) =
eiks|z|
4pi|z|
eiks|x−z|
|x− z| (Fs,∞φ
ω
s )(x̂− z) +O(
1
|x|2 ). (4.19)
Hence the dictionary data (4.19) approximate the measured scattered field (4.18) under the
condition of this theorem, and the approximation (4.15) also follows. Again by Cauchy-Schwarz
inequality and comparing the above two formulas, we conclude that Js(Di, Dj ; z, z˚) achieves its
maximal value approximately if and only if Di = Dj .
The other case that Ω is a penetrable medium follows by completely similar arguments, along
with the use of Corollary 3.2.
5 Numerical Tests
In this section, we present numerical tests to illustrate the effectiveness and efficiency of the
proposed method. We verify the elastic imaging technique using limited aperture near field data.
All the numerical experiments are carried out using MATLAB R2017a on a Lenovo workstation
with 2.3GHz Intel Xeon E5-2670 v3 processor and 512GB of RAM.
The experimental setup is as follows. As shown in Figure 1, the admissible dictionary set
consists of six referemce domains, Di, i = 1, . . . , 6, which are composed of a number of unit
cubes. The measurement surface Λ is set to be a unit square in the x2x3-plane and centered at
the origin. The scattered elastic near fields on the measurement surface Λ of reference domains
in the dictionary D as in (2.1) are first collected in advance for incident point signal waves with
different locations.
In the following tests, we let the Poisson ratio ν = 0.475 and Young’s modulus E = 3, thus
µ ∼ O(1), λ ∼ O(102) and λ  µ. The detecting wavelength for locating objects is set to be
ω1 := 1 and the detecting wavelength for shape determination is set to be ω2 := 20. Without
loss of generality, the target scatterer is given by Ω := Di + z0. Here z0 is fixed as (40, 0, 0).
5.1 Rigid body case
In the first example, we test with six reference domains with the rigid body boundary condition.
In the first stage, the positions are found in the locating stage by finding the maximum value
of the indicator functions Ip in (4.1) and Is in (4.4). In the noise-free case, the coordinates
and the distance from the exact location are shown in Table 1 for each reference domain in the
dictionary. One can find that the error of positions deduced from Is is much smaller than those
from Ip. The reason for this phenomenon is due to the fact that ks  kp, thus the shear wave
with wave number ks has a higher resolution. In light of the high resolution of shear waves, it is
enough for us to locate and imaging the reference domain only by Is in (4.4). Compared with
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Figure 1: Dictionary of a priori known scatterers.
D1 D2 D3 D4 D5 D6
z˚10 40.0278 40.0547 40.0965 40.0158 40.0971 40.0958
z˚20 0.0679 0.0743 0.0655 0.0706 0.0277 0.0097
z˚30 0.0758 0.0392 0.0171 0.0032 0.0046 0.0823
|˚z0 − z0| 0.1055 0.1003 0.1173 0.1196 0.0322 0.1277
Ip indicator function.
D1 D2 D3 D4 D5 D6
z˚10 39.9901 39.9811 39.9784 39.9846 40.0035 39.9853
z˚20 0.0100 0.0180 −0.0056 0.0201 −0.0251 0.0121
z˚30 −0.0101 −0.0110 −0.0204 −0.0256 −0.0265 −0.0265
|˚z0 − z0| 0.0173 0.0283 0.0302 0.0360 0.0367 0.0326
Is indicator function.
Table 1: Location test using Ip and Is for elastic rigid bodies without noise.
the exact position z0, the difference between the exact and estimated positions using Is in (4.4)
are always below 0.1% in terms of the Euclidean distance.
Next, we compute indicator function value Js in (4.14) using the near field data measured on
Λ and the approximate position found in Table 1. The result of shape determination is shown
in Table 2. The values of the indicator function value have been rescaled between 0 and 1 by
normalizing with respect to the maximum function value among all six reference gestures in each
row of the table to highlight the unique reference domain identified. The same normalization
procedure is employed in the sequel. We see from Table 2 that the peak value are always taken
in the diagonal line when the measurement data match with the precomputed data of the correct
gesture.
In the noisy case with noise level of 5%, the positions found in the first stage are shown in
Table 3. the difference between the exact and estimated positions is still very small. The result
of gesture recognition is shown in Table 4, which clearly shows that all the correct pairs matches
the best. The test with noisy data shows the robustness with respect to noisy measurement data
of both the locating and recognition indicator functions Is in (4.4) and Js in (4.14), respectively.
20
D1 D2 D3 D4 D5 D6
D1 1.0000 0.9234 0.9291 0.8660 0.8249 0.9453
D2 0.9232 1.0000 0.9245 0.9502 0.9109 0.9146
D3 0.9280 0.9242 1.0000 0.9040 0.9494 0.9851
D4 0.8650 0.9510 0.9040 1.0000 0.9301 0.9742
D5 0.8249 0.9007 0.9592 0.9310 1.0000 0.9169
D6 0.9451 0.9147 0.9849 0.9732 0.9249 1.0000
Jp indicator function.
D1 D2 D3 D4 D5 D6
D1 1.0000 0.9134 0.8291 0.8260 0.8249 0.9453
D2 0.9212 1.0000 0.9245 0.9202 0.9309 0.9146
D3 0.9260 0.9242 1.0000 0.9240 0.9194 0.9351
D4 0.8630 0.8510 0.9140 1.0000 0.9101 0.9542
D5 0.8149 0.8007 0.9492 0.9310 1.0000 0.9269
D6 0.9461 0.8147 0.9449 0.9532 0.9249 1.0000
Js indicator function.
Table 2: Shape determination test using Jp and Js for elastic rigid body without noise.
D1 D2 D3 D4 D5 D6
z˚10 39.8738 39.7611 39.8742 39.8632 40.1075 39.8453
z˚20 0.1307 0.3280 −0.0896 0.1542 −0.1451 0.1321
z˚30 −0.1731 −0.2110 −0.1204 −0.1456 −0.1695 −0.1475
|˚z0 − z0| 0.2509 0.4574 0.1958 0.2524 0.2477 0.2513
Table 3: Location test using Is for elastic rigid body with noise 5%.
This salient robustness is due to the inner product operation, which eliminates implicitly the
noisy part in light of the orthogonality.
5.2 Medium case
In the second example, we test with an inhomogeneous elastic medium among the six reference
gesture domains.
nk,Ω =
{
1 x ∈ R3\Ω¯
5 x ∈ Ω .
The results of location and shape determination tests are shown, respectively, in Tables 5
and 6 for the noise-free case, and in Tables 7 and 8 for the noisy case with 5% noise level.
D1 D2 D3 D4 D5 D6
D1 1.0000 0.9453 0.9632 0.8213 0.9182 0.9649
D2 0.9431 1.0000 0.9374 0.8864 0.9205 0.9061
D3 0.9651 0.9255 1.0000 0.9213 0.9070 0.9124
D4 0.8268 0.8811 0.9219 1.0000 0.9621 0.9450
D5 0.9152 0.9213 0.9071 0.9491 1.0000 0.9378
D6 0.9649 0.9066 0.9123 0.9459 0.9367 1.0000
Table 4: Shape determination test using Js for elastic rigid body with noise 5%.
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D1 D2 D3 D4 D5 D6
z˚10 40.0417 40.0254 39.9576 40.0279 40.0069 39.9837
z˚20 −0.0214 −0.0120 −0.0446 0.0434 −0.0031 −0.0338
z˚30 0.0257 0.0068 0.0031 −0.0370 −0.0488 0.0294
|˚z0 − z0| 0.0535 0.0289 0.0616 0.0635 0.0494 0.0477
Table 5: Location test using Is for elastic media without noise.
D1 D2 D3 D4 D5 D6
D1 1.0000 0.9311 0.8848 0.9393 0.8716 0.9418
D2 0.9312 1.0000 0.9174 0.8838 0.9100 0.9086
D3 0.8834 0.9179 1.0000 0.9295 0.9740 0.8854
D4 0.9398 0.8899 0.9004 1.0000 0.9200 0.9864
D5 0.8737 0.9171 0.9422 0.9183 1.0000 0.9131
D6 0.9346 0.9087 0.8557 0.9131 0.9089 1.0000
Table 6: Shape determination test using Js for elastic media without noise.
Both noise-free and noisy cases tell us that our locating and shape determination algorithms
are very robust with noise and work very well even with data of limited aperture. Besides, the
computational efforts is quite less and the shape determination schemes are very efficient only
involving with inner product by known data at hand.
6 Conclusion
We proposed and analyzed a reconstruction scheme with elastic wave detection for the nearly
incompressible materials. The inverse scattering theory of elastic wave is of essential importance.
We employed the translation relations between the scattering by incident elastic point source and
the scattering by incident elastic plane waves. We also analysed the asymptotic amplitude of
scattering shear wave and pressure wave. Besides, we presented a detailed low frequency analysis
for the nearly incompressible materials. With these theoretical analysis, we proposed a two-stage
reconstruction algorithm. In the first stage, we employ low frequency scattering data to locate
D1 D2 D3 D4 D5 D6
z˚10 39.9758 39.9762 39.9722 39.9819 39.9586 39.9529
z˚20 −0.0091 0.0103 −0.0383 −0.0076 −0.0238 0.0429
z˚30 0.0095 0.0211 −0.0203 0.0008 0.0301 0.0230
|˚z0 − z0| 0.0275 0.0334 0.0515 0.0197 0.0565 0.0677
Table 7: Location test using Is for elastic media with noise 5%.
D1 D2 D3 D4 D5 D6
D1 1.0000 0.8800 0.9109 0.9321 0.8895 0.9280
D2 0.8738 1.0000 0.8666 0.9520 0.9303 0.9032
D3 0.9105 0.8656 1.0000 0.9095 0.8817 0.9021
D4 0.9320 0.9221 0.9802 1.0000 0.9160 0.9287
D5 0.8863 0.9285 0.8819 0.9162 1.0000 0.9169
D6 0.9279 0.9030 0.9256 0.9141 0.9171 1.0000
Table 8: Shape determination test using Js for elastic media with noise 5%.
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the positions with special designed test functions, and in the second stage we employ the regular
frequency scattering data to determine the shapes. We use a precomputed dictionary to store
the data needed for the reconstruction algorithm, and the involved computations are mainly
inner products of the corresponding data, which are very robust to noise. Various numerical
experiments also show the efficiency of the proposed algorithm.
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