Abstract. We consider the problem of recovering a reflecting surface such that for a given point source of light the directions of the reflected rays cover a prescribed region of a far field sphere and the density of the distribution of the reflected rays is a function prescribed in advance, where the aperture of the incident ray cone is also prescribed in advance. Mathematically this problem requires one to solve a nonlinear partial differential equation of Monge-Ampère type subject to a nonlinear boundary condition. Numerical computations for the problem have been carried out by several authors. In this paper we study the existence, uniqueness, and smoothness of the reflecting surfaces for the above problem.
Introduction
In this paper we investigate the following problem which arises in geometric optics. In the three-dimensional Euclidean space R 3 fix a point O and suppose that a non-isotropic light source is positioned there. Let S 2 be a unit sphere with centre at O and a domain on S 2 . Denote by a surface which projects radially in a one-to-one fashion onto . The surface is supposed to have a perfect reflection property, that is, no loss of energy occurs when a beam of light is reflected by it. Suppose a ray is originated from O in the direction x and is reflected by , producing a reflected ray in the direction y. We identify a direction with a point on S 2 . Then we get a mapping T of ⊂ S 2 into S 2 . The problem is to recover the reflecting surface so that the reflected rays cover a prescribed region D of a far field sphere and the density of the distribution of the reflected rays is a function of the direction prescribed in advance. Below we refer to this as the light reflection problem. For more details see [15] .
There have been several works on this problem, see [1, 8-11, 15, 16] . This problem has been regarded as an inverse problem and considered by several authors. In general this problem is overdetermined and cannot be solved for arbitrary data. A small perturbation of the data may produce a situation where a solution does not exist.
The analytic formulation of the problem has been derived in [11, 15] , which is a nonlinear partial differential equation of Monge-Ampère type subject to a nonlinear boundary condition (the second boundary value condition). However, the equation is indirect for the surface since the unknown function in the equation is defined on D, and the relation between the function and the reflecting surface is not very clear. A direct equation for the surface has recently been derived in [18] , which is also an equation of Monge-Ampère type.
Existence
Let and D be two disjoint domains on the unit sphere S 2 with Lipschitz boundaries and f (x) a positive function defined on D; suppose the rays originate from the origin with density ν(x), x ∈ . We look for a surface = ρ = {x · ρ(x); x ∈ } whose radial projection on S 2 is , so that the directions of the reflected rays cover D and its distribution density is equal to f . Here we identify a direction x with a point x on S 2 . In section 1.1 we derive the analytic formulation for this problem, which is an equation of Monge-Ampère type. In section 1.2 we introduce the concept of generalized solutions and in section 1.3 we prove the existence of generalized solutions to the Dirichlet problem of the equation. The basic idea in dealing with the Dirichlet problem is to approach the solution by polyhedrons, which has been used by Alexandrov, Pogorelov and others in studying the classical Monge-Ampère equation, see [12] . Using the existence result in section 1.3 we prove in section 1.4 the existence of the reflecting surfaces.
Derivation of the equation
Suppose ρ(x) is positive and C 2 smooth. Suppose a ray radiates from the origin in the direction x and is reflected at the point x · ρ(x), generating a reflected ray in the direction y = T (x) ∈ D. Let n denote the unit normal of at x · ρ(x). Then y − x = 2 −x, n n, i.e.
T (x) = y = x − 2 x, n n. where η = (ρ 2 + |∇ρ| 2 )/2ρ. Suppose the directions of the reflected light do not overlap. This assumption will be guaranteed by introducing the concept of admissibility of functions in the next subsection, see lemma 1.1. Suppose there is no loss of energy in reflection. Then we have the energy conservation:
for any open set E ⊂ . Note that
where × denotes the outer product in R 3 . Hence we are led to the equation
ν(x)/f (T (x).
( 1.2)
The boundary condition for this setting is for some positive constants λ and . We also suppose ∩ D = ∅, is contained in the north hemisphere, and D is contained in the south hemisphere. Note that any paraboloid ψ = {x · ψ(x), x ∈ } with focus at the origin satisfies Lψ = 0, and ψ assumes the form ψ(x) = C 1 − x, y for some C > 0 and y ∈ S 2 . In this paper y will be called the axial direction of ψ . The explicit formula for the operator L has been derived in [18] . We give the derivation here since it is not long. Let p(x) = 1/ρ(x). Then we have
where
Denote r(x) = ∇p + (p − η)x and differentiate r covariantly; we obtain
ij being the Christoffel symbols of the second kind of the metric e. Hence
We obtain
Direct computation shows that
From (1.2) we therefore reach the equation
From (1.11), one sees that if ρ(x) is a solution of (1.2), then Cρ(x) is also a solution of (1.2) for any positive constant C.
Generalized solutions
In this and the following subsections we will suppose ν(x) is a non-negative Borel measure. At first we introduce the concept of support paraboloids. Let F = {x · ψ(x); x ∈ } be a paraboloid. We say F is an (upper) support paraboloid of ρ at P ∈ ρ if: (i) F lies above ρ , i.e. ψ ρ on ; (ii) F passes through P ; (iii) the focus of F is at the origin. Definition. A function ρ is said to be (upper) admissible with respect to the equation (1.2) if ρ is positive and, for any x ∈ , there exists a support paraboloid of ρ at x · ρ(x). Remark 1.1. One can verify that the matrix (∇ ij p + (p − η)e ij ) |p=1/ψ = 0 if ψ is a paraboloid with focus at the origin. Hence for any admissible function ρ, (∇ ij p + (p − η)e ij ) |p=1/ρ 0. Namely, (1.2) is degenerate elliptic for admissible functions.
The two-dimensional elliptic Monge-Ampère equations have been studied by Pogorelov [12] and Schulz [13] and many others, but the results in [12, 13] cannot be applied to equation (1.2) because various conditions are imposed there.
Remark 1.2.
If ρ is an admissible function, then ρ is a convex surface. There is a large class of admissible functions. Indeed, for any given positive function ρ ∈ C( ), ρ = inf{ψ, ψ is paraboloid with focus at the origin so that ψ ρ on } is admissible. Moreover, let ρ k be a sequence of admissible functions so that ρ k converges to a positive function ρ in . Let F k be a support paraboloid of
For any admissible function ρ, we define a set-valued mapping T = T ρ so that for any x ∈ , T ρ (x) is the set of the axial directions of the support paraboloids of ρ at x · ρ(x). The subscript ρ will sometimes be dropped if no confusion arises. It is easy to see that if ρ is C 1 smooth at x, then such defined T ρ (x) is equivalent to the one in (1.1). For any Borel set E ⊂ , let T ρ (E) = ∪ x∈E T ρ (x) . By the set-valued mapping T ρ , we introduce a measure µ = µ ρ,f on so that for any Borel set E ⊂ ,
(1.12)
Definition. An admissible function ρ is said to be a (generalized) supersolution of (1.2) if µ ρ,f ν, namely,
If µ ρ,f = ν, then we say ρ is a (generalized) solution of (1.2).
If ρ is a generalized supersolution of (1.2) and T ( ) ⊂ D, we say ρ is a (generalized) supersolution of (1.2) and (1.3). If ρ is a generalized solution of (1.2) and D ⊂ T ( ) and |{x ∈ , T (x) ⊂ D}| = 0 (1.14)
then we say ρ is a (generalized) solution of (1.2) and (1.3).
(1.14) is a weak form of (1.3). We will see from theorems 1.2 and 2.2 that, in general, there exists a solution of (1.2), unique up to positive constant multiple, which satisfies (1.14) but not (1.3). The above definition is natural. It means that if ρ is a solution of (1.2), then the energy radiated from a region E ⊂ should be equal to the energy received by the region T ρ (E). If ρ ∈ C 2 ( ), and ν(x) is an absolutely continuous measure, namely, there exists a measurable function g so that ν is represented by ν(ω) = ω g(x) dx for any Borel set ω ⊂ , then ρ is a supersolution if and only if Lρ g/f (T (x)), and ρ is a solution if and only if Lρ = g/f (T ρ (x)).
Let ρ be an admissible function. We extend ρ to S 2 by ρ( Proof. The following proof is provided by the referee, which is suggested by a similar result in [17] . Let
Then ρ * is an admissible function on S 2 , since ρ is admissible. If y ∈ T ρ (x 1 ) ∩ T ρ (x 2 ) for distinct x 1 , x 2 ∈ , then the infimum in (1.15) is attained at x 1 and x 2 , and x 1 , x 2 ∈ T ρ * (y), but then y cannot be a point of differentiability for ρ * , and the conclusion of lemma 1.1 follows since ρ * is differentiable almost everywhere.
With the help of lemma 1.1, we have the following lemma 1.2, whose proof is similar to that of proposition 1 in [3] and is omitted here. 
, 0 f i for some > 0, and ν i → ν weakly, then ρ is a solution (supersolution, respectively) of (1.2).
Proof. To prove ρ is a solution we will show that for any Borel set U ⊂ , 
(1.20)
By the arbitrariness of K ⊂ U , we obtain (1.19). Similarly we see that if ρ i is a supersolution of (1.18) so that ρ i → ρ uniformly, then ρ is a supersolution of (1.2).
Dirichlet problem
In this subsection we study the existence of solutions to the following Dirichlet problem:
where ϕ ∈ C( ) is a positive function. We suppose f is positive and g ∈ C( × R) is a non-negative function which is non-increasing in ρ. We say ρ is a (generalized) supersolution of (1.21) and (1.22) if ρ is a supersolution of (1.21) and ρ ϕ on ∂ . ρ is a solution of (1.21) and (1.22) if ρ is a solution of (1.21) and ρ = ϕ on ∂ .
If ρ 1 is a solution of (1.21) with g = g 1 and ϕ = ϕ 1 and ρ 2 is a supersolution of (1.21) with g = g 2 and ϕ = ϕ 2 , then ρ 1 ρ 2 in . Proof. If not, then the set ω = {x ∈ , ρ 1 (x) > ρ 2 (x)} is non-empty. By the admissibility of ρ 1 and ρ 2 we have T ρ 2 (ω) ⊂ T ρ 1 (ω). Note that for any C > 1, Cρ 2 is also a supersolution of (1.21). Replacing ρ 2 by Cρ 2 for some C > 1 and close to 1, we may suppose T ρ 2 (ω) is a proper subset of T ρ 1 (ω). For if not, then similar to the proof of theorem 3, chapter 7 in [12] (see also the proof of theorem 2.2 below), one sees that the normal of ρ 1 coincides with that of ρ 2 almost everywhere in ω, which implies ρ 1 = ρ 2 + constant by the convexity of ρ 1 and ρ 2 .
By the definition of generalized solutions, we have
f (p) dp.
On the other hand, by
We reach a contradiction.
We approximate the solutions of (1.21) and (1.22) by polyhedrons.
be a dense subset of ∂ . For k > 1 large, let k be a polyhedron with vertices Q k = {q 1 , . . . , q k }. Let P k = {p 1 , . . . , p k }. For any given positive function ρ ∈ C( k ), let ρ = inf{ψ, ψ is a paraboloid with focus at the origin so that ψ ρ at points in
Obviously ρ is admissible. By the continuity and positivity of ρ one sees that ρ is also positive. If ρ is admissible, then ρ = ρ on P k ∪ Q k . The function ρ obtained by (1.23) will be called Q-polyhedral function and ρ will be called Q-polyhedron. Each face of a Q-polyhedron is a piece of a paraboloid. The set of all Q-polyhedrons will be denoted by k . For convenience we will simply call ρ ∈ k a polyhedron and ρ a polyhedral function. Note that if ρ ∈ k is a polyhedron, then ρ is admissible.
Let ν k be a non-negative Borel measure supported on P k . We first deal with the solutions of the equation
(1.24)
We say ρ ∈ k is a polyhedron supersolution of (1.24) if
If for any p i ∈ P k , the equality holds, then we say is a polyhedron solution of (1.24).
Lemma 1.5. If ρ 1 and ρ 2 are supersolutions of (1.21), then ρ = min(ρ 1 , ρ 2 ) is a supersolution of (1.21).
Proof. For any Borel set
Hence ρ is a supersolution of (1.21).
From lemma 1.5 we see that if ρ 1 and ρ 2 are two polyhedron supersolutions of (1.24). Then ρ = min(ρ 1 , ρ 2 ) is a supersolution of (1.24). In particular, ρ is a polyhedron supersolution of (1.24), where ρ is a polyhedral function defined by (1.23) with ρ = min(ρ 1 , ρ 2 ).
Proof. We will define a sequence of polyhedrons l = {(x · ρ l (x)), x ∈ k } so that ρ l are polyhedron supersolutions of (1.24), ρ l ρ l−1 in k , ρ l = ρ 0 on Q k , and ρ l converges to a polyhedron solution ρ of (1.24) with ρ = ρ 0 on Q k . ρ 0 has been given in the lemma. Suppose ρ l−1 has been obtained. We define ρ l inductively as follows. Let ρ l,0 = ρ l−1 . For i = 1, 2, . . . , k successively, let ρ ε l,i = inf{ψ; ψ is a paraboloid with focus at the origin so that
, and ρ l is a polyhedron supersolution of (1.24). Let ψ be a paraboloid so that ψ ρ 0 on . We have ρ l (x) ψ(x). Hence ρ l converges to some polyhedral function ρ as l → +∞. By the above construction it is easy to check that ρ satisfies (1.25). Hence ρ is a polyhedron solution of (1.24). The uniqueness follows from lemma 1.4.
Remark 1.4. (i)
Let W k be the set of polyhedron supersolutons ρ of (1.24) so that ρ ρ 0 on Q k , then one can verify that
is a polyhedron solution of (1.24) with ρ k = ρ 0 on Q k . Hence the solution obtained in lemma 1.6 can be formulated by (1.26).
(ii) The proof of lemma 1.6 gives an approach to the numerical solutions to the light reflection problem. 
Proof. Let λ(t) be a continuous function which is non-increasing in t so that λ(t)
Let k , P k , Q k be as above. Let ν k be a Borel measure supported on P k so that ν k → 1 weakly as k → ∞.
Since λ(t) = 0 for t ϕ 0 , we see that the paraboloid
provided α is large enough so that ρ α ϕ 0 on . Let
Then by remark 1.4, ρ k is a polyhedron solution of (1.24 λ ). Let α > 0 small enough so 
We claim ρ δ = ϕ on ∂ . Indeed, for any point q ∈ Q ∩ ∂ , we may choose a paraboloid ψ with focus at the origin so that ψ(q) = ϕ(q) and ψ > ρ δ in δ . Let
. By the comparison principle it follows that ρ δ ρ 0 in . Let δ → 0, by corollary 1.3 we see that there is a subsequence of ρ δ which converges to a solution of (1.21) and (1.22). The uniqueness of solutions follows from the comparison principle. This completes the proof.
The assumption on the existence of a supersolution in theorem 1.1 is necessary. This can be easily seen by considering the radial solution of (1.21) and (1.22) . In this case if f = constant > 0 is small enough and g ≡ 1, then (1.21) and (1.22) has no solution.
Existence of light reflector
We are now in a position to prove the existence of solutions of (1.2) and (1.3). We will use the Perron method as in [14] . In this subsection we suppose ν(x) is a measuable function so that
for some positive constants ν 0 and ν 1 . Let ρ 0 be a paraboloid with focus at the origin so that its axial direction lies in D. Let
inf ρ 0 is a positive constant to be determined. At first we consider the equation
Let ε,δ denote the set of all supersolutions of (1.30) and (1.3) so that ρ ρ 0 . ε,δ is non-empty since ρ 0 ∈ ε,δ . Lemma 1.7. There exists a constant c 1 > 0 depending only on , D, and ρ 0 , c 0 so that ρ > c 1 for any ρ ∈ ε,δ .
Proof. We claim that there exists a positive constant C > 0 which depends only on dist( , D) so that for any ρ with
Indeed, for any x 0 ∈ , we may suppose x 0 is the north pole, (∂x/∂t 1 , ∂x/∂t 2 ) is an orthonormal frame near x 0 , and
On the other hand, since ρ ∈ ε,δ , we have T ρ ( ) ⊂ D. Hence by (1.4), we have µ( ) = ν(x) dx, a contradiction.
Remark 1.5. Let be a straight line not containing the origin and p a point on . Let E denote the set of the axial directions of the paraboloids with focus at the origin so that they are tangent to at p. We identify a direction with a point on S 2 . Then E = {y ∈ S 2 ; y − p/|p|, τ = 0, y = p/|p|}, where τ is a tangent vector to . Hence for any admissible function ρ, T ρ (x) is either a point, or an arc on some circle, or a closed domain on S 2 .
We say and D satisfy the condition (C) if for any plane L intersecting with , L∩∂D contains at most two points, or equivalently, L ∩ D is connected. If and D satisfy the condition (C) and ρ 1 and ρ 2 are supersolutions of (1.2) so that
Condition (C) can be verified analytically. Suppose and D are contained in the north and south semispheres, respectively. For any point x ∈ ∂D, let r denote the inner normal of ∂D at x. Let cos θ = sup{ (y − x)/|y − x|, r ; y ∈ }. Then the condition (C) is satisfied if the geodesic curvature of ∂D is greater than or equal to cos θ/ sin θ . Let
(1.32)
Lemma 1.8. Suppose and D satisfy the condition (C). Then there exists a sequence
By lemma 1.5 and condition (C) we have ρ i ∈ ε,δ and for each j , ρ i (x j ) → ρ ε,δ (x j ) as i → +∞. By lemma 1.7 and (1.31), we conclude
Lemma 1.9. ρ ε,δ is a solution of (1.30).
Proof. By corollary 1.3, ρ ε,δ is a supersolution of (1.30). For any ball B contained in , by theorem 1.1, there exists a solution of (1.30) with w = ρ ε,δ on ∂B so that w ρ ε,δ in B. We want to show w = ρ ε,δ in B. If it is not true, let
Then ρ is a supersolution of (1.30) and ρ ε,δ ρ. This is a contradiction since ρ ε,δ w and ρ ε,δ ≡ w.
We need only to show that for any y 0 ∈ D, there exists x 0 ∈ so that T ρ ε,δ (x 0 ) = y 0 .
We argue by contradiction. Suppose there exists y 0 ∈ D so that y 0 ∈ T ρ ε,δ ( ). Without loss of generality we may suppose y 0 is the south pole. Let
where a > 0 is a positive constant. Then F a = {x ·ψ a (x); x ∈ } is a family of paraboloids with focus at the origin and axes in the minus z-direction. And F a lies above ρ ε,δ if a is large enough. Let a 0 = inf{a; F a lies above ρ ε,δ } and let
We claim that ω σ lies in the σ -neighbourhood of ∂ with σ → 0 as σ → 0. For if it is not true, then ψ a 0 (x) is a support paraboloid of ρ ε,δ at some interior point, which implies the south pole y 0 ∈ T ρ ε,δ ( ), contradicting the above assumption. Let σ > 0 small enough so that σ < δ. Since g ε,δ (x, ρ) = 0 on ω σ , we see that
) is a supersolution of (1.30) and (1.3), but on ω σ we have ρ < ρ ε,δ , which contradicts the definition (1.32). Hence y 0 ∈ T ρ ( ). This completes the proof. 
Since ρ δ c 1 , we can extract a subsequence of ρ δ so that it converges to a function ρ(x) as δ → 0. By corollary 1.3, ρ(x) is a solution of (1. 2 and let E = {x ∈ , ∃y ∈ T ρ (x) so that y ∈ D}. Then mes(E) = 0. This is because ρ is a convex surface and so T ρ (x) is uniquely determined for a.e. x ∈ . We have
In theorem 1.2 we have actually obtained a solution of (1.2) so that the directions of the reflected light cover the domain D and the energy of the reflected lights whose directions do not lie in D is zero.
(ii) Let G denote the set of points at which ρ is differentiable. It is easy to see that if
by the (semi-) convexity of ρ. Hence by mes(E) = 0 we have T ρ (G) ⊂D. Which means that if E = ∅, then ρ is only Lipschitz continuous. In the following section we will prove the uniqueness and regularity for solutions obtained in theorem 1.2. For the regularity obviously we require that E = ∅. If and D satisfy the condition (C), then from lemma 1.10 we have E = ∅.
However, usually E is not empty. This is easily seen if D is not convex. It is surprising that E may be non-empty even if both and D are smooth and convex domains on S 2 .
Example. Let be the north hemisphere, ν(x) ≡ 1. Let D ∞ be the shortest arc connecting y 1 and y 2 , where
in the sense of distribution, where δ y denotes the Dirac function supported at y. Both D k and f k are supposed to be symmetric with respect to the planes {x 1 = 0} and {x 2 = 0}.
Let ρ k be a solution of 
(1.35) Let = ∩ {x 1 = 0}, by remark 1.5 we have ρ ∞ ∈ C 1 ( \ ).
We obtain mes(ω) = 0, which, together with (1.35), implies the distribution of the reflected light by ρ ∞ is f ∞ .
Consequently by the admissibility and symmetry of ρ ∞ we infer that for any x = (x 1 , x 2 , x 3 ) ∈ with x 2 > 0 (x 2 < 0, respectively), the axial direction of the support paraboloid of ρ ∞ at (x · ρ(x)) is y 2 (y 1 , respectively). We thus have
where C = (2 + √ 2)/2 so that ρ ∞ (x 0 ) = 1. It thus follows by remark 1.5 that for any x ∈ with x 2 = 0 and
For the classical two-dimensional Monge-Ampère equations one can obtain two classes of solutions, one is convex and the other concave. A similar result holds for equation (1.2) . To see this we redefine the admissibility of functions for the problem (1.2).
Let F = {x · ψ(x); x ∈ } be a paraboloid. We say F is a lower support paraboloid of ρ at P ∈ ρ if: (i) F lies below ρ , i.e. ψ ρ on ; (ii) F passes through P ; and (iii) the focus of F is at the origin.
We say a function ρ is lower admissible with respect to the equation (1.2) if ρ is positive and, for any x ∈ , there exists a lower support paraboloid of ρ at x · ρ(x). A lower admissible function is semiconcave.
With the redefined admissibility of functions we can introduce the set-valued mapping T ρ (x) and measure µ ρ,f as before. We say a lower admissible function ρ is a generalized subsolution of (1.2) if µ ρ,f ν. If µ ρ,f = ν, we say ρ is a generalized solution of (1.2). By the above procedure one can prove that (1.2) admits a lower admissible solution subject to the boundary condition (1.3 ) under the assumptions of theorem 1.2. Note that in the above argument semiconvexity is enough for the proof.
The solution obtained in theorem 1.2 may be more important in applications because the graph of the solution is a convex surface, whereas the graph of the lower admissible solution is semiconcave and it may contain saddle points. Remark 1.7. The above argument can also be applied to the light reflection problem with point source so that the reflected light covers a given region on a near field sphere and the distribution of the reflected light is equal to a given function. In the near field case, we need to replace the paraboloid in the argument above by ellipsoid so that one focus of the ellipsoid is at the point source and the other one on the given region of the near field sphere.
Uniqueness and regularity
In this section we deal with the uniqueness and regularity for generalized solutions. The uniqueness will follow from the definition of generalized solutions, see theorem 2.2 below. The main task of this section is to prove the regularity for solutions of (1.2). There has been a lot of work dealing with two-dimensional Monge-Ampère equations (see [12, 13] ), but no result has covered the equation (1.2) because of various conditions imposed in [12] and [13] . The uniqueness of smooth solutions to the problem (1.2) and (1.3) has also been discussed by Marder [6] .
This section is arranged as follows. In section 2.2 we establish the interior a priori estimates for solutions of (1.2). In section 2.3 we prove the interior regularity for generalized solutions of (1.2). Finally in section 2.4 we deal with the uniqueness and stability.
2.1.
Let ρ be a generalized solution of
In this section we suppose
for some positive constants ν 0 , ν 1 , λ, and . Then p(x) = 1/ρ(x) satisfies
We say p is a (generalized) subsolution of (2.6) if ρ is a (generalized) supersolution of (2.1); p is a (generalized) solution of (2.6) if ρ is a (generalized) solution of (2.1).
To establish the C 2 a priori estimates for solutions of (2.6) it will be convenient to express the equation (2.6) in a local Euclidean space. Let A denote the cone {tx; t > 0, x ∈ }. Let denote the intersection of A with the tangent plane {z = 1} of S 2 at the north pole. We will identify with its projection on {z = 0}. Extend p(x) to the cone A so that it is homogeneous of degree one, namely, p(tx) = tp(x) for any t > 0 and x ∈ . Let u be the restriction of p on , namely,
Suppose (e 1 , e 2 ) = (∂x/∂t 1 , ∂x/∂t 2 ) is an orthonormal frame field on S 2 . Then
For convenience we denote
(2.11)
Then (2.6) reduces to
Note that the left-hand side of (2.12) is invariant under the rotation of coordinates. We say u is a (generalized) solution of (2.12) if p is a (generalized) solution of (2.6). If p ∈ C 2 ( ) is a solution of (2.6), by remark 1.1, the matrix {∇ ij p + (p − η p )e ij } is non-negative definite. Hence
Equation (2.12) is strongly elliptic according to Pogorelov [12] , since α, β > 0 and αβ − γ 2 > 0. Note that if ρ is a solution of (2.1), then kρ is also a solution. Hence we may suppose ρ = 1 at some point. By (1.31) and lemma 1.7, we have C
where C 1 depends on R.
C 2 a priori estimates
Next we derive the bound for the second derivatives of u.
where C depends only on C 1 and g up to its second derivatives, d x denotes the distance of x to the boundary ∂ .
Proof. By (2.13) it suffices to establish the upper bound for
where ξ is a unit vector, ζ = |x| 2 − x, ξ 2 . Suppose the supremum sup{ϕ(x, ξ ); x ∈ x 0 , |ξ | = 1} is attained at x = x and ξ = ξ . Note that (2.12) is invariant under the rotation of coordinates. We may suppose ξ is the x 1 -direction. Then ζ = |x 2 | and ψ(x) = λ(x)(u 11 (x) − α) attains its maximum at x.
Differentiating u 11 − α = ψ/λ twice, we get
From (2.18) and (2.16) we have
λ 2 + I (2.20)
By virtue of (2.17), we reduce (2.19) to
Since ψ attains its maximum at x, the first term of (2.21) is nonpositive. Note that
The second term minus the third term in (2.21) is equal to
Suppose ξ and ζ are the principal directions of u at x so that u ξξ u ζ ζ . Let θ denote the angle between ξ and the x 1 -axis. Then at x, u 11 = cos 2 θu ξξ + sin 2 θu ζ ζ u 12 = sin θ cos θ(u ξξ − u ζ ζ ) u 22 = sin 2 θu ξξ + cos 2 θu ζ ζ .
Since ψ attains its maximum in the x 1 -direction, it follows
for some C depending only on α and β. We may suppose u ξξ > K for some K large, otherwise K will be an upper bound for D 2 u. Note that (2.12) is invariant under the rotation of coordinates and that u ξζ (x) = 0, we have u ζ ζ C. Hence by (2.23) we have sin 2 θu ξξ C. Hence
Write II as
We have
. Differentiating the equation (2.12) with respect to x 2 gives |u 222 | (C/λ)(1 + u 11 ). We obtain
) . Conseqently if u ∈ C 4 ( ) is a solution of (2.12), then (2.12) is a uniformly elliptic equation. By the Hölder regularity for two-dimensional elliptic equations (see [13] ) and Schauder estimates we obtain
Remark 2.1. The proof of lemma 2.1 follows the outline of Pogorelov ([12] , section 13.1), but his argument is quite vague. He introduced the auxiliary function ϕ = λu 11 , where λ = (c − u)e Cu 1 . We find that in his proof, the term u 11 β 11 (in his notation it is u 11 a 11 ) is uncontrollable. Indeed, The term β u 1 u 3 11 is uncontrollable.
Regularity of the generalized solutions
Having proved the interior a priori estimate (lemma 2.1), we can use the approximation method as in [12] to obtain the regularity of generalized solutions of (2.12). Observing that α, β, γ , and g are not monotone in u, we cannot use approximation as in [12] directly, but we can make a transformation w = log u so that the operator is independent of w but depends only on Dw and D 2 w so that the approximation procedure still works. Here we give an alternate approach to the regularity. Namely, we will establish the global regularity for the Dirichlet problem of (2.12) and then obtain the interior regularity for the original problem, since the global regularity for the Dirichlet problem is of interest itself.
We have mentioned that any paraboloid ρ = {x · ρ(x), x ∈ } with focus at the origin satisfies Lρ = 0, and ρ can be represented by ρ(x) = C/(1 − x, y ) for some y ∈ S 2 , where L is the operator in (2.1). By (2.7),
satisfies M(u) = 0, where M is the operator in (2.9). Indeed, direct computation shows that
To be specific we will call functions u of the form (2.30) H-functions. 
This completes the proof.
Lemma 2.3. Let B = B r (0) be a disc in R 2 and ϕ a C 4 function defined on ∂B. Let u ∈ C 4 (B) be a solution of
Then there exists r 0 > 0 which depends only on u C 0,1 (B) and the lower bound of u so that if r r 0 ,
where C depends only on r, ϕ C 4 , the lower bound of u, and g up to its second derivatives.
Proof. By (2.13) we need only to establish the upper bound for D 2 u. If the supremum sup{u ξξ (x); x ∈ B, |ξ | = 1} is attained at some point in the interior of B, then by the argument of lemma 2.1 (with λ ≡ 1) we have u C 2 ( ) C. Hence it suffices to establish
For any boundary point x 0 ∈ ∂B, there is no loss of generality in assuming x 0 = (0, −r). Then the boundary ∂B can be represented by
). Differentiating both sides gives
We obtain u 11 (x 0 ) C. Next we show
for some δ > 0. On ∂B we have
where |a 1 | C with C depending only on ϕ C 0,1 , |a 2 , a 3 | C for some C depending on ϕ C 3 . Let
be an H-function so that
The existence of w can be verified directly. We have, indeed,
Let ω σ = {x ∈ B r ; x 2 < −r + σ 2 }. We construct an auxiliary function
where σ, δ will be chosen small and M large. Then in ω σ ,
Let h = w + v. By (2.31), we have
Hence we may choose σ δ and M 1 so that
On ∂B ∩ {x 2 < −r + σ 2 } we have
is a curve which intersects with ∂B at p 1 , p 2 ;
be an H-function, where 
and at p 0 , p 1 , p 2 ,
By the definition of the admissibility we see that for any x 0 ∈ ω, there exists an H-function w 0 (x) so that
is also an H-function and if K is suitably large (depending on inf u),
Note that the curvature of is greater that 1/8r. By lemma 2.2, we see that the curve = {x, w 0 (x) = w(x)} lies above , provided r is small enough. Hence w 0 (x) w(x) in ω and we obtain u(x 0 ) = w 0 (x 0 ) w(x 0 ). Consequently to verify (2.41) we need only to show h(x) − w(x) 0 on . We have 
, where C depends only on u C 1 and inf u. Note that on ∂B,
we have, as in (2.36),
provided r is suitably small. (2.37) is thus proved. Next we estimate the mixed derivative u 12 (x 0 ).
be the angular derivative on ∂B r . We have
Note that |u 12 | C u = C(u 11 + u 22 ) by (2.12), we have
(|x| 2 − r 2 ). Observing that
provided A is sufficiently large. From (2.48) and by the comparison principle it follows
We thus conclude 
is a solution of (2.32), then the operator M in (2.9) is a uniformly elliptic operator. From the proof it is easy to see that lemma 2.3 holds for general domain provided the curvature of ∂ is large enough. By the Hölder regularity for two-dimensional elliptic equations (see [13] ) we obtain u C 2+α (B) C. Hence by the continuity method we see that if ϕ ∈ C 4 (∂B) and if there exists a positive subsolution to (2.32), then there is a solution u ∈ C 3+α (B) of (2.32) for any α ∈ (0, 1). We say u is a subsolution of (2.32) if p is a subsolution of (2.6) and u ϕ on ∂B.
Lemma 2.4. Let u, ϕ be as in lemma 2.3. Suppose there exists a positive subsolution w of (2.32). Then u C 0,1 (B) C, where C depends on ϕ C 0,1 and w C 0,1 .
Proof. By (2.13) we need only to estimate Du(x) on the boundary ∂B. Extend ϕ to B so that ϕ is convex and
provided r is small enough and K is large enough. By lemma 1.5, u
) is a subsolution of (2.32) with u * = ϕ on ∂B. Hence by the comparison principle we obtain u u * in B, from which it follows sup x∈∂B |Du(x)| sup x∈∂B |Du * (x)| C 1 .
3) and (2.4) and ν(x) ∈ C 2 ( ) satisfy (2.5). If ρ is a generalized solution of (2.1), then ρ ∈ C 3+α ( ) for any α ∈ (0, 1).
Proof. For any point x 0 ∈ we will show that ρ is C 3+α smooth in a neighbourhood of x 0 . We may take x 0 to be the north pole of S 2 . Let u(x) = 1 + |x| 2 /ρ(x/ 1 + |x| 2 , 1/ 1 + |x| 2 ). Then u is a generalized solution of (2.12).
Consider the solution u in a disc B = B r (0), where r is small enough so that B ⊂ . By (2.14), u is Lipschitz continuous. Let f k ∈ C 2 (S 2 ) be a sequence of positive functions so that f k f and f k → f uniformly in D. Let ϕ k be a sequence of C 4 functions defined on ∂B so that ϕ k u on ∂B, ϕ k (x) → u(x) uniformly for x ∈ ∂B as k → ∞, and the Lipschitz constants of ϕ k are uniformly bounded. Then u is a positive subsolution of
where g k is given by (2.11) with f = f k . From lemmas 2.3 and 2.4 we see that (2.50) admits a solution u k ∈ C 3+α (B) so that u k C 0,1 (B) C for some C independent of k. By lemma 2.1 we have sup{|D 2 u k (x)|, x ∈ B r−ε (0)} C for some C independent of k and the boundary data ϕ k . Let k → ∞, and then ε → 0, we conclude u ∈ C 2 (B). Note that u(x) = lim k→∞ u k (x) by the comparison principle. Theorem 2.1 is an interior estimate which is independent of the boundary condition. In theorem 2.1 we have actually proved that if ρ is a solution of (1.2) and ω is a subdomain of so that T ρ (ω) ⊂ D, then {x · ρ(x), x ∈ ω} is a smooth piece of the surface ρ . Hence if the set E (see remark 1.6) is empty, then the solution in theorem 1.2 is smooth. Recall that in the proof of theorem 1.2, we have actually extended f (x) to S 2 so that f (x) = 0 on S 2 \D. We do not know the precise distribution of E if E = ∅. We guess that ρ is a piecewise smooth surface if E = ∅ and D is a convex domain on S 2 .
Uniqueness and stability
In this subsection we prove the uniqueness and stability for solutions of the light reflection problem. At first we note that for any two semiconvex functions w 1 and w 2 with ∇w 1 (x) = ∇w 2 (x) for a.e. x ∈ , there holds w 1 = w 2 + constant. This is also true Proof. Suppose ρ 1 and ρ 2 are two solutions of (2.1) with D ⊂ T ρ i ( ) so that ρ 1 /ρ 2 ≡ const. We may suppose ρ 1 = ρ 2 at some point x 0 ∈ , and the set 1 = {x ∈ , ρ 1 (x)/ρ 2 (x) > 1} is non-empty. Let G denote the set of the points at which both ρ 1 and ρ 2 are differentiable. Let G 1 = G ∩ 1 . Then
This is because ∀y ∈ T ρ 2 (G 1 ), by remark 1.6 we have y ∈ D. Let {ψ C = C/(1 − x, y )} be a family of paraboloids of which focus points are at the origin and axes are y. One decreases the value of C and finds that the graph of ψ C will touch the graph of ρ 1 before that of ρ 2 , which implies (2.51). We claim that ∀x ∈ G, Dρ 1 (x) = Dρ 2 (x), from which it follows ρ 1 ≡ ρ 2 by the observation at the beginning of this subsection. If it is not true, there exists x 0 ∈ G such that Dρ 1 (x 0 ) = Dρ 2 (x 0 ). Multiplying ρ 2 by a positive constant we may suppose ρ 1 (x 0 ) = ρ 2 (x 0 ) and 1 = {x ∈ , ρ 1 (x)/ρ 2 (x) > 1} is non-empty. Let y 0 = T ρ 1 (x 0 ) and ψ y 0 = C 0 /(1 − x, y 0 ) be the support paraboloid of ρ 1 at x 0 . Since Dρ 1 (x 0 ) = Dρ 2 (x 0 ), there exists a paraboloid ψ y ε = C ε /(1 − x, y ε ) which is a small perturbation of ψ y 0 such that ψ y ε cuts off a cap from the graph of ρ 1 and lies above the graph of ρ 2 on 1 . This means that y ε is an interior point of T ρ 1 ( 1 ) and y ε ∈ T ρ 2 ( 1 ). From (2.51) we therefore reach a contradiction since
(2.52)
The above proof is similar to that in section 7.2 of [12] . We have thus proved Proof. We may suppose ρ 1 (x) ρ 2 (x) in , and ρ 1 (x 0 ) = ρ 2 (x 0 ) at some point x 0 ∈ . Let θ = sup{ρ 1 (x)/ρ 2 (x) − 1; x ∈ }. By (2.54) we see that there exists y ∈ so that |∇(ρ 1 /ρ 2 )(x)| Cθ ∀x ∈ N Cθ (y) (2.55) where N δ denotes the δ-neighbourhood. Let ω = {x ∈ , (ρ 1 /ρ 2 )(x) (ρ 1 /ρ 2 )(y)}. By (2.54) and (2.55) we have mes(T ρ 1 (ω)\T ρ 2 (ω)) Cθ 2 , which, together with the necessary condition (2.4), implies θ Cε 1/2 .
(2.54) is a strong condition. It is easy to see that theorem 2.4 holds provided ρ 1 and ρ 2 are piecewise smooth.
Remark 2.2.
In section 1 we proved that (2.1) admits two types of solutions, one type is upper admissible, which was obtained in theorem 1.2, the other type is lower admissible. In the above we discussed the regularity for the first type solutions. It is easy to see that theorems 2.2-2.4 also hold for smooth solutions of the latter type, but unfortunately we have not obtained a similar regularity result for solutions of the latter type. The proof of lemma 2.1 depends heavily on the strict convexity of α and β with respect to Du, and the Heinz-Lewy counterexample (see [13] ) shows that such a convexity condition is necessary. If ρ ∈ C 2 ( ) is the latter type solution of (2. The Heinz-Lewy example shows that it may be difficult for the a priori estimates for such solutions.
Finally we would like to mention that if u is a smooth solution of (2.12), then u 11 − α and u 22 − β must be positive or negative simultaneously. Hence the equation (2.12) is elliptic since the right-hand side of (2.12) is positive. In other words, if ρ is a smooth solution to (2.1), ρ must be one of the two types of solutions we discussed above.
