Network representation learning has become an active research area in recent years with many new methods showcasing their performance on downstream prediction tasks such as Link Prediction. Despite the efforts of the community to ensure reproducibility of research by providing method implementations, important issues remain. The complexity of the evaluation pipelines and abundance of design choices have led to difficulties in quantifying the progress in the field and identifying the state-of-the-art. In this work, we analyse 17 network embedding methods on 7 real-world datasets and find, using a consistent evaluation pipeline, only thin progress over the recent years. Also, many embedding methods are outperformed by simple heuristics. Finally, we discuss how standardized evaluation tools can repair this situation and boost progress in this field.
Introduction
Network representation learning or network embedding (NE) methods have attracted much interest in recent years (Belkin & Niyogi, 2002; Perozzi et al., 2014; Tang et al., 2015; Cao et al., 2015; Ou et al., 2016; Gao et al., 2018) . NE methods aim to bridge the gap between network data and traditional machine learning by constructing low-dimensional embeddings of network entities as vectors in the metric space. Using these embeddings, traditional machine learning methods can be used on network data. A prominent application of NEs is in link prediction (LP) (Grover & Leskovec, 2016; Lai et al., 2017; Kang et al., 2019) , which amounts to estimating the probability of the existence of edges between nodes not connected in the input graph.
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Preliminary work under review. Copyright 2020 by the author(s). sensus on the evaluation setup and criteria exists (Hamilton et al., 2017; Zhang et al., 2018a; Goyal & Ferrara, 2018) , but for LP this is not the case. The evaluation of LP performance requires a pipeline with several preprocessing steps and design choices that can confound the results and are prone to errors. The main challenges for LP evaluation are:
Data preprocessing: To perform LP, sets of train and test edges (i.e. connected node-pairs) are required that can be generated using different approaches. For instance, a typical assumption in LP is that the train edges span a (train) sub-network of a more complete (test) network. Thus, a principled approach is to use snapshots of the network at two different points in time. The first snapshot is used for training and the difference between the two snapshots for testing (Lichtenwalter & Chawla, 2012; Yang et al., 2015; Garcia-Gasulla et al., 2015) . Unfortunately, networks with such a temporal component are scarce and therefore, authors ordinarily resort to sampling edges from a network as test examples and using the remaining edges for training Grover & Leskovec (2016) ; Lai et al. (2017) ; Gao et al. (2018) ; Kang et al. (2019) . The sampling process varies between scientific works in different aspects. The sizes of the train and test sets vary-between 50-50 in Grover & Leskovec (2016) ; Kang et al. (2019) , to 60-40 in Gao et al. (2018) and 80-20 in Lai et al. (2017) . The algorithms used to generate these splits also differ and while some aim to construct train networks with similar, scaled-down, properties such as, e.g., node degrees (Gurukar et al., 2019) , others generate train graphs that preserve the general topology of the original network (Mara et al., 2019) .
Prediction pipeline: Different NE methods require different pipelines to obtain link predictions. While some embedding methods directly compute link probabilities (Zhang et al., 2018b; Kang et al., 2019) , for others, these need to be learned on top of the node embeddings. Two common approaches are, interpreting some notion of similarity between two node embeddings (e.g. dot product) as the link probability or casting the problem as a binary classification task. The latter, which has been shown to be more effective Gurukar et al. (2019) , requires as a pre-step the computation of node-pair embeddings. Thus, an operator must be applied on the node embeddings to obtain node-pair representations that are in turn fed into a binary classifier to perform LP. The choice of operator varies between scientific works (Grover & Leskovec, 2016; Tsitsulin et al., 2018) and is sometimes not discussed (Wang et al., 2016; Lai et al., 2017) . Moreover, many valid choices exist for the binary classifier, and classifier training requires-in addition to 'positive' examples of edges-'negative' samples or non-edges that can be selected using different strategies and be of varying sizes (Kotnis & Nastase, 2017) .
Hyperparameter tuning: When comparing new methods with the state-of-the-art, for the baseline methods the default parameter settings are often used (Zhang et al., 2018b; Tsitsulin et al., 2018 ), yet care is taken in tuning the parameters of the introduced method. When the recommended default settings were informed by experiments on other graphs than those used in the study at hand, this can paint an unduly unfavourable picture of the baseline methods.
Evaluation metrics: Finally, no consensus exists on which evaluation criteria should be used for comparing different methods. While some papers advocate for the use of precision@N p for a range of N p values (Ou et al., 2016; Wang et al., 2016; Zhang et al., 2018b) , others use AUROC (Grover & Leskovec, 2016; Kang et al., 2019) or precision and recall at fixed thresholds (Wei et al., 2017) .
These challenges have led to an inconsistency in evaluation procedures throughout papers. Hence, the practical performance of NE methods for LP is poorly understood. Here, we study these design choices to clarify their effect on the evaluation pipelines and ultimately on method performance.
Contributions. We provide an in-depth empirical analysis of the state-of-the-art on network representation learning for LP. In our experiments, we show that embedding-based LP methods are generally matched in performance and sometimes even outperformed by simple heuristics. We also study the effect on performance of hyperparameter tuning, embedding dimensionality, train set size, edge sampling strategy, node-pair embedding operator, and classification methods. Inevitably there are also limitations on the scope of the evaluation, such as an exclusive focus on undirected and unweighted networks without attributes, an analysis of moderate-sized networks, and a representative but finite set of evaluated methods and evaluation metrics. However, our evaluation is based upon a well-developed open source evaluation framework, EvalNE (Mara et al., 2019) , ensuring reproducibility of results and allowing for direct extensions of this work in all the aforementioned aspects.
The paper is organized as follows. Section 2 describes the NE methods evaluated, Section 3 presents the datasets used, Section 4 discusses the evaluation setup, Section 5 summarizes the results, and finally, Section 6 concludes this paper.
Methods
In this section we present the NE methods and baseline LP heuristics evaluated. When available, we compare implementations of NE methods from distinct sources. Specifically, in addition to original implementations we consider those in two actively maintained libraries, i.e. OpenNE and GEM (Goyal & Ferrara, 2018) . Table 1 summarizes the hyperparameters tuned and implementations used. Detailed hyperparameter descriptions are provided in the supplementary material. All LP heuristics are presented in Table 1 aggregated in a single Heuristics field. For all methods where this is relevant, the node-pair embedding operator is tuned as an additional hyperparameter (see Section 4).
As for the notation, we represent an undirected network as G = (V, E) with vertex set V = {1, . . . , N } and edge set E ⊆ V 2 . Edges or connected node-pairs are represented as unordered pairs {i, j} ∈ E. Non-edges or disconnected pairs are represented as {i, j} ∈ D. We refer to the sets of train node-pairs as E train and D train and to the test nodepairs as E test and D test . The adjacency matrix of a graph G is represented as A. We use X = (x 1 , x 2 , . . . , x N ) with X ∈ IR N×d to denote a d-dimensional node embedding and Γ(i) to refer to the neighbourhood of node i.
Network Embedding Methods
NE methods can be broadly categorized into four classes, by the strategy used for learning node similarities. In this taxonomy we can distinguish methods based on random walks, matrix factorization, neural networks, and probabilistic approaches. We describe the methods included in the evaluation below, per class.
METHODS BASED ON RANDOM WALKS
These methods determine node similarities using random walks on the input graph. The Skip-Gram model, described in Mikolov et al. (2013) , is then generally used to generate node embeddings from the random walks.
DeepWalk (Perozzi et al., 2014) is the first method to use techniques inspired by the deep learning community for NE. It uses random walks with fixed transition probabilities to measure node similarity and embeddings are derived using the Skip-Gram model.
Node2vec (Grover & Leskovec, 2016 ) is a generalization of DeepWalk which uses truncated random walks for node neighbourhood exploration and the Skip-Gram model, approximated via negative sampling, for embedding generation. The random walk properties are controlled by a return parameter p and an in-out parameter q.
Struc2vec (Ribeiro et al., 2017) extracts structural information from graphs through node pair similarities for a range of Table 1 . Hyperparameters tuned and implementations evaluated for each method. Except for AROPE, CNE and the LP heuristics, we also tune the edge embedding operator as model hyperparameter.
Methods

Implementations Parameters Heuristics
EvalNE -DeepWalk
Orig., OpenNE num walks = walk len = [5, 10, 20, 40, 80] , window size = [5, 10, 20] Node2vec
Orig., OpenNE num walks = walk len = [5, 10, 20, 40, 80] , window size = [5, 10, 20], p = q = [0.5, 1, 2] Struc2vec
Orig. num walks = walk len = [5, 10, 20, 40, 80] neighbourhood sizes. This information is then summarized as a multi-layer weighted graphĜ. Subsequently, random walks onĜ are used to generate the embeddings.
Metapath2vec (Dong et al., 2017) is a method capable of learning embeddings from heterogeneous networks. The authors extend the concept of random walks to account for nodes of different types and further use a heterogeneous Skip-Gram model to learn the embeddings.
Watch Your
Step (WYS) (Abu-El-Haija et al., 2018) is an attention model learned on the power series of the transition matrix of G. Node context importance is learned with minimal manually-tunable hyperparameters.
METHODS BASED ON MATRIX FACTORIZATION
Factorization based methods use representations of node similarities such as high-order proximities expressed as polynomials of A, the incidence matrix, Katz similarity or the graph Laplacian L. Node embeddings are then obtained by factorizing the selected matrix.
Graph Factorization (GF) (Ahmed et al., 2013) uses regularized Gaussian matrix factorization to recover a matrix Z such that ZZ T is close to A in terms of observed non-zeros.
GraRep (Cao et al., 2015) is based on factorization of different polynomials of the adjacency matrix A which identify relations between nodes in G at different resolutions.
HOPE (Ou et al., 2016) is also based on matrix factorization and preserving high-order proximities of graphs. The method additionally accounts for the asymmetric transitivity property of directed networks.
Laplacian Eigenmaps (LE) (Belkin & Niyogi, 2002) first constructs a weighted representationÂ of A by leveraging first order proximities on G. The Laplacian matrix L is computed usingÂ and embeddings are obtained from the d eigenvectors corresponding to the lowest eigenvalues of L.
Locally Linear Embeddings (LLE) (Roweis & Saul, 2000) operates under the assumption that nodes and their neighbours lie on locally linear patches of a high-dimensional manifold. The embedding of a node, therefore, can be derived from the linear coefficients that better reconstruct the node from the embeddings of its neighbours.
M-NMF (Wang et al., 2017) incorporates community structure information in the embedding learning process via modularized non-negative matrix factorization.
AROPE (Zhang et al., 2018b) similarly to GraRep, proposes embeddings as found by the truncated singular value decomposition of polynomials of A. The authors describe a fast eigen-decomposition method for these polynomials based on shifting or reweighing the decomposition of A.
METHODS BASED ON NEURAL NETWORKS
Due to their ability to capture highly non-linear relations, deep models and particularly auto-encoders have also been used for network representation learning.
Structural Deep Network Embedding (SDNE) (Wang et al., 2016) uses a deep neural network for learning embeddings that capture first and second order proximities on the graph.
PRUNE (Lai et al., 2017) relies on a deep siamese neural network for learning node embeddings and can incorporate node ranking as additional information.
VERSE (Tsitsulin et al., 2018) learns embeddings by training a single layer neural network which minimizes the Kullback-Leibler (KL) divergence between node similarity in G and the vector similarity in X. Noise Contrastive Estimation is used for scalability.
PROBABILISTIC METHODS
These methods use probabilistic approaches to model node similarities and learn embeddings.
LINE (Tang et al., 2015) uses joint and conditional probability distributions to model the first and second order adjacencies between linked nodes in G. The skip-gram model is used to obtain node embeddings.
CNE (Kang et al., 2019) uses a Bayesian approach to generate embeddings which model the observed network while taking prior information into account. The prior can incorporate structural graph properties such as node degrees or block densities for clustered or multi-partite networks.
Baseline Heuristics
In addition to the NE methods, we evaluate a set of LP heuristics as baselines. These heuristics use the neighbourhoods Γ(i) and Γ(j) of nodes pairs {i, j} to derive similarity scores which can be interpreted as link probabilities.
In our experiments we consider Common Neighbours defined as:
Additionally, we generate a new heuristic by joining in a 5dimensional node-pair embedding CN, JC, AA, RAI and PA, followed by logistic regression to obtain link predictions. We will refer to this new heuristic as NE heuristics.
Datasets
We conduct our experimental evaluation on 7 undirected real-world networks from different domains. These networks are medium-sized to ensure successful execution of all methods and constrain the computational resources needed. Next, we present a short description of each network and in Table 2 , we summarize their main statistics.
StudentDB (Goethals et al., 2010) represents a snapshot of Antwerp University's relational student database. Nodes in the network represent entities such as students, professors, tracks, etc. and edges constitute binary relations, i.e. studentin-track, student-in-program, student-in-contract, studenttake-course, professor-teach-course, course-in-room. Facebook (Leskovec & Krevl, 2015) and BlogCatalog (Zafarani & Liu, 2009 ) are online social networks where nodes represent different users and edges indicate friendships. GR-QC (Leskovec & Krevl, 2015) and AstroPh (Leskovec & Krevl, 2015) describe collaboration networks in the fields of General Relativity and Astrophysics. Nodes represent papers and edges denote citations between them. PPI (Breitkreutz et al., 2007) is a biological protein-protein interaction network constituting a subset of the Homo Sapiens PPI network. Wikipedia (Mahoney, 2011) contains nodes representing words in Wikipedia pages and links denote co-occurrences.
Experimental Setup
In this section we give details on the LP task, present the experimental setup used and discuss the limitations to the scope of the evaluation and reproducibility of results.
Link Prediction
As pointed out in Section 1 the objective in LP is to identify missing links in an incomplete graph G. Thus, the first In our experiments, we use the same number of connected and non-connected node-pairs.
For hyperparameter tuning the train sets need to be further split into train and validation. We fix these values to 90% train and 10% validation in all our experiments and the validation split is always performed using the same algorithm as the initial train-test split. Grid search is adopted as the strategy for learning the best model hyperparameters.
For most methods, with the exception of CNE, AROPE and the LP heuristics, for which node-pair similarities are directly computed, the link predictions are learned through binary classification. First, node-pair embeddings for E train , U train , E test and U test need to be obtained from the node embeddings X learned by a method on G train . The embedding of a pair {i, j} can be computed by applying different operators • to the embeddings of the incident nodes i and j i.e. x {i,j} = x i • x j . In our evaluation, we select the operators introduced in Grover & Leskovec (2016) , namely
. A binary classifier is then fitted with the node-pair embeddings and labels {0, 1} representing non-edges and edges, respectively.
Evaluation Setup
We used two experimental setups, called LP1 and LP2, with model hyperparameter tuning as main difference. While in LP1 we tune all hyperparameters presented in Table 1 as well as the node-pair operator, in LP2 we use default recommended parameters for all methods while still tuning the node-pair embedding strategy. In both cases, we provide results averaged over 3 experiment repeats and report test AUROC values and execution times. We quantify method accuracy in terms of AUROC as it is easily interpretable and the most commonly used LP evaluation metric. Sometimes we report − log(1 − AU ROC), as it better reflects differences in performance for AUROC values 1. Unless otherwise specified we use embedding dimensionality d = 128, train fraction f = 0.8, ST as edge sampling strategy and logistic regression (with 5-fold CV to tune the regularization parameter) as binary classifier. Finally, all methods are run for their pre-defined number of iterations.
Setup LP1 is used to analyse the performance of NE methods with respect to parameters d ∈ {8, 32, 128} and f ∈ {0.2, 0.5, 0.8}. Setup LP2, on the other hand, is used to investigate the effect of the edge sampling strategies introduced in Section 4.1, and the choice of binary classifier.
Limits to the scope of the evaluation
Constraints on overall computation time (the results in Section 5 took 50.2 days to compute) inevitably imply boundaries to the scope of this evaluation: It is limited to popular mid-sized undirected, unweighted networks. It evaluates a representative but undoubtedly non-exhaustive set of stateof-the-art NE methods. It only evaluates methods purely exploiting the network structure (and not node/edge metadata), such that some methods are not shown in their full potential (but note that the same holds for the heuristic baselines). Furthermore, the selected heuristics are very simple, other more powerful similarity metrics between network nodes have been proposed. Including these could only strengthen the main conclusion of this paper though, namely that heuristic LP approaches, to date, remain competitive and often outperform LP based on complex NE methods.
Reproducibility Notes
In order to ensure the reproducibility of our results and foster further research in this area, we have based our experimental evaluation upon the EvalNE framework. This open source Python toolbox aims to simplify the evaluation of NE methods for LP, network reconstruction, node classification, and visualization. The toolbox automates tasks such as hyperparameter tuning, selection of train and test edges or non-edge sampling. It implements widely used node-pair embedding operators and can incorporate any classifier for prediction. Moreover, its design ensures that common erros, such as the computation of features on G rather than just on G train , or other forms of label leakage, are ruled out. Finally, EvalNE can assess the scalability of methods through wall clock time and performance through a wide range of accuracy measures e.g. AUROC, PR, F-score, and threshold curves. Configuration files describing our complete evaluation setup and which can be used directly in EvalNE to replicate our results, are made available in the supplementary material.
Experimental Results
In this section we present the results of our empirical study. More specifically, in Section 5.1 we discuss LP accuracy, in Section 5.2 hyperparameter tuning, embedding dimensionality in Section 5.3, train-test splits in Section 5.4, edge sampling in Section 5.5 and finally binary classification in Section 5.6. All experiments were conducted on a machine equiped with two 12 Core Intel(R) Xeon(R) Gold processors and 256GB of RAM.
Link Prediction Accuracy
We start in Table 3 by presenting the AUROC scores for each method on the LP task. These results were obtained using setup LP1 where we additionally tuned the embedding dimensionality, d ∈ {8, 32, 128}. All methods perform best for d = 128, except CNE, which performs best for d = 8 (see Section 5.3 for detailed discussion). The methods are grouped in the table according to the taxonomy in Section 2 with the best performing method per group highlighted in bold and the overall best for each network on grey background. The last two columns show the average performance of each method across all networks and their average rank among all methods.
The results in Table 3 show top performance of the LP heuristics on most datasets and in particular of RAI and our proposed NE heuristics which, together with GraRep, achieves the best overall AUROC of 0.9629. Although the individual heuristics occasionally underperform, NE heuristics is a robust top performer. Among random walk approaches DeepWalk and Node2vec perform best. GraRep is the matrix factorization-based method with highest scores and consistently outperforms its competitors. VERSE and CNE are respectively the best neural architecture-based and probabilistic method. Overall, NE heuristics, GraRep, CNE, VERSE, AROPE and SDNE present competitive performance. It is worth noting that CNE achieves these state-of-the-art results with only 8 dimensions. Also noteworthy is that the results vary significantly (by up to 11,7%) between different implementations of the same NE method. Additional results in Appendix C show fluctuations of up to 44.5% in AUROC for GEM implementations due to package dependencies and up to 5% for metapath2vec due to parallelization. Figure 1 presents a heatmap of the increment in LP accuracy obtained through hyperparameter tuning, i.e. the difference in AUROC between setups LP1 and LP2. Only methods for which hyperparameters were tuned are shown in this figure.
Hyperparameter Tuning
The results reveal only limited improvements in most cases, however, in 8% of the network-method combinations significant improvements of up to 5% can be observed. Methods including WYS, SDNE and CNE benefit most from parameter tuning. Popular random walk methods such as DeepWalk and Node2vec for which parameter tuning is tedious, show minimal improvements in AUROC.
In Figure 2 we present the node-pair embedding operator selected using hyperparameter tuning for each method and net-work on experimental setup LP1. The results indicate that Hadamard is the most frequently selected and that the neural network-based models prefer specific operators, Hadamard in the case of SDNE and VERSE and Average for PRUNE. The remaining methods present a mix of operators. On average, over all methods and datasets we observe a difference in validation AUROC between the best and the worst performing operator of 0.144 with a standard deviation of 0.091. This clearly highlights the need to tune the node-pair embedding operator as a method hyperparameter.
For each method, the sum of execution times on the 7 evaluated networks for experimental setups LP1 and LP2 are compared in Figure 3 . As expected, runtimes for LP1 are larger than those of LP2 with significant increments of more than one order of magnitude for Node2vec and GraRep. Naive sequential implementations of the LP heuristics are still faster than heavily optimized and parallelized NE meth- ods. AROPE is the only embedding method with a runtime comparable to those of the heuristics. Finally, with no parameter tuning, similar patterns can be observed within each method family with factorization methods being the fastest.
Embedding Dimensionality
We evaluate the effect of embedding dimensionality on method performance by modifying setup LP1 and computing the AUROC of all methods for d ∈ {8, 32, 128}. For visualization purposes we compute − log(1 − AU ROC) and present the results in three heatmaps in Figure 4 where a darker colour indicates better performance. The LP heuristics do not depend on d but are shown for reference. These results support the conclusions extracted from Table 3 regarding the best performing methods. They also show improved performance as d grows for all methods except CNE for which the opposite is true. For AROPE we can observe overfitting on the small StudentDB network. In this case, the method computes embeddings by eigen-decomposition of A 3 , which performs well for low values of d but significantly worse as d increases.
Train-Test Split Size
We further use experimental setup LP1 to analyse the effect on method performance of the train fraction f . Due to space constraints heatmaps showing method performance for f ∈ {0.2, 0.5, 0.8} are included in the supplementary material (Appendix D). For GR-QC performing a 20-80 split while keeping the train graph connected was not possible due to a low edge density, thus we resort to using a 35-65 split. An interesting observation from these results is that for f > 0.5 most methods capture well the network structures while this is not the case for f < 0.5. This is reflected by an average increase in AUROC over all methods of 7% between f = 0.2 and f = 0.5 while only a 2% difference can be observed between f = 0.5 and f = 0.8. Additionally, we find that neural network-based NE methods are most robust to varying train sizes followed by probabilistic, random walk-based, matrix factorization, and finally the LP heuristics. The proposed NE heuristics method, GraRep, VERSE, and CNE best capture the network structure when only 20% of train edges are available. Lastly, regarding method runtimes, these increase by approximatelly 50% from evaluations with f = 0.2 to f = 0.8. Some notable exceptions are Metapath2vec, SDNE and Node2vec opne, for which the runtimes increase 82.6%, 78.3% and 73.2% respectively.
Edge Sampling
We also conduct an experiment to compare the three strategies introduced in Subsection 4.1, i.e. random, ST and DFT for splitting E into E train and E test . Our aim is to study the impact of these strategies on LP performance and sampling execution time. We isolate the effect of this pipeline component by using experimental setup LP2 where hyperparameter tuning is not performed. Our results show minimal differences in method accuracy between the three strategies. More precisely, the average AUROC over all methods and datasets using random edge split is 0.897 with a standard deviation of 0.107 while for the ST strategy the average AUROC is 0.902 with the same standard deviation of 0.107. For DFT the average AUROC is also 0.902 with a standard deviation of 0.123.
For very large networks, the edge sampling strategy can become a bottleneck and, thus, sampling runtimes are also worth investigating. Our results, depicted in Figure 5 , show that the random strategy is the slowest followed by ST and finally, DFT which is up to one order of magnitude faster on most networks. The slower runtimes of the random strategy are due to set intersections to obtain E train and E test . In addition, we have found that the random edge split strategy does not preserve all nodes from the input graph G in the train graph G train . On average, over all datasets 2.5% of the nodes in G are lost. This effect is especially severe for the networks with the lowest average degrees, i.e. StudentDB and GR-QC, which lose up to 8% of their nodes. The ST and DFT strategies, on the other hand, preserve all nodes.
We have also monitored the variation in performance when embeddings were learned from different train graphs G train . For each edge split strategy we have run 3 different executions with varying initial random seeds. We did not find any significant differences with a maximum standard deviation observed across all datasets, methods and strategies of only 0.004. The largest variations were observed for the smallest network, StudentDB. Ultimately, this experiment reveals that averaging LP results over different random edge splits to obtain unbiased estimates of method performance is unnecessary for networks of similar sizes.
Binary Classification
In this experiment we evaluate the changes in AUROC due to the binary classification method used. We adapt experimental setup LP2 and consider the following classifiers: logistic regression (LR), logistic regression with 5-fold cross validation (LRCV) and decision trees (DT). A heatmap of standard deviations of the AUROCs obtained with each classifier are included in Appendix E. In contrast to recent results suggesting large variations in performance between LR and LRCV (Gurukar et al., 2019) , we did not find significant differences in our evaluation. The large values in the figure are fundamentally due to the DT classifier. When predictions were given by a DT classifier, the performance of two matrix factorization approaches, LE and LLE, improved. For LE we observed an increment in average AUROC over all networks of 6.5%, from 0.87 using LRCV to 0.93 with DT. For LLE the increment was of 7.8%, from an AUROC of 0.84 with LRCV to 0.91 with DT. All other methods, and particularly the OpenNE implementations of Node2vec and LINE, showed lower AUROC scores for DT as compared to LRCV.
External validation of the results
Due to differences in the evaluations, we can only validate our results, to some extent, against the empirical results in the Node2vec and CNE papers. In the first case, although our AUROC scores are consistently higher, the same main conclusion holds: node2vec outperforms its competitors on the three networks originally selected. However, a properly tuned LINE exhibits similar performance or even outperforms node2vec on other networks. In the second case, our results are very similar to those reported by the authors of CNE. Finally, our evaluation also corroborates the conclusions reported by the authors of AROPE and VERSE as well as the choice of node-pair operator for the latter.
Conclusions and Discussion
In this paper we have conducted an extensive empirical study on NE methods for LP. Our results show that, despite the surge of interest in the field in recent years, little progress has been made. Complex state-of-the-art NE methods are still consistently matched or even outperformed by simple baselines with no hyperparameters, in terms of both accuracy and runtime. On average, the proposed heuristic-based baseline outperforms all others. We have also shown that for all methods, with the exception of CNE, performance improves as embedding dimensionality increases. In contrast with recently published results, our experiments indicate no significant difference between LR and LRCV as binary classifiers in this setting. We also highlight the need to tune the node-pair embedding operator as model hyperparameter and that a single train-test split provides a good estimation of method accuracy resulting in higher evaluation efficiency. Finally, we hope this study and evaluation toolboxes such as EvalNE serve as initial steps towards the creation of standard evaluation pipelines for NE methods, and shed light on the current state-of-the-art. Specifically, we plan to use these results as a basis for an online resource that is continuously augmented with results for newly developed methods and/or other networks.
A. Hyperparameters and Implementations
In this section we descibe the hyperparameters tuned for each embedding method as well as the implementations conssidered.
DeepWalk: For DeepWalk we evaluate the author's original implementation and the one available in the OpenNE library 1 . The main difference between these implementations is the approximation of the Skip-Gram model via hierarchical softmax and negative sampling, respectively. Regarding parameters, we tune the window size, number of walks and walk length.
Node2vec: For Node2vec we also evaluate the original and OpenNE implementations. We tune the same parameters as for DeepWalk and additionally the p and q values governing the random walks.
Struc2vec: For struc2vec we only evaluate the original implementation by the authors and tune the same window size, number of walks and walk length as for DeepWalk and Node2vec.
Metapath2vec: In our experiments we consider the original implementation of metapath2vec++ and tune the Skip-Gram learning rate (α) and number of negative samples.
Watch Your
Step (WYS): For WYS the original implementation is not directly usable so we resort to evaluating the one provided at https://github.com/ benedekrozemberczki/AttentionWalk. We tune the number of random walks, Skip-Gram window size and learning rate.
Graph Factorization (GF):
The implementation of GF evaluated is the one available in the OpenNE library and no model parameters were tuned.
GraRep: For GraRep we study the OpenNE implementation and tune the k-step parameter which encodes the order of the transition probability matrix.
HOPE:
The OpenNE and GEM implementations of this method are evaluated and we tune the decay factor β. 
M-NMF:
For M-NMF we use the original code by the authors and we tune the number of clusters as hyperparameter.
AROPE:
We evaluate the original AROPE code and tune the weight parameter which indicates the order of the proximity. We restrict our analysis to polynomials of order 4.
Structural Deep Network Embedding (SDNE):
For SDNE we evaluate the OpenNE and GEM implementations. We tune the edge reconstruction weight β and the number of neurons and layers of the deep network.
PRUNE:
We consider the original implementation of PRUNE and tune the λ parameter controlling the relative importance of node ranking w.r.t. the node proximity in the graph.
VERSE:
In our experiments we evaluate the Python implementation released by the authors and tune the number of negative samples (nsamples).
LINE: For LINE we evaluate the original and OpenNE implementations and tune ρ, the initial learning rate and negative ratio, the number of non-edges per true edge used in the optimization procedure.
CNE:
For CNE only the original implementation is available and we tune the learning rate parameter.
B. Edge selection algorithms
In this section we present the three train and test set selection procedures compared in our experimental setup.
Random: This approach proposed in Gurukar et al. (2019) Spanning tree: This approach was proposed in Mara et al. (2019) . It amounts to computing the main connected component of the input graph. A spanning tree of the graph is selected uniformly at random using the algorithm proposed in Wilson (1996) . These edges are part of the train edge set E train . Additional edges are selected uniformly at random from the graph and added to E train until a set fraction f = E train /E is reached. The remaining edges are used for testing as E test . The sizes of the edge sets returned by this approach in different execution on the same graph are expected to be constant.
DFT: This approach is a faster version of the spanning tree method but with a fundamental difference i.e. there is no guarantee that G train will be an unbiased representation of the original graph G. In this case, a spanning tree of G is computed using a depth first tree (DFT) algorithm. Edges are added to this initial E train until the quota is filed. The remaining edges are used for testing.
C. Performance variations
In this section we present a number of software and method implementation-related issues encountered during the benchmark process. Specifically, for Metapath2vec we have found an important degradation in performance when parallelism is increased beyond 4 threads. Table 4 summarizes the average AUROC, standard deviation and p-values over 5 independent runs of the method using 4 and 8 thread parallelism. The results are presented for all edge embedding heuristics considered in our evaluation using experimental setup LP2. The original implementation of LINE is shown for reference. The results using 1 and 16 threads, omitted in the table, are very similar to those obtained with 4 and 8 threads respectively. Our results indicate statistically significant differences at the 0.01 level for Metapath2vec on the Facebook dataset for different levels of parallelism.
Throughout our experiments we have also found strong variations in performance for all methods in the GEM library. These fluctuations in AUROC of up to 44.5% appear to be related to the versions of GEM dependencies installed. The authors of GEM do provide a list of minimal required versions for these libraries, however, there are many possible combinations which satisfy these premisses. In Figure 6 we present the difference un AUROC for two such sets of GEM dependencies. The average AUROC over all methods and datasets in one case is 0.673 while in the second is 0.902. In the figure, we observe that most of this variation is concentrated around the AstroPH, GR-QC and BlogCatalog datasets. The results of SDNE and HOPE also fluctuate more than those of LE and LLE. Figure 6 . Difference in performance for two sets of GEM dependencies. A darker colour indicates a larger discrepancy between the results.
D. Train edge fraction
The results for different train fractions f ∈ {0.2, 0.5, 0.8} are presented in Figure 7 . A discussion of these results is provided in Section 5.4. 
E. Binary classifiers
The standard deviations between the AUROC results obtained with the three evaluated binary classifiers are presented in Figure 8 . A detailed discussion of these results is provided in Section 5.6. Figure 8 . Difference in LP AUROC with different binary classifiers.
