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We study the 1-parameter Wecken problem versus the restricted Wecken problem, for
coincidence free pairs of maps between surfaces. For this we use properties of the function
space between two surfaces and of the pure braid group on two strings of a surface. When
the target surface is either the 2-sphere or the torus it is known that the two problems are
the same. We classify most pairs of homotopy classes of maps according to the answer of
the two problems are either the same or different when the target is either projective
space or the Klein bottle. Some partial results are given for surfaces of negative Euler
characteristic.
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0. Introduction
A map f : X → X is said to be minimal if it achieves the least number of ﬁxed points possible among all maps in its
homotopy class. A homotopy H : X × I → X is said to be minimal if for every t ∈ I the map H( , t) : X → X is minimal. The
problem of ﬁnding minimal homotopies joining a given pair of minimal maps was initially proposed by H. Schirmer in her
pioneering work [18]. This problem is also referred to as the 1-parameter problem for ﬁxed points. A similar question for
roots can be stated following exactly the same lines as in the ﬁxed point case.
Let us consider the setting of coincidence between a pair of maps. Suppose that f , g : X → Y is a pair of maps between
two spaces X, Y and that H1( , ), H2( , ) : X × I → Y is a pair of homotopies. Analogous to the ﬁxed point setting we have
the following deﬁnitions.
Deﬁnition 1. The pair ( f , g) is said to be minimal if it achieves the least number of coincidence points possible among all
pairs ( f ′, g′) of maps in its homotopy class. This least number is called the minimal coincidence number for the homotopy
class of the pair.
Deﬁnition 2. The pair of homotopies F ,G : X × I → Y is said to be minimal if for every t ∈ I the pair of maps F ( , t),G( , t) :
X → Y is minimal.
There is more than one version of the 1-parameter problem for ﬁxed points, in the case of coincidence theory. We will
describe and study two such versions.
* Corresponding author.
E-mail addresses: dlgoncal@ime.usp.br (D.L. Gonçalves), kelly@loyno.edu (M.R. Kelly).0166-8641/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.topol.2010.02.027
D.L. Gonçalves, M.R. Kelly / Topology and its Applications 157 (2010) 1770–1783 1771Consider pairs ( f1, g1), ( f2, g2) of minimal maps where f1, f2 ∈ [ f ] and g1, g2 ∈ [g]. The ﬁrst type of minimality under
consideration is just the general coincidence problem where we ask if there is a homotopy between the two pairs such that
the homotopy is minimal. The second type of minimality is when we choose one coordinate (for example the second) and
select a homotopy G between g1 and g2 as part of the data. Then we may ask if there is a homotopy F connecting f1 to f2
such that the homotopy (F ,G) is minimal. Of course if the answer of the ﬁrst type of minimality question is negative, then
the answer of the second type of minimality question is also negative. But when the answer of the ﬁrst type of minimality
question is positive, then we can question as to what happens with the second type of minimality problem for all possible
choices of the homotopy G . We are primarily interested in deciding for which cases the answer of this question is yes
(which in this case we say that the two problems are the same), and when this is not the case (which in this case we say
that the two problems are different). The type of question above can in fact be addressed to a ﬁxed pair of homotopy classes
([ f ], [g]) and we study this in many cases.
As a summary let us state:
The general (or unrestricted) 1-parameter problem. Given two pairs ( f1, g1), ( f2, g2) of minimal maps which are homo-
topic, can one ﬁnd a minimal homotopy (F ,G) which connects these two pairs.
The restricted 1-parameter problem. Given two pairs ( f1, g1),( f2, g2) of minimal maps which are homotopic and a ﬁxed
homotopy G between g1 and g2, can one ﬁnd a minimal homotopy (F ,G) which connects these two pairs.
Remarks.
1. A natural variation of the restricted 1-parameter problem is obtained by letting the ﬁrst homotopy be ﬁxed. Observe
that the new problem is equivalent to the old problem above, in the sense that if we solve one of the problems for all
maps then we solve the other for all maps. So we will not need to consider this new problem.
2. The restricted 1-parameter problem in the case where g1 = g2 = IdX and G is the constant homotopy equals identity,
corresponds to the 1-parameter problem for ﬁxed points.
3. The restricted 1-parameter problem in the case where g1 = g2 = c (the constant map) and G is the constant homotopy
equal to the constant map, corresponds to the 1-parameter problem for roots.
4. The motivation to study the restricted 1-parameter problem in general comes from the remarks 2 and 3 above.
In the papers [7–10] the authors study some aspects of the two problems stated above for maps between surfaces of
nonnegative Euler characteristic. In the case where the target is either the 2-sphere or the torus, it has been established
that the two problems are the same. For the former case see [7], Corollary 1.3, and for the latter case see [8], remark after
Theorem 4.2. In the paper [8] a minimal homotopy is often referred to as a Wecken homotopy. We will adapt this naming
convention here. We refer to Wecken homotopies for the restricted problem and Wecken homotopies for the unrestricted
problem.
In this paper we study these two types of 1-parameter minimality problems for maps between surfaces under the
assumption that minimal coincidence number is zero, i.e. we consider pairs ( f , g) which are coincidence free. One conse-
quence of the results obtained in this work is that the examples constructed in [17] of two homotopic maps f1, f2 which
are ﬁxed point free but cannot be joined by a ﬁxed point free homotopy, also have the property that the pairs ( f1, id),
( f2, id) cannot be joined by a pair of coincidence free homotopies.
The main results of this paper are of two types. One is to show that for certain pairs of homotopy classes of maps
([ f ], [g]) the two problems are equivalent. In certain cases the result is true for all possible pairs of homotopy classes, but
this will depend on the spaces involved. The second type of results are some examples of pairs of homotopy classes of
maps ([ f ], [g]) such that one can ﬁnd representative models where the two problems are not equivalent. We will see that
the existence of such examples depends only on the homotopy class [g], and not on the chosen model for the map g ∈ [g],
which is the second coordinate, as explained in Proposition 2.
The following are some of the main results that are obtained in this paper.
Theorem 3. The two problems are equivalent if the domain is either S2 or RP2 and the target is a closed surface with nonpositive
Euler characteristic.
For maps ( f , g) : M → N where N has negative Euler characteristic, whenever the image of the homomorphism induced
by the map on the fundamental group has inﬁnite index, it is a free subgroup and of ﬁnite rank.
Theorem 4. Let N be a closed surface with negative Euler characteristic, M a closed surface and let g : M → N be a map with
the property that im(g#), the image of the fundamental group, is neither trivial nor isomorphic to Z . Then the general 1-parameter
coincidence problem is equivalent to the restricted problem.
Furthermore, we give a detailed analysis in the case that the target surface is the Klein bottle. One aspect of this analysis
is to provide results in the other direction.
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not the same whenever the rank of the image of the homomorphism induced by the second map is either 0 or 1.
For maps ( f , g) into RP2 we show:
Theorem 6. For maps from a closed surface into RP2 the general problem and the restricted problem are related as follows:
(I) If Im( f#, g#) is trivial, then the two problems are equivalent.
(II) If Im( f#, g#) is Z2 +0, then the two problems are different if and only if the two homomorphisms ( f1, g)#, ( f2, g)# are different.
If Im( f#, g#) is either 0+ Z2 or the diagonal  ⊂ Z2 + Z2 , then the two problems are the same.
(III) If Im( f#, g#) is isomorphic to Z2 + Z2 , the two problems are the same if and only if the two homomorphisms ( f1, g)# and
( f2, g)# are conjugate by an element of the subgroup ι
−1
# (Z2 + 0).
This paper is divided into 5 sections besides the present one. In Section 1 we provide some preliminaries about the
function spaces between two surfaces and some generalities about our main problem. See Theorem 1. In Section 2 we
give a formulation for these problems in terms of surface braid groups. These result are given by Propositions 3 and 4. In
Section 3 we provide the positive results. They are either relative a pair of homotopy classes of maps or general results
about the spaces. The main results are Theorems 3 and 4 when the target is a surface of negative Euler characteristic, and
Theorem 5 when the target is the Klein bottle. Section 4 provides examples where the two problems are not the same for
certain pairs of homotopy classes of maps when the target is the Klein bottle. Moreover, an almost complete classiﬁcation
for the problem is given when also the domain is either the torus or the Klein bottle. In Section 5 we provide a complete
classiﬁcation for maps into RP2. The main result is Theorem 6.
1. Function space of maps between surfaces and some general results
Throughout the remainder of this work, we will assume that the chosen coordinate for the restricted problem is always
the second coordinate. In this section we study quite general conditions which are suﬃcient to guarantee that the two types
of minimality problems are the same. Here, the minimal number of coincidence points can be any nonnegative integer. We
will show that the two problems are the same when certain conditions in terms of the fundamental group of the function
spaces MM , NM and NN are satisﬁed.
Let M and N be closed (compact without boundary) manifolds. Consider two pairs of minimal maps ( f1, g1), ( f2, g2) :
M → N where f1 is homotopic to f2 and g1 is homotopic to g2. The next proposition is a parametrized weak version of
the main result of [1].
Proposition 1. Given two homotopies G1 , G2 between g1 and g2 , which are homotopic as paths in the function space NM , relative to
the end points g1 , g2 , then there is a Wecken homotopy (F1,G1) connecting the pairs ( f1, g1), ( f2, g2) if and only if there is a Wecken
homotopy (F2,G2) connecting the pairs ( f1, g1), ( f2, g2). Furthermore, coin(F1,G1) = coin(F2,G2).
Proof. Consider the ﬁber pair (N × N,N × N − ) → N where the map is the projection on the second coordinate. By
hypothesis there is a homotopy L : (M × I) × I → N such that L( , ,0) = G1 and L( , ,1) = G2. Suppose that (F1,G1) is a
Wecken homotopy for some homotopy F1 and let C denote the set of coincidence points of (F1,G1) and Ct = C ∩ (M × t).
The map L has an initial lifting, which is (F1,G1), that sends the set M × I − C into N × N −. Therefore there is a lifting Lˆ
of L sending the set (M× I −C)× I into N ×N −. This follows from the properties of ﬁber pairs, see [3]. At the level s = 1
the map Lˆ restricted to M × I × 1 is a pair of maps of the form F2,G2 because Lˆ covers L. Further, the subset M × I − C is
mapped into N × N −. This implies that the pair coin(F2,G2) ⊂ C . Because (F1,G1) is a Wecken homotopy it follows that
coin(F2( , t),G2( , t) ⊂ Ct . From the minimality follows coin(F2( , t),G2( , t) = Ct , hence (F2,G2) is also a Wecken homotopy
and coin(F2,G2) = C . Similarly, if we suppose that (F2,G2) is a Wecken homotopy we obtain F1 such that (F1,G1) is a
Wecken homotopy where coin(F2,G2) = coin(F1,G1). The result then follows, including the furthermore part. 
The statement of our problem involves the choice of maps g1, g2 ∈ [g]. At least in the case of coincidence free maps, it
is not diﬃcult to show that the answer of our problem does not depend on the choice of the maps g1, g2. This is useful
to study the problem independent if the answer is positive or negative. Likely this is also true if the minimal coincidence
number is not zero.
Proposition 2. Let ([ f ], [g]) be a pair of homotopy classes such that the minimal coincidence number of the pair of classes is zero.
Then there exist ( f1, g1), ( f2, g2) with fi ∈ [ f ], gi ∈ [g], i = 1,2, coincidence free which can be connected by a Wecken homotopy
W0 for the unrestricted problem, but not by a Wecken homotopy for the restricted problem with a given homotopy G between g1 and
g2 if and only if, for any g′ , g′ ∈ [g] one can ﬁnd f ′ , f ′ ∈ [ f ] such that the two problems are not equivalent for ( f ′ , g′ ), ( f ′ , g′ ).1 2 1 2 1 1 2 2
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′
i be a homotopy between gi and g
′
i , i = 1,2. Let G0 be the second coordinate of a Wecken homotopy
for the unrestricted problem (such homotopy exists by hypothesis) between ( f1, g1), ( f2, g2). Using the lifting property of
the ﬁbration S2 × S2 −  → S2 by a standard argument we obtain pairs ( f ′i , g′i) which are coincidence free, and ( f i, gi)
and ( f ′i , g
′
i) can be joined by a Wecken homotopy Wi , i = 1,2. Therefore ( f ′1, g′1), ( f ′2, g′2) can be joined by a Wecken
homotopy, which is the juxtaposition of W−11 ∗ W0 ∗ W2. Let Wi = (Fi,Gi). We also get a homotopy between g′1 and g′2
(which is G−11 ∗ G ∗ G2). Suppose by contradiction that we can join ( f ′1, g′1) to ( f ′2, g′2) by a Wecken homotopy for the
restricted problem where the second coordinate is equal to W ′ = G−11 ∗ G ∗ G2. Then we have a new Wecken homotopy
W1 ∗ W ∗ W−12 between ( f1, g1), ( f2, g2) where the second coordinate is the homotopy G1 ∗ G−11 ∗ G ∗ G2 ∗ G−12 . But this
homotopy, as a path, is homotopic to the path given by G . By Proposition 1 above the result follows. 
Now let us consider some special deformations.
Deﬁnition 3. We say that G is a special homotopy between g1 and g2 of type (I) if G is homotopic to the composite of the
map g1 × id : M × I → N × I with an isotopy of the identity G ′ : N × I → N . We say that G is a special homotopy between
g1 and g2 of type (II) if G is homotopic to the composite of an isotopy of the identity G ′ : M × I → M with g1.
Lemma 1. If two pairs ( f1, g1), ( f2, g2) can be connected by a Wecken homotopy (F ,G) where G is a special homotopy of a certain
type, then they can be connected by a Wecken homotopy for any other choice of a special homotopy G¯ between g1 and g2 of the same
type.
Proof. Let (F ,G) be a Wecken homotopy where G is special and G¯ be an arbitrary special homotopy between g1 and g2.
So we have two cases to consider because of the deﬁnition of special homotopy. Let us consider the case where the special
homotopy is of type (I). In this case G ′ = G ◦ (g1 × id) and G¯ ′ = G¯ ◦ (g1 × id). Deﬁne F1 to be the composition G¯ ′ ◦ G ′−1 ◦ F .
It is straightforward to see that (F1, G¯) is a Wecken homotopy. The other case is similar and we leave to the reader. 
Given a map g : M → N , let g∗ : NN → NM and g∗ : MM → NM be the induced maps obtained by composition on
the right and on the left, respectively. We are interested in the restriction of these maps to the subspace Homeo(N) and
Homeo(M), respectively, which by abuse of notation we will also use the same notation for the restriction. We will make
clear whenever necessary the domains used. Let ( f1, g1), ( f2, g2) : M → N be two minimal pairs and G a ﬁxed homotopy
between g1 and g2. Consider the spaces Homeo(N), Homeo(M) with base points the identity maps, respectively.
Theorem1. If either of the induced homomorphisms g1∗ or g∗1 on the fundamental group is onto, where the base points are idM , idN , g1
in Homeo(M),Homeo(N),NM, respectively, then the two pairs ( f1, g1), ( f2, g2) can be connected by aWecken homotopy if and only
if the pairs can be connected by a Wecken homotopy where the second homotopy is an arbitrary deformation G.
Proof. The “if part” is clear. Let us prove the “only if part”. First let us suppose that g∗1 is onto. Given a self-homotopy G of
g by hypothesis we know that there is an isotopy G ′ such that the map G ′ ◦ (g× id) regarded as a loop in the function space
is homotopic to the loop deﬁned by G . By Proposition 1 we know that there is a Wecken homotopy of (F1,G ′ ◦ (g × id))
where the second homotopy is special. Now from Lemma 1 the result follows.
Now suppose that g1∗ is onto. Given a self-homotopy G of g by hypothesis we know that there is an isotopy G ′ such
that the map g′ ◦ G ′ regarded as a loop in the function space is homotopic to the loop deﬁned by G . By Proposition 1 we
know that there is a Wecken homotopy of (F1, g ◦G ′) where the second homotopy is special. Now from Lemma 1 the result
follows. 
Now we will describe some relevant results about the fundamental group of the various components of the space of
maps between two closed surfaces. From [13] and [21], or [15], Theorems 1 and 2, we have:
Theorem 2. Let N be an Eilenberg–MacLane space of type (π,1). Then the fundamental group π1(NM , g), of the function space with
base point a function g : M → N, is given by the following:
(a) If π is abelian, then π1(NM , g) = H0(M,π).
(b) If π is not abelian, then π1(NM , g) = C(π ; g), where C(π ; g) is the centralizer of the image of the homomorphism induced by g
in π1(N). Further each connected component of the space NM is a K (π,1).
It is worthy to notice that if π1(N) is abelian, then π1(NM , g) depends neither on N nor on g . The elegant proof of
the result above is obtained by showing that the evaluation map NM 	 f → f (x0) induces an isomorphism π1(NM , g) →
C(π ; g) ⊂ π1(N, g(x0)). Before we continue we will describe the homomorphisms (g∗)# and (g∗)#, i.e. the induced homo-
morphisms by the functions g∗ and g∗ , on the fundamental group, using the identiﬁcation given by Theorem 2 with the
fundamental group of the spaces. For g the identity, let C(π ; id) be denoted by C(π) where is the center of the group π .
The following lemma will be useful to study our problem.
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(a) If π is non-abelian, then π1(NN , id) = C(π), π1(NM , g) = C(π ; g) and the induced homomorphism (g∗)# : C(π) → C(π ; g) is
the inclusion.
(b) If π is abelian, then π1(NN , id) = H0(N,π), π1(NM , g) = H0(M,π) and the homomorphism (g∗)# : H0(N,π) → H0(M,π)
is the induced map on the 0th-cohomology group by the map g, which is the identity.
Consider ev : MM → M the evaluation map and the induced homomorphism ev# : π1(MM , id) → π1(M, x0). The image of
this homomorphism is the ﬁrst Gottlieb group G1(M) or the Jiang subgroup of the identity J (idM), and it is contained in
the center of π1(M, x0). If we assume that M is also a K (G,1) then the analysis above is simpler, although more restrictive.
We can state:
Lemma 3.
(a) If π is non-abelian, then π1(NM , g) = C(π ; g). The induced homomorphism (g∗)# : π1(MM , id) → π1(NM , g) is the composite
π1(MM , id)
ev#→ G1(M) g#→ C(π ; g).
(b) If π is abelian, then π1(NM , g) = H0(M,π) = π . The induced homomorphism (g∗)# : π1(MM , id) → π1(NM , g) is given by the
composite π1(MM , id)
ev#→ π1(M) g#→ π .
The proofs of the two lemmas stated above are straightforward.
2. Braids and construction of examples
In this section we present an algebraic formulation of our problem using the pure braid groups on 2 strings of the target
surface and the homomorphisms induced on the fundamental group of certain maps. These results will be most used to
construct examples of pairs of maps where the two problems are not equivalent. Although it can be made more general, this
procedure will be considered only in the case where the minimal number of coincidence is zero. Recall that the problem has
been solved when the target is either the sphere S2 or the torus T . In addition, the case where the target is the projective
space will be treated in a different way in Section 5. So we will consider here only the setting where the target surface has
Euler characteristic < 0 if it is orientable, and  0 if it is nonorientable. For the procedure we use the pure braid group on
2 strings of the target surface. So we will recall some properties of these groups which are going to be used to formulate
our algebraic version. Also because we will apply for the case where the target is the Klein bottle, we recall a presentation
of this group which is suitable for our purpose.
In this section we consider two types of examples. For each type of example we present an algebraic version for the
existence of the given type of example.
The ﬁrst type of example under consideration is as follows: Construct pair of maps ( f1, g), ( f2, g) : S1 → S2 which are
coincidence free and that can be connected by a Wecken homotopy, but there is no Wecken homotopy if we impose that
the second coordinate of the homotopy is the constant homotopy equal to g . If there exists such example, then of course
the two problems are not equivalent. We now describe an algebraic formulation for the existence of such an example. A pair
of maps ( f , g) : S1 → S2 which is coincidence free deﬁnes a map into the conﬁguration space ( f , g) : S1 → S2 × S2 − .
Let ( f1, g), ( f2, g) be two pairs of coincidence free maps, then we have two maps ( f1, g), ( f2, g) : S1 → S2 × S2 −. These
two maps are homotopic if and only if there is a Wecken homotopy between the pairs ( f1, g), ( f2, g). Since S2 × S2 −  is
a K (π,1) the two homomorphisms ( f1, g)#, ( f2, g)# are conjugate (see [22], Chapter V, Section 4, Theorem 4.3). Therefore
there exists an element w ∈ P2(S2) = π1(S2 × S2 − ) such that ( f2, g)# = w( f1, g)#w−1. When we project on the second
coordinate we obtain a self-homotopy of g , which implies that p2#(w) lies in the centralizer of Im(g#).
On the other hand the existence of the Wecken homotopy where the second coordinate is constant at g implies that
( f2, g)# = v( f1, g)#v−1, for some element v ∈ F1 ⊂ P2(S2), where F1 is the set of classes of the pure braids with the
second string constant. That is, F1 = Im[π1(N \ x2, x1) → π1(N ×N,N ×N \; (x1, x2))] = ker(p2#). See [4] for more details.
We summarize in the following proposition.
Proposition 3. The existence of such examples of the ﬁrst type is equivalent to ﬁnding an element w ∈ P2(S2) = π1(S2 × S2 − )
such that ( f2, g)# = w( f1, g)#w−1 , p2#(w) lies in the centralizer of Im(g#), but there is no element v ∈ F1 ⊂ P2(S2) such that
( f2, g)# = v( f1, g)#v−1 .
We will construct examples of the ﬁrst type making use of the proposition above. As pointed out before the proposition,
the existence of such examples implies that the answer to our question is negative. We note that the converse is not true.
That is, the nonexistence of such examples does not imply that our problem has a positive answer. For the converse it is
not enough to only consider homotopies that are constant at g .
Now we describe how to construct the so called second type of examples. We give an equivalent algebraic version for the
existence of an example of second type, which is indeed equivalent to our main problem. This algebraic formulation might
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can be connected by a Wecken homotopy, but for some self-homotopy G of g there is not a Wecken homotopy between the
two pairs such that the second coordinate of the homotopy is G .
Sometimes it is more convenient to use the following notation for the centralizer. If H is a subgroup of a group G denote
by CG(H) the centralizer of H on G .
Proposition 4. Suppose that two coincidence free pair of maps ( f1, g), ( f2, g) : S1 → S2 can be connected by a Wecken homotopy.
Then they can be connected by a Wecken homotopy where the second coordinate is an arbitrary self-homotopy of g if and only if the
homomorphism p2# : Cπ1(S2×S2−)(Im(( f1, g)#)) → Cπ1(S2)(Im(g)#) is surjective.
Proof. First let us show the “only if” part. Given α ∈ Cπ1(S2)(Im(g)#) consider a self-homotopy G of g which restricted to
the base point cross the interval I is in the class of the loop α. By hypothesis there is a Wecken homotopy such that the
second coordinate is the homotopy G . There is also a Wecken homotopy such that the second coordinate is the constant
homotopy equals to g . Consider the composition of the ﬁrst homotopy with the inverse of the other. It provides a self-
homotopy of ( f1, g) whose restriction to the base point cross the unit interval provides the loop that projects to a loop on
the class of α.
For the converse let w ∈ P2(S2) be an element which has the property that ( f2, g)# = w( f1, g)#w−1. The projection
of this element p2#(w) = w ′ is an element of Cπ1(S2)(Im(g#)). Given any self-homotopy of g , it determines an element
v ′ ∈ Cπ1(S2)(Im(g#)) which is the image of an element v ∈ Cπ1(S2×S2−)(Im(( f1, g)#)). Now consider the self-homotopy
determined by vw−1 followed by the original homotopy determined by w and the result follows. 
This concludes our general analysis. Since the result above is going to be used for the case where the target is the Klein
bottle, for the reader’s convenience, we recall a presentation of the pure braid groups of the Klein bottle on two strings that
we are going to use. One reference for (pure) braid groups which covers most of the surfaces is [19]. Here we use another
presentation for the Klein bottle which is given in [11]. We use the convention for the product αβ in π1, which is the class
of the loop α followed by β , which is the opposite convention in [19]. Let also the commutator of two elements a,b be
denoted by [a,b] = aba−1b−1.
Let us consider the well known presentation of π1(K ) given by 〈α,β|αβαβ−1 = 1〉, obtained by identifying the opposite
sides of a square where two of them in the same direction and the other two on the opposite direction. Every element
of π1(K ) can be written uniquely in the form αmβn for m,n integers. So, using the projection surjective homomorphism
π1(K − y0) → π1(K ), an arbitrary element of π1(K − y0) can be written uniquely in the form αmβnθ , where θ is an
element of the kernel of the homomorphism π1(K − y0) → π1(K ). So in particular, θ is a product of conjugates of B where
B = αβαβ−1 ∈ π1(K − y0).
Given a base point (x1, x2) ∈ K × K −  deﬁne αi, βi as the braids determined by the pair of loops where the jth-loop
( j = i for i, j ∈ {1,2}) is the constant loop at the point x j and the loops on the other coordinate are homotopic to the
ones given by the α,β at base point xi , respectively. The complete description of these elements can be found in Section 4
of [11].
For the purpose of our calculations it will be suitable to work with a presentation of π1(K × K − ) given in [11]. This
presentation is:
A set of generators given by α1, β1, α2, β2 and B and the following relations:
α2α1α
−1
2 = Bα1B−1,
α2β1α
−1
2 = Bα−11 β1α−11 B−1,
β2α1β
−1
2 = β−11 α−11 β1,
β2β1β
−1
2 = β−11 Bβ21 ,
α2Bα
−1
2 = Bα−11 Bα1B−1,
β2Bβ
−1
2 = β−11 B−1β1,
α−12 α1α2 = α1B−1α1Bα−11 ,
α−12 β1α2 = α1B−1α−11 Bβ1α1Bα−11 ,
β−12 α1β2 = α1B−1,
β−12 β1β2 = Bβ1,
α−12 Bα2 = α1Bα−11 ,
β−12 Bβ2 = Bβ1B−1β−11 B−1,
B = α1β1α1β−11 = α2β2α2β−12 .
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In this section we present the main results as to when the two problems are equivalent. We begin by considering the
case where the domain is either the sphere S2 or the projective plane RP2. Then in Section 3.1 we will consider the case
where the target surface has negative Euler characteristic. We will show that under certain hypothesis the two problems
are the same. Finally in Section 3.2 we will consider the case where the target is the Klein bottle. Recall that if the target is
the torus it is already known that the two problems are equivalent.
We are given two coincidence free pairs of maps ( f1, g), ( f2, g) which we assume can be joined by a Wecken homotopy
and also an arbitrary homotopy G of g , and ask if they can be joined by a Wecken homotopy for which the second
coordinate is G . We call this the restricted problem with respect to the second coordinate. In particular we focus on the situation
where G is to be the constant homotopy at g . For the spaces under consideration in this paper the fundamental group of
the function space with base point g will be trivial. So by Theorem 1 of Section 1, the results will follow for the general
homotopy G .
We begin our consideration for maps from either S2 or RP2.
Theorem 3. The two problems are equivalent if the domain is either S2 or RP2 and the target is a closed surface with nonpositive
Euler characteristic.
Proof. Suppose the domain is the sphere S2. Any map is null homotopic and from Proposition 2 we can consider g to be
the constant map. The image of the induced homomorphism by ( f , g) is trivial and by Proposition 4 the result follows.
If the domain is the projective plane, we have that any map f :RP2 → Ng , where Ng is the nonorientable closed surface
of genus  2, induces the trivial homomorphism on the fundamental group, because π1(Ng) is torsion free. The remainder
of the proof is completely similar to the previous case and we leave it to the reader. 
3.1. The case where χ(N) < 0
The ﬁrst result of this subsection is:
Theorem 4. Let N be a closed surface with negative Euler characteristic, M a closed surface and let g : M → N be a map with
the property that im(g#), the image of the fundamental group, is neither trivial nor isomorphic to Z . Then the general 1-parameter
coincidence problem is equivalent to the restricted problem.
Proof. It is well known that a subgroup of ﬁnite index of a surface group is again a surface group. If the subgroup is of
inﬁnite index then it is free. Because g#(π1(M)) is neither trivial or isomorphic to Z , it follows that the centralizer of this
group in π1(N) is trivial (in fact the component of the function space NM which contains the element g is contractible as
a result of Gottlieb [14, Lemma 2]). Therefore, from Proposition 1 in Section 1 the result follows.
Corollary 1. The examples given in [17], where M is a surface with negative Euler characteristic, cannot be connected by a Wecken
homotopy regarded as coincidence problem.
For maps such that the image of the induced homomorphism on the fundamental group is either trivial or isomorphic
to Z we will show in the next section that there are examples where the two problems are not the same.
3.2. The case where the target is the Klein bottle
In this subsection we consider maps where the target is the Klein bottle K . Recall that the case where the target is the
torus T , by [8], the two problems are equivalent. So this subsection completes the analysis of the setting where the Euler
characteristic of the target is zero.
For maps from the Klein bottle or torus into the Klein bottle, from [10] or [9], respectively, we know that the two
problems are not equivalent in general. But they are equivalent under certain hypotheses. We explore in this subsection
both possibilities.
For a map h : S → K we will consider four cases depending on Im(h#). Case 0 is when Im(g#) is trivial. Case 1 is when
Im(g#) ≈ Z . Case 2 is when Im(g#) ≈ Z + Z . Case 2′ is when Im(g#) ≈ π1(K ). We begin by showing that under certain
hypotheses we have a positive answer.
Let us ﬁrst recall some algebraic preliminaries about the fundamental group of the Klein bottle. Let us consider the
presentation of π1(K ), 〈a,b|abab−1〉. We describe all subgroups H ⊂ π1(K ) and the centralizer of a subgroup H of π1(K )
denoted by Cπ1(K )(H).
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(a) trivial;
(b) cyclic generated by an element of the form arbs;
(c) either isomorphic to Z + Z or to π1(K ), if it is not generated by one element. In case (c) if the subgroup is isomorphic to Z + Z then
it is contained in the subgroup 〈a,b2〉. Otherwise it will not be contained in the subgroup 〈a,b2〉 and is of the form 〈ar,apb2q+1〉
where r = 0.
Proof. This is a straightforward calculation. 
Now we describe the centralizer of these groups.
Lemma 5. The centralizer of H is given as follows:
(a′) For H trivial Cπ1(K )(H) = π1(K ).
(b′) For H as in (b) we have the following cases:
(I) If r = 0 and s even then Cπ1(K )(H) = π1(K );
(II) If r = 0 and s odd then Cπ1(K )(H) is the subgroup 〈b〉;
(III) If r = 0 and q is even then it is the subgroup 〈a,b2〉;
(IV) If r = 0 and s is odd then Cπ1(K )(H) = 〈b2〉.
(c′) For H as in case (c) we have two cases:
(I) If H is isomorphic to Z + Z (so H ⊂ 〈a,b2〉) then Cπ1(K )(H) = 〈a,b2〉;
(II) If H is isomorphic to π1(K ) then Cπ1(K )(H) = 〈b2〉.
Proof. A straightforward calculation. 
We now present some positive results for maps into the Klein bottle.
Theorem 5.
(a) Let g : S → K , where S is an arbitrary closed surface. If the image of g# contains an element of the form arb with r = 0, then the
restricted problem with respect to ﬁxed homotopy at g is equivalent to the general coincidence problem. In particular this is the
case if the image of g# is all of π1(K ) or it is the subgroup generated by arb with r = 0.
(b) If S is the torus and the image of g# equals the subgroup < a,b2 >, then the restricted problem with respect to ﬁxed homotopy at
g is equivalent to the general coincidence problem.
Proof. Let us ﬁrst consider part (a). As a result of the hypothesis, Lemma 5 and Theorem 2, we have that π1(K S , g)
is isomorphic to the subgroup 〈b2〉. But the induced homomorphism π1(K K , id) → π1(K S , g) is the identity under the
identiﬁcation given by Lemma 3. So the result follows from Theorem 1 since π1(K K , id) ≈ 〈b2〉.
For part (b) we consider the induced homomorphism (g∗)# : π1(T T , id) → π1(K T , g). From Lemma 2, part (b), we have
that π1(T T , id) = Z + Z and Im(g#) is 〈a,b2〉. Arguing as in part (a) the result follows. 
In the next section we will consider the case where Im(g#) is the form 〈bs〉.
4. Examples where the two problems are not equivalent
The purpose of this section is to provide some examples where the two problems are not equivalent. We will restrict
our attention to the case where the target is the Klein bottle. In considering examples of maps from a surface into the Klein
bottle our analysis will be done according to a classiﬁcation of maps l : S → K , similar to the one used in Section 3.2. Maps
l : S → K are classiﬁed in terms of Im(l#): Case 0 is when Im(l#) is trivial; Case 1 is when Im(l#) ≈ Z ; Case 2 is when
Im(l#) ≈ Z + Z ; Case 2′ is when Im(l#) ≈ π1(K ). Recall that as a result of Theorem 5, in order to get examples where the
two problems are not the same, we must assume that the image of f1# : π1(S) → π1(K ) is not equal to π1(K ). So the image
is either trivial, isomorphic to Z , isomorphic to Z + Z or a proper subgroup of π1(K ) isomorphic to π1(K ). This information
will be useful to construct examples in each case.
We introduce the following notation: By an Example SK { ji} for i, j ∈ {0,1,2,2′}, we mean a pair of maps from a surface
S to the Klein bottle K , such that the second coordinate g satisﬁes Im(g#) is as in Case i above and the ﬁrst coordinate f
satisﬁes Im( f#) is as in Case j.
We construct examples according to the classiﬁcation of Im(g#), where g is a map which corresponds to the second
coordinate. In Case I we will have Im(g#) trivial. For the remaining cases we will restrict ourselves to maps with domain
either T or K , and these remaining cases, Case II, Case III, Case IV, are when Im(g#) is Case 1, 2, 2′ , respectively.
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tors) is at least two. For the examples constructed below they satisfy f1#(ρi) = f2#(ρi) = g#(ρi) = 1 for i > 2. Also if S
is nonorientable, then we deﬁne f1#(ρ1) = f1#(ρ2)−1, f2#(ρ1) = f2#(ρ2)−1, g#(ρ1) = g#(ρ2)−1. If S is orientable, then
f1#(ρ2) = f2#(ρ2) = g#(ρ2) = 1. Thus in order to know the maps f1#, f2# and g#, it suﬃces to prescribe the data f1#(ρ1),
f2#(ρ1) and g#(ρ1).
Case I: Assume Im(g#) is trivial.
Example S K {00} χ(S) 0. Let g be the constant map, so g#(ρ1) = 1. Consider models for f1, f2 such that f1#(ρ1) = B ,
f2#(ρ1) = β−11 B−1β1. The two homomorphisms ( f1 × c)#, ( f2 × c)# : π1(S) → P2(K ) are conjugate. This follows from the
fact that the braids B, β−11 B−1β1 are conjugate. More precisely, β2Bβ
−1
2 = β−11 B−1β1 from Section 2. Hence, ( f1, c) and
( f2, c) can be connected by a Wecken homotopy. But in the free group F (α1, β1) the two words B and β
−1
1 B
−1β1 are not
conjugate, since they project to different elements on the abelianized. Therefore these two pairs cannot be connected by
a Wecken homotopy where the second homotopy is the constant homotopy of the constant map, which establishes the
example.
Example S K {10} χ(S) 0. Here we construct an example similar to the one given in [9]. Deﬁne f1#(ρ1) = α1, f2#(ρ1) =
α1B−1. Then the two homomorphisms ( f1 × c)#, ( f2 × c)# : π1(S) → P2(K ) are conjugate as the braids α1,α1B−1 are
conjugate. More precisely, β−12 α1β2 = α1B−1 from Section 2. So the pair ( f1, c) ( f2, c) can be connected by a Wecken
homotopy. But the two models f1, f2 cannot be connected by a root free homotopy since the two words α1 and α1B−1 are
certainly not conjugate as they project to different elements in the abelianized of the free group on 2 letters.
Examples of the form Example SK {20} or Example SK {2′0} do not exist because if Im( f#) has ﬁnite index in π1(K ),
then necessarily g is not root free. This now completes Case I.
Case II: Suppose Im(g#) is of rank 1.
Example S K {01} χ(S) 0. This example illustrates the case where the rank of Im(g#) is one, while the other map is
homotopic to the constant map. Let g be a map such that g#(ρ1) = β2. And thus g#(ρ2) = β−2, g#(ρi) = 1, i > 2. Let f1 be
the constant map so f1#(ρ j) = 1 for all j. Instead of directly giving a model for the map f2 we will create one in the process
below. First let us assume that S = Nl is a nonorientable surface. The induced homomorphism π1(Nl) → π1(K × K − )
by the pair ( f1, g) is given by ρ1 → β22 , ρ2 → β−22 and ρi → 1 for i > 2. Take the conjugate of this homomorphism by the
element α2.
This new homomorphism is given by
ρ1 → α2
(
β22
)
α−12 =
(
α2β
2
2α
−1
2 β
−2
2
)
β22 and
ρ2 → α2
(
β−22
)
α−12 =
(
α2β
−2
2 α
−1
2 β
2
2
)
β−22 .
Now we will compute the element α2β
−2
2 α
−1
2 β
2
2 , which is an element of the kernel of π1(K × K −) → π1(K × K ). We
get
α2β
2
2α
−1
2 β
−2
2 =
(
α2β2α2β
−1
2
)
β2
(
α−12
(
β2α
−1
2 β
−1
2 α
−1
2
)
α2
)
β−12
= Bβ2
(
α−12 B
−1α2
)
β−12 = Bβ−11 α−11 Bα1β1.
Now let f2 : Nl → K be a map such that deﬁned on the one skeleton it sends the loop ρ1 to Bβ−11 α−11 Bα1β1 and it
sends the loop ρ2 to (α2β
−2
2 α
−1
2 β
2
2 ) whatever this may be.
The two pairs can be connected by a Wecken homotopy since the induced homomorphisms are conjugate. It remains
to show that there is no element w of the subgroup generated by α1, β1 such that wβ22w
−1 = Bβ−11 α−11 Bα1β1β2 or
equivalently, wβ22w
−1β−22 = Bβ−11 α−11 Bα1β1.
This equation, when viewed on the abelianized of the free group F (α1, β1) becomes wβ22w
−1β−22 = B2. The conjugation
by β22 on the abelianized of F (α1, β1), from our table in Section 2, is the identity. So our equation on the abelianized
becomes B2 = 1 or α21α21 = 1 from the relations in Section 2, which is a contradiction and the result follows. The case when
S is orientable is completely analogous and is left to the reader to verify.
Example S K {11} χ(S) 0. In this example the rank of the image of the induced homomorphisms for both homotopy
classes [ f ], [g] is one. Let us ﬁrst consider the case where S = Nl is a nonorientable surface. Consider homotopy classes of
maps [ f ], [g] such that if f ∈ [ f ] and g ∈ [g], then f#(ρ1) = β2, f#(ρ2) = (β)−2, and g#(ρ1) = β2, g#(ρ2) = (β)−2.
Consider the homomorphism π1(Nl) → π1(K × K − ) which sends ρ1 to β21β22 . As in the cases before ρ2 is sent to
(β2β2)−1 = β−2β−2 = β−2β−2β2β−2.1 2 2 1 2 1 1 1
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element by β2. Then we obtain an element w and consequently a homomorphism which send ρ1 to w , ρ2 to w−1 and all
other generators to 1. Consider a map which induces this homomorphism. Using the braid relations we compute w which
is
w = (β2)
(
β21β
2
2
)
(β2)
−1 = (β−11 Bβ21
)(
β−11 Bβ
2
1
)
β22 .
We claim that the two elements β21β
2
2 and w are not conjugate by some element of the ﬁrst coordinate. Suppose that there
is a θ such that θβ21β
2
2θ
−1 = (β−11 Bβ21 )(β−11 Bβ21 )β22 . This is equivalent to showing that:
θβ21β
2
2θ
−1β−22 =
(
β−11 Bβ
2
1
)(
β−11 Bβ
2
1
)
.
We now follow the same reasoning as in the previous example. We project on the abelianized, and use fact that the
action of β22 on the abelianized is trivial. So the equation on the abelianized becomes
θβ211θ
−1 = β−11 Bβ1Bβ21 or 1 = B2,
which is a contradiction and the result follows. The case when S is orientable is completely analogous and is left to the
reader to verify.
To complete the remaining two possibilities of Case II, from now on we assume the domain is either the torus T or the
Klein bottle K . We will use the following two elementary facts. If g : K → K is a map, then Im(g#) is not isomorphic to
Z + Z , since the abelianized (π1(K ))ab has rank 1. If g : T → K is a map, then Im(g#) is not isomorphic to π1(K ) since the
image is abelian.
Under the assumptions above let us consider potential examples where Im(g#) ≈ Z and we have the following possibili-
ties: K K {2′1}, K K {21}, T K {2′1}, T K {21}.
We observe that the cases Example K K {21} and Example T K {2′1} do not exist as a result of the comments just above.
The following example deals with the case not covered in Theorem 5.
Example K K {2′1}. We use the presentation of P2(K ) given in terms of α,β at the end of Section 2.
Deﬁne f1#(α) = α, f1#(β) = β; g#(α) = 1, g#(β) = β . So we have that ( f1, g)#(α) = α1, ( f1, g)#(β) = β1β2.
Consider the homomorphism such that ( f2, g)#(α) = β22α1β−22 = β−21 B−1α1Bβ21 , and ( f2, g)#(β) = β22β1β2β−22 =
β−21 B−1β1Bβ21β2.
That is, the second homomorphism corresponds to the ﬁrst homomorphism conjugated by the element β22 . Hence, there
exists a Wecken homotopy between the corresponding pairs.
We claim that there is no element w ∈ P2(K ) such that the projection on the second coordinate is β , and such that
wβ−22 commutes with α1, which is in the image Im( f1, g)#. By Proposition 4, this is equivalent to saying that there is no
Wecken homotopy such that in the second coordinate we have a homotopy which correspond to the element β2.
To show the algebraic fact above, using the presentation of P2(K ) it follows that conjugation by α2 on the abelianized of
the subgroup generated by {α1, β1} is the identity. Conjugation by β2 maps α1 → α−1. Thus, in the abelianized conjugation
by wβ−22 sends α1 to α
−1
1 , as the exponent of β2 in wβ
−2
2 is odd. But this cannot occur if the words wβ
−2
2 and α1
commute, so the results follows.
Example T K {21}. This is similar to the previous example.
Let a,b be generators for π1(T ) which project to α,β2.
Deﬁne
f1#(a) = α, f1#(b) = β2; g#(a) = 1, g#(b) = β2.
Choose a model f1 such that ( f1, g)#(a) = α1 and ( f1, g)#(b) = Bβ21β22 . Take conjugation by β22 to get a new pair ( f2, g).
Now the argument proceeds as in the previous example, i.e. there is no Wecken homotopy such that on the second
coordinate it is a homotopy G which corresponds to the element β2.
To conclude this section we will comment on Cases III and IV.
Case III: Suppose Im(g#) ≈ Z + Z .
In general we have the following possibilities: K K {2′2}, K K {22}, K K {12}, K K {02} and T K {2′2}, T K {22}, T K {12}, T K {02}.
But the cases with domain K do not exist since Im(g#) cannot be Z + Z as pointed out at the beginning of the section.
Similarly, T K {2′2} is not possible due to the fact that im( f i#) is abelian as mentioned above. The case T K {02} cannot
happen because the map g cannot be deformed to be root free. So we are left with 2 possible cases T K {22} and T K {12}.
Further, in the former case from Theorem 5 in Section 3.2, we have that the only possible examples are in the case where
the image of g# is a proper subgroup of rank 2 of 〈α,β2〉 ⊂ π1(K ).
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In general we have the same eight possibilities as in Case III. But the cases with domain T do not exist since Im(g#)
cannot be isomorphic to π1(K ) as pointed out at the beginning of the section. Similarly, K K {22′} is not possible due to
the fact that Im( f i#) is not isomorphic to Z + Z as mentioned above. The case K K {02′} cannot happen because the map g
cannot be deformed to be root free. So we are left with 2 possible cases K K {2′2′} and K K {12′}.
The study of the 4 potential types of examples mentioned above is still under progress and we do not know the answer
at the moment.
5. Maps from a surface intoRP2
Recall that for maps from a surface into the 2-sphere, the problem has been solved. This is Corollary 1.3 from [7] which
states that the two questions are equivalent. The purpose of this section is to do the analysis when the target surface has
positive Euler characteristic, and so we assume the target surface is RP2. In this section we give a classiﬁcation of maps
and use this to characterize the pairs of maps that are coincidence free. Proposition 4 is then applied to decide when the
two Wecken problems are the same or different for a given pair of coincidence free maps.
We begin by recalling the classiﬁcation of the homotopy classes of maps [S, S2] (base point free, which is the same as
base point preserving) from a surface S into S2, as well as the homotopy classiﬁcation of maps [S,RP2] (base point free).
Proposition 5. The set of maps [S, S2] are classiﬁed as follows:
(a) If S is orientable, then it is identiﬁed with Z and the correspondence is given by the degree of the map.
(b) If S is nonorientable, then it contains exactly two elements.
Proof. This follows from the Hopf classiﬁcation theorem where the set is in one-to-one correspondence with H2(S, Z). 
For the classiﬁcation of the homotopy classes of maps [S,RP2] (base point free maps) from a surface into the projective
space RP2, which is the set of path components of (RP2)S , we use [12]. There one denotes by m(S,RP2) the set (RP2)S ,
and by m(S,RP2; f ) the subset of the function space (RP2)S which consist of the maps which are homotopic to f .
Proposition 6. The set of components of (RP2)S are described as follows.
If S is orientable;
m
(
S,RP2
)=
∞⊔
k=0
m
(
S,RP2; f2k
) unionsq
⊔
x∈H1(S;Z/2), x=0
(
m
(
S,RP2; fx
) unionsqm(S,RP2; f −x
))
,
where the homomorphism induced on the fundamental group and the corresponding class in H1 are
( f2k)∗ = 0,
(
f ±x
)
∗ = x = 0,
and the twisted degree is
d( f2k) = 2k, d
(
f ±x
)= 0.
If S is nonorientable;
m
(
S,RP2
)=
∞⊔
k=0
m
(
S,RP2; f2k+1
) unionsq
⊔
x∈H1(S;Z/2), x=w1(τ S), x2=1
m
(
S,RP2; f 1x
)
unionsq
⊔
x∈H1(S;Z/2), x=w1(τ S), x2=0
(
m
(
S,RP2; f 0x
) unionsqm(S,RP2; f 0−x
))
,
where
( f2k+1)∗ = w1(τ S),
(
f i±x
)
∗ = w1(τ S), x = w1(τ S),
and
d( f2k+1) = 2k + 1, d
(
f i±x
)= i.
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Now we classify the pairs of homotopy classes of maps ([ f ], [g]) for which the minimal number of coincidence points
is zero, i.e. there are f ∈ [ f ], g ∈ [g] such that ( f , g) is coincidence free. For each map we have the induced homo-
morphism on the fundamental group which is a homomorphism π1(S) → π1(RP2) = Z2. We will use the presentation
〈a1,b1, . . . ,ag,bg |[a1,b1] . . . [ag,bg]〉 for the orientable closed surface of genus g and 〈ρ1, . . . , ρg |ρ21 . . . ρ2g 〉 for the closed
nonorientable surface of genus g . Some aspects of coincidence sets of maps from a space into projective space has been
studied in [16]. See also in [6] some related material. The result that we need is more in the spirit of the Wecken property
and is partially related to some results of [16]. For the notion of absolute degree which is going to be used, see [2].
Proposition 7. Let f , g : S →RP2 be a pair of maps.
(i) If ( f , g) can be made coincidence free, then both maps have absolute degree zero.
(ii) If f has absolute degree zero and its induced homomorphism on the fundamental group is trivial, then f is null homotopic.
Proof. It is well known that the pair ( f , g) can be made coincidence free if and only if the map f , g : S → RP2 × RP2
factors through, up to homotopy, the subspace RP2 ×RP2 − . The space RP2 ×RP2 −  is the 2nd-conﬁguration space
on RP2. From [20] this space has fundamental group isomorphic to the quaternionic Q 8 and from [5], Proposition 6, its
universal covering has the homotopy type of the 3-sphere. Let h : S →RP2 ×RP2 −  be a homotopy lifting of ( f , g) and
pi :RP2 ×RP2 − →RP2 the projections for i = 1,2. The composites p1 ◦h, p2 ◦h, are homotopic to f , g , respectively. We
claim that they have absolute degree zero. We divide the proof into several cases because of the deﬁnition of the absolute
degree. In order to show that f has absolute degree zero, let (RP2 ×RP2 − )∗ → RP2 ×RP2 −  be the ﬁnite covering
which corresponds to the subgroup which is the kernel of the homomorphism p1# : π1(RP2 × RP2 − ) → π1(RP2). So
there is a lifting pˆ1 : (RP2 ×RP2 − )∗ → S2 of p1. Then we have the commutative diagram:
(RP2 ×RP2 − )∗ pˆ1 S2
RP2 ×RP2 −  RP2
We now suppose that S is orientable. If the induced homomorphism (p1 ◦ f )# : π1(S) → π1(RP2) is trivial, then the map
lifts into the covering S2 of RP2 and the absolute degree is the degree of the lifting from S into S2. But this map factors
through (RP2 ×RP2 − )∗ → RP2. Because H2((RP2 ×RP2 − )∗; Z) ≈ H2(π1(RP2 ×RP2 − )∗; Z) = H2(Z4; Z) = 0 is
trivial it follows that the degree is zero. If the induced homomorphism (p1 ◦ f )# : π1(S) → π1(RP2) is not trivial (so surjec-
tive) we consider the double covering of S which corresponds to the subgroup which is the kernel of the homomorphism
(p1 ◦ f )#. From now on we follow the same steps as in the previous case.
The case where S is nonorientable is similar and we leave the details to the reader. This completes the proof of the
part (i).
For the second part, the map f lifts to a map fˆ : S → S2. Because the absolute degree is zero, fˆ is null homotopic and
the result follows. 
The proposition above together with the classiﬁcation of the homotopy classes of maps from a closed surface into
RP2, tell us that we have only a ﬁnite number of pairs of homotopy classes ([ f ], [g]) such that the minimal number
of coincidence points is zero.
Proposition 8. There is a bijection between the set of homotopy classes of maps [S,RP2 ×RP2 − ] (base point free) and the set of
conjugacy classes of homomorphisms Hom(π1(S), Q 8).
Proof. From classical obstruction theory given X a CW-complex of dimension n and Y a space there is a bijection between
the set of homotopy classes of maps [X, Y ] and [X, Yn], where Yn is the nth-stage of the Postnikov system of Y . In our case
the set [S,RP2 ×RP2 −] is in one-to-one correspondence with [S, (RP2 ×RP2 −)2]. But (RP2 ×RP2 −)2 = K (Q 8,1)
as a result of [5], Proposition 6. From [22], Chapter V, Section 4, Theorem 4.3, the result follows. 
Now we characterize all pairs ([ f ], [g]) such that the minimal number of coincidence is zero. To do so we introduce the
following notation:
(I) Let Sg be the orientable surface of genus g , f , g : Sg → RP2 and ( f , g) : Sg → RP2 × RP2. If f#, g# : π1(Sg) → Z2
are the induced homomorphisms by f , g on the fundamental group, denote by Imi( f , g) the image of the homomorphism
( f#, g#) : π1(Sg) → π1(RP2 ×RP2) ∼= Z2 + Z2 restricted to the subgroup generated by ai,bi .
(II) Let Ng be the nonorientable surface of genus g , f , g : Ng →RP2 and ( f , g) : Sg →RP2 ×RP2. If f#, g# : π1(Ng) →
Z2 are the induced homomorphisms by f , g on the fundamental group, denote by Imi( f , g) the image of the homomor-
phism ( f#, g#) : π1(Ng) → π1(RP2 ×RP2) ∼= Z2 + Z2 restricted to the subgroup generated by ρi .
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if :
(a) In the case the surface is orientable S g , the number of integers i such that Imi( f , g) = Z2 + Z2 is even.
(b) In the case the surface is nonorientable Ng , the number of integers i such that Imi( f , g) = Z2 is even.
Proof. From Proposition 8 it suﬃces to show that the algebraic diagram has a lift. If Imi( f , g) has cardinality  2, then the
preimage of this subgroup under the homomorphism π1(RP2 ×RP2 −) = Q 8 → Z2 + Z2 is either Z2 or Z4. In both cases
we can deﬁne a lifting for ai,bi such that the commutator of the image of these elements are trivial. If Imi( f , g) = Z2+ Z2, a
simple analysis of all possible lifting shows that the commutator of the lifting of the two elements is the element −1 ∈ Q 8.
In order to get a homomorphism, the relation [a1,b1] . . . [ag,bg] should be preserved, which is equivalent to having an even
number of values of i such that Imi( f , g) = Z2 + Z2. The converse is clear and part (a) follows. The second part is similar
and we leave to the reader. 
Now, by means of Proposition 4, the comparison of the general problem and the restricted problem becomes an algebraic
problem about homomorphisms into Q 8 = π1(RP2 ×RP2 − ). As before we consider ( f1, g), ( f2, g) a pair of coincidence
free maps. Recall that if a pair ( f , g) is coincidence free, then it deﬁnes a map also denoted by ( f , g) : S →RP2 ×RP2 −.
When we consider this map as a map ( f , g) : S → RP2 × RP2, then we denoted by ( f#, g#) the induced homomorphism
on the fundamental group ( f#, g#) : π1(S) → π1(RP2 ×RP2). We state our main result of the section in terms of the image
of the homomorphism ( f#, g#), where [ f ] = [ f i], i = 1,2. For instance, with f , f1, f2, g as above we will show that if
Im( f#, g#) is the trivial subgroup, then the two homomorphisms ( f1, g)#, ( f2, g)# are conjugate if and only if they are
equal. So it then follows that the two problems are equivalent. The complete picture is obtained by consideration of the
cases when Im( f#, g#) is isomorphic to Z2, and when Im( f#, g#) is isomorphic to Z2 + Z2.
The relation between the two problems when the target surface is RP2 is given in the following theorem. Let Z2 + 0 ⊂
π1(RP2 ×RP2) ∼= Z2 + Z2 the ﬁrst summand. and ι :RP2 ×RP2 −  →RP2 ×RP2 the inclusion.
Theorem 6. For maps from a closed surface into RP2 the general problem and the restricted problem are related as follows:
(I) If Im( f#, g#) is trivial, then the two problems are equivalent.
(II) If Im( f#, g#) is Z2 +0, then the two problems are different if and only if the two homomorphisms ( f1, g)#, ( f2, g)# are different.
If Im( f#, g#) is either 0+ Z2 or the diagonal  ⊂ Z2 + Z2 , then the two problems are the same.
(III) If Im( f#, g#) is isomorphic to Z2 + Z2 , the two problems are the same if and only if the two homomorphisms ( f1, g)# and
( f2, g)# are conjugate by an element of the subgroup ι
−1
# (Z2 + 0).
Proof. Part (I). Im( f#, g#) being trivial implies that Im( f1, g)# and Im( f2, g)# are contained in the center of π1(RP2 ×
RP2 − ) = Q 8, which is isomorphic to Z2. Assuming there is a Wecken homotopy connecting the two pairs the two
homomorphisms are conjugate, and it then follows that they must be equal. Therefore conjugation by any element of one
homomorphism gives the other, and the result follows by Proposition 4.
In order to simplify the proof of the remaining parts let us consider the usual description of Q 8 given by the elements
{±i,± j,±k}, and without loss of generality, that the homomorphism on the fundamental group induced by the inclusion
ι :RP2 ×RP2 −  →RP2 ×RP2 is given by i → (1¯, 0¯), j → (0¯, 1¯), k → (1¯, 1¯).
Part (II). Assuming Im( f#, g#) is Z2+0, it follows that Im( f1, g)# and Im( f2, g)# are contained in the subgroup generated
by i, and the two homomorphisms are either equal or conjugates by either j or k. If they are equal, then the two problems
are the same. Otherwise, the two homomorphisms cannot be conjugated by an element which projects to (1¯, 0¯). So the ﬁrst
part follows. The second part is similar. The image of the two homomorphisms are either the subgroup generated by j or
by k. The homomorphisms are then conjugated by the trivial element or by i, and so the conclusion follows.
Part (III). Assuming Im( f#, g#) is Z2 + Z2, it follows that Im( f1, g)# and Im( f2, g)# are equal to Q 8. Now suppose
that the two problems are equivalent. The two homomorphisms ( f1, g)# and ( f2, g)# are conjugate because the two maps
( f1, g), ( f2, g) are homotopic. It remains to show that they are conjugate by an element of the subgroup generated by
i ∈ Q 8. Suppose that they are conjugated by either ± j or ±k. The conjugation by any one of these elements send i to −i.
But these two homomorphisms should also be conjugated by an element of ι−1# (Z2 + 0) because the two problems are
equivalent. But this is a contradiction. So necessarily we have conjugation by an element of ι−1# (Z2 + 0). For the converse,
we have that the two homomorphisms are conjugate by an element of the subgroup generated by i. So they are conjugated
by either ±1 or ±i. In all cases the conjugation restricted to the subgroup generated by i is the identity. So the only
coincidence Wecken homotopies which are allowed, are the ones where the second coordinate is the constant homotopy
and the result follows. 
References
[1] R.B.S. Brooks, On removing coincidences of two maps when only one, rather than both, of them may be deformed by a homotopy, Paciﬁc J. Math. 40
(1972) 45–52.
D.L. Gonçalves, M.R. Kelly / Topology and its Applications 157 (2010) 1770–1783 1783[2] D.B.A. Epstein, The degree of a map, Proc. Lond. Math. Soc. (3) 16 (1966) 369–383.
[3] E. Fadell, Generalized normal bundles for locally-ﬂat imbeddings, Trans. Amer. Math. Soc. 114 (1965) 488–513.
[4] E. Fadell, S. Hussein, The Nielsen number on surfaces, Contemp. Math. 21 (1983) 59–98.
[5] D.L. Gonçalves, J. Guaschi, The braid groups of the projective plane, Algebraic Geom. Topol. 4 (2004) 757–780.
[6] D.L. Gonçalves, J. Jezierski, Lefschetz coincidence formula on non-orientable manifolds, Fund. Math. 153 (1) (1997) 1–23.
[7] D.L. Gonçalves, M.R. Kelly, Maps into surfaces and minimal coincidence sets for homotopies, Topology Appl. 116 (1) (2001) 91–102.
[8] D.L. Gonçalves, M.R. Kelly, Maps into the torus and minimal coincidence sets for homotopies, Fund. Math. 172 (2) (2002) 99–106.
[9] D.L. Gonçalves, M.R. Kelly, Wecken type problems for self-maps of the Klein bottle, in: FPT&A special issue Nielsen Theory and Related Topics (2006),
15 pp.
[10] D.L. Gonçalves, M.R. Kelly, Coincidence properties for maps from the torus to the Klein bottle, Chinese Ann. Math. 29 (4) (2008) 425–440.
[11] D.L. Gonçalves, D. Penteado, J.P. Vieira, Fixed points on Klein bottle ﬁber bundles over the circle, Fund. Math. 203 (2009) 263–292.
[12] D.L. Gonçalves, M. Spreaﬁco, The fundamental group of the space of maps from a surface into the projective plane, Math. Scand. 104 (2009) 161–191.
[13] D.H. Gottlieb, On ﬁbre spaces and the evaluation map, Ann. of Math. 87 (2) (1968) 42–55.
[14] D.H. Gottlieb, Covering transformation and universal ﬁbrations, Illinois J. Math. 13 (1969) 432–437.
[15] V.L. Hansen, Spaces of maps into Eilenberg–MacLane spaces, Canad. J. Math. XXXIII (1981) 782–785.
[16] J. Jezierski, The coincidence Nielsen number for maps into real projective spaces, Fund. Math. 140 (1992) 121–136.
[17] M.R. Kelly, Some examples concerning homotopies of ﬁxed point free maps, Topology Appl. 37 (1990) 293–297.
[18] H. Schirmer, Fixed point sets of homotopies, Paciﬁc J. Math. 108 (1) (1983) 191–202.
[19] P. Scott, Braid groups and the group of homeomorphisms of a surface, Proc. Cambridge Philos. Soc. 68 (1970) 605–616.
[20] J. Van Buskirk, Braid groups of compact 2-manifolds with elements of ﬁnite order, Trans. Amer. Math. Soc. 122 (1966) 81–97.
[21] R. Thom, L’homologie des espaces funcionnels, in: Colloque de Topologie Algébrique à Louvain, 1956, Georges Thone/Masson & Cie, Liege/Paris, 1957,
pp. 29–39.
[22] G. Whitehead, Elements of Homotopy Theory, Springer-Verlag, New York, 1978.
