We consider optimal distributed and boundary control problems for semilinear parabolic equations, where pointwise constraints on the control and pointwise mixed control-state constraints of bottleneck type are given. Our main result states the existence of regular Lagrange multipliers for the state-constraints. Under natural assumptions, we are able to show the existence of bounded and measurable Lagrange multipliers. The method is based on results from the theory of continuous linear programming problems.
Let us x q > N=2 + 1 and s > N + 1 throughout this paper. (iii) y o belongs to C( ).
We shall denote the real function d and the associated Nemytskii operator d : y( ) 7 ! d( ; y( )) by the same symbol. In other words, we write d(x; t; y(x; t)) := d(y)(x; t); (x; t) 2 Q, since this will not cause confusion. We consider the following optimal control problem C is a convex set of constraints of bottleneck type. We consider two kinds of such sets. We shall denote by (P i ) the problem (P) under the choice C = C i ; i = 1; 2.
Let us x the state-space for y as follows:
where @ A y is de ned according to 5], and W(0; T) = fy 2 L 2 (0; T; H 1 ( )) j y t 2 L 2 (0; T; H 1 ( ) 0 ) g : Y is endowed with the norm
Then Y is a Banach space continuously embedded into C(Q) (see 1] for example).
Our main task is to show the existence of regular Lagrange multipliers for the state-constraints (Ib). The space for these multipliers depends on how the inequalities are considered. We might de ne the inequalities in the space L 1 (Q) L 1 ( ), since u and v are bounded and measurable. In this case, the multipliers have to be de ned in the associated dual space. We aim to avoid this space of nonregular multipliers for several well known reasons. Let us brie y sketch the main idea we have in , where the natural cone of nonnegative functions has a nonempty interior. Therefore, this condition has a good chance to be satis ed. and to the (linear) constraints (y; u; v) 2 C :
(P`) is a linear continuous programming problem of bottleneck type, for which the duality theory of linear programming holds. In 2], we have proven existence of bounded and measurable solutions i 0 for the associated dual problem. These solutions are Lagrange multipliers for (P`). Then it is easy to verify that they are multipliers for (P), too.
2 Existence of optimal solutions to (P i )
Existence of a solution to the state-equation
The following theorem ensures the existence and uniqueness of the state y associated with (u; v). Thanks to this result, the operator T ,
is of class C 1 .
Boundedness properties for feasible elements
In the sequel, the set of (y;
( ) satisfying all constraints of (P) including the state equation, is said to be the feasible set. We shall prove in this section that the feasible set is uniformly bounded for both the problems (P i ), i = 1; 2. Let us rst state some auxiliary results. We are mainly interested in necessary optimality conditions for optimal controls. This refers to locally optimal controls as well. Therefore, we are justi ed to assume that a pair of locally optimal controls is given. Nevertheless, we brie y discuss the existence of (globally) optimal controls, since this is an important information on the well-posedness of the problem. Proof -We shall only brie y sketch the idea of the proof. Thanks to Remark 2.1, we are justi ed to view C i as a bounded set of Y L q (Q) L s ( ). If f(y n ; u n ; v n )g is a minimizing sequence, we can therefore assume that fu n ?d(y n )g and fv n ?b(y n )g are weakly converging in L q and L s , respectively. By compactness of the linear solution mapping, fy n g tends strongly to y in C( Q), hence also d(y n ) to d( y) and b(y n ) to b( y). Moreover, u n ! u and v n ! v (weakly). We obtain by the continuity of the linear solution mapping that ( y; u; v) solves the nonlinear state-equation. Moreover, the lower semicontinuity of J with respect to (u; v) permits to show in a standard way the optimality of ( y; u; v).
Linearization of (P )
Let us write for short w := (y; v; u). With this notation, problem (P) admits the abstract form min f J(w) j T (w) = 0; w 2 C g; where T is di erentiable and the convex and closed set C stands for C 1 or C 2 . To formulate a corresponding regularity condition, we de ne the linearized cone of C at w, C( w) = f (w ? w) j 0; w = (y; u; v) 2 C g:
The following general result is known for the linearization of (P) at the optimal point 7, 6] : In our case, the sets C = C i , i = 1; 2, have obviously a nonempty interior in the space C( Q) L 1 (Q) L 1 ( ). Therefore it makes sense to assume the following stronger regularity condition, which is known to be su cient for (3.1) to hold ( 6] and " ũ(x; t) c Q (x; t) ? " + Q (x; t)ỹ(x; t) " ṽ(x; t) c (x; t) ? " + (x; t)ỹ(x; t) (3.4) holds a.e. on Q and , respectively, where " is positive. We shall verify this condition under the following very natural assumption:
(A3) There is a positive constant such that c Q (x; t) + Q (x; t) y(x; t) c (x; t) + (x; t) y(x; t) :
In other words, the sets f u 2 L This kind of linear control problems has been studied in our paper 2].
Existence of regular Lagrange multipliers
Let us assume from now on that ? and the coe cients of A are su ciently smooth to ensure the existence of a Green's function G = G(x; ; t) associated with the linearized partial di erential equation.
This assumption can certainly be avoided. However, we want to directly apply our results of 2], where all main theorems were proved on using Green's functions. A study of our technique in 2] reveals that the theory can be developed also for weak solutions satisfying comparison principles. We shall not discuss this generalization here. The solution y of (3.9) has the integral representation is obtained integrating by parts on using . In this formula, y is de ned by the linearized equation (3.9) with zero constant parts w Q , w , y o (in other words, y c is substracted from the solution of the system linearized at ( y; u; v)). In this way, the dual problem is seen to be a linear parabolic control problem with state-constraints. 
The proof of the theorem was performed separately for the cases of boundary control and distributed control. However, it is clear that it can be extended to the general problem above (see the remarks in the last section of 2]). The idea of 2] is as follows: First of all, the feasible set of (D`) is nonempty. This is a consequence of the duality relation max (P`) = inf (D`), which follows from the simple structure of the constraints of (P`). If a feasible ( 1 ; 2 ; 3 ; 4 ) is given such that 1 (x; t) + 3 (x; t) is positive on some subset of Q, and 1 (x; t) + 3 (x; t) > a 1 (x; t) + '(x; t) holds there, then we are able to diminish 1 + 3 on this set, until the equality 1 + 3 = maxfa 1 + '; 0g is achieved. In the same way, 2 + 4 is handled. Here, we essentially use the positivity of G(x; ; t). We have performed the proof for problem (P 2 ), the case of (P 1 ) is treated by 3 = 0; 4 = 0.
