On the rejection-based algorithm for simulation and analysis of large-scale reaction networks J. Chem. Phys. 142, 244106 (2015) The weighted histogram analysis method (WHAM) including its binless extension has been developed independently in several different contexts, and widely used in chemistry, physics, and statistics, for computing free energies and expectations from multiple ensembles. However, this method, while statistically efficient, is computationally costly or even infeasible when a large number, hundreds or more, of distributions are studied. We develop a locally WHAM (local WHAM) from the perspective of simulations of simulations (SOS), using generalized serial tempering (GST) to resample simulated data from multiple ensembles. The local WHAM equations based on one jump attempt per GST cycle can be solved by optimization algorithms orders of magnitude faster than standard implementations of global WHAM, but yield similarly accurate estimates of free energies to global WHAM estimates. Moreover, we propose an adaptive SOS procedure for solving local WHAM equations stochastically when multiple jump attempts are performed per GST cycle. Such a stochastic procedure can lead to more accurate estimates of equilibrium distributions than local WHAM with one jump attempt per cycle. The proposed methods are broadly applicable when the original data to be "WHAMMED" are obtained properly by any sampling algorithm including serial tempering and parallel tempering (replica exchange). To illustrate the methods, we estimated absolute binding free energies and binding energy distributions using the binding energy distribution analysis method from one and two dimensional replica exchange molecular dynamics simulations for the beta-cyclodextrin-heptanoate host-guest system. In addition to the computational advantage of handling large datasets, our two dimensional WHAM analysis also demonstrates that accurate results similar to those from well-converged data can be obtained from simulations for which sampling is limited and not fully equilibrated. C 2016 AIP Publishing LLC.
I. INTRODUCTION
To observe rare events in traditional molecular simulations, enhanced sampling techniques are generally applied to speed up, sometimes by many orders of magnitude, conformational interconversions and slow intrinsic dynamics of biomolecules and other condensed phase systems, based on the imposition of thermodynamic or alchemical biasing forces on the relevant chemical reaction coordinates or order parameter space. [1] [2] [3] [4] [5] [6] [7] [8] Typically true (unbiased) thermodynamic quantities need to be extracted from biased simulation results via postprocessing using reweighting techniques. [9] [10] [11] [12] [13] [14] [15] [16] [17] The weighted histogram analysis method (WHAM) 9 and the binless extension, multi-state Bennet acceptance ratio (MBAR) 13 or unbinned WHAM (UWHAM), 14 have been widely used for computing free energies and expectations from multiple ensembles, for example, at different temperatures or with different biasing potentials. [9] [10] [11] [12] [13] [14] [15] [16] In fact, this methodology can be seen to not only generalize the Bennett acceptance ratio (BAR) 18 method from two to multiple ensembles but also remove the need of discretizing observations into bins in the a) Authors to whom correspondence should be addressed. Electronic addresses: ztan@stat.rutgers.edu and ronlevy@temple.edu original WHAM. Moreover, the same methodology has been extensively developed for statistical computation involving simulations from multiple distributions with intractable normalizing constants. Examples include reverse logistic regression, 19 multiple bridge sampling, 20 and the global likelihood method. 21, 22 For convenience, the methodology will be referred to as WHAM in short, even though the binless version will be discussed.
Generalized ensemble methods such as (parallel) replica exchange (RE) algorithms [23] [24] [25] [26] [27] [28] [29] and (serial) simulated tempering (ST) [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] are popular among many enhanced conformational sampling methods. These algorithms produce a random walk, not only in conformational space but also in thermodynamic or Hamiltonian parameter spaces of the simulated system, such as the temperature of the system treated as a random variable in the serial tempering method. Recently, there has been increasing interest in extending replica exchange simulations to a large number, hundreds or more, of thermodynamic states in a multidimensional parameter space (e.g., temperatures and biasing potentials along two or more coordinates), using national high performance clusters such as XSEDE 17, [40] [41] [42] [43] [44] or distributed networks such as campus grids or world-wide volunteer grids. 45, 46 However, there are serious computational difficulties in using WHAM for large-scale free energy estimation. For simulated data from m ensembles with n data points per ensemble (for example, m parallel simulations each of size n), WHAM involves, for each individual data point, evaluation and manipulation of m unnormalized density functions at each of the m thermodynamic states, not just at the thermodynamic state observed to be associated with the data point in the simulations. The number of computer operations, including taking exponentials, is then of order O(m 2 n), in addition to the fact that a total of m 2 n unnormalized density values need to be either computed during every step of solving the WHAM equations or pre-computed and stored in memory. Therefore, the computational cost of WHAM grows quadratically as the number of thermodynamic states under study increases. For this reason, the standard implementations of WHAM are ineffective or infeasible for analyzing simulations from a large number of ensembles.
To tackle this problem of WHAM, we develop a locally WHAM (local WHAM) and a stochastic solution, using serial tempering [30] [31] [32] and its extensions 38, 47 to resample data obtained from multi-ensemble simulations, which is called simulations of simulations (SOS). [48] [49] [50] [51] [52] [53] To facilitate the derivation of local WHAM, serial tempering algorithms are presented in a generalized formulation, referred to as generalized serial tempering (GST), where the single statedependent biasing factors used in the usual implementation of serial tempering are explicitly decomposed into two parameters, corresponding to hypothesized free energy values and, possibly non-uniform, target proportions of states. Although serial tempering was originally designed for the purpose of sampling from multiple complex ensembles using Markov chain Monte Carlo (MCMC) or molecular dynamics (MD), the SOS procedure based on GST (SOS-GST) involves performing GST on simulated data that are already obtained from real simulations for the purpose of analyzing such data, i.e., estimating free energies and equilibrium distributions. The real simulations from which the data are obtained for analysis by SOS-GST are allowed to be done by either GST or any other sampling algorithm such as replica exchange.
The proposed methods described in this work provide an alternative but closely related approach to a SOS-RE procedure 53 we have recently proposed for solving the (global) WHAM equations stochastically by combining simulations of simulations and parallel tempering (replica exchange). Both approaches can be employed to analyze large datasets generated by multicanonical simulations, to obtain estimates of free energies and equilibrium distributions with substantially less computation time and memory than standard implementations of global WHAM. But as discussed later, local WHAM allows for a numerical implementation using optimization algorithms, which is faster than a stochastic solution and can still lead to accurate estimates of free energies, albeit the local WHAM solution is only an approximation to the global WHAM solution.
For SOS-GST, a neighborhood of states are specified for each thermodynamic state under study, similarly as in real GST simulations. [30] [31] [32] For example, if the thermodynamic states are parameterized to lie on a regular grid, then the neighborhood of a state can consist of the nearest neighbors on the grid. At each cycle, the SOS-GST procedure consists of a move process sampling a data point from the simulated data given the current thermodynamic state and a jump process generating a new state in the neighborhood of the current state. The jump probability is determined by the Metropolis rule, depending on both hypothesized free energy values and target proportions of states, which are chosen for SOS-GST to be the observed proportions of thermodynamic states in the actual simulated data. As mentioned above, while serial tempering is not often implemented so as to include parameters specifying target proportions of states, it is convenient to make explicit the choice of target proportions so that hypothesized free energies can be identified as a vector of directly adjustable parameters to be determined in a self-consistent manner as follows. The local WHAM estimates of free energies are those values for hypothesized free energies such that the long-term (stationary) proportions of time spent on all states in SOS-GST are identical to the target proportions of states, which are taken to be the observed proportions of states in the actual simulated data. This is analogous to the fact that the true free energies are those values such that the long-term proportions of time spent on all states are identical to the target proportions of states in GST for real simulations. [30] [31] [32] For SOS-GST with a single jump allowed at each cycle, the local WHAM equations for free energy estimates can be expressed in an analytically simple form and hence be solved directly by fast and reliable optimization algorithms similarly as the global WHAM equations, 14, 15 without running the SOS-GST procedure. The computational cost of local WHAM is of order O(smn), depending only linearly on the number of thermodynamic states for a fixed neighborhood size s, because the unnormalized density functions for each data point only need to be locally evaluated at the neighboring states to its observed thermodynamic state for reweighting. Hence, local WHAM can be executed orders of magnitude faster than global WHAM, when the number of states is large but the neighborhood sizes are small. On the other hand, the variability in free energy estimation is, to a large extent, affected by the degree of overlaps between different ensembles. 20 Then, local WHAM is expected to yield similar statistical efficiency to that of global WHAM, because local WHAM is constructed to effectively exploit the overlaps between all pairs of neighboring ensembles, which often represent the majority of overlaps between all ensembles considered.
For SOS-GST with multiple jump attempts performed per cycle, the local WHAM equations become analytically too complicated to be handled by optimization methods. To address this issue, we propose an adaptive SOS-GST procedure, based on self-adjusted GST algorithms used in real simulations, 47 for stochastically solving the local WHAM equations. At each cycle of this procedure, the hypothesized free energy values are adjusted after the usual move and jump processes by the theory of stochastic approximation, [54] [55] [56] [57] such that the adjusted values converge in probability to the local WHAM estimates of free energies, as the number of cycles increases to infinity. A potential advantage of the adaptive SOS-GST procedure using multiple jump attempts per cycle is that it can lead to estimates of equilibrium distributions
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J. Chem. Phys. 144, 034107 (2016) matching the global WHAM estimates more closely than the local WHAM estimates using a single jump attempt per cycle, even though the free energy estimates from the three methods are similar to each other. As might be expected, estimation of equilibrium distributions is, in general, more sensitive to the presence of limited equilibration in simulated data than is free energy estimation. To illustrate our new methods, we calculated the binding free energies of β-cyclodextrin-heptanoate host-guest system at different temperatures from 1D and 2D replica exchange molecular dynamics (REMD) simulations using the Binding Energy Distribution Analysis Method (BEDAM). 58 The model complex is one of the host-guest systems well studied in our previous work 45, 59, 60 and serves as a testbed for different methods.
II. THEORY AND METHODS

A. Setup
Consider a collection of m thermodynamic states associated with m probability distributions, (P 1 , . . . , P m ), with the density functions
where q j (x) is an unnormalized density function of the jth state, and Z j is the partition function of the jth state (i.e., the normalizing constant), for j = 1, . . . , m. Typically, q j (x) is defined from a Boltzmann distribution in the form
where h(x; θ j ) is a temperature-scaled potential energy function including the biasing potential, and θ j is a parameter vector including the jth temperature T j and alchemical parameters. For example, if generalized ensemble simulations are performed with respect to temperature,
is the jth inverse temperature and h(x; θ j ) = β j H(x), where H(x) is the original potential energy function. When we calculate free energy as a function of an alchemical parameter λ at a fixed temperature, θ j = λ j and h(x; θ j ) = βH(x; λ j ), where H(x; λ j ) is the modified potential energy at the jth state. It is also possible to construct a generalized ensemble using a vector of multiple parameters. For example,
} in our 2D BEDAM for binding free energy calculations in Section III. For simplicity, we refer to each distribution P j with a specific parameter vector θ j of thermodynamic and alchemical parameters as a thermodynamic state. In this report, we are primarily interested in analyzing data obtained for the m thermodynamic states from actual simulations, either independent or multicanonical, in order to extract accurate estimates of free energies and equilibrium distributions using all the data. Assume that real simulations are conducted, such that an approximate sample of size n j is obtained from the jth thermodynamic state (i.e., drawn from the jth distribution P j ) for j = 1, . . . , m. The pooled data are denoted by {(L i , X i ) : i = 1, . . . , N }, where X i is the ith observation, L i stores the state label for X i (i.e., set to j if X i is drawn from the jth state), and N =  m j=1 n j is the total sample size.
The simulations from which the data are obtained can be carried out in a variety of ways. For example, it is possible to run m Metropolis chains independently targeting equilibrium distributions (P 1 , . . . , P m ) or to introduce interactions between different samples for the purpose of improving convergence, using specialized algorithms such as RE (also known as parallel tempering) [23] [24] [25] [26] [27] [28] [29] and ST. [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] 47 For replica exchange, but not for serial tempering, the individual sample sizes are typically equal to each other (i.e., n 1 = . . . = n m = N/m) except for the recently introduced asynchronous form of replica exchange. 45, 46 To extract accurate estimates of free energies and expectations from these possibly biased simulations, however, various reweighting techniques have to be applied to the pooled data. [9] [10] [11] [12] [13] [14] [15] [16] [17] 
B. Globally weighted histogram analysis method
We describe a commonly used method for free energy estimation using observations simulated from multiple thermodynamic states. Although the method can be traced to the Bennett acceptance ratio in the case of only two states, 18 the binned version of the method is known as the WHAM 9,10 in physics, based on discretizing the observations into a finite number of bins in order to construct proper histograms. On the other hand, the unbinned version of the method, using the actual data instead of their discretizations, has been independently developed in statistics. [19] [20] [21] To better deal with sparse distributions at certain thermodynamic states, the unbinned method has been (re-)introduced to physics as the MBAR 13 method and also directly presented as a binless extension of WHAM, called UWHAM. 14 In the following, the unbinned version of the method is discussed and, for simplicity, still referred to as WHAM.
The WHAM estimates of free energies at different thermodynamic states, log(Z 1 , . . . , Z m ) (the constant multiple −k B T is reduced to 1 in Section II), are defined as a solution, (ζ 1 , . . . ,ζ m ), to the system of estimating equations,
where Once the free energy estimates (ζ 1 , . . . ,ζ m ) are obtained, the WHAM estimate of the equilibrium distribution P j for jth thermodynamic state is a discrete distributionP j , supported on the pooled data with the probabilitieŝ
In other words, P j is approximated by attaching weight (4) to each observation X i in the pooled data, where the weights sum up to 1 by Eq. (3). Moreover, let φ(x) be a scalar function of x. The marginal distribution of φ(x) under P j is approximated by attaching the same weight (4) to φ(X i ) for each X i in the pooled data. Then, the expectation of φ(x) under P j (i.e., the ensemble average of the observable φ(x) from the jth state), denoted by ⟨φ⟩ j , is estimated by the weighted averageφ
The above WHAM estimates of free energies and expectations are shown to be statistically optimal with smallest possible asymptotic variances as N → ∞, in the case where (X 1 , . . . , X N ) are independent. 22 On the other hand, by Eq. (4), the WHAM probabilitiesP j (X i ) are reweighted from all N data points X i , depending on q 1 (X i ), . . . , q m (X i ). Namely, WHAM requires evaluating m functions q 1 (X i ), . . . , q m (X i ) at each observation X i for i = 1, . . . , N. The total number of function evaluations is of ordern m 2 , wheren = N/m is the average sample size per distribution. Such high computational cost presents a serious limitation on the use of WHAM for the situation where the number of distributions, m, is large, for example, in the hundreds or more and the total number of data points, N, to be reweighted is also large (N = 3.5 × 10 7 and m = 240 in our application).
To reduce computational cost while preserving statistical efficiency, we adopt and further develop a locally WHAM (local WHAM), 47 for estimating free energies and equilibrium distributions from large-scale simulations. Following our recent work, 53 we reformulate the method from the perspective of SOS, 48, 50, 53 but here, we use serial tempering 30, 32 instead of replica exchange to resample the data obtained from real simulations for the purpose of estimating free energies and expectation values from the original data.
C. Generalized serial tempering
We present a generalized formulation of serial tempering, referred to as GST, in the statistical framework of labeled mixture sampling 47 which makes explicit the mixture structure, in particular, the relationship between target mixture weights and hypothesized free energies in serial tempering and its extensions. [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] The main motivation for introducing GST here is to facilitate the derivation of local WHAM equations in the context of simulations of simulations in Section II D. Nevertheless, the GST formulation can also be useful in real simulations for allocating non-uniform amounts of time (or resources) on different thermodynamic states. 61, 62 For example, if the energy landscape of state j is much rougher than that of state k, it can be more efficient to bias the serial tempering simulations such that more time is spent at state j than at k.
For a standard formulation of ST, a single chain is generated by alternately updating a pair of thermodynamic state ("label" L) and coordinate configuration ("observation" X) such that the joint stationary distribution is
where
) are state-dependent biasing (or weight) factors, and Z is a weighted sum of the normalizing constants of the m canonical ensembles,
with ζ * j = log(Z j /Z 1 ) and Z j defined in Eq. (1) . By integration over the configuration space, the marginal stationary probability of the jth thermodynamic state can be found as
Taking logarithms of both sides of Eq. (8) indicates that, up to an additive constant,
As shown by Eq. (9), a uniform distribution over thermodynamic states (i.e., p( j; ζ B ) = 1/m for j = 1, . . . , m) will be obtained if and only if the biasing factors ζ B j are set equal to the true free energies ζ * j , up to an additive constant. For GST, we reformulate joint distribution (6) as
where two parameter vectors ζ and π 0 are introduced with the following interpretation: ζ = (ζ 1 , . . . , ζ m ) with ζ 1 ≡ 0 encode hypothesized (i.e., guessed) values of the true free energy differences (ζ *
m ) encode target mixture weights (i.e., proportions of states) that would be obtained if ζ were specified as identical to ζ * . In fact, the marginal stationary distribution of X is
which is a mixture distribution with the mixture weight for the jth thermodynamic state equal to the corresponding marginal stationary probability
Similarly, as Eq. (8) leads to (9), Eq. (12) implies that, up to an additive constant,
In parallel to Eq. (9), Eq. (13) shows that the stationary mixture weights p( j; ζ, π 0 ) are equal to π 0 j for all thermodynamic states j = 1, . . . , m if and only if the guessed vector ζ coincides with the truth ζ * for free energy differences. The relationship between ST and GST can be understood as follows. On one hand, the joint density function p( j, x; ζ B ) in ST can be seen as a special case of p( j, x; ζ, π 0 ) in GST, by setting π
, the target proportions of states are uniform) and ζ j = ζ B j − ζ B 1 for j = 1, . . . , m (i.e., the hypothesized free energies ζ j are the biasing factors ζ B j up to an additive constant). On the other hand, the joint density function p( j, x; ζ, π 0 ) can be equivalently put in the form of p( j, x; ζ B ), and Eqs. (12) and (13) can also be derived from Eqs. (8) and (9), by defining single biasing factors ζ
By Eq. (14), the biasing factors ζ B j in the standard ST formulation are decomposed into two parameters, ζ j and π 0 j , corresponding to hypothesized free energies and target mixture weights in GST. Hence, the biasing factors ζ (14), we find that the GST formulation allows an analytically more direct derivation of local WHAM equations, because hypothesized free energies ζ j are identified in GST as a vector of directly adjustable parameters, separately from target proportions π 0 j ; otherwise ζ j would need to be identified as ζ Under joint distribution (10) of thermodynamic state L and coordinate configuration X, the two conditional distributions can be easily shown to be
That is, p(x|L = j) corresponds to the jth distribution P j , regardless of ζ and π 0 , whereas p(L = j|x; ζ, π 0 ) is a discrete distribution on {1, . . . , m}, depending on ζ and π 0 . We notice that expression of p(L = j|x; ζ, π 0 ) is similar to the individual terms in WHAM equation (3), with ζ and π 0 corresponding to ζ and π, respectively.
A typical GST algorithm proceeds as follows: for some fixed choices of hypothesized free energies ζ and target proportions of states π 0 , generate a single Markov chain, {(L t , X t ) : t = 1, 2, . . .}, with p( j, x; ζ, π 0 ) as the stationary joint distribution. Each GST cycle consists of a move and a jump process for updating X t and L t , respectively.
GST:
• Move: Generate X t given (X t−1 , L t−1 = j), leaving P j invariant (namely, update X in the configuration space for the current thermodynamic state j);
) invariant (namely, jump to another thermodynamic state but stay in the same configuration X).
A major challenge for serial tempering simulations to achieve reasonable convergence is that the hypothesized free energies ζ should be chosen to be roughly near the true ζ * (that is, the biasing factors ζ B should be near ζ * for uniform sampling over different thermodynamic states). 29 Various techniques have been proposed to tackle this issue. A common strategy is to estimate free energies from short trial RE simulations using WHAM 28, 40 or other approximate methods. 30, 34, 36 The choice of ζ can also be adjusted periodically during the subsequent simulation. 33, 35, 37, 39 In Section II D, we will make use of GST with a freely specified but fixed choice of ζ in SOS as an analytical tool (without running SOS-GST) to derive local WHAM equations for free energy estimation with data already generated from real simulations. In Section II E, we will then implement SOS-GST with an adaptive scheme for sequentially adjusting the choice of hypothesized free energies ζ to obtain a stochastic solution of the local WHAM equations.
The move process above is, in practice, accomplished by MCMC or MD in the coordinate configuration space. For implementing the jump process we describe a nonweighted, local jump scheme, where the jump is restricted to a neighborhood of the current state L t−1 and the proposal probabilities of jump are not weighted depending on the current configuration X t . Such jump schemes are commonly used and central to the computational advantage of local WHAM developed in Sections II C and D. For k = 1, . . . , m, let N (k) be a neighborhood of thermodynamic states (excluding k itself) to the state k, such that j ∈ N (k) if and only if k ∈ N ( j). For example, if the thermodynamic states are arranged on a regular grid, then the neighborhood of a state can be defined as the nearest neighbors on the grid. Moreover, let Γ(k, ·) be a proposal distribution for jumping from the state k to another state such that
and 0 otherwise (including j = k), where s(k) is the size of N (k). With one jump attempt, the resulting jump scheme is as follows.
Non-weighted jump scheme with one jump attempt:
with, e.g., uniform probabilities from the neighborhood of L t−1 ); • Acceptance-rejection: Set L t = j (namely, accept j as the new state) with the Metropolis probability min
and, with the remaining probability, set L t = L t−1 .
In general, multiple (say r) jump attempts can be successively performed for the jump process in each GST cycle, leading to the following iterated jump scheme.
Non-weighted jump scheme with multiple attempts:
• For i = 1, . . . ,r, generate L t,i from L t,i−1 using the non-weighted jump scheme above with the same X t , where
As the number of jump attempts r increases to ∞, the non-weighted jump scheme can be shown to yield a weighted global-jump scheme, so called Gibbs sampling, 38 where the proposal probabilities depend on the current configuration X t and all proposals are accepted.
Weighted global-jump scheme:
• Proposal: Sample j ∈ {1, . . . , m} with probability
In Appendix A, we show that the non-weighted jump scheme with one jump attempt can be extended to a weighted jump scheme which, in the extreme case where N * (k) consists of all m states for each k, also reduces to the weighted global-jump scheme above.
D. SOS-GST and derivation of local WHAM equations
In this section, we use GST in SOS [48] [49] [50] [51] [52] [53] as an analytical tool to derive local WHAM equations. 47 Suppose that simulations have been completed so that an approximate sample of size n j is obtained from P j for j = 1, . . . , m, with the total sample size N =  m j=1 n j . Let π = (π 1 , . . . , π m ), where π j = n j /N is the observed proportion of the jth state. As emphasized above, the real simulations are allowed to be done by serial tempering, replica exchange, or other sampling algorithms including independent sampling of different thermodynamic states. The interest is then centered on how such samples can be combined to estimate free energies and equilibrium distributions.
As illustrated in Fig. 1 , a general idea of SOS is to apply a multicanonical sampling algorithm to resample datasets (such as binding energies in our application examples) obtained from simulations at multiple thermodynamic states. 48, 50, 53 Specifically, consider a SOS procedure using GST described in Section II C, with two important choices: replacing the move process by simple random sampling without replacement from the individual sample datasets, and setting the target mixture weights π 0 j identical to π j , i.e., π 0 j = π j = n j /N, the proportion of the jth state contained in the original data. If the real simulations are done by synchronous replica exchange, then
. . , n m /N) may in general differ from m −1 , for example, when the real simulations are done by serial tempering or asynchronous replica exchange. 45, 46 SOS based on GST (SOS-GST as shown in Fig. 1 ):
• Move: Given L ′ t−1 = j (in the jth state), resample X ′ t from all data belonging to the jth state, {X i :
, by a non-weighted jump scheme possibly with multiple attempts (Section II C) or a weighted jump scheme (Appendix A), except that the target mixture weights π 0 are set to π.
The foregoing procedure yields a valid Markov (10) for real GST simulations), depending on the choice of hypothesized free energies ζ. The target mixture weights π 0 are fixed as the observed proportions of states π in the simulated data. Throughout the discussion, we use superscripts ′ to indicate variables and functions defined in SOS. In Appendix B, we demonstrate several properties for the joint distribution p ′ ( j, x; ζ, π). In particular, the marginal stationary probabilities p ′ ( j; ζ, π), or in short p ′ j (ζ, π), satisfy the following equations by detailed balance:
and u j (l, x; ζ, π) denotes the jump probability from the lth to jth state given configuration x. It can be shown thatū j,l (ζ, π) gives the transition probability from the lth to jth state in the SOS chain. For the non-weighted jump scheme with one jump attempt, the jump probability u j (l, x; ζ, π) can be computed in a simple closed form by Eq. (A4), with π 0 replaced by π. But the expression of u j (l, x; ζ, π) becomes analytically complicated when multiple jump attempts are performed per cycle. Local WHAM Eq. (22) will be derived regardless of the number of jump attempts per cycle, although numerical strategies for solving Eq. (22) depend on whether one or multiple jump attempts are involved per cycle.
The marginal stationary probabilities p ′ j (ζ, π), in general, differ from the target mixture weights π j = n j /N for the SOS procedure. Although there is no closed-form expression such as Eq. (12) 
The approximation in Eq. (19) holds in an asymptotic sense as the original sample sizes n j increase to infinity for all thermodynamic states j = 1, . . . , m such that the time averages from the original data are close to the thermodynamicensemble averages. Similarly, as Eq. (12) leads to (13), taking logarithms of both sides of Eq. (19) shows that up to an additive constant, the true free energies ζ * j can be approximated bȳ
Eq. (20) is a SOS counterpart of Eq. (13) with π 0 = π in real simulations. But an important difference is thatζ j serves only as an estimate of ζ * j given the data, rather than ζ * j itself. Eq. (20) can be seen as a mapping to provide updated free energy estimatesζ from initial guessed free energies ζ. Different choices of ζ, in general, lead to different estimates ζ. By the idea of self-consistency, we requirē
That is, we require ζ to be such that the SOS stationary probabilities of states p ′ j (ζ, π) agree with the target mixture weights π j used in SOS-GST. By substituting Eq. (21) into Eq. (18), we then define the local WHAM free energy estimates as a solution,ζ = (ζ 1 , . . . ,ζ m ), to the system of estimating equations,
Similar ideas of self-consistency are used to derive global WHAM equations. 9, 14 In general, self-consistency can be applied and local WHAM equations can be extended in the case where the target mixture weights π 0 in SOS-GST can be set different from the observed proportions π in the original data, even though we focus on the case of setting π 0 identical to π. See Appendix C for such an extension of Eqs. (21) and (22) .
Local WHAM Eq. (22) is derived above in the GST formulation using two separate parameters, ζ and π 0 = π. The derivation can also be described in the standard ST formulation, where single biasing factors ζ 
where 
) is determined as a solution to
and, by abuse of notation,
Local WHAM Eq. (22) depends on the choice of a jump scheme through jump probability u j (l, x; ζ, π) in SOS-GST. It is easy to see that if the weighted global-jump scheme is used with jump probability u j (l, x; ζ, π) defined as (A3) with π 0 replaced by π, then local WHAM Eq. (22) reduces to global WHAM Eq. (3). In Appendix D, we show that for the non-weighted jump scheme with one jump attempt per cycle based on Metropolis acceptance probability (17), local WHAM Eq. (22) 
for j = 1, . . . , m. As further discussed in Appendix D, solving Eq. (26) is equivalent to minimizing a convex function, similarly to the minimization method for solving global WHAM equations (3) 14, 15 and local WHAM equations (22) with the jump probability based on Barker's 63 acceptance probability. 47 In our numerical work, Eq. (26) is solved to obtain the local WHAM estimatesζ, using a fast and reliable optimization algorithm which incorporates backtracking into Newton steps.
Similarly as global WHAM, the local WHAM method can be used to estimate equilibrium distributions, in addition to free energies. From the perspective of SOS, we define the local WHAM estimate of the jth equilibrium distribution P j as the conditional distribution p ′ (x| j;ζ, π), induced from the joint stationary distribution p ′ ( j, x;ζ, π) for the SOS chain. As shown in Appendix B, this estimate of P j is a discrete distributionP j , supported on the data {X i : u j (L i , X i ;ζ, π) > 0,i = 1, . . . , N } with the probabilities
where n j is the number of data points X i associated with L i = j. For the non-weighted jump scheme with one jump attempt per cycle, the local WHAM estimateP j is supported on the locally pooled data {X i :
. In other words, P j is approximated by attaching weight (27) to each observation X i in the locally pooled data, where the weights sum up to 1 becauseζ satisfies Eq. (22) . The global WHAM estimateP j in Eq. (4), giving a weight to each observation X i from the pooled data from all thermodynamic states, corresponds to a special case ofP j , where the jump probability u j (l, x; ζ, π) is defined as (A3) under the weighted global-jump scheme. This relationship justifies the names, local and global WHAMs.
The comparison between local and global WHAMs can be seen as follows in terms of computational cost and statistical efficiency. The local method is, by design, computationally far less costly than the global method. In fact, the local method based on the non-weighted jump scheme with one jump attempt per cycle requires, for each observation X i , evaluating only the unnormalized density functions q j (X i ) for j ∈ N * (L i ) ( j equal to the state of X i in the simulated data or its neighboring states). The computational savings are substantial when the sizes of the neighborhoods are much smaller than the total number of distributions, m. On the other hand, statistical efficiency of the local method can be similar to that of the global method, because the accuracy in free energy estimation is, to a large extent, affected by the degree of overlaps between the distributions (P 1 , . . . , P m ), 20 and each distribution P j typically overlaps more with the neighboring distributions {P l : l ∈ N ( j)} than with other distributions. Therefore, local WHAM can be much faster but almost as accurate as global WHAM, especially for handling a large number of distributions.
Finally, we point out that local WHAM equations (22), in particular Eq. (26), can also be justified as combining estimating equations by the BAR method over all pairs of neighboring states. 47 By direct calculation, Eq. (26) can be re-expressed as an average, over l ∈ N ( j), of equations of the form
or, with Eq. (16) substituted for p( j|X i ;ζ, π), equivalently as
where α jl (x) is a scalar function of x, possibly depending onζ, but such dependency is suppressed in the notation. Eq. (29) is a sample analog of the BAR identity 18 or equivalently the bridge-sampling identity 20 for estimating the free energy difference, ζ * l − ζ * j , between two thermodynamic states. Therefore, large-sample statistical theory can be established for the local WHAM estimators similarly as done for the global WHAM estimators and extended bridge sampling estimators. 19, 22 Such development will be reported elsewhere to further study statistical properties of local WHAM including the derivation of analytical formulas of asymptotic variances for error analysis.
E. Adaptive SOS-GST and stochastic solution for local WHAM
In Section II D, we derived local WHAM equations (22) by working with analytic formulas of stationary distributions resulting from SOS-GST with a freely specified but fixed choice of ζ. If the jump probability u j (l, x; ζ, π) is analytically tractable, for example, under the non-weighted jump scheme with one jump attempt per cycle, then Eq. (22) reduces to Eq. (26) and can be solved directly by a deterministic optimization algorithm. In this section, we develop an adaptive SOS-GST procedure to provide a stochastic solution of local WHAM equations (22) , which is easily applicable even when multiple jump attempts are performed per cycle, and hence, the jump probability u j (l, x; ζ, π) is analytically complicated. Compared with the optimization method for local WHAM with one jump attempt per cycle, a potential advantage of the stochastic method using multiple jump attempts is to provide a better approximation to global WHAM, which can be obtained as the limit of local WHAM as the number of jump attempts per cycle increases to infinity.
As illustrated in Fig. 1 , a stochastic solution of local WHAM Eq. (22) involves literarly running SOS-GST, but with an adaptive scheme for successively tuning the choice of hypothesized free energies ζ until self-consistency Eq. (21) is satisfied, i.e., the stationary probabilities of states for the SOS chain match the target proportions of states π in the original data. Specifically, consider the following adaptive SOS-GST procedure, which is similar to the non-adaptive SOS-GST procedure (Section II D) in generating (L • Update: For j = 1, . . . , m, set δ (t) j = 1 if L ′ t = j or 0 otherwise, and update the hypothesized free energies ζ (t) as follows: for j = 1, . . . , m,
Eq. (31) is to ensure ζ (t) 1 ≡ 0, and the coefficient γ t is a function of t, decreasing to 0 as t → ∞, defined in two stages as
where π * = min(π 1 , . . . , π m ), t 0 is a burn-in size, and 1/2 < α < 1 is an initial decay rate (discussed below).
Adaptive scheme (30) for updating hypothesized free energies is constructed with a self-adjusting mechanism as follows to ensure that the sequence ζ the sequence L ′ t will, on average over time, take value j more likely (or less likely) than with probability π j . This can be understood by analogy with the fact that by Eq. (12) in real GST simulations, a smaller (or greater) ζ j leads to a greater (or smaller) marginal probability for L = j. By the update rule (30), ζ (t) j will then be increased (or decreased) from ζ (t−1) j to get close toζ. Theoretically, the adaptive SOS-GST procedure can be justified as a stochastic approximation algorithm [54] [55] [56] [57] to find the local WHAM estimateζ as a solution to Eq. (22) . In fact, this procedure can be seen as a SOS application of a self-adjusted GST algorithm developed in Ref. 47 for real simulations, where the move process is implemented by Markov chain Monte Carlo.
Eq. (30) is qualitatively similar to the schemes previously used for adjusting free energy estimates in ST simulations, 33, 35 based on the Wang-Landau recursive scheme. 64 However, the update coefficient γ t in Eq. (30) is specified in two stages as in Ref. 47 by theory and practice of stochastic approximation. The minimum with π * is taken in Eq. (32) to ensure that the adjustment, γ t (δ (t) j /π j ), in update rule (30) is bounded between 0 and 1 for all t ≥ 1, even when the number of states m is large and some π j is small. On one hand, the particular choice of γ t in the second stage is asymptotically equivalent to t −1 as t → ∞. Update scheme (30) with γ t = t −1 is shown to be optimal, 47 resulting in the minimum asymptotic variance for ζ (t) , in spite of the fact that such optimal schemes are generally infeasible. 55, 56 On the other hand, a slow-decaying coefficient of order t −α is used in the first stage for 1/2 < α < 1, to introduce larger adjustments than with the coefficient t −1 and hence drive ζ (t) to fall faster into a neighborhood of the target ζ.
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The adaptive SOS-GST procedure is particularly useful for solving local WHAM Eq. (22) stochastically when a jump scheme with multiple jump attempts is used per cycle. In such situations, the jump probability u j (l, x; ζ, π) is analytically complicated so that it is difficult to solve Eq. (22) by standard numerical methods. The adaptive SOS-GST procedure, however, does not require evaluation of jump probabilities u j (L i , X i ; ζ, π) appearing in Eq. (22) . In effect, the jump probability u j (L i , X i ; ζ, π) is implicitly approximated by time-averages of the state indicators δ (t) j in update scheme (30) . 47 The output from adaptive SOS-GST, {(L ) : t = 1, 2, . . .}, can be used to approximate the local WHAM estimates of equilibrium distributions, in addition to free energies. After a large number (say T) of cycles of adaptive SOS-GST, the free energy estimateζ can be approximated by ζ (T ) . For equilibrium distribution P j , the local WHAM estimate, defined as the conditional distribution p ′ (x| j;ζ, π), can be approximated by the empirical distribution (or histogram) of the jth SOS sample, {X ( j),i = 1, . . . , N }, and hence, the approximate local WHAM estimate of P j amounts to weighting all observations X i in the locally pooled data, similarly as the exact local WHAM estimate by Eq. (27) . If a jump scheme with multiple (say r) jump attempts is used per cycle, then an observation X ′ t with L ′ t = j may be obtained as
e., L i belongs to the second-order neighborhood of j), etc., depending on the choice of r. Then, the approximate local WHAM estimate of P j involves properly weighting observations X i with the original labels L i not only in the first-order neighborhood of j but also in up to rth-order neighborhood of j. Such an estimate of P j can be very close to global WHAM estimate (4) for a large number of jump attempts r per cycle and approaches the latter as r increases to infinity.
The adaptive SOS-GST procedure with multiple jump attempts per cycle is, in general, computationally more intensive than the optimization method for local WHAM with one jump attempt per cycle, although it remains much faster than standard implementations of global WHAM. 13, 14 On the other hand, there is a potential advantage of using the stochastic method with multiple jump attempts, as opposed to the optimization method for local WHAM. As mentioned in Section II C, a non-weighted jump scheme with infinitely many jump attempts yields the weighted global-jump scheme, for which local WHAM Eq. (22) reduces to global WHAM Eq. (3). Hence, local WHAM with multiple jump attempts can provide a better approximation to global WHAM than with only one jump attempt per cycle. In our application (Section III), the two methods of local WHAM yield similar estimates to global WHAM estimates for both free energies and equilibrium distributions in the analysis of well converged datasets. When applied to poorly converged datasets, the two local WHAM estimates are still similar to global WHAM estimates for free energies, but the estimates of equilibrium distributions from the stochastic method based on multiple jump attempts per cycle agree with global WHAM estimates noticeably better than the local WHAM estimates based on one jump attempt per cycle.
Finally, we briefly discuss the relationship between adaptive SOS-GST and the SOS-RE procedures which we recently proposed 53 for a stochastic solution to the global WHAM equations. Both procedures are developed using the idea of SOS: SOS-RE is based on running RE simulations whereas (adaptive) SOS-GST is based on running (adaptive) GST simulations, such that the "move" process is replaced by simple random sampling from individual sample datasets. But there are subtle differences between the two procedures in addition to RE versus GST. The SOS-RE procedure involves updating the individual datasets when an exchange attempt between two configurations from two states is accepted. As a result, the output histogram of SOS-RE for jth state can provide an approximation of the global WHAM estimate of jth equilibrium distribution, where all observations from the m states are associated with positive weights. In contrast, adaptive SOS-GST involves updating hypothesized free energies, without changing individual datasets. The output histogram of adaptive SOS-GST for jth state is, in general, an approximation of the local WHAM estimate of jth equilibrium distribution, where only observations from up to rth-order neighborhood of jth state are assigned positive weights. A systematic comparison of the performances of these procedures will be pursued in future work.
III. APPLICATION A. BEDAM method
The BEDAM [58] [59] [60] 65, 66 is a novel approach developed recently in our group to calculate absolute binding free energies for receptor-ligand systems. The BEDAM method is based on a sound statistical mechanics theory 67 of molecular association, efficient computational strategies built upon parallel Hamiltonian replica exchange sampling (λ hopping), 68, 69 and thermodynamic reweighting to recover unbiased results. 10, [12] [13] [14] In this method, the total potential energy of the receptor-ligand complex can be reduced to the dimensionless form as
where β = 1/(k B T), and λ is an alchemical parameter ranging from 0, corresponding to the uncoupled state of the complex, to 1, corresponding to the fully coupled state of the complex. H 0 (x) is the potential energy of the complex when receptor and ligand are uncoupled, that is, as if they were separated at infinite distance from each other. The binding energy, b(x), is defined as the change in effective potential energy of the complex for bringing the receptor and ligand from infinite separation to the given conformation x of the complex. The BEDAM method calculates the binding free energy △G • b between a receptor A and a ligand B using the AGBNP implicit solvation model 70, 71 as
where C • (=1M) is the standard concentration of ligand molecules, V site is the volume of the binding site, and p 0 (b) is the probability distribution of binding energy (b(x) in Eqs. (33) and (34)) collected in an appropriate decoupled ensemble of conformations in which the ligand is confined in the binding site while the receptor and the ligand are not interacting with each other but both only with the solvent continuum. For the subsequent calculation, the binding free energy △G
After introducing the intermediate states with different λ values, the BEDAM method 58 was implemented in the IMPACT 72 molecular simulation package using the synchronous nearest-neighbor exchange scheme and performing Hamiltonian replica exchange in the λ space and more recently in the ASyncRE python package using asynchronous pairwise independence exchange scheme 45, 46 for a multidimensional parameter space including both λ and temperature. The purpose of sampling along λ is to enhance mixing of conformations along the alchemical pathway while high temperatures enhance sampling of internal molecular degrees of freedom at each alchemical state. In this work, we employed different reweighting methods to estimate binding energy distributions p 0 (b) and binding free energies △G b from binding energy samples obtained from 1D and 2D REMD simulations.
B. REMD simulations of a model system
The model complex, β-cyclodextrin-heptanoate, as depicted in Fig. 2 , is one of the host-guest systems investigated in our previous work. 59, 60 We performed standard 1D synchronous BEDAM simulations at 16 λ values (0.0, 0.001, 0.002, 0.004, 0.01, 0.04, 0.07, 0.1, 0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 0.95, and 1.0) with a MD period of 0.5 ps per RE cycle, using the OPSL-AA force field 73, 74 and the AGBNP2 implicit solvent model. 71 In total, we obtained 15 independent 1D BEDAM simulations at 15 different temperatures (200, 206, 212, 218, 225, 231, 238, 245, 252, 260, 267, 275, 283, 291, and 300 K). Each has 1.152 µs aggregated 1D BEDAM simulations with 16 replicas (72 ns for each replica). The binding energies were saved every 0.5 ps, resulting in a huge number of data points (144 000 × 240 = 34.56 × 10 6 ) from 16 × 15 = 240 states. Using this large set of data, we applied different WHAM methods to calculate binding free energies and binding free energy distributions. We will show below that even though the data are not fully converged at some thermodynamic states, our 2D WHAM methods can obtain results comparable with converged datasets.
To serve as the benchmark for the comparisons between different methods, we adopted a well-converged dataset from our recent 2D asynchronous REMD simulations 45 with the same 16 λ values and the same 15 temperatures resulting in a total of 16 × 15 = 240 replicas associated with 240 pairs of (λ, β) values. The binding energies were recorded every 1 ps during the simulation time of 30 ns per replica, resulting in a total of 7.2 × 10 6 data points (30 000 × 240). The binding energy distributions at λ = 1.0 are displayed in Fig. 3 for two temperatures (200 K and 300 K) after the UWHAM reweighting.
14 It is evident that multiple peaks appear in the binding energy distributions. From our previous studies, we know that those peaks correspond to different orientations of heptanoate in the host cavity, each characterized by different hydrogen bonding patterns with β-cyclodextrin. 59, 60 The binding free energies estimated from these two simulations are −0.70 and −6.52 kcal/mol for 300 and 200 K, respectively (including the constant multiple −k B T). Figure 3 exhibits the binding free energies and binding energy distributions for λ = 1.0 at temperatures 200 and 300 K (see Figs. S1 and S2 in the supplementary material 75 for all 15 temperatures), calculated from the well-converged 2D Async REMD simulations using the following WHAM methods.
C. Comparison of different WHAMs
• 2D Global: the minimization method of global WHAM 14 applied to all data from 240 states, defined as a 16 × 15 grid of (λ, β) values; • 2D Local: the minimization method of local WHAM, based on the non-weighted, nearest-neighbor jump scheme with one jump attempt per cycle; • 2D S-Local: the stochastic method of local WHAM (i.e., the adaptive SOS-GST procedure), based on the non-weighted nearest-neighbor jump scheme with 10 jump attempts per cycle; • 1D Global: global WHAM applied separately to 15 datasets, each obtained from 16 λ values at one of the 15 temperatures.
The adaptive SOS-GST procedure is run for a total of T = t 0 + 4.8 × 10 7 cycles, with the burn-in size t 0 = 4.8 × 10 6 and initial decay rate α = 0.6 in Eq. (32) . As shown in Figs. 3, S1, and S2, 75 the free energy estimates from different WHAM methods are similar over the entire range of simulation time (i.e., converging as fast as each other). Moreover, the distributions of binding energies from different WHAM reweightings agree closely with those from the raw data, suggesting that the 2D Async REMD simulations are well equilibrated at all thermodynamic states. The convergence of binding energy distributions to the same distribution also ensures the correctness of our implementations of different reweighting methods. Hence, there are no significant differences except the Central Processing Unit (CPU) time (see further discussion below) when the four different reweighting methods are applied to the well-converged data from 2D Async REMD simulations.
But such large-scale 2D simulations are computationally intensive. 45, 46 For the rest of this section, we will focus on the analysis of another dataset from 15 independent 1D REMD simulations (which are easier to implement than 2D simulations) and find that the differences of reweighting methods become more pronounced as the raw data are not fully converged at some thermodynamic states (see Fig. S3 75 for the binding energy distributions from the raw data). Table I displays the CPU time for different reweighting methods we implemented, using the dataset from the 15 independent 1D REMD simulations. Each method is successively applied to the data up to the following simulation time (in ns per state): 0.05, 0.10, 0.15, 0.25, 0.4, 0.5, 1.0, 1.5, 2.5, 4, 5, 10, 15, 25, 40, 50, and 72. The initial values of free energies are set to the estimates from the previous period, except for the first period where all initial values are set to 0. As might be broadly used, this stagewise scheme leads to much faster implementation for the optimization methods 2D Global, 2D Local, and 1D Global than a naive application where the initial values of free energies are set to 0 regardless of data sizes. (In practice, initial values can also be obtained from some inexpensive method as discussed in Ref. 13 .) For 2D S-Local, the stagewise scheme is generally less effective than a direct application with the initial values set to 0 or inexpensive estimates. As discussed in Section II E, the free energy estimates ζ (t) can fall fast near the target values in the first stage of SA recursion (30) using a slow-decaying coefficient γ t . 47 Nevertheless, the comparison in Table I is valid in terms of CPU time for individual stages.
It is evident that 2D local WHAM using the minimization method with one jump attempt per cycle is the fastest, with the improvement rate more than 490 times over 2D global WHAM and even 40 times over 1D global WHAM for which the data at each temperature are processed as one independent dataset. The 2D stochastic local WHAM with 10 jump attempts per cycle is slower than 2D local WHAM using the minimization method, but the improvement rate is still more than 120 times over 2D global WHAM when all data points are included. However, the stochastic method with multiple jump attempts per cycle can lead to more accurate estimates of binding energy distributions than local WHAM with one jump attempt per cycle when applied to data not fully converged as shown below. Figure 4 shows the binding free energies as a function of simulation time, as well as the final binding energy distributions for λ = 1.0 at three temperatures 200, 206, and 300 K (see Figs. S4 and S5 75 for all 15 temperatures), calculated from 15 independent 1D REMD simulations at 15 temperatures using different reweighting methods. We find that the two methods of 2D local WHAM, based on either one or multiple jump attempts per cycle, give similar estimates of free energies to those from 2D global WHAM, and all three estimates appear to converge much faster over the simulation time than 1D global WHAM to the true values (estimated by 2D global WHAM from the benchmark dataset of 2D Async REMD simulations). Even though the 2D local and global WHAM estimates of free energies may, in some cases, be similar to the 1D global WHAM estimates in point values, the standard errors associated with 2D local and global WHAM (computed by block bootstrap as in Ref. 14) are smaller than those from 1D global WHAM (see Fig. S6 ). 75 The underlying rationale for the faster convergence and the smaller variance (fluctuation) of 2D WHAMs than 1D WHAM is that 2D WHAMs include the contributions of data from multiple other temperatures instead of only one target temperature in the 1D WHAM.
The slower convergence of 1D global WHAM can also be observed from the estimates of binding energy distributions in Figs. 4(a) and S5: 75 these estimates are not yet converged after 72 ns 1D REMD simulations and appear to be biased at low temperatures as evaluated against the benchmark estimates from the 2D Async REMD simulations. In contrast, the 2D local and global WHAM estimates show improvement over those from 1D global WHAM. The better performance of 2D WHAMs can be confirmed not only from smaller differences from the benchmark histograms from the 2D Async REMD simulations but also directly from the improvement of the left peak in Figs. 4(a) and S5 75 since the left peak should become more pronounced as the temperature is decreased. This corresponds to a full equilibration of the two major heptonoate guest orientations within the host.
From Figs. 4(a) and S5, 75 we also see that 2D local WHAM based on one jump attempt per cycle shows some discrepancy in the estimates of binding energy distributions (although not in free energy estimates) from the 2D global WHAM estimates at low temperatures. Compared with these local WHAM estimates, the 2D stochastic local WHAM based on multiple jump attempts per cycle gives estimates of binding energy distributions more closely matching the 2D global WHAM estimates and the benchmark histograms from 2D Async REMD simulations. Hence, although both 2D local WHAMs achieve better convergence than 1D global WHAM, the stochastic method based on multiple jump attempts per cycle is superior to the minimization method based on one jump attempt per cycle in more accurately estimating binding energy distributions, although the stochastic method takes longer CPU time. The advantage of the stochastic method lies in the use of multiple jump attempts per cycle, such that the data points are redistributed from a large subset of thermodynamic states through the jump process according to detailed balance, and hence, a better approximation to the global equilibrium can be obtained for each thermodynamic state.
IV. DISCUSSION AND CONCLUSION
In this report, we develop local WHAM and a stochastic solution to analyze data from multi-ensemble simulations from the perspective of simulations of simulations using generalized serial tempering. The local WHAM involves reweighting data points only across neighboring thermodynamic states instead of all states under study, and hence has computational cost which scales linearly as the number of thermodynamic states, instead of quadratically as in standard implementations of global WHAM. 13, 14 The improvement rate of local over global WHAM in CPU time is about 490 times for the minimization method with one jump attempt per cycle, and 120 times for the stochastic method with multiple jump attempts per cycle, in our application of analyzing a large dataset obtained from REMD simulations with 240 thermodynamic states.
All of the four reweighting methods (2D Global, Local, S-Local, and 1D Global WHAM) lead to similar estimates of free energies and equilibrium distributions, and the 2D local WHAM using the minimization method is the fastest, for a well-converged dataset from 2D Async REMD simulations. But such large-scale 2D simulations are computationally intensive. 45, 46 On the other hand, these methods show substantial differences in their estimates of free energies and equilibrium distributions for a dataset with limited equilibration from independent 1D REMD simulations, which are easier to implement than 2D simulations. The two methods of 2D local WHAM, either deterministic with one jump attempt per cycle or stochastic with multiple jump attempts per cycle, result in estimates of free energies similar to 2D global WHAM estimates, but are computationally orders of magnitude less costly than 2D global WHAM. Moreover, the 2D local WHAM estimates, like the 2D global WHAM estimates, converge faster over simulation time than 1D global WHAM estimates to the benchmark estimates computed from well-converged 2D Async REMD simulations. The stochastic method for local WHAM with multiple jump attempts per cycle, however, appears to outperform the minimization method with one jump attempt per cycle, in more accurately estimating the binding energy distributions, at some increased computational cost but still substantially faster than global WHAM. In summary, these results demonstrate the benefit of using local WHAM (including the stochastic solution) as a fast and accurate method to incorporate information from multiple temperatures even for estimating binding free energies along the λ dimension at individual temperatures in our application. More generally, the proposed methods can be used to effectively extract information from all the thermodynamic states for free energy estimation in largescale multi-state simulations, especially when some of the simulations are not fully equilibrated. Recently, alternative methods [76] [77] [78] to WHAM have been proposed to estimate kinetic and equilibrium properties by working with transition matrices in Markov state models for multi-state simulations. These methods appear to be useful for estimating kinetic properties. Their performance of estimating equilibrium properties compared with WHAM remains a question of interest for future research.
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APPENDIX A: WEIGHTED JUMP SCHEME AND JUMP PROBABILITIES
The jump scheme described in Section II C is referred to as non-weighted, because the proposal probabilities Γ(L t−1 , ·) remain fixed, regardless of the current observation X t . Alternatively, the proposal probabilities of jumping from L t−1 to j can be chosen depending on X t , for example, in proportion to the conditional probabilities p( j|X t ; ζ, π 0 ) for j ∈ N * (k). This leads to the following jump scheme.
Weighted jump scheme with one jump attempt:
• Acceptance-rejection: Set (accept) L t = j with probability
In the extreme case where N * (k) consists of all m states for each k, the weighted jump scheme yields a weighted global-jump scheme with no rejection of proposed jumps as mentioned in Section II C. It should be noted that, in this extreme case, the non-weighted jump scheme will lead to a different global-jump scheme, which involves a non-vanishing rejection step and does not seem to be of interest in the subsequent development.
Let u j (l, x; ζ, π 0 ) be the jump probability from l to j given the current observation x. Under the weighted global-jump scheme, we have u j (l, x; ζ, π 0 ) = p( j|x; ζ, π 0 ) = π 0 j e −ζ j q j (x)
which is in fact independent of l. In general, u j (l, x; ζ, π 0 ) can be computed as follows for the non-weighted and weighted jump schemes with one jump attempt per cycle.
Under the non-weighted jump scheme, we have 
and u j (l, x; ζ, π 0 ) = 0 if j N * (l). Alternatively, Metropolis acceptance probability (17) can be replaced by Barker's acceptance probability 63 to obtain the following jump probability used in Ref. 47 :
Γ(l, j)p(l|x; ζ, π 0 ) + Γ( j, l)p( j|x; ζ, π 0 ) , if j ∈ N (l),
and u j (l, x; ζ, π 0 ) = 0 if j N * (l). Finally, under the weighted jump scheme, we have
and u j (l, x; ζ, π 0 ) = 0 if j N * (l).
0
. Then, the stationary marginal probabilities p 
Setting π 0 = π in Eq. (C2) leads back to local WHAM equation (22) .
If the jump probability u j (l, x; ζ, π 0 ) is defined as (A3) under the weighted global-jump scheme, then Eq. (C2) reduces to 
APPENDIX D: LOCAL WHAM EQUATIONS
For the jump probability u j (l, x; ζ, π), Tan 47 suggested choice Eq. (A5) based on Barker's acceptance probability 63 under the non-weighted jump scheme with one jump attempt per cycle and demonstrated several useful properties of this choice. Solving Eq. (22) for the choice (A5) is equivalent to minimizing a convex function in ζ,
where h bar (r) = log(1 + r). In the following, we discuss related properties of choices (A4) and (A6) for the jump probability u j (l, x; ζ, π). First, we show that Eq. (22) reduces to (26) for choice (A4) based on Metropolis acceptance probability (17) under the non-weighted jump scheme with one jump attempt per cycle. If L i = l for some l such that j ∈ N (l) or equivalently l ∈ N ( j), then u j (L i , X i ; ζ) = u j (l, X i ; ζ) = Γ(l, j) min  1, Γ( j, l) Γ(l, j) p( j|x; ζ, π) p(l|x; ζ, π)
If
u l ( j, X i ; ζ, π) (D3)
Substituting these expressions in Eq. (22) and noticing that N −1  N i=1 1{L i = j} = π j yield Eq. (26) . Second, we show that solving Eq. (26) for choice (A4) is equivalent to minimizing a function similar to κ bar (ζ) above,
where h met (r) = r if r ≤ 1 and 1 + log r if r > 1. For any fixed 1 ≤ j ≤ m, rewrite κ met (ζ) as 
where κ 
Substituting these expressions in (∂/∂ζ j )κ met (ζ) = 0 yields Eq. (26) . Third, we show that κ met (ζ) is convex in ζ. Rewrite κ met (ζ) as
which is a sum of functions of ζ, each in the formh(ζ) = h met (c e ζ j −ζ l ) for some constant c ≥ 0 free of ζ. The convexity of κ met (ζ) follows becauseh(ζ) is convex in ζ.
Finally, it can be shown, by similar calculation as in obtaining Eq. (26) , that for the jump probability u j (l, x; ζ, π) given by Eq. (A6) under the weighted jump scheme, local WHAM Eq. (22) reduces to the following equations:
p( j|X i ;ζ, π) Σ(l, X i ;ζ, π) min  1, Σ(l, X i ;ζ, π) Σ( j, X i ;ζ, π)  − 1{L i = j} p(l|X i ;ζ, π) Σ( j, X i ;ζ, π) min  1, Σ( j, X i ;ζ, π) Σ(l, X i ;ζ, π)
