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Abstract 
Subsea pipelines are widely used across the globe for transportation of large quantities of 
hydrocarbons from offshore wells to onshore locations, playing an important role in procurement 
of fuel for power generation and transport. Although the recorded failure rates in oil and gas subsea 
pipelines are relatively lower than pipelines in other facilities such as water distribution or 
wastewater collection systems, a damaged subsea pipeline has significant environmental risk due 
to the hazardous properties of hydrocarbons and inaccessibility of the facilities. The loss of asset 
integrity may also delay production resulting in significant financial consequences for the industry 
operators. To prevent this, frequent inspections and maintenances are essential. Companies 
however may incur substantial costs to perform regular maintenance activities in such environment 
with limited accessibility.  
This Ph.D. thesis aims at providing a risk-based integrity management framework for maintenance 
scheduling of subsea pipelines. This method, unlike previous approaches that were mostly 
concerned with accidents resulting from component failures, focuses on structural deterioration 
due to fatigue and corrosion phenomena. In this research, advanced probabilistic techniques such 
as Bayesian Network (BN) are adopted to account for the uncertainty of parameters that are 
influential in the problem. By estimating the life of a structure and evaluating the consequences of 
failure, the proposed framework provides a cost-effective maintenance planning solution that 
ensures a safer and more reliable operation.  
In the first stage, this study develops a probabilistic methodology for modelling the useful life of 
a subsea pipeline degraded by corrosion-fatigue damage. Deterioration of the pipeline, in the 
presence of corrosive agents and cyclic loads, starts with nucleation of corrosion pits which 
continue to grow in size. These defects can provide the required condition for initiation of fatigue 
damage and the growth of cracks which may lead to fracture. The entire process is influenced by 
many factors such as material and process conditions, each incorporating a high level of 
uncertainty. This methodology presents an integrated Dynamic Bayesian Network (DBN) model, 
incorporating the temporal nature of the damage process and its varying growth rates. It is observed 
that the established model is an efficient tool for predicting the fatigue life of subsea pipelines. 
xiii 
This is mainly due to the computational efficiency of BN in considering a large number of 
parameters and its updating capacity that enables the inclusion of monitoring results in the analysis. 
A fracture in a subsea pipeline may result in an underwater release of hydrocarbons with 
detrimental impacts on the species in the sea environment. United States Environmental Protection 
Agency (USEPA) provides an Ecological Risk Assessment (ERA) framework for analyzing risks 
involved in such accidents. The present study attempts to develop a novel methodology, based on 
this framework, to predict the exposure concentration of contaminants in a marine environment. 
For this purpose, the stochastic fate and transport of spilled oil is estimated using a level IV 
fugacity model. A hierarchical Bayesian approach (HBA) is adopted to estimate the probability 
distribution of time to reach a concentration, based on the observational data. The estimated times 
can be utilized for the preparation of contingency and remediation plans by operation and safety 
managers. Probability distributions are also developed for the exposure concentration in different 
media in contact with oil (e.g. water column, sediment), using the results of fugacity model. To 
establish a Bayesian-based ERA methodology for accidental release of oil in marine environment, 
the 95th percentile of Predicted Exposure Concentration (PEC95%) is used, along with 5th percentile 
Predicted No Exposure Concentration (PNEC5%). The model incorporates causal effects from the 
likelihood of each event (e.g. exposure to contaminant) into the risk assessment methodology. 
Additionally, the presented method uses a DBN model for including the seasonal effects on the 
ecological risk profile. Upon obtaining the likelihood of fatigue failure and estimating the 
associated risk with these accidents, a dynamic risk-based methodology is developed for 
maintenance planning of deteriorating subsea pipelines. The established DBN model of the 
deterioration process is extended to an Influence Diagram (ID) for identifying the optimum 
decision alternative, being possible maintenance actions (e.g. continuing operation, repairing the 
structure). The presented model is able to consider the consequences of failure as well as the cost 
of each decision alternative, while estimating the expected utilities. Observation of damage state 
is added into the model to improve the reliability of predictions and efficiency of the decision 
making process. This methodology can assist asset managers to select the optimum approach for 
mitigating the consequences of failure while minimizing the maintenance costs. 
This thesis overall attempts to provide a comprehensive source of knowledge and technique to 
form a better understanding of the failure of subsea pipelines and associated consequences due to 
deterioration processes. It will assist in ensuring a safer and more reliable operation of these 
structures through a more efficient maintenance planning approach. 
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Chapter 1: Introduction 
1.1 Background 
Over the past decades, the offshore oil and gas industry has expanded significantly worldwide, 
mainly due to the continuous increase in energy demand. Global crude oil production was about 
92 million barrels per day in 2016, of which about one-third was produced offshore. This ratio is 
about a fifth of the 3.5 trillion cubic-metres of natural gas produced per day [1, 2]. Subsea pipelines 
play an integral role in the oil and gas industry for transporting large quantities of hydrocarbons 
from extraction wells to offshore platforms or process facilities located onshore. For instance, 
across the North Sea alone, more than 45,000 km of subsea pipelines, umbilical and cables were 
installed by 2013 for delivering hydrocarbons to the facilities and end-users [3]. According to 
previous research [4], recorded failure rates of subsea pipelines are relatively lower than those 
utilized in water or wastewater distribution networks. The United Kingdom Offshore Operators 
Association reports that in pipelines operating in the North Sea, with an exposure of 328,858 km-
yrs, only 542 historical failures occurred before 2001, representing an average failure rate of 
0.0016 events per km/yr [5].  
According to Mansor et al. [6], the design of subsea pipelines is based on a strength capacity of 
approximately 1.5 times higher than the specified minimum yield stress. Across the world, the oil 
and gas pipelines comply with the American Petroleum Institute (API) specifications which has 
become an international standard since 1948. The recommended practices has been updated based 
on a limit state design concept for the sake of achieving a uniform safety level [26]. API documents 
identify the steel grade by its yield strength such as X42, X60 and X70 where the number refers to 
the yield strength in thousands of pounds per square inch.  According to Bai et al. [26], several 
factors including cost, resistance to corrosion, weight requirement and walkability are taken into 
account when selecting material grades. In recent years, developments in high-strength steels such 
as X80 and X100 has enabled pipeline operators to significantly reduce the construction cost while 
not compromising pipeline operating pressure limits [7]. According to Wang et al. [8], these types 
of high-strength steel have been more frequently used in the oil and gas industry wherein 2012 




In spite of its economic and reliable nature, a damaged pipeline poses major potential risk from 
the hazardous properties of hydrocarbons as well as the critical elements associated with their 
operational environment. A few of these elements include inaccessibility of the facilities, possible 
extreme environmental conditions and sensitivity of the surrounding ecosystem. Subsea pipeline 
failure has caused many catastrophic accidents resulting in fatal damages or substantial capital 
costs. In 2006, more than 42,000 gallons of crude oil were released into the Gulf of Mexico due to 
a rupture in a pipeline [9]. Similarly, a cracked pipeline resulted in 16,000 barrels of oil spilled 
below the Gulf of Mexico southeast of Venice in 2017. With concerning environmental impacts, 
this accident was reported as the largest since the Deepwater Horizon Accident in 2010 [10]. It is 
then essential to improve the integrity management techniques currently used by the oil and gas 
industry. This can be achieved by developing a better understanding of pipeline failure, predicting 
and continuously updating the likelihood of such accidents, and mitigating the catastrophic 
consequences using dynamic risk-based approaches.  
Degradation of structural properties is recorded as the major cause of failure in subsea pipelines 
[11]. A review of the literature summarizing historical subsea pipeline accident data indicates that 
corrosion and external interference (including fatigue damage) contribute to more than 70% of 
pipeline failures [12-14]. Fatigue phenomena caused by the cyclic wave loads continuously acting 
on the pipeline leads to cracking of the tubular sections and decreasing the resistance capacity of 
the structure [15]. Natarajan et al. [16] assert that a major contributor to fatigue of subsea 
infrastructure (flowlines and risers) is from interactions with fluid flow and interactions between 
infrastructure and the seabed. Pipeline wall thickness may also be reduced due to the presence of 
corrosive agents in an aqueous environment. Formation of corrosion pits can therefore decrease 
the strength of material and, at times, result in ultimate failure and loss of containment [17-19]. 
Moreover, generated pits may provide the required conditions for initiation of fatigue cracks. It is 
explained that when pits are present, under circumstances which can be met in the marine 
environment, cracks can be initiated faster than those generated in non-aggressive media [20]. 
Many researches have investigated corrosion-fatigue damage and attempted to predict its effect on 
the service life of structures [21-24]. However, the main focus of these methods has been on 
structures constructed from aluminum or buried steel pipelines that more often experience a third-
party damage rather than continuous cyclic loads. There have been other attempts to prognostic 
health assessment of subsea pipelines [20, 25] which are mostly deterministic or require 




probabilistic framework that models the entire pitting and corrosion-fatigue deterioration process 
of subsea pipelines.  
Loss of pipeline integrity may pose substantial financial risk to the companies and significantly 
affect their future in the oil and gas industry. The incurred costs in such incidents are made up of 
the notional cost of fatalities, cost of repair activities, and cost of delayed production [26]. In the 
case of containment loss where the pipeline is ruptured or has a leakage due to deterioration, 
released hydrocarbons are wasted and likely to be dispersed across the offshore environment 
exposing the ecosystem to toxic chemicals [27]. The effect of such accidents on different species 
(lethal or sub-lethal) can be acute or often extend to long-term consequences. The operators and 
integrity managers should therefore incorporate the risk of environmental damage caused by loss 
of containment into their risk management plans. A comprehensive framework is then required for 
the probabilistic risk assessment of oil spill accidents affecting the lives of marine ecological 
habitants. Ecological Risk Assessment (ERA) involves estimating the concentration of chemicals 
in different media representing the level of exposure as well as evaluating the ecological effects 
on various organisms.  
Mackay [28] developed a methodology for estimating the fate of chemicals in multimedia based 
on various transport and transformation processes. For this purpose, four levels of fugacity models 
have been introduced with different applications such as investigating the distribution of chemical 
detergents in rivers and lakes [29]. Fugacity models are also used by Nazir et al. [30] and Afenyo 
et al. [31] for modelling the multimedia fate of oil in marine environment. Sadiq [32]  suggests 
that fugacity concept can be adopted for any applications where the body of water is completely 
mixed and flow characteristics are well-defined. To analyze the ecological risk, many researchers 
have adopted Risk Quotient (RQ) concept which is the ratio of predicted exposure concentration 
of pollutants to the predicted no effect concentration (PEC/PNEC) [33-35]. Nazir et al. [36] also 
adopted RQ for estimating the level of risk. The extent of ecological impact is dependent on many 
parameters such as the amount and type of released hydrocarbon, environmental conditions (e.g. 
wind and current speed) and the species present around the contaminated area [37]. Each of these 
parameters may involve a degree of uncertainty. The probabilistic dependency of contamination 
level and the overall risk on these parameters must be incorporated into the risk assessment model. 




In order to mitigate the severe financial and environmental risks of subsea pipeline accidents, 
frequent inspections and repairs are essential. However, companies can incur substantial costs for 
performing regular maintenance activities in inaccessible areas [38]. The main challenge of 
maintenance engineers and integrity managers is therefore to adopt maintenance strategies that 
control the rate of equipment deterioration, maximize availability of the facility and minimize the 
total cost of operation, while not compromising safety nor environmental issues [39]. Maintenance 
techniques have experienced major development over the recent decades. Arunraj and Maiti [40] 
provide an overview of the changes in these techniques categorizing them into first, second, third 
and recent generation. The review suggests that the recent generation, which includes efficient 
methods such as condition monitoring and risk-based maintenance (RBM), is the result of an 
integrated approach towards maintenance and safety initiated in 2000. Inspection and maintenance 
scheduling based on risk assessment minimizes the probability of failure and its consequences. By 
incorporating the estimated risk and required costs for repair activities, RBM assists management 
in making optimum decisions with respect to maintenance actions. This approach is used by 
several researchers for inspection and maintenance planning of process and offshore facilities [11, 
39, 41, 42].  
Many methods have been used by researchers for conducting dynamic risk assessment and risk-
based maintenance planning, among which fault tree (FT), event tree (ET), bow tie (BT), and 
Bayesian network (BN) are the most commonly used. Conventional methods (FT, ET and BT) 
have been able to provide a capacity for improving operational and system safety in the oil and 
gas and process industry, however, their application is becoming limited. The restrictions of these 
techniques include inability of modelling common cause failures and the assumption that different 
events occur independently. Khakzad Rostami [43] provides an extensive review on the limitations 
of conventional methods in risk assessment. It is frequently reported that these methods are 
significantly inefficient in dealing with large engineering applications, mainly because of the 
number of parameters that make performing a risk assessment an intractable task. The static nature 
of FT and ET also fails to account for the dynamics of a system which are usually caused by 
changes in operational parameters. Bayesian techniques, on the other hand, can be utilized as an 
efficient solution to risk analysis and decision-making problems. An overview of Bayesian 
network (BN) applications in risk analysis and decision making is provided by Weber et al. [44]. 
This review suggests that Bayesian techniques are effective approaches to dealing with scarce data 




1.1.1 Application of Bayesian Approaches in Integrity Management 
BNs are advanced probabilistic techniques used for reasoning under uncertainty. These graphical 
models are established based on the causal dependencies amongst a number of random variables 
(RVs). BN efficiently performs inference using the joint probability distribution of RVs and 
Bayes’ theorem. More details about the fundamentals of BN and its application will be provided 
in the following chapters of this thesis. Major factors that resulted in the selection of this method 
for developing a dynamic risk-based integrity management framework are listed below:  
• Significant improvement in the computational efficiency of BN, compared to conventional 
methods, assists in modelling a large problem such as structural deterioration that is influenced 
by a wide range of parameters; 
• BN is able to incorporate dependency of events, multiple states for each variable and various 
sources of uncertainty affecting the RVs or the entire process. This makes BN a strong tool 
for modelling the physical/mathematical relationships within the process of interest; 
• Providing a platform for failure assessment, risk analysis and more importantly, including a 
probabilistic decision-making model into the same structure is remarkably flexible, user-
friendly and straightforward;  
• BN’s feature of probability updating based on Bayes’s theorem provides the capacity to 
improve the estimation of risk and decision-making outcome when new observations are 
available.  
1.2 Research Overview 
The primary aim within this Ph.D. research is “improving the availability and safety of subsea oil 
and gas pipelines subjected to deterioration processes by using advanced probabilistic and risk-
based approaches”.  
1.2.1 Research Questions 
In order to realize this aim, the following research questions were established: 
• How to develop a predictive model for estimating the remaining useful life of deteriorating 
subsea pipelines. 
• How to develop a probabilistic model of the environmental damage caused by the loss of 




• How to more precisely assess the ecological consequences of subsea pipeline accidents posed 
to the marine environment. 
• How to mitigate these consequences with optimal maintenance planning that also considers 
the overall operational cost in decision making process. 
1.2.2 Research Objectives 
The main objective of this thesis is to develop a dynamic risk-based framework for integrity 
management of deteriorating subsea pipelines. At first, the purpose of this research is to develop a 
probabilistic model that simulates the deterioration process of the structures. This process consists 
of several stages, such as pitting corrosion and fatigue crack growth, each influenced by a number 
of factors such as material properties and environmental conditions. The dynamic model is 
therefore able to evaluate the likelihood of pipeline accidents caused by structural degradation. A 
fracture in a subsea pipeline may result in the underwater release of hydrocarbons with adverse 
impacts on the marine ecosystem. To evaluate these consequences, this study aims at predicting 
the exposure concentration of chemicals in a marine environment, in case an oil spill occurs. The 
exposure distribution is later required for estimating the level of ecological risk posed to various 
aquatic organisms. This can be achieved by comparing predicted exposure concentrations with the 
degree of tolerance to chemicals that the organisms of concern have. Upon the assessment of 
failure likelihood and analyzing its financial and environmental consequences, this study attempts 
to propose a risk-based maintenance framework for optimizing the maintenance plans of subsea 
pipelines. In order to accomplish these objectives, the research framework completed the following 
tasks: 
• developing a dynamic methodology for prognostic health assessment of subsea pipelines 
degraded by pitting and corrosion-fatigue damage. 
• developing a fate and transport model of spilled oil from a ruptured subsea pipeline. 
• conducting an ecological risk assessment of marine oil spill accidents. 
• developing a risk-based model for maintenance planning of subsea pipelines subjected to 





1.3 Organization of Thesis  
This Ph.D. thesis is presented in manuscript format on a publication basis. Chapters 2-5 are 
standalone and can be read independently. An outline of each chapter including the novel 
components, are provided below.   
 
Chapter 2: Developing a Dynamic Model for Pitting and Corrosion-fatigue Damage of 
Subsea Pipelines 
This chapter presents a novel probabilistic methodology for integrated modelling of pitting and 
corrosion-fatigue degradation processes of subsea pipelines. The entire deterioration process is 
modelled using a Monte-Carlo Simulation (MCS) and Dynamic Bayesian Network (DBN), 
representing its temporal nature and varying growth rates. This process starts with pitting 
nucleation, continued by the growth of pit and transition to fatigue damage, in the form of short 
and long cracks. The model incorporates various factors influencing each stage of the process. The 
developed methodology is applied to estimate the remaining useful life of high strength steel 
pipelines and can be used as a tool by asset managers for optimal inspection and maintenance 
scheduling. The chapter has been published in the Journal of Ocean Engineering, 150 (2018), pp. 
391-396. 
Chapter 3: A Hierarchical Bayesian Approach to Modelling Fate and Transport of Oil 
Released from Subsea Pipelines 
This paper presents a methodology for predicting the stochastic fate and transport of spilled oil 
from a subsea pipeline into ice-infested regions. A level IV fugacity model is used to estimate the 
time-variable concentration of oil in multimedia. A hierarchical Bayesian approach (HBA) is 
adopted to estimate the probability of time to reach a concentration (TRC) based on the 
observations made from the fugacity model. By evaluating the distribution of time to different 
concentrations, this method can be used as a tool to implement more effective risk contingency 
and remediation plans which improve the safety of offshore oil and gas facilities. This chapter has 







Chapter 4: An Ecological Risk Assessment Model for Arctic Oil Spills from a Subsea Pipeline 
This paper presents a probabilistic methodology for Ecological Risk Assessment (ERA) of 
accidental oil spills in the Arctic ecosystem. A fugacity approach is adopted to model the fate and 
transport of released oil, taking into account the uncertainty of input variables. Based on the Risk 
Quotient (RQ) concept that uses the ratio between extent of pollutant exposure to ecological 
effects, a Dynamic Bayesian Network (DBN) model is established to assess the ecological risk 
posed to the aquatic community. The model enables accounting for the occurrence likelihood of 
input parameters as well as analyzing the time-variable risk profile caused by seasonal changes. 
This chapter has been published in Marine Pollution Bulletin, 135 (2018), pp. 1117-2227.  
 
Chapter 5: Risk-based Maintenance Planning of Subsea Pipelines through Fatigue Crack 
Growth Monitoring 
This paper presents a dynamic risk-based methodology for maintenance scheduling of subsea 
pipelines subjected to corrosion and fatigue damage. A Bayesian network (BN) is developed to 
model the probabilistic deterioration process and then it is extended to an influence diagram for 
decision making with regard to maintenance activities. Observation of damage state is included in 
the model to improve the predictions of damage state and to enhance the decision-making capacity. 
The economic risk associated with investment on maintenance is minimized by suggesting the 
optimum maintenance technique among multiple possible methods of repair. The proposed method 
can assist asset managers to select the optimum approach for mitigating the risk of subsea pipeline 
failure while minimizing maintenance costs. This chapter has been published in the Journal of 
Engineering Failure Analysis, 79 (2017), pp. 928-939. 
Chapter 6: Summary and Conclusion 
This chapter provides a summary of the Ph.D. thesis as well as the conclusions made throughout 




Chapter 2: Developing a Dynamic Model for 




Degradation of subsea pipelines in the presence of corrosive agents and cyclic loads may lead to 
the failure of these structures. In order to improve their reliability, the deterioration process through 
pitting and corrosion-fatigue phenomena should be considered simultaneously for prognosis. This 
process that starts with pitting nucleation, transits to fatigue damage and leads to fracture, is 
influenced by many factors such as material and process conditions, each incorporating a high 
level of uncertainty. This study proposes a novel probabilistic methodology for integrated 
modelling of pitting and corrosion-fatigue degradation processes of subsea pipelines. The entire 
process is modelled using a Dynamic Bayesian Network (DBN) methodology, representing its 
temporal nature and varying growth rates. The model also takes into account the factors 
influencing each stage of the processes. To demonstrate its application, the methodology is applied 
to estimate the remaining useful life of high strength steel pipelines. This information along with 
Bayesian updating based on monitoring results can be adopted for the development of effective 




2.1 Introduction  
One of the major causes of failure in offshore structures such as oil and gas pipelines is degradation 
of structural properties during their lifespan [12, 13, 45]. Corrosion is the most well-known form 
of steel deterioration resulting in generation of pits or more extended damage [17, 46, 47]. Fatigue, 
on the other hand, is the disintegration of material due to cyclic loads applied on the structure. 
Coupled corrosion-fatigue results from applied cyclic stresses in tandem with presence of 
corrosive agents, where localized corrosion in the form of pits may provide the required conditions 
for initiation of fatigue crack initiation. Many parameters including material properties and 
environmental conditions influence this process. These factors, each incorporating a level of 
uncertainty, may be adopted to estimate the remaining useful life of the structure. While these 
predictions will provide reliable measures for improving maintenance strategies, a dynamic 
framework is also required for updating the estimations based on new observations during the 
service life.   
A great deal of research has been conducted to predict the state of damage and fatigue life in steel 
and aluminum alloy structures subjected to pitting and corrosion-fatigue. Kondo [48] developed a 
model for the prediction of fatigue crack initiation time based on pit growth, however, the damage 
process was not entirely simulated. Goswami and Hoeppner [49] proposed a seven-stage model 
that considers the effect of electrochemical processes on pit formation as well as the role of pitting 
in fatigue crack initiation; however, this model was conceptual and failed to provide a 
computational framework. A probabilistic model is developed by Harlow and Wei [23] for 
prediction of corrosion-fatigue life comprising the time for crack initiation, surface crack growth 
and the growth of damage to the critical size. This model, however, does not consider the time of 
pit nucleation as well as the effect of short cracks in service life modelling.  Kaynak and Baker 
[50] assessed the effect of short cracks on fatigue life of steel structures concluding that the growth 
rates of short cracks are different (usually smaller) from those of long cracks. Shi and Mahadevan 
[24] proposed a mechanics-based probabilistic model of the entire pitting and corrosion-fatigue 
process suggested by Goswami and Hoeppner [49]. They adopted Monte Carlo simulations and 
the First-Order Reliability Method (FORM) approach to conduct the probabilistic analysis. 
Although their framework provides a guideline for estimating fatigue life, the application of 




Alternatively, Bayesian network (BN) as an advanced probabilistic model has widely been applied 
to reliability analysis of complex systems. Application of BN significantly reduces the method 
complexity and computational time of inference, by factorizing the joint probability distribution 
of the parameters of interest based on local dependencies. 
Various applications of BN in risk and reliability engineering can be found in previous research 
[44, 51-54]. However, only a few studies adopted BNs for modelling deterioration processes in 
structures. Friis-Hansen [55] studied the application of Dynamic Bayesian Network (DBN) in 
modelling fatigue crack growth of offshore jacket structures. The developed probabilistic network 
was also used to identify optimum inspection plans. Straub [56] developed a generic computational 
framework using DBN for modelling deterioration processes with potential applications in 
inspection, maintenance, and repair planning. Arzaghi et al. [57] developed a methodology for 
probabilistic modelling of fatigue crack growth using BN. The model was extended to an Influence 
Diagram for finding the optimum maintenance plan among multiple repair alternatives with 
different economic impacts. 
In the present study, a probabilistic methodology is developed for modelling corrosion-fatigue 
deterioration in offshore structures. This methodology consolidates the entire damage process 
including pit nucleation, pit growth transited to short and long fatigue cracks, and the fracture of 
structure. To improve the accuracy of corrosion-fatigue life estimations, the model incorporates 
the randomness in the parameters influencing the process. For this purpose, DBN is adopted as an 
efficient probabilistic tool. The advantages of this methodology are illustrated through the 
remaining useful life assessment of an offshore pipeline subjected to pitting and corrosion-fatigue.  
 
2.1.1 Bayesian Networks  
BNs are directed acyclic graphs used for reasoning under uncertainty by considering the causal 
relationships (represented by directed edges) among a number of random variables, represented 
by chance nodes [58]. BN estimates the joint probability distribution of a set of random variables 
based on the conditional independencies and the chain rule, as in Eq. (2-1):  
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where ( ) P U  is the joint probability distribution, and ( )ipa X  is the parent set of random variables 
iX . Figure 2-1 depicts a conventional BN comprising random variables 1X - 4X . As the main 
advantage of Bayesian networks, when new information about any of the chance nodes becomes 
available, the model can update the probabilities for a more efficient knowledge elicitation. For 
instance, if variable 2X  is observed to be in state e , the joint probability distribution is updated 
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Figure 2-1. A conventional BN. 
 
Dynamic Bayesian networks (DBNs) particularly represent stochastic processes and enable 
explicit modelling of the evolution process of a set of random variables [59]. A DBN divides the 
time line into a discrete number of time slices   0,t T  and allows a node in time slice  1i +  to be 
conditionally dependent on a node in time slice  i  as well as its parents in time slice  1i + . Figure 
2-2 illustrates a DBN in which the evolving process of the variable Yt is modelled. This variable in 
time slice t is dependent on Yt-1 as well as Xt. In order to establish a DBN, the conditional 
probability tables for evolving nodes should be completed, for instance P(Yt |Yt-1, Xt)for variable 







Figure 2-2. A Dynamic BN. 
 
The transition between two consecutive time slices may be for instance dependent upon the 
physical features of the stochastic process being modelled. A detailed explanation of inference 
algorithms developed specifically for DBN structures can be found in Ref. [60].  
2.2 Pitting and Corrosion-Fatigue Modelling Methodology 
To develop the probabilistic model, it is first required to assess the entire damage process 
identifying the physics behind pitting and the corrosion-fatigue phenomena. This will also 
facilitate developing the computational framework for predicting damage states and establishing 
the DBN. The seven-stage model proposed by Goswami and Hoeppner [49] is adopted as the basis 
for analyzing the service life in the present study. Figure 2-3 illustrates the total corrosion fatigue 
life ( flt ) initiated with pit nucleation time ( pnt ) and eventually resulting in fracture. This process 
also includes three damage growth times for pit ( pgt ), short crack ( sct ) and long crack ( lct ) as 










fl pn pg sc lct t t t t= + + +  (2-3) 
The proposed methodology models the entire deterioration process including pitting corrosion and 
fatigue damage growth. Figure 2-4 presents an overview of the entire methodology and its key 
elements.  
 
Figure 2-4. Developed methodology for service-life prediction of deteriorating subsea pipelines. 
 
The computational methods for each component of the total failure time represented in Eq. (2-3) 
will be discussed in the following subsections: 
2.2.1 Pit Nucleation  
The time for pit initiation has attracted a great deal of research, yet the dependence on many 
influencing factors such as materials and electrochemical has not been fully investigated. Hence, 
the developed model considers this stage of damage life as a random variable modelled by a 
lognormal distribution. The adopted distribution parameters, suggested by Shi and Mahadevan 
[24] are later provided. 
2.2.2 Pit Growth 
According to Kondo [48] and Harlow and Wei [23], pits are assumed to remain in a hemispherical 



























where c is the pit radius, M is the molecular weight of the material, 0PI is the pitting current 
constant, n is the valence number, 96,514F = (c/mol) is Faraday’s constant,   is density, H  is 
the activation energy, 8.314R = (J/molK) is the universal gas constant, and T  is the temperature.   
The transition from pit growth to crack initiation is dependent on mechanical characteristics such 
as stress intensity factor, K . Two criteria is considered as the boundary conditions for crack 
initiation: (1) the stress intensity factor for the equivalent surface crack growth of the pit reaches 
the threshold stress intensity factor of the fatigue crack growth (Eq. (2-6)), and (2) the fatigue crack 
growth rate exceeds the pit growth rate.   
 pit crackK K =   (2-6) 
Kondo [48] suggests that the critical crack length ( crc ) that satisfies the conditions for transition 
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 (2-7) 
where 1.651.464Q =  is the shape factor, 0.7
a
c
 = = is the aspect ratio of pit ( c and a  are half 
length of the major and minor axes of pit shape), 2.4crK Mpa m =  is the threshold stress intensity 
factor, and   is the stress range experienced by the structure.  
2.2.3 Short and Long Crack Growth 
Long cracks are usually considered when using fracture mechanics for fatigue analysis, and Paris 
law is widely used for estimating damage sizes. The effect of short cracks on fatigue life has 
attracted researchers’ attention, however, there is no explicit formula derived for short crack 
growth. According to Kaynak and Baker [50] and Shi and Mahadevan [24], a probabilistic model 
based on Paris law that accounts for the uncertainty of parameters such as stress intensity factor 







=   (2-8) 
where 𝑁 is the number of applied load cycles, 𝐶 and 𝑚 are material parameters specifically 
obtained for short and long cracks resulting in two identical growth rates from the equation. Δ𝐾 is 
the stress intensity factor, which can empirically be expressed as: 
 
 ( )K Y c c  =   (2-9) 
where ( )Y c  is the geometry function dependent on the crack depth, and   is the stress range. 
While the explicit solution of Eq. (2-8) is not possible, by assuming that the geometry function is 
independent of crack depth c  and the stress range   follows a Weibull distribution, an analytical 
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where A and B  are the scale and shape parameters of the Weibull distribution, respectively, and 
  is the gamma function. Eq. (2-10) enables the computation of crack size in current time step as 
a function of crack size in the previous time step and the material constants m and C , where these 
parameters are obtained from empirical models for short and long cracks. Different methods are 
developed to identify the transition size thc from short crack growth to long crack growth. Kaynak 
and Baker [50] suggested this value is about 1 to 2 mm for En7A steel. Similarly, in this study the 




2.2.4 Probabilistic Analysis and BN Model 
The probability analysis was performed using MCS in tandem with implementation of a DBN. To 
estimate the time for the initial part of damage life where pitting corrosion is dominant, 104 
samples where generated from random variables involved in Eq. (2-4), (2-5) and (2-7). The 
distributions of these variables are listed in Table 2-1. It should be noted that initial pit size ( 0C ) 
was considered as the initial condition when solving Eq. (2-4). The remainder of service life, where 
fatigue damage progresses, is estimated using a DBN. For this purpose, the generic DBN 
developed by Straub [56] was adopted to model each of the two growth processes indicated in 
Figure 2-5. The developed network qualitatively represents a deterioration process describing the 
state of damage over the life time divided into a discrete number of slices. That is, the damage size 
is a function of the initial condition (node crC ) that is followed by the process of short crack growth 
(nodes 1
scC  to scnC ), transition to long crack at a critical crack size (node thC ) and eventually the 
long crack growth process (nodes 1
lcC to lcmC ). The occurrence of failure event is assessed by 
defining a limit state G , as: 
 
 f iG C C= −  (2-12) 
where iC  and fC  are the actual and critical crack size, respectively.  
2.3 Application: Corrosion Fatigue Damage of a Subsea Pipeline  
To demonstrate the applicability of the developed method in predicating corrosion-fatigue service 
life, a numerical study is carried out on the failure of an offshore pipeline. The mechanical 
properties of the structure are listed in Table 2-2. It is assumed that 610N =  load cycles are 
















Table 2-1. Random values used in pitting corrosion-fatigue model 
Variable Description Distribution Mean Standard Deviation 
  Stress range (MPa) Normal 60 10 
T  Temperature (K) Normal 293 1 
A  Weibull scale parameter (MPa) Normal 5.35 0.963 
MU  Model uncertainty Normal 1 0.18 
0C  Initial pit size (m) Exponential 1.98×10
-6 0.99×10-7 
crC  Initial crack size (m) [from Monte Carlo sim] Exponential 0.8×10
-3 - 





Table 2-2. Deterministic values used in pitting corrosion-fatigue model 
Variable Description Mean 
  Density (gm/m3) 7.8×106 
n  Valence 2 
M  Molecular weight (gm) 55.75 
H  Activation energy (KJ/mol) 5.0×104 
,sc lcm m  
Short/long crack growth 
exponent 
3.0 
scC / Clc  






Geometry function 1 
B
 
Weibull shape parameter 0.66 






The results of Monte Carlo simulation showed that the critical pit size for transition to short crack 
has a mean of 4[ ] 8 10crE C
−=  m. The cumulative probability distribution of this variable is 
presented in Figure 2-6. This distribution was discretized into 20 exponentially growing intervals 
which form the upper bounds of states of damage size nodes in the DBN. This was performed to 
avoid rounding errors caused by uniform interval lengths in the last intervals where the 
probabilities are significantly low. As illustrated in Figure 2-5, the DBN model contained two 
consecutive periods corresponding to corrosion fatigue cracks with different growth rates. An 
adequate number of time slices were included in the short crack growth process so that the mean 
size of predicted damage equals the critical transition size, thC , before long crack growth is 
initiated. Then the long crack process was extended for a number of time slices (each representing 
a year) until fracture occurs, ( ) 11P F = = . 
 





Figure 2-7.  Cumulative probability distribution of corrosion-fatigue life for an offshore pipeline. 
 
The results of the case study, presented in Figure 2-7, suggest that within the third year of 
operation the grown pits will satisfy the conditions required for initiation of fatigue cracks and 
damage will be growing in the form of short cracks. The prediction of pipeline corrosion fatigue 
life indicates that the transition from short crack to long cracks takes place in year 12 from which 
the damage develops with a significantly faster rate. After 15 years from the start of the operation 
the extent of damage will be significantly increasing where the probability of failure is about 0.1 
in the 20th year, given no repairs were performed. This probability will reach to almost 0.5 in the 
25th year of operation and approximately 10 years later the structure is extremely close to failure 
event, ( ) 0 951 .FP = .  
These results highlight the strength of the methodology for predicting the service life of a corroded 
subsea pipeline subjected to cyclic loads. The proposed methodology can be readily used to update 
the predictions based on new damage size inspection results and also provides a great potential   
for optimization of maintenance plans. Moreover, by enhancing the DBN model with a monitoring 







This paper presents a probabilistic methodology for prediction of pitting and corrosion fatigue 
service life in offshore pipelines. For this purpose, MCS are used to analyze the time of pit growth 
as well as estimating the size of pit in which transition to short crack growth occurs. It was 
observed that pits with mean size of about 0.8 mm have the required condition for crack initiation 
in steel pipelines. A DBN model was implemented for simulating short and long crack growth 
which may lead to fracture. The predictions suggest that in the 20th year of operation, probability 
of failure is about 0.1 where due to faster growth of long crack this value reaches to about 0.95 
after 15 years, given that no maintenance is performed on the pipeline. The results of this study 
highlight the capability of the method in prediction of corrosion fatigue life considering the 
randomness of the parameters involved in the problem. These capabilities can also be enhanced 
for efficient monitoring, inspection and maintenance planning strategies.  
Acknowledgements 
The authors affiliated with University of Tasmania gratefully acknowledge the financial support 
provided by National Centre for Maritime Engineering and Hydrodynamic (NCMEH) at the 
Australian Maritime College (AMC) of the University of Tasmania. The authors also acknowledge 
the support of the ARC Research Training Centre for Naval Design and Manufacturing 
(RTCNDM) in this investigation.  The RTCNDM is a University-Industry partnership established 






Chapter 3: A Hierarchical Bayesian Approach to 
Modelling Fate and Transport of Oil Released 
from Subsea Pipelines  
 
Abstract 
The significant increase in global energy demand has drawn the attention of oil and gas industries 
to exploration of less-exploited resources. Arctic offshore region is reported to hold a great 
proportion of un-discovered oil reserves. While this can be a promising opportunity for the 
industry, more exploration activities will also increase the possibility of oil spill during the entire 
process including production and transport. A comprehensive risk assessment based on Ecological 
Risk Assessment (ERA) method is then required during the planning and operation stages of future 
Arctic oil production facilities. In the exposure analysis stage, ERA needs an evaluation of the oil 
concentration profile in all media. This paper presents a methodology for predicting the stochastic 
fate and transport of spilled oil in ice-infested regions. For this purpose, level IV fugacity models 
are used to estimate the time-variable concentration of oil. A hierarchical Bayesian approach 
(HBA) is adopted to estimate the probability of time to reach a concentration (TRC) based on the 
observations made from a fugacity model. To illustrate the application of the proposed method, a 
subsea pipeline accident resulting in the release of 100 tonnes of Statfjord oil into the Labrador 






3.1 Introduction  
There has been increasing attention on the possibility of oil exploration in the Arctic Ocean which 
is mainly attributed to some parts of this region becoming ice-free due to climate change. 
According to Khon et al. [62], the thickness and extent of Arctic ice cover has been declining, with 
a 40% reduction observed from 1979 to 2007. As a consequence, the Northwest Passage which 
connects Europe and Asia became ice free for the first time in the summer of 2007 [63]. These 
changes, in addition to the rising global energy demand, may facilitate the exploration of the 
substantial hydrocarbon reserves in the Arctic Ocean becoming the next frontier of oil and gas 
explorations. Gautier et al. [64] suggest that about 30% of the world’s undiscovered gas and 13% 
of undiscovered oil reserves can be found in the Arctic region, of which more than 80% is expected 
to be in offshore locations [65]. This exploration can bring many opportunities to the energy 
industry and in turn the world economy, however, the existing risk factors in the region can 
significantly increase the threat of oil spill during the exploration process and transport. DNV [66] 
highlights the major risk factors as the extremely low temperatures that influence the properties of 
the structure material as well as loads caused by the impact from drifting icebergs. In addition to 
the higher likelihood of accidents in the ice-infested waters, the consequences of an oil spill, such 
as distortion of the reproduction cycles of species and ecological changes, will be exacerbated in 
such regions [67]. This is mainly due to the slower decomposition of hydrocarbons in low 
temperatures making them more available to affect the marine life and greater sensitivity of the 
Arctic ecosystems which have slower reproduction rates and more simple trophic structures [66, 
68, 69]. Moreover, an oil spilled in the Arctic is likely to remain in the environment for a long 
time, as the logistics challenges diminish the effectiveness of strategies for containing and cleaning 
up oil spills [37]. Parameters such as the type and quantity of the spilled oil as well as the seasonal 
variations in the environment can influence the extent of damage to the Arctic which can often be 
extended to long-term consequences. Camus and Smit [70] investigated the environmental impacts 
arising from a potential Arctic oil spill based on a joint review program conducted in 2012 [71].  
Camus and Smit [70] suggest that the results of their study provide a better understanding of the 
effects from such accidents assisting in the development of more effective management strategies. 
However, this research does not provide any method for quantification of the extent of impact or 
an approach to estimating the overall risk level. A comprehensive Ecological Risk Assessment 
(ERA) method is then required for the entire well delivery process, from feasibility studies to asset 




acceptable with respect to the industry’s criteria as well as for developing effective contingency 
plans [72].  
The three main steps of ERA are problem formulation, exposure analysis and risk characterisation. 
Exposure analysis is the key component of risk assessment of an accidental oil release in marine 
environment [73]. This phase of the analysis assists in estimating the extent of contamination in 
the environment, identifying the organisms exposed, pathways to exposure and the possible 
responses of the organisms to the stressor (i.e. hydrocarbons) [31, 36]. In order to determine the 
level of contamination, the concentration of the stressors must be estimated. To achieve this 
objective, many researchers have used fugacity concept (mostly level IV fugacity) as an approach 
to partition modelling [32, 36, 74]. A fugacity approach is capable of generating time-series of 
contaminant concentration in every medium in the environment, by simplifying the analysis due 
to continuity between the interfaces of the phases. Afenyo et al. [31] developed a dynamic fugacity 
model for estimating the exposure of four media, including air, sea water, sediments and ice, to 
the oil released during Arctic shipping. The proposed model provides a profile for oil concentration 
in these media, however, it fails to consider the uncertainty of many parameters involved in the 
model which is essential for accurately estimating the ecological risk associated with the spill 
accident.  
Nazir et al. [36] developed a methodology for ERA of oil spill from a riser. The developed model 
is based on level IV fugacity for estimating the oil concentration in water and sediment medium, 
and utilizes Monte Carlo Simulations (MCS) to incorporate the uncertainty of multimedia input 
parameters. Similarly, Afenyo et al. [33] proposed a probabilistic ERA model for Arctic marine 
oil spills. Their model provides probability distributions of the exposure concentration in different 
media as well as 95% percentile risk.  However, due to the adoption of conventional methods that 
only propagate the uncertainty in input variables to model outputs, the probabilistic dependency 
of concentration on those inputs is neglected.  
Unlike classical statistical methods, Bayesian techniques are useful for probabilistic risk 
assessment (PRA) applications because they are able to deal with a wide range of information 
types and provide useful estimation of model parameters when the data is sparse or the correlation 
between them is hard to perceive [75]. Bayesian inference is adopted by several researchers for 
the conduct of probabilistic analyses [76, 77], probabilistic risk assessment [53, 54] and 
maintenance scheduling of offshore structures [42, 57, 78]. Advances in Bayesian statistics such 




audience for solving complex engineering problems [79]. This method can be carried out using 
open source Markov Chain Monte Carlo (MCMC) software packages such as OpenBUGS.  
The main objective of this study is to develop a probabilistic methodology for the fate and transport 
modelling of oil released from subsea pipelines in a marine environment. The results of this 
research provide the necessary information for conducting a comprehensive ERA and the 
development of oil spill contingency plans. A fugacity-based model is utilized to predict the 
multimedia fate of oil upon the generation of an oil slick on the surface. An HBA is then adopted 
to incorporate the uncertainty of the parameters involved in fugacity model, and estimate the level 
of oil concentration dependent on these parameters. A case study is carried out to demonstrate the 
application of the proposed methodology through predicting the time taken to reach specific oil 
concentrations in the Arctic region in ice-infested waters. 
 
3.1.1 Fugacity Model 
Fugacity ( )f is known as the tendency of a chemical to escape from a phase and has the unit of 
pressure. The concept of fugacity is used as a substitute for chemical potential which is a criterion 
for thermodynamic equilibrium describing the fate of chemicals in a multiple media system. The 
relationship between concentration and fugacity is given in Eq. (3-1), proposed by Mackay et al. 
(1981): 
 C Z f=   (3-1) 
where C  is the concentration of chemical (mol/m3), f is the fugacity (Pa) and Z is the fugacity 
capacity (mol/m3Pa). Fugacity capacity, Z , represents the tendency of a medium to absorb a 
chemical. Therefore a medium with a larger Z will have a higher concentration of chemicals due 
to more tendency to absorb [74]. Mackay [28] proposes four levels of fugacity-based models with 
different applications. Although level III models are used most, because of less complexity and 
requiring less data, the present study adopts level IV model as it is more realistic and can estimate 
the time-dependent behavior of the chemicals. The model proposed by Yang et al. [76] is used as 
the basis for the developed probabilistic framework. More detailed discussions on fugacity models 




3.1.2 Hierarchical Bayesian Modelling (HBM) 
Observations of physical processes are regarded as data and may be subjected to different sources 
of uncertainty. Information can be achieved through the process of evaluation, manipulation and 
organizing data which eventually adds to knowledge. Statistical inference is defined as obtaining 
a conclusion based on the gained knowledge [79]. HBM is an advanced probabilistic approach to 
performing inference based on real-world observations. Bayes’ theorem is considered for carrying 




( | ) ( )
( | ) ,












where   is the unknown parameter of interest, ( | )f x   is the likelihood function, 0 ( )   is the 
prior distribution of   and 1( | )x   is the posterior distribution of  . The term hierarchical in 
HBA represents the use of multistage prior distributions. As suggested by Kelly and Smith [79], 
the prior distribution for a parameter of interest is given in Eq. (3-3): 
 
1 2( ) ( | ) ( ) ,d       

=   (3-3) 
where 1( | )   is the first-stage prior representing the population variability in  , given the value 
of  ; 2 ( )   is the hyper-prior distribution representing the uncertainty of   as a vector of hyper-
parameters. HBM can assist in probabilistic analysis and risk modelling by propagating the 
uncertainties through complex models. Recently, a number of studies have been conducted to bring 
the application of HBM to PRA [76, 77, 80].  In the present paper, HBM is utilized to develop a 
methodology for predicting the likelihood of the oil concentration profile in the Arctic 
environment. 
 
3.2 Methodology: Multimedia Fate Modelling 
The proposed methodology aims at providing a model for predicting the concentration of oil 
spilled from a subsea pipeline while accounting for the uncertainty of input parameters. The results 
of the methodology are required for conducting an ERA assisting the designers and operators 




environment. The proposed model can also help in preparation of remediation plans for oil release 
accidents. Figure 3-1 illustrates different stages of the proposed methodology and the key 
elements covered in each stage. 
 
 
Figure 3-1. Developed methodology for probabilistic fate and transport modelling of oil spills in marine 
environment. 
 
3.2.1 Fate and Transport Model 
In order to model the fate and transport of oil in open sea, level IV fugacity model is adopted as 
the basis of the developed methodology. As highlighted in Figure 3-1, the first step is to define 
the media involved in the oil spill scenario. Based on the objective of risk assessment of release 
accidents in the Arctic, four media, or bulk compartments, are considered in the present study 
including air, water, ice and sediments. In fact, each of these media includes several sub-
compartments. That is, air consists of pure air and aerosols; ice cover consists of pure ice, liquid 




biota and sediment medium consists of sediments solids and pore water. The properties of the 
media and sub compartments are listed in Table 3-1, as suggested by Yang et al. [74]. 
 


















Air (1) 1.00 0.00 2×10-11 0.00 N/A 1.19 100.00 
Ice Cover (2) 0 0 5×10-6 0 0.2 916 2.5 
Water (3) 0 1 5×10-6 1×10-6 0.2 1000 100 
Sediment (4) 0 0.63 0.37 0 0.04 2500 0.05 
 
The next step in the methodology is to determine the information in relation to input parameters 
(i.e. oil properties and environmental conditions and specifications of the media). This also 
includes quantifying the uncertainty of variables such as oil viscosity and density, ambient 
temperature, and wind speed. This information, including the type and specifications of probability 
distributions, will be provided later in the case study. In the third step, the level IV fugacity model 
must be developed based on formulating the mass balance equations. The general form of 
unsteady-state mass balance functions for bulk phase i  and sub-compartments j is given in Eq. 
(3-4):   
 ( )ii i i ij j i ij ai Ri
df
V Z I D f f D D D
dt
= + − + +  , (3-4) 
where iI is the input rate of a chemical compound in i th bulk phase and its unit is (mol/s). iZ is 
the fugacity capacity of each bulk compartment and ijD , aiD and RiD are the transport parameters, 
referred to as D -values. The fugacity capacity of each bulk phase can be estimated using Eq. (3-5): 
 
 ,i ij ijjZ Z=  (3-5) 
 
where ij  is the volume fraction and ijZ  is the fugacity capacity of the sub-compartment. Details 




Table 3-2. Calculation of fugacity capacity for all media, Z -values in (mol/m3.Pa), for sub-compartments and 
bulk compartments. 
Sub-compartment ( j ) ijZ  Comment Reference 
Air ( 1iZ ) 1 RT  
8.314R=  (Pa.m3/mol.K), 
T is absolute temperature (K). 
 
Water ( 2iZ ) 1 H or 
s sC P  
H is Henry’s law const. (Pa.m3/mol),  
sC is aqueous solubility (mol/m3), 
sP is vapour pressure (Pa). 
[33] 
Solids ( 3iZ ) ij oc ijx K H  
ijx is organic carbon fraction, 
0.41oc owK K= is organic carbon partition 
coefficient, 
2.4ij = is density of solids (kg/L). 
[33] 
Aerosols ( 13Z ) 
66 10 SLP RT  
S
LP is liquid vapour pressure (Pa). [71] 
Biota (fish) ( 34Z ) 240.048 owK H  
24 1000 = is density of biota (kg/m
3), 
owK is octanol-water partition coefficient.  
[33] 
Ice-air interface ( iaZ ) iaK RT  
iaK is ice surface-air partition coefficient,  
ln (12.5 ) 0.68ln 19.63 lnia ow waK C K K= − +
waK is water-air partition coefficient. 
[28] 
Organic carbon in ice 
cover ( 23Z ) 
0.41 ow lK Z  1l waZ K RT H= =  [71] 
Bulk compartment ( i ) iZ  Comment 
Air (1) 1 11 13 13Z Z Z= +   
Ice cover (2) 2 21 21 22 22 23 23 2 2 2( / )a aZ Z Z Z A V Z  = + + +  
2aA ice-air interface area, 
2V  is ice cover volume. 
Water (3) 3 32 33 33 34 34Z Z Z Z = + +   
Sediment (4) 4 42 42 43 43Z Z Z = +   
 
 
Transport parameters must also be determined before generating the mass balance equations. 
According to Yang et al. [74], in addition to loss processes of advection and degrading reactions, 
three inter-media processes can be considered including diffusion, deposition and re-suspension 






Table 3-3. Calculation of transport parameters considering two loss processes (advection and reaction) and 
three transport processes (diffusion, deposition and re-suspension) 
Interface Comment Details Total D -value 
Air (1)-Ice cove (2) 
Diffusion 
 12 11 12 22
1 (1 1 )v va viD K A Z K A Z= +  12 v diD D D= +  
21 vD D=  Deposition 
12 13 13di diD A U Z=  
Ice cover (2)- Water (3) 
Melting 
23 22iw iwD A U Z=  32 iwD D=  
23 iiD D=  Icing 23 33ii iiD A U Z=  
Water (3)-Sediment (4) 
Diffusion 34 33 4 4 34 331 (1 )y pw wD K A Z Y B A Z= +  
34 y dsD D D= +  
43 y rsD D D= +  
Deposition 
34 34ds dsD A U Z=  
Re-suspension 
34 43rs rsD A U Z=  
Reaction 
Ri Ri i iD K V Z=  
Advection 
ai i iD G Z=  
 
Upon calculating the fugacity capacities and transport parameters, the fugacity model can be 
generated considering all of the four bulk phases. The mass balance equations for air, ice cover, 
water and sediment are given in Eqs. (3-6)-(3-9): 
 
 1
1 1 1 21 2 1 12 1 1( )a R
df
V Z I D f f D D D
dt
= + − + + , (3-6) 
 2
2 2 2 12 1 32 3 2 21 23 2 2( ) ( )a R
df
V Z I D f D f f D D D D
dt
= + + − + + + , (3-7) 
 3
3 3 3 23 2 43 4 3 32 34 3 3( ) ( ),a R
df
V Z I D f D f f D D D D
dt
= + + − + + +  (3-8) 
 4
4 4 4 34 3 4 43 4 4( ),a R
df
V Z I D f f D D D
dt
= + − + +  
(3-9) 
 
where the direct input into the air, ice-cover and sediment phases are considered negligible (i.e. 
1 2 3 0I I I= = = ). However, the input rate into water can be estimated by 3 3 iI Q C=  , where 3Q is 
the volumetric flow rate of oil in (m3/s) and iC is the molar concentration of oil in (mol/m
3). A 
detailed discussion on input rate values can be found in [74]. In the next methodology step, the set 
of differential equations are solved simultaneously using the fourth-order Runge-Kutta method, to 




corresponding fugacity capacity to obtain the concentration profile of the phase. The concentration 
profiles are used in the next steps for statistical analysis.  
3.2.2 Bayesian Inference of Random Durations 
Upon obtaining the time varying concentration of oil in each phase, a statistical model is developed 
to predict the stochastic fate and transport in a marine environment. An HBA is applied to establish 
the model and in order to obtain the observations required for the Bayesian modelling, a critical 
level is defined for the concentration of oil in a medium. That is, the time of j th observation, 
denoted by 
j
iT , is the time when the actual concentration of phase i , 
j
actualC , reaches a specific 
limit of CrC .The defined limits of concentration can be the value of interest of operators and risk 
managers developing contingency plans or dealing with remediation planning of spill accidents. 
An upper bound (UB) and a lower bound (LB) are considered slightly higher and lower than the 
concentration limit, to ensure one observation is made among a discrete number of actual 




j j UB j LB
i actual actual Cr actual Cr
j LB j UB
i actual Cr actual Cr
T T if C C or C C
T T if C C C
   


 =  
 (3-10) 
 
The observations highlight the randomness of time to reach a concentration (TRC). A stochastic 
model is then needed to model these random durations. The most basic approach to model random 
durations is to use exponential distribution, as performed by US Nuclear Regulatory Commission 
[81] for evaluating the fire suspension time in nuclear applications. However, Kelly and Smith 
[79] suggest that the assumption of time-independent rate (of concentration, in the present study) 
is not realistic and exponential distribution is not an appropriate model. This leads to the need for 
models that allow HBAs to problems with time-dependent rates. These approaches can be 
implemented in WinBUGS. As a candidate for modelling the duration time, Weibull distribution 

















This ensures that a time-dependent rate is modelled in the analysis, specifically if the results 
confirms that 1  . For 1 = , the rate will be a constant value.  In order to estimate parameters 
 and  , HBM is employed by developing a script in OpenBUGS software. According to 
Rodionov et al. [83], a number of likelihood function can be formulated for modelling random 
durations. In the present study, a Weibull function is used for writing the script, given in Eq. (3-12).  
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   = −     
 (3-12) 
 
where  and  are the hyper parameters of the model. Figure 3-2 illustrates the directed acyclic 
graph (DAG) model for Weibull-distributed random durations of TRC limits.  
 
 
Figure 3-2. DAG model for Weibull-distributed random duration of TRC limit 
 
The independent diffusive Gamma distribution in Eq. (3-13) is used for the prior distribution of 















Bayesian inference is now carried out by Markov Chain Monte Carlo MCMC sampling from the 
likelihood function and prior distribution for obtaining the posterior distribution of the hyper 
parameters. The MCMC sampling process must be performed for 1,2,...,j N=  to estimate the 
posterior distribution for each bulk compartment. These distributions are then adopted to predict 
the probability of TRC level based on a Weibull distribution function. This process is repeated for 
the concentration profile in each medium to investigate the fate and transport of oil in the 
environment. The resulting probability distributions can be utilized for conducting exposure 
analysis in the environmental risk assessment, development of contingency plans or remediation 
planning of actual release accidents. At this stage, the posterior distributions can be updated if new 
information or data becomes available. The estimated posteriors of  and  will be used to obtain 
the probability distributions of TRC.  
3.3 Case Study 
To illustrate the application of the proposed methodology, an oil release scenario in offshore 
Labrador is simulated, since this region is reported to be an advent in Arctic oil and gas exploration. 
The possible increase in exploration activities and establishment of production facilities will cause 
the industry to face the threat of oil spills in this region. This case study, with its settings taken 
from [74], is adopted to demonstrate the application of proposed methodology in predicting fate 
and transport of oil in ice-infested areas. A rupture in a subsea pipeline operating in the region 
resulted in release of 100×103 kg of Statfjord oil in the Labrador Sea. The physical characteristics 
of spilled oil and environmental conditions are listed in Table 3-4.  
Table 3-4. Characteristics of spilled oil and environmental conditions in the Labrador accident case study. 
Oil Characteristics  Notation Value Units 
Density   oil  832.0 Kg/m
3 
Viscosity at 40ºC   3.03 cP 
Initial boiling point (zero evaporation) 0T  301 K 
Gradient of boiling point GT  500 KJ 
Oil-water interfacial tension tS  2000 Dyne/m 
Parameter  Notation Value Units 
Wind speed V  15.0 Km/h 
Water temperature wT  273 K 
Ambient air temperature aT  253 K 
Initial oil slick thickness t  0.02 m 
Initial area of spill  oilA  6000 m
2 






Naphthalene is used as a surrogate stressor, representing various compounds of oil. The 
physiochemical characteristics of naphthalene is detailed in Table 3-5. The use of a surrogate for 
crude oil is a simplification of the scenario, as suggested by Nazir et al. [36]. It is also assumed the 
release is instantaneous and after the spill the oil is partitioned into the air, ice and sediment phases. 
The weathering processes such as emulsification and natural dispersion are not accounted for, 
however, the fate and transport of a low-concentration spill is analyzed. Other parameters for 
transport process modelling are given in Table 3-6. 
 
Table 3-5. Physiochemical characteristics of naphthalene as a surrogate for Statfjord oil. 
Parameter Notation Value   Units  
Molecular weight MW  128.2 
 g/mol  
Solubility at 25ºC sC  31.7 
 g/m3  
Vapour pressure at 25ºC sP  10.4 
 Pa  
Concentration iC  8 
 mol/m3  
Log owK  N/A 3.35 
 N/A  
 
 
Table 3-6. Transport parameters and their uncertainty level used in level IV fugacity model. 
Parameter Notation Distribution Mean Standard Deviation Units 
Air-side MTC over ice cover vaK  Normal 2.0 0.01 m/h 
Ice-side MTC viK  Normal 0.01 0.001 m/h 
Aerosols deposition velocity diU  Point Estimate 10.8 N/A m/h 
Melting rate iwU  Lognormal 3.9×10
-5 8.0×10-6 m/h 
Icing rate iiU  Normal 2.3×10
-5 5.0×10-6 m/h 
Water-side MTC over sediment pwK  Lognormal 0.01 0.001 m/h 
Diffusion path length in sediment 4Y  Point Estimate 5.0×10-3 N/A M 
Molecular diffusivity in water 4wB  Normal 4.0×10-6 3.5×10-7 m2/h 
Sediment deposition rate dsU  Normal 4.6×10-8 4.0×10-9 m/h 
Sediment re-suspension rate rsU  Normal 1.1×10-8 5.0×10-9 m/h 
 
 
The parameters listed in Table 3-4, 3-5 and 3-6 are incorporated into the mass balance equations 
and solved simultaneously to estimate the fugacity of all four phases under consideration. 




As discussed earlier, fourth-order Runge-Kutta method is used to solve the differential equations. 
The calculated time-variant fugacity values are multiplied by the fugacity capacity of each 
compartment to obtain the corresponding concentrations according to Eq. (3-1). Figure 3-3 
illustrates the results of numerical simulations carried out for estimating the time-variant 
concentration profile of oil in all media including air, ice cover, water and sediment. In a general 
comparison, Figure 3-3(a) and (b) suggest that the concentration of oil in air and ice cover 
decreases quickly within the first few hours and remains constant at an extremely low value 
thereafter. However, as depicted in Figure 3-3(c) and (d), the concentration in water and sediment 
column continues to decrease for about 10 hours and remains at a higher value in comparison to 
air and ice cover. This is mainly due to the higher fugacity capacity of water and sediment enabling 
them to absorb more quantity of chemicals. The approximately constant concentrations in water 
and sediment are 3×10-6 and 9.5×10-5 respectively. These results are in good agreement with a 
previous study by Yang et al. (2015). However, the main exclusivity of the present research is the 
estimation of oil concentration while accounting for the uncertainty of input parameters. This has 
resulted in a number of configurations (curves) for the concentration time-series in each phase, as 
shown in different plots in Figure 3-3. To better illustrate this, a number of the concentration 








Figure 3-3. Numerical results of level IV fugacity model for concentration of oil in different media, multiple curves in each plot depict the influence of 











A concentration limit is considered for obtaining the observations of TRC. These limits are an 
example of those that can be defined by the operators or safety managers. As explained in the 
methodology section, an observation is the time in which the concentration of oil in the medium 
becomes equal to the specified limit. Some of these observations made within the ice cover 
simulation results are presented in Figure 3-4. The times recorded for these phases confirm the 
faster fate and transport of oil in this medium compared to that of others. The observations are then 
used for developing the likelihood functions and estimating the posterior distribution of Weibull 
parameters,  and  , as discussed in 3.2.2. For the Bayesian inference in OpenBUGS, the model 
is initiated for three chains, each simulating 105 iterations. Figure 3-5 presents the estimated 
posterior distribution of shape parameter  for two of the media, air and ice cover. In this figure, 
the complete trace plots of predicted parameter  for air phase is also depicted confirming the 





Figure 3-5. Posterior distribution of Weibull shape parameter  for a) TRC in air and b) TRC in ice cover, 




As shown in Figure 3-5 , the value of   for 2.5 and 97.5 percentile is 
1 [9.383,18.34] =  for air 
and 
2 [2.14,4.23] =  for ice cover, respectively. The expected values of alpha are calculated as 
1[ ] 13.5E  =  and 2[ ] 3.1E  = , highlighting the importance of time-dependent assumption for the 




Figure 3-6. Estimated cumulative distribution function of TRC in all media. 
 
 
The obtained shape and scale parameters of Weibull distribution are used to develop the 
cumulative distribution functions of TRC, which is the time that the concentration of oil in each 
phase will reach the specified limits. The estimated probabilities are illustrated in Figure 3-6 for 
all media. It is observed in Figure 3-6(a) that with 0.95 probability the concentration of oil in air 
will reach 10% of its maximum level within the first 50 minutes. However, this period is predicted 
to be less than 15 minutes for the ice cover medium. As shown in Figure 3-6(b), it is predicted 
that, with 0.95 probability, the concentration of stressor in water column will be reduced to 50% 
of the maximum within 50 minutes. After that, the concentration will be reduced at a slower pace 
and become approximately constant at 35% of its maximum level. The TRC for sediment column 
is estimated at approximately one hour with a similar level of confidence. It is observed from the 




difference between different phases. This highlights the importance of establishing sound, efficient 
remediation plans in the case of an oil release accident in such a vulnerable environment. The 
present methodology is a useful tool for improving the reliability of such risk management 
strategies.    
3.4 Conclusion 
The present paper proposes a methodology for predicting the stochastic fate and transport of spilled 
oil in ice-infested regions, as an essential component of risk assessment in the planning and 
operation stages of future Arctic oil production facilities. The developed method integrates the 
conventional fate and transport models of chemicals with an HBA to achieve its objective. This 
allows incorporating the uncertainty associated with the influencing parameters. A fugacity-based 
model is developed and numerically solved to obtain the time-variant concentration of oil in the 
media. As a case study, a hypothetical scenario is simulated in which a significant amount of 
Statfjord oil is released from a subsea pipeline into the Labrador Sea. The results indicate that the 
concentration of oil in air and ice cover decreases quickly within the first few hours, however this 
process takes up to 10 hours for the concentration in water and sediment column. It is predicted, 
with 0.95 confidence, that the concentration of oil in air and ice cover phases reaches 10% of its 
maximum level within the first hour. However, this time is enough to only reduce the concentration 
of stressor in water column and sediment to 50% of the maximum level. The proposed framework 
can predict the concentration profile of oil released in an offshore accident more accurately by 
considering the dependency on input parameters using the observation data. The methodology can 
be readily applied by operation and safety managers to improve the safety of offshore oil and gas 
facilities by increasing the effectiveness of contingency plans. It can also be used for developing 
more efficient remediation plans.  
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Chapter 4: An Ecological Risk Assessment Model 
for Arctic Oil Spills from a Subsea Pipeline 
 
Abstract 
There is significant risk associated with increased oil and gas exploration activities in the Arctic 
Ocean.  This paper presents a probabilistic methodology for Ecological Risk Assessment (ERA) 
of accidental oil spills in this region. A fugacity approach is adopted to model the fate and transport 
of released oil, taking into account the uncertainty of input variables. This assists in predicting the 
95th percentile Predicted Exposure Concentration (PEC95%) of pollutants in different media. The 
5th percentile Predicted No Effect Concentration (PNEC5%) is obtained from toxicity data for 19 
species. A model based on Dynamic Bayesian Network (DBN) is developed to assess the 
ecological risk posed to the aquatic community. The model enables accounting for the occurrence 
likelihood of input parameters, as well as analyzing the time-variable risk profile caused by 
seasonal changes. It is observed through the results that previous probabilistic methods developed 





4.1 Introduction  
The significant rise in global energy demand has increased the attention of oil and gas industry to 
exploiting the hydrocarbon reserves in less explored areas. This includes the Arctic Ocean, 
containing about 13% of the world’s undiscovered oil reserves [63, 65]. Despite the unique 
opportunity, the socio-environmental impact of exploration activities is an important aspect to be 
taken into account in decision making. Over the past few years, the concerns around oil spill 
accidents in the Artic region has prompted the stakeholders including the governments of countries 
in those regions and the International Maritime Organisation (IMO), to review and amend existing 
regulations with respect to marine pollution [84, 85]. This is due to the major risk factors associated 
with the region which will definitely influence the likelihood (e.g. exerted loads from drifting 
icebergs) and consequences (e.g. slower decomposition of hydrocarbons in lower temperatures) of 
possible oil release accidents [66, 68, 69]. These are the two components of risk that must be 
analysed for the amendment of in place policies as well as for the development of contingency 
plans.  
There can be a significant risk posed by underwater release of oil [86]. The toxicity of chemicals 
can also adversely affect marine organisms with possible long-term consequences. There has been 
a great deal of research conducted on the ecological risk assessment (ERA) of waste from offshore 
oil production platforms [27, 32, 87]. However, this aspect of subsea oil spill has recently achieved 
even more attention. Nazir et al. [36] developed a methodology for ERA of oil spill from a riser. 
The proposed model is based on US EPA framework and adopts a fugacity-based approach to 
estimate the exposure to contaminants in the marine environment. A Monte-Carlo Simulation 
(MCS) was applied to incorporate the uncertainty of multimedia input parameters, and the analysis 
of stressor effect on the organisms was achieved by using toxicity data adopted from literature. 
Their method characterizes the ecological risk by transforming risk quotient (RQ) into probability 
distributions. French-McCay [88] presents a biological effects model coupled to an oil trajectory 
and fate model for supplying the required spatial and temporal estimation of oil component 
concentrations. In this method, the long-term effects are quantified using food web modelling and 
MCS is performed for evaluating the risk of a spill scenario. 
In the Arctic oil spill context, there have been several attempts towards ERA based on both 
qualitative and quantitative approaches. Afenyo et al. [33] proposed a probabilistic ERA model 




fate modelling and MCS is used to develop probability distributions for the exposure concentration 
and to predict the 95th percentile risk. The presented probabilistic approach propagates the 
uncertainty of input variables through the model. However, the probabilistic dependency of risk 
on those inputs is neglected. Moreover, the proposed methods do not provide a platform for the 
assessment of environmental risk with respect to important influencing parameters such as 
seasonal conditions. 
Unlike classical probabilistic methods, Bayesian techniques are promising for probabilistic risk 
assessment (PRA) applications. This is mainly because they are able to deal with a wide range of 
information types and provide useful estimation of model parameters when the data is sparse or 
the correlation between them is hard to perceive [75]. Bayesian network has been adopted by 
several researchers for conducting PRA [53, 54, 89]. Nevalainen et al. [37] have used BN for 
analysing the ecological impacts of oil spills on the Arctic environment and for providing a holistic 
view of such accidents. The authors assert that a food web approach be used as a more appropriate 
choice for ERA. In their model the influence of input parameters such as oil spill size and season 
on the acute and long-term ecological impacts are incorporated into the BN. However, it is 
suggested that the model must be enhanced with the quantification of problem variables. This is 
essential from a quantitative risk assessment viewpoint as well as for utilising the optimum 
capacity of BN. 
The main objective of this study is to develop a probabilistic methodology for conducting ERA of 
an oil spill accident in the Arctic. A fugacity model is utilized to simulate the fate and transport of 
released oil and to predict the exposure concentration in different media. A BN is established, 
based on the US EPA framework, to estimate the risk posed by release of oil from a subsea 
pipeline, on the environment containing a wide range of organisms. To demonstrate the application 
of the proposed methodology, a case study of the Kara Sea is selected. 
4.1.1 Ecological Risk Assessment (ERA) 
A framework is suggested by the United States’ EPA for conducting ERA. The main steps of this 
framework are i) problem formulation, ii) exposure analysis, iii) risk characterisation and iv) risk 
management and communication [27]. The problem formulation phase focuses on aggregating 
information, involving the assessment of endpoints, and planning for the risk analysis. The 
endpoints are selected based on the criteria provided by guidelines. In the case of underwater oil 




acceptable threshold. It is recommended by previous researchers that selecting a food web is more 
realistic than assessment with single species or groups as an endpoint [37, 90]. However, this is a 
challenging task since the toxicity data of an entire food web is hard to obtain, particularly from 
the Arctic ecosystem. The present study therefore chooses the endpoints based on the availability 
of toxicity data in the literature. In the analysis step, the aim is at assessing the exposure and 
corresponding effects on the endpoints. The risk characterization phase uses the obtained results 
from the previous steps for mapping the risk profile posed by the presence of contaminant(s) in 
the studied environment. This assists in developing risk mitigation strategies or contingency plans 
to be shared with the stakeholders [36]. The present paper focuses on developing a quantitative 
ERA model using US EPA framework. In the next section a brief discussion on fundamentals of 
BN is presented. In Section 4.2, the proposed methodology is explained in detail followed by a 
numerical example in Section 4.3. Lastly, the concluding remarks of this paper are provided in 
Section 4.4.   
4.1.2 Bayesian Network (BN) 
BN is a directed acyclic graph used for reasoning under uncertainty by considering the causal 
relationships. These relationships are represented by directed arcs, among a number of random 
variables that are represented by chance nodes. BN estimates the joint probability distribution of a 
set of random variables using the conditional independencies and the chain rule, given in Eq. (4-1). 
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where 𝑝𝑎(𝑋𝑖) is the parent set of variable 𝑋𝑖. As an example, the joint probability distribution of 
the random variables  𝑋1 - 𝑋4 illustrated in Figure 4-1 is estimated by 





Figure 4-1. Schematic of a BN. 
BN is capable of updating the estimated probabilities when new information becomes available 
about any of the random variables (i.e. evidence to chance nodes). For instance, if the variable 
2X  
in Figure 4-1. Schematic of a BN. is known to be in state 𝑒, the joint probability distribution is 
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Dynamic Bayesian Networks (DBNs) represent stochastic processes and can be used for modelling 
the temporal behaviour of a set of random variables [57]. They divide the time line into a series of 
time slices each of which are connected from nodes in time slice t t−  to the node in time slice t
, as shown in Figure 4-2. This figure illustrates a schematic of DBN for which the joint probability 









Figure 4-2. Schematic representation of a DBN. 
 
An extensive outline of BN and probabilistic knowledge elicitation is provided by Barber [91] and 
Pearl [58]. BN has a wide range of applications in risk and reliability assessment of engineering 
problems. Further details on using BN in different engineering applications can be found in 
previous research [42, 51, 52, 92-94].  
4.2 Methodology: Ecological Risk Assessment using BN 
The proposed methodology provides a model based on US EPA framework of probabilistic 
analysis of ecological risk posed by release of oil from a subsea pipeline in the Artic region. This 
method can be adopted to improve the preparedness for more oil and gas industrial activities in the 
Arctic region and for amending the safety policies and regulations currently in place. The model 
can also help in preparing risk mitigation plans for oil release accidents. An overview of the 






Figure 4-3. Developed methodology for probabilistic ERA of oil spills in the Arctic environment. 
 
4.2.1 Exposure Analysis  
Exposure analysis is the key component of ERA of an accidental oil release in marine environment, 
which estimates the extent of contamination, identifies the exposed organisms, the exposure 
pathways and the possible responses to stressors [31, 36, 95]. The level of contamination can be 
assessed by a fate and transport model. This results in obtaining the spatio-temporal concentration 
profile of pollutants in the environment.  
4.2.1.1 Dispersion Model 
An accidental release from a subsea pipeline or riser will result in a plume of oil on the surface of 
the sea. This release can be instantaneous or continuous, however, the present study focuses on a 
sudden spill [96]. The released oil may be subjected to several processes including evaporation, 
dispersion and advection. Among these, dispersion models can be used for evaluating the transport 
of oil from a generated plume to further locations. Concentrations can therefore be estimated as a 
function of location and time. The model presented by Logan [97] is used for the analysis. 




and no degradation occurs during the movement. This results in Eq. (4-3) for transport along the 















 =  
(4-3) 
where K  is the released amount of oil per area and w  is the wind speed. Eq. (4-3) confirms the 
reduction of oil concentration in further locations from the point of release. Although this equation 
can be used for computing the time-series concentration in specific locations, a model is also 
required to account for the transport processes in the bulk phases (e.g. water and sediment) and 
their sub-compartments. For more details of the dispersion model and consideration of trajectories 
refer to previous studies by Afenyo et al. [93], Afenyo et al. [30]. 
4.2.1.2 Fate and Transport  
For modelling the fate and transport of spilled oil in the Arctic region, a fugacity approach is 
followed, as suggested by Yang et al. [74] and Afenyo et al. [31]. Fugacity ( f ), having a unit of 
pressure, is known as the tendency of a chemical to escape from a phase and it is used as a substitute 
for chemical potential. The relationship between fugacity and concentration is given by Eq. (4-4): 
 
 C f Z=   (4-4) 
 
where C  is the concentration of chemical (mol/m3), f  is the fugacity (Pa) and Z is the fugacity 
capacity (mol/m3Pa). Fugacity capacity represents the tendency of a medium to absorb a chemical 
and a medium with a larger Z will have a higher concentration of chemicals. Mackay [28] proposes 
four levels of fugacity models providing the advantages of each level and its different applications. 
The present study adopts the level IV model as it is more realistic and can estimate the time-
dependent behavior of the chemicals. The method proposed by Yang et al. [74] is used as the basis 
for the developed probabilistic framework. More detailed discussions on fugacity models can be 
found in [28, 36, 74].  
The initial step to develop the fugacity model is to define the media involved in the oil spill 




compartment including air, water, ice and sediments are considered. Each of these media may 
carry few sub-compartments. For instance, ice cover may consist pure ice, liquid water, air and 
organic matter. The properties of the media and their sub compartments must be determined prior 
to the modelling process. In addition to these properties, the input variables of the model including 
the contaminant properties and environmental conditions must be known. This also involves 
quantifying the associated uncertainty with influencing parameters. Uncertainties are often 
classified into aleatory, accounting for the variability of environment, and epistemic uncertainty 
that represents the lack of knowledge about the process. The present paper only addresses the 
uncertainty associated with data while the analysis of model uncertainty is not in the scope of this 
paper. The information regarding the type and specifications of probability distributions will be 
later provided in the case study section. The level IV fugacity model can now be developed by 
formulating the unsteady-state mass balance equations, with a general form given in Eq. (4-5):   
 
 ( )ii i i ij j i ij ai Ri
df
V Z I D f f D D D
dt
= + − + +  , (4-5) 
where i  and j  denote the bulk phase and sub-compartment, respectively. iI is the input rate of a 
chemical compound in i th bulk phase and its unit is (mol/s). iZ is the fugacity capacity of each 
bulk compartment and ijD , aiD and RiD  are the transport parameters, referred to as D -values. The 
fugacity capacity of each bulk phase is estimated using Eq. (4-6). 
 
 ,i ij ijjZ Z=  (4-6) 
where ij  is the volume fraction and ijZ  is the fugacity capacity of the sub-compartment. More 
details on calculation of fugacity capacity are provided in Table 4-1. Transport parameters ( D -
values) must also be determined to formulate the fugacity equations. The calculation methods for 





Table 4-1. Calculation of fugacity capacity for all media, Z -values in (mol/m3.Pa), for sub-compartments and 
bulk compartments. 
Bulk compartment ( i ) iZ  Comment 
Air (1) 1 11 13 13Z Z Z= +   
Ice cover (2) 2 21 21 22 22 23 23 2 2 2( / )a aZ Z Z Z A V Z  = + + +  
2aA ice-air interface area, 
2V  is ice cover volume. 
Water (3) 3 32 33 33 34 34Z Z Z Z = + +   
Sediment (4) 4 42 42 43 43Z Z Z = +   
Sub-compartment ( j ) ijZ  Comment Reference 
Air ( 1iZ ) 1 RT  
8.314R=  (Pa.m3/mol.K), 
T is absolute temperature (K). 
 
Water ( 2iZ ) 1 H or 
s sC P  
H is Henry’s law const. (Pa.m3/mol),  
sC is aqueous solubility (mol/m3), 
sP is vapour pressure (Pa). 
[33] 
Solids ( 3iZ ) ij oc ijx K H  
ijx is organic carbon fraction, 
0.41oc owK K= is organic carbon partition 
coefficient, 
2.4ij = is density of solids (kg/L). 
[33] 
Aerosols ( 13Z ) 
66 10 SLP RT  
S
LP is liquid vapour pressure (Pa). [71] 
Biota (fish) ( 34Z ) 240.048 owK H  
24 1000 = is density of biota (kg/m
3), 
owK is octanol-water partition coefficient.  
[33] 
Ice-air interface ( iaZ ) iaK RT  
iaK is ice surface-air partition coefficient,  
ln (12.5 ) 0.68ln 19.63 lnia ow waK C K K= − +
waK is water-air partition coefficient. 
[28] 
Organic carbon in ice 
cover ( 23Z ) 
0.41 ow lK Z  1l waZ K RT H= =  [71] 
 
Table 4-2. Calculation of transport parameters considering two loss processes (advection and reaction) and 
three transport processes (diffusion, deposition and re-suspension). 
Interface Comment Details Total D -value 
Air (1)-Ice cove (2) 
Diffusion 
 12 11 12 22
1 (1 1 )v va viD K A Z K A Z= +  12 v diD D D= +  
21 vD D=  Deposition 
12 13 13di diD A U Z=  
Ice cover (2)- Water (3) 
Melting 
23 22iw iwD A U Z=  32 iwD D=  
23 iiD D=  Icing 23 33ii iiD A U Z=  
Water (3)-Sediment (4) 
Diffusion 34 33 4 4 34 331 (1 )y pw wD K A Z Y B A Z= +  
34 y dsD D D= +  
43 y rsD D D= +  
Deposition 
34 34ds dsD A U Z=  
Re-suspension 
34 43rs rsD A U Z=  
Reaction 
Ri Ri i iD K V Z=  
Advection 





The mass balance equations for air, ice cover, water and sediment are given by Eqs. (4-7) to 
(4-10). 
 1
1 1 1 21 2 1 12 1 1( )a R
df
V Z I D f f D D D
dt
= + − + + , (4-7) 
 2
2 2 2 12 1 32 3 2 21 23 2 2( ) ( )a R
df
V Z I D f D f f D D D D
dt
= + + − + + + , (4-8) 
 3
3 3 3 23 2 43 4 3 32 34 3 3( ) ( ),a R
df
V Z I D f D f f D D D D
dt
= + + − + + +  (4-9) 
 4
4 4 4 34 3 4 43 4 4( ),a R
df
V Z I D f f D D D
dt
= + − + +  
(4-10) 
where the direct input into the air, ice-cover and sediment phases are considered as negligible (i.e. 
1 2 3 0I I I= = = ). However, the input rate into water can be estimated by 3 3 iI Q C=  , where 3Q is 
the volumetric flow rate of oil in (m3/s) and 
iC is the molar concentration of oil in (mol/m
3). The 
fourth-order Runge-Kutta method is adopted to solve the set of above differential equations 
simultaneously. The fugacity of all compartments is then multiplied by the corresponding fugacity 
capacity to obtain the concentration profile of each bulk compartment (see Eq. (4-4)). To obtain 
the predicted exposure concentration (PEC), Eq. (4-11) is used.  
 
 ( ) ,PEC P xp C BaF=    (4-11) 
where ( )P xp is the exposure probability, given by the ratio of spill impact area to the total area, C  
is the concentration, and BaF represents the bioavailable fraction. The concentration of oil in 
different media, , can be estimated using the fugacity-based method suggested by Arzaghi et al. 
[98], also explained earlier in Section 3.2. The PEC will represent the extent of present pollutants 
that will reach the ecosystem and affect them adversely.  
The uncertainty is propagated through the model using a MCS. For this purpose, 500 samples are 
obtained from the input variables of the model and probability distributions are generated for each 
variable including PEC. As recommended by Sadiq et al. [27], the 95th percentile of the PEC 
(PEC95%) can be used for calculating the ecological risk. A bootstrapping approach is then adopted 
to compute the probability distribution of 95th percentile. This involves resampling 10,000 times, 





possible to quantify the mean and standard deviation of PEC95% needed for further computations 
in the method.  
4.2.2 Analysis of Ecological effects  
The adverse ecological effects on the ecosystem is dependent upon the extent of pollution (i.e. 
released chemicals) as well as the level of tolerance that the ecosystem has to the present toxicants, 
which can be up to thousands of compounds in the case of an oil spill. The process of analysis will 
be intractable if all compounds are to be considered. Because its acute toxicity is significantly 
more than moderate in comparison with other chemicals, this paper employs naphthalene as a 
surrogate to oil. That is the level of risk posed to the environment by oil can be represented by 
naphthalene due its high level of toxicity. This makes naphthalene of great concern from a risk 
assessment viewpoint. Moreover, the proposed method can be readily used for other hydrocarbons 
as well. Based on the availability of data, marine aquatic life is selected as the assessment endpoint. 
A number of measures are usually used for assessing the effect of pollutants on different organisms 
among which Lethal Concentration at 50% mortality (LC50) and No Effect Concentration (NEC) 
data are less scarce. These parameters describe the extent of chemical accumulation in the 
organisms as well as being a representative of the concentration threshold above which chronic 
effects can be experienced  [99, 100] . Predicted No Effect Concentration (PNEC) data is estimated 
by dividing the acute toxicity data (LC50 for 96-hours period) by 100, as suggested by Sadiq et al. 
[24]. Based on the recommended framework, the data for shorter durations are converted to LC50 
96-hours exposure times.  
In order to obtain the PNEC values, temperate species are a good substitute for those living in the 
Arctic environment [101]. PNEC data were gathered for 19 species of 5 groups adopted from 
previous research. To account for the associated uncertainty, probability distributions are 
developed for the lowest 5th percentile of toxicity data. This also assists in ensuring a higher level 
of safety through representing the entire community by the most susceptible ecological habitants. 
A unique component of the proposed methodology is that it divides the species into two categories 
for conducting ERA. This is because some of the species are exposed to the contamination in 
sediment compartment, in addition to the water phase. This may potentially make them more 
susceptible to lethal effects from the pollution. Bootstrapping is therefore carried out to generate 
the PNEC5% for both ecological groups. Using 10,000 samples, with replacement, from each 




4.2.3 Risk Assessment 
Risk quotient concept is used in this study as the basis of PRA method. The mathematical 







=  (4-12) 
By considering PNEC5% and PEC95%, it is ensured that for an RQ values of 1, the 95% of the 
aquatic ecological habitants are protected 95% of the time. The uncertainty of these variables is 
modelled using lognormal probability distributions. Lognormal distributions are multiplicative 
reproductive, hence the sum of two lognormally distributed parameters will follow a lognormal 
distribution. This property is used to develop the probability distributions of RQ parameter, with 
properties given by Eqs. (4-13) and (4-14). That is, based on the relationship in Eq. (12) a 
lognormal distribution can be established for RQ using the properties of PNEC5% and PEC95% 
distributions. 
 
95% 5%ln ln lnRQ PEC PNEC





ln ln lnRQ PEC PNEC  = −  (4-14) 
Therefore, the mean and variance of RQ is obtained for both groups of the species, one exposed to 
contaminants in water column and the other from both water and sediment phases. 10,000 samples 
are generated from each lognormal distribution for evaluating the risk, given by Eq. (4-15).  
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where ( )x is the normal distribution function with a mean of 0 and standard deviation of 1. mX
and
mS are the mean and standard deviation of logarithmically transformed data. These values are 
calibrated to 2.85 and 1.736, respectively, as recommended by [102]. The calibration is done based 
on the lognormal distribution function (see Eq. (4-15)) to ensure that an acceptable risk of 5% is 
achieved with an RQ value of 1. That is, through the risk assessment only 5% of species may be 
at risk while 95% of the population are protected. The total risk can also be estimated by combining 
the effect from contaminant in different bulk phases and proposed method can also incorporate the 




4.2.4 BN Model Establishment  
A BN model has previously been developed before by Nevalainen et al. [37] for conducting risk 
assessment of Arctic oil spills and evaluating acute and long-term impacts on marine species. 
However, the model uses expert judgment for constructing the network and compiling its 
Conditional Probability Tables (CPTs), overall presenting a tool for qualitative risk assessment. 
The present paper, however, proposes a BN model that is developed for a quantitative approach to 
PRA and uses mathematical relationships in conjunction with the knowledge of oil and gas and 
environmental engineering experts to build the model. The DBN is established based on the causal 
dependencies of each variable on its parent nodes, as discussed in Section 4.1.2. These 
dependencies are obtained from the physical interpretations of the methods provided in previous 
sections of the methodology.  Figure 4-4 depicts a single time slice of the developed DBN. For 
instance, the dependency of node PEC in sediment on the Exposure probability and Concentration 
in water nodes shown in Figure 4-4 is defined based on their relationship in Eq. (4-11). Based on 
the literature, it is considered that the seasonal condition greatly influences the likelihood of an 
accidental release in the environment resulting in a concentration of contaminant in the media; 
hence the relationship between Season, Accident and Concentration nodes.  
 
Figure 4-4. A single time slice of the developed DBN for ecological risk assessment of oil spill in the Arctic 





In the next step, numerical simulations are developed in MATLAB to solve the level IV fugacity 
equations, dispersion model and other mathematical equations from the previous sections. By 
incorporating the uncertainty of input variables, probability distributions are obtained for output 
parameters such as the concentration in water or PNEC5% of sediment phase. The data is then fit 
to appropriate probability density functions for each parameter. In order to quantify the 
relationships among the variables in the DBN model, the conditional probability distributions of 
random variables are specified (e.g. ( | , )P PEC pr C ). Since the variables are in a continuous space, 
discretization is performed providing the probability values for a number of mutually exclusive 
states. The probability mass functions are included in the CPTs of the network nodes. As 
recommended by Friis-Hansen [103], the discretization is performed by individually discretizing 
the variables of the domain considering the hierarchy of the nodes (i.e. discretization of the parent 
nodes before child nodes). This ensures that the properties of the variable distributions are 
preserved. It should be noted that the model shown in Figure 4-4 only presents a time slice of the 
DBN. This network is reproduced for a number of time slices to simulate a timeline which can be 
an entire year. This included four time slices each representing a season of the year. Conditional 
probability tables of the nodes influenced by seasonal changes were altered in each time slice 
according to the corresponding season. The transition between time slices is through the 
connection of the node Season from one time slice to the similar node in another time slice.  
4.3 Application of Methodology: Case Study 
This section is devoted to a case study that illustrates the application of proposed methodology. 
For comparison of the developed model and the previous studies, the case study is designed using 
the available data adopted from previous research [33, 104]. The adopted values within this 
numerical example are mainly selected to highlight the applicability of the method. A subsea riser 
operating in the Kara Sea is impacted by a drifting iceberg causing a rupture in the structure and 
release of 11,500 kg of oil. The spill area is 1,500 m2 and the average water depth is 200 m. This 
part of the Arctic region has a large amount of ice-cover with an average water temperature of          
-1.5 ºC in winter. More information on the physical characteristics of spilled oil and existing 
environmental condition in the region are listed in Table 4-3. As discussed before, naphthalene is 




released pollutant will be partitioned into the air, ice and sediment phases. The properties of all 
four media involved in the scenario and their sub-components are detailed in Table 4-5. 
.  
Table 4-3. Characteristics of spilled oil and environmental conditions in the Labrador accident case study. 
Oil Characteristics  Notation Value Units Reference 
Density   oil  832.0 Kg/m
3 
[73] 
Viscosity at 40ºC   3.03 cP 
Initial boiling point (zero evaporation) 0T  301 K 
Gradient of boiling point GT  500 KJ 
Oil-water interfacial tension tS  2000 Dyne/m 
Parameter  Notation Value Units  
Wind speed V  10.0 Km/h 
[73] 
Ambient air temperature aT  253 K 
Initial oil slick thickness t  0.02 m 
Initial area of spill  oilA  6000 m
2 




Table 4-4. Physiochemical characteristics of naphthalene as a surrogate for spilled oil. 
Parameter Notation Value   Units  
Molecular weight MW  128.2 
 g/mol  
Solubility at 25ºC sC  31.7 
 g/m3  
Vapour pressure at 25ºC sP  10.4 
 Pa  
Log owK  N/A 3.35 
 N/A  
 
 


















Air (1) 1.00 0.00 2×10-11 0.00 N/A 1.19 100.00 
Ice Cover (2) 0 0 5×10-6 0 0.2 916 2.5 
Water (3) 0 1 5×10-6 1×10-6 0.2 1000 100 





The present study does not include the weathering processes such as emulsification and natural 
dispersion in the modelling analysis only focusing on dispersion and fate and transport of a low-
concentration spill. The input variables of model that carry a level of uncertainty are given in.Table 
4-6.  
 
Table 4-6. Transport parameters and their uncertainty level used in level IV fugacity model. 
Parameter Notation Distribution Mean Standard Deviation Units 
Air-side MTC over ice cover vaK  Normal 2.0 0.01 m/h 
Ice-side MTC viK  Normal 0.01 0.001 m/h 
Aerosols deposition velocity diU  Point Estimate 10.8 N/A m/h 
Winter water temperature wwT  Uniform (-5, 0) N/A ºC 
Water temperature (other seasons) wsT  Uniform (0, 8) N/A ºC 
Melting rate iwU  Lognormal 3.9×10
-5 8.0×10-6 m/h 
Icing rate iiU  Normal 2.3×10
-5 5.0×10-6 m/h 
Water-side MTC over sediment pwK  Lognormal 0.01 0.001 m/h 
Diffusion path length in sediment 4Y  Point Estimate 5.0×10-3 N/A M 
Molecular diffusivity in water 4wB  Normal 4.0×10-6 3.5×10-7 m2/h 
Sediment deposition rate dsU  Normal 4.6×10-8 4.0×10-9 m/h 
Sediment re-suspension rate rsU  Normal 1.1×10-8 5.0×10-9 m/h 
 
The mass balance equations and dispersion model are solved using the input parameters in Table 
4-3 to 4-6 . The concentration of pollutant is estimated between 0.025 ppm and 0.04 ppm within a 
metre distance from the release point. The difference in this range with the estimations in the model 
by Afenyo et al. [33] is due to a higher wind velocity considered here. The fugacity distribution of 
all four phases under consideration is computed by sampling the probability distributions of input 




= ) are multiplied by the fugacity capacities, resulting in the concentration of each bulk 
compartment. Only concentration in water and sediment columns are presented here, since the 
long term concentration in other phases (ice and air), and consequently the ecological risk posed 
by pollution in these phases, are insignificant. This is in agreement with observations in previous 
studies [31, 74]. PEC in water and sediment are obtained with Eq. (4-11), assuming an exposure 
probability of ( ) 1P xp = . According to Clark et al. [105], bioavailable fraction can be considered 




The properties of lognormal distributions for PEC95% is computed through a bootstrap simulation 
for 10,000 samples from the PEC distribution.  The results of simulations for both water and 
sediment phase are presented in Figure 4-5 in the form of Cumulative Distribution Function 
(CDF). The mean PEC95% is 45.2 10− ppm and 35.9 10− ppm in water and sediment, respectively. 
To validate the obtained data, they are compared with a study by Brussaard et al. [106]. In their 
study, the exposure concentration of spilled oil in water was predicted between 43.0 10−  ppm to 
47.2 10−  ppm. The median concentration in sediment column was reported as 34.2 10− ppm in a 
research by Afenyo et al. [33]. Despite the difference in this parameter, which stems from some 
changes made to the case study, the predictions confirm are consistent with the exposure 
concentration from field data indicating that concentration in sediment is considerably higher than 
that in water. This observation highlights the accumulation of chemicals into the sediment column 
during the transport processes among different media. The higher concentration of contaminants 
in sediment in comparison to the water phase was reported previously [107]. 
(a) (b) 
  








Figure 4-6. Estimated CDF for PNEC5% of species influenced by contamination in (a) water and (b) 
sediment compartment. 
 
In order to aggregate the toxicity data, LC50 values of 19 aquatic species are adopted from the 
literature. PNEC data is obtained by extrapolating the 96-hours LC50 values. While the aquatic 
organisms are exposed to the pollutant in the water column, some may also be in contact with 
contamination in the sediment. The total ecological risk of these species is then a combination of 
both elements. The lowest 5th percentile of PNEC (PNEC5%) is generated by bootstrapping from 
both categories (i.e. 19 species exposed to water and 7 species exposed to both water and 
sediment). The resultant probability distributions of PNEC5% in both compartments are presented 
in Figure 4-6. The mean value of predicted PNEC5% is 5.75ppm and 15.05ppm for species 
exposed to water and sediment phases, respectively. Although the mean value for PNEC5% has not 
been provided before by any study with a similar context, the estimated value for water column is 
comparable with that reported in [36] which is 5.22  ppm. Afenyo et al. [33] has previously 
adopted the deterministic figure 
5%PNEC 2.0=  ppm for marine water, from a report [108]; 
however, this does not include the uncertainty involved with the parameter not providing the 
requirements for a probabilistic risk assessment. Probability distributions shown in Figure 4-5 and 
Figure 4-6 are used to establish the DBN for the assessment of ecological risk. Lognormal 




In a single time slice of the DBN model, the generic risk level is dependent on the risk posed from 
pollution in the water and sediment column. The estimated risk results are presented in Figure 4-7, 
where risk states A,B, …,E are the ranges used for the discretization process. These ranges are 
provided in Table 4-7. The figures selected for discretization are for illustration and comparison 
purposes. The results suggest that with more than 0.83 probability the risk is less than 
128 10− and 
the probability of having a risk more than 
115 10−  is less than 0.01. A comparison is carried out 
between the risk distribution obtained from the BN model and those resulting from previous 
research. Those studies that adopt a Monte-Carlo approach for the probabilistic assessment suggest 
a lower probability for the minimum risk level. For instance, using the generic framework provided 
by Nazir et al. [36] and later improved by Afenyo et al. [33], the median risk will be estimated at 
127.8 10− . However, the proposed BN model in the present paper suggests a median risk of 
124.2 10− . This highlights that by not including the dependency of output parameters on input 
variables, this risk parameter can be overestimated. A Bayesian approach, however, incorporates 
the likelihood of input variables as well as the causal dependency of the random variables on each 
other providing a more accurate and efficient risk assessment framework.  
 
Figure 4-7. Estimated Probabilities of ecological risk posed to the entire community of aquatic organisms. A 
comparison is provided between the results of present study (ERA using BN) and previous methods (based on 





Table 4-7. Definition of ranges used to discretize the risk posed by oil spill on aquatic species community 
Risk State State A State B State C State D State E 
Range      
 
In order to analyse the effect of seasonal changes on the ecological risk, the DBN included three 
time slices, each representing a seasonal condition. Khan et al. [109] assert that the Arctic region 
faces extremely rough weather in winter and relatively harsh weather in autumn whereas the 
conditions in summer and spring are mild. Therefore the likelihood of an accident in an offshore 
oil and gas facility will differ depending on the season of operation. This will in turn change the 
ecological risk profile of any such accident. On each time slice of the DBN, evidence is provided 
for a seasonal condition (i.e. operation in Spring/Summer, Autumn and Winter) and the probability 
of exceeding an acceptable risk level (here considered as 114 10− for illustration) is recorded. 
Figure 4-8 illustrates the obtained probabilities of ecological risk posed to the environment with 
respect to seasonal changes. The No Evidence case is provided as a general estimation of posed 
risk with no seasonal observations. This figure can be used for further analyses or development of 
risk mitigation plans. However, it is observed that the provided evidence in terms of operating 
seasons introduces a significant change in the risk profile. For instance, the transition from spring 
to winter can increase the probability of exceeding the risk limit from 62.3 10− to, while the 
predicted probability is approximately 
55.9 10− . This drastic difference in probability of 
exceeding the acceptable risk level is ascribed to the increase in likelihood of accidents in harsher 
environment and must draw the attention of designers, operators and risk managers to the 
importance of operating conditions and their influence on overall risk profile. The developed 
model can be expanded to decision making frameworks for developing efficient risk mitigation 
approaches. Such framework is able to accurately identify an optimum remediation plan or risk 
mitigation action based on the observations made during the operation and/or at the accident time. 





Figure 4-8. Probability of exceeding the acceptable ecological risk level for different seasonal conditions. No 






This paper proposes a methodology for conducting a probabilistic ERA of an accidental oil spill 
in the Arctic environment. The proposed method provides a probabilistic tool for estimating the 
overall risk posed to aquatic species. For this purpose, a fugacity approach in fate and transport 
modeling of pollutants is adopted. The resultant exposure concentrations, including a level of 
uncertainty, were used in a BN model along with distribution of ecological effects. As a case study, 
a scenario is simulated where 11,500 kg of oil is released during the operation of a subsea pipeline 
in the Kara Sea. The results suggest that the risk posed to aquatic ecological habitants is less than 
115 10− , with approximately 0.99 confidence level. It is observed that the previously developed 
probabilistic ERA methods are likely to overestimate the risk profile. The BN is extended to a 
DBN with three time slices, each of which instantiated to a specific seasonal condition. The DBN 
provides estimates for the likelihood of exceeding an acceptable risk level in each season. Extremer 
environmental conditions show a significant increase in this probability which highlights the need 
for more attention from the operators and risk managers to planning appropriate risk mitigation 
strategies. The proposed framework can be readily applied for improving the safety of Arctic 
exploration activities. It can also be used for developing more efficient remediation plans during 
accidental marine oil spills.  
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Chapter 5: Risk-based Maintenance Planning of 
Subsea Pipelines through Fatigue Crack 
Growth Monitoring  
 
Abstract 
Research and development in the field of risk-based maintenance of offshore structures has 
recently attracted large attention due to the significant level of accident risk and the cost associated 
with maintenance in such remote facilities. The uncertainties associated with the deterioration of 
these facilities require a sound decision-making methodology for maintenance planning. This 
paper presents a dynamic risk-based methodology for maintenance scheduling of subsea pipelines 
subjected to fatigue cracks. The developed method can assist the asset managers to select the 
optimum approach for mitigating the consequences of failure while minimizing the maintenance 
costs. A Bayesian network is developed to model the probabilistic deterioration process and then 
it is extended to an influence diagram for estimating the expected utility of each decision 
alternative. Observation of damage state is included in the model to enhance decision making 
capacity. To demonstrate the applicability of the methodology, three cases with different fatigue 
crack incidents on a pipeline are considered. Based on the monitoring results, the model is able to 
determine whether the maintenance should be performed or not. The economic risk associated with 
maintenance is also minimized by suggesting the optimum maintenance technique among multiple 





5.1 Introduction  
Subsea pipelines across the globe are widely used for transportation of large quantities of 
hydrocarbons from offshore wells to onshore locations, playing an important role in procurement 
of fuel for power generation and transport. Davis and Brokhurst [4] state that recorded failure rates 
in oil and gas subsea pipelines are relatively lower than pipelines in other facilities such as water 
distribution or wastewater collection systems. One of the major causes of failure in offshore 
pipeline is in degradation of structural properties [12, 13]. Specifically, the mechanical 
deterioration caused by fatigue phenomena leads to cracking of the tubular joints resulting in 
reduction of the resistance capacity and depression of service life in long-term [15, 110]. A 
damaged pipeline has significant environmental risks due to the hazardous properties of 
hydrocarbons and inaccessibility of the facilities. The loss of asset integrity may also delay 
production while maintenance is performed. 
In order to mitigate severe consequences, frequent inspections and maintenances are essential, 
however, companies incur substantial costs to perform regular maintenance activities in less 
accessible areas. Hence, asset managers aim at uninterrupted operation of the system, with 
minimizing the maintenance cost. Over the last decade, risk-based maintenance methods have 
attracted a significant attention in the process and offshore industry, since they provide a cost-
effective tool to reduce the probability of failure in the structures and associated consequences [39-
41]. Dey [11] developed a risk-based model using the Analytic Hierarchy Process (AHP) to 
identify the risk factors that influence failure of petroleum pipelines. Dey asserted that the 
developed technique can assist in reducing the cost of maintenance although it does not totally 
eliminate subjectivity. Similarly, Singh and Markeset [111] proposed an expert system for the 
establishment of Risk-Based Inspection (RBI) programs for oil and gas pipelines.  Their fuzzy-
based methodology can also be used for calculating the estimated rate of corrosion; however, it 
does not provide a physics-based degradation model.  Khan and Haddara [41] developed a 
methodology for optimizing the maintenance intervals in offshore production facilities. In their 
study, fault tree analysis (FTA) was adopted to determine the probability of failure. However, 
several researchers reported the negative side of FTA such as its incapability in capturing 
dependent failures and common cause failures [112, 113]. Moreover, FTA does not consider the 
dynamic nature of parameters such as temperature and pressure in the structures which are time-




prone to significant changes, hence the risk analysis method should be able to take into account 
the dynamic behavior of the system. 
Alternatively, Bayesian network (BN) is an advanced probabilistic model for reasoning under 
uncertainty and have been widely used in risk and reliability analysis of complex systems. 
Application of BN significantly reduces the system complexity and inference computational time 
by factorizing the joint probability distribution of a set of random variables based on local 
dependencies. Various applications of BN in risk and reliability engineering is presented by Weber 
et al. [44], Khakzad et al. [114], Yeo et al. [53] and and Holický et al. [115]. Bhandari et al. [78] 
employed BN to develop a methodology for maintenance scheduling of an offshore production 
facility by updating the risk profile and comparing it with an acceptable level of risk. Their tool 
was found to be reliable for minimizing the consequences of system failure while optimizing the 
asset and capital utilization. Friis-Hansen [55] studied the application of Dynamic Bayesian 
Networks (DBN) for the modelling of an offshore jacket structure with respect to fatigue crack 
growth. The developed probabilistic network was then extended to an Influence Diagram (ID) for 
the risk analysis of the structure failure that identifies the optimum inspection plans. However, 
Friis-Hansen asserted that by including all the possible states of crack size in the inspection results, 
the results of inspection planning can be improved.  Moreover, the network can be further extended 
to a maintenance planning tool by considering a number of applicable repair methods as the 
decision alternatives.  
Straub [56] developed a generic computational framework for modelling deterioration processes. 
Straub’s results showed that the framework can be adopted for applications in monitoring, 
inspection, maintenance, and repair planning due to its efficiency and robustness in Bayesian 
updating. Later, Nielsen and Sørensen [116] extended the framework to an ID for maintenance 
planning of offshore wind turbines. As a decision-making tool, their methodology assists in 
estimating the Expected Utility (EU) of performing or not performing repair on the structure 
considering the cost of failure and maintenance activities. However, in that study, a comprehensive 
cost analysis based on the state of deterioration was not incorporated in the risk assessment and 
the possibility of performing different maintenance tasks was not investigated.  
In the present study, a risk-based decision-making methodology is developed for the maintenance 
scheduling of subsea pipelines. In order to optimize the maintenance plan, the methodology must 




failure accidents or maintenance activities. To analyze the deterioration process, DBN is used to 
construct the probabilistic damage model. Bayesian updating capability is enhanced by including 
observations of damage state in the model based on the inspection/monitoring results. The 
developed DBN is then extended to an influence diagram for conducting a decision-making 
process based on the extent of the damage, failure risk and the costs associated with maintenance 
activities. Multiple maintenance techniques are included in the decision-making process to enable 
the decision makers to select the repair tasks with optimum expected outcome. In a selected case 
study, the advantages of this methodology is discussed through planning maintenance activities on 
detected fatigue cracks in an offshore pipeline.  
5.1.1 Bayesian decision making 
5.1.1.1 Dynamic Bayesian Network (DBN) 
An extensive outline to BN and probabilistic knowledge elicitation is provided by Barber [91] and 
Pearl [58]. BNs are directed acyclic graphs used for reasoning under uncertainty by considering 
the causal relationships (represented by directed edges) among components of a system 
(represented by chance nodes). BN estimates the joint probability distribution of a set of random 
variables based on the conditional independencies and the chain rule, as in Eq. (5-1):  
 





where 𝑝𝑎(𝑋𝑖) is the parent set of variables 𝑋𝑖. As an example, the joint probability distribution of 
the random variables  𝑋1 - 𝑋4 illustrated in Figure 5-1 is estimated by 𝑃(𝑋1, 𝑋2, 𝑋3, 𝑋4) =
𝑃(𝑋1)𝑃(𝑋2)𝑃(𝑋3 ∣ 𝑋1)𝑃(𝑋4 ∣ 𝑋3, 𝑋2) 
 





When new information about any of the chance nodes becomes available, BN can update the 
probabilities. For instance, if the variable 𝑋2 is observed to be in state 𝑒, the joint probability 
distribution is updated based on the Bayes’ theorem: 
 
𝑃(𝑋1, 𝑋3, 𝑋4 ∣ 𝑒) =
𝑃(𝑋1, 𝑋3, 𝑋4, 𝑒)




DBNs particularly represent stochastic processes and facilitate modelling of temporal behaviour 
of a set of random variables [117]. They divide the time line into a series of time slices each of 
which are connected from nodes in slice  𝑖 to the node in slice 𝑖 + 1. Figure 5-2 illustrates a 




Figure 5-2. Schematic of a DBN. 
 
A detailed explanation of inference algorithms developed specifically for DBN structures can be 
found in Murphy [60].  
 
5.1.1.2 Influence Diagram (ID) 
As an extension to BN, influence diagrams are used as a tool for probabilistic decision-making 
purposes. The diagram is formed by addition of decision and utility nodes to the network as shown 






Figure 5-3. Schematic of an ID (Decision and Utility nodes are added to BN). 
 
Decision nodes hold a number of action alternatives and its parent nodes provide the information 
required for making the decision. The arcs pointing to a decision node is an information arc instead 
of expressing probabilistic dependence [55]. Utility nodes consist of numeric values rather than 
probabilities demonstrating the decision makers’ preference over each configuration of decision 
alternative and the utility’s parent nodes.  For example, for 𝑛 states of the node 𝑋4 and 
𝑚 alternatives of the decision node, the utility table requires 𝑛 × 𝑚 numeric values which are 
determined based on experts’ knowledge or utility functions. The expected utility of decision 
alternative 𝑑𝑖 is then estimated by Eq. (5-3) and the action with maximum EU will be the optimum 
decision.  
 
𝐸𝑈(𝑑𝑖) = ∑ 𝑃(
𝑋4
𝑋4 ∣ 𝑑𝑖) 𝑈(𝑑𝑖 , 𝑋4) 
(5-3) 
 
Jensen and Nielsen [59] provide extensive information about influence diagrams which are widely 
used in decision making applications. The application of ID to decision making in a marine and 
process industry is assessed by Eleye-Datubo et al. [93] and Khakzad and Reniers [118].  
5.2 Maintenance Planning Methodology 
DBNs are a generalization of Markov process models. In a Markov process, the state of a variable 
at time 𝑡𝑖+1 is independent of the past given the state at the previous time step, 𝑡𝑖. In general, this 





uncertainties. However, the damage growth model corresponds to a Markov process if it is 
conditional on time-invariant random variables [56]. Hence, the deterioration process is modelled 
using DBN in which the state of damage is evaluated over a sequence of time slices. The model 
has been adopted from a study byArzaghi et al. [119]  reported in Chapter 2 of this thesis and 
modified to represent the long-term growth of fatigue damage. That is, the transition from short 
cracks to long cracks (see Section 2.3) is here considered as the initial time. This has been done to 
improve the computational efficiency of maintenance planning model explained in the following 
sections and concentrate more on the operational time where the extent of damage becomes 
critical.  
5.2.1 Deterioration Model 
The generic DBN in Figure 5-4 developed by Straub [56] qualitatively represents a deterioration 
model describing the state of damage over a discrete time process. The damage size is a function 
of the initial condition 𝐷0, a number of time-variant parameters 𝜔𝑡 and a number of time-invariant 
parameters 𝜃. To facilitate the model construction and for presentation purposes, the variable 𝜃 is 
introduced in the form of 𝜃1, 𝜃2, … , 𝜃𝑇 . Straub [56] suggests that this approach does not affect the 
computational efficiency of the model. 
The Bayesian network modelling also requires the quantification of the relationships between the 
random variables. This is performed by specifying the conditional probability distribution of 
random variables which are mostly defined in a continuous space. Although algorithms such as 
MCMC enable the compiling of continuous variables into the network, the possibility of 
computational deficiency in particular when the BN is very large makes them impractical. 
Therefore, the continuous random variables are replaced by discrete random variables (as 
explained later in a case study) and the corresponding probability mass functions 𝑝(𝜃𝑡|𝜃𝑡−1), 
 𝑝(𝜔𝑡|𝜔𝑡−1), 𝑝(𝐷𝑡|𝐷𝑡−1, 𝜔𝑡 , 𝜃𝑡) and 𝑝(𝑂𝑡|𝐷𝑡) are included in each node of the BN in the form of 
conditional probability table (CPT). It should be noted that the developed DBN is homogenous 
such that the constructed network and CPTs are identical for all the time slices excluding the first. 
As the main motivation of this study, the capability of model for maintenance optimization is 
enhanced by including observations in the model. The monitoring data can be readily inserted into 
the network as evidence from different observation of parameters 𝜃 and  𝜔1, … , 𝜔𝑡 (i.e. direct 
observations such as stress ranges in the structure or indirect observations such as level of salinity 




inspection and monitoring of the system. In order to increase the model’s capacity for decision 
making about maintenance, the observation node incorporates all the possible sizes of damage as 
its states rather than a random variable with two states of “detected” and “non-detected” defects. 
The BN model can be automatically updated when the variables  𝑂𝑡 are instantiated with the 
monitoring results.  
`  
Figure 5-4. A generic DBN for deterioration modelling [53] 
 
5.2.2 Discretization of continuous random variables 
All the continuous random variables of the model are replaced by discrete space variables with a 
number of mutually exclusive states. As recommended by Friis-Hansen [55], univariate 
discretization is adopted to ensure that the properties of the variables’ distributions are preserved. 
This method is performed by individually discretizing the variables of the domain considering the 
hierarchy of the nodes (i.e. the parent nodes are discretized before child nodes). Depending on the 
variables distribution, uniform or non-uniform interval lengths are chosen. In the case of non-
uniform intervals (e.g. for exponential distribution), the interval length is considered with inverse 
proportionality to the gradient of the probability density function. More details about discretization 
of the variables and how to include the conditional probability tables into the network is later 
explained in an application to a case study. 
5.2.3 Decision model for maintenance planning 
The BN is extended to an ID to determine the optimum maintenance plan considering the state of 





is developed by addition of the decision node "𝑀𝑎𝑖𝑛” consisting of the maintenance alternative. 
Utility nodes 𝑀𝐶  and 𝐹𝐶  are also included incorporating the cost of maintenance and failure, 
respectively. This requires to account for the probability of failure due to the developing damage 
in the structure.  For this purpose, variable 𝐹 with binary states “Fail” and “Safe” is added to the 
network. The quantification of failure probability and determining its CPT is explained later in a 
case study.  
 
 
Figure 5-5. Simplified influence diagram used in maintenance planning. Network nodes are FC: failure utility, 
F: failure of the structure, D: damage size, Mnt: monitoring results, MC: maintenance utility and Main: 
decision on Maintenance 
 
Utility tables of node 𝑀𝐶  are determined based on the preference over each configuration of the 
states of the utilities’ parent nodes and maintenance alternatives. It is considered that the 
methodology provides a tool for asset managers to evaluate whether the structure should be 
repaired or not and if yes then which maintenance method minimizes the accident risk and the cost 
of repair. The expected utility of each decision alternative is then estimated based on the concepts 





optimum outcome. It should be noted that a decision on maintenance influences the state of 
structures health in future. Therefore node 𝐷𝑡  has the decision node of the previous time slice 
𝑀𝑎𝑖𝑛𝑡−1 as its parent and similarly, node 𝐷𝑡+1 get input from the decision node 𝑀𝑎𝑖𝑛𝑡. 
5.3 Application: Maintenance for Detected Fatigue Cracks  
5.3.1 Scenario development  
To demonstrate the applicability of the developed influence diagram (ID) in risk-based 
maintenance of structures under deterioration process, a case study is conducted by modelling 
growth of fatigue cracks in an offshore pipeline using GeNie software. The crack model is extended 
to an ID for decision making in maintenance schedules for the structure. The fatigue model in this 
study is based on fracture mechanics and only consist of time–invariant random variable, although 
the developed methodology is generic and it can include any damage model or monitoring 
parameter.  
5.3.2 Fatigue crack growth model: Paris’ Law 
Offshore structures such as pipelines are subjected to cyclic loads from wind, current and waves 
making them susceptible to fatigue phenomena. To predict the development of fatigue cracks, 
fracture mechanics approach is often adopted taking into account the relationship between load, 
material properties and the age of the structure. By assuming constant load amplitudes, the growth 




= 𝐶(∆𝐾)𝑚 (5-4) 
 
where 𝑁 is the number of applied load cycles, 𝐶 and 𝑚 are empirically determined material 
parameters and ∆𝐾 is the stress intensity factor, which empirically can be represented as: 
 
 ∆𝐾 = 𝑌(𝑎)∆𝜎√𝜋𝑎 (5-5) 
Here, 𝑌(𝑎) is the geometry function dependent on the crack depth and ∆𝜎 is the stress range. The 




and the stress range which is not usually constant due to the environmental nature of the ocean. 
While the explicit solution of this equation is not possible, by assuming that the geometry function 
is independent of crack depth 𝑎 and the stress range ∆𝜎 follows a Weibull distribution, an 















           , 𝑚 ≠ 2 (5-6) 
where 𝐴 and 𝐵 are the scale and shape parameters of the Weibull distribution respectively and 𝛤 
is the gamma function when the Weibull distribution variable is sampled.  
5.3.3 BN Structure and Probability Distributions 
The BN assists in accounting for the uncertainties of the parameters in Eq. (5-6). These parameters 
are considered as random variables and introduced in the network by probability distributions. The 
load on the structure is described by a Weibull distribution with scale and shape parameters of 
𝐴 and 𝐵 respectively. It is assumed that parameter 𝐵 has negligible variation and has a constant 
value (𝐵 = 0.66), while parameter 𝐴 follows a normal distribution with mean value 𝜇𝐴 =
5.35MPa and standard deviation 𝜎𝐴 = 0.963MPa. A total of five independent nodes are 
considered for the variable 𝐴 in each time slice, since at each year the load from the sea is 
independent of other years. It is considered that 𝑁 = 106 load cycles are experienced by the 
pipeline every year. For the sake of convenience, parameters 𝐶and 𝑚 and the geometry function 









           , 𝑚 ≠ 2 (5-7) 
where  









Eq. (5-7) provides 𝑎 as a function of 𝑎0, however, for the sake of transition from one time slice 
𝑎𝑡−1 to the next one 𝑎𝑡, parameter 𝑁 was considered as the number of load cycles experienced in 
one time step (one year). This enables modelling the growth of crack through sequences of constant 




accurate inference with the DBN. The parameter 𝑀𝑈 accounts for the uncertainty of the model, 
following a normal distribution. A summary of the parameters used in the crack growth model is 
presented in Table 5-1. Parameters of the crack growth model from Friis Hansen [52]. 
Table 5-1. Parameters of the crack growth model from Friis Hansen [52]. 
Variable Description Distribution Mean Standard Deviation  
m Material parameter Deterministic 3.0 - 
C Material parameter Deterministic 2.17×10-13 - 
Y geometry function Deterministic 1 - 
B Weibull shape parameter Deterministic 0.66 - 
N Load cycles Deterministic 106 / year - 
A Weibull scale parameter Normal 5.35 MPa 0.963 MPa 
MU Model uncertainty Normal 1 0.18 
a0 Initial crack depth  Exponential 1 mm 1 mm 
The growth of crack is analyzed for a period of 5 years through 5 discrete time slices 
(𝑎0, 𝑎1, … , 𝑎5), though due to limited space nodes 𝑎0 to 𝑎3 of the decision model are only 
illustrated in Figure 5-7. The initial crack depth, 𝑎0 with exponential distribution was discretized 
in MATLAB software using 20 exponentially growing interval lengths (see Figure 5-8). This was 
conducted to avoid rounding errors caused by uniform interval lengths in the last intervals where 
the probabilities are significantly low. It should be noted that crack depth in the following time 
slices (𝑎1, … , 𝑎5) is discretized using the same intervals as 𝑎0. Figure 5-6 illustrates the sequence 
of filling the conditional probability table of crack depth 𝑝(𝑎𝑡 ∣ 𝑎𝑡−1, 𝑀𝑈𝑡 , 𝐴𝑡) using Eq. (5-7) in a 
form of a matrix with binary values. The calculation of crack depth 𝑎𝑡
𝑗
 is performed in MATLAB 
for 20 × 21 × 11 = 4620 configurations using 20, 21 and 11 states of 𝑎𝑡−1, 𝑀𝑈𝑡 and 𝐴𝑡, 
respectively. Variable 𝑃(𝑖, 𝑗) represents each array of the CPT for the time-dependent crack size 
(𝑎𝑡 ∣ 𝑎𝑡−1). The presence event, {𝑃(𝑖, 𝑗) = 1}, occurs if the estimated crack depth of configuration 
𝑗 (𝑎𝑡
𝑗
) is smaller than the upper bound of interval 𝑖 (𝑎𝑖𝑢𝑏) and non-presence event, {𝑃(𝑖, 𝑗) = 1}, 
occurs if 𝑎𝑡
𝑗
≥ 𝑎𝑖𝑢𝑏 . Binary values of  𝑃(𝑖, 𝑗) are then determined for each of 20 intervals of the 
crack depth (1 ≤ 𝑖 ≤ 20). As suggested by Friis-Hansen [55], in order to allow the probability 
mass (PM) of the small crack size intervals to grow into the following intervals, the upper bound 





Figure 5-6. Sequence of filling Conditional Probability Tables (CPTs) of node 𝑎𝑡. 
Normally distributed variables 𝑀𝑈1 and 𝐴1 are discretized into 21 and 11 uniform interval lengths, 
respectively. To capture the entire distribution, both ends were truncated and the probabilities were 
lumped into the end intervals. The CPT of other nodes 𝑝(𝑀𝑈𝑡 ∣ 𝑀𝑈𝑡−1)  and 𝑝(𝐴𝑡 ∣ 𝐴𝑡−1) (𝑡 ≠ 1) 
are filled using identity matrices. The dependency of parameters 𝐴 and 𝐵 on the previous time 
steps are introduced to enable the use of identical time slices for network establishment. According 
to Straub [56], this has no effect on the computational efficiency, while it facilitates the modelling 
process and graphical representation of the network. 
The occurrence of failure in the pipeline is assessed by limit state 𝐺, described as: 
 𝐺 = 𝑎𝑐 − 𝑎𝑡 (5-9) 
where 𝑎𝑡 is the actual crack depth and 𝑎𝑐 the critical crack depth. In the network, binary variables 
𝐹𝑡 represent failure event, {𝐹 = 1}, if 𝐺 ≤ 0 and survival event, {𝐹 = 0}, if 𝐺 > 0. The pipeline 
is assumed to have a wall thickness of 16.5 mm and any damages larger than this is considered in 
the failure domain, 𝑎𝑐 = 16.5 mm. Therefore, failure node 𝐹𝑡 has two states of Safe and Fail, the 




To incorporate the monitoring concept, node 𝑀𝑜𝑛 was included in the network. For a specific 
monitoring method, it is more probable to detect cracks with larger depths. Thus the probability of 
damage detection is modelled with an exponential distribution as: 




where 𝑃0 = 1 and 𝑎𝑖𝑢𝑏 is the upper bound of crack depth interval. It should be noted that node 
𝑀𝑛𝑡 has the states of  𝑎𝑡 as well as no detection state.  
 
Figure 5-7. Developed limited memory influence diagram for maintenance planning of offshore pipelines. 
Network nodes are FC: failure utility, F: failure of the structure, a: crack depth, Mnt: monitoring results, Mu: 
model uncertainty parameter, A: Weibull scale parameter (for stress range), MC: maintenance utility and Main: 





Figure 5-8. Discretised exponential distribution of initial crack size. 
 
5.3.4 Utility functions 
The maintenance scheduling process is continued by determination of decision alternatives. 
Considering the failure risk, the model aims at evaluating whether the fatigue crack should be 
maintained now or postponed, if required, and if which maintenance method minimizes the 
accident risk and the cost of repair. Therefore, three action alternatives including welding, repair 
or continue are added to the decision node. The welding option is assumed to be the solution for 
cracks with relatively small sizes [120] while the other alternative, repairing, is considered to be a 
more complicated task appropriate for major damage in the pipeline. This level of complexity is 
considered when defining the utility values of each action alternative. Figure 5-9 illustrates a 
comparison between the costs associated with two maintenance tasks. As illustrated in the figure, 
if the damage size is within the first 15 intervals (𝑎𝑡 ≤ 10mm), the cost required for welding the 
pipeline is lower than the cost of any major repair activities. However, due to the repair action’s 
cost effectiveness and also significant increase in probability of failure in the last five intervals, 
welding cost exponentially increases. That is, for critical crack sizes (𝑎𝑡 > 10mm) it is essential 
to perform more extensive repair activities. Moreover, it is assumed that any repair recovers the 




intervals in the figure represents the case in which no damage is detected in the pipe though 
operators are likely to incur a cost due to approaching the facility for performing repair.  By adding 
the failure utility node, the cost associated with action alternative continue is considered to be -
$80K as the cost for a corrective maintenance.  
 
Figure 5-9. Utility values of maintenance alternatives, Welding and Repair, for each interval of crack size 
(State 0 of crack size intervals represents the case in which no crack is detected by the monitoring system). 
 
5.3.5 Decision Making: Results 
The capabilities of the developed decision model is assessed through three cases with different 
fatigue crack incidents in a five-year monitoring period. The results of the monitoring process is 
summarized in Table 5-2. Observations of fatigue crack in an offshore pipeline. Three cases were 
considered with different monitoring results. Note: the cells with dashes illustrate future times 
where monitoring is yet to be performed.. To clarify the presented information, in case B, the 
monitoring process resulted in no damage detection in the first and second year while in the third 
year an observation is made with a crack in state 11 of damage intervals. The state of the structure’s 




Table 5-2. Observations of fatigue crack in an offshore pipeline. Three cases were considered with different 
monitoring results. Note: the cells with dashes illustrate future times where monitoring is yet to be performed. 
Year 1 2 3 4 5 
Case A No Det. State 15 - - - 
Case B No Det. No Det. State 11 - - 
Case C State 8 State 12 State 14 - - 
The results of monitoring is introduced as evidences into the influence diagram to estimate the 
expected utility (EU) of each decision alternative, as presented in Figure 5-10 and 5-11. For future 
times, no evidence is added to the network and the values are predicted based on relative damage 
growth probabilities.  
During the monitoring process in case A, no damage is detected in year 1 (see Figure 5-10a). This 
results in reduction of failure probability to zero and consequently the maximum EU for continuing 
the operation of the pipeline. The low EU for welding and repair actions are due to the cost of the 
inspection for maintenance in the case no damage is found. Observation of a major crack in the 
structure (in state 15 and about 10mm deep) causes a dramatic drop in EU of continuing the 
operation (about -$120K) implying that the maintenance must be performed on the pipeline. Due 
to the significant probability of failure, the model suggests that an extensive repair activity, with 
EU of about -$55K, will have the optimum outcome between the two maintenance alternatives. 
Repairing the structure is predicted to increase all the expected utilities in the future (after year 2). 
However, as it can be seen in years 4 and 5, the continuous operation of the pipeline will reduce 
the EU as a result of the structural deterioration process. 
In case B, the EU of continuing the operation remains negligible in the first and second year due 
to not being able to detect the damage. However, this results in reduction of failure probability 
between these two years and consequently increases the expected utility of both welding and major 
repair for about $2.5K. In the current time, the third year into the pipeline's operation, a damage 
within the crack depth interval of 4mm-5mm is detected suggesting that the structure must undergo 
a welding process to recover its healthy state. This action has the maximum EU of -$36k since the 
state of damage does not justify the cost required for performing an extensive repair (EURepair = -
$41K). The capability of the model to suggest the optimum maintenance plan was not achieved in 
previous researches conducted by Friis-Hansen [55] and Nielsen and Sørensen [116]. In a similar 
way as case A, it is predicted that performing the appropriate maintenance task increases the EU 







Figure 5-10. Expected utilities of three decision alternatives: Welding, Repair and Continue operation for 
case A (a) and B (b) with different fatigue crack incidents as detailed in Table 5-2. Observations of fatigue 
crack in an offshore pipeline. Three cases were considered with different monitoring results. Note: the cells 







Case C is a more realistic representation of a deterioration process where the fatigue crack in the 
pipeline grows gradually from state 8 in the first year, with about 2 mm depth, to state 14 in the 
third year of operation in which crack depth is between 7mm to 8.5mm, as illustrated in Figure 
5-11. In spite of monitoring a growing crack in the first two years, the model suggests that 
continuing the operation has the maximum EU. In the third year, however, welding is to be 
performed on the pipeline due to the significant drop of the expected utility of continuing the 
operation. The entered evidences reduce the level of uncertainty between year 2 and 3 hence 
increasing the EU of both maintenance tasks, weld and repair, to -$37K and -$42K, respectively. 
Once performed, the repair activity leads to increasing all the expected utilities in the future (years 
4 and 5).   
 
Figure 5-11. Expected utilities of three decision alternatives: Welding, Repair and Continue operation for case 
C with fatigue crack incidents as detailed in Table 5-2. Observations of fatigue crack in an offshore pipeline. 
Three cases were considered with different monitoring results. Note: the cells with dashes illustrate future 






5.4 Conclusion  
This paper presents a dynamic risk-based methodology for the maintenance scheduling of 
deteriorating structures. Planning maintenance activities for a subsea pipeline subjected to fatigue 
cracks is considered as the application of methodology. For this purpose, a BN-based on 
deterioration process is developed to model the state of damage and the failure probability in a 
finite number of time slices. A fracture mechanics-based method is adopted to model the fatigue 
crack growth using Paris’ law. The BN is then extended to an influence diagram with the aim at 
estimating the expected utility for each decision alternatives whether to perform a maintenance 
task or not. The model is enabled to update the probabilities based on observation of the damage 
state. As a case study, repair activities in three cases with different crack incidents in an offshore 
pipeline are investigated. Three actions including welding, repairing and continuing the operation 
of the facility are considered as the decision alternatives. Based on the monitoring results and 
defined utility values, the maximum utility of each action is determined at each year of the 
operation. Such a cost-effective safety analysis enables the asset management to mitigate the risk 
of accident while minimizing the maintenance costs.  
The priority of this study is to demonstrate the capabilities of the risk-based maintenance approach; 
however, the developed methodology can be adopted to integrate real-life utility functions 
enabling asset managers to apply the tool on industrial problems. For the sake of simplification, it 
is assumed that any repair action completely recovers the structure’s state of health. However, the 
model can be readily used to incorporate the level of uncertainty of maintenance outcome.  Further 
work can also be carried out to investigate the observation of various ranges and intensities of 
stress in the structure as a condition monitoring parameter. 
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Chapter 6: Summary & Conclusion 
6.1 Summary  
Subsea pipelines are valuable assets of the oil and gas industry and are used for safe and cost-
effective transmission of extracted hydrocarbons to different locations. These structures however, 
are subject to aging and deterioration processes which are progressive and may result in 
undesirable events. In particular, corrosion and fatigue damage play a key role in the failure of 
subsea pipelines. Such accidents may lead to substantial financial risk for the industry, in the form 
of excessive operational costs or loss of asset and production. At times, they may also pose 
catastrophic environmental risks to the marine ecosystem due to the loss of containment. Effective 
strategies are therefore required to ensure a safe and reliable operation be performed. However, 
most of the integrity management techniques in place currently rely on preventive maintenance 
approaches which neglect the actual condition of the structure or risk level of operation at the time 
of decision making. This Ph.D. research aims at improving the safety and availability of 
deteriorating subsea pipelines based on advanced risk-based approaches. Bayesian statistics are 
utilized in this study for deterioration modelling, probabilistic risk assessment and risk-based 
decision-making.  
6.2 Conclusions  
The major conclusions of this research are listed below according to the organization of the thesis: 
➢ A probabilistic methodology was developed for predicting the corrosion and fatigue service 
life of subsea pipelines. The entire fatigue life, consisting of pit nucleation, pit growth, crack 
initiation, crack growth and failure is simulated using MCS and a DBN model.  It was 
observed that this rate is significantly higher at later stages of the service life. For instance, in 
the 20th year of operation, probability of failure is about 0.1 where due to faster growth of long 
cracks this value reaches to about 0.95 after 15 years, given that no maintenance is performed 
on the pipeline. The results highlight the capability of the method in prediction of corrosion 




➢ A novel methodology is proposed for predicting the stochastic fate and transport of spilled oil 
from fractured subsea pipelines. The conventional fugacity approach is integrated with HBA 
to incorporate the uncertainty of input variables and to improve the prediction of pollutant 
concentration in multimedia. In a case study, an oil release scenario in the Labrador Sea is 
simulated. The results suggest that the oil concentration in air and ice cover decreases 
significantly within the first few hours, however this requires approximately 10 hours for the 
concentration in water and sediment column to reduce to a same level. It is predicted, with 
0.95 confidence, that oil concentration in air and ice cover phases reaches 10% of its maximum 
level within the first hour while this time is only enough to reduce the concentration in water 
column and sediment to 50% of the maximum level. By estimating the distribution of time to 
reach a concentration of stressor, this methodology can be used by operation and safety 
managers for developing effective risk contingency and remediation plans. 
➢ The estimated distribution of pollutants concentrations is later used to evaluate the ecological 
risk posed to the aquatic species by the release of hydrocarbons in marine environment. For 
this purpose, a BN is established based on the RQ concept that compared the predicted 
exposure concentration of stressor with predicted no effect concentration of organisms. A case 
study scenario is adopted involving the release of 11,500 kg of oil during the operation of a 
subsea pipeline in the Kara Sea. The predictions suggest, with approximately 0.99 confidence, 
that the level of imposed risk to aquatic ecological habitants is less than 5 × 10−11. From a 
comparison of the results of previous researches, it is concluded that those methods are likely 
to overestimate the risk profile, which may be due to not including the probabilistic 
dependency of input parameters in the analysis. The model was extended to a DBN for 
evaluating the effect of seasonal changes on the overall risk estimates. The results highlight 
that operations in more extreme environmental conditions require more attention from the 
operators and risk managers for development of risk mitigation strategies. 
➢ In order to mitigate the consequences of subsea pipeline accidents due to degradation, a 
dynamic risk-based methodology is proposed for the maintenance scheduling of the structures, 
based on the predicted remaining useful life. A DBN-based deterioration model is extended 
to an ID for estimating the expected utility for each decision alternative. The alternatives are 
selected to identify whether or not maintenance is required, and more importantly which repair 
option will provide the optimum outcome. The results demonstrate that the developed method 




the availability of assets while minimizing the overall operational costs. The priority of this 
part of research is to demonstrate applicability of a risk-based approach to maintenance 
planning of deteriorating subsea pipelines. However, the developed methodology can be 
adopted to integrate real-life cost models and condition monitoring data to enable the 
extension of framework to an industrial support-decision tool. 
6.3 Recommendations for Future Work 
This research attempts to improve the asset integrity management strategies currently utilized in 
the oil and gas industries, however, further works can be carried out based on the following 
suggestions: 
➢  The prognostic health assessment methodology proposed in this study can be extended to a 
subsea pipeline condition monitoring framework. This can be achieved by integrating fault 
detection algorithms that enable prediction of the useful life of the structures based on 
observations of faults in the operation. 
➢ The risk associated with failure of subsea pipelines may also include the environmental risks imposed 
by the accident (i.e. the costs required for implementing remediation plans and even the financial 
penalties incurred by the asset owner/operators due to the causation of environmental damage). The 
model reported in Chapter 5 merely considers the cost of corrective repair as a failure consequence, 
however, future work can incorporate the environmental risk as an additional component failure costs. 
It is possible to account for the level of environmental damage if the spill accident is modelled using 
a multi-state failure event (i.e. various states representing different sizes of rupture). 
➢ A decision-support tool can be developed based on the proposed risk assessment framework 
for optimizing the remediation of oil spill accidents. This can be helpful for operators and risk 
managers to allow them to take the optimum action while mitigating the consequences of an 
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