Stability analysis of positive semi-Markovian jump linear systems with
  state resets by Ogura, Masaki & Martin, Clyde F.
STABILITY ANALYSIS OF POSITIVE SEMI-MARKOVIAN JUMP
LINEAR SYSTEMS WITH STATE RESETS
MASAKI OGURA AND CLYDE F. MARTIN∗
Abstract. This paper studies the mean stability of positive semi-Markovian jump linear systems.
We show that their mean stability is characterized by the spectral radius of a matrix that is easy to
compute. In deriving the condition we use a certain discretization of a semi-Markovian jump linear
system that preserves stability. Also we show a characterization for the exponential mean stability of
continuous-time positive Markovian jump linear systems. Numerical examples are given to illustrate
the results.
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1. Introduction. The stability analysis of switched systems, a class of dy-
namical systems whose mathematical structure experiences abrupt changes, is one
of the most fundamental problems in mathematical systems theory [13, 29, 37]. In
particular, the stability of positive switched systems, whose state variables are con-
strained to be in positive orthants, has received considerable attentions over the past
decade [3,17,27,32,35]. The study of positive switched systems is motivated by their
possible application in pharmacokinetics. In the modern treatment of human immu-
nodeficiency virus (HIV) infection, multiple drug regimens are employed to prevent
the emergence of drug-resistant virus [39]. The authors in [21] solve the minimization
problem of such virus mutation by its reduction to the optimal control problem of
a positive switched system under simplifying assumptions. The reduction was made
possible by the switching nature of HIV treatments and the positivity constraint nat-
urally placed on the population of virus. The importance of this class of switched
systems also stems from the fact that such positivity constraints naturally arise in
broad areas including communication systems [36], formation flying [24] and multi
agent systems [33].
The stability of positive switched linear systems has been mainly studied by co-
positive Lyapunov functions [3, 17, 19, 27, 40]. A co-positive Lyapunov function is a
non-negative linear form of state variables, which makes a contrast with general cases
where the non-negativity of Lyapunov functions forces us to use quadratic functionals
of state variables. Its linearity often reduces the stability analysis of positive switched
linear systems to linear problems. For example, a positive switched linear system is
stable for all switching signals if a family of square matrices associated with the given
system consists of matrices whose eigenvalues have only negative real parts [17,27,40].
However, once a switched system is modeled as a stochastic switched system [28,
34], the above mentioned Lyapunov function approach fails to take the probability
distribution into account appropriately because it treats any sample path in a rather
equal manner. One of the natural notions of stability in this case is mean stability [28],
which requires that the norm of state variables converges to 0 in expectation. One of
the earliest results along this line is by Feng et al. [16], where they give a necessary
and sufficient condition for the exponential mean square stability of continuous-time
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Markovian jump linear systems. This result has been extended to switched linear
systems with various stochastic structures including switching Markovian jump linear
systems [4], Markovian jump linear systems with disturbances [18], and stochastic
hybrid systems with renewal transitions [1]. Stochastic Lyapunov function approaches
for the stability analysis of Markovian jump nonlinear systems with disturbances can
be found in [26,30].
The aim of this paper is to give criteria for the mean stability of positive stochastic
switched systems. We assume that the switched systems are semi-Markovian jump
linear systems [23] (also called stochastic hybrid systems with renewal transitions
[1]), whose switching signal is a Markovian renewal process [25]. We show that their
exponential mean stability is characterized by the spectral radius of a matrix that is
easy to compute. We also allow their state to be reset [31] by random linear mappings
at the switching instances.
One of the difficulties in analyzing semi-Markovian jump linear systems is that
its transition rate of discrete-modes is not time-invariant [23]. Instead of employ-
ing Volterra integral equations used in [1], we avoid this difficulty by introducing
a discretization of semi-Markovian jump linear systems that admits a certain time-
invariant expression (Proposition 3.8). That discretization turns out to preserve sta-
bility properties and hence the system matrix of the discretization exactly determines
the stability of the original system.
This paper is organized as follows. After preparing necessary mathematical nota-
tions, in Section 2 we give the definition of continuous-time positive semi-Markovian
jump linear systems and state the main result. Section 3 gives the stability analysis
of discrete-time positive semi-Markovian jump linear systems. Based on the analysis
Section 4 gives the proof of the main result. The exponential mean stability of positive
Markovian jump linear systems is studied in Section 5.
1.1. Mathematical Preliminaries. Let (Ω,M, P ) be a probability space. For
an integrable random variable X on Ω its expected value is denoted by E[X]. Without
being explicitly stated, the random variables that appear in this paper will be assumed
to be integrable. If M1 ⊂M is a σ-algebra then E[X | M1] denotes the conditional
expectation of X given M1. It is well known (see, e.g., [5]) that, if M2 ⊂ M1 is
another σ-algebra then
(1.1)
E[E[X | M2] | M1] = E[E[X | M1] | M2]
= E[X | M2].
The σ-algebra generated by random variables X1, . . . , X` is defined [5] as the smallest
σ-algebra on which X1, . . . , X` are measurable and is denoted by M(X1, . . . , X`).
For a function f on R its limit at t from the left, if it exists, is denoted by f(t−).
Lemma 1.1. Let M1,M2,M3 ⊂ M be σ-algebras on Ω and X be a random
variable on Ω. If E[X | M1] = E[X | M3] and M1 ⊂M2 ⊂M3 then E[X | M1] =
E[X | M2].
Proof. By (1.1) and the assumption,
E[X | M1] = E [E[X | M1] | M2]
= E [E[X | M3] | M2]
= E [X | M2] .
This completes the proof.
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A real matrix A is said to be nonnegative if it has only nonnegative entries and
we write A ≥ 0. Let A be square. A is said to be Metzler if its off-diagonal entries are
nonnegative. Since any Metzler matrix A can be written as A˜−αI where A˜ ≥ 0, α ∈ R,
and I is the identity matrix, the exponential matrix eAt (t ≥ 0) is nonnegative. The
Kronecker product [6] of A and another matrix B is denoted by A⊗B. The spectral
radius of A is denoted by ρ(A). We say that A is Schur stable if ρ(A) < 1. Also
the spectral abscissa of A, denoted by η(A), is defined as the largest real part of the
eigenvalues of A. We say that A is Hurwitz stable if η(A) < 0. The next lemma gives
basic facts about nonnegative matrices (see, e.g., [38]).
Lemma 1.2. Let A ≥ 0 be square. Then ρ(A) is an eigenvalue of A and there
exists a nonnegative eigenvector to the eigenvalue ρ(A). Moreover if A ≥ B ≥ 0 then
ρ(A) ≥ ρ(B).
The next corollary readily follows from the lemma.
Corollary 1.3. Let A and B be nonnegative square matrices with the same
dimensions. If Aij > Bij whenever Bij > 0 then ρ(A) > ρ(B).
Proof. Define r = mini,j:Bij 6=0
Aij
Bij
> 1. Then A ≥ rB≥ 0 so that, by Lemma 1.2,
ρ(A) ≥ rρ(B) > ρ(B).
The m-norm of x ∈ Rn is defined by ‖x‖m = (
∑n
i=1|xi|m)1/m. The symbol 1`
denotes the column vector of length ` whose entries are all 1. The 1-norm is linear on
the positive orthant Rn+ because if x ≥ 0 then ‖x‖1 = 1>n x. By ei we denote the i-th
standard unit vector in RN defined by
[ei]j =
{
1 j = i,
0 otherwise.
It is easy to see that, for all i, m ≥ 1, and x ∈ Rn,
(1.2) ‖x‖m = ‖ei ⊗ x‖m,
where the m-norm on the right hand side is defined on RnN .
For x ∈ Rn and a positive integer m the vector x[m] is defined [2, 8] as the real
vector of length
nm =
(
n+m− 1
m
)
whose elements are all the lexicographically ordered monomials of degree m in x1,
. . . , xn. Their nonzero coefficients are chosen in such a way that ‖x‖m2 = ‖x[m]‖2.
From (1.2) it follows that
(1.3) ‖ei ⊗ x[m]‖2 = ‖x‖m2
for any standard unit vector ei. For A ∈ Rn×n we define the nm × nm matrices A[m]
and A[m] as the unique matrices [2, 8] satisfying
(1.4) (Ax)[m] = A[m]x[m]
for every x ∈ Rn and
(1.5)
[
dx
dt
= Ax
]
⇒
[
dx[m]
dt
= A[m]x
[m]
]
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for every Rn-valued differentiable function x on R. We need the next two lemmas
about the vector x[m].
Lemma 1.4. Let x be an Rn-valued random variable. If x ≥ 0 with probability 1
then
(1.6) E[‖x‖mm] ≤ n‖E[x[m]]‖1.
Proof. By the assumption we have E[‖x‖mm] = E[
∑n
i=1|xi|m] =
∑n
i=1E[x
m
i ].
Since x[m] has the entry xmi it holds that E[x
m
i ] = |E[xmi ]| ≤ ‖E[x[m]]‖1. Thus (1.6)
is true.
Lemma 1.5. The set {ei ⊗ x[m] : 1 ≤ i ≤ N, x ∈ Rn} ⊂ RnmN spans RnmN
over R.
Proof. Since each of ei is a standard unit vector, it is sufficient to show that the
set S = {x[m] : x ∈ Rn} spans Rnm . Assume that v ∈ Rnm is orthogonal to spanS.
Then, for every x ∈ Rn we have
(1.7) v>x[m] = 0.
Since x[m] has all the monomials of degree m with nonzero coefficient, comparing the
coefficient of each monomial in (1.7) shows v = 0, which implies that spanS is the
entire space Rnm .
2. Continuous-time Positive Semi-Markovian Jump Linear Systems.
This section introduces continuous-time positive semi-Markovian jump linear systems.
Then we define their exponential and stochastic mean stability. After that we state
our main result, which gives the characterization of the mean stability of continuous-
time positive semi-Markovian jump linear systems. A numerical example is given to
illustrate the result.
Let A1, . . . , AN be n×n real matrices. Throughout this paper we fix a probability
space (Ω,M, P ). Let {σk}∞k=0, {tk}∞k=0, and {Jk}∞k=0 be stochastic processes on Ω
taking values in {1, . . . , N}, R+, and Rn×n, respectively. We assume that {tk}∞k=0 is
non-decreasing. We let
hk = tk+1 − tk, k ≥ 0.
Assume that t0 = 0 and σ0 is a constant. Let Σ be the stochastic switched system
defined by
(2.1) Σ :

dx
dt
= Aσkx(t), tk ≤ t < tk+1
x(tk+1) = Jkx(t
−
k+1), k ≥ 0
where x(0) = x0 ∈ Rn is a constant vector.
Definition 2.1. We say that Σ is a continuous-time semi-Markovian jump
linear system if the following two conditions hold for every i, j ∈ {1, . . . , N}, t ≥ 0,
and every Borel subset B of Rn×n.
C1. (Markovian property) It holds that
P (σk+1 = j, hk ≤ t, Jk ∈ B | σk, . . . , σ0, tk, . . . , t0, Jk−1, . . . , J0)
=P (σk+1 = j, hk ≤ t, Jk ∈ B | σk).
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C2. (Time homogeneity) The probability
(2.2) P (σk+1 = j, hk ≤ t, Jk ∈ B | σk = i)
is independent of k.
Furthermore we say that Σ is positive if
C3. (Positivity) The matrices A1, . . . , AN are Metzler and, for each k ≥ 0, Jk is
nonnegative with probability 1.
The conditions C1 and C2 in particular show that the process {(σk, tk)}∞k=0 is
a time-homogeneous Markovian renewal process and therefore {σk}∞k=0 is a time-
homogeneous Markov chain [25]. We let [pij ]ij ∈ RN×N be the transition matrix of
the Markov chain {σk}∞k=0. The condition C3 implies that x(t) ≥ 0 for every t ≥ 0
with probability 1 provided x0 ≥ 0. Without being explicitly stated, throughout this
paper Σ denotes a positive continuous-time semi-Markovian jump linear system. The
aim of this paper is to study the stability of Σ defined as follows.
Definition 2.2. Let m be a positive integer.
• Σ is said to be exponentially m-th mean stable if there exist C > 0 and β > 0
such that, for every x0 and σ0,
(2.3) E[‖x(t)‖m] ≤ Ce−βt‖x0‖m.
• Σ is said to be stochastically m-th mean stable if, for any x0 and σ0,
(2.4)
∫ ∞
0
E[‖x(t)‖m] dt <∞.
Remark 2.3. The stability notions in Definition 2.2 are independent of the
norms used in (2.3) and (2.4) by the equivalence of the norms on a finite-dimensional
normed vector space. Actually we can even use two different norms in (2.3).
We now state the next assumption.
Assumption 2.4.
1. For every k ≥ 0,
(2.5) hk > 0.
2. There exists T > 0 such that, for every k ≥ 0,
(2.6) hk ≤ T.
3. There exists R > 0 such that, for every k ≥ 0,
‖Jk‖ ≤ R.
In this assumption, only the second condition, which is also used in [1], is es-
sential. The first condition 1 in Assumption 2.4 is not restrictive because most of
semi-Markovian jump linear systems can be rewritten as a semi-Markovian jump lin-
ear system that satisfies the condition 1. Also, though in [1] they use constant jump
matrices, this paper allows them to be uniformly bounded random variables.
The next theorem is the main result of this paper.
Theorem 2.5. Σ is exponentially m-th mean stable if and only if the block
matrix Am(Σ) ∈ R(nmN)×(nmN) whose (i, j)-block is defined by
(2.7) [Am(Σ)]ij = pjiE
[
(Jke
Aσkhk)[m] | σk = j, σk+1 = i
]
∈ Rnm×nm
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Fig. 2.1. Solid: ρ(A1). Dashed:
√
ρ(A2).
is Schur stable.
Let us see an example.
Example 2.6. Let Σ be a positive semi-Markovian jump linear system with the
two subsystems Σ1 : dx/dt = A1x and Σ2 : dx/dt = A2x given by
A1 =
[−2 0.2
0.1 −2.3
]
, A2 =
[
2.1 0.9
0.2 0.3
]
.
We assume that Jk = I with probability 1, p11 = p22 = 0, and p12 = p21 = 1. Suppose
that the transition probability (2.2) is given by
(2.8) P (σk+1 = 1, hk ≤ t | σk = 2) =

0, t ≤ a
(t− a)/2a, a ≤ t ≤ 3a
1, t ≥ 3a
where a > 0 is a constant and
(2.9) P (σk+1 = 2, hk ≤ t | σk = 1) =
{
F (t; k, λ), t ≤ tp
1, t ≥ tp
where F (·; k, λ) denotes the probability distribution function of the Weibull dis-
tribution with the shape parameter k > 0 and the scale parameter λ > 0, i.e.,
F (t; k, λ) = 1 − e−(t/λ)k for t ≥ 0 and F (t; k, λ) = 0 for t < 0, and tp > 0 is the
unique number satisfying F (tp; k, λ) = 1−p (p > 0). Σ is clearly positive and satisfies
Assumption 2.4 with T = max(3a, tp) and R = 1.
We can regard Σ as a controlled system with controller failures. The stable
subsystem Σ1 models the controlled dynamics while the unstable one Σ2 models the
open dynamics without a controller in effect. The occurrence of a failure, whose
probability is modeled by the Weibull-like distribution (2.9), gives rise to the switching
from Σ1 to Σ2. The time it takes for the controller to be repaired is modeled by the
uniform distribution (2.8).
We check the first mean and mean square stability of Σ using Theorem 2.5 for
the parameters λ = 3, k = 10, and p = 0.1. Fig. 2.1 shows the graph of ρ(A1(Σ))
and
√
ρ(A2(Σ)) as the constant a moves over [0.8, 1.2]. We can see that Σ is exponen-
tially first mean stable if a < 1.035 while Σ is exponentially mean square stable only
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Fig. 2.2. A sample path of the semi-Markovian jump linear positive system. Solid: x1(t).
Dotted: x2(t).
when a < 0.908. Notice that the result in [1] does not check the first mean stabilty
because it deals with only even exponents m. A sample path of Σ for a = 1 is shown
in Fig. 2.2.
We will prove Theorem 2.5 by first investigating the stability of its discretization.
For the trajectory x of Σ we define the discrete-time stochastic process {xd(k)}∞k=0
by
xd(k) := x(tk), k ≥ 0.
Then, by (2.5), {xd(k)}∞k=0 satisfies
(2.10) SΣ : xd(k + 1) = JkeAσkhkxd(k), k ≥ 0.
In the next section we analyze the stability of a class of stochastic discrete-time
switched systems that include the above defined SΣ. Based on the analysis Section 4
gives the proof of the main result of Theorem 2.5.
3. Discrete-time Positive Semi-Markovian Jump Linear Systems. Let
{σk}∞k=0 be a time-homogeneous Markov chain taking values in {1, . . . , N} with the
probability transition matrix [pij ]ij . We assume that σ0 is a constant. Let {Fk}∞k=0
be another stochastic process on Ω taking values in Rn×n. Define the discrete-time
switched system Σd by
Σd : xd(k + 1) = Fkxd(k), xd(0) = x0.
Definition 3.1. We say that Σd is a discrete-time semi-Markovian jump linear
system if the following two conditions hold for every k ≥ 0, i, j ∈ {1, . . . , N}, and
every Borel subset B of Rn×n.
D1. (Markovian property) It holds that
P (σk+1 = j, Fk ∈ B | σk, . . . , σ0, Fk−1, . . . , F0) = P (σk+1 = j, Fk ∈ B | σk).
D2. (Time homogeneity) The expected probability
P (σk+1 = j, Fk ∈ B | σk = i)
does not depend on k.
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Furthermore we say that Σd is positive if
D3. (Positivity) Fk is nonnegative with probability 1.
Each of the conditions D1, D2, and D3 corresponds to C1, C2, and C3 in Defi-
nition 2.2, respectively. Throughout this section Σd denotes a positive discrete-time
semi-Markovian jump linear system.
The stability of discrete-time semi-Markovian jump linear systems is defined in
a similar way as that of continuous-time ones. As mentioned in Remark 2.3, any
combination of norms can be also used in the following definition.
Definition 3.2. Let m be a positive integer.
• Σd is said to be exponentially m-th mean stable if there exist C > 0 and
β > 0 such that, for any x0 and σ0,
(3.1) E[‖xd(k)‖m] ≤ Ce−βk‖x0‖m.
• Σd is said to be stochastically m-th mean stable if, for any x0 and σ0,
∞∑
k=0
E[‖xd(k)‖m] <∞.
We place the following assumption that corresponds to the conditions 2 and 3 of
Assumption 2.4.
Assumption 3.3. The expected value
(3.2) E[F
[m]
k | σk = i, σk+1 = j]
exists for all i, j ∈ {1, . . . , N}.
Notice that, by D2, the expected value (3.2) does not depend on k. The next
theorem gives a characterization of the stability of Σd and is used in Section 4 to
prove Theorem 2.5.
Theorem 3.4. The following statements are equivalent:
1. Σd is exponentially m-th mean stable.
2. Σd is stochastically m-th mean stable.
3. The block matrix Fm ∈ R(nmN)×(nmN) whose (i, j)-block is defined by
(3.3) [Fm]ij = pjiE[F [m]k | σk = j, σk+1 = i] ∈ Rnm×nm
is Schur stable.
Remark 3.5. Theorem 3.4 extends the stability characterizations of discrete-
time Markovian jump linear systems given in [12,14] to semi-Markovian jump linear
systems.
The rest of this section is devoted to the proof of Theorem 3.4. Let us first observe
that, by the positivity of Σd, the initial state x0 can be assumed to be nonnegative
without loss of generality.
Lemma 3.6. Σd is exponentially m-th mean stable if and only if there exist C > 0
and β > 0 such that (3.1) holds for any x0 ≥ 0 and σ0.
Proof. The necessity part is obvious. Let us prove the sufficiency part. Assume
that there exist C > 0 and β > 0 such that (3.1) holds for any x0 ≥ 0 and σ0. Let
x0 ∈ Rn be arbitrary. Define x+0 , x−0 ∈ Rn+ as the entry-wise maximum and minimum
x+0 := max(x0, 0) and x0 := max(−x0, 0). Let x+d (k) and x−d (k) denote the solutions
of Σd with the initial states x
+
0 and x
−
0 , respectively. Since x0 = x
+
0 − x−0 we have
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xd(k) = x
+
d (k) − x−d (k). Then the general inequalities (a + b)m ≤ 2m(am + bm)
(a, b ≥ 0) and ‖x+0 ‖m2 + ‖x−0 ‖m2 ≤ 2‖x0‖m2 show that
E[‖xd(k)‖m2 ] ≤ E
[
(‖xd(k;x+0 )‖2 + ‖xd(k;x−0 )‖2)m
]
≤ 2mE [‖xd(k;x+0 )‖m2 + ‖xd(k;x−0 )‖m2 ]
≤ 2mCe−βk(‖x+0 ‖m2 + ‖x−0 ‖m2 )
≤ 2m+1Ce−βk‖x0‖m2 .
Therefore Σd is exponentially m-th mean stable.
Let us introduce the stochastic process {ζ(k)}∞k=0 taking values in the set of
standard unit vectors of RN and defined by
ζ(k) = eσk .
We will need the next technical lemma.
Lemma 3.7. Let k ≥ 0 and i, j ∈ {1, . . . , N} be arbitrary. Assume P (σk = i) 6= 0.
Define the probability space (Ω′,M′, P ′) by
(3.4)
Ω′ = {ω ∈ Ω : σk = i},
M′ = {M ′ ⊂ Ω′ : M ′ ∈M},
P ′(M ′) = P (M ′)/P (Ω′).
Then the random variables ζ(k + 1)jF
[m]
k and xd(k)
[m] are independent on Ω′.
Proof. See Appendix A.
This lemma proves the next proposition, which plays the key role in the proof of
Theorem 3.4.
Proposition 3.8. The matrix Fm is nonnegative. Moreover, for every k ≥ 0,
(3.5) E
[
ζ(k + 1)⊗ xd(k + 1)[m]
]
= FmE
[
ζ(k)⊗ xd(k)[m]
]
.
Proof. The nonnegativity of Fm is clear from D3. To show (3.5) let us fix arbitrary
x0 and σ0. By the definition of Kronecker products,
(3.6) ζ(k + 1)⊗ xd(k + 1)[m] =
 ζ(k + 1)1xd(k + 1)
[m]
...
ζ(k + 1)Nxd(k + 1)
[m]
 .
Now we recall
∑N
i=1 ζ(k)i = 1. Since the equation (1.4) gives xd(k+1)
[m] = F
[m]
k xd(k)
[m]
we have xd(k + 1)
[m] =
∑N
i=1 ζ(k)iF
[m]
k xd(k)
[m]. Therefore, for a fixed j,
(3.7) E
[
ζ(k + 1)jxd(k + 1)
[m]
]
=
N∑
i=1
E
[
ζ(k + 1)jζ(k)iF
[m]
k xd(k)
[m]
]
.
Let us temporally fix also i and assume that P (σk = i) 6= 0. Let (Ω′,M′, P ′) be
the probability space defined by (3.4) and let E′[·] denote the expected value on Ω′.
Notice that, for a random variable X on Ω, we have
E[ζ(k)iX] = E[1{σk=i}X] = E
′[X]P (σk = i).
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Then, Lemma 3.7 yields that
(3.8)
E
[
ζ(k + 1)jζ(k)iF
[m]
k xd(k)
[m]
]
= P (σk = i)E
′
[
ζ(k + 1)jF
[m]
k xd(k)
[m]
]
= P (σk = i)E
′
[
ζ(k + 1)jF
[m]
k
]
E′
[
xd(k)
[m]
]
=
E
[
ζ(k + 1)jF
[m]
k ζ(k)i
]
P (σk = i)
E
[
ζ(k)ixd(k)
[m]
]
.
Since
E
[
ζ(k + 1)jF
[m]
k ζ(k)i
]
= E
[
F
[m]
k 1{σk=i,σk+1=j}
]
= P (σk = i, σk+1 = j)E
[
F
[m]
k | σk = i, σk+1 = j
]
,
by (3.8) we have
E
[
ζ(k + 1)jζ(k)iF
[m]
k xd(k)
[m]
]
= pijE[F
[m]
k | σk = i, σk+1 = j]E
[
ζ(k)ixd(k)
[m]
]
= [Fm]jiE
[
ζ(k)ixd(k)
[m]
]
,
where [Fm]ji is defined by (3.3). Notice that this equation is valid even when P (σk =
i) = 0 because, in this case, the left and right hand sides of the equation are both 0.
Hence, by (3.7),
E[ζ(k + 1)jxd(k + 1)
[m]] =
[
[Fm]j1 · · · [Fm]jN
]
E[ζ(k)⊗ xd(k)[m]].
This equation and (3.6) prove (3.5).
Now we prove Theorem 3.4.
Proof of Theorem 3.4. Let us show the cycle [1 ⇒ 2 ⇒ 3 ⇒ 1].
[1⇒ 2]: If Σd is exponentially m-th mean stable then Σd is clearly stochastically
m-th mean stable.
[2⇒ 3]: Suppose that Σd is stochastically m-th mean stable. Assume ρ(Fm) ≥ 1
to derive a contradiction. Since Fm is nonnegative it has an eigenvector v correspond-
ing to the eigenvalue ρ(Fm) by Lemma 1.2. For this vector v, by Lemma 1.5 there
exist c1, . . . , c` ∈ R, σ(1)0 , . . . , σ(`)0 ∈ {1, . . . , N}, and x(1)0 , . . . , x(`)0 ∈ Rn such that
v =
∑`
i=1 ciζ
(i)
0 ⊗ (x(i)0 )[m]. Let x(i)d (k) be the solution of Σd with the initial state x(i)0
and mode σ
(i)
0 . Then, by (3.5),
∑`
i=1
ciE[ζ
(i)(k)⊗ x(i)d (k)[m]] = Fkmv = ρ(Fm)kv.
Therefore, by (1.3),
ρ(Fm)k‖v‖2 ≤
∑`
i=1
|ci|E
[
‖ζ(i)(k)⊗ x(i)d (k)[m]‖2
]
=
∑`
i=1
|ci|E
[
‖x(i)d (k)‖m2
]
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because ζ(i)(k) takes its value in the set of standard unit vectors. Thus, the stochastic
m-th mean stability of Σd shows that
∞∑
k=0
ρ(Fm)k‖v‖2 ≤
∑`
i=1
|ci|
∞∑
k=0
E
[
‖x(i)d (k)‖m2
]
<∞.
This gives a contradiction because ρ(Fm) ≥ 1 and v 6= 0.
[3 ⇒ 1]: Suppose ρ(Fm) < 1. Then we can take [22, Lemma 5.6.10] a norm |||·|||
on RnmN such that
|||Fm||| < 1.
Let x0 ≥ 0 and σ0 be arbitrary. Since xd(k) is nonnegative, (1.6) shows that
(3.9) E [‖xd(k)‖mm] ≤ n
∥∥∥E[xd(k)[m]]∥∥∥
1
.
Since
∑N
i=1 ζ(k)i = 1 and the 1-norm is linear on a positive orthant,
(3.10)
∥∥∥E[xd(k)[m]]∥∥∥
1
=
∥∥∥∥∥E
[
m∑
i=1
ζ(k)ixd(k)
[m]
]∥∥∥∥∥
1
=
m∑
i=1
∥∥∥E[ζ(k)ixd(k)[m]]∥∥∥
1
=
∥∥∥∥∥∥∥
E
[
ζ(k)1xd(k)
[m]
]
...
E
[
ζ(k)Nxd(k)
[m]
]

∥∥∥∥∥∥∥
1
= ‖E[ζ(k)⊗ xd(k)[m]]‖1
= ‖Fkm(ζ0 ⊗ x[m]0 )‖1. (by (3.5))
By the equivalence of the norms on a finite-dimensional vector space, there exist
positive constants C1 and C2 such that
‖Fkm(ζ0 ⊗ x[m]0 )‖1 ≤ C1
∣∣∣∣∣∣∣∣∣Fkm(ζ0 ⊗ x[m]0 )∣∣∣∣∣∣∣∣∣
≤ C1|||Fm|||k
∣∣∣∣∣∣∣∣∣ζ0 ⊗ x[m]0 ∣∣∣∣∣∣∣∣∣
≤ C1C2|||Fm|||k‖ζ0 ⊗ x[m]0 ‖2
= C1C2|||Fm|||k‖x0‖m2 . (by (1.3))
This inequality together with (3.9) and (3.10) proves the exponential convergence
(3.1) because |||Fm||| < 1. Thus, since x0 ≥ 0 and σ0 were arbitrary, Lemma 3.6 shows
the exponential m-th mean stability of Σd.
4. Proof of the Main Result. This section gives the proof of Theorem 2.5.
We separately prove sufficiency and necessity. Let Σ be a continuous-time positive
semi-Markovian jump linear system satisfying Assumption 2.4 and let SΣ be its dis-
cretization defined by (2.10).
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4.1. Proof of Sufficiency. Let us begin by checking that the discrete-time
system SΣ is a discrete-time positive semi-Markovian jump linear system.
Lemma 4.1. SΣ is a discrete-time positive semi-Markovian jump linear system
satisfying Assumption 3.3.
Proof. Let {σk}∞k=0, {tk}∞k=0, and {Jk}∞k=0 be the stochastic processes defining Σ
and define Fk = Jke
Aσkhk . Let us show the first condition D1. Define the σ-algebras
M1, M2, and M3 on Ω by
M1 =M(σk),
M2 =M(σk, . . . , σ0, Fk−1, . . . , F0),
M3 =M(σk, . . . , σ0, tk, . . . , t0, Jk−1, . . . , J0).
Then one can see that
(4.1) M1 ⊂M2 ⊂M3.
The first part of this inclusion is obvious. To show the second part it is sufficient
to show that the function F` is measurable on M3 for every ` = 0, . . . , k − 1.
Let us fix an `. Since both σ` and h` are measurable on M3 so is Aσ`h`. Since the
matrix exponential function on Rn×n is continuous, the mapping eAσ`h` : Ω→ Rn×n is
measurable onM3. Thus the measurability of J` actually proves that F` is measurable
onM3, which completes the proof ofM2 ⊂M3. Now let j ∈ {1, . . . , N} and a Borel
set B ⊂ Rn×n be arbitrary and define f = χ{σk+1=j,Fk∈B}. Since C1 shows E[f |
M3] = E[f | M1], from Lemma 1.1 and (4.1) we can see E[f | M2] = E[f | M1],
which immediately proves D1.
The second condition D2 is obviously true by C2 because Fk is a measurable
function of σk, hk, and Jk. D3 follows from the positivity condition C3. Finally
Assumption 3.3 holds by the conditions 2 and 3 of Assumption 2.4.
The next corollary immediately follows from the definition (2.7) of the matrix
Am(Σ), Theorem 3.4, and Lemma 4.1.
Corollary 4.2. The following statements are equivalent.
• SΣ is exponentially m-th mean stable.
• SΣ is stochastically m-th mean stable.
• Am(Σ) is Schur stable.
The next lemma helps us to relate the stability of Σ and SΣ and will be used
repeatedly.
Lemma 4.3. There exist 0 < C1 < C2 < ∞ such that, for every sample path x
of Σ and k ≥ 0,
(4.2) C1‖x(tk)‖ ≤ ‖x(t)‖, tk ≤ t < tk+1
and
(4.3) ‖x(t)‖ ≤ C2‖x(tk)‖, tk ≤ t ≤ tk+1.
Proof. First let t ∈ [tk, tk+1) be arbitrary. Then there exist h ∈ [0, T ] and
i ∈ {1, . . . , N} such that x(t) = eAihx(tk) and therefore x(tk) = e−Aihx(t). Hence
‖x(tk)‖ ≤ e‖Ai‖h‖x(t)‖
≤ emax1≤i≤N‖Ai‖T ‖x(t)‖
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so that C1 := e
−max1≤i≤N‖Ai‖T satisfies (4.2).
Then let t ∈ [tk, tk+1]. Then there exist h ∈ [0, T ], i ∈ {1, . . . , N}, and J ∈ Rn×n
such that x(t) = JeAihx(tk). By Assumption 2.4,
‖x(t)‖ ≤ ‖J‖e‖Ai‖h‖x(tk)‖
≤ Remax1≤i≤N‖Ai‖T ‖x(tk)‖.
Thus the inequality (4.3) holds for C2 = Re
max1≤i≤N‖Ai‖T .
Let us prove the sufficiency part of Theorem 2.5.
Proof of the sufficiency part of Theorem 2.5. Assume that Am(Σ) is Schur stable.
Then, by Corollary 4.2, SΣ is exponentially m-th mean stable. We shall show that
Σ is exponentially m-th mean stable. To this end, for t ≥ 0, define the random
variable kt by
kt(ω) = max{k ∈ N : tk(ω) ≤ t}.
Notice that (2.6) shows t < tkt+1 ≤ T (kt + 1) and therefore
kt > T
−1t− 1.
Let x0, σ0, and t ≥ 0 be arbitrary. Let x be the trajectory of Σ and define
xd(k) = x(tk). Since tkt ≤ t < tkt+1, the inequality (4.3) gives ‖x(t)‖ ≤ C2‖x(tkt)‖ =
C2‖xd(kt)‖. Therefore
E[‖x(t)‖m] ≤ C2
∫
Ω
‖xd(kt)‖m dP
= C2
∑
`>T−1t−1
∫
{ω:kt=`}
‖xd(`)‖m dP
≤ C2
∑
`>T−1t−1
E[‖xd(`)‖m]
≤ C2
∑
`>T−1t−1
Ce−β`‖x0‖m
≤ CC2e
β
1− e−β e
−βT−1t‖x0‖m.
Thus Σ is exponentially m-th mean stable.
4.2. Proof of Necessity. Then let us prove necessity for Theorem 2.5. For the
proof we use a family of continuous-time semi-Markovian jump linear systems Σ(τ)
(τ > 0) defined by
Σ(τ) :

dx
dt
= Aσkx(t), tk ≤ t < tk+1
x(tk+1) = J
(τ)
k x(t
−
k+1), k ≥ 0
where
J
(τ)
k := χ{hk≥τ}Jk
for each k. Roughly speaking, Σ(τ) makes its state jump to 0 whenever it observes a
dwell time hk less than τ (see Fig. 4.1).
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Fig. 4.1. Sample paths of Σ (dashed) and Σ(τ) (solid)
The next proposition shows that the switched system SΣ(τ) inherits the stability
of Σ.
Proposition 4.4. Let τ > 0 be arbitrary. If Σ is stochastically m-th mean stable
then SΣ(τ) is also stochastically m-th mean stable.
Proof. Assume that Σ is stochastically m-th mean stable. Let us show that
SΣ(τ) is stochastically m-th mean stable. Let x be a sample path of Σ and define
xd(k) = x(tk). First assume that there exists k ≥ 0 such that hk < τ . Let k0 be
the minimum of such k. Then xd(k) = 0 for every k > k0 by the definition of J
(τ)
k .
Therefore, by (4.3),
∞∑
k=0
‖xd(k)‖m = ‖x(tk0)‖m +
k0−1∑
k=0
‖x(tk)‖m
≤ Cm2 ‖x(tk0−1)‖m +
k0−1∑
k=0
‖x(tk)‖m
≤ (Cm2 + 1)
k0−1∑
k=0
‖x(tk)‖m.
Since hk ≥ τ and therefore 1 ≤ τ−1
∫ tk+1
tk
dt for every k = 0, . . . , k0 − 1, using (4.2)
we can show that
(4.4)
k0−1∑
k=0
‖x(tk)‖m ≤ τ−1
k0−1∑
k=0
∫ tk+1
tk
‖x(tk)‖m dt
≤ τ−1C−m1
k0−1∑
k=0
∫ tk+1
tk
‖x(t)‖m dt
≤ τ−1C−m1
∫ ∞
0
‖x(t)‖m dt.
Therefore
(4.5)
∞∑
k=0
‖xd(k)‖m ≤ (Cm2 + 1)τ−1C−m1
∫ ∞
0
‖x(t)‖m dt.
Next consider the case when hk ≥ τ for every k. In a similar way as (4.4) we can
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show that
∞∑
k=0
‖xd(k)‖m ≤ τ−1
∞∑
k=0
∫ tk+1
tk
‖xd(k)‖m dt
≤ τ−1C−m1
∞∑
k=0
∫ tk+1
tk
‖x(t)‖m dt
= τ−1C−m1
∫ ∞
0
‖x(t)‖m dt.
This inequality and (4.5) imply that there exists C > 0 such that, for every sample
path x of Σ, it holds that
∞∑
k=0
‖xd(k)‖m ≤ C
∫ ∞
0
‖x(t)‖m dt.
Since Σ is stochastically m-th mean stable, taking expectations in this inequality and
using Fubini’s theorem show that SΣ(τ) is stochastically m-th mean stable.
The next proposition shows the continuity of the matrix Am(Σ(τ)) at τ = 0.
Proposition 4.5. It holds that
(4.6) lim
τ→0
Am(Σ(τ)) = Am(Σ).
Proof. By (2.5) the function χ{hk(ω)≥τ} on Ω increasingly converges to the con-
stant 1 point-wise as τ → 0 with probability 1. Hence, since each Ai is Metzler, the
random variable (J
(τ)
k e
Aσkhk)[m] = χ{hk(ω)≥τ}(Jke
Aσkhk)[m] increasingly converges to
(Jke
Aσkhk)[m] as τ → 0 point-wise with probability 1. Then the conditional monotone
convergence theorem (see, e.g., [5]) immediately shows (4.6).
Before showing the proof of the necessity part we need to introduce another semi-
Markovian jump system given by
Σα :

dxα
dt
= (Aσk + αI)xα(t), tk ≤ t < tk+1
xα(tk+1) = Jkxα(t
−
k+1), k ≥ 0
for α ∈ R. Notice that Σ0 equals Σ. About this system Σα we will need the next
proposition.
Proposition 4.6. If Σ is exponentially m-th mean stable then there exists α > 0
such that Σα is also exponentially m-th mean stable.
Proof. Assume that there exist C > 0 and β > 0 such that (2.3) holds. Let
x0 and σ0 be arbitrary. Notice that, if x(ω, ·) and xα(ω, ·) denote the sample paths
of Σ and Σα for a fixed ω ∈ Ω with the common initial data x0 and σ0, respec-
tively, then we have xα(ω, t) = e
αtx(ω, t) because Σ and Σα share the same un-
derlying stochastic processes {σk}∞k=0, {tk}∞k=0, and {Jk}∞k=0. Therefore we have
E[‖xα(t)‖m] = emαtE[‖x(t)‖m] ≤ Ce(mα−β)t‖x0‖m for every t ≥ 0. Hence Σα is
exponentially m-th mean stable if 0 < α < β/m. This completes the proof.
We will also use the next proposition.
Proposition 4.7. ρ(Am(Σ)) < ρ(Am(Σα)) for every α > 0.
Proof. Let i, j ∈ {1, . . . , N} and r, s ∈ {1, . . . , nm} be arbitrary. Assume that
[[Am(Σ)]ij ]rs =
∫
Ω
[(Jke
Ajhk)[m]]rs dPji > 0
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where Pji denotes the conditional probability distribution given by Pji(·) = P (· |
σk = i, σk+1 = j). By Lemma 1.3 it is sufficient to show that, for these i, j, r, and s,
we have [[Am(Σα)]ij ]rs > [[Am(Σ)]ij ]rs. Define Ωτ := {ω ∈ Ω : hk ≥ τ}. Since the
family of the measurable sets {Ωτ}τ>0 covers Ω minus a null set by (2.5), there exists
τ > 0 such that
∫
Ωτ
[(Jke
Ajhk)[m]]rs dPji > 0. Therefore
[[Am(Σα)]ij ]rs − [[Am(Σ)]ij ]rs =
∫
Ω
[(Jke
Ajhk)[m]]rs(e
mαhk − 1) dPji
≥
∫
Ωτ
[(Jke
Ajhk)[m]]rs(e
mαhk − 1) dPji
≥ (emατ − 1)
∫
Ωτ
[(Jke
Ajhk)[m]]rs dPji.
> 0,
as desired.
Now we are at the position to prove the necessity part of Theorem 2.5. Notice
that the two mappings Σ 7→ Σ(τ) and Σ 7→ Σα obviously commute so that we can
without confusion denote (Σ(τ))α = (Σα)
(τ) by Σ
(τ)
α .
Proof of the necessity part of Theorem 2.5. Assume that Σ is exponentially m-th
mean stable. Then, by Proposition 4.6, the system Σα is exponentially m-th mean
stable for some α > 0 as well. Since Σα is clearly stochastically m-th mean stable, by
Proposition 4.4 the discrete-time system SΣ(τ)α is stochastically m-th mean stable for
every τ > 0. Then Corollary 4.2 shows ρ(Am(Σ(τ)α )) < 1. Hence, by Proposition 4.7
and Proposition 4.5,
ρ(Am(Σ)) < ρ(Am(Σα))
= lim
τ→0
ρ(Am(Σ(τ)α ))
≤ 1
because the spectral radius is a continuous function of a matrix.
Finally let us remark that, by proving Theorem 2.5, we have actually shown the
next corollary.
Corollary 4.8. Σ is exponentially m-th mean stable if and only if SΣ is expo-
nentially m-th mean stable.
5. Continuous-time Positive Markovian Jump Linear Systems. Though
Theorem 2.5 gives the condition for the mean stability of positive semi-Markovian
jump linear systems, the condition 2 in Assumption 2.4 excludes Markovian jump
linear systems from the class of systems we can deal with. The aim of this section is
to give a stability characterization of continuous-time Markovian jump linear systems.
Let us recall the definition of Markovian jump linear systems (see, e.g., [16]).
Let {r(t)}t≥0 be a continuous-time homogeneous Markov process taking values in the
set {1, . . . , N}. The transition probabilities of the process r(t) is given by, for every
h > 0,
P (r(t+ h) = j | r(t) = i) =
{
qijh+ o(h), i 6= j,
1 + qiih+ o(h), i = j
where qij (1 ≤ i, j ≤ N) are constants such that qij ≥ 0 if i 6= j and qii = −
∑
j:j 6=i qij .
The matrix Q = [qij ]ij is called the infinitesimal generator of the process {r(t)}t≥0.
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Let A1, . . . , AN be n× n real matrices. Then the differential equation
(5.1) Σ :
dx
dt
= Ar(t)x(t)
is said to be a Markovian jump linear system. We assume that x(0) = x0 ∈ Rn and
r(0) = r0 ∈ {1, . . . , N} are constants. Notice that the semi-Markovian jump linear
system (2.1) is a Markovian jump linear system if Jk = I and
P (σk+1 = j, hk ≤ t | σk = i) =

qij∑
k 6=i qik
(1− e−qit), (i 6= j)
0. (i = j)
Finally we say that Σ is positive if the matrices A1, . . . , AN are Metzler.
Since the condition 2 of Assumption 2.4 is not satisfied we cannot use Theorem 2.5
to check the stability of the Markovian jump linear system (5.1). The aim of this
section is to give the next alternative characterization of the mean stability of positive
Markovian jump linear systems.
Theorem 5.1. Σ is exponentially m-th mean stable if and only if the matrix
(5.2) Tm := Q> ⊗ Inm + diag((A1)[m], . . . , (AN )[m]) ∈ R(nmN×nmN)
is Hurwitz stable.
Remark 5.2. This theorem extends the well-known characterization [16] of the
mean square stability of Markovian jump linear systems to positive Markovian jump
linear systems.
The proof follows a similar way as that of Theorem 3.4. We introduce the stochas-
tic process {δ(t)}t≥0 that takes its value in the set of standard unit vectors in RN and
is defined by
δ(t) = er(t).
Then x satisfies the differential equation
(5.3) dx =
(
N∑
i=1
δiAi
)
x dt,
which is a generalization of the system studied in [20]. Applying the operator (·)[m]
to this equation yields, by (1.5),
(5.4) dx[m] =
(
N∑
i=1
δi(Ai)[m]
)
x[m] dt.
We can derive a differential equation also for δ as follows. Let Πij denote the Poisson
process of the rate qij for every distinct pair (i, j). Also define
Eij := eie
>
j .
Then it can be seen that [7]
(5.5) dδ =
∑
i,j:i 6=j
(Eji − Eii)δ dΠij .
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Using the differential equations (5.3) and (5.5) we can prove the next proposition,
which is similar to Proposition 3.8.
Proposition 5.3. It holds that
(5.6)
d
dt
E[δ ⊗ x[m]] = TmE[δ ⊗ x[m]].
Proof. First let us consider the case m = 1. The Itoˆ rule for jump processes [7]
applied to the variable δ ⊗ x shows that, by (5.3) and (5.5),
(5.7)
d
dt
E[δ ⊗ x] = E
[
δ ⊗
N∑
i=1
δiAix
]
+ E
 ∑
i,j:i6=j
[(Eji − Eii)δqij ]⊗ x
 .
Since δiδj = 0 if i 6= j and δ2i = δi for every i, from the definition of Kronecker
products it follows that
δ ⊗
N∑
i=1
δiAix =
 δ1A1x...
δNANx

= diag (A1, . . . , AN ) (δ ⊗ x).
Moreover, since [(Eji − Eii)δqij ])⊗ x = (qij(Eji − Eii)⊗ In)(δ ⊗ x) and
∑
i,j:i6=j
qij(Eji − Eii) =
∑
i,j:i6=j
qijEji +
N∑
i=1
∑
j 6=i
(−qij)Eii
=
∑
i,j:i6=j
qijEji +
N∑
i=1
qiiEii
= Q>,
the second term of the right hand side in (5.7) equals (Q> ⊗ In)E[δ ⊗ x]. This
shows (5.6) for m = 1. For a general m notice that for y := x[m] we have dy =(∑N
i=1 δi(Ai)[m]
)
y dt by (5.4). Then we can proceed in the same way as above to
prove ddtE[δ ⊗ y] = TmE[δ ⊗ y], which is (5.6).
Let us prove Theorem 5.1.
Proof of Theorem 5.1. Notice that, by (5.6),
(5.8) E[δ(t)⊗ x(t)[m]] = eTmt(δ0 ⊗ x[m]0 ).
First assume that Tm is Hurwitz stable. Then there exist C > 0 and β > 0 such
that, for every y ∈ RnmN and t ≥ 0,
(5.9) ‖eTmty‖1 ≤ Ce−βt‖y‖2.
Let us show that Σ is exponentially m-th mean stable. Let x0 and r0 be arbitrary.
As in Lemma 3.6 we can assume x0 ≥ 0 without loss of generality. Then, by the
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equivalence of the norms on Rnm , there exists C1 > 0 such that
E[‖x(t)‖m2 ] = E[‖x(t)[m]‖2]
≤ C1E[‖x(t)[m]‖1]
= C1E[‖δ(t)⊗ x(t)[m]‖1]
= C1‖E[δ(t)⊗ x(t)[m]]‖1
by the linearity of ‖·‖1 on a positive orthant. This inequality shows the exponential
m-th mean stability of Σ because (5.8) and (5.9) gives
‖E[δ(t)⊗ x(t)[m]]‖1 ≤ Ce−βt‖δ0 ⊗ x[m]0 ‖2
= Ce−βt‖x0‖m2 .
On the other hand assume that Σ is exponentially m-th mean stable. Let C > 0
and β > 0 be constants satisfying (2.3). By (5.8),
‖eTmt(δ0 ⊗ x[m]0 )‖2 ≤ E[‖δ(t)⊗ x(t)[m]‖2]
= E[‖x(t)‖m2 ]
≤ Ce−βt‖x0‖m2
for every x0 ∈ Rn and δ0. Therefore, by Lemma 1.5, eTmty converges to 0 for every
y ∈ RnmN , which proves that Tm is Hurwitz stable.
5.1. Output Feedback Stabilization. As an illustration of Theorem 5.1 this
section studies the stabilization of positive Markovian jump linear systems in the
first mean, following the setting in [15] where the authors study the stabilization of
Markovian jump linear systems in the mean square. Consider the Markovian jump
linear system with input and output defined by
(5.10)
dx
dt
= Ar(t)x(t) +Br(t)u(t)
y = Cr(t)x(t),
where x(t) ∈ Rn, u(t) ∈ Rnu , y(t) ∈ Rny , and Ai, Bi, and Ci (i = 1, . . . , N) are
real matrices with appropriate dimensions. We study the stabilization of the system
(5.10) via the output feedback
u(t) = Kr(t)y(t),
where K1, . . . , KN ∈ Rnu×ny . Then the controlled system is described by
ΣK :
dx
dt
= AK,r(t)x(t), AK,i = Ai +BiKiCi
which is again a Markovian jump linear system.
We consider the following problem. Let T1(ΣK) denote the matrix T1 given by
(5.2) for the system ΣK .
Problem 5.4. Assume that the matrices A1, . . . , AN are Metzler. Find feed-
back gain matrices K1, . . . , KN and a transition matrix Q such that the controlled
system ΣK is positive and η(T1(K)) is minimized.
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Fig. 5.1. A sample path of the stabilized system. Dotted: x1(t). Solid: x2(t).
This problem aims to stabilize a given positive Markovian jump linear system in
the first mean while keeping its positivity. Notice that not only the gain matrices
but also the transition matrix can be designed. We can reduce the problem to an
optimization without constraints as follows. For A ∈ Rn×n define its distance from the
set of n × n Metzler matrices Mn by d(A,Mn) :=
∑n
i=1
∑
j 6=i max(−Aij , 0). Clearly
A is Metzler if and only if d(A,Mn) = 0. Then define
(5.11) f(K1, . . . ,KN , Q) := η(T1(ΣK)) + Γ
 N∑
i=1
d(AK,i,Mn) +
∑
i6=j
max(−qij , 0)

where Γ > 0 is a constant. When Γ is sufficiently large, Problem 5.4 is almost
equivalent to the minimization of f with respect to the free parameters K1, . . . ,
KN ∈ Rnu×ny and qij ∈ R (i 6= j) because the second term of f forces ΣK to be
positive and Q be an admissible transition matrix. One can solve this minimization
problem using the gradient sampling algorithm proposed in [11], which has been
applied to the design of low-order and fixed-order controllers successfully [10,11].
Example 5.5. Consider the Markovian jump linear system (5.10) with the two
subsystems given by the triples
(A1, B1, C1) =
([
0 0.2
0.9 0.9
]
,
[
0.6
0.3
]
,
[
0.3 0.1
])
,
(A2, B2, C2) =
([
0.1 0.4
0.6 −0.3
]
,
[
0.2
0.8
]
.
[−0.8 1]) .
We set x0 = [1 1]
> and r0 = 1. We minimize the function (5.11) using a MATLAB
implementation [9] of the gradient sampling algorithm [11] with Γ = 105 and obtain
K1 = −3.3333, K2 = −2.0000, Q =
[−2068.3 2068.3
3123.1 −3123.1
]
that make ΣK positive and achieve η(T1(ΣK)) = −0.1936. A sample path of ΣK is
shown in Fig. 5.1.
Though the above obtained parameters achieve stabilization in the first mean, the
transition matrix yields rather fast switchings that may not be desirable in practice.
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Fig. 5.2. A sample path of the stabilized system with slower switching rates. Dotted: x1(t).
Solid: x2(t).
To achieve stabilization with slower switching rates let us consider the next modified
objective function
g(K1, . . . ,KN , Q) = f(K1, . . . ,KN , Q) + Γ
∑
i 6=j
max(qij − q¯, 0)
where f is defined in (5.11) and q¯ > 0 is a constant. The second term of g aims
to confine each off-diagonal entry of Q less than q¯. Minimizing this function with
Γ = 105 and q¯ = 2 gives
K1 = −3.3308, K2 = −1.9998, Q =
[−1.9997 1.9997
1.9817 −1.9817
]
.
With these parameters ΣK is still positive and first mean stable as η(T1(ΣK)) =
−0.02251. A sample path of the stabilized system is shown in Fig. 5.2.
6. Conclusion. This paper studied the mean stability of positive semi-Markovian
jump linear systems. We showed that the mean stability is determined by the spectral
radius of an associated matrix that is easy to compute. For deriving the condition
we used a discretization of a semi-Markovian jump linear system that preserves sta-
bility. Also we have given a characterization for the exponential mean stability of
continuous-time positive Markovian jump linear systems. We illustrated the obtained
results with numerical examples.
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Appendix A. Proof of Lemma 3.7.
Let B1 ⊂ Rn×n and B2 ⊂ Rn be arbitrary Borel sets. We need to show
(A.1) P ′ (ζ(k + 1)jFk ∈ B1, xd(k) ∈ B2) = P ′ (ζ(k + 1)jFk ∈ B1)P ′ (xd(k) ∈ B2) .
The left hand side of this equation can be computed as
(A.2)
P ′ (ζ(k + 1)jFk ∈ B1, xd(k) ∈ B2)
=
1
P (Ω′)
P (ζ(k + 1)jFk ∈ B1, xd(k) ∈ B2, σ(k) = i)
=P (ζ(k + 1)jFk ∈ B1 | xd(k) ∈ B2, σ(k) = i)P (xd(k) ∈ B2 | σ(k) = i)
=P (ζ(k + 1)jFk ∈ B1 | σ(k) = i)P (xd(k) ∈ B2 | σ(k) = i)
where in the last equation we used the condition D1 of Assumption 3.1. Then it is
easy to show that
(A.3)
P (ζ(k + 1)jFk ∈ B1 | σ(k) = i) = 1
P (Ω′)
P (ζ(k + 1)jFk ∈ B1, σ(k) = i)
= P ′(ζ(k + 1)jFk ∈ B1).
In a similar way we can see that
(A.4) P (xd(k) ∈ B2 | σ(k) = i) = P ′(xd(k) ∈ B2).
The equations (A.2) to (A.4) prove (A.1).
