Fourteen rock samples were analyzed to evaluate the precision and accuracy of an automated energy-dispersive x-ray fluorescence analytical method. The samples were prepared as loose powders, then analyzed for 14 trace elements (Rb, Sr, Ba, Zr, Nb, La, Ce, Y, Cr, Ni, Cu, Mo, Sn, Zn).
Introduction
Many geologic studies rely on large-scale reconnaissance sampling. An example of this approach is the effort to assess the potential for economic concentrations of mineral deposits in large areas of the United States.
Reconnaissance geochemical sampling in such studies requires analytical methods capable of producing multi-element analyses of large numbers of samples quickly and reliably.
Energy dispersive x-ray fluorescence spectroscopy (EDXRF) is ideally suited for such projects because in this method of analysis the time required from sample preparation to production of data is relatively short. In addition, this method is non-destructive, and has been shown to be relatively precise and accurate for quantitative analysis of geologic samples (Johnson 1984 (Johnson , 1987 Terashima 1987) . EDXRF results can thus be used as a preliminary screening step to select samples for more detailed analytical work.
This report evaluates the precision of an automated trace-element analysis routine implemented on an energy dispersive x-ray fluorescence spectrometer and analyzer system (Kevex 0700/8000) , at the Branch of Eastern Mineral Resources, Reston, Virginia. In this report, an analytical method is presented which is fast, efficient, and precise for screening economically and petrologically important elements from a wide variety of felsic rock compositions such as would be obtained during reconnaissance geochemical sampling. Comparison of this automated trace element technique demonstrates good agreement with analytical determinations by other techniques.
Summary of Sample Preparation and Analytical Method
Fourteen rock samples representing a diverse group of felsic rock types were selected to demonstrate that the method is widely applicable (table 1, see page 4). Each sample was analyzed 10 times for 14 elements.
These data, along with the means and standard deviations, are shown in Appendix A. Also shown in Appendix A under the heading "other methods," are the analytical results for these samples as reported by several other methods.
* Any use of trade name or trademark in this publication is for descriptive purposes only and does not constitute endorsement by the U.S. Geological Survey.
Each sample was crushed to approximately 1mm to 3mm size pieces using a stainless steel jaw-crusher, then ground to a 100 mesh powder using an alumina-ceramic grinding dish on a shatterbox. Approximately 2 grams of powdered sample was hand pressed into a sample holder consisting of a 1 inch diameter aluminum ring with 0.00025 inch thick mylar stretched over one end by means of a teflon collar, fitting over the aluminum ring. Samples were prepared in duplicate, then five replicate analyses were performed on each specimen.
An energy dispersive x-ray fluorescence spectrometer (Kevex 0700/8000) employing secondary targets was used for the analysis of the samples.
Different secondary targets were used depending on the groups of elements analyzed in order to optimize excitation efficiency (table 2) . A Gd target was used to fluoresce Sn, Ba, La, and Ce; a Ag target was used to fluoresce Rb, Sr, Y, Zr, Nb, and Mo; a Ge target was used to fluoresce Ni, Cu, and Zn; and an Fe target was used to fluoresce Cr. The resulting spectra were acquired and processed to remove escape peaks, smooth the spectra, determine and subtract background, and in the case of certain elements, correct for interference of overlapping peaks.
Background interference was determined on spectra acquired from the Ge secondary target by recalling a previously stored background intensity, and normalizing it to the sample spectrum. Background was determined on spectra acquired from other secondary targets by recalling previously selected points (windows) along each spectrum, then modeling a fit between these points. The background as determined was then subracted from the sample spectrum. Table 1 Ce, intensity determination was done using the gaussian curve fitting method described above, by extracting intensities and compensating for spectral overlap. The extracted peak intensities were then ratioed to the Compton or Compton and Rayleigh scatter intensity to correct for particle size and matrix absorption (Nielson 1979) .
Data reduction was performed by a least squares fitting method which produced element concentrations from intensity ratios, using regression coefficients determined from calibration curves. These calibration curves were constructed by plotting intensity ratios determined from analyzing well known U.S. Geological Survey standards, as well as standards from other sources, against the known concentrations for these standards (table 3, see next page). 
Detection Limits
Minimum detection limit (MDL) calculations were estimated at the 2 sigma level for each element from the spectrum of a standard acquired using the excitation conditions shown in table 2. An extrapolated lower and upper limit of detection was determined for each element based on these MDL values, considering also the range of concentrations of the standards and the linearity (integrity) of each calibration (table 4) .
Precision
In order to evaluate the precision for each element across the full range of concentrations covered by these 14 samples, the low, high, and median values and their respective standard deviations are shown (table 5) .
There is no median value for molybdenum since there were only two samples with detectible molybdenum.
For all elements, the standard deviation values, if taken as a percentage of the mean (these calculations are not shown), decrease from the lowest to highest elemental concentrations indicating a higher precision at higher concentrations. This is expected because that portion of the uncertainty due to statistical counting error depends upon the total accumulated count, and thus decreases as the number of counts increases (Bertin 1970 ). This suggests that the primary factor limiting precision in our study is counting error.
The average relative precision for each element was calculated both for concentrations greater than 100 ppm, and for concentrations less than 100
ppm. These values are at one sigma, and are shown in Table 5 . Table 4 . MDL values, the standard from which each MDL was determined, the range of standards, and the extrapolated range of detection for each element. All values are in ppm. For concentrations below 10 ppm the agreement is + 1 ppm for Rb, Sr, Nb, and Sn, in terms of absolute difference.
Element
In general, the relative agreement between the results obtained by our technique and those from other methods is better at higher concentrations, except for Cu, Sn, and Nb. The discrepancies for Cu and Sn may be explained by our limited data base, in which the relative agreement estimate for the highest concentration range for these elements is based on only one sample.
Another possible explanation, however, may be unresolved matrix effects, which depend on the nature of the sample. For example, in the case of Nb, the four samples which exhibited the closest agreement between methods were all granodiorites, two of these being the only two samples in the less than 10 ppm concentration range. Thus for Nb, the relative agreement increased in the lower range. Results for Cu and Sn show a tendency at higher concentrations to be high relative to emission spectrography data (figures Ik and 11 respectively), whereas most energy-dispersive XRF data for Ni are slightly lower relative to emission spectrography across the entire range of concentrations (figure Ij). Zinc was the only element to show a distinct analytical bias between energy-dispersive XRF data and other data (figure 1m), in this case results obtained by instrumental neutron activation analysis.
As shown in figure 1m , nearly all energy-dispersive XRF Zn values are higher than those produced by instrumental neutron activation analysis.
It is beyond the scope of this paper to speculate which Zn method is more accurate. However, we speculate that the discrepancy may reflect among other reasons, calibration errors in the XRF method due to unresolved matrix effects and lack of reliable standards.
Conclusions
1) The estimated precision of this energy-dispersive x-ray fluorescence spectrometry method is + 2% for concentrations of Rb, Sr, Ba, Zr, Y, Cu, and Sn above 100 ppm; Ce and Cr are precise to about 3-4% at this level.
2) The best overall estimate of the relative agreement between this energy-dispersive x-ray fluorescence method and other methods of analysis is + 7% for elements Rb, Sr, Ba, Zr, and Cr; ± 14% for Nb, La, Ce, and Y; ± 33% for Ni, Cu, Sn, and Zn; and ± 76% for Mo.
3) The primary factor limiting precision is probably counting error; primary factors limiting accuracy are precision, calibration, and lack of standards. 4) For those elements which have the highest precision and best overall relative agreement with other methods energy-dispersive XRF spectrometry is clearly a useful petrologic tool. All elements analyzed in this study have high enough precision to demonstrate that energy-dispersive XRF spectrometry is a reliable method for the rapid screening of anomalous samples in preparation for more precise analyses and for reconaissance geochemical surveys.
Rub id ium 
i ii i i t i t i i i i i I t i ii i i t _i i_i i_i i i
0.00 200.00 400.00 600.00 800.001000.001200.001400.00
Sr other methods (ppm) Appendix A. Values in parts per million for 14 elements compiled during 10 separate analyses, the means and standard deviations determined from these values, and results in parts per million by other methods, for each of 14 rock samples.
Where qualified values are present, the mean for an element was calculated by averaging the intensity ratios from all ten runs. This average intensity ratio was then reduced to the average elemental concentration using the appropriate regression coefficients for that element. These intensity ratios are not shown. If no qualified values are present the mean for an element was calculated by averaging the values in parts per million.
Under the heading "other methods," for elements Rb, Sr, Ba, and Zr, subscript (ED) indicates values by energy-dispersive x-ray fluorescence (Johnson and King 1987, in Baedecker, 1987) . For Ba and Zr, subscript (WD) indicates values by wavelength-dispersive x-ray fluorescence (Ayuso unpublished data). For Rb and Sr, subscript (ID) indicates values by isotope dilution (Ayuso unpublished data). For elements La, Ce, Cr, and Zn, values are by instrumental neutron activation analysis (Baedecker and Mckown, 1987, in Baedecker, 1987) . For elements Ni, Cu, and Sn, values are by direct-current arc emission spectrography (Golightly and others, 1987 in Baedecker, 1987) . For elements Nb, and Mo, values are by Atomic Absorption (Aruscavage and Crock, 1987, in Baedecker, 1987) . Values for Y are by energy-dispersive xray fluorescence (Johnson and King, 1987, in Baedecker, 1987 
