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Abstract
A simultaneous arithmetic progression (s.a.p.) of length k consists of
k points (xi, yσ(i)), where xi and yi are arithmetic progressions and σ is
a permutation. Garcia-Selfa and Tornero asked whether there is a bound
on the length of an s.a.p. on an elliptic curve in Weierstrass form over Q.
We show that 4319 is such a bound for curves over R. This is done by
considering translates of the curve in a grid as a graph. A simple upper
bound is found for the number of crossings and the “crossing inequality”
gives a lower bound. Together these bound the length of an s.a.p. on the
curve. We then use a similar method to extend the result to arbitrary real
algebraic curves. Instead of considering s.a.p.’s we consider k2/3 points
in a grid. The number of crossings is bounded by Be´zout’s Theorem. We
then give another proof using a result of Jarn´ık bounding the number of
grid points on a convex curve. This result applies as any real algebraic
curve can be broken up into convex and concave parts, the number of
which depend on the degree. Lastly, these results are extended to complex
algebraic curves.
1 Introduction
There are interesting problems in number theory related to arithmetic progres-
sions on elliptic curves. An example of such an open problem is, what is the
maximum number (if such a number exists) of rational points on an elliptic curve
such that their x-coordinates are in arithmetic progression? In [3], Bremner
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found elliptic curves in Weierstrass form with arithmetic progressions of length
8 on them, and Campbell found elliptic curves of the form y2 = f(x), with f
a quartic, that contain arithmetic progressions of length 12. In [4], Bremner
described how these arithmetic progressions are related to 3× 3 magic squares
with square entries. Silverman, Bremner and Tzanakis noted in [5] that points
in arithmetic progression on elliptic curves are often independent with respect
to the group structure, which suggests a relation with the much-researched rank
of the curve.
In [7], Garcia-Selfa and Tornero looked instead for “simultaneous” arithmetic
progressions on elliptic curves, which are defined as follows.
Definition 1. A simultaneous arithmetic progression (s.a.p.) of length k con-
sists of points (xi, yσ(i)), where xi = a1+id1 and yi = a2+id2 for j = 0, 1, . . . , k−
1 are arithmetic progressions, and σ is a permutation of 0, 1, . . . , k − 1.
Note that the appearance of this permutation is quite natural (and neces-
sary), since points with both coordinates in arithmetic progression would all
lie on a line. Garcia-Selfa and Tornero gave examples of elliptic curves over Q
that contain an s.a.p. of length 6. They also showed that there are only finitely
many such curves, and there are none with an s.a.p. of length 7. Extending
their methods to s.a.p.’s of length 8 did not seem computationally feasible, and
they were not able to find an elliptic curve with an s.a.p. of length 8, or prove
that none exists. The final open problem they suggested is finding a universal
bound for the length of s.a.p.’s on elliptic curves over Q.
In Section 2 of this paper we prove that 4319 is an upper bound for the length
of an s.a.p. on an elliptic curve over R, using a combinatorial approach. This
solves the open problem above. Given a curve with a large s.a.p., we construct
a graph on translates of the curve, with many edges (segments of the curves)
but not too many vertices (translates of s.a.p. points). Then we apply the well-
known crossing inequality to get a lower bound on the number of intersections
in the graph, and compare this with the upper bound that we get from the fact
that these low-degree curves cannot intersect too often.
In Section 3 we generalize this method to arbitrary real algebraic curves (not
containing a line). We also generalize it from an s.a.p. to any k2/3 points from
a cartesian product of two length k arithmetic progressions. Then we give a
second proof, using an old result of Jarn´ık [9]. Finally, the result is extended to
complex algebraic curves (not containing a line).
2 Elliptic curves over R
In this section we give a universal bound on the size of an s.a.p. on a real elliptic
curve. We will use the following result a number of times.
Lemma 2. An elliptic curve (over C) and a translate of that curve can intersect
in at most 4 points (excluding points at infinity.)
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Proof. Suppose the curve is given by y2+axy+by = x3+cx2+dx+e. A translate
is given by (y+v)2+a(x+u)(y+v)+b(y+v) = (x+u)3+c(x+u)2+d(x+u)+e
where at least one of u, v does not equal 0. If (x, y) is an intersection point of
these curves then subtracting the one equation from the other we get
2vy + v2 + avx+ auy + auv + bv = 3ux2 + 3u2x+ u3 + 2cux+ cu2 + du.
If 2v + au = 0 then all terms involving y disappear. In this case we have a
quadratic in x which can have at most 2 real roots. Putting these values into
the original equation we get at most 4 intersection points. If 2v + au 6= 0 then
we can solve for y to get
y =
3ux2 + (3u2 + 2cu− av)x+ (u3 + cu2 + du− auv − bv − v2)
2v + au
.
Substituting this into the original equation we get f(x) = 0 where f is a quartic
polynomial in x. This polynomial has at most 4 roots. Thus we cannot have
more than 4 intersection points of our elliptic curve and its translate.
The main result is:
Theorem 3. Consider an elliptic curve over a subfield of R given by y2+axy+
by = x3 + cx2 + dx + e. Suppose we have an s.a.p. on this curve of length k.
Then k ≤ 4319.
The idea behind the proof is to consider translates of the curve in a grid
as a graph with edges between points in arithmetic progression which occur
consecutively on a translate. We give a simple upper bound on the crossing
number of this graph and use the “crossing inequality” to give a lower bound.
Putting these together we get the stated upper bound for k.
Definition 4. Given a simple graph G, the crossing number, cr(G), is the
minimum number of pairs of crossing edges in a planar drawing of G.
The crossing inequality was first proved independently by Ajtai, Chva´tal,
Newborn and Szemere´di [1] and by Leighton [11]. The version with the best
bound to date, presented below, was given by Pach and To´th [12].
Theorem 5 (Crossing Inequality). Suppose G is a simple graph with n vertices
and e edges. If e > 7.5n then
cr(G) ≥ e
3
33.75n2
.
Pach and To´th also gave a crossing inequality for multigraphs which is the
result we use herein.
Theorem 6 (Crossing inequality for multigraphs). Suppose G is a multigraph
with n vertices and e edges (counting multiplicity.) Suppose there are at most
m edges between any pair of vertices in G. If e > 7.5mn then
cr(G) ≥ e
3
33.75mn2
.
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(a) Two connected components (b) One connected component
Figure 1: Elliptic curves over R
We have a few cases to consider depending on the number of connected
components of the curve and the number of points from the s.a.p. on each
component.
Consider Figure 1. First, suppose our curve has two connected components
with t and k − t points, respectively, of the s.a.p. on the components shown. If
there is more than one point on the left component, so t > 1, then we consider a
graph containing these t points as vertices and the parts of the curve connecting
consecutive points as edges. Then we clearly have a t-cycle. If there is only one
point on the left component, so t = 1, then consider the graph with the vertex
given by this point and no edges. If t = 0 then we only consider the connected
component containing the point, [0 : 1 : 0], at infinity. This case will be treated
in the same way as in the case where we only have one connected component.
So we need only consider elliptic curves with two connected components.
Consider the k− t points on the component containing points at infinity. We
extend the graph described above. The idea is to connect consecutive points,
when considered as vertices, along the curve with edges. Then we will have k− t
vertices and k − t− 1 edges. Figure 2 gives an example of such a graph where
t = 2 and k = 5.
We include the point [0 : 1 : 0] in our graph to increase the number of edges.
This is to improve the bound for k in Theorem 3. Connect the rightmost point
on the top part of the curve to infinity and do the same for the rightmost point
on the bottom part of the curve. Our graph now contains k− t+1 vertices and
k− t+1 edges. Considering the other component as well we end up with k+1
vertices and k + 1 edges if t 6= 1 and k edges if t = 1. We will use variations of
this graph in the proof of Theorem 3.
Proof of Theorem 3. Suppose the s.a.p. is given by (x, y + σ(0)d2), (x+ d1, y +
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Figure 2: Graph defined by an s.a.p. on an elliptic curve
σ(1)d2), (x+ 2d1, y + σ(2)d2), . . . , (x+ (k − 1)d1, y+ σ(k − 1)d2). Consider the
k2 translates of the elliptic curve given by all combinations of translating x by
0,−d1,−2d1, . . . ,−(k−1)d1 and y by 0,−d2,−2d2, . . . ,−(k−1)d2. Considering
the graph structure described above on these translates we get a graph with
vertices given by all points in a 2k × 2k grid and the point at infinity. Thus we
have 4k2 + 1 vertices. We have to change the edges slightly to ensure that we
have a well-defined graph.
First note that we may have more than one edge connecting two vertices.
We show that the maximum multiplicity for such an edge is 4. If we have
more than one edge connecting two vertices then these two vertices appear as
consecutive points on a number of translates—see Figure 3(a) for an example.
These points are given as (x + ld1, y +md2) and (x + l
′d1, y +m
′d2) for some
l, l′,m,m′ ∈ Z. If these points appear on r translates then the difference vector
((l− l′)d1, (m−m′)d2) connects r pairs of points on the original elliptic curve—
see Figure 3(b). But this is equivalent to having r points on the original curve
intersecting r points on a translate—see Figure 3(c). Thus, by Lemma 2, r ≤ 4.
Now since we are considering translates of a curve in a grid, a vertex may
be a point on a number of curves. Suppose v1 and v2 are consecutive points
on a translate. We may have a point v3 on another translate which is actually
between v1 and v2 on the first translate. In this case the edge from v1 to v2
passes through the vertex v3. This is not allowed in a graph so we have to alter
our graph slightly. In this case we remove the edge in consideration from v1 to
v2 and add an edge from v1 to v3. Performing this change where necessary we
end up with a graph with the same number of vertices and edges but without
the problem of an edge passing through a vertex to which it is not adjacent. We
call this graph G.
The only way we can have more than one edge going from a point in the grid
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(a) Three edges between a pair of vertices (b) Difference vector appearing on curve three
times
(c) A pair of translates intersecting in three
points
Figure 3: The multiplicity of edges in the graph
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to the point at infinity is if that point is the rightmost point on the top half of
one translate and the rightmost point on the bottom half of another translate.
Thus these edges have multiplicity at most 2.
Suppose t is defined as in Figure 1(a). If t 6= 1 then the number of edges,
counting multiplicity, in G is k2(k+1), while if t = 1 then the number of edges
is k3. We need only consider the case with less edges, so we assume we have k3
edges. The number of vertices is n = 4k2 + 1. Between any two vertices there
are at most 4 edges. Thus from the crossing inequality we get
(k3)3
4(33.75)(4k2 + 1)2
≤ cr(G).
Any pair of translates intersect in at most 4 points in the grid and there are(
k2
2
)
such pairs. Thus the crossing number is bounded by
cr(G) ≤ 4
(
k2
2
)
.
When t 6= 1, putting these two inequalities together we get
(k3)3
4(33.75)(4k2 + 1)2
≤ 4
(
k2
2
)
.
Solving for k in this inequality and noting that k is a positive integer we get
k ≤ 4319.
Thus we have our uniform bound on the length, k, of an s.a.p. on the elliptic
curve y2 + axy + by = x3 + cx2 + dx + e. Note that in Theorem 6 we require
e > 4(7.5)n = 30n. When t 6= 1 this gives
e > 30n⇒ k2(k + 1) > 30(4k2 + 1)⇒ k > 15.
When t = 1 we have k > 16.
3 General polynomials over R
In this section we generalize the result from the previous section to arbitrary
plane algebraic curves over R. Above we did not fully use the structure of an
s.a.p.; therefore we can also generalize from an s.a.p. to any kα points from a
k × k grid, where from the proofs below we will see that we can take α = 2/3.
We will give two proofs of this fact. The first is a generalization of the proof
used above. The second proof relies on a result of Vojteˇch Jarn´ık [9] about the
possible number of lattice points on a convex curve. At the end of the section we
show that the result for real curves can be used to prove the result for complex
curves.
By a k×k grid we mean the cartesian product of two arithmetic progressions
of length k; so an s.a.p. consists of k elements from a k × k grid with exactly
one element on each row and on each column.
The main result is:
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Theorem 7. For every integer d ≥ 2 there is a constant C depending only on
d such that if f is a real plane algebraic curve of degree d with no linear factor,
then f does not contain more than Ck
2
3 points from a k × k grid.
Both proofs use Be´zout’s Theorem. For details see [6].
Theorem 8 (Be´zout). Suppose F and G are projective plane curves of degree m
and n respectively defined over an algebraically closed field. If F and G do not
have a common factor then they intersect in mn points counting multiplicity.
Suppose f(x, y) = 0 is an irreducible plane algebraic curve over C of degree
d. If f and a translate of f have no factors in common then homogenizing f and
the translate we can apply Be´zout’s Theorem to get that these curves intersect
in at most d2 points. Considering f over a subfield, such as R or Q, this bound
still holds.
Remarks. The number of multiple points on an irreducible plane curve f of
degree d is at most (d− 1)(d− 2)/2.
A result of Harnack gives that the number of connected components of a real
irreducible curve is at most (d− 1)(d− 2)/2 + 1. For details see [8].
The first proof is almost identical to the proof for elliptic curves. We consider
the factor of f that has the most points from the grid and construct a graph
out of its k2 translates on a 2k × 2k grid. A bound on the edge multiplicity
is given by Be´zout’s Theorem. We now have to deal with crossings given by
self-intersections on our curve, as well as with the possibility of many connected
components. Fortunately, by the remarks above, both of these are bounded by
functions of the degree of f .
First proof. We will first assume that f is irreducible. Suppose that f contains
K = Ckα points from a k × k grid (we will establish the appropriate value for
α at the end).
We need to assure that we do not have too many components with only one
grid point on them, since those points would not give any edges in the graph.
A component with m ≥ 2 grid points on it will give us m edges, except that a
component containing a point at infinity does not form a closed loop, and only
gives m − 1 edges. But the line at infinity and our curve can have at most d
intersections, by Bezo´ut’s Theorem, thus we have at most d such components.
By choosing C large enough, we can assure that we have at least K/2 (say) grid
points that lie on a component not containing the point at infinity. This pro-
vides us with K/2 edges from each translate, hence k2K/2 edges in our graph.
The crossing number of the graph is the number of intersections between trans-
lates plus the number of self-intersections of translates. By Be´zout’s Theorem,
for any pair of translates there are at most d2 intersections. A self-intersection
is a multiple point, hence the number of these is bounded by (d − 1)(d − 2)/2
as remarked above. We get
cr(G) ≤ d2
(
k2
2
)
+ k2
(d− 1)(d− 2)
2
=
1
2
k2(d2k2 − 3d+ 2) ≤ 1
2
d2k4.
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By the crossing inequality for multigraphs we get the lower bound:
(k2(K/2))3
33.75d2(4k2)2
≤ e
3
33.75d2v2
≤ cr(G).
Combining these we get K3 < C1d
4k2, with C1 = 2
6 · 33.75. Then going back
to K = Ckα gives
C3k3α−2 < C1d
4.
Now for α ≥ 2/3 we get a contradiction if we choose C large enough (depend-
ing only on d). This proves the theorem for irreducible curves, with constant
C = 3
√
C1d4.
For a reducible curve f with Ck2/3 points from a k×k grid, we have a factoriza-
tion f = fα11 f
α2
2 . . . f
αr
r where each fi is irreducible of degree di. Since f has no
linear factor, we have di ≥ 2 for all i, as well as r ≤ d/2. We take the factor fj
which has the most points from the grid on it, which is at least Cr k
2/3 ≥ 2Cd k2/3.
Then by the result for irreducible curves, if C is large enough, we would get a
contradiction. To be precise, we need 2Cd ≥ 3
√
C1d4, so C ≥ 13d7/3 would
do.
For comparison, let’s see the constant that we get this way when f is an
elliptic curve, so d = 3. Suppose the curve contains k = k1/3 · k2/3 points
of a k × k grid. Then we get a contradiction when k1/3 ≥ 13d7/3 ≥ 169, or
k ≥ 1693 ≈ 5 · 106.
Using that the elliptic curve is irreducible, we can instead take the inequality
K3 < C1d
4k2 from the proof, with K = k. Then the bound that we get is
k < C1d
4 = 33.75 · 26 · 34 ≈ 2 · 105.
The second proof uses a result of Jarn´ık [9].
Theorem 9. Suppose f(x, y) is a strictly convex curve of length N . Then the
number of integer points on f is less than cN2/3 for some constant c.
To apply this result we need to break up our curve into convex, monotone
pieces. The number of such pieces is a function of the degree of f . Note that
we actually break the curve up into convex and concave pieces, but Theorem 9
is valid for convex or concave curves. From now on when referring to a convex
part of a curve we will mean either a convex part or a concave part of the curve.
We consider an irreducible curve f of degree d. To break f up into convex
parts we need to cut the curve at all inflection points and all singularities, i.e.
points where either of the first derivatives vanish.
The following result bounds the number of inflection points. For a proof see
[10] or the exercises in [6].
Lemma 10. Suppose f is an irreducible curve of degree d. Then f has at most
3d(d− 2) inflection points.
Now we consider the points where fx = 0. By assumption f is irreducible so
f and fx are coprime. Also, the degree of fx < d. Thus we can apply Be´zout’s
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Theorem to get that there are at most d(d− 1) points where f = 0 and fx = 0.
Similarly, there are at most d(d− 1) points where f = 0 and fy = 0.
So we need at most 3d(d − 2) + 2d(d − 1) = d(5d − 8) cuts to break f into
convex, monotone parts.
Second proof (of Theorem 7). Suppose again that f is irreducible and contains
K = Ckα points from a k × k grid. Firstly we scale and translate f so that
the gap in the k × k grid is 1 in both the x- and y-directions and the points of
the grid are integral. Convexity is preserved under this transformation. Now
we can separate f into convex, monotone parts using at most d(5d − 8) cuts.
One of these parts has at least the average number of points from the grid on f .
So we have at least K/d(5d− 8) points from the grid on this part of the curve.
Since the grid has gap 1 and length k we can bound the length of this part of
the curve by 2k. Thus we get, by Theorem 9, that
K
d(5d− 8) < c(2k)
2/3.
This gives
Ckα−2/3 < c1d
5,
so again we get a contradiction for α ≥ 2/3 and C large enough.
Using the method at the end of the first proof of Theorem 7 we get the result
for reducible curves.
The dependence on d of the constant C in the theorem cannot be removed,
as the following example shows.
Remark. Given d(d+3)/2 points in the plane there is a curve of degree d passing
through those points.
Proof. An arbitrary curve f(x, y) of degree d contains (d+1)(d+2)/2 terms. To
see this note that there are d+1 monomials in x and y of degree d, d monomials
of degree d− 1 and so on. But we are considering f(x, y) = 0 and so one of the
terms is dependent on the others. Thus we have (d+1)(d+2)/2−1 = d(d+3)/2
terms in f .
Now, given d(d + 3)/2 points in the plane, we can plug each of these into
f . This gives us d(d + 3)/2 linear equations in d(d + 3)/2 unknowns. Thus a
solution exists and so we can find a curve of degree d going through the d(d+3)/2
points.
Consider any s.a.p. of length k. By the above remark there exists a curve of
degree d containing the s.a.p. where k = d(d+3)/2 and so d = (−3+√9 + 8k)/2.
Theorem 7 can be extended to any complex algebraic plane curve. We use
the result for the reals to prove the result for the complex case. By a k × k
grid in the complex plane we shall mean a cartesian product of two arithmetic
progressions in the complex plane. By an arithmetic progression in the complex
plane we mean points α+ iβ with α, β ∈ C and i = 0, 1, . . . , k − 1.
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Theorem 11. For every integer d ≥ 2 there is a constant C depending only on
d such that if f is a complex plane algebraic curve of degree d with no linear
factor, then f does not contain more than Ck
2
3 points from a k × k grid.
Proof. Suppose f(w, z) is our complex curve with many points on a k× k grid,
given by α+jβ in one direction and γ+jδ in the other direction where α, β, γ, δ ∈
C and j = 0, 1, . . . , k − 1. Now consider the curve g(x, y) = f(α+ xβ, γ + yδ).
This is a curve with complex coefficients in two real variables and many points
on the k × k grid consisting of the points (i, j) with i, j = 0, 1, . . . , k − 1. The
real and imaginary parts of g are real algebraic curves each having many points
on the same grid. Thus by Theorem 7 there is a large constant C for which we
get a contradiction.
Jarn´ık’s result gives the existence of a bound in Theorem 7. This bound is
by no means optimal. In fact, Bombieri and Pila proved in [2] that we can get
the bound c(d, ε)k1/d+ε for any ε > 0 if the curve is irreducible. This clearly
gives a better bound for large degree.
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