Abstract Three-dimensional particle reconstruction with limited two-dimensional projects is an underdetermined inverse problem that the exact solution is often difficulty to be obtained. In general, approximate solutions can be obtained by optimization methods. In the current work, a practical particle reconstruction method based on convolutional neural network (CNN) is proposed. The proposed technique can refine the particle reconstruction from a very coarse initial guess of particle distribution from any traditional algebraic reconstruction technique (ART) based methods. Compared with available ART-based algorithms, the novel technique makes significant improvements in terms of reconstruction quality and at least an order of magnitude faster with dense particle concentration.
(MART) based on the maximum entropy criterion was introduced to reconstruct the 3D particle field. Since then, numerous advanced techniques have been developed to optimized the 3D particle reconstruction for improving either accuracy or efficiency, which has been well reviewed by Scarano (2012) and Gao et al (2013) . Most available particle reconstruction techniques are based on MART algorithm, such as the spatial filtering MART (SF-MART), which applies a spatial filtering on the reconstructed particle intensity field after each MART iteration (Discetti et al, 2013) . SF-MART provides a better reconstruction quality than the traditional MART algorithm, which will be tested and compared with the new technique in the current work.
For the PR problem, with the increase of particle seeding density, the reconstruction quality decreases rapidly due to the issue of ghost particles, which is a fake particle unexpectedly generated at the intersections of light of sight (LOS). Many algorithms were proposed to improve the reconstruction quality under high particle concentration. Worth and Nickels (2008) used multiplicative first guess (MFG) as a precursor to the standard MART approach, which can provides a reasonably accurate solution as initial condition for MART iteration and also accelerate the convergence. Atkinson and Soria (2009) further proposed a multiplicative LOS (MLOS) estimation to determine the possible particle locations without requiring the weighting matrix as MFG. Besides having a good initialization, removal of ghost particles can substantially improve the reconstruction quality. The joint distribution of peak intensity and track length can be used to successfully separate ghost particles and actual particles in certain cases (Elsinga and Tokgoz, 2014) . A simulacrum matching-based reconstruction enhancement (SMRE) technique proposed by de Silva et al (2013) utilizes the characteristic shape and size of actual particles to remove ghost particles in the reconstructed intensity field. The Shake-The-Box (STB) approach (Schanz et al, 2014 (Schanz et al, , 2016 uses the known trajectories to predict the particle distribution. The particle locations are consequently corrected by Iterative Reconstruction of Volumetric Particle Distribution (IPR) proposed by Wieneke (2013) . STB has a considerable improvement compared to MART in both accuracy and particle concentration. For time-resolved image acquisition, sequential motion tracking enhancement MART (SMTE-MART) proposed by Lynch and Scarano (2015) also produces a time-marching estimaarXiv:1909.07815v1 [eess.IV] 16 Sep 2019 tion of the object intensity field based on an enhanced guess, which is built upon the object reconstructed at the previous time instant. This method yields superior reconstruction quality and higher velocity field measurement precision when compared with both MART and MTE-MART (Novara et al, 2010) . For single volume reconstruction, some new reconstruction schemes were developed. Intensity-enhanced MART (IntE-MART) uses a histogram-based intensity reduction to suppress the intensity of ghosts (Wang et al, 2016) . Gesemann et al (2010) solved the volume intensity using a optimization algorithm based on constrained least squares strategies and L1-regularization. Ye et al (2015) proposed a dual-basis pursuit approach for particle reconstruction, which yielded higher reconstruction quality comparing with MART in 2D simulations. In order to reduce the computational time, Bajpayee and Techet (2017) presented a memory-efficient and highly parallelizable method based on a homography fit synthetic aperture refocusing method. Rather than a 'voxel-oriented' approach, Ben Salah et al (2018) proposed an 'object-oriented' approach called Iterative Object Detection-Object Volume Reconstruction based on Marked Point Process (IOD-OVRMPP) for the reconstruction of a population of 3D objects. The particle position can be directly obtained using this method.
With the development of machine learning in the field of image processing, designing a model based on machine learning to deal with various image-related tasks has become a hot topic. In the past few years, neural networks have begun to be applied to particle image velocimetry. Machine learning has been utilizing to replace traditional crosscorrelation for velocity deduction with dense particle seeding (Cai et al, 2019a; Cai et al, 2019b) . Recently, a series work has been presented in a conference, '13th International Symposium on Particle Image Velocimetry' (ISPIV 2019, Munich, Germany, July 22-24). For example, Lagemann et al (2019) applied convolutional neural networks (CNN) to PIV and achieved similar effects of traditional crosscorrelation algorithms. However, at the moment, most existing works on applying machine learning with PIV are two dimensional while investigation of applying machine learning on particle reconstruction, as a fully three-dimensional application, is still lacking. In this work, we utilize 3D CNN in design a machine learning algorithm for 3D particle reconstruction problem, termed as 'AI-PR'.
2 Principle of particle reconstruction with machine learning
Particle reconstruction as inverse problem
We formulate the problem of searching for the particle reconstruction from several projections of the particle field as inverse problem (Minerbo, 1979) . Consider a fixed three dimensional orthogonal coordinate system, (x, y, z) ∈ R 3 , the unknown particle field can be viewed as a continuous source function f ∈ C 0 (D) satisfying,
where D ⊂ R 3 is a compact support of f . Assuming parallel projection (or point spread function), without loss of generality, a view can be defined as rotation of coordinate system with respect to some certain origin. One can further introduce different translation for cameras but it is ignored in the context for better illustration. The coordinate in the rotated system is (x , y , z ) ∈ R 3 where x −y plane is parallel to the projection plane of the view, i.e., z is parallel to the line of sight, determined by the following relation,
where the rotation matrix T specified by three Euler angles α, β, γ is defined as,
In practice, there are J views, i.e., number of cameras, usually ranging from 4 to 6. For each j-th view, the two dimensional projection field g j (x , y ) is given as,
The goal of the inverse problem is to find the source function f , given projection data {g j } J j=1 in the discretized form, i.e., f are pixelized as function dealing with 3D matrix and g j as 2D images. Unfortunately, it is known to have infinite number of solutions satisfying all the above conditions (Guenther et al, 1974; Huesman, 1977) . Most often, additional conditions, e.g., entropy maximization Minerbo (1979) , is considered to enforce uniqueness.
Learning particle reconstruction field via CNN

Physics-informed input features
We consider the initial particle field E MLOS in Eq. 5 generated by MLOS method as input for the CNN. Because the geometrical optics information, i.e., directions and positions of all the cameras, are embedded, E MLOS is physicsinformed.
whereT is the first two rows of T.
Mathematical Formulation of a single Convlutional Layer
To begin with we denote the shape of general multi-channel 3D convolution field as (N x × N y × N z × Q) with last index as the channel. Now we define the convolution operation with kernel K ∈ R L×M×N×Q×Q on multi-channel 3D objects V ∈ R N x ×N y ×N z ×Q with output Z ∈ R N x ×N y ×N z ×Q as Z = c(K, V, s). Specifically, for index 1 ≤ i ≤ N x , 1 ≤ j ≤ N y , 1 ≤ k ≤ N z , and channel index 1 ≤ q ≤ Q , combining with zero-padding in Eq. 6 to avoid shrinkage of image size so as to enable deeper neural networks,
we have the following general expression for zero-padding convolution operation,
After obtaining the output field Z, an element-wise nonlinear activation function σ(·) : R → R is applied on Z. Finally, the whole process including the nonlinear activation above defined in Eq. 9 is called a convolutional layer C without pooling,
Architecture of AI-PR
Given the definition of a convolutional layer above as the building block, the architecture of convolutional neural network is illustrated in Fig. 1 . Two major steps are processed to achieve the final particle field. The first step calculates a three-dimensional initial particle field (E MLOS ) from multiple two-dimensional particle images by camera imaging, which is the same as traditional PR algorithms, while MLOS method has been noticed as a very good initial guess of particle field. The second step uses a convolutional neural network to learn the three-dimensional particle field with given input as the initial guess of particle field. The deep convolutional neural network with 12 layers was built to learn the 3D particle field. The input and output were both 64×64×32×1. The activation function of the last layer was Sigmoid function, while the other layers used ReLU function. Except the input layer and the output layers, all the rest layers were sizes of 64×64×32×16 with the Batch normalization method (Ioffe and Szegedy, 2015) Fig. 1: Schematic diagram of neural network structure adopted on these layers. The convolution kernel of the input layer was size of 3×3×3×1, while the other layers had size of kernel as 3×3×3×16.
In real experiments, it is often impossible to obtain exact locations and intensity distribution of particles from measurement. Hence, synthetic particle field was employed as training and testing data. The synthetic particle fields and their images were generated following typical way that has been widely used for testing PR algorithms. Details can be found in Wang et al (2016) and Ye et al (2015) . Four projections of particle fields were calculated from given mapping functions to simulate camera imaging. The initial MLOS field was then computed and prepared as input for the aforementioned 3D CNN.
In order to improve the robustness of the CNN, we considered 20% of the total training particle images biased with Gaussian noises. Different degrees of Gaussian noise were added to the four particle images. Following the typical way of adding noises (Wang et al, 2016; Cai et al, 2019a) , the standard deviation σ of the image noise was calculated with levels of nσ for PR testing, where n was from 0 to 0.2 with interval of 0.05. It was noticed that the performance of the new algorithm was stable and accurate enough when the size of training examples was over 500. The loss function for training the network was defined as:
where F is the target true tensor, F nn is the network output tensor, and is a small value to prevent the denominator from being zero, which was 10 −3 in the current work. Operator '×' represents the multiplication of the corresponding elements in the matrix, sum( . ) indicates the summation of all elements of the matrix. i is the index of training sample, M is the number of training samples. 
Results and discussions
Since it is difficult to directly test particle reconstruction technique with real experimental data, the AI-PR algorithm was tested with synthetic data. The testing particle fields was generated with the same manner as the training set with size of 780×780×140. Seeding density was tested from ppp = 0.05 to 0.3 with interval of 0.05. Noise level was tested from n = 0.05 to 0.3 with interval of 0.05. Three traditional PR methods: MLOS, MART with five and ten times iterations, together with proposed method in this work are considered for comparison against each other. All the training and testing were under the framework of Tenserflow TM V1.13.1 (Abadi et al, 2016) programmed with Python (www.python.org) and Matlab (MathWorks, Inc.). The computer used was an Intel x99 workstation with one CPU of E5-2696 V4, 64GB DDR4 memory and a RTX2080ti graphics processing unit. Fig. 2 provides a central cross-sections of a reconstructed particle field with ppp = 0.15. It is obvious that MLOS only gives a very coarse initial guess of potential particle location and intensity distribution, while AI-PR and MART can recover better particle fields. Comparing further between AI-PR and MART methods, it is notable that MART generates more ghost particles and has worse intensity distribution than AI-PR does. If the particle shape is looked closer, it can be found that MART-reconstructed particles have more ellipsoid shape, when AI-PR restores the spherical shape better. In terms of reconstruction quality, AI-PR shows its superiority to MART methods as shown in Fig. 3 . The quality factor Q was utilized for evaluating the accuracy and stability of the new technique, which is the correlation coefficient between the synthetic and reconstructed fields. In Fig.  3a , all the methods were tested without imaging noise. It is shown that AI-PR can recover the particle significantly from MLOS field. It has better Q than MART methods. When ppp researches 0.25, the Q remains at around 0.7 for AI-PR, while MART-10 reduces below 0.6. If the effect of noise is parameterized in Fig. 3b at ppp = 0.15, the Q reduces with increase of noise level for all methods, but AI-PR has the best stability against the biases.
When the efficiency of the calculation is concerned, the algorithms of MLOS, MART-5, MART-10 and AI-PR costed 512.5s, 5333.5s, 9881.5s, and 524.5s, respectively. Since AI-PR processing included the computing cost of MLOS and CNN, the actual computing time was only about 12s. However, it is noticed that the training of CNN costed about 16 hours for 100 epochs and the MART algorithm did not accelerate with GPU in the current work.
Conclusions
For the three-dimensional particle reconstruction of volumetric PIV, the new proposed AI-based technique shows its superior advantages of accuracy, efficiency and robustness on recovering particle locations and intensities from 2D particle images over traditional MART-based algorithms. Overall, with its superior accuracy and robustness, we believe AI-PR technique is very promising to apply to more realistic experiments. However, it needs to be noticed that for different experiments with different mapping functions of imaging, AI-PR requires its entire training procedure to learn the rules of projections. Future work could focus on combining calibration of volumetric PIV with AI-PR training, or doing particle reconstruction directly from AI-PR without calibration and additional network training for different experimental cases.
