Introduction
Many sampling methods can be used to estimate the population parameters. However, in many situations the experimental units for the variable of interest can be more easily ranked than quantified. The use of the method of ranked set sampling (RSS) in these situations is highly beneficial and is superior to simple random sampling (SRS). In many agricultural and environmental studies, it is possible to rank the experimental or sampling units with respect to the variable of interest, without actually measuring them; this usually results in costsavings. The RSS sampling method can be used when measurements of sample units, drawn from the population of interest, are very Two factors affect the efficiency of an RSS: set size and ranking errors. The larger the set size, the larger the efficiency of RSS, while the larger the set size the more the difficulty in the visual ranking and hence the larger the ranking error (Al-Saleh & Al-Omari, 2002) . Takahasi and Wakimoto (1968) provided the theoretical setups for RSS by showing that the mean of an RSS is the minimum variance unbiased estimator for a population mean. Dell and Clutter (1972) further showed that the sample mean RSS remains unbiased and more efficient than the sample mean even if ranking is imperfect.
Several authors have modified RSS to reduce the error in ranking and to make visual ranking tractable by experimenter. (For details about RSS and its modifications, see Muttlak, 1997; Samawi, et al, 1996; Al-Odat & Al-Saleh, 2001; Bhoj, 1997; Chen, 2000; Patil, et al, 1994a) . Stockes and Sager (1988) studied the characterization of RSS. In addition, for deriving the null distribution of their proposed test, they introduced an unbiased estimator for the population distribution function based on the empirical distribution function of RSS. Also, proposed a Kolmogorov-Smirnov goodness of fit test based on the empirical distribution function (EDF). Ibrahim et al. (2011) introduced a method to improve the power of the Chisquare goodness of fit test based on RSS. They used Kullback-Leibler information to compare data collected via both SRS and RSS and conducted a simulation study for the power of Chi-square test of the new method.
Al-Subh et al. (2009) conducted a comparison study for the power of a set of EDF goodness of fit tests for the logistic distribution under SRS and RSS. This article proposes a method to improve the power of the EDF goodness of fit tests for logistic distribution under RSS and uses a simulation study to compare the powers of each test under the RSS.
MEDF Goodness of Fit Tests
Stephens (1974) presented a practical guide to goodness of fit tests using statistics based on the EDF. Green and Hegazy (1976) Stephens (1979) gave goodness of fit tests for the logistic distribution based on a SRS; a comprehensive survey of goodness of fit tests based on SRS can be found in Stephens (1986 
and n is the sample size. 
This study examines the case Based on study results, the following conclusions are put forth:
1. The efficiencies in Tables 1 and 3 are all greater than 1; this indicates that the MEDF tests under ERSS are more powerful than their counterparts in SRS.
2. Tables 1-3 show that the efficiency increases as the distribution under the alternative hypothesis departs to asymmetry.
3. Power increases as the sample size n increases.
4. Power is equal to one for the lognormal and uniform distributions.
5. The MEDF tests based on data collected via RSS are more powerful than the EDF tests based on an SRS of the same size.
Conclusion
The power of a set of modified EDF goodness of fit tests was shown to be improved if a sample is collected via the RSS method, as opposed to the SRS method. Moreover, modified EDF tests show excellent power performance in comparison to their SRS counterparts. Although this study is limited to the logistic distribution under the null hypothesis, it could be easily extended to other distributions. 
