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Abstract—This paper studies the problem of Simultaneous
Sparse Approximation (SSA). This problem arises in many
applications which work with multiple signals maintaining some
degree of dependency such as radar and sensor networks. In
this paper, we introduce a new method towards joint recovery
of several independent sparse signals with the same support.
We provide an analytical discussion on the convergence of our
method called Simultaneous Iterative Method with Adaptive
Thresholding (SIMAT). Additionally, we compare our method
with other group-sparse reconstruction techniques, i.e., Simulta-
neous Orthogonal Matching Pursuit (SOMP), and Block Iterative
Method with Adaptive Thresholding (BIMAT) through numerical
experiments. The simulation results demonstrate that SIMAT
outperforms these algorithms in terms of the metrics Signal to
Noise Ratio (SNR) and Success Rate (SR). Moreover, SIMAT
is considerably less complicated than BIMAT, which makes it
feasible for practical applications such as implementation in
MIMO radar systems.
Index Terms—Simultaneous Sparse Approximation; Iterative
Method; Adaptive Thresholding; Joint Recovery.
I. INTRODUCTION
SPARSE signal processing has recently been exploited invarious fields of communication, due to fact that sparse
signals can be approximated by only a few nonzero coefficients
and hence sub-Nyquist sampling and Compressed Sensing
(CS) [1], [2]. The general CS problem is formulated as
follows:
minimize ‖x‖0
subject to y = Ax+ v
(1)
where x is the main sparse signal, y is the measurement vector,
A is the sensing matrix, and v is the additive noise vector. Two
main models are considered in CS for reconstruction of sparse
signals. Models with one measurement vector are referred
to as Single Measurement Vector (SMV) models, while the
other models with at least two measurement vectors are called
Multiple Measurement Vector (MMV) models.
The problem investigated in MMV models, known as SSA,
aims to jointly recover sparse representation of the mea-
surement vectors. The SSA applications may be encountered
in various fields such as sensor networks [3], [4], Elec-
troencephalography and Magnetoencephalography (EEG and
MEG) [5], source localization [6], and distributed MIMO radar
systems [7].
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[8] investigates the theory of MMV models. Some algo-
rithms have been developed by extending the general SMV
model into the MMV model to solve the SSA problems.
Orthogonal Matching Pursuit (OMP) [9] as a greedy algorithm
is one of the very first algorithms used for sparse recovery. At
each iteration of this algorithm, the best local improvement
to the current approximations is found in hope of obtaining a
good overall solution. The extension of the OMP algorithm to
The MMV paradigm, Simultaneous OMP or SOMP, has been
developed in [10]–[12].
The Iterative Method with Adaptive Thresholding (IMAT)
algorithm was originally proposed for sparse signal recon-
struction from missing samples [13]–[15]. The Block Iterative
Method with Adaptive Thresholding (BIMAT) [16] as an
extension of IMAT is employed for block sparse recovery for
distributed MIMO radar systems.
In this paper, we propose SIMAT as a generalization of
IMAT for simultaneous reconstruction of jointly sparse signals
from their missing samples.
A. Paper Overview
The rest of this paper is structured as follows. In Section II,
we first provide the description of SSA model. Then the pro-
posed method is introduced and its convergence is analyzed.
Numerical experiments of our method in comparison with the
SOMP algorithm are presented in Section III. SIMAT is then
demonstrated as a simple decoding algorithm for MIMO radar
systems, and its performance is compared with BIMAT by
means of simulation. Finally, the paper is concluded in Section
IV.
B. Notations
Scalar variables, vectors, and matrices are denoted by
italic lower-case, boldface lower-case, and boldface upper-
case, respectively. The elements of a vector are denoted by
subscript, i.e., xi is the i-th element of the vector x. |x|
calculates the absolute value of each entries of the vector x.
The pseudoinverse of matrix A is represented by A†. Finally,
the output of the thresholding operator TH(x, thr) is defined
as a diagonal matrix whose diagonal entries are determined as
follows:
TH(x, thr)ii =
{
1. |xi| ≥ thr
0. |xi| < thr (2)
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II. THE PROPOSED METHOD
A. Problem Statement
In this section we provide the formulation of SSA problems.
Assume that x1,x2, ...,xL are L equal-length signals that
share the same sparsity support in a specific transform domain.
These signals are random-sampled in another domain by
independent sampling masks s1, s2, ..., sL. These masks are
binary and each element of them is generated independently
based on a Bernoulli distribution , i.e., sin ∼ Bernoulli(p),
1 ≤ i ≤ L, and 0 ≤ p ≤ 1 is the sampling probability. The
random-sampled signals y1,y2, ...,yL are derived as follows:
yin = s
i
n × xin (3)
The problem is to simultaneously reconstruct the original
sparse signals from their random-sampled versions by employ-
ing the additional information that the signals share a common
support in a specific transform domain.
B. Algorithm
One can find the SIMAT algorithm in Algorithm 1. Let n,m
and k denote the lengths of the original signal, the length of
the observed vectors, and the sparsity number, respectively.
Moreover, let xji represent the reconstruction of the j-th signal
after i-th iteration.
It should be noted that the measurement matrices, i.e.,
[A1,A2, ...,AL], can be calculated by multiplying the trans-
formation matrix, which maps the signals to their sparsity
domain, and diagonal matrices whose diagonal entries are
equal to the elements of s1, s2, ..., sL.
This algorithm gradually extracts the sparse components of
the signals by thresholding the estimated signals iteratively.
Each iteration involves two different steps of thresholding and
projection. The thresholding step provides an approximation
of the common support of the signals by hard-thresholding the
summation of the absolute values of the approximated signals.
The projection step projects each of the estimated signals onto
the convex set defined by the support vector approximated in
the previous step.
In this algorithm λ is the relaxation parameter and controls
the convergence speed. The threshold value is decreased expo-
nentially by βe−α(k−1), where k is the iteration number. The
algorithm performance is less dependent on the parameters λ,
β, and α; however, these parameters are optimized empirically
to achieve a faster convergence.
C. Analytical Discussion
In [17], it is proved that the IMAT method converges to the
sparset solution of the random sample SMV problem if the
threshold value is less than ε
2
k , where k is the sparsity number,
and ε is the minimum distance between the subspace induced
by the random samples and all the subspaces induced by a
specific support which do not intersect with the previously
mentioned subspace. Now, we show that the probability of
finding the support of signals with the SIMAT is more than
that of the IMAT. Before proving this statement, we note the
following points.
Algorithm 1 SIMAT
1: Input:
2: Measurement matrices: A = [A1,A2, ...,AL] ∈
Rm×(L×n)
3: Measurement vectors: Y = [y1,y2, ...,yL] ∈ Rm×L
4: Maximum number of iterations: K
5: three constants: α, β, λ
6: Stopping threshold: ε
7: Output:
8: Recovered estimate of the signals: Xˆ = xˆ1, xˆ2, ..., xˆL ∈
Rn×L
9: procedure
10: xi0 ←
(
Ai
)† · yi 1 ≤ i ≤ L, k ← 1
11: while e > ε & k < K do
12: xsum← 0
13: suppk ← TH
(
xsum, βe−α(k−1)
)
14: for 1 ≤ i ≤ L do
15: sik = suppk × xik−1
16: xik ← sik + λ
(
xi0 −
(
Ai
)†
Aisik
)
.
17: xsum← xsum+ |x
i
k|
L
18: end for
19: k ← k + 1
20: e← ‖Xk −Xk−1‖
21: end while
22: return Xˆ = x1K ,x2K , ...,xLK
23: end procedure
We assume that the original signals are sparse in the
time domain, and each non-zero coefficient has a Gaussian
distribution. Additionally, the signals are random-sampled and
polluted by additive white Gaussian noise in the frequency do-
main. Since the signals are estimated by line 16 of Algorithm
1 in each iteration, each coefficient of the estimated signals
has a Gaussian distribution.
The distribution of the absolute value of a random variable
with Gaussian distribution N(0, σ2) is Half-Normal with the
following Probability Density (PDF) and Cumulative Distri-
bution (CDF):
PY (y;σ) =
√
2√
σ2 × pi exp
(
− y
2
2× σ2
)
y ≥ 0 (4)
QY (y;σ) = erf
(
y√
σ2 × 2
)
(5)
In the thresholding step of each iteration of our algorithm,
the absolute values of the coefficients are calculated. Hence,
these variables have Half-Normal distribution. We define the
variable z as the absolute value of the estimation of a non-
zero coefficient of a signal and assume that it has variance σ21
and mean µ1. Similarly, we define the variable w associated
with a zero-coefficient of a signal and assume that its variance
and mean are σ20 and µ0, respectively. We also assume that
µ1 > µ0 since the variance of the additive noise is small. Due
to the fact that the mean of L signals is calculated for the
SIMAT, the variables zL and wL can be defined as the mean
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 3
of the variables mentioned above. The variance and the mean
of zL and wL are σ
2
1
L , µ1,
σ20
L and µ0, as a result of the
independency of signals.
We prove the superiority of SIMAT over IMAT through
Lemma 1 and Lemma 2. As a general idea of these lemmas,
according to the law of large numbers, the coefficients of the
signal in the SIMAT become nearer to their mean when L,
the number of signals, go to infinity. In fact, the none-zero
coefficients tend to µ1 and the zero coefficients tend to µ0.
Therefore, it would be easier to find the non-zero coefficients
of the original signals.
Lemma 1. If the number of signals L satisfies the following
inequality
L ≥ σ
2
0
(ε− µ0)
(
1− erf
(
ε√
σ20×2
)) > 0, (6)
then P (w ≥ ε) ≥ P (wL ≥ ε) , ∀ε ≥ 2 × µ0, where P is
the probability sign. w and wL are the variables representing
the estimated zero coefficients of a signal in each iteration of
IMAT and SIMAT, respectively.
Proof: As a result of ε ≥ 2 × µ0 and positivity of wL,
one can easily show the following equality:
P (wL ≥ ε) = P (|wL − µ0 | ≥ ε− µ0) (7)
According to the Chebyshev’s theorem, we have
P (|wL − µ0| ≥ ε− µ0) ≤
σ20
L
ε− µ0 (8)
If we define Qw (ε) as the CDF of P (w), we get
P (w ≥ ε) = 1−Qw (ε) = 1− erf
(
ε√
σ20 × 2
)
(9)
Since 1− erf
(
ε√
σ20×2
)
≥ 0 and (ε− µ0) ≥ 0, the lemma
is proved for the number of signals specified by (6).
Lemma 2. If the number of signals L satisfies the following
inequality
L ≥ σ
2
1
(µ1 − ε)
(
erf
(
ε√
σ21×2
)) > 0, (10)
then P (z ≥ ε) ≤ P (zL ≥ ε) , ∀ µ1 ≥ ε ≥ 2× µ0, where P
is the probability sign, and the estimated non-zero coefficients
of a signal in each iteration of IMAT and SIMAT are denoted
by z and zL, respectively.
Proof: It is not too difficult to derive the following
inequality
P (zL ≥ ε) ≥ 1− P (|zL − µ1| ≥ µ1 − ε) (11)
According to the Chebyshev’s theorem, we have
TABLE I
MINIMUM NUMBER OF SIGNALS THAT SATISFIES THEOREM 1.
Input SNR (dB) 10 20 50
µ0 0.25 0.079 0.0025
µ1 0.5 0.5 0.5
σ02 0.1 0.01 10−5
σ12 0.18 0.09 0.08
ε 0.5 0.2 0.011
Minimum Value of L 4 2 5
P (|zL − µ1| ≥ µ1 − ε) ≤
σ21
L
µ1 − ε ⇒
P (zL ≥ ε) ≥ 1−
σ21
L
µ1 − ε
(12)
If we define Qz (ε) as the CDF of P (z), then we get
P (z ≥ ε) = 1−Qz (ε) = 1− erf
(
ε√
σ21 × 2
)
(13)
Since erf
(
ε√
σ21×2
)
≥ 0 and (µ1 − ε) ≥ 0 for µ1 ≥ ε ≥
2×µ0, one can easily prove the lemma for the L indicated in
(10)
Theorem 1. If the number of signals L satisfies the following
inequality
∀ µ1 ≥ ε ≥ 2× µ0 ,
L ≥ max( σ
2
1
(µ1 − ε)
(
erf
(
ε√
σ21×2
))
,
σ20
(ε− µ0)
(
1− erf
(
ε√
σ20×2
)) ),
(14)
then ∀ µ1 ≥ ε ≥ 2×µ0, the probability of finding the support
with SIMAT is higher than IMAT.
Proof: According to Lemma 1, if L satisfies (6), the
probability of mistaking a zero coefficient for a support in
SIMAT is less than that of IMAT. According to Lemma 2,
if L satisfies (10), the probability of finding a none-zero
coefficients in SIMAT is higher than IMAT.
Therefore, if L satisfies (14), it is more probable to find the
support with the SIMAT than with the IMAT.
One can find the minimum value of L which satisfies (14) as
shown in Table I. This table shows that the minimum number
of signals L that guarantees superiority of SIMAT over IMAT
is very low, and hence there is no need to have a large number
of signals to benefit from SIMAT.
III. SIMULATION RESULTS
In each trial of our simulation, we generate L number of
K-sparse signals. We choose K components out ofN = 256
randomly, and set them to a random number in the interval
[−1, 1]. Then the noisy signals are random-sampled by a
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TABLE II
RECONSTRUCTION SNR IN dB OF THREE DIFFERENT ALGORITHMS FOR DIFFERENT DENSITY RATE (K (%))
IN THE PRESENCE OF NOISE (SNR0 = INPUT SNR)(SAMPLING RATE=25%, L=8)
K is Unknown K is Known
SNR0 (dB) 10 20 100 10 20 100
K (%) 4 12 20 4 12 20 4 12 20 4 12 20 4 12 20 4 12 20
IMAT 19.7 0.5 -1.3 31.4 0.7 -1.8 94.3 0.9 -2.1 19.9 2.1 1.3 31.4 2.2 -0.5 94.6 1.4 -1.9
SIMAT 23.2 16.1 1.8 31.1 25.4 4.6 106 105.8 14.5 23.3 17.2 3.7 31.3 26.4 5.9 111.3 106.8 16.6
SOMP 14.9 12.9 1.2 23.1 23.1 2.1 114.1 107.3 22.5 23 16.8 0.4 32.9 26.8 4.7 113.9 107.4 21.4
Fig. 1. Success Rate vs. Density Rate (Input SNR= 20dB, Sampling Rate =
25%, L = 8, and the Sparsity Number is Unknown).
Fig. 2. Reconstruction SNR vs. Number of Signals (Input SNR=20dB,
Sampling Rate = 25%, Density Rate K = 20%, and the Sparsity Number is
Unknown).
TABLE III
RUN-TIME IN SECONDS OF DIFFERENT ALGORITHMS FOR DIFFERENT
DENSITY RATE (K (%)) IN THE PRESENCE OF NOISE
(INPUT SNR = 100 dB), (SAMPLING RATE=25%, L=8 , K IS KNOWN).
K (%) 4 12 20
SIMAT 0.017 0.027 0.027
SOMP 0.031 0.081 0.138
Fig. 3. Reconstruction SNR vs. Sampling Rate (Input SNR=20dB, Density
Rate K = 60%, L = 8,and the Sparsity Number is Unknown).
sampling rate of M/N . By the law of algebra, the number of
samples needed to specify the sparsity profile of the signals is
at least twice the sparsity number, hence K ≤M/((2×N)).
We optimize the parameters of the algorithm in each trial.
Table II compares the average reconstruction SNR (dB)
of three algorithms, IMAT, SIMAT and SOMP, for different
density numbers and input SNRs. As observed in Table II,
the simultaneous reconstruction methods outperform IMAT,
especially for higher sparsity numbers.
In the case of not knowing the density rate, SIMAT yields
the best results both in low and high density rate, and in noisier
channels. In noiseless channels, the signal can be perfectly
reconstructed by SIMAT, when the sparsity number is small.
In the case of knowing the density rate, SOMP and SIMAT
exhibit similar performances in all the cases. However, based
on the results of Table III, SIMAT outperforms SOMP in terms
of the complexity measured by the run-time.
The success rate of IMAT, SIMAT and SOMP algorithms for
different density rates is depicted in Fig. 1. A reconstruction
is considered to be successful if the output SNR is more
than 20dB. As seen in this figure, all curves experience
a sudden knee-like fall as the density rate increases. This
fall is considered as the boundary between successful and
unsuccessful reconstruction. The simulation results reveal that
for the SIMAT, success rate falls around 20% density rate.
While, the knee-like fall happens in 18% and 12% density rate
for IMAT and SOMP, respectively. This indicates that SIMAT
can successfully reconstruct the signals with higher sparsity
number in comparison with SOMP and IMAT algorithms.
Fig. 2 shows the effect of the number of signals on the
performance of SOMP and SIMAT. As observed in this figure,
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TABLE IV
RECONSTRUCTION SNR IN dB OF DIFFERENT ALGORITHMS FOR
DIFFERENT DENSITY RATE (K (%)) IN THE PRESENCE OF NOIS
(INPUT SNR=5 dB, SAMPLING RATE=20% , L=10).
K (%) 2.5 5 7.5 10 12.5 15
SIMAT 14.1 11.6 8.8 6.7 4.9 3.3
BIMAT 13.3 9.8 7.5 6.0 4.1 3.4
Improvement Ratio(%) +6 +18 +17 +12 +19 -2
by increasing the number of signals, we get better results.
Additionally, the SIMAT algorithm can reconstruct the signals
better than the SOMP when the number of signals is small.
The reconstruction SNR for different sampling rates is
depicted in Fig. 3. According to this figure, the SNR values
can be improved by increasing the sampling rate. Although
the SOMP algorithm has better results for a small interval in
the high sampling rates, SIMAT outperforms SOMP in most
cases.
Table IV lists the SNR of two reconstruction methods
extended from IMAT. Simulation results demonstrate the su-
periority of SIMAT over BIMAT in terms of the output SNR
and the complexity. Therefore, the SIMAT can be used instead
of the BIMAT in many applications such as distributed MIMO
radar systems.
IV. CONCLUSION
In this paper a novel method, SIMAT, was introduced for
SSA problems. The proposed method is an extension of IMAT
into the MMV models, and the idea of this extension is that
the summation of sparse vectors, sharing the same support, in
the thesholding step of each iteration can enhance the prob-
ability of reconstruction. Indeed, the theoretical analysis with
simulation results prove that SIMAT outperforms IMAT with
respect to the SNR metric. We compared the proposed method
with SOMP, as a well-known algorithm in the MMV models.
We can conclude from the conducted numerical experiments
that SIMAT is preferable in terms of SNR or SR, specially
in noisier channels with low sampling rates and high density
rates. Finally, it was observed that SIMAT is superior to
BIMAT when complexity and efficiency are important factors.
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