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We develop a new concept of quantum mechanics which
is based on a generalized space-time and on an action vec-
tor space similar to it. Both spaces are provided by alge-
braic properties. This allows to calculate the Dirac matrixes
and to derive quantum mechanics equations from structure
equations of the specified algebras. A new interpretation of
the wave function is given as differential of the action vec-
tor. A generalization of the Dirac equation for 8-component
wave function is derived. It is interpreted as the equation
for two leptons of the same generation. A procedure of the
approximate description of free leptons is formulated. The
generalized equation of quantum mechanics is reduced to the
Dirac, Pauli and Schro¨dinger equations by the sequential use
of this procedure. We explain the existence of three lepton
generations.
I. INTRODUCTION
Until the present time the sharp distinctions between
the classical and quantum mechanics principles gives no
way of describing macro- and micro-Universes in the uni-
form context. Let us remind of some of them.
In the classical mechanics, some operator can be put
into correspondence with any physical observable. For
example, the operator of derivation by coordinate corre-
sponds to the impulse. The classical operators work in
the space of fundamental scalar quantity, the action S,
over the reals. Thus the physical observable is identified
with a result of application of the operator to the function
S. There are no limitations on the physical observable
except for those imposed by the equation of motion.
In the quantum mechanics, some operator corresponds
also to any physical observable. The quantum opera-
tors work in the space of fundamental vector quantity,
wave function ψ, over the complex. Thus the physical
observable is identified not with a result of application
of operator to function ψ but with the eigenvalues of
this operator. These eigenvalues limit possible values of
physical observable (apart from restrictions imposed by
the quantum mechanics equations on the wave function).
This paper is aimed at finding the uniform basis both
for classical and for quantum mechanics. We follow the
concept that includes two essential generalizations. The
first one concerns the space-time, the second one concerns
the action.
Our special purpose is to derive the relativistic quan-
tum mechanics equations. It is assumed that such a
derivation will lead to the understanding wave function
through properties of generalized space-time and gener-
alized action and will also introduce a new quality to the
equations themselves.
The following propositions are used as the basis for our
investigation:
1. The space-time, X , is generalized up to X, space of
all contravariant tensors over X . The vector space
X supplemented by the vector multiplication rule
is algebra. The space X is defined as a general-
ized space-time. It is assumed that the generalized
space-time is a space of elementary particles. The
Clifford algebra, C, is further selected from X. Its
space is considered as a space of leptons.
2. Apart from of the generalized space-time X, a gen-
eralized conjugate space-time, X˜, is introduced as a
set of all covariant tensors over X . X˜ is also alge-
bra. The conjugate space-time is identified with a
space of elementary antiparticles. The space of the
conjugate Clifford algebra C˜ selected from X˜ is con-
sidered as a space of antileptons. For the algebra
C˜, as we show, the approximate regular representa-
tion of basis vectors is given by the Pauli and Dirac
matrices.
3. The action is considered as the vector quantity. The
action vectors form an algebra, S, similar to X.
Moreover a space of conjugate action vectors, S˜,
is introduced as similar to X˜. The spaces S and
S˜ are related to elementary particles and antipar-
ticles. The Clifford algebras SC and S˜C, selected
from algebras S and S˜, are related with leptons and
antileptons. They are similar to the Clifford alge-
bras C and C˜, respectively.
4. The partial derivation of the multiplication rule in
the algebras X and X˜, S and S˜ produce specific dif-
ferential relations called structure equations. The
structure equations for the Clifford algebras SC
and S˜C are reduced to the generalized equations
of relativistic quantum mechanics for leptons and
antileptons, respectively. The relativistic quantum
mechanics equations are reduced to the Dirac equa-
tions with the simplified assumptions.
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II. GENERALIZATION OF SPACE-TIME
A. Space-time
Consider the space-time X as a vector space over the
reals, IK. A vector x ∈ X can be expressed through basis
vectors
x = ei x
i ,
where i = 1, 2, 3, 4; e1, e2, e3 are the basis vectors of
geometric space, e4 is the basis vector of time, and x
i ∈
IK are vector coordinates.
Let us introduce an operation inverse to multiplication
of vector by number. For each vector a ∈ X , there is a
linear transformation of vector x ∈ X onto IK, which is
called the scalar product of vectors a and x and is denoted
by
〈a, x〉 ∈ IK .
The vectors a and x are orthogonal to each other if
〈a, x〉 = 0 .
The scalar product of vector x by itself defines its length
square
〈x, x〉 = (x1)2 + (x2)2 + (x3)2 − (x4)2 .
The metric tensor in X is given by the scalar product of
basis vectors:
gik ≡ 〈ei, ek〉 =
1 2 3 4
1 1
2 1
3 1
4 -1 .
We omit hereafter zero matrix elements for convenience.
The inverse metric tensor gik is defined by condition
g
ik
gkl = δ
i
l .
Let us introduce basis vectors Ei ∈ X for which
〈Ei, x〉 = xi .
The basis vectors Ei are called conjugate with respect to
basis vectors ei. For conjugate basis vectors
〈Ei, ek〉 = δ
i
k .
The conjugate basis vectors Ei are connected to the basis
vectors ei by a relation:
Ei = ek g
ik .
The conjugate vector
x˜ = xi E
i
can be put into correspondence with the vector x = ei x
i.
Here xi = δik x
k are coordinates of conjugate vector. The
scalar product of vector x by conjugate vector x˜ is
〈x, x˜〉 = (x1)2 + (x2)2 + (x3)2 + (x4)2 .
A set of conjugate vectors forms the vector space over
the reals which will be called a conjugate space-time and
will be denoted by X˜.
B. Generalized space-time
Let us generalize the space-time X up to the univer-
sal algebra of contravariant tensors, X. For this pur-
pose we introduce a tensor multiplication ⊗ for vectors
x1 ∈ X and consider, in addition to vectors x1, pairs
x1⊗x2, triples x1⊗x2⊗x3 and, in the common case, a
set of ⊗-products of p vectors, x1⊗x2⊗ . . .⊗xp, where
x2, . . . , xp belong also to X . A space of vectors
x1⊗x2⊗ . . .⊗xp ,
will be denoted byXp. A vector x ∈ Xp can be expressed
using basis vectors
x = eip...i2i1 x
i1i2...ip ,
where
eip...i2i1 = ei1 ⊗ ei2 ⊗ . . .⊗ eip .
Let us introduce a vector space
X = X0 +X1 + . . .+Xp + . . . ,
where X0 = IK, X1 = X . The space X with the addition
and multiplication of vectors is the universal algebra of
contravariant tensors or the universal contravariant al-
gebra. The vector x ∈ X can be expressed through basis
vectors
x = e0 x
0+ei1 x
i1+ei2i1 x
i1i2+. . .+ein...i2i1 x
i1i2...in+. . .
Here the unit of reals IK is designated by e0. The vector
space X will be called a generalized space-time.
For basis vectors of X-space, the multiplication is given
by
eim+n...im+2im+1 ⊗ eim...i2i1 = eim+n...i2i1 ,
or more commonly,
eim...i2i1 ⊗ ekn...k2k1 = elm+n...l2l1 δ
l1l2...lm+n
im...i2i1kn...k2k1
.
An upper generalized index
Im = i1i2 . . . im
and a lower generalized index
Im = im . . . i2i1 .
are introduced to make this expression more compact.
We can rewrite
eIm = eim...i2i1 , x
Kn = xk1k2...kn .
Then the rule of multiplication of basis vectors in X-
algebra takes the form
eIm ⊗ eKn = eLm+n · δ
Lm+n
ImKn . (1)
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Here the Kronecker deltas δLm+nImKn can be considered
as structure constants of X-algebra.
Let us introduce an upper collective index I running
values
0, i1, (i1i2), . . . , (i1i2 . . . in), . . .
and a lower collective index I running values
0, i1, (i2i1), . . . , (in . . . i2i1), . . .
Then the vector x ∈ X can be rewritten in a compact
form:
x = eI · x
I .
C. Subspace of generalized space-time
In this section we study how subspace and subalgebra
are selected from the generalized space-time.
In spite of the fact that the X-space is infinite-
dimensional, we introduce formally its dimensionality, N .
Let q coordinates be expressed through p = N − q the
other coordinates for any vector x ∈ X:
xI(q) = AI(q)K(p) · x
K(p) .
Here the collective index I(q) runs index values of de-
pendent coordinates, the collective index K(p) runs in-
dex values of independent coordinates, and AI(q)K(p) are
connecting constants. Then vector
x = eK · x
K = eK(p) · x
K(p) + eI(q) · x
I(q)
=
(
eK(p) + eI(q) ·A
I(q)
K(p)
)
xK(p)
belongs to the subspace of X with dimensionality p. This
subspace will be denoted by D. Basis vectors of D are
εK(p) = eK(p) + eI(q) ·A
I(q)
K(p)
= eI(N) ·A
I(N)
K(p) , (2)
where we have introduced the notation
AI(N)K(p) =
{
δI(p)K(p) , for I(N) = I(p) ;
AI(q)K(p) , for I(N) = I(q) .
Hereafter we use the large latin letters for indices of
basis vectors and of coordinates in D-subspace as well
as in X-space (for example, εK instead of εK(n)). Thus
it is meant that the indices in D-subspace accept only p
values.
We shall now find the condition such that the subspace
of X is also subalgebra of X. If D is algebra with finite di-
mensionality then the multiplication rule of basis vectors
εK can be written as
εI ◦ εK = εL · C
L
IK . (3)
Here CLIK are the structure constants or the paras-
trophic matrices of algebra D, the symbol ”◦” desig-
nates multiplication unlike ⊗-multiplication used for X-
algebra. We establish connection between the multipli-
cation rules in D and in X. We rewrite the relation (2)
as
εK = eKn · A
Kn
K ,
the summation is over all basis vectors of the space X.
From it and from (1) we derive
εI ◦ εK = eIm ⊗ eKn ·A
Im
I ·A
Kn
K
= eLm+n · δ
Lm+n
ImKnA
Im
I ·A
Kn
K
= eLm+n · A
Lm+n
L · C
L
IK .
Hereof we obtain the relation between the structure con-
stants of subalgebra D and the relation constants:
δLm+nImKn · A
Im
I · A
Kn
K = A
Lm+n
L · C
L
IK .
This relation represents the condition when the subspace
D of generalized space-time is the subalgebra of X.
In a specific case the multiplication (3) determines the
scalar product of basis vectors
〈εI , εK〉 = ε0 C
0
IK
and the metric tensor
gIK = C
0
IK .
Note also that
CLI0 = δ
L
I , C
L
0K = δ
L
K .
D is algebra with division if for each vector x ∈ D
except a zero-vector, there is the inverse vector x−1 that
satisfies the relation
x ◦ x−1 = ε0 . (4)
Or in the coordinate form
gIK · x
I (x−1)K = 1 .
D. Regular representation of subalgebra of
generalized space-time
The universal contravariant algebra X is associative.
Therefore its subalgebra D is also associative. From the
associativity of a subalgebra D
(εN ◦ εI) ◦ εK = εN ◦ (εI ◦ εK)
its regular representation follows. Using (3) we obtain
3
(εL ◦ εK)C
L
NI = (εN ◦ εL)C
L
IK .
Herefrom
CMLK · C
L
NI = C
M
NL · C
L
IK .
Comparing this expression with (3) we see that it is pos-
sible to put parastrophic matrices CLNI into a correspon-
dence with the basis vectors εI . This correspondence is
called the regular (joined) representation of the D-algebra
and is denoted as
εI ∼ C
L
NI .
The number I of parastrophic matrix is the index of basis
vector that can be represented by this matrix.
E. Generalized space-time of leptons
Consider the Clifford algebra as subalgebra of univer-
sal contravariant algebra X. As we shall see later, this
algebra holds a central position in lepton physics. We
shall define the Clifford algebra in two steps.
At first we define a contracted algebra, R, as subalgebra
of X through the following conditions on coordinates of
vectors:
xi1i2...ip(k1k1)ip+1...iq(kmkm)iq+1...in = xi1i2...in
m∏
l=1
g
klkl .
Here the k-indices in brackets are equal to each other, m
is the number of pairs of such indices; any two neighbour-
ing i-indices are not equal to each other. Thus according
to (2) the vector space of algebra R is built on the basis
vectors
εin...i2i1 = ein...i2i1
+
∑
m
ein...iq+1(kmkm)iq ...ip+1(k1k1)ip...i2i1
m∏
l=1
g
klkl ,
non-containing identical neighbouring indices. In partic-
ular,
εi2i1 = εi1 ◦ εi2 =
{
e0 gi1i1 , for i1 = i2 ;
ei1 ⊗ ei2 = ei2i1 , for i1 6= i2 .
Thus εii = Cii
0 e0 is the scalar product 〈ei, ei〉 = (ei)
2,
and Cii
0 is the metric tensor gii. For example, if the X-
space is one-dimensional and (e1)
2 = 1 then the R-space
is constructed on the two basis vectors:
ε0 = e0 + e11 + e1111 + . . .+ e11...1︸︷︷︸
2k
+ . . . ,
ε1 = e1 + e111 + e11111 + . . .+ e11...1︸︷︷︸
2k+1
+ . . .
Now we define the Clifford algebra C as subalgebra of
R by the following system of linear equations:
xσ(i1i2...in) = −xi1i2...in ,
where σ is the permutation of any two neighbouring dis-
tinct indices. For example,
x43142 = −x34142 = x31442 = x312 g44 = −x312 .
Thus the Clifford algebra is built on basis vectors
ε0 = e0
εi1 = ei1
εi2i1 = (ei1 ⊗ ei2 − ei2 ⊗ ei1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
εip...i2i1 =
∑
σ
signσ · σ(ei1 ⊗ ei2 ⊗ . . .⊗ eip) ,
non-containing indices with identical values. These basis
vectors obey the multiplication rule
εin...km...k1...ip+1 ◦ εip...km...k1...i1
= εin...i1
m∏
l=1
signσipkl signσklip+1 gklkl , (5)
where i enumerates distinct indices and k enumerates
conterminous indices of comultipliers; σipkl is the per-
mutation of index ip with index kl in the second comul-
tiplier, σklip+1 is the permutation of index kl with index
ip+1 in the first comultiplier. For basis vectors with dis-
tinct indices
εin...ip+1 ◦ εip...i2i1 = εin...i2i1 .
The space with basis vectors εip...i1 will be denoted by
Cp. If the dimensionality of the initial spaceX is denoted
by n, the dimensionality of Cp is equal to number of
combinations of n things p at a time
Cpn =
n (n− 1) . . . (n− p+ 1)
p!
.
Therefore
dimCp = dimCn−p , dimCn = 1 , dimCn−1 = n .
The space of the Clifford algebra C is a sum of spaces:
C = C0 + C1 + . . .+ Cn ,
where C0 = IK, C1 = X . The dimensionality of the
Clifford algebra
N = C0n +C
1
n + . . .+ C
n
n = (1 + 1)
n = 2n.
From here on the space C will be identified with a gen-
eralized space-time of leptons.
F. Regular representation of Clifford algebra
We consider further parastrophic matrices that repre-
sent the basis vectors of the Clifford algebra C.
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1. Product of Clifford algebras
First let us discuss the representation of product of
Clifford algebras.
Hereinafter, when it is necessary to stress the dimen-
sionality of Clifford algebra we shall use the notation Cn,
where n is the dimensionality of X .
The Clifford algebra Cn can be written as the product
Cm×Cn−m. The representation of basis vectors of Cn in
the subalgebra Cm over the field of hypernumbers form-
ing algebra Cn−m corresponds to this product. Consider
such a representation for vector x = εK · x
K . The basis
vectors εK can be written as
εK = εk2 ◦ εk1 = εd1 C
d1
k1k2 ,
where εk1 are basis vectors of subalgebra Cm, εk2 are
basis vectors of subalgebra Cn−m, and C
d1
k1k2 are the
parastrophic matrices of Cn−m in Cm over field of hyper-
numbers Cn−m. We assume here that these parastrophic
matrices can be expressed through basis hypernumbers,
ξk2 , of field Cn−m as
Cd1k1k2 = δ
d1
k1 ξk2 .
Then
εk2 ◦ εk1 = εk1 ξk2 . (6)
Thus the representation of vectors of algebra Cn in the
subalgebra Cm over field of hypernumbers Cn−m has the
form
x = εK · x
K = εk2 ◦ εk1 x
k2k1 = εk1 (ξk2 x
k2k1) .
This representation will be called complex or quaternion,
when hypernumbers εk are complex numbers or quater-
nions, respectively. The complex and quaternion repre-
sentations considered below are convenient by compact-
ness.
2. Classification of Clifford algebras
We shall now elaborate a classification of Clifford al-
gebras by means of signatures of basis vectors.
Let us assign the basis vectors ε0 and εi to forming,
and the remaining basis vectors to produced bearing in
mind that these latter vectors are formed from ε0 and εi
by ◦-multiplication.
The square of produced vector is expressed through
the squares of forming vectors. For example,
εi2i1 ◦ εi2i1 = − (εi1)
2 (εi2)
2
εi3i2i1 ◦ εi3i2i1 = − (εi1)
2 (εi2)
2 (εi3)
2
εi4i3i2i1 ◦ εi4i3i2i1 = + (εi1)
2 (εi2)
2 (εi3)
2 (εi4)
2 .
But as (εi)
2 is equal either to +ε0 or to −ε0 the Clifford
algebras may be classified by the signature of forming
vector squares. Consider such a classification for several
cases of the dimensionality n of space X .
(a) n = 0, N = 1, εA = {ε0}. The signature of square
of ε0 is
(+) .
(b) n = 1, N = 2, εA = {ε0, ε1}. The two variants of
the signatures of forming vector squares are possible:
(+,+) , (+,−) .
The last case is the algebra of complex numbers.
(c) n = 2, N = 4, εA = {ε0, ε1, ε2, ε21}. The three
alternative sets of the signatures are possible:
( + , + + , − )
( + , + − , + )
( + , − − , − ) .
In the last case the Clifford algebra is called the quater-
nion algebra.
(d) n = 3, N = 8,
εA = {ε0, ε1, ε2, ε3, ε21, ε13, ε32, ε123} .
The possible variants of the signatures are
( + , + + + , − − − , − )
( + , + + − , − + + , + )
( + , + − − , + + − , − )
( + , − − − , − − − , + ) .
The first case corresponds to the Clifford algebra con-
structed on the geometric space.
(e) n = 4, N = 16,
εA = {ε0, ε1, ε2, ε3, ε4, ε21, ε13, ε32, ε14, ε24, ε34,
ε123, ε124, ε134, ε234, ε1234} .
The possible variants of the signatures are
( + , + + + + , − − − − − − , − − − − , + )
( + , + + + − , − − − + + + , − + + + , − )
( + , + + − − , − + + + + − , + + − − , + )
( + , + − − − , + + − + − − , − − − + , − )
( + , − − − − , − − − − − − , + + + + , + ) .
The second case corresponds to the Clifford algebra con-
structed on the space-time.
We now formulate the rule of calculation of paras-
trophic matrices for the Clifford algebra. This rule fol-
lows from the regular representation of basis vectors:
εI ∼ C
L
KI ≡ CI
(
L
K
)
.
Here I is the parastrophic matrix number, K is the col-
umn number, L is the row number. In order to calculate
element CLKI , we proceed as follows: we evaluate the
product εK ◦ εI by using the multiplication rule (5) (the
basis vector εI is the right comultiplier); the index L
of the resulting basis vector εL will be the row number
for the desired element CLKI , and the coefficient at the
specified basis vector will determine its value.
Let us consider different representations of basis vec-
tors of the Clifford algebra C when the initial space X
is: 1) the geometric space, 2) the space-time.
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3. Clifford algebra on geometric space
The algebra C3 with signature (+ , + + + , −− − , − )
corresponds to this case. Let us choose the special order
of indices:
(32, 13, 21, 0, 1, 2, 3, 123) .
Such a choice is justified by that the parastrophic ma-
trices of the conjugate Clifford algebra are represented
by Pauli and Dirac matrices at this order of indices (see
Section IIH). Using the above rule one can obtain paras-
trophic matrices CLKI (see Appendix A1).
The vector x ∈ C3 can be expressed as
x = ε13 ◦ (ε21 x
32 + ε0 x
13)
+ ε0 ◦ (ε21 x
21 + ε0 x
0) + ε2 ◦ (ε21 x
1 + ε0 x
2)
+ ε123 ◦ (ε21 x
3 + ε0 x
123) . (7)
This decomposition corresponds to the representation of
algebra C3 as product C2×C1 and is complex. The basis
vectors of C2 are ε13, ε0, ε2, ε123; the basis vectors of C1
are ε21, ε0. The direction 21, defining algebra C1, will
be called basic. We put the basis vector ε21 into cor-
respondence with the imaginary unit i bearing in mind
that (ε21)
2 = −1. The complex representation of basis
vectors εA corresponding to (7) is given by 4 × 4 matri-
ces (see Appendix A1), where the basis units 1 , i, a, b
replace the following blocks:
1 = 1
1
, i = 1-1 , a =
1
1
, b =
-1
1
.
It is significant that in the complex representation the
matrix
Ci1k121 = i δ
i1
k1
corresponds to the basis vector ε21. As it will be shown
in a forthcoming paper [1], this basic vector is closely
connected with an consideration of interaction between
the lepton and the electromagnetic field.
Note that ε21 is the selected direction in the above
representation. However the directions ε13 and ε32 are
equivalent to the direction ε21 from an algebraic point
of view and can also be taken as basic. In order to dis-
tinguish these cases from the previous one, we denote
imaginary unit by j when ε13 is taken as basic direction,
and by k when ε32 is taken as basic direction. In these
cases, the regular representation matrices differ from the
matrices presented in Appendix A1 by replacement of
the imaginary unit i either on j, or on k.
On the other hand, the vector x ∈ C3 can be expressed
in the form of quaternion representation
x = (ε32 x
32 + ε13 x
13 + ε21 x
21 + ε0 x
0) ◦ ε0
+ (ε32 x
1 + ε13 x
2 + ε21 x
3 + ε0 x
123) ◦ ε123 . (8)
It corresponds to the representation of algebra C3 as
product C1 × C2. The basis vectors of C1 are ε0, ε123;
the basis vectors of C2 are ε32, ε13, ε21, ε0. The quater-
nion representation of the basis vectors εA corresponding
to (8) is given by 2 × 2 matrices presented also in Ap-
pendix A1.
4. Clifford algebra on space-time
The Clifford algebra C4 with the signature
( + , + + + − , − − − + + + , − + + + , − )
corresponds to this case. Choose the special order of
indices:
(32, 13, 21, 0, 42, 14, 1324, 34, 1, 2, 3, 123, 134, 234, 4, 124) .
Now one can calculate the parastrophic matrices CLKI
by using the rule formulated above. They are presented
in Appendix A2.
The complex representation of the basis vectors εI , cor-
responding to the decomposition:
x = ε13 ◦ (ε21 x
32 + ε0 x
13)
+ ε0 ◦ (ε21 x
21 + ε0 x
0) + ε14 ◦ (ε21 x
42 + ε0 x
14)
+ ε34 ◦ (ε21 x
1324 + ε0 x
34) + ε2 ◦ (ε21 x
1 + ε0 x
2)
+ ε123 ◦ (ε21 x
3 + ε0 x
123) + ε234 ◦ (ε21 x
134 + ε0 x
234)
+ ε124 ◦ (ε21 x
4 + ε0 x
124) ,
is given by 8 × 8 matrices where the above blocks are
replaced by the basis units 1 , i, a, b (see Appendix A2).
The quaternion representation of the vectors εI , cor-
responding to decomposition:
x = (ε32 x
32 + ε13 x
13 + ε21 x
21 + ε0 x
0) ◦ ε0
+ (ε32 x
42 + ε13 x
14 + ε21 x
1324 + ε0 x
34) ◦ ε34
+ (ε32 x
1 + ε13 x
2 + ε21 x
3 + ε0 x
123) ◦ ε123
+ (ε32 x
134 + ε13 x
234 + ε21 x
4 + ε0 x
124) ◦ ε124 ,
is given by 4×4 matrices presented also in Appendix A 2.
G. Generalized conjugate space-time. Conjugate
Clifford algebra.
To describe the space structure of antiparticles we in-
troduce a generalized conjugate space-time. For this pur-
pose we generalize the conjugate space-time X˜ intro-
duced in Section IIA up to universal algebra of covariant
tensors X˜ in line with Section II B. The vector x˜ ∈ X˜ can
be expressed through basis vectors
x˜ = x0E
0 + xi1 E
i1 + xi2i1 E
i1i2 + . . .
+ xin...i2i1 E
i1i2...in + . . . = xI ·E
I .
Here E0 is the unit of reals IK. Note that the ⊗-
multiplication in X˜ differs from multiplication in X by
an order of multipliers.
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The convolution of linear spaces X and X˜ is gener-
alized up to convolution of linear spaces X and X˜. In
particular the basis vectors ekn...k2k1 and E
i1i2...in can
be chosen so that
〈Ei1i2...in , ekn...k2k1〉 = δ
in
kn
. . . δi2k2 δ
i1
k1
.
Let D˜ be subalgebra of X˜. Then the rule of multipli-
cation of the basis vectors is written as
EI ◦ EK = CIKL · E
L ,
where CIKL are the structure constants of the conjugate
subalgebra D˜. In a specific case, the multiplication EI ◦
EK defines the convolution
〈EI , EK〉 = CIK0E
0
and the inverse metric tensor gIK = CIK0. Note also
that C0KI = C
K0
I = δ
K
I .
From the condition of associativity of multiplication
EI ◦ (EK ◦ EN ) = (EI ◦ EK) ◦ EN ,
it follows that
CKNL · C
IL
M = C
IK
L · C
LN
M .
This expression demonstrates the possibility of regular
representation of basis vectors EI :
EI ∼ CILM .
The relation between the structure constants of algebra
D˜ and of algebra D is given by the operation of conjuga-
tion:
CRQP = g
RI · gQK · CLKI · gLP . (9)
A conjugate Clifford algebra C˜ can be define as subal-
gebra of universal covariant algebra X˜ by analogy with
the Clifford algebra C. From here on the space C˜ will
be identified with a generalized space-time of antileptons.
The basis vectors of C˜ will be denoted by E i1i2...in . In
particular, for the basis vectors with distinct indices
E i1i2...ip ◦ E ip+1...in = E i1i2...in .
H. Regular representation of conjugate Clifford
algebra. Pauli and Dirac matrices
From the regular representation of basis vectors
EI ∼ CIKL ≡ C
I
(
K
L
)
,
the calculation rule of parastrophic matrices for the con-
jugate Clifford algebra follows. Here I is the parastrophic
matrix number, L is the column number, K is the row
number. In order to calculate element CIKL, we proceed
as follows: we evaluate the product EI ◦ EK by using the
multiplication rule of the type (5) (the basis vector EI
is the left comultiplier); the index L of the resulting ba-
sis vector EL will be the column number for the desired
element CIKL, and the coefficient at the specified ba-
sis vector will determine its value. The resulting matrix
must be multiplied by (EI)2.
Consider different representations of basis vectors of
the conjugate Clifford algebra C˜ when the initial space
X˜ is: 1) the geometric space (X˜3 ≡ X3), 2) the conjugate
space-time.
1. Conjugate Clifford algebra on geometric space
The algebra C˜3 with the signature (+,+++,−−−,−)
corresponds to this case. Choose the index order applied
previously: (32, 13, 21, 0, 1, 2, 3, 123). The parastrophic
matrices CL
KI can be calculated as from the above rule
so and from the relation (9). In conjugate Clifford algebra
C˜3 the metric tensor is
g
LP ∼
13 0 2 123
32 21 1 3
32 -1
13 -1
21 -1
0 1
1 1
2 1
3 1
123 -1
If we substitute this tensor and the parastrophic matrices
of Clifford algebra C3 (see Appendix A1) in (9), we find
the regular representation matrices of basis vectors for
conjugate Clifford algebra C˜3.
The eight parastrophic matrices CL
KI of algebra C˜3
are written in the real, complex, and quaternion repre-
sentations in Appendix B1. The complex representation
is based on the decomposition
x˜ = E13 ◦ (x32 E
21 + x13 E
0) + E0 ◦ (x21 E
21 + x0 E
0)
+ E2 ◦ (x1 E
21 + x2 E
0) + E123 ◦ (x3 E
21 + x123 E
0) .
The quaternion representation is based on the decompo-
sition
x˜ = (x32 E
32 + x13 E
13 + x21 E
21 + x0 E
0) ◦ E0
+ (x1 E
32 + x2 E
13 + x3 E
21 + x123 E
0) ◦ E123 .
In quaternion representation the parastrophic matrices
contain the Pauli matrices σ1, σ2, σ3 as basis blocks.
Let us introduce matrices γ0, γ1, γ2, γ3, γ21, γ13, γ32
and γ123 through the relations
E0 = 1 γ0 , E
1 = i γ1 , E
2 = i γ2 , E
3 = i γ3 ,
E21 = γ1 γ2 = γ12 , E
13 = γ3 γ1 = γ31 ,
E32 = γ2 γ3 = γ23 , E
123 = (−i) γ1 γ2 γ3 = (−i) γ123 .
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These matrices
γ0 =
1
1
, γ123 = i
-1
1
,
γ1 =
-σ1
σ1
, γ2 =
-σ2
σ2
, γ3 =
-σ3
σ3
,
γ12 = i
σ3
σ3
, γ31 = i
σ2
σ2
, γ23 = i
σ1
σ1
form the incomplete set of Dirac matrices describing only
spatial basis vectors.
2. Conjugate Clifford algebra on conjugate space-time
The Clifford algebra C˜4 with signature
( + , + + + − , − − − + + + , − + + + , − )
corresponds to this case. The parastrophic matrices
CIKL are calculated for the index order applied previ-
ously
(32, 13, 21, 0, 42, 14, 1324, 34, 1, 2, 3, 123, 134, 234, 4, 124) .
The regular representation of basis vectors for conjugate
Clifford algebra C˜4 can also be obtained from relation (9)
by using the metric tensor
g
LP ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 -1
0 1
42 1
14 1
1324 -1
34 1
1 1
2 1
3 1
123 -1
134 1
234 1
4 -1
124 1
16 parastrophic matrices of algebra C˜4 are written in
the real, complex, and quaternion representations in Ap-
pendix B 1. The complex representation of the basis vec-
tors is based on decomposition of vector x˜ ∈ C˜4:
x˜ = E13 ◦ (x32 E
21 + x13 E
0)
+ E0 ◦ (x21 E
21 + x0 E
0) + E14 ◦ (x42 E
21 + x14 E
0)
+ E34 ◦ (x1324 E
21 + x34 E
0) + E2 ◦ (x1 E
21 + x2 E
0)
+ E123 ◦ (x3 E
21 + x123 E
0) + E234 ◦ (x134 E
21 + x234 E
0)
+ E124 ◦ (x4 E
21 + x124 E
0) .
It is given by 8×8 matrices where blocks are replaced by
the basis units 1 and i.
The quaternion representation of vectors EI corre-
sponds to decomposition:
x˜ = (x32 E
32 + x13 E
13 + x21 E
21 + x0 E
0) ◦ E0
+ (x42 E
32 + x14 E
13 + x1324 E
21 + x34 E
0) ◦ E34
+ (x1 E
32 + x2 E
13 + x3 E
21 + x123 E
0) ◦ E123
+ (x134 E
32 + x234 E
13 + x4 E
21 + x124 E
0) ◦ E124 .
It is given by 4× 4 matrices.
I. Approximate representation of basis vectors
In this Section consider the regular representation of
basis vectors of algebra Cn in its subalgebra Cn−k for
k < n. Such a representation will be called approximate.
Further it will be used to obtain the Dirac and Pauli
matrices.
For example, consider the approximate representation
of basis vectors of algebra C˜n in its subalgebra C˜n−1.
Let us separate the basis vectors EI of algebra C˜n into
two groups EI1 and EI2 with the same number of vectors
so that the vectors EI1 make up algebra. Because of
symmetries of the Clifford algebra, the relations (3) take
the form
EI1 ◦ EK1 = CI1K1L1 · E
L1 , (10)
EI2 ◦ EK1 = CI2K1L2 · E
L2 , (11)
EI1 ◦ EK2 = CI1K2L2 · E
L2 ,
EI2 ◦ EK2 = CI2K2L1 · E
L1 .
We assume that, approximately by calculating the rep-
resentation matrices of basis vectors of C˜n in C˜n−1, the
basis vectors EL2 can be replaced by EL1 through the
relation:
EL2 = PL2L1 · E
L1 ,
where PL2L1 is the correspondence matrix. Then the
relation (11) takes the form
EI2 ◦ EK1 = CI2K1L2 · P
L2
L1 · E
L1 . (12)
From (10) and (12) the representation matrices of ba-
sis vectors of the algebra C˜n in its subalgebra C˜n−1 can
be calculated. Note that the basis vectors of C˜n−1 are
exactly represented but the other basis vectors are ap-
proximately represented.
Similarly it is possible to consider the approximate rep-
resentation of basis vectors of algebra Cn in its subalge-
bra Cn−k, where k < n.
1. First approximate representation
Consider the approximate representation of basis vec-
tors of algebra C˜4 in its subalgebra C˜3 constructed on the
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basis vectors E32, E13, E21, E0, E1, E2, E3, E123. For this
purpose, we assume that by calculating the parastrophic
matrices by (12) the basis vectors with indices
42, 14, 1324, 34, 134, 234, 4, 124
are replaced by the basis vectors with indices
32, 13, 21, 0, 1, 2, 3, 123
respectively. Then the dimensionality of matrices of al-
gebra C˜4 is reduced by half and equal to 8×8 for the real
representation, 4× 4 for the complex representation, and
2× 2 for the quaternion representation. For example,
E4 ∼ (−1)
14 34 234 124
42 1324 134 4
13 0 2 123
32 21 1 3
32 -1
13 1
21 -1
0 1
1 -1
2 1
3 -1
123 1
= i
1
1
1
1
= i
1
1
As a result, we obtain
E0 ∼ 1 1
1
, E1324 ∼ i 1 -1 ,
E1 ∼ i -σ1
σ1
, E2 ∼ i -σ2
σ2
,
E3 ∼ i -σ3
σ3
, E4 ∼ i 1
1
,
E21 ∼ i σ3
σ3
, E13 ∼ i σ2
σ2
,
E32 ∼ i σ1
σ1
, E14 ∼ 1 σ1
-σ1
,
E42 ∼ 1 -σ2
σ2
, E34 ∼ 1 σ3
-σ3
,
E123 ∼ 1
-1
1
, E124 ∼ 1 σ3
σ3
,
E234 ∼ 1 σ1
σ1
, E314 ∼ 1 σ2
σ2
.
The matrices of spatial vectors for the conjugate space-
time in the approximate representation coincide with the
exact matrices for the three-dimensional case.
Let us introduce matrices γK in the correspondence
with expressions:
E0 = γ0 , E
1 = i γ1 , E
2 = i γ2 ,
E3 = i γ3 , E
4 = i γ4 ,
E21 = γ1 γ2 = γ12 , E
13 = γ3 γ1 = γ31 ,
E32 = γ2 γ3 = γ23 , E
14 = γ4 γ1 = γ41 ,
E42 = γ2 γ4 = γ24 , E
34 = γ4 γ3 = γ43 ,
E123 = (−i) γ1 γ2 γ3 = (−i) γ123 ,
E124 = (−i) γ1 γ2 γ4 = (−i) γ124 ,
E234 = (−i) γ2 γ3 γ4 = (−i) γ234 ,
E314 = (−i) γ3 γ1 γ4 = (−i) γ314 ,
E1324 = γ1 γ3 γ2 γ4 = γ1234 .
The matrices γ make the full set of Dirac matrices. Thus
the Dirac matrices correspond to the approximate repre-
sentation of basis vectors of the conjugate Clifford alge-
bra C˜4 in the conjugate algebra C˜3. Such a representa-
tion will be called the first approximate one and will be
denoted by
R˜1 : C˜4 → C˜3 {E
32, E13, E21, E0, E1, E2, E3, E123}.
The approximate representation
R1 : C4 → C3 {ε32, ε13, ε21, ε0, ε1, ε2, ε3, ε123}
can be considered by an analogous way. As a result, we
obtain
ε0 ∼ 1
1
1
, ε1324 ∼ i
1
-1
,
ε1 ∼ a
-I
I
, ε2 ∼ b
-I
I
,
ε3 ∼ i
-1
1
, ε4 ∼ i
1
1
,
ε21 ∼ (−i)
1
1
, ε13 ∼ b
I
I
,
ε32 ∼ a
I
I
, ε14 ∼ b
I
-I
,
ε42 ∼ a
I
I
, ε34 ∼ 1
1
1
,
ε123 ∼ 1
1
1
, ε124 ∼ 1
1
-1
,
ε234 ∼ b
-I
I
, ε314 ∼ a
-I
I
.
2. Second approximate representation
Consider the representation
R˜2 : C˜4 → C˜2 {E
32, E13, E21, E0}
which will be called the second approximate represen-
tation. For this purpose let’s assume that, by calcu-
lating the parastrophic matrices by (12), the basis vec-
tors with indices (42, 14, 1324, 34), (134, 234, 4, 124), and
(1, 2, 3, 123) are replaced by the basis vectors with in-
dices (32, 13, 21, 0), respectively. Then the dimensional-
ity of matrices of basis vectors of C˜4 is reduced by half
with respect to the first approximate representation and
is equal to 4 × 4 for the real representation, 2 × 2 for
the complex representation, and 1× 1 for the quaternion
representation.
For the regular representation of basis vectors of the
conjugate space-time in the algebra C˜2 we have
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E1 ∼
2 123
1 3
13 0
32 21
32 -1
13 1
21 -1
0 1
= (−i)
1
1
= (−i)σ1
E2 ∼
2 123
1 3
13 0
32 21
32 -1
13 -1
21 1
0 1
= (−i)
-i
i
= (−i)σ2
E3 ∼
2 123
1 3
13 0
32 21
32 1
13 -1
21 -1
0 1
= (−i)
-1
1
= (−i)σ3
E4 ∼(−1)
234 124
134 4
13 0
32 21
32 -1
13 1
21 -1
0 1
= i
1
1
= i 1
Thus the basis vectors of the conjugate geometric space
are represented in algebra C˜2 by the Pauli matrices. As
a result, we obtain for basis vectors of algebra C˜4
E0 = 1 1 , E21 = i σ3 , E34 = −1 σ3 ,
E1 = (−i)σ1 , E13 = i σ2 , E123 = −1 1 ,
E2 = (−i)σ2 , E32 = i σ1 , E124 = 1 σ3 ,
E3 = (−i)σ3 , E14 = −1 σ1 , E134 = −1 σ2 ,
E4 = i 1 , E42 = −1 σ2 , E234 = 1 σ1 ,
E1324 = i 1 .
The approximate representation
R2 : C4 → C2 {ε32, ε13, ε21, ε0}.
can be found by an analogous way. For example, for the
space-time basis vectors we have
ε1 ∼
13 0
32 21
1 32 1
2 13 1
3 21 -1
123 0 -1
= a
1
-1
= a I
ε2 ∼
13 0
32 21
1 32 -1
2 13 1
3 21 1
123 0 -1
= b
1
-1
= b I
ε3 ∼
13 0
32 21
1 32 1
2 13 -1
3 21 1
123 0 -1
= i
1
1
= i 1
ε4 ∼
13 0
32 21
134 32 1
234 13 -1
4 21 1
124 0 -1
= i
1
1
= i 1
As a result, the basis vectors of algebra C4 are repre-
sented as
ε0 = 1 1 , ε21 = i 1 , ε34 = i 1 ,
ε1 = a I , ε13 = b I , ε123 = 1 1 ,
ε2 = b I , ε32 = a I , ε124 = 1 1 ,
ε3 = i 1 , ε14 = a I , ε134 = a I ,
ε4 = i 1 , ε42 = b I , ε234 = b I ,
ε1324 = i 1 .
3. Third approximate representation
Consider the representation
R˜3 : C˜4 → C˜1 {E
21, E0} ,
which will be called the third approximate representa-
tion. For this purpose let us assume that the basis vec-
tors with indices (42, 14), (1324, 34), (134, 234), (4, 124),
(1, 2), (3, 123), (32, 13) are replaced by the basis vectors
with indices (21, 0), respectively. Then the dimensional-
ity of matrices of basis vectors of C˜4 is reduced by half
with respect to the second approximate representation
and is equal to 2× 2 for the real representation, 1× 1 for
the complex representation. As a result, the basis vectors
of algebra C˜4 are represented as
E0 = 1 , E1 = −i , E2 = 1 , E3 = −i ,
E4 = i , E21 = i , E13 = −1 , E32 = i ,
E14 = 1 , E42 = −i , E34 = 1 , E123 = −1 ,
E124 = 1 , E134 = −i , E234 = 1 , E1324 = i .
In the approximate representation
R3 : C4 → C1 {ε21, ε0}
the basis vectors of algebra C4 are written in the form
ε0 = 1 , ε1 = a , ε2 = b , ε3 = i ,
ε4 = i , ε21 = i , ε13 = b , ε32 = a ,
ε14 = b , ε42 = a , ε34 = 1 , ε123 = 1 ,
ε124 = 1 , ε134 = a , ε234 = b , ε1324 = i .
J. Derivation of vectors of generalized space-time.
Structure equations
The existence of the structure equations is the impor-
tant feature of derivation of algebras. It is connected to
derivation of the multiplication rule for vectors. We shall
consider the structure equations for the algebra D being
the subalgebra of contravariant universal algebra X.
Consider vectors x, x1, x2 ∈ D connected by the multi-
plication rule:
x = x1 ◦ x2 . (13)
10
From (3) the coordinate form of the multiplication rule
follows
xK = CKLI (x2)
I (x1)
L .
Use the inverse vector x−1 for which the condition (4) is
fulfilled. We obtain for the inverse vector:
x−1 = (x1 ◦ x2)
−1 = (x2)
−1 ◦ (x1)
−1 . (14)
Let us introduce a differential operator δ acting on the
right expression. Consider the differential δx. We shall
distinguish differentials δ1, δ2, . . . by index, the differen-
tial of vector x by variation of vector xp will be denoted
by δpx. From (13) follows
δx1 = δ1x ◦ (x2)
−1 , δx2 = (x1)
−1 ◦ δ2x . (15)
Let us introduce the second differential δ2δ1x. From
(13) the second differential is written as
δ2δ1x = δx1 ◦ δx2 .
Using (15) and (14) we get
δ2δ1x = δ1x ◦ (x)
−1 ◦ δ2x . (16)
In the neighbourhood of the algebra unit, i.e. when x =
(x)−1 = ε0, the relation (16) takes the form
δ2δ1x = δ1x ◦ δ2x . (17)
This relation is the structure equation of algebra D in
the vector form. If we substitute in (17) differentials
expressed through basis vectors δx = eI · δx
I and use the
multiplication rule for basis vectors (3), we obtain the
structure equations in the coordinate form
δ2δ1x
L = CLKI · δ2x
I · δ1x
K .
The previous considerations are readily generalized to
the differential of n-th order δnδn−1 . . . δ2δ1x. The com-
mon structure equation has the form
δnδn−1 . . . δ2δ1x = δ1x ◦ δ2x ◦ . . . ◦ δn−1x ◦ δnx .
III. RELATIVISTIC QUANTUM MECHANICS
EQUATIONS AND LEPTONS
A. Generalized action vector. The quantization
equations in differentials
In this section we shall generalize the notion of action.
We suppose that the action is vector instead of scalar.
A space of action vectors will denoted by SX. We also
assume that the space SX is similarly to the space X bear-
ing in mind that the basis vectors of X can be accepted
as the basis vectors in the space SX. Thus the action
vector S ∈ SX can be written as S = eK · S
K . We en-
dow the coordinates SK with the dimensionality [erg× s]
in contrast to dimensionless coondinates of vector of X.
Then the scalar component of this vector, e0 S
0, is the
action in a classical sense.
The set SX is algebra as well as X with the same mul-
tiplication rule for basis vectors. The multiplication rule
for vectors in algebra SX can be written in form
S = −
1
S0
S1 ◦ S2 ,
where S, S1, S2 ∈ SX, S
0 is a constant with the dimen-
sionality of action used for the agreement of dimension-
alities of the right and left sides of equation.
For algebra SX as well as for algebra X, there are struc-
ture equations which can be written as follows
δ2δ1S = −
1
S0
δ1S ◦ δ2S . (18)
These equations are similar to the equations (17). Or in
the coordinate form
δ2δ1S
I = −
1
S0
CILR · δ2S
R · δ1S
L . (19)
We shall consider the vector S as a function of vector
x ∈ X: S = S(x).
In the equations (18) and (19), let us introduce the
notation
ψ = δ1S
and the notation d for the differential δ2. In the new
notations the structure equation takes the form
dψ = −
1
S0
ψ ◦ dS .
The vector ψ will be identified with a wave function.
The structure equations in the wave function coordinates
ψI = δ1S
I :
dψI = −
1
S0
CILR · dS
R · ψL
will be called quantization equations in differentials.
Express the differential dS as
dS = ∂MS · dx
M
and introduce generalized impulses as
pM = −∂MS = −eR · ∂MS
R = eR · p
R
M .
Here
pRM = −∂MS
R
are the coordinates of generalized impulses. From the
quantization equations in differentials, it follows that
∂Mψ
I(x) =
1
S0
CILR · p
R
M · ψ
L . (20)
These relations will be called quantum postulates.
11
B. Relativistic quantum mechanics equations
Consider the quantum postulates (20). We multiply
these relations by the structure constant CMKI :
CMKI · ∂Mψ
I(x) =
1
S0
CMKI · C
I
LR · p
R
M · ψ
L . (21)
These equations will be called relativistic quantum me-
chanics equations in Dirac’s form.
Further we switch from the spaces X and SX to them
subspaces C4 and SC4. Thus the parastrophic matrices
for the Clifford algebras C4 and C˜4 will be used as C
I
LR
and CMKI . In this case the components of wave function,
ψI(x), are sixteen real functions. We set S0 = ~, the
Plank constant. Let also the wave function ψ(x) depend
only on coordinates of the usual space-time X . Moreover
we assume that the generalized impulse pRM has only two
components
p00 = −∂0S
0 =
m c
2
,
p340 = −∂0S
34 =
m c
2
.
Then we obtain
CmKI ∂mψ
I =
m c
2 ~
(δKL + C
K
L34)ψ
L .
As we shall see later, these relations can be considered
as the relativistic quantum mechanics equations for free
leptons.
Rewrite these equations for the representation of alge-
bra C4 in the subalgebra Cn (n < 4) over the field of
hypernumbers C4−n in the vector form:
CmKI · ∂mψ
I · εK =
m c
2 ~
(δKL + C
K
L34)ψ
L · εK .
In this expression we represent the basis vector εK as the
product:
εK = εk2 ◦ εk1 ,
where εk1 are the basis vectors of subalgebra Cn, and
εk2 are the basis vectors of subalgebra C4−n. We next
pass from the basis vectors εk2 to the basis numbers ξk2
in the correspondence with (6) and to the parastrophic
matrices Cmk1i1 expressed through these numbers. As a
result, we obtain
Cmk1i1 ∂mΨ
i1 =
m c
2 ~
(δk1l1 + C
k1
l134)Ψ
l1 , (22)
where Ψi1 = ξi2 ψ
i2i1 .
In the complex representation
ξi2 = {1 , i} ,
εn1 = {ε13, ε0, ε14, ε34, ε2, ε123, ε234, ε124}
the components of wave function are complex:
ψ13 = i ψ32 + ψ13 , ψ0 = i ψ21 + ψ0 ,
ψ14 = i ψ42 + ψ14 , ψ34 = i ψ1324 + ψ34 ,
ψ2 = i ψ1 + ψ2 , ψ123 = i ψ3 + ψ123 ,
ψ234 = i ψ134 + ψ234 , ψ124 = i ψ4 + ψ124 .
(23)
In the quaternion representation
ξi2 = {1 1 , i 1 , b I, a I} ,
εn1 = {ε0, ε34, ε123, ε124}
the components of wave function are quaternion:
Ψ0 = a I ψ32 + b I ψ13 + i ψ21 + ψ0 ,
Ψ34 = a I ψ42 + b I ψ14 + i ψ1324 + ψ34 ,
Ψ123 = a I ψ1 + b I ψ2 + i ψ3 + ψ123 ,
Ψ124 = a I ψ134 + b I ψ234 + i ψ4 + ψ124 .
(24)
Let us write the quantum mechanics equations for the
quaternion components:
i 11
1
1
∂4 + i
-σa
-σa
σa
σa
∂a

 Ψ0Ψ34
Ψ123
Ψ124
= m c
2 ~
1 1
1 1
1 1
1 1
Ψ0
Ψ34
Ψ123
Ψ124
Or
i ∂4Ψ
124 − i σa ∂aΨ
123 =
m c
2 ~
(Ψ0 +Ψ34) ,
i ∂4Ψ
123 − i σa ∂aΨ
124 =
m c
2 ~
(Ψ0 +Ψ34) ,
i ∂4Ψ
34 + i σa ∂aΨ
0 =
m c
2 ~
(Ψ123 +Ψ124) ,
i ∂4Ψ
0 + i σa ∂aΨ
34 =
m c
2 ~
(Ψ123 +Ψ124) .
(25)
We transform these equations as follows. Add the first
equation with the second one and the third one with the
fourth one:
i ∂4ϕ2 − i σ
a ∂aϕ2 =
m c
~
ϕ1 ,
i ∂4ϕ1 + i σ
a ∂aϕ1 =
m c
~
ϕ2 , (26)
where ϕ1 = Ψ
0 + Ψ34 and ϕ2 = Ψ
123 + Ψ124. Then we
subtract the third equation from the fourth one, and the
first one from the second one:
i ∂4χ2 − i σ
a ∂aχ2 = 0 ,
i ∂4χ1 + i σ
a ∂aχ1 = 0 ,
where χ1 = Ψ
0 − Ψ34 and χ2 = Ψ
123 − Ψ124. Thus
the system of four equations can be transformed to two
independent systems of two equations.
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C. Special Cases
1. Dirac theory
The generalization considered can be reduced to the
Dirac theory in the following way.
1. The wave function is represented as the vector of
the subalgebra SC3 constructed on the basis vectors
ε32 , ε13 , ε21 , ε0 , ε1 , ε2 , ε3 , ε123 .
For this the components of wave function
Ψ34(ψ42, ψ14, ψ1324, ψ34)
= Ψ124(ψ134, ψ234, ψ4, ψ124) = 0 ,
χ1 = ϕ1 = Ψ
0(ψ32, ψ13, ψ21, ψ0) ,
χ2 = ϕ2 = Ψ
123(ψ1, ψ2, ψ3, ψ123) .
2. The first approximate representation R˜1 is used for
the basis vectors of C˜4 (see Section II I).
Then the equation system (22) is reduced to the system
(26) equivalent the Dirac equations.
2. Pauli theory
To obtain the Pauli theory as a special case it is nec-
essary 1) to consider the wave function as the vector of
the subalgebra SC2, constructed on the basis vectors
ε32 , ε13 , ε21 , ε0 ;
2) to use the second approximate representation R˜2 for
the basis vectors of C˜4. Then the basis vectors of the
conjugate space-time will have the form
Ea = (−i)σa (a = 1, 2, 3) , E4 = i 1 .
The equation (26) can be rewritten as follows
(E4 ∂4 + E
a ∂a)Ψ
123 =
m c
~
Ψ0 ,
(E4 ∂4 − E
a ∂a) Ψ
0 =
m c
~
Ψ123 ,
where Ψ0 and Ψ123 are the quaternion functions defined
by (24). Eliminating the quaternion Ψ123 from this sys-
tem we obtain the equation
(E4 ∂4 + E
a ∂a) ◦ (E
4 ∂4 − E
a ∂a)Ψ
0 =
m2 c2
~2
Ψ0 ,
which is reduced to the Klein-Gordon equation with re-
spect to the quaternion Ψ0:
(E4 ◦ E4 ∂24 − E
a ◦ Eb ∂a∂b)Ψ
0 =
m2 c2
~2
Ψ0 .
This equation is equivalent to the Klein-Gordon equation
for two complex functions
Ψ0 =
i ψ32 + ψ13
i ψ21 + ψ0
.
In the non-relativistic approximation, it is reduced to the
Pauli equation.
3. Schro¨dinger theory
To obtain the Schro¨dinger theory as a special case it is
necessary 1) to consider the wave function as the vector
of the subalgebra SC1, constructed on the basis vectors
ε21 , ε0 ;
2) to use the third approximate representation R˜3 for
the basis vectors of C˜4. Then the basis vectors of the
conjugate space-time will have the form
E1 = −i , E2 = 1 , E3 = −i , E4 = i .
The equation (26) can be rewritten as follows
E4∂4ψ
2 + E1∂1ψ
123 − E2∂2ψ
123 − E3∂3ψ
2 =
m c
~
ψ13 ,
E4∂4ψ
123 + E1∂1ψ
2 + E2∂2ψ
2 + E3∂3ψ
123 =
m c
~
ψ0 ,
E4∂4ψ
13 − E1∂1ψ
0 + E2∂2ψ
0 + E3∂3ψ
13 =
m c
~
ψ2 ,
E4∂4ψ
0 − E1∂1ψ
13 − E2∂2ψ
13 − E3∂3ψ
0 =
m c
~
ψ123 ,
where ψ0, ψ123, ψ2, ψ13 are complex functions defined
by (23). If we eliminate from the second equation of this
system the complex functions ψ123 and ψ2 by means of
the third and fourth equations, we obtain the equation
with respect to ψ0
(E4 ◦ E4 ∂24 − E
1 ◦ E1 ∂21
+ E2 ◦ E2 ∂22 − E
3 ◦ E3 ∂23)ψ
0 =
m2 c2
~2
ψ0 ,
which is equivalent to the Klein-Gordon equation and,
in a non-relativistic approximation, is reduced to the
Schro¨dinger equations.
D. Symmetries of wave function components and
leptons
In this section we give the interpretation of the com-
ponents Ψ0+Ψ34, Ψ123+Ψ124, Ψ123−Ψ124, Ψ0−Ψ34 of
wave function as the wave functions of different particles.
Our interpretation is based on the following reasons:
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1. The relativistic quantum mechanics equations ob-
tained can be presented as two systems of equa-
tions, each of them applies to the two-component
wave function.
2. The independence of the specified two systems of
equations from each other allows to refer these sys-
tems to different particles. One of these particles is
massive but the other is massless.
3. With the passage from the generalized equations
(25) to the Dirac equations, when the component
Ψ34 and Ψ124 became equal to zero, the component
Ψ0 passes in a left component of the Dirac wave
function, and the component Ψ123 passes in a right
component of the Dirac wave function.
The specified circumstances allow to present facts as
follows. The relativistic quantum mechanics equations
concern two particles whose wave functions have two
components. These particles are leptons of the same gen-
eration, i.e. electron and its neutrino {e, νe}, muon and
its neutrino {µ, νµ}, τ -lepton and its neutrino {τ, ντ}.
In our case the neutrino is considered as two-component
particle. However the left neutrino is only observed. This
fact can be explained by that interactions involving the
right neutrino is significantly weaker than those involv-
ing the left neutrino. In our following paper [1] it will be
shown that such a difference between the left and right
neutrinos exists.
In order to answer the question of how wave functions
(and quantum mechanics equations) are distinguished for
particles of different generations, we remind of the feature
of the complex representation of the generalized space-
time C4 (or the action space SC4). For this representa-
tion the algebra C4 is considered as the product C3×C1,
and any vector of ε21, ε13, ε32 can be taken as the ba-
sic basis vector of algebra C1 (see Section II F 3). The
first case of basic basis vector can be put into correspon-
dence with the wave functions of particles of the first
generation {e, νe}, the second case can be put into cor-
respondence with the wave functions of particles of the
second generation {µ, νµ}, the third case can be put into
correspondence with the wave functions of particles of
the third generation {τ, ντ}. The components of wave
function of one particle, as it is accepted, will be called
right and left, and will be denoted by lower indices R and
L, respectively.
Thus we set the following correspondence between the
components of wave function and leptons. The compo-
nents of wave function ψA, where A = 32, 13, 21, 0, 42,
14, 1324, 34, 1, 2, 3, 123, 134, 234, 4, 124, are separated
into four groups:
the left component of electron
eL = Ψ
0
(ψ32, ψ13, ψ21, ψ0)+Ψ34(ψ42, ψ14, ψ1324, ψ34) ,
the right component of electron
eR = Ψ
123
(ψ1, ψ2, ψ3, ψ123)+Ψ124(ψ134 , ψ234, ψ4, ψ124) ,
the left component of e-neutrino
νeL = Ψ
123
(ψ1, ψ2, ψ3, ψ123)−Ψ124(ψ134 , ψ234, ψ4, ψ124) ,
the right component of e-neutrino
νeR = Ψ
0
(ψ32, ψ13, ψ21, ψ0)−Ψ34(ψ42, ψ14, ψ1324, ψ34) .
The components of wave function for leptons of the sec-
ond and third generations differ from the above ones by
the cyclic permutation of spatial indices:
for muon and µ-neutrino 3→ 2 , 2→ 1 , 1→ 3 ;
for τ -lepton and τ -neutrino 3→ 1 , 2→ 3 , 1→ 2 .
The relativistic quantum mechanics equations, for ex-
ample, for leptons of the second generation will have the
form:
j ∂4µR − j σ
a ∂aµR =
mµ c
~
µL ,
j ∂4µL + j σ
a ∂aµL =
mµ c
~
µR ,
j ∂4νµR − j σ
a ∂aνµR = 0 ,
j ∂4νµL + j σ
a ∂aνµL = 0 ,
p240 = p
0
0 =
mµ c
2
.
The difference of masses of electron, muon, and of τ -
lepton testifies probably to an anisotropy of directions
ε21, ε13, ε32 in the generalized space-time C4 and the
action space SC4.
We give the following definitions. The space of Clifford
algebra C4 serves to describe lepton motion and thus will
be called a space of leptons. Respectively, the action
space SC4 will be called an action space of leptons.
E. Conjugate action vector. Quantization equations
in differentials for antileptons
To derive the quantum mechanics equations for an-
tiparticles it is necessary to pass from the space X to the
conjugate space X˜ which will be called a space of antipar-
ticles in this connection. In addition, it is necessary to
pass from the action space SX to the conjugate space S˜X.
We suppose that space S˜X is similarly to space X˜. That
is, vector S˜ ∈ S˜X can be written as S˜ = SK · E
K . For
algebra S˜X, the structure equation takes place
δ2δ1S˜ = −
1
S0
δ2S˜ ◦ δ1S˜ .
Or in the coordinate form:
δ2δ1SI = −
1
S0
δ2SP · δ1SL · C
PL
I . (27)
We also suppose that the vector S˜ is a function of vector
x˜ ∈ X˜: S˜ = S˜(x˜).
Let us introduce the notations ψ = δ1S and d = δ2
in the equations (27). The function ψ(x˜) will be called
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a wave function of antileptons. The structure equations
are written for the components of wave function as
dψI = −
1
S0
dSP · ψL · C
PL
I .
They will be called quantization equations in differentials
for antiparticles.
Write the differential dS˜ as follows
dS˜ = ∂M S˜(x˜) dxM
and introduce generalized conjugate impulses as
pM = −∂M S˜(x˜) = −∂M S˜P (x˜)E
P = p˜MP · E
N .
From the quantization equations in differentials, the re-
lations follow
∂MψI(x˜) =
1
S0
p˜MP · ψL · C
PL
I , (28)
which will be called quantum postulates for antiparticles.
F. Relativistic quantum mechanics equations for
antileptons
Consider the quantum postulates for antiparticles (28).
We multiply these relations by the structure constant
CIKM :
∂MψI(x˜) · C
I
KM =
1
S0
p˜MP · C
PL
I · C
I
KM · ψL .
To consider the quantum mechanics equations for an-
tileptons it is necessary to pass from the conjugate action
space S˜X to its subspace C˜4, which will be named a space
of antileptons in this connection. The matrices of basis
vectors EI of this space are presented in Appendix B 2.
We set again S0 = ~. Let also the wave function ψI(x˜)
depend only on coordinates of the conjugate space-time
X˜. Moreover we assume that the generalized conjugate
impulse p˜MP has only two components
p˜13241324 = ∂
1324S1324(x˜) =
m c
2
,
p˜123
0 = ∂0S123(x˜) =
m c
2
.
Then we obtain
CIKm ∂
mψI =
m c
2 ~
(C1324LI · C
I
K1324 + C
123L
K)ψL .
These equations will be named relativistic quantum me-
chanics equations for antileptons.
Consider these equations for the representation of al-
gebra C˜4 in the subalgebra C˜n (n < 4) over the field of
hypernumbers C˜4−n in the vector form:
CIKm · ∂
mψI · E
K
=
m c
2 ~
(C1324LI · C
I
K1324 + C
123L
K)ψL · E
K .
In this expression we represent EK as the product:
EK = Ek1 ◦ Ek2 = ξk2 Ek1 ,
where Ek1 are the basis vectors of subalgebra C˜n, E
k2
are the basis vectors of subalgebra C˜4−n, and ξ
k2 are the
basis numbers. As a result, we obtain
Ci1k1m ∂
mΨi1 =
m c
2 ~
(C1324l1i1 C
i1
k11324 + C
123l1
k1)Ψl1 ,
where Ψi1 = ψi1i2 ξ
i2 , and the parastrophic matrices
Ci1k1m are expressed through the basis numbers.
In the complex representation
ξi2 = {1 , i} ,
En1 = {E13, E0, E14, E34, E2, E123, E234, E124}
the components of wave function are complex:
ψ13 = i ψ32 + ψ13 , ψ0 = i ψ21 + ψ0 ,
ψ14 = i ψ42 + ψ14 , ψ34 = i ψ1324 + ψ34 ,
ψ2 = i ψ1 + ψ2 , ψ123 = i ψ3 + ψ123 ,
ψ234 = i ψ134 + ψ234 , ψ124 = i ψ4 + ψ124 .
In the quaternion representation
ξi2 = {1 1 , i σ1, i σ2, i σ3} ,
En1 = {E0, E34, E123, E124}
the components of wave function are quaternion:
Ψ0 = i σ1 ψ32 + i σ2 ψ13 + i σ3 ψ21 + ψ0 ,
Ψ34 = i σ1 ψ42 + i σ2 ψ14 + i σ3 ψ1324 + ψ34 ,
Ψ123 = i σ1 ψ1 + i σ2 ψ2 + i σ3 ψ3 + ψ123 ,
Ψ124 = i σ1 ψ134 + i σ2 ψ234 + i σ3 ψ4 + ψ124 .
The quantum mechanics equations in relation to the
quaternion components can be written as follows
i ∂4Ψ124 + (a I ∂
1 + b I ∂2 + i ∂3)Ψ123 =
m c
2 ~
ϕ1 ,
−i ∂4Ψ123 + (a I ∂
1 + b I ∂2 − i ∂3)Ψ124 =
m c
2 ~
ϕ2 ,
−i ∂4Ψ34 − (a I ∂
1 + b I ∂2 + i ∂3)Ψ0 =
m c
2 ~
ϕ1 ,
i ∂4Ψ0 − (a I ∂
1 + b I ∂2 − i ∂3)Ψ34 =
m c
2 ~
ϕ2 ,
where ϕ1 = Ψ123 − Ψ0, and ϕ2 = Ψ124 − Ψ34. This
equation system is readily reduced to the two systems
from two equations:
i ∂4 ϕ2 + (a I ∂
1 + b I ∂2 + i ∂3)ϕ1 =
m c
~
ϕ1 ,
−i ∂4 ϕ1 + (a I ∂
1 + b I ∂2 − i ∂3)ϕ2 =
m c
~
ϕ2 ,
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and
i ∂4 χ2 + (a I ∂
1 + b I ∂2 + i ∂3)χ1 = 0 ,
−i ∂4 χ1 + (a I ∂
1 + b I ∂2 − i ∂3)χ2 = 0 ,
where χ1 = Ψ123 + Ψ0 and χ2 = Ψ124 + Ψ34. There-
fore these equations concern two antiparticles whose wave
functions have two components. The one of the antipar-
ticles is massive, and the other is massless. We consider
that the equations obtained describe antileptons of the
same generation.
Repeating the reasons of Section IIID one can set cor-
respondence between the components of wave function
and the antileptons of different generations.
G. Relativistic quantum mechanics equations for
arbitrary action vector
The relativistic quantum mechanics equations ob-
tained were derived from the structure equations (18)
for the action algebra SX. However these equations are
a special case of the common structure equations similar
to the equations (16) for the algebra X:
δ2δ1S = −δ1S ◦ S
−1 ◦ δ2S .
Using the coordinate form of action vector we obtain
eI · δ2δ1S
I = −(eL ◦ eQ ◦ eR) δ2S
R (S−1)Q · δ1S
L .
From the expression for the product of basis vectors
eL ◦ eQ ◦ eR = eI · C
I
LP · C
P
QR ,
it follows that
δ2δ1S
I = −δ2S
R (S−1)Q · δ1S
L (CPQR · C
I
LP ) .
If we introduce the wave function ψ as δ1S, we obtain
the quantization equations in differentials
δ2ψ
I = −(CILP · C
P
QR) δ2S
R (S−1)Q · ψL ,
From them the quantum postulates follow
∂Mψ
I = (CILP · C
P
QR) p
R
M (S
−1)Q · ψL .
If we multiply these relations by the structure constants
CMKI of the conjugate algebra, we get
CMKI · ∂Mψ
I = CMKI (C
I
LP · C
P
QR) p
R
M (S
−1)Q · ψL .
(29)
These relations are the relativistic quantum mechanics
equations for the arbitrary action vector. In the case
when the relativistic quantum mechanics equations are
considered in the neighbourhood of action vector
SQ = S0 = ~ ,
from (29) we obtain the equations (21).
IV. CONCLUSIONS
We summarize the more important results found in the
previous Sections.
1. The action for elementary particles should be con-
sidered as vector in the space of contravariant ten-
sors of all ranks SX. The action for elementary
antiparticles should be considered as vector in the
space of covariant tensors of all ranks S˜X. The
specified sets SX and S˜X, supplied by tensor multi-
plication, are algebras. For leptons, these algebras
are reduced to the Clifford algebras SC and S˜C.
2. The wave function is identified with the partial dif-
ferential of action vector.
3. The quantum equations are the structure equations
typical for the action vector algebra. Thus, the
quantization effect is the consequence of the alge-
braic structure of the action vector set.
4. The Clifford algebra S˜C generalizes the Dirac al-
gebra. For the Clifford algebra the wave function
has four quaternion components. In the Dirac ap-
proximation two of them transform to the left com-
ponent of the Dirac wave function, and the other
components transform to the right one. It is one
of reasons why the above four components are in-
terpreted as the components of wave functions of
leptons of the same generation.
5. Any of the basis vectors ε21, ε13, ε32 can be taken as
the basic direction for the complex representation
of wave functions of leptons of the same genera-
tion. Thus these basis vectors should be put into
the correspondence with three generations of lep-
tons. This assumption allows to obtain the quan-
tum equations for leptons of three generations.
6. The transformation from the Clifford algebra to the
conjugate Clifford algebra is nonequivalent to the
transformation to complex conjugate vectors and
matrices. For this reason, the quantum mechanics
equations for antileptons in Dirac’s approximation
differ from the appropriate equations of the Dirac
theory.
7. Both the known quantum mechanics equations and
those derived here can be applied only for the action
vector near to the Plank constant. In a common
case it is necessary to use the equations (29).
ACKNOWLEDGMENTS
The author is very grateful to E. A. Cherkashina for
assistance in preparing manuscript.
16
APPENDIX A: REGULAR REPRESENTATION
OF CLIFFORD ALGEBRAS
In this Appendix we give the Clifford algebra paras-
trophic matrices which realize the regular representation
of basis vectors:
εI ∼ C
L
KI ≡ CI
(
L
K
)
.
1. Clifford algebra C3
For the Clifford algebra constructed on the geometric
space, the basis vectors are represented by the following
matrices.
ε0 ∼
13 0 2 123
32 21 1 3
32 1
13 1
21 1
0 1
1 1
2 1
3 1
123 1
= 1
0 123
13 2
1 13
1 0
1 2
1 123
= 1
0 123
1 2
1 123
ε1 ∼
13 0 2 123
32 21 1 3
32 -1
13 -1
21 1
0 1
1 1
2 1
3 -1
123 -1
= a
-1
1
1
-1
= a
-I
I
ε2 ∼
13 0 2 123
32 21 1 3
32 1
13 -1
21 -1
0 1
1 -1
2 1
3 1
123 -1
= b
-1
1
1
-1
= b
-I
I
ε3 ∼
13 0 2 123
32 21 1 3
32 -1
13 1
21 -1
0 1
1 1
2 -1
3 1
123 -1
= i
-1
-1
1
1
= i
-1
1
ε21 ∼
13 0 2 123
32 21 1 3
32 1
13 -1
21 1
0 -1
1 1
2 -1
3 1
123 -1
= i
1
1
1
1
= i
1
1
ε13 ∼
13 0 2 123
32 21 1 3
32 -1
13 1
21 1
0 -1
1 -1
2 1
3 1
123 -1
= b
1
-1
1
-1
= b
I
I
ε32 ∼
13 0 2 123
32 21 1 3
32 1
13 1
21 -1
0 -1
1 1
2 1
3 -1
123 -1
= a
1
-1
1
-1
= a
I
I
ε123 ∼
13 0 2 123
32 21 1 3
32 -1
13 -1
21 -1
0 -1
1 1
2 1
3 1
123 1
= 1
-1
-1
1
1
= 1
-1
1
By the transformation of matrices CLKI the special
notations are used for matrix blocks. At first, the blocks
2×2 were denoted as follows
1 = 1
1
, a = 1
1
, b =
-1
1
, i = 1-1 .
The algebra of numbers {1 , a, b, i} is represented by the
multiplication rules:
a2 = b2 = 1 , i2 = −1 , a b = −b a = i ,
a i = i a = −b , b i = i b = −a .
Thereupon the blocks 2×2 were denotated as follows
1 = 1
1
, I = 1-1 .
2. Clifford algebra C4
For the Clifford algebra constructed on the space-time,
the basis vectors are represented by the following matri-
ces.
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ε0 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 1
0 1
42 1
14 1
1324 1
34 1
1 1
2 1
3 1
123 1
134 1
234 1
4 1
124 1
= 1
0 34 123 124
13 14 2 134
1 13
1 0
1 14
1 34
1 2
1 123
1 234
1 124
= 1
34 124
0 123
1 0
1 34
1 123
1 124
ε1 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 1
0 1
42 -1
14 -1
1324 1
34 1
1 1
2 1
3 -1
123 -1
134 1
234 1
4 -1
124 -1
= a
-1
1
-1
1
1
-1
1
-1
= a
-I
-I
I
I
ε2 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 -1
0 1
42 1
14 -1
1324 -1
34 1
1 -1
2 1
3 1
123 -1
134 -1
234 1
4 1
124 -1
= b
-1
1
-1
1
1
-1
1
-1
= b
-I
-I
I
I
ε3 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 1
21 -1
0 1
42 1
14 -1
1324 1
34 -1
1 1
2 -1
3 1
123 -1
134 -1
234 1
4 -1
124 1
= i
-1
-1
1
1
1
1
-1
-1
= i
-1
1
1
-1
18
ε4 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 1
0 -1
42 -1
14 1
1324 -1
34 1
1 -1
2 1
3 -1
123 1
134 1
234 -1
4 1
124 -1
= i
1
1
-1
-1
-1
-1
1
1
= i
1
-1
-1
1
ε21 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 1
0 -1
42 1
14 -1
1324 1
34 -1
1 1
2 -1
3 1
123 -1
134 1
234 -1
4 1
124 -1
= i
1
1
1
1
1
1
1
1
= i
1
1
1
1
ε13 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 1
21 1
0 -1
42 1
14 -1
1324 -1
34 1
1 -1
2 1
3 1
123 -1
134 1
234 -1
4 -1
124 1
= b
1
-1
-1
1
1
-1
-1
1
= b
I
-I
I
-I
ε32 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 -1
0 -1
42 -1
14 -1
1324 1
34 1
1 1
2 1
3 -1
123 -1
134 -1
234 -1
4 1
124 1
= a
1
-1
-1
1
1
-1
-1
1
= a
I
-I
I
-I
19
ε14 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 -1
0 1
42 -1
14 1
1324 1
34 -1
1 1
2 -1
3 -1
123 1
134 -1
234 1
4 1
124 -1
= b
-1
1
1
-1
-1
1
1
-1
= b
-I
I
-I
I
ε42 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 1
0 1
42 1
14 1
1324 -1
34 -1
1 -1
2 -1
3 1
123 1
134 1
234 1
4 -1
124 -1
= a
-1
1
1
-1
-1
1
1
-1
= a
-I
I
-I
I
ε34 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 1
0 1
42 1
14 1
1324 1
34 1
1 1
2 1
3 1
123 1
134 1
234 1
4 1
124 1
= 1
1
1
1
1
1
1
1
1
= 1
1
1
1
1
ε123 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 -1
0 -1
42 1
14 1
1324 1
34 1
1 1
2 1
3 1
123 1
134 -1
234 -1
4 -1
124 -1
= 1
-1
-1
1
1
1
1
-1
-1
= 1
-1
1
1
-1
20
ε124 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 1
0 1
42 -1
14 -1
1324 -1
34 -1
1 -1
2 -1
3 -1
123 -1
134 1
234 1
4 1
124 1
= 1
1
1
-1
-1
-1
-1
1
1
= 1
1
-1
-1
1
ε134 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 1
0 1
42 -1
14 -1
1324 1
34 1
1 1
2 1
3 -1
123 -1
134 1
234 1
4 -1
124 -1
= a
-1
1
-1
1
1
-1
1
-1
= a
-I
-I
I
I
ε234 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 -1
0 1
42 1
14 -1
1324 -1
34 1
1 -1
2 1
3 1
123 -1
134 -1
234 1
4 1
124 -1
= b
-1
1
-1
1
1
-1
1
-1
= b
-I
-I
I
I
ε1324 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 1
0 -1
42 1
14 -1
1324 1
34 -1
1 1
2 -1
3 1
123 -1
134 1
234 -1
4 1
124 -1
= i
1
1
1
1
1
1
1
1
= i
1
1
1
1
APPENDIX B: REGULAR REPRESENTATION
OF CONJUGATED CLIFFORD ALGEBRAS
In this Appendix we give the conjugated Clifford alge-
bra parastrophic matrices which realize the regular rep-
resentation of basis vectors:
EI ∼ CIKL ≡ C
I
(
K
L
)
.
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1. Clifford algebra C˜3
For the conjugated Clifford algebra constructed on the
geometric space, the basis vectors are represented by the
following matrices.
E0 ∼
13 0 2 123
32 21 1 3
32 1
13 1
21 1
0 1
1 1
2 1
3 1
123 1
= 1
0 123
13 2
1 13
1 0
1 2
1 123
= 1
0 123
1 2
1 123
E1 ∼
13 0 2 123
32 21 1 3
32 -1
13 1
21 -1
0 1
1 1
2 -1
3 1
123 -1
= i
-1
-1
1
1
= i
-σ1
σ1
E2 ∼
13 0 2 123
32 21 1 3
32 -1
13 -1
21 1
0 1
1 1
2 1
3 -1
123 -1
= i
i
-i
-i
i
= i
-σ2
σ2
E3 ∼
13 0 2 123
32 21 1 3
32 1
13 -1
21 -1
0 1
1 -1
2 1
3 1
123 -1
= i
1
-1
-1
1
= i
-σ3
σ3
E21 ∼ (−1)
13 0 2 123
32 21 1 3
32 1
13 -1
21 -1
0 1
1 1
2 -1
3 -1
123 1
= i
-1
1
-1
1
= i
σ3
σ3
E13 ∼ (−1)
13 0 2 123
32 21 1 3
32 -1
13 -1
21 1
0 1
1 -1
2 -1
3 1
123 1
= i
-i
i
-i
i
= i
σ2
σ2
E32 ∼ (−1)
13 0 2 123
32 21 1 3
32 -1
13 1
21 -1
0 1
1 -1
2 1
3 -1
123 1
= i
1
1
1
1
= i
σ1
σ1
E123 ∼ (−1)
13 0 2 123
32 21 1 3
32 1
13 1
21 1
0 1
1 -1
2 -1
3 -1
123 -1
= 1
-1
-1
1
1
= 1
-1
1
By the transformation of matrices CIKL the special
notations are used for matrix blocks. At first, blocks
2×2 were denoted as follows
1 = 1
1
, i = 1-1 .
This is tantamount to changing from real matrices 2×2
to complex numbers. Thereupon the complex matrices
2×2 were denoted as follows
1 = 1
1
, σ1 = 1
1
, σ2 =
-i
i
, σ3 =
-1
1
.
The matrices σ1, σ2, σ3 are the Pauli matrices, with the
difference that the opposite sign matrix was denoted as
σ3 for reasons of symmetry.
2. Clifford algebra C˜4
For the conjugated Clifford algebra constructed on the
conjugated space-time, the basis vectors are represented
by the following matrices.
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E0 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 1
0 1
42 1
14 1
1324 1
34 1
1 1
2 1
3 1
123 1
134 1
234 1
4 1
124 1
= 1
0 34 123 124
13 14 2 134
1 13
1 0
1 14
1 34
1 2
1 123
1 234
1 124
= 1
34 124
0 123
1 0
1 34
1 123
1 124
E1 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 1
21 -1
0 1
42 -1
14 1
1324 -1
34 1
1 1
2 -1
3 1
123 -1
134 1
234 -1
4 1
124 -1
= i
-1
-1
-1
-1
1
1
1
1
= i
-σ1
-σ1
σ1
σ1
E2 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 1
0 1
42 -1
14 -1
1324 1
34 1
1 1
2 1
3 -1
123 -1
134 1
234 1
4 -1
124 -1
= i
i
-i
i
-i
-i
i
-i
i
= i
-σ2
-σ2
σ2
σ2
E3 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 -1
0 1
42 1
14 -1
1324 -1
34 1
1 -1
2 1
3 1
123 -1
134 -1
234 1
4 1
124 -1
= i
1
-1
1
-1
-1
1
-1
1
= i
-σ3
-σ3
σ3
σ3
23
E4 ∼ (−1)
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 1
21 -1
0 1
42 -1
14 1
1324 -1
34 1
1 -1
2 1
3 -1
123 1
134 -1
234 1
4 -1
124 1
= i
1
1
1
1
1
1
1
1
= i
1
1
1
1
E21 ∼ (−1)
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 -1
0 1
42 1
14 -1
1324 -1
34 1
1 1
2 -1
3 -1
123 1
134 1
234 -1
4 -1
124 1
= i
-1
1
-1
1
-1
1
-1
1
= i
σ3
σ3
σ3
σ3
E13 ∼ (−1)
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 1
0 1
42 -1
14 -1
1324 1
34 1
1 -1
2 -1
3 1
123 1
134 -1
234 -1
4 1
124 1
= i
-i
i
-i
i
-i
i
-i
i
= i
σ2
σ2
σ2
σ2
E32 ∼ (−1)
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 1
21 -1
0 1
42 -1
14 1
1324 -1
34 1
1 -1
2 1
3 -1
123 1
134 -1
234 1
4 -1
124 1
= i
1
1
1
1
1
1
1
1
= i
σ1
σ1
σ1
σ1
24
E14 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 1
0 1
42 1
14 1
1324 1
34 1
1 -1
2 -1
3 -1
123 -1
134 -1
234 -1
4 -1
124 -1
= 1
1
1
1
1
-1
-1
-1
-1
= 1
σ1
σ1
-σ1
-σ1
E42 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 -1
0 1
42 1
14 -1
1324 -1
34 1
1 -1
2 1
3 1
123 -1
134 -1
234 1
4 1
124 -1
= 1
i
-i
i
-i
-i
i
-i
i
= 1
-σ2
-σ2
σ2
σ2
E34 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 1
0 1
42 -1
14 -1
1324 1
34 1
1 1
2 1
3 -1
123 -1
134 1
234 1
4 -1
124 -1
= 1
-1
1
-1
1
1
-1
1
-1
= 1
σ3
σ3
-σ3
-σ3
E123 ∼ (−1)
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 1
0 1
42 1
14 1
1324 1
34 1
1 -1
2 -1
3 -1
123 -1
134 -1
234 -1
4 -1
124 -1
= 1
-1
-1
-1
-1
1
1
1
1
= 1
-1
-1
1
1
25
E124 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 -1
21 1
0 1
42 -1
14 -1
1324 1
34 1
1 -1
2 -1
3 1
123 1
134 -1
234 -1
4 1
124 1
= 1
-1
1
-1
1
-1
1
-1
1
= 1
σ3
σ3
σ3
σ3
E134 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 -1
21 -1
0 1
42 1
14 -1
1324 -1
34 1
1 1
2 -1
3 -1
123 1
134 1
234 -1
4 -1
124 1
= 1
i
-i
i
-i
i
-i
i
-i
= (−1 )
σ2
σ2
σ2
σ2
E234 ∼
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 1
13 1
21 1
0 1
42 1
14 1
1324 1
34 1
1 1
2 1
3 1
123 1
134 1
234 1
4 1
124 1
= 1
1
1
1
1
1
1
1
1
= 1
σ1
σ1
σ1
σ1
E1324 ∼ (−1)
13 0 14 34 2 123 234 124
32 21 42 1324 1 3 134 4
32 -1
13 1
21 -1
0 1
42 -1
14 1
1324 -1
34 1
1 1
2 -1
3 1
123 -1
134 1
234 -1
4 1
124 -1
= i
1
1
1
1
-1
-1
-1
-1
= i
1
1
-1
-1
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