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Degenerate higher - order scalar - tensor (DHOST) theories are considered the most general class of
scalar - tensor theories so that any constraints on them apply to the full set of scalar - tensor models.
DHOST theories modify the laws of gravity even at galaxy clusters scale hence affecting the weak
lensing (WL), X - ray and Sunyaev - Zel’dovich observables. We derive the theoretical expression
for the lensing convergence κ, and the pressure profile P , of clusters in the framework of DHOST
theories, and quantify how much they deviate from their General Relativity (GR) counterparts. We
argue that combined measurements of κ, P , and of the electron number density, ne, can constrain
both the cluster and DHOST theory parameters. We carry on a Fisher matrix forecasts analysis to
investigate whether this is indeed the case considering different scenarios for the spatial resolution
and errors on the measured quantities.
I. INTRODUCTION
Cosmic acceleration may be intriguingly taken as first
evidence of a failure in our understanding of grav-
ity. Rather than relying on standard General Relativ-
ity (GR), one could then consider departure from it as
it is done, e.g., in scalar tensor theories. In particular,
the degenerate higher - order scalar, tensor theory (here-
after, DHOST) represents the most general scalar, tensor
theory, including a propagating scalar and two tensor de-
grees of freedom given under the general covariance [1–
5]. What makes DHOST still more attractive is that a
large numbers of modified gravity (MG) models can be
seen obtained as sub - cases of the most general DHOST
one. This holds true for the Brans-Dicke theory [6],
f(R) gravity [7, 8], covariant Galileon [9–11], Horndeski
[12, 13], transforming gravity [14], and GLPV theory
[15]). DHOST can therefore be taken as a general frame-
work to investigate the impact of deviations from GR on
observables at different scales.
The additional scalar degrees of freedom present in
most scalar - tensor theories often give rise to an effective
fifth force on the Solar system scale which must be sup-
pressed in order to not spoil down the success of GR on
such small scales. Alternatively, a screening mechanism
must be invoked such as the Vainshtein screening [16–18]
originating from the non-linear self - interaction. Such
screening, however, may fail for the subset of DHOST
models selecting by the condition that the propagation
of gravitational waves (GWs) happens at the same speed
as light [19–24].
In the effective field theory (EFT) description of
the DHOST models, six time dependent functions
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(αM , αB , αK , αT , αH , β1) have to be assigned. The
nearly contemporary arrival of the GW event GW170817
and of the light emitted by its electromagnetic counter-
part GRB170817A puts the stringent constraint |c2g/c2−
1| . 10−15 [25, 26], being (cg, c) the speed of GW and
light, respectively. This allows to constrain αT [27–38],
while a further reduction of the parameter space is pos-
sible imposing stability and no - ghost conditions. Moti-
vated by these considerations, we will henceforth concen-
trate on a subset of DHOST theories characterized by the
two free functions (αH , β1) also allowing for departure of
the effective gravitational constant from the Newtonian
one.
As a general comment, we note that two ingredients are
needed to test a whatever gravity theory on astrophys-
ical scales. First, we need an observable which can be
predicted by the theory given a set of available auxiliary
quantities. Second, the theoretical prediction must be
contrasted with its measured counterpart. Galaxy clus-
ters are ideal testing laboratories from this point of view
because of the various kind of data which can be inferred
from observations in different wavebands. X - ray images
allow to reconstruct their gas (or IntraCluster Medium,
ICM) density profile which can then be input to the hy-
drostatic equilibrium equation (in the form predicted by
the gravity theory) to predict the pressure profile once a
model for the dark halo is assumed. The pressure profile
can then be inferred from Sunyaev - Zel’dovich (SZ) signal
towards the clusters [39]. Indeed, the Compton param-
eter is proportional to the ICM pressure along the line
of sight making it possible to constrain both the cluster
parameters and the theory of gravity.
Moreover, the halo density profile can be further con-
strained through shear measurements hence breaking de-
generacy among model parameters.
Motivated by the above qualitative sketch, we investi-
gate here which constraints can be put on the DHOST
theories parameters by jointly fitting the electron number
density ne(r) measured from X - ray data, the pressure
profile P (r) inferred from SZ observations, and the lens-
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2ing convergence κ(R) reconstructed from optical data.
We employ what is somewhat referred to as the back-
ward method (see, e.g., [40]), i.e., we assume parametric
models for ne(r) and the dark halo density profile ρ(r),
and compute the theoretical convergence and pressure
profiles. The model and DHOST parameters are then
constrained by fitting the (κ, ne, P ) data
1 To determine
the accuracy which can be achieved by this method, we
perform a Fisher matrix forecast analysis based on real-
istic assumptions for the signal - to - noise (S/N) of the
data. We also investigate how the results depend on
the adopted observational specifics varying both the sam-
pling and the overall S/N amplitude.
The plan of the paper is as follows. Sect. II de-
scribes the deviations of the gravitational potentials from
the GR ones due to the adoption of DHOST theories.
These results are then used in Sect. III to compute the
galaxy clusters observables of interest for our aims and to
show which impact the corrections, due to the additional
DHOST contributions, have on them. A theoretical ICM
pressure profile is compared with the universal pressure
profile, usually adopted to model SZ signal in clusters
in Sect. IV where we also present the sample we take as
input to the Fisher matrix analysis. The corresponding
formalism is given in Sect. V, while results are discussed
in Sect. VI before concluding in Sect. VII. Some supple-
mentary material is relegated to the appendix sections.
II. DHOST THEORIES IN THE WEAK FIELD
LIMIT
The Vainshtein screening mechanism operating in
DHOST theories prevents deviations from GR outside
the source, but not within the source itself. On this
scale, the gravitational potentials are modified. In the
weak field limit, for a static spherically symmetric ob-
ject, the modified Newtonian potential (Φ) and curvature
perturbation (Ψ) indeed read[19–22]
dΦ(r)
dr
=
GeffN M(< r)
r2
+ Ξ1G
eff
N
d2M(< r)
dr2
, (1)
dΨ(r)
dr
=
GeffN M(< r)
r2
+
Ξ2G
eff
N
r
dM(< r)
dr
+ Ξ3G
eff
N
d2M(< r)
dr2
, (2)
where M(< r) is the total cumulative mass within the
radius r, GeffN is the effective gravitational constant, the
1 It is worth noting that, while the convergence is directly mea-
sured on 2D maps (with R the cylindrical radius), the pressure
profile P (r) is defined in the 3D space, but obtained by depro-
jecting what is measured on the 2D y maps. As such, the conver-
gence κ is less prone to assumptions about the intrinsic symmetry
properties of the system, while spherical symmetry is implicitly
assumed in the deprojection needed to infer the measured pres-
sure data.
dimensionless coefficients (Ξ1,Ξ2,Ξ3) are related to the
value (at the system redshift) of the functions entering
the DHOST Lagrangian. In terms of the EFT parame-
ters, the effective gravitational constant reads
GeffN = [16piF (1 + Ξ0)]
−1
= [8pi(MDHOSTPl )
2(1 + Ξ0)]
−1
= γNGN/(1− αH − 3β1) (3)
where F is the coupling function between matter and
geometry, and Ξ0 has been expressed as a function of
(αH , β1) and of the DHOST Planck mass M
DHOST
Pl
which can be conveniently rewritten as MDHOSTPl =
MPl/γN with γN as an easier to handle parameter. It is
possible to relate γN to the quantities setting the back-
ground expansion of the universe, while (αH , β1) deter-
mine the perturbative behaviour. The EFT functions
also determine the amplitude of the non Newtonian terms
in Eqs.(1) - (2) being
Ξ1 = − (αH + β1)
2
2(αH + 2β1)
, (4)
Ξ2 = αH (5)
Ξ3 = −β1(αH + β1)
2(αH + 2β1)
. (6)
Deviations from GR can therefore be given in terms of
the three parameters (αH , β1, γN ). In the GR limit, they
take the values (1, 0, 0) so that Eqs.(1) - (2) go back to
the well known classical expressions and Newton gravity
is restored.
As an important remark, we stress that (αH , β1, γN )
are not constants, but actually functions of the redshift.
As such, the impact of the DHOST modifications to the
force law is not the same for objects at different red-
shifts. Moreover, since most DHOST theories reduce to
GR at high z in order to be in agreement with Cosmic
Microwave Background (CMB) data, one expects that
the larger is z, it will be challenging to detect deviations
from GR force laws in distant clusters. This has remark-
able consequences for the analysis we are interested in
here. Since the DHOST correction is redshift dependent,
one should be careful when stacking clusters based on z.
Indeed, in doing that, one is assuming that the varia-
tion of the parameters (αH , β1, γN ) is negligible over the
redfshift range probed by the clusters one is willing to
stack. Whether such an assumption is valid or not de-
pends on the width of the redshift bin and the particular
class of DHOST theories under investigation which is a
further point to be taken into account when comparing
to observations or inferring limits on the theory itself.
3III. GALAXY CLUSTERS OBSERVABLES
The modified force laws impact any observable on
galaxy cluster scales. However, the effect will be dif-
ferent depending on which of the two potentials (Φ,Ψ)
enters the games. Indeed, this offers an intriguing op-
portunity to break some degeneracy among astrophysi-
cal and DHOST parameters so that in the following we
will derive the modified expressions for quantities which
can be measured from cluster observations in different
frequency bands.
III.1. Mass profile
As a preliminary step, it is worth discussing which
model we are going to use for describing the cluster cumu-
lative mass profile since, as Eqs.(1) - (2) show, it plays a
key role. Ideally, we should include ICM, stars, and dark
matter. However, the stellar mass fraction is no larger
than 10% in the inner kpc to then degrade quickly, while
the gas contribution, although larger than the stars one,
is still subdominant. We can therefore identify the total
mass with the dark halo one hence modeling this compo-
nent only since it accounts for more than ∼ 85% of the
total mass. Following the standard approach, we model
it with the NFW profile whose density law is [41, 42]
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
(7)
with ρs a characteristic density, and rs the radius where
the logarithmic slope s = d ln ρ/d ln r takes the isother-
mal value s = −2. Under the assumption of spherical
symmetry, the mass profile can be straightforwardly ob-
tained and it is conveniently rewritten as
M(< r) = M∆
ln (1 + c∆x)− c∆x/(1 + c∆x)
ln (1 + c∆)− c∆/(1 + c∆) (8)
with x = r/R∆, R∆ the radius which the mean mass
density is ∆ times the universe critical one ρc(z) at the
halo redshift z, c∆ = R∆/rs the halo concentration, and
M∆ =
4
3
pi∆ρc(z)R
3
∆ . (9)
Following common approach in the literature, we replace
(ρs, rs) with (M∆, c∆) as model parameters. Different
choices are possible for ∆. In particular, unless otherwise
stated, we will set ∆ = 200, and refer to M∆ as the
halo mass although formally the halo may expand beyond
R200. In X - ray and SZ studies, the choice ∆ = 500
is preferred since typically data cover up to 1 − 2R500
(or 3R500 relying on Planck measurements) so that one
can estimate M500 rather than M200. Similarly, one can
define a concentration c500 = R500/rs which can be found
once the model parameter c200 is set by solving
2
5
2
(
c500
c200
)3
=
ln (1 + c500)− c500/(1 + c500)
ln (1 + c200)− c200/(1 + c200) . (10)
For later applications, it is convenient to write down the
first three derivatives of the mass profile. It is only a
matter of algebra to get
dM(< r)
dr
=
M200
R200
c2200
ln (1 + c200)− c200/(1 + c200)
× x
(1 + c200x)2
, (11)
d2M(< r)
dr2
=
M200
R2200
c2200
ln (1 + c200)− c200/(1 + c200)
× 1− c200x
(1 + c200x)3
, (12)
d3M(< r)
dr3
=
M200
R3200
c2200
ln (1 + c200)− c200/(1 + c200)
× 2c200(c200x− 2)
(1 + c200x)4
. (13)
It is worth noting that, because of Eq.(9), M200 cancels
out from the ratio M200/R
3
200 so that one could naively
infer that the third derivative of the mass profile could
be independent on the halo mass M200. This is actu-
ally not the case since the residual dependence on M200
is hidden into x = r/R200. Moreover, as we will see,
one can postulate that the mass - concentration relation
c200 = c200(M200, z) which is found in GR based N - body
simulations also holds in DHOST theories hence intro-
ducing a further dependence on M200.
III.2. Lensing convergence profile
Gravitational lensing is able to probe the mass distri-
bution along the line of sight. The deflection angle can
be expressed as the derivative of the effective lensing po-
tential integrated along the line of sight. For any metric
theory, this is given by
Φlens(R) =
2
c2
DLS
DLDS
∫ +∞
−∞
Φ(R, `) + Ψ(R, `)
2
d` (14)
where (R, `) are the usual cylindrical coordinates with
` the axis along the line of sight. In Eq.(14),
2 Hereafter, we will use lnx(log x) to denote the natural (base 10)
logarithm.
4(DL, DS , DLS) are the angular diameter distances from
the observer to the lens, the observer to the source, and
between lens and source, respectively, fixing the geome-
try of the system. For a spherically symmetric lens, the
convergence profile can then be computed as
κ(R) =
1
c2
DLS
DLDS
∫ +∞
−∞
∇r
[
Φ(R, `) + Ψ(R, `)
2
]
d` (15)
where ∇r = ∂2/∂r2 + (2/r)∂/∂r is the Laplacian with
respect to r = (R2 + `2)1/2. Using the general Eqs.(1) -
(2), we get
∇rΦ(r) = G
eff
N
r2
dM(< r)
dr
+
2Ξ1G
eff
N
r
d2M(< r)
dr2
+ Ξ1G
eff
N
d3M(< r)
dr3
∇rΨ(r) = (1 + Ξ2)G
eff
N
r2
dM(< r)
dr
+
(Ξ2 + 2Ξ3)G
eff
N
r
d2M(< r)
dr2
+ Ξ3G
eff
N
d3M(< r)
dr3
so that, using Eqs.(8) - (13) for the NFW profile, we get
∇rΦlens = γNGNM200
R3200
× c
2
200
ln (1 + c200)− c200/(1 + c200)
1
x(1 + c200x)2
×
{
1 +
αH
1 + c200x
− αH + β1
4
2− 4c200x
(1 + c200x)2
}
(16)
where it is
Φlens(R, z) =
Φ(R, z) + Ψ(R, z)
2
, (17)
and we remind x = r/R200, and we have explicitly intro-
duced the DHOST parameters (αH , β1, γN ). Inserting
Eq.(16) into Eq.(15) and changing integration variable
from ` to ζ = `/Rv, we finally get the following expres-
sion for the DHOST convergence
κ(R) =
γNΣ200
Σcrit
c2200K0(ξ,p)
ln (1 + c200)− c200/(1 + c200) (18)
with ξ = R/R200, p = {c200, αH , β1}, Σ200 =
M200/4piR
2
200, Σcrit = c
2DS/(4piGNDLDLS) the critical
surface density for lensing, and
K0(ξ,p) =
∫ ∞
−∞
S(ξ, ζ,p)
(ξ2 + ζ2)1/2[1 + c200(ξ2 + ζ2)1/2]2
dζ
(19)
having defined
S(ξ, ζ,p) = 1 + αH
1 + c200(ξ2 + ζ2)1/2
− αH + β1
4
2− 4c200(ξ2 + ζ2)1/2
[1 + c200(ξ2 + ζ2)1/2]2
. (20)
Some comments are in order here. First, as a consistency
check, we note that setting (αH , β1, γN ) = (0, 0, 1) gives
back the GR result as expected. Second, we note that, in
the very inner regions (i.e., for r << rs hence c200(ξ
2 +
ζ2)1/2 << 1), it is
S(ξ, ζ) ∼ 1− (αH − β1)/2
so that the net effect is to rescale the virial mass from
M200 to M200[1− (αH − β1)/2]. In the opposite asymp-
totic limit r >> rs (i.e., c200(ξ
2 + ζ2)1/2 >> 1), it is on
the contrary
S(ξ, ζ) ∼ 1 + (2αH − β1)/(ξ2 + ζ2)1/2
showing that the deviation from GR quickly fades away
hence making it harder to detect it. We therefore expect
that the convergence profile data will be more sensible to
the DHOST parameters in the intermediate region (i.e.,
R ∼ rs) where it is possible to both appreciate the correc-
tion and break the degeneracy between αH and β1 thanks
to the different scaling of the second and third term of
S(ξ, ζ) in this regime. On the contrary, the γN parameter
only appears in the product γNM200/R
2
200 ∝ γNM1/3200 so
that its effect could be absorbed by a naive rescaling of
the halo mass. However, the degeneracy is partially bro-
ken by the fact that M200 also indirectly enters through
the dependence of the concentration on mass.
III.3. Theoretical pressure profile
The other observable we will use as a constraint on
the DHOST and cluster parameters comes from observa-
tions of the SZ signal which allows to recover the pressure
profile. As hinted at in the Introduction, its theoretical
counterpart can be derived once models are assumed for
the halo mass profile and the electron number density.
Indeed, under the assumption of hydrostatic equilibrium,
one has
1
ρgas(r)
dP (r)
dr
= −dΦ(r)
dr
(21)
where the gas density profile can be conveniently re-
lated to the electron number density ne(r) as ρgas(r) '
1.8µmpne(r) = meffne(r) with mp the proton mass and
µ the mean molecular weight. In order to be consistent
with the cluster catalog we will introduce later, we adopt
the double -β model [43] to set
5n2e(r)
n201
=
[
1 +
(
r
rc1
)2]−3β
+
(
n02
n01
)2 [
1 +
(
r
rc2
)2]−3β
(22)
with (β, rc1, rc2, n01, n02) parameters to be inferred from
the fit of X - ray data. Using Eq.(1) for dΦ(r)/dr and the
NFW model for the mass profile (under the assumption
that the dark halo is the main contributor to the total
mass), one can integrate Eq.(21) with the boundary con-
dition that the pressure vanishes at infinity to get
P (x) =
meffn01γN
1− αH − 3β1
GNM200
R200
(23)
×
[
QGR0 (x, c200)−
(αH + β1)
2
2(αH + 2β1)
QMG0 (x, c200)
]
where we have defined
QGR0 (x, c200) =∫ ∞
x
ln (1 + c200x
′)− c200x′/(1 + c200x′)
x′2[ln (1 + c200)− c200/(1 + c200)]
ne(x
′)
n01
dx′
(24)
QMG0 (x, c200) =∫ ∞
x
c2200(1− c200x′)(1 + c200x′)−3
ln (1 + c200)− c200/(1 + c200)
ne(x
′)
n01
dx′
(25)
where we have expressed the electron number density in
Eq.(22) in terms of the dimensionless variable x taking
as parameters (xc1, xc2) = (rc1, rc2)/R200. Note that the
two integral functions QGR0 and QMG0 depend on the gas
density parameters too, but we have not explicitly indi-
cated them as argument just to shorten the notation.
It is worth stressing that the DHOST term in Eqs.(24) -
(25) depends on a combination of the (αH , β1) parame-
ters other than the corresponding ones in the WL re-
lated function S(ξ, ζ). Similarly, γN now enters through
the product γNM200/Rv ∝ γNM2/3200 which is again dif-
ferent from what takes place with the convergence pro-
file. As a consequence, it is no more possible to rescale
the halo mass to compensate for a change in γN since
this would fix one observable at the cost of missing the
other. These considerations make us argue that a joint
use of the κ(R) and P (r) profiles can break the degener-
acy among DHOST parameters hence better constraining
(αH , β1, γN ).
A final consideration about the pressure profile in
Eq.(24) is in order here. To get it, we have adopted the
double -β model for the electron number density profile
ne(r). One could argue that all the previous works us-
ing this expression have been performed under the GR
assumption so that we are extrapolating its validity out-
side the framework where it has been tested. However,
one could consider the double -β model simply as an em-
pirical fitting function whose parameters must be deter-
mined by matching observations in a given framework.
As such, there is no systematics induced by its adoption.
Moreover, in this exploratory work, we are only inter-
ested in presenting the general formalism and apply it
under realistic conditions which are guaranteed by the
use of the double -β model for ne(r). Nothing prevents
to use a different profile (such as, e.g., the Vikhlinin one
[44]) in future studies which will deal with actual data.
III.4. Impact of DHOST deviations from GR
It is instructive to look at how much the modified con-
vergence and pressure profile deviate from their GR coun-
terparts. To this end, we must first set the halo and elec-
tron density parameters which we do by choosing three
representative clusters from the sample we will introduce
later in Sec. IV. In particular, we select MACSJ0429,
MS1054, and MACSJ1423 since they are the objects with
the median values of the redshift, mass, and concentra-
tion, respectively.
Since γN only scales up or down both the convergence
and the pressure theoretical profiles, understanding its
impact is actually trivial so that we prefer to just focus
on αH and β1. We therefore set γN = 1−αH−3β1 so that
the effective gravitational constant equals the Newtonian
one. We will then first look at the impact of αH and β1
separately by setting one of them to zero, and varying
the other over a fiducial range. This range is fixed by
asking that the corresponding DHOST theory fulfils some
stability criteria and its background expansion is in good
accordance with the ΛCDM one. In this way we ensure
that any deviation from the GR convergence and pressure
is due to realistic DHOST models.
III.4.1. Lensing convergence
Let us first consider the convergence profile assuming
the source is at zs = 2.0. In Fig.1 we plot κ(R) for differ-
ent αH values, setting β1 = 0. The sign of the difference
with respect to the GR convergence can be qualitatively
understood rewriting the function S of Eq.(20) as follows
S(x, αH , β1 = 0) = 1 + αH
1 + c200x
[
1− 2(1− c200x)
1 + c200x
]
(26)
where we have already set β1 = 0. We thus find S > 1
for x > xmin = 1/(3c200) if αH > 0 and vice versa. Not-
ing that S > 1 leads to an increase of the argument of
the integral giving the convergence κ(R) and consider-
ing that, for typical c200 values, xmin lies in the inner
cluster regions, we therefore get that the DHOST con-
vergence is larger (smaller) than the GR one (so that
∆κ/κGR is negative/positive) for αH > 0 (< 0) consis-
tent with the results in Fig. 1. The deviation fades to
zero as x increases because of the multiplicative term
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FIG. 1. Top. Lensing convergence profile for models with different values of αH , namely αH = (−0.25,−0.15,−0.05) for blue
(dashed, dotted, solid) lines, and αH = (0.05, 0.15, 0.25) for red (solid, dotted, dashed) lines. For all cases, it is β1 = 0 and
γN = 1−αH − 3β1. Black line is for GR. Left, centre, and right panels refer to three representative clusters. Bottom. Relative
difference ∆κ/κGR = 100× (κGR − κ)/κGR for the same cases as in the top panels.
(1 + c200x)
−1 with the rate of the decrease depending on
the cluster concentration. Note that the dependence on
c200 is less evident in these plots since the three clusters
we have chosen have quite similar concentration, being
c200 = (3.87, 3.38, 3.70) for MACSJ0429, MS1054, and
MACSJ1423, respectively.
Fig. 2 highlights the impact of β1 when we set αH = 0.
In this case, we simply get
S(x, αH = 0, β1) = 1− β1(1− 2c200x)
2(1 + c200x)2
(27)
so that S(x)− 1 changes its sign at xt = 1/(2c200) from
positive to negative or vice versa depending on β1 being
positive or negative. As a consequence, ∆κ/κGR has no
more a monotonic behaviour which explains the profile
of the curves in Fig. 2. In Figs. 1 and 2, it is evident
that β1 has a smaller impact on the differences between
GR and DHOST lensing convergence profiles. However,
one should also take into account the different range al-
lowed for the two DHOST parameters with β1 spanning a
smaller one. On the contrary, Eq.(20) shows that β1 en-
ters the second non GR term only, while αH contributes
two terms with opposite sign. As a result, a change in
β1 immediately affects the convergence, while a varia-
tion of α is less evident because the two terms partially
compensate each other.
When we allow for both αH and β1 to change, the re-
sulting ∆κ profile is qualitatively similar to the case with
β1 = 0. This is a consequence of the first additional term
in Eq.(20) which typically dominates over the second one
where β1 enters. As a general comment, we therefore
conclude that the DHOST convergence κ(R) may devi-
ate from its GR counterpart by order 5 − 10% over the
range of radii probed by observational data. This hints
at this observable as a promising probe to constrain the
DHOST parameters (αH , β1).
III.4.2. Pressure profile
Let us now consider the pressure profile P (r) for
the same three representative clusters considered above.
Eq.(25) shows that (αH , β1) only enter through the com-
bination Ξ1 as defined in Eq.(4) so that a clear degen-
eracy among the two parameters exist. Fig. 3 shows the
pressure profiles and the deviations from the GR case
for different values of αH setting β1 = 0. Note that we
scale the distance from the centre with respect to R500
instead of R200 (with R500 ∼ 0.6R200) in order to look
at the relevant quantities over the range typically probed
by actual SZ observations.
The DHOST pressure profile turns out to be larger
or smaller than the GR one depending on the sign of
αH being positive or negative. Both the profile and the
amplitude of the deviation from GR are quite similar to
those for ∆κ/κGR for β1 = 0 although over a different
radial range. This is not surprising given that, in this
setting, the corrective term to the pressure has the same
shape as the one for the convergence being both propor-
tional to (1 − c200x). Actually, this result is not limited
to the case β1 = 0, but rather to all those cases giving the
same Ξ1 as the one used to get Fig.3. It is the presence of
the second term in Eq.(20) which only depends on αH to
70.10 0.500.20 0.300.15 0.70
0.05
0.10
0.15
0.20
0.25
0.30
0.35
RR200
Κ
HR
L
MACSJ0429
0.10 0.500.20 0.300.15 0.70
0.1
0.2
0.3
0.4
0.5
RR200
Κ
HR
L
MS1054
0.10 0.500.20 0.300.15 0.70
0.1
0.2
0.3
0.4
RR200
Κ
HR
L
MACSJ1423
0.10 0.500.20 0.300.15 0.70
-4
-2
0
2
4
RR200
D
Κ
Κ G
R
H%
L
0.10 0.500.20 0.300.15 0.70
-4
-2
0
2
4
RR200
D
Κ
Κ G
R
H%
L
0.10 0.500.20 0.300.15 0.70
-4
-2
0
2
4
RR200
D
Κ
Κ G
R
H%
L
FIG. 2. Same as Fig. 1 but setting αH = 0 and using different β1 values, namely β1 = (−0.15,−0.10,−0.05) for blue (dashed,
dotted, solid) lines, and β1 = (0.05, 0.10, 0.15) for red (solid, dotted, dashed) lines.
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FIG. 3. Same as Fig. 1 but for the pressure profile P (r) in top panels, and for its deviation from the GR case in the bottom
panels. We set the DHOST parameters to the same values in Fig. 1 in order to get a fair comparison. Note that we scale the
radius with respect to R500 ∼ R200/2 to show the radial range typically probed by SZ observations.
break the degeneracy allowing to constrain both αH and
β1 separately instead of their combination in Ξ1 only.
IV. THEORETICAL VS UNIVERSAL
PRESSURE PROFILE
Eq.(24) is derived from the hydrostatic equilibrium
equation under the assumptions of double -β model for
the electron density, and NFW for the dark halo mass
density. Although reasonable, both are aprioristic hy-
potheses so that it is worth wondering how the result-
ing pressure profile compares with observed ones. This
comparison can be carried out in the GR case since we
are only interested in checking whether the theoretical
P (r) is reasonably in agreement with what is observed
rather than fitting actual data. We can therefore set
8(αH , β1, γN ) = (0, 0, 1) for the rest of this section.
To this end, we compute P (r) over the range
(0.1, 1.5)R500, and fit it with the universal pressure pro-
file [46, 47] given by
P (r) =
P0P500
(c500r/R500)γ [1 + (c500r/R500)α](δ−γ)/α
(28)
with (P0, α, δ, γ) fitting parameters
3, and P500 a redshift
and mass dependent normalization which, following [48],
we set as4
P500 = 1.65×10−3
(
M500
3× 1014h−170 M
) 2
3+0.12
E8/3(z)h270 ,
(29)
with P500 in keV/cm
3, h70 the Hubble constant H0 in
units of 70 km/s/Mpc, and E2(z) = ΩM (1 + z)
3 + (1 −
ΩM ) for the ΛCDM model we take as background for the
normalization of the parametric pressure profile (setting
ΩM = 0.32 and H0 = 67 km/s/Mpc in accordance with
Planck cosmological results [49]).
The QGR0 (r) function entering the theoretical pressure
profile in Eq.(24) depends on the values of the double -β
model parameters. For later applications, it is convenient
to reparameterize them as
{β, rc1, rc2, n01, n02} −→
{β, log xc1, log xc2, log n01, log (n02/n01)}
(30)
with xci = rci/R200. To set these quantities, we consider
the cluster sample assembled by the BOXSZ project5
[45] since this spans a quite wide range in both mass
(3.0 ≤ M500/1014M ≤ 25) and redshift (0.15 ≤ z ≤
0.83). We convert the values of (β, rc1, rc2, n01, n02) in
their paper to the parameters in Eq.(30) after convert-
ing the reported M500 into M200 under the assumption
of NFW model and setting c200 according to the mass -
concentration relation in [50]. The parameters thus ob-
tained are given in Table I where a sign —– is given for
log xc2 and log (n02/n01) if the cluster is better fitted by
a single -β profile. Strictly speaking, the use of a mass -
concentration relation to set c200 before converting from
M500 to M200 and set c200 implicitly assumes that Newto-
nian gravity holds since the M200 - c200 relation has been
inferred from N - body simulations under this framework.
However, we here just want to have realistic profiles for
3 Note that, in the literature, δ in Eq.(28) is denoted as β but we
have changed here the notation to avoid confusion with the β
parameter of the electron density profile.
4 Note that the exponent of the mass term deviates from the self -
similar scaling 2/3 by an additional 0.12 this allows a better
match of the stacked profiles.
5 We remove one object from the BOXSZ sample since it has an
anomalously large β (14.28 vs a typical value β ∼ 0.6) so that
we are left with 44 clusters.
both the convergence and the pressure which is what we
indeed get in this way.
We use the parameters in Table I to generate the the-
oretical pressure profile and fit it with Eq.(28) adjusting
the parameters (P0, α, δ) while keeping c500 to the input
value and fixing γ = 0.31 as recommended in [48]. The
quality of the fit can be guessed computing
εrms = 2
√√√√〈[PUP (R)− Pth(R)
PUP (R) + Pth(R)
]2〉
(31)
where PUP (R) and Pth(R) are the universal profile and
the theoretical one, and the mean is taken over the range
(0.1, 1.5)R500 sampled in steps of 0.01R500. For the 44
clusters in the sample, we find quite small εrms values
with εrms = 2.06% as median, and a 95% CL spanning
the range (0.05, 5.23)%. Although these numbers tell us
that the universal pressure profile excellently fits the the-
oretical one, they are not enough to judge whether the
shapes are realistic. We must rather compare the value of
the fitting parameters to those obtained fitting real clus-
ters. To this aim, we can rely on the values reported in
[48] where the fit has been performed for the subsample of
62 clusters with SZ measurements from the early Planck
data release. The median, 68 and 95% CL of the best
fit parameters to the theoretical BOXSZ and observed
Planck clusters are as follows
P0 : 34
+29 +65
−18 −22 vs 6.1
+9.5 +27.8
−3.0 −4.6 ;
α : 0.81+0.36 +1.06−0.18 −0.29 vs 1.24
+1.42 +4.32
−0.53 −0.80 ;
δ : 3.23+0.33 +0.93−0.39 −0.73 vs 3.99
+10.4 +11.0
−1.02 −1.53 .
Although the ranges have a good overlap, we can nev-
ertheless note that the typical P0 values for our sam-
ple are definitely larger than those for Planck clusters.
Moreover, our α values are smaller, and we do not find
systems with extremely large δ values. These differences
likely originate by our choice of taking c500 fixed to the
value inferred from the mass - concentration relation. On
the contrary, the fit performed in [48] considers c500 as
a parameter to be optimised. In particular, also values
smaller than 1 are allowed so that one can get halos with
c200 < 1 which, although mathematically possible, it has
no physical sense given that one would get R200 < rs.
As a consequence, the two samples of clusters have a
radically different distribution of c500 values, the 95% CL
ranges being (2.17, 2.62) vs (0.02, 5.51). The correlation
between c500 and the other fit parameters then motivates
the discrepancy between the results for the Planck clus-
ters and our theoretical pressure profiles. This can be
seen in Fig. 4 where we show the distribution of the fit
parameters for the two samples. As it is evident, the
Planck clusters cover a much larger range in c500 includ-
ing unrealistically small values. On the contrary, c500
is fixed for the theoretical pressure hence spanning a
definitely smaller range because of the use of the mass -
concentration relation. However, over the c500 range in
9id z log (M500/M) c500 log (M200/M) c200 β log xc1 log xc2 log (n01/cm−3) log (n02/n0)
Abell2204 0.15 15.01 2.52 15.18 3.87 0.641 -2.07 -1.23 -0.64 -1.17
Abell383 0.19 14.67 2.71 14.83 4.14 0.601 -1.98 -1.33 -0.87 -0.84
Abell1423 0.21 14.94 2.53 15.10 3.89 0.497 -1.62 —– -1.58 —–
Abell209 0.21 15.10 2.43 15.27 3.75 0.586 -1.12 —– -2.08 —–
Abell963 0.21 14.83 2.59 14.99 3.98 0.663 -1.54 -1.00 -1.51 -0.58
Abell2261 0.22 15.16 2.39 15.33 3.69 0.581 -1.87 -1.35 -1.34 -0.45
Abell2219 0.23 15.28 2.32 15.45 3.59 0.682 -1.03 —– -1.97 —–
Abell267 0.23 14.82 2.59 14.98 3.97 0.639 -1.16 —– -1.92 —–
RXJ21296 0.24 14.89 2.54 15.05 3.91 0.548 -1.72 —– -1.14 —–
Abell1835 0.25 15.09 2.42 15.26 3.73 0.669 -1.86 -1.15 -0.85 -0.99
Abell697 0.28 15.23 2.32 15.40 3.59 0.639 -1.09 —– -1.99 —–
Abell611 0.29 14.87 2.52 15.03 3.88 0.597 -2.28 -1.30 -0.84 -0.87
MS2137 0.31 14.67 2.62 14.83 4.03 0.491 -2.03 —– -0.94 —–
MACSJ1931 0.35 15.00 2.41 15.16 3.72 0.689 -1.82 -1.12 -0.76 -1.09
AbellS1063 0.35 15.35 2.23 15.52 3.46 0.676 -1.74 -1.21 -1.46 -0.20
MACSJ1115 0.36 14.93 2.44 15.10 3.76 0.647 -1.70 -1.11 -1.04 -0.86
MACSJ1532 0.36 14.98 2.42 15.14 3.73 0.614 -1.70 —– -0.91 —–
Abell370 0.38 15.07 2.36 15.24 3.64 0.708 -0.89 —– -2.24 —–
ZWCL0024 0.39 14.64 2.59 14.80 3.97 0.453 -1.47 —– -1.83 —–
MACSJ1720 0.39 14.80 2.50 14.96 3.85 0.747 -1.68 -0.97 -1.06 -0.93
MACSJ0429 0.40 14.76 2.51 14.93 3.87 0.669 -1.80 -1.07 -0.87 -1.05
MACSJ2211 0.40 15.26 2.25 15.43 3.49 0.667 -1.30 —– -1.50 —–
MACSJ0416 0.42 14.96 2.39 15.13 3.69 1.104 -0.64 —– -2.24 —–
MACSJ0451 0.43 14.80 2.47 14.96 3.81 0.683 -0.99 —– -1.98 —–
MACSJ0417 0.44 15.34 2.19 15.52 3.40 0.709 -1.76 -0.85 -1.05 -1.13
MACSJ1206 0.44 15.28 2.22 15.46 3.44 0.722 -1.54 -0.98 -1.41 -0.60
MACSJ0329 0.45 14.90 2.41 15.06 3.72 0.749 -1.74 -0.93 -0.89 -1.16
MACSJ1347 0.45 15.34 2.19 15.51 3.40 0.661 -2.11 -1.41 -0.50 -0.82
MACSJ1311 0.49 14.59 2.55 14.75 3.92 0.925 -1.24 -0.76 -1.40 -0.75
MACSJ0257 0.50 14.93 2.36 15.10 3.65 0.584 -1.31 —– -1.56 —–
MACSJ0911 0.50 14.95 2.35 15.12 3.63 0.557 -1.07 —– -2.08 —–
MACSJ2214 0.50 15.12 2.27 15.29 3.51 0.600 -1.18 —– -1.81 —–
MACSJ0018 0.54 15.22 2.20 15.39 3.42 0.703 -1.59 -0.95 -1.79 -0.20
MACSJ1149 0.54 15.27 2.18 15.45 3.38 0.720 -0.85 —– -2.17 —–
MACSJ0717 0.55 15.40 2.11 15.57 3.29 1.003 -1.30 -0.66 -1.87 -0.33
MACSJ1423 0.55 14.82 2.39 14.99 3.69 0.556 -1.88 —– -0.70 —–
MACSJ0454 0.55 15.06 2.27 15.23 3.52 0.631 -1.09 —– -1.75 —–
MACSJ0025 0.58 14.88 2.34 15.05 3.62 0.878 -0.74 —– -2.14 —–
MS2053 0.58 14.48 2.55 14.64 3.92 0.604 -1.08 —– -1.94 —–
MACSJ0647 0.59 15.04 2.26 15.21 3.50 0.636 -1.17 —– -1.69 —–
MACSJ2129 0.59 15.03 2.27 15.20 3.51 0.620 -1.17 —– -1.73 —–
MACSJ0744 0.69 15.10 2.18 15.27 3.39 0.622 -1.76 -1.13 -1.06 -0.72
MS1054 0.83 14.95 2.17 15.13 3.38 1.168 -0.48 —– -2.17 —–
CLJ0152 0.83 14.89 2.20 15.07 3.41 1.717 -0.17 —– -2.59 —–
TABLE I. Input BOXSZ [45] cluster sample. We report the cluster id, the redshift, the halo mass and concentration for
∆ = (500, 200), and the best fit parameters of the double -β profile.
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FIG. 4. Distribution of universal pressure profile parameters as inferred from the fit to the theoretical pressure profiles (blue)
and to Planck clusters (red). Note that we show logarithm to improve the dynamic range of the plots.
common between the two samples the (P0, α, δ) values are
comparable, our sample lacking systems with unusually
large (α, δ) values which are needed to compensate for
the unrealistically small c500. This result shows that our
assumptions on the electron density and dark halo mass
profiles and the use of the hydrostatic equilibrium equa-
tion generate theoretical pressure profiles which share the
same properties of a subsample of real clusters detected
by Planck. This is a reassuring evidence that we can rely
on the present modeling to describe realistic systems.
V. FISHER MATRIX FORECAST
The different ways the parameters (αH , β1, γN ) enter
the convergence and pressure profiles and the possibility
to constrain the electron density parameters through X -
ray measurements make it intriguing to wonder whether
a joint use of the three probes6 can significantly constrain
DSHOT theories. A quick way to investigate this issue is
to rely on Fisher matrix forecasts. Under the assumption
that the likelihood L(p) is Gaussian for a given observ-
able O, one can estimate the covariance matrix of the
model parameters p inverting the Fisher matrix whose
elements are given by
Fαβ = −
〈
∂2 lnL(p)
∂pαpβ
〉
=
∂D(p)
∂pα
C−1obs
∂D(p)
∂pβ
(32)
where in the second equality we have used the Gaussian
approximation of the likelihood, and denoted with D(p)
the theoretical data vector (i.e., the vector whose ele-
ments are the predicted values of the observable O esti-
mated at the position where data are available) and Cobs
is the data covariance matrix. Note that, because of the
ergodic principle, we have replaced the spatial average
with the evaluation for the fiducial model parameters. If
6 Although the electron density profile does not depend on
the DHOST parameter, it helps to constrain the double ,β
model ones hence indirectly improving the determination of
(αH , β1, γN ) thanks to the effective priors it imposes on the as-
trophysical ones.
more than one observable is available and they are statis-
tically independent, the total Fisher matrix is the sum of
those for each probe, while a prior on the model param-
eters (from theoretical principle or other measurements)
can be added as a diagonal matrix with the inverse of
variance as diagonal elements. Finally, according to the
Cramer - Rao inequality, the best constraints one can ob-
tain on the model parameters p are given by the diagonal
elements of the inverse of the Fisher matrix, while off di-
agonal elements can be used to quantify the correlation
among parameters.
V.1. Convergence Fisher matrix
As a first probe, we consider the convergence profile
κ(R) assuming that it is measured in NWL logarith-
mically equispaced radial points over the angular range
(θmin, θmax). Following common approach, we assume
the errors on the measurement are uncorrelated so that
the error covariance matrix is simply diagonal. The
Fisher matrix elements are then given by
FWLαβ =
NWL∑
i=1
1
σ2κ(θi)
∂κ(θi)
∂pα
∂κ(θi)
∂pβ
, (33)
where we remind the reader the relation θ = R ×
[(206265/60)/DL(z)] converts the linear distance R (in
kpc) from the centre to the angular ones θ (in arcmin)
given a cosmological model for the estimate of the angu-
lar diameter distance DL(z). One can rearrange Eq.(33)
as follows :
FWLαβ =
NWL∑
i=1
[
κ(θi)
σκ(θi)
]2
1
κ(θi)
∂κ(θi)
∂pα
1
κ(θi)
∂κ(θi)
∂pβ
=
NWL∑
i=1
ν2κ(θi)
∂ lnκ(θi)
∂pα
∂ lnκ(θi)
∂pβ
(34)
where νκ(θi) is the S/N ratio of the convergence measured
in the position θi. In order to approximately model this
quantity, we follow a method similar to the one in [51]
which we refer the reader to for details. Here, we only
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sketch the procedure. We first compute the S/N includ-
ing both the measurement error κ(θ) and the systematic
floor due to the ellipticity intrinsic dispersion (which we
set as σe = 0.22). This gives
νκ(θ) =
Wκκ∞(θ)
κ(θ)
[
1 +
(
σe
κ
)2
1
2ngA
]−1/2
(35)
where κ∞ is the convergence evaluated for a source at in-
finity, andWκ is a dilution factor accounting for the red-
shift distribution of the sources. The term 2ngA down-
grades the systematic floor depending on the number of
sources which is computed using the number density ng
and area A of the circular corona centred on θ. We con-
sider that measurements will be performed by a Euclid -
like experiment [52] hence we adopt the Euclid redshift
distribution in [53] and set ng = 30 gal/arcmin
2
. We
use Eq.(35) to compute the S/N for a large number of
(θ, logM200, z, /κ) values and then fit the median re-
sults to get an approximate scaling of the S/N with the
angular distance, the halo mass, and the redshift.
We use this approximated relation as input to Eq.(34)
where we also fix (θmin, θmax) = (0.2, 10.2) arcmin for
all clusters, no matter their redshift. Note that actual
observations may probe a still larger angular range with
θmax ∼ 16 arcmin for the CLASH sample [54] which cov-
ers a similar redshift range as BOXSZ. We have preferred
to be conservative cutting the upper limit should the clus-
ters one finally adopts be smaller in angular size than the
CLASH ones.
For a given cluster, the model parameters can be split
in two groups. On one hand, we have the astrophysical
ones which are specific of that cluster. These are the
halo mass7 logM200 and the concentration c200 of the
NFW halo. We avoid to add a prior on the concentra-
tion based on the mass - concentration relation derived
from N - body simulations because it has been obtained
postulating Newtonian gravity8. The remaining param-
eters are the DHOST ones (αH , β1, γN ) which are uni-
versal quantities, but redshift dependent. It is therefore
important to stress that, although we do not explicitly
denote it to shorten the notation, what the data are con-
straining are (αH , β1, γN ) at the lensing cluster redshift
z. As a consequence, one can not stack together all the
clusters in a given sample so that we compute Fisher ma-
trix forecasts from individual convergence profiles. For
7 Following common practice, we use the logarithm of the halo
mass rather than the mass itself in order to explore a wider range
dealing with order unity quantities. Moreover, with an abuse of
notation, we denote with M200 the mass in solar units M so we
drop the M from log (M200/M).
8 Such a choice could look contradictory given that we have used
such a relation to set the concentration for the fiducial cluster
parameters. However, in that case, we were only interested in
obtaining realistic profiles and the use of the mass - concentration
relation ensured that this goal is achieved. When dealing with
actual data, one will not make any assumption on the c200 -M200
relation so that we do not include it in our forecast.
completeness, we report in Appendix B.1 the derivatives
needed for the Fisher matrix computation.
V.2. Pressure profile Fisher matrix
We assume to use the SZ data to sample the pres-
sure profile P (r) in NSZ linearly spaced radial distance
ri from cluster centre over the range (ξmin, ξmax)R500.
Neglecting any correlation among the errors, the pres-
sure profile Fisher matrix may then be written as
FSZαβ =
NSZ∑
i=1
1
σ2P (ri)
∂P (ri)
∂pα
∂P (ri)
∂pβ
=
NSZ∑
i=1
ν2P (ri)
∂ lnP (ri)
∂pα
∂ lnP (ri)
∂pβ
, (36)
where we have made the same rearrangement of the terms
as for WL, but for the SZ data denoting with νP (r) the
S/N of pressure measurements.
Appendix B.2 reports the relevant derivatives enter-
ing the pressure Fisher matrix, while the S/N is ap-
proximated as a function of the dimensionless distance
ξ = r/R500 and the mass logM500 using the pressure pro-
file inferred by SZ data of the X - COP sample [55]. It is
worth noting that the X - COP clusters span a compara-
ble mass range, but at a much smaller redshift (z ≤ 0.09).
Although the SZ signal is independent on z, the precision
on the measurements can depend on the size of the clus-
ter for a given angular resolution of the instrument. As
such, the S/N for BOXSZ - like clusters could be different
from what we have inferred from the X - COP sample. To
account for this difference, we will introduce later a cor-
rection factor which allows us to investigate the impact of
deviations of the the actual νP (r) from the one assumed
here.
The probed radial range is fixed based on the fol-
lowing considerations. First, we remove the very inner
part which can be affected by deviations from hydro-
static equilibrium so that we set ξmin = 0.1 as con-
servative limit. We then look at the radial extent of
the BOXSZ data finding ξmax = 1.17 as median value,
0.87 ≤ ξmax ≤ 1.81 as 68% CL. We therefore compute
the pressure Fisher matrix for three different cases de-
noted as central, intermediate, large range with ξmax =
(0.87, 1.17, 1.81), respectively.
It is worth noting that the list of model parameters
at play now is definitely larger than for the convergence.
While the DHOST parameters (αH , β1, γN ) are still the
same, there is a larger number of astrophysical param-
eters to be marginalized over. Indeed, beside the halo
mass logM200 and the concentration c200 of the NFW
halo, we now have to set the parameters of the double -β
model given in Eq.(30). The total number of parameters
is, therefore, 10 reducing to 8 for objects better fit by
the single -β model. As a consequence, we do not ex-
pect pressure data alone to be able to put meaningful
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constraints on (αH , β1, γN ), but they are nevertheless of
utmost importance thanks to the possibility of breaking
degeneracy.
V.3. Electron density Fisher matrix
The gas density plays a different role than convergence
and pressure in the present analysis. Indeed, we do not
compute it from a theoretical model, but directly fit an
empirical profile to the electron density data as measured
from X - ray (hereafter XR) data. The corresponding
Fisher matrix may be simply computed as
FXRαβ =
NXR∑
i=1
ν2e (ri)
∂ lnne(ri)
∂pα
∂ lnne(ri)
∂pβ
, (37)
where we have directly used the formulation with the S/N
νe(r) highlighted, and the sum is over NXR measured
points linearly spaced over the range (ξmin, ξmax)R500.
We use the same (ξmin, ξmax) values adopted for the pres-
sure Fisher matrix, and still rely on X - COP data to infer
the electron density S/N as function of ξ and logM500.
It is worth noticing that the electron density does not
depend on the DHOST theory parameters so that X - ray
data are unable to directly constrain these quantities.
They are nevertheless of great help since they strongly
constrain the parameters which input the pressure pro-
file.
V.4. Fiducial model parameters and Fisher matrix
setup
In order to compute the Fisher matrix, for each
given cluster, there are some parameters and choices
that have to be made. First, we need to set
the cluster redshift z, halo mass and concentration
(logM200, c200), and the double - beta model parame-
ters {β, log xc1, log xc2, log n01, log (n02/n01)}). These
are taken from the values in Table I which are then used
as input to the convergence, pressure, and electron den-
sity Fisher matrices which we will hereafter refer to as
WL, SZ, and XR, respectively. We have, however, to set
also the DHOST theory parameters (αH , β1, γN ). We
will only consider models with GNeff = GN hence setting
γN = 1−αH−3β1. We stress that this assumption is only
made to reduce the arbitrariness in the choice of the fidu-
cial DHOST parameters, but in the analysis we do not
impose it so that γN is still a quantity to constrain.
We are left with the two parameters (αH , β1) to set.
The first obvious choice is the GR one, i.e., (αH , β1) =
(0, 0). In this case, our analysis will tell us to which
extent the data are able to discriminate between GR
and DHOST based on how small are the constraints on
(αH , β1, γN ). It is also interesting, however, to investi-
gate how the constraints change depending on the in-
put fiducial. Indeed, some choices of the parameters may
id αH β1 Ξ1 Ξ2 Ξ3
GR 0.0 0.0 0.0 0.0 0.0
A0M 0.0 -0.15 0.0375 0.0 0.0375
A0P 0.0 0.15 -0.0375 0.0 -0.0375
B0M -0.25 0.0 0.125 -0.25 0.0
B0P 0.25 0.0 -0.125 0.25 0.0
D1M 0.15 -0.15 0.0 0.15 0.0
D1P -0.15 0.15 0.0 -0.15 0.0
D2M 0.45 -0.15 -0.30 0.45 0.30
D2P -0.45 0.15 0.30 -0.45 -0.30
TABLE II. DHOST fiducial models id, (αH , β1) parameters,
and amplitudes of the terms setting deviations from GR. For
all cases, it is γN = 1− αH − 3β1.
strengthen or weaken the deviations from GR hence mak-
ing it easier or harder to spot them and constraining the
parameters themselves. For this reason, we select other
eight representative cases whose labels and parameters
are summarised in Table II. Let us motivate their choice
below. First class is obtained by setting αH = 0 so that
it is
αH = 0 −→ (Ξ1,Ξ2,Ξ3) = (−β1/4, 0,−β1/4) .
Being Ξ2 = 0, only one of the two corrective terms to the
lensing convergence are present hence weakening the WL
constraining power. A similar effect is obtained for the
second class defined by the condition
β1 = 0 −→ (Ξ1,Ξ2,Ξ3) = (−αH/2,−αH , 0)
so that it is now the second corrective term to conver-
gence to disappear.
The pressure profile stays the same as GR for DHOST
models with
αH = −β1 −→ (Ξ1,Ξ2,Ξ3) = (0,−β1, 0)
which minimizes the impact of deviations from GR also
for the convergence. On the contrary, both effects are
maximized if we set
αH = −3β1 −→ (2β1,−3β1,−2β1)
which is the last class we consider.
For all cases, we have to choose a value for αH or β1.
Unfortunately, present day constraints on (αH , β1, γN )
are still quite poor so that we must rather rely on theo-
retical motivations. In particular, Karmakar et al. (2019)
have recently carried out an extensive analysis to set the-
oretical limits on the possible values of (αH , β1) at differ-
ent redshifts. It turns out that, depending on z, (αH , β1)
can only span a certain range. We choose the extreme
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values over the redshift range spanned by our data hence
setting β1 = ±0.15 for the first, second, and fourth class
of models, and αH = ±0.25 for the third one. The models
thus obtained are labeled as in Table II.
We have now all the parameters which are necessary as
input to the computation of the WL, SZ, and XR Fisher
matrices. However, we still need to set some quantities
related to the observations. In particular, we must fix
the number of WL, SZ, and XR measured points, i.e.
(NWL,NSZ ,NXR). We set NXR = 40 as a typical value
inferred from X-COP data, while we investigate cases
with 10 and 20 points in the WL and SZ datasets, hav-
ing set NWL = NSZ just to reduce the number of pos-
sible configurations to explore. A cautionary remark is
in order for the S/N of the different data. Although our
scaling relations are well motivated and based on actual
data, it is nevertheless worth wondering how the con-
straints change with the S/N itself. Since we have based
our WL S/N on a Euclid - like experiment whose features
are well known, we do not change the WL S/N, while we
allow for deviations of νP (r) and νe(r) from our assump-
tions. To this end, we modify Eqs.(36) and (37) by the
following qualitative replacement
νP (r) −→ BP νP (r) , νe(r) −→ Beνe(r) ,
where (BP ,Be) change the amplitude of the S/N, but
not their radial profile (so that both S/N profile are still
decreasing function of the distance). This is a simplifying
assumption which guarantees enough flexibility for the
aims of the present work.
VI. RESULTS
We discuss below the constraints on the DHOST
parameters we get from the Fisher matrix forecasts
with the setup described above. We always marginal-
ize over the NFW {logM200, c200}, and the double -β
model {β, log xc1, log xc2, log n01, log (n02/n01)} parame-
ters since we are interested in constraining deviations
from GR. We also remind the reader that, being the
three datasets independent, the total Fisher matrix is
just the sum of the three individual ones, i.e., Ftot =
FWL + FSZ + FXR. When investigating the depen-
dence of the results on the assumption about the data,
we will look at the ratio of the constraints on each
single parameter with respect to those from an arbi-
trary chosen reference case. This is obtained setting
(NWL,NSZ ,NXR) = (10, 10, 40), (BP ,Be) = (1.0, 1.0),
and the intermediate case for the radial range probed by
SZ and X - ray data.
VI.1. Fiducial GR
Let us first discuss the constraints on (αH , β1, γN )
when GR is taken as fiducial. Not surprisingly, one gets
almost no constraint at all if only pressure data are used
because of the degeneracy among (αH , β1) which only
enters combined into Ξ1 and the presence of a up to 10
total parameters. Lensing convergence, on the contrary,
works better thanks to the dependence on both Ξ2 and
Ξ3 which allows to partially break the (αH , β1) degener-
acy. Moreover, the lower number of nuisance parameters
(only two) reduces overall the effect of marginalization.
It is the joint use of WL, SZ, and XR datasets which
significantly strenghten the constraints. Denoting with
σ(pµ) the forecast error on the parameter pµ and consid-
ering its distribution over the cluster sample, we get for
the median, the 68 and 95% CL
σ(αH) = 2.51 , (2.30, 2.71) , (2.11, 3.00) ,
σ(β1) = 0.77 , (0.43, 1.35) , (0.36, 2.13) ,
σ(γN ) = 5.85 , (4.70, 8.25) , (4.23, 10.5) ,
using lensing convergence only, which reduces to
σ(αH) = 1.35 , (1.15, 1.47) , (1.09, 1.68) ,
σ(β1) = 0.22 , (0.18, 0.24) , (0.17, 0.29) ,
σ(γN ) = 1.10 , (0.96, 1.23) , (0.92, 1.40) ,
when WL + SZ + XR data are used. The improvement is
particularly evident for β1 and γN . The statistics for the
ratio σWSX(pµ)/σW (pµ) are as follows
σWSZ(αH)/σW (αH) = 0.52 , (0.46, 0.57) , (0.44, 0.60) ,
σWSZ(β1)/σW (β1) = 0.26 , (0.14, 0.55) , (0.11, 0.84) ,
σWSZ(γN/σW (γN ) = 0.18 , (0.12, 0.26) , (0.10, 0.33) ,
where σW (pµ) and σWSX(pµ) are the errors from WL
only and WL + SZ + XR data.
From now on, we will only discuss the constraints from
WL + SZ + XR data starting from Fig. 5 which shows
σ(pµ) for the reference case as a function of halo redshift,
mass, and concentration. Although larger than the the-
oretical priors assumed in this work (i.e., −0.25 ≤ αH ≤
0.25 and −0.15 ≤ β1 ≤ 0.15), the constraints we get are
nevertheless remarkable. They are definitely strong than
the ones obtained in [56] fitting the convergence and elec-
tron density data only for a subset of DHOST theories.
Moreover, we are here able to constrain γN too which is
typically not included as a parameter being hold fixed by
the requirement GeffN = GN .
Fig. 5 shows a clear correlation between the errors and
the cluster redshift pointing at high z systems as most ef-
ficient target to constrain the DHOST parameters. This
is likely related to our choice of holding fixed the angu-
lar range for the WL data. The larger is z, the more
one is pushing data in the outer region R > R200. Al-
though the DHOST correction fades away with R, prob-
ing outer regions allows to better constrain the halo mass
logM200 hence breaking both the degeneracy with c200,
and the one with γN . The effect is then propagated on
the other parameters too thus qualitatively explaining
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FIG. 5. Forecast errors on (αH , β1, γN ) as a function of cluster redshift, mass, and concentration for the reference case, and
the GR fiducial model.
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FIG. 6. Dependence of the constraints on the parameters (αH , β1, γN ) on the SZ data radial range and the number of points
in the WL and SZ dataset. Top. σi(pµ)/σ2(pµ) vs z having denoted with σi(pµ) the constraints from the pessimistic, realistic,
optimistic case for i = 1, 2, 3 and used blue (red) points for i = 1(3). Bottom. σ20(pµ)/σ10(pµ) vs z being σn(pµ) the constraints
assuming n points in the WL and SZ datasets.
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FIG. 7. Dependence of the constraints on the amplitude of the SZ and XR S/N scaling with distance and mass. Top.
σb(pµ)/σ10(pµ) with b = (05, 20) for Be = (0.5, 1.5) for (blue, red) points keeping BP = 1.0, and all other setup quantities the
same as for the reference case. Centre. Same as before but keeping Be = 1 and setting BP = (0.5, 1.5) for (blue, red) points.
Bottom. Same as before but now setting Be = BP = (0.5, 1.5) for (blue, red) points.
the anticorrelation between σ(pµ) and z. Such a quali-
tative argument, however, should not be overrated since
the observed trend with z could also be a fake artifact
of our choice of taking fixed the number of radial bins
with z. Since clusters at higher z have a smaller angular
size, taking the number of bins fixed is possible only if we
assume that the angular resolution of the instrument is
enough to achieve this goal at all z. Whether this is the
case or not depends on the observational setup, a point
that we do not address in this forecasts analysis.
There is, on the contrary, no correlation with the halo
mass and concentration. Although it is true that in-
creasing more massive clusters have a better WL, SZ,
and XR S/N, this is not sufficient to break any degen-
eracy among parameters hence not contributing to im-
prove the constraints which explains the lack of corre-
lation with logM200. On the other hand, the c200 range
probed by our systems is probably too small to find a sig-
nature of correlation with the concentration so that we
invite the reader to not overrate the no correlation in the
right panel of Fig.5. We also remind the reader that we
have used a c200 -M200 relation to set the fiducial value of
the concentration of BOXSZ clusters neglecting its scat-
ter. Should we have included it, the c200 range would
have been wider, but this would have asked to repeat the
analysis for any realization of c200 which is definitely too
time consuming.
It is worth wondering how robust are the results with
respect to the assumptions on the data. This would
also allow to identify where efforts should be directed
to improve the constraining power of the WL + SZ + XR
datasets. To this end, we first look at how the constraints
change when we change the radial range probed by SZ
and XR data. Top panels in Fig. 6 show the ratio of the
constraints on (αH .β1, γN ) parameters with respect to
the reference case9 when we move to the central and large
range scenario. The most affected parameter is β1 with
the error increasing (decreasing) up to ∼ 20% (∼ 15%)
when reducing (increasing) ξmax to 0.87 (1.81) from the
fiducial ξmax = 1.17 case. This is likely related to the
results in Fig. 3 showing that the deviations of P (r) from
its GR counterpart are larger for larger ξ = r/R500. How-
ever, it is worth noting that the improvement obtained
by increasing the radial range probed by the data is actu-
ally not so large with the typical decrease of σ(β1) being
9 We plot the ratio as function of the redshift just to better sep-
arate objects in the plot, but what matters here are just the
numbers on the y - axis.
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αH β1 γN
id med 68% CL 95% CL med 68% CL 95% CL med 68% CL 95% CL
GR 1.351 (1.148, 1.472) (1.094, 1.682) 0.218 (0.181, 0.244) (0.171, 0.287) 1.098 (0.962, 1.227) (0.917, 1.397)
A0M 0.359 (0.311, 0.444) (0.278, 0.470) 0.090 (0.084, 0.106) (0.077, 0.152) 0.184 (0.141, 0.223) (0.120, 0.244)
A0P 0.332 (0.255, 0.435) (0.222, 0.501) 0.026 (0.023, 0.031) (0.020, 0.040) 0.159 (0.116, 0.220) (0.097, 0.255)
B0M 0.295 (0.248, 0.395) (0.202, 0.439) 0.056 (0.051, 0.060) (0.047, 0.064) 0.119 (0.094, 0.153) (0.078, 0.188)
B0P 0.192 (0.142, 0.261) (0.127, 0.369) 0.037 (0.034, 0.044) (0.030, 0.063) 0.154 (0.113, 0.235) (0.097, 0.346)
D1M 1.006 (0.866, 1.204) (0.845, 1.448) 0.285 (0.237, 0.336) (0.227, 0.423) 0.396 (0.347, 0.475) (0.328, 0.569)
D1P 1.174 (1.022, 1.347) (1.003, 1.547) 0.107 (0.090, 0.121) (0.086, 0.149) 0.504 (0.446, 0.585) (0.438, 0.673)
D2M 0.618 (0.541, 0.702) (0.478, 0.742) 0.101 (0.092, 0.119) (0.086, 0.124) 0.422 (0.362, 0.483) (0.320, 0.508)
D2P 1.068 (0.864, 1.195) (0.765, 1.250) 0.063 (0.054, 0.078) (0.052, 0.079) 0.260 (0.220, 0.305) (0.191, 0.317)
TABLE III. Median, 68%, and 95% CL of σ(pµ)/|1 + pµ| with pµ = (αH , β1, γN ) for the representative DHOST models listed
in Table II assuming the reference configuration for the radial range, sampling, and S/N of the WL, SZ, and XR data.
of order 5% at the cost of a 55% increase of ξmax. We
therefore argue that this is not the most convenient way
to improve the constraints. On the contrary, increasing
the angular resolution, i.e., using 20 instead of 10 points
for both WL and SZ data, has a major impact on the
constraints. As bottom panels in Fig. 6 show, the error
improves by ∼ 15−20% for all the DHOST parameters as
a consequence of the larger number of terms in the sum
in Eqs.(34) and (36). Note that this result could not have
been easily anticipated since increasing NWL reduces the
WL S/N because of the smaller A in Eq.(35). We nev-
ertheless find that the dominating effect is the increased
number of terms in the sum defining the Fisher matrix
elements. We therefore recommend a finer sampling as a
way to improve the constraints on DHOST parameters.
Finally, we have also investigated how the constraints
depend on our assumption on the data S/N by vary-
ing (Be,BP ) which scale up or down the amplitude of
νe(r/R500, logM500) and νP (r/R500, logM500), respec-
tively. The results are shown in Fig. 7 where all the ratios
are taken with respect to the reference case, and we vary
only (Be,BP ) taking the radial range and sampling unal-
tered. As a first case, we show in top panels the impact
of Be degrading or boosting the electron density S/N by
50% (i.e., Be = 0.5 or Be = 1.5). The parameter most
affected by a degradation of the XR S/N is again β1. In
order to understand why this happens, we notice that β1
enters the correction to the convergence only through the
third term in Eq.(20) which is subdominant compared to
the first two. As a consequence, β1 is mainly constrained
by the pressure data. A degradation of the S/N of XR
data worsens the constraints on the double -β profile pa-
rameters hence weakening the constraining power of the
pressure data too. On the contrary, both αH and γN
are constrained by both WL and SZ so that are less af-
fected by a weakening of the constraints from electron
density. This same argument also explains the results
shown in the second row panels of Fig. 7 where we set
back Be = 1, but investigate the impact of varying BP
to 0.5 or 1.5 from the fiducial value. However, a degra-
dation of the pressure S/N impacts all the parameters
since it makes harder to break the degeneracy present
if one uses WL data alone. Needless to say, degrading
by 50% both XR and SZ data has a dramatic effect on
the constraints with the errors which increase by up to
∼ (27, 60, 20)% on (αH , β1, γN ). It is worth stressing,
however, that such a severe overestimate of the S/N is
quite unlikely. Indeed, we have derived our S/N scaling
functions based on up to date dataset spanning a similar
mass range as the BOXSZ cluster sample. The difference
in redshit is not critical, and the instrumental setup is
well representative of what can be achieved with present
facilities. On the other hand, it is also worth noticing
that a sort of saturation takes place when increasing the
S/N. Indeed, a 50% boost of both the SZ and XR S/N
(corresponding to the red points in the bottom panels
of Fig. 7) causes a reduction of the errors by a modest
∼ (5, 10, 5)% for (αH , β1, γN ). This is likely related to
the choice of taking unaltered the WL S/N since it is
this dataset to play the major role. As a concluding re-
mark, we can summarise the results of the analysis of
variation of the constraints with the different observa-
tional quantities in a single take - home lesson. In order
to improve the constraints on the DHOST parameters,
the better strategy is to use the present setup in terms of
S/N and radial range probed, but increase the sampling
of the convergence and pressure profiles.
VI.2. Varying the DHOST fiducial parameters
The above results rely on the assumption that the true
underlying model is GR so that they tell us how well
the data constrain deviations from GR itself. On the
other hand, it is also interesting to investigate whether
DHOST theories can be discriminated based on the val-
ues of their parameters. We therefore here look at the
relative constraints, i.e., we compute σ(|1+αH |)/|1+αH |,
σ(|1+β1|)/|1+β1|, and σ(γN )/γN for the eight represen-
tative models listed in Table II. Note that we use absolute
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id bin no. 1 bin no. 2 bin no. 3 bin no. 4
GR (0.437, 0.072, 0.364) (0.380, 0.059, 0.318) (0.365, 0.058, 0.302) (0.335, 0.053 ,0.278)
A0M (0.100, 0.026, 0.050) (0.105, 0.025, 0.053) (0.093, 0.025, 0.044) (0.092, 0.025, 0.045)
A0P (0.083, 0.007, 0.041) (0.091, 0.007, 0.045) (0.077, 0.007, 0.036) (0.076, 0.007, 0.036)
B0M (0.072, 0.016, 0.029) (0.085, 0.015, 0.0345) (0.081, 0.015, 0.031) (0.078, 0.015, 0.030)
B0P (0.043, 0.011, 0.037) (0.050, 0.011, 0.042) (0.046, 0.010, 0.037) (0.045, 0.010, 0.036)
D1M (0.344, 0.096, 0.136) (0.288, 0.076, 0.115) (0.283, 0.076, 0.112) (0.259, 0.069, 0.102)
D1P (0.382, 0.035, 0.167) (0.334, 0.029, 0.147) (0.330, 0.029, 0.144) (0.305, 0.027, 0.133)
D2M (0.165, 0.028, 0.113) (0.188, 0.030, 0.128) (0.177, 0.029, 0.120) (0.165, 0.027, 0.111)
D2P (0.284, 0.018, 0.072) (0.313, 0.019, 0.080) (0.297, 0.018, 0.075) (0.270, 0.016, 0.068)
TABLE IV. Relative errors σ(pµ)/|1 + pµ| for pµ = (αH , β1, γN ) joining together the constraints from all the clusters in the
same redshift bin. We consider all the DHOST models listed in Table II and set the observational setup as for the reference
case. Note that, different from Table III, the values here refer to the error as estimated by the joint fit to all the clusters in a
single bin rather than the median and 68% CL of the distribution of the errors from the fit to each single cluster.
values and add unity to avoid any divergence of the ra-
tios. We have computed the constraints for all the config-
urations discussed in the previous paragraph, but we are
here interested only in investigating how they change de-
pending on the fiducial DHOST parameters. This point
turns out to be qualitatively unaffected by the particular
choice of the radial range, the sampling, and the S/N am-
plitude so that we report in Table III only the constraints
for the reference configuration.
As a general result, we find that the constraints for
all models other than GR are stronger than for the GR
itself. This is a naive consequence of the fact that it
is easier to spot a signature when it is present in the
data. Indeed, for all the DHOST fiducials, at least one
of the quantities (Ξ1,Ξ2,Ξ3) is non vanishing, while all
of them are zero for GR. As a consequence, data can
constrain the amplitude of the corresponding non GR
terms in the convergence and/or pressure profiles which
makes it easier to constrain (αH , β1, γN ).
This same consideration also helps to understand why
the worst constraints (apart from GR) are obtained for
the D1M and D1P cases. Indeed, for these models, it
is Ξ1 = Ξ3 = 0 so that the only deviation from GR is
due to the second term in Eq.(20) so that only the con-
vergence can detect the signature of the corresponding
DHOST models. A similar argument also applies for the
D2M and D2P fiducials. In these cases, however, all the
three amplitude parameters (Ξ1,Ξ2,Ξ3) are non vanish-
ing, but Ξ2 and Ξ3 have opposite signs so that the two
DHOST terms almost cancel each other. The DHOST
signal is then present mainly in the pressure profile which
is less constraining than convergence. As an overall con-
sequence, the constraints on (αH , β1, γN ) are weakened
as evident from the larger σ(pµ)/|1 + pµ| values.
On the contrary, the strongest constraints are obtained
when one of the two parameters (αH , β1) is set to zero.
This is apparently in contradiction with what we have
said about the GR case. Actually, this is not since one
has to look at the values of (Ξ1,Ξ2,Ξ3) rather than to
(αH , β1). In particular, for models A0M and A0P, one
gets Ξ2 = 0 so that the deviations from GR in the con-
vergence profile are maximized since there is no more a
compensation of the second and third term in Eq.(20).
A similar argument also applies to models B0M and B0P
where it is now Ξ3 = 0. The fact that constraints are
stronger for B0M and B0P rather than A0M and A0P is
finally related to the larger (absolute) value of Ξ1 which
makes it easier to detect the DHOST signature in the
pressure profile.
VI.3. Constraints from joint use of more clusters
As already said, the DHOST parameters (αH , β1, γN )
are actually functions of the redshift so that two clus-
ters with the same mass and concentration, but different
z experience a different deviation from GR. As a conse-
quence, one can not stack clusters with the same logM200
to increase the lensing or the pressure signal hence the
S/N and then decrease the error on the parameters of
interest. However, should (αH , β1, γN ) be slowly varying
functions of z, one can combine the constraints from all
the clusters in a given redshift bin. From the point of
view of Fisher matrix forecasts, this is obtained by first
marginalizing over all parameters other than the DHOST
ones and then summing up the marginalized Fisher ma-
trices. Note that this is not the same as stacking clusters
in the same redshift bin and perform a fit to the stacked
data. On the contrary, one is still fitting each single
cluster data, but then multiply the different likelihood
functions after marginalizing over all the astrophysical
parameters.
To this end, we split the sample in 4 equipopulated red-
shift bins10 with median redshifts (0.22, 0.36, 0.45, 0.58),
10 Note that, in order to have the same number of clusters in each
bin, we have adjusted the bin widths. The bin limits turn out
to be (0.15, 0.28), (0.29, 0.40), (0.42, 0.54), (0.55, 0.83). Apart
from the last one, all the bins have comparable width due to the
almost uniform redshift distribution of the BOXSZ sample.
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each bin containing 11 cluster. We then compute the con-
straints from the combined marginalized Fisher matri-
ces assuming the reference configuration for radial range,
sampling, and S/N. The results thus obtained are sum-
marized in Table IV where we consider all the models
discussed before for the fiducial DHOST parameters.
Comparing the median values in Table III wit the con-
straints in Table IV, it is evident how joining clusters
dramatically improves the contraints. The errors on all
DHOST parameters are reduced by a factor ∼ 3 in the
GR case, while the improvement may differ depending
on the particular DHOST models chosen. In all cases, it
is, however, roughly comparable with N 1/2c , Nc being the
number of clusters in the bin. Increasing Nc also helps in
reducing the width of the bins thus reducing the system-
atic error related to the assumption that (αH , β1, γN ) are
constant within each redshift bin.
Table IV does not show a marked trend of the errors de-
creasing with the median redshift of the bin which would
have been expected based on what is shown in Fig. 5.
This is likely a consequence of having mixed systems with
different z so that the trend is smoothed out11. However,
it is worth noticing that a complete analysis of the trend
of σ(pµ) with z should ask for the solution of the cosmo-
logical equation to get the values of (αH , β1, γN ) to be
used as fiducial for the Fisher matrix at each given z. As
we have said, indeed, the constraints get weaker as the
fiducial approaches GR. Since this is expected to happen
as z increases, two contrasting effects are at work. On
one hand, going to larger z with a fixed angular range
for the WL data helps to improve the constraints since
one is probing more and more into the region R > R200.
On the other hand, the fiducial approaches GR so that
the DHOST corrections become smaller which weaken
the constraints. Which effect is dominant depends on
the specifics of the DHOST model, but a case - by - case
analysis is outside our aims.
VII. CONCLUSIONS
Hunting for the responsible of the current cosmic speed
up is one of the most fascinating and yet hardest chal-
lenge of present day cosmology. The landscape to be
searched for is made wider by the consideration that the
accelerated expansion may be taken as a first evidence for
the need of a more general theory of gravitation. DHOST
theories are ideal candidates from this point of view be-
ing able to produce an accelerated expansion of the uni-
verse without violating the constraints from GW and
the stability and ghost - free requirements. A Vainshtein -
like screening prevents fifth - force manifestation on Solar
11 This result could be surprising at first sight since taking the
median of the errors from the fit to the single clusters in each
redshift bin gives a trend with z. However, the constraints from
the joint fit we are considering here are not the median of the
constraints from single objects.
System scale, but modification to the gravitational po-
tentials are still possible on galaxy clusters scale. It is
therefore possible to look for signatures of DHOST the-
ories in clusters observable quantities such as the lensing
convergence κ(R) and the pressure profile P (r). We have
here derived theoretical expressions for both of them and
investigated the impact of the additional DHOST contri-
butions. As a side result, we have also shown that the
theoretical pressure profile may be well fitted by the em-
pirical universal pressure profile with parameters which
cover the same regions in the parameter space occupied
by a subsample of Planck clusters.
It turns out that the deviations from GR depend on
the DHOST parameters in a different way for κ(R) and
P (r) so that jointly fitting both quantities can help con-
straint DHOST parameters (αH , β1, γN ) breaking degen-
eracy among them. The addition of X - ray data on the
electron density do not constrain the DHOST parame-
ters themselves, but gives an indirect yet fundamental
contribution by constraining the electron density hence
the astrophysical parameters determining the shape of
the pressure profile. A Fisher matrix analysis has then
been carried out in order to quantify how strong these
constraints are under various assumptions on the obser-
vational setup. In particular, we have both investigated
whether observations can discriminate between GR and
DHOST, and how well (αH , β1, γN ) may be constrained
for some representative choices of their fiducial values.
When using individual clusters and setting the fiducial
model to GR, the constraints on (αH , β1, γN ) are defi-
nitely improved by the joint use of the three probes with
the errors reducing by factor ∼ (2, 4, 5) with respect to
those from WL alone. The 68% CL are, however, still
larger than the theoretical priors one can obtain by ask-
ing that the background evolution is not too different
from that for the concordance ΛCDM model and that
there are no ghosts or instabilities. This is not surprising
since the theoretical requirements apply to the full evolu-
tionary history, while our results refer to the value of the
parameters at the given cluster redshift. However, the
approach we present here is not biased by any theoreti-
cal prejudice since it only relies on the comparison with
data. It should therefore be considered as complementary
to a theoretical analysis. On the other hand, one could
also try to combine the two methods adding a prior on
(αH .β1, γN ) informed by the theory requirements. How-
ever, we argue against such a possibility since it makes
the likelihood far from Gaussian which is contrary to the
assumption underlying the Fisher matrix methodology.
One should rather perform a fit to mock data including
the theory requirements as hard priors in the MCMC
sampling of the parameters space, a possibility that we
will explore in a future work.
A similar discussion qualitatively hold also when one
changes the fiducial values of (αH , β1, γN ) as we have
shown considering eight representative DHOST models.
The constraints, however, result to be stronger than
in the GR case the strengthening being determined by
the values of (Ξ1,Ξ2,Ξ3) for the given model. This is
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a naive consequence of the fact that these parameters
set the amplitude of the terms which make the conver-
gence and pressure profile for DHOST theories deviate
from their GR counterparts. For all models, however,
what is of great help is the joint analysis of more clus-
ters in the same redshift bin under the assumption that
(αH , β1, γN ) are approximately constant over the bin red-
shift range. This joint analysis, indeed, improves the
constraints by a factor ∼ N 1/2c with respect to the me-
dian error from individual clusters. One should there-
fore aim at assembling a large sample of clusters to be
split in narrow redshift bins in order to both increase
the accuracy on the parameters and make the assump-
tion of them being constant much more solid. Supposing
we want to probe the evolution of (αH , β1, γN ) over the
range zmin ≤ z ≤ zmax, the total number of clusters
should be Ntot ' (∆z/δz)f2 with ∆z = zmax − zmin, δz
the bin width, and f by how much we want to improve
the constraints. For (zmin, zmax) = (0.1, 0.9), δz = 0.05,
f = 5, we get Ntot = 400, a factor 9 increase with respect
to the BOXSZ sample.
It is worth wondering how such a dataset should be as-
sembled, i.e., whether one must invest efforts in observ-
ing low or high redshift objects, select them according to
the mass, investing time resources to improve the S/N
or the sampling. We find that the errors on (αH .β1, γN )
anti correlate with the cluster redshift, i.e., the higher
z, the smaller σ(pµ). Such a result is related to our
choice of measuring the convergence over a fixed angular
range (0.2 ≤ θ/arcmin ≤ 10.2) which makes the con-
straint on logM200 for high z clusters better since one
is pushing the data in the R > R200 region. A reanaly-
sis is, however, needed to take into account the variation
of (αH , β1γN ) with z in order to check whether the fact
that any DHOST theory should reduce to GR at high z
does not degrade the constraints from objects in higher
redshift bins.
Somewhat unexpectedly, we find that our reference
configuration with the electron density sampled with 40
linearly spaced points over the range (0.1, 1.17)R500 and
NWL = NSZ = 10 points to sample the convergence and
pressure profiles is nearly optimal. There is only a rela-
tively modest reduction of the errors on DHOST param-
eters if one tries to push the upper limit of the pressure
data to 1.81R500 or to boost the XR and SZ S/N by
a factor 1.5 with respect to the fiducial values we have
assumed. The most efficient way to reduce the errors
turns out to be a better angular resolution, i.e. doubling
NWL and NSZ . Although a mismatch in the estimate of
the way S/N scales with distance and halo mass is pos-
sible, we are confident that this result is quite robust.
Indeed, we have estimated the WL S/N based on what
is expected for a Euclid - like setup, while the XR and SZ
S/N have been estimated from real data. We therefore
plan to investigate the feasibility of such a hypothetical
survey based on simulated mock data to strengthen this
preliminary result. A word of caution concerns, in par-
ticular, the possibility to have NWL = NSZ for all the
clusters in the sample no matter their redshift. While
having NWL = 10 or 20 is quite easy to achieve, some
more efforts are needed to get the same value for NSZ .
Assuming to have an angular resolution of ∼ 20 arcsec
over the range (0.1, 1.2)R500 and using the estimated val-
ues of the mass and redshift for the BOXSZ clusters, we
get NSZ = 14 as median value with trend in redshift
from NSZ = 30 at z = 0.15 to NSZ = 7 at z = 0.83
(with a scatter due to the dependence on mass). Our
choice NSZ = 10 is therefore in between the extreme
cases, while getting NSZ = 20 can indeed be harder for
the higher z clusters unless they are massive enough to
guarantee a large R500. Investigating how the constraints
change depending on the median and the scatter of the
NSZ distribution is outside our aims here, but it is a
point not to be forgotten in an analysis based on mock
data.
As a final remark, we want to come back to our adopted
strategy to use cluster data. Here, we have adopted the
backward approach using an empirical profile to fit the
electron density, the NFW model for the dark halo con-
vergence, and the solution of the hydrostatic equilibrium
equation for the pressure profile. Although vastly used
in the literature, this method relies on a number of rea-
sonable yet aprioristic assumptions. A more empirically
based alternative is, actually, possible. One could, in-
deed, choose phenomenological models for both the gas
density and the pressure profile (e.g., the Vikhlinin and
the universal profile, respectively), fit them to the X - ray
and SZ data, and then plug the results into the hydro-
static equilibrium equation to derive a theoretical dark
halo mass profile. This could be later compared to the
lensing convergence data thus constraining both the clus-
ter and DHOST parameters. A forthcoming companion
paper will present the results of this method. We nev-
ertheless anticipate that choosing among them is more
a matter of how much one trust the underlying assump-
tions of each method. A safer option when dealing with
real data would therefore be to use both of them and
compare the results as a consistency test.
Being the largest bound structures in the universe,
galaxy clusters have always been looked at as ideal labo-
ratories for testing the theory of gravitation. The present
work confirms that this is indeed the case for DHOST
models too.
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Appendix A: DHOST action
The GW170817 event and the tiny delay in the ar-
rival of signal from its electromagnetic counterpart has
severely restricted the class of viable DHOST theories.
For the surviving models, the action can be written as
S =
∫
d4x
√−gL (A1)
where the integrand Lagrangian is given by
L = P +Q2φ+ FR+A3φµφνφµν2φ
+
48F 2X − 8(F −XFX)A3 −X2A23
8F
φµφµνφλφ
λν
+
(4FX +XA3)A3
2F
(φµφ
µνφν)
2 (A2)
with (P,Q, F,A3) arbitrary functions of the scalar field φ
and its kinetic energy X, and the label denoting deriva-
tive with respect to X. GR is recovered setting F = 1/2κ
with κ = 8piG/c4, and P = Q = A3 = 0. In the general
case, one can adopt the EFT formalism [57] to express
the functions (P,Q, F,A3) in terms of the time dependent
linear operators (αT , αM , αK , αH , β1). The constraints
from the GW170817 event forces to set αT = 0, while
only (αH , β1) enter the weak field limit causing the de-
viations of (Φ,Ψ) potentials from their GR counterparts
as shown in Eqs.(1) - (2).
Appendix B: Derivatives for Fisher matrix
computation
We report below all the derivatives needed to compute
the convergence and pressure profile Fisher matrices. As
a general rule, all these derivatives ask for numerical inte-
gration. We have, however, checked that all the integrals
are quite stable so there are no numerical issues affecting
the estimate of the Fisher matrix.
1. Lensing convergence
The parameters the lensing convergence depends are
{logM200, c200, γN , αH , β1}. The relevant derivatives are
quite straightforward to compute giving
∂ lnκ(R)
∂ logM200
=
ln 10
3
[
1−
(
R
Rv
)2 Kξ(R/Rv; c200;αH , β1)
K0(R/Rv; c200;αH , β1)
]
,
(B1)
∂ lnκ(R)
∂c200
=
2
c200
− c200/(1 + c200)
2
ln (1 + c200)− c200/(1 + c200)
× Kc(R/Rv; c200;αH , β1)K0(R/Rv; c200;αH , β1) , (B2)
∂ lnκ(R)
∂γN
=
1
γN
, (B3)
∂ lnκ(R)
∂αH
=
1
1− αH − 3β1 +
Kα(R/Rv; c200;αH , β1)
K0(R/Rv; c200;αH , β1) ,
(B4)
∂ lnκ(R)
∂αH
=
3
1− αH − 3β1 +
Kβ(R/Rv; c200;αH , β1)
K0(R/Rv; c200;αH , β1) .
(B5)
Here we have defined the Kp functions above as
Kp(R/Rv; c200;αH , β1) =
∫ ∞
−∞
Sp(y; c200;αH , β1)dζ
(B6)
with y = (ξ2 + ζ2)1/2 = (R2/R2v + z
2/R2v)
1/2, and
S0(y; c200;αH , β1) =
2(1− β1) + (3αH + β1 + 4)c200y + 2c2200y2
2y(1 + c200y)4
,
(B7)
Sξ(y; c200;αH , β1) =
(β1 − 1)(1 + 5c200y)− (6αH + 2β1 + 7)c2200y2 − 3c3200y3
y3(1 + c200y)5
,
(B8)
Sc(y; c200;αH , β1) =
(3αH + 9β1 − 4)− (9αH + 3β1 + 8)c200y − 4c2200y2
2(1 + c200y)5
,
(B9)
Sα(y; c200;αH , β1) = 3c200
2(1 + c200y)4
, (B10)
Sβ(y; c200;αH , β1) = c200y − 2
2y(1 + c200y)4
. (B11)
2. Pressure profile
Eq.(24) shows that the pressure profile de-
pends on a large number of parameters.
These are needed to fix the cluster properties
(logM200, c200), the electron density double -β pro-
file (β, log xc1, log xc2, log n01, log (n02/n01)), and the
DHOST quantities (αH , β1, γN ). The derivatives with
respect to these parameters are computed below.
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Let us first consider the halo mass for which we get
∂ lnP (r)
logM200
=
ln 10
3
(B12)
×
[
2− Q
GR
x (r/R200) +QMGx (r/R200)
QGR0 (r/R200) +QMG0 (r/R200)
r
R200
]
where QGR0 (x) and QMG0 (x) are defined in Eqs.(24) and
(25), respectively, and QGRx (x) and QMGx (x) are their
derivatives with respect to x which we compute numeri-
cally. It is worth noting that the derivative with respect
to logM200 is the only one asking for numerical differen-
tiation, while all other cases ask for numerical integration
which is more stable. For c200, indeed, we get
∂ lnP (r)
∂c200
=
QGRc (r/R200) +QMGc (r/R200)
QGR0 (r/R200) +QMG0 (r/R200)
(B13)
with
QGRc (x) =
[
c200/(1 + c200)
ln (1 + c200)− c200/(1 + c200)
]2
×
∫ ∞
x
C(x′, c200)x′
(1 + c200x′)2
n˜e(x
′)dx′ , (B14)
QMGc (x) =
∫ ∞
x
2c200Ξ1(1− c200x′)
(1 + c200x′)4
n˜e(x
′)dx′ , (B15)
having defined n˜e(x) = ne(x)/n01, and
C(x′, c200) = 1− [(1− c−1200(1 + c200)2 ln (1 + c200)]x′
(B16)
Note that all the QGRµ (x) and QMGµ (x) defined above
and in the following also depend on c200, the double -β
profile parameters (β, log xc1, log xc2, log (n02/n01)), and
(αH .β1) for the MG labeled quantities. We drop the
dependence on them just to shorten the notation.
The derivatives with respect to the double -β profile
parameters are quite straightforward to compute, being
simply given by
∂ lnP (r)
∂ log n01
= ln 10 , (B17)
∂ lnP (r)
∂pµ
=
QGRµ (r/R200) +QMGµ (r/R200)
QGR0 (r/R200) +QMG0 (r/R200)
(B18)
for pµ ∈ {β, log xc1, log xc2, log f21} and
QGRµ (x) =∫ ∞
x
ln (1 + c200x
′ − c200x′/(1 + c200x′)
ln (1 + c200 − c200/(1 + c200)
∂n˜e(x
′)
∂pµ
dx′ ,
(B19)
QGRµ (x) =
∫ ∞
x
c2200Ξ1(1− c200x′)
(1 + c200x′)3
∂n˜e(x
′)
∂pµ
dx′ . (B20)
The derivatives of the rescaled electron density profile
n˜e(x), which also enter the XR Fisher matrix, are trivial
to compute so that we do not report them here.
Finally, we give below the derivatives with respect to
the DHOST parameters which are
∂ lnP (r)
∂αH
=
1
1− αH − 3β1 (B21)
− Q
MG
0 (x)
QGR0 (x) +QMG0 (x)
α2H + 4αHβ1 + 3β
2
1
2(αH + 2β1)2
,
∂ lnP (r)
∂β1
=
1
1− αH − 3β1 (B22)
− Q
MG
0 (x)
QGR0 (x) +QMG0 (x)
β1(αH + β1)
2(αH + 2β1)2
,
∂ lnP (r)
∂γN
=
1
1− αH − 3β1 . (B23)
Note that the derivatives with respect to (αH , β1, γN ) are
all equal to 1 for the GR fiducial.
[1] D. Langlois and K. Noui, JCAP 1602, 034 (2016),
arXiv:1510.06930 [gr-qc].
[2] M. Crisostomi, K. Koyama, and G. Tasinato, JCAP
1604, 044 (2016), arXiv:1602.03119 [hep-th].
[3] J. Ben Achour, D. Langlois, and K. Noui, Phys. Rev.
D93, 124005 (2016), arXiv:1602.08398 [gr-qc].
[4] H. Motohashi, K. Noui, T. Suyama, M. Yamaguchi, and
D. Langlois, JCAP 1607, 033 (2016), arXiv:1603.09355
[hep-th].
[5] J. Ben Achour, M. Crisostomi, K. Koyama, D. Lan-
glois, K. Noui, and G. Tasinato, JHEP 12, 100 (2016),
arXiv:1608.08135 [hep-th].
[6] C. Brans and R. H. Dicke, Phys. Rev. 124, 925 (1961).
[7] A. De Felice and S. Tsujikawa, Living Rev. Rel. 13, 3
(2010), arXiv:1002.4928 [gr-qc].
[8] S. Nojiri and S. D. Odintsov, Phys. Rept. 505, 59 (2011),
arXiv:1011.0544 [gr-qc].
[9] C. Deffayet, G. Esposito-Farese, and A. Vikman, Phys.
Rev. D79, 084003 (2009), arXiv:0901.1314 [hep-th].
[10] J. Neveu, V. Ruhlmann-Kleider, A. Conley, N. Palanque-
22
Delabrouille, P. Astier, J. Guy, and E. Babichev, Astron.
Astrophys. 555, A53 (2013), arXiv:1302.2786 [gr-qc].
[11] J. Neveu, V. Ruhlmann-Kleider, P. Astier, M. Besanon,
J. Guy, A. Mller, and E. Babichev, Astron. Astrophys.
600, A40 (2017), arXiv:1605.02627 [gr-qc].
[12] G. W. Horndeski, Int. J. Theor. Phys. 10, 363 (1974).
[13] T. Kobayashi, M. Yamaguchi, and J. Yokoyama, Prog.
Theor. Phys. 126, 511 (2011), arXiv:1105.5723 [hep-th].
[14] M. Zumalacrregui and J. Garca-Bellido, Phys. Rev. D89,
064046 (2014), arXiv:1308.4685 [gr-qc].
[15] J. Gleyzes, D. Langlois, F. Piazza, and F. Vernizzi, Phys.
Rev. Lett. 114, 211101 (2015), arXiv:1404.6495 [hep-th].
[16] A. I. Vainshtein, Phys. Lett. 39B, 393 (1972).
[17] E. Babichev and C. Deffayet, Class. Quant. Grav. 30,
184001 (2013), arXiv:1304.7240 [gr-qc].
[18] P. Brax, C. van de Bruck, A.-C. Davis, J. Khoury,
and A. Weltman, Phys. Rev. D70, 123518 (2004),
arXiv:astro-ph/0408415 [astro-ph].
[19] M. Crisostomi and K. Koyama, Phys. Rev. D97, 021301
(2018), arXiv:1711.06661 [astro-ph.CO].
[20] D. Langlois, R. Saito, D. Yamauchi, and K. Noui, Phys.
Rev. D97, 061501 (2018), arXiv:1711.07403 [gr-qc].
[21] N. Bartolo, P. Karmakar, S. Matarrese, and M. Scom-
parin, JCAP 1805, 048 (2018), arXiv:1712.04002 [gr-qc].
[22] A. Dima and F. Vernizzi, Phys. Rev. D97, 101302 (2018),
arXiv:1712.04731 [gr-qc].
[23] S. Hirano, T. Kobayashi, and D. Yamauchi, Phys. Rev.
D99, 104073 (2019), arXiv:1903.08399 [gr-qc].
[24] M. Crisostomi, M. Lewandowski, and F. Vernizzi, Phys.
Rev. D100, 024025 (2019), arXiv:1903.11591 [gr-qc].
[25] B. P. Abbott et al. (LIGO Scientific, Virgo), Phys. Rev.
Lett. 119, 161101 (2017), arXiv:1710.05832 [gr-qc].
[26] B. P. Abbott et al. (LIGO Scientific, Virgo, Fermi-GBM,
INTEGRAL), Astrophys. J. Lett. 848, L13 (2017),
arXiv:1710.05834 [astro-ph.HE].
[27] A. Nishizawa and T. Nakamura, Phys. Rev. D90, 044048
(2014), arXiv:1406.5544 [gr-qc].
[28] L. Lombriser and A. Taylor, JCAP 1603, 031 (2016),
arXiv:1509.08458 [astro-ph.CO].
[29] J. M. Ezquiaga and M. Zumalacrregui, Phys. Rev. Lett.
119, 251304 (2017), arXiv:1710.05901 [astro-ph.CO].
[30] J. Sakstein and B. Jain, Phys. Rev. Lett. 119, 251303
(2017), arXiv:1710.05893 [astro-ph.CO].
[31] P. Creminelli and F. Vernizzi, Phys. Rev. Lett. 119,
251302 (2017), arXiv:1710.05877 [astro-ph.CO].
[32] T. Baker, E. Bellini, P. G. Ferreira, M. Lagos, J. Noller,
and I. Sawicki, Phys. Rev. Lett. 119, 251301 (2017),
arXiv:1710.06394 [astro-ph.CO].
[33] R. K. Jain, C. Kouvaris, and N. G. Nielsen, Phys.
Rev. Lett. 116, 151103 (2016), arXiv:1512.05946 [astro-
ph.CO].
[34] S. Arai and A. Nishizawa, Phys. Rev. D97, 104038
(2018), arXiv:1711.03776 [gr-qc].
[35] A. Emir Gmrkolu, M. Saravani, and T. P. Sotiriou, Phys.
Rev. D97, 024032 (2018), arXiv:1711.08845 [gr-qc].
[36] J. Oost, S. Mukohyama, and A. Wang, Phys. Rev. D97,
124023 (2018), arXiv:1802.04303 [gr-qc].
[37] Y. Gong, S. Hou, D. Liang, and E. Papantonopoulos,
Phys. Rev. D97, 084040 (2018), arXiv:1801.03382 [gr-
qc].
[38] Y. Gong, S. Hou, E. Papantonopoulos, and D. Tzortzis,
Phys. Rev. D98, 104017 (2018), arXiv:1808.00632 [gr-
qc].
[39] R. A. Sunyaev and Ya. B. Zeldovich, Comments Astro-
phys. Space Phys. 4, 173 (1972).
[40] S. Ettori, V. Ghirardini, D. Eckert, E. Pointecouteau,
F. Gastaldello, M. Sereno, M. Gaspari, S. Ghizzardi,
M. Roncarelli, and M. Rossetti, Astron. Astrophys. 621,
A39 (2019), arXiv:1805.00035 [astro-ph.CO].
[41] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astro-
phys. J. 462, 563 (1996), arXiv:astro-ph/9508025 [astro-
ph].
[42] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astro-
phys. J. 490, 493 (1997), arXiv:astro-ph/9611107 [astro-
ph].
[43] Y.-J. Xue and X.-P. Wu, Mon. Not. Roy. Astron. Soc.
318, 715 (2000), arXiv:astro-ph/0006131 [astro-ph].
[44] A. Vikhlinin, A. Kravtsov, W. Forman, C. Jones,
M. Markevitch, S. S. Murray, and L. Van Speybroeck,
Astrophys. J. 640, 691 (2006), arXiv:astro-ph/0507092
[astro-ph].
[45] J. A. Shitanishi, E. Pierpaoli, J. Sayers, S. R. Golwala,
S. Ameglio, A. B. Mantz, T. K. Mroczkowski, E. Ra-
sia, and S. Siegel, Mon. Not. Roy. Astron. Soc. 481, 749
(2018), arXiv:1712.05464 [astro-ph.CO].
[46] D. Nagai, A. V. Kravtsov, and A. Vikhlinin, Astrophys.
J. 668, 1 (2007), arXiv:astro-ph/0703661 [astro-ph].
[47] M. Arnaud, G. W. Pratt, R. Piffaretti, H. Boehringer,
J. H. Croston, and E. Pointecouteau, Astron. Astrophys.
517, A92 (2010), arXiv:0910.1234 [astro-ph.CO].
[48] P. A. R. Ade et al. (Planck), Astron. Astrophys. 550,
A131 (2013), arXiv:1207.4061 [astro-ph.CO].
[49] N. Aghanim et al. (Planck), (2018), arXiv:1807.06209
[astro-ph.CO].
[50] A. A. Dutton and A. V. Macci, Mon. Not. Roy. Astron.
Soc. 441, 3359 (2014), arXiv:1402.7073 [astro-ph.CO].
[51] V. F. Cardone, M. Vicinanza, X. Er, R. Maoli, and
R. Scaramella, Mon. Not. Roy. Astron. Soc. 462, 4028
(2016), arXiv:1607.05903 [astro-ph.CO].
[52] R. Laureijs et al. (EUCLID), (2011), arXiv:1110.3193
[astro-ph.CO].
[53] A. Blanchard et al. (Euclid), (2019), arXiv:1910.09273
[astro-ph.CO].
[54] K. Umetsu et al., Astrophys. J. 795, 163 (2014),
arXiv:1404.1375 [astro-ph.CO].
[55] V. Ghirardini et al., Astron. Astrophys. 621, A41 (2019),
arXiv:1805.00042 [astro-ph.CO].
[56] V. Salzano, D. F. Mota, S. Capozziello, and M. Donahue,
Phys. Rev. D95, 044038 (2017), arXiv:1701.03517 [astro-
ph.CO].
[57] D. Langlois, M. Mancarella, K. Noui, and F. Vernizzi,
JCAP 1705, 033 (2017), arXiv:1703.03797 [hep-th].
