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Abstract
Risk of complex disorders is thought to be multifactorial, involving interactions between risk
factors. However, many genetic studies assess association between disease status and markers one
single-nucleotide polymorphism (SNP) at a time, due to the high-dimensional nature of the search
space of all possible interactions. Three ensemble methods have been recently proposed for use in
high-dimensional data (Monte Carlo logic regression, random forests, and generalized boosted
regression). An intuitive way to detect an association between genetic markers and disease status
is to use variable importance measures, even though the stability of these measures in the context
of a whole-genome association study is unknown. For the simulated data of Problem 3 in the
Genetic Analysis Workshop 15 (GAW15), we examined the variability of both rankings and
magnitude of variable importance measures using 10 variables simulated to participate in gene ×
gene and gene × environment interactions. We conducted 500 analyses per method on one
randomly selected replicate, tallying the rankings and importance measures for each of the 10
variables of interest. When the simulated effect size was strong, all three methods showed stable
rankings and estimates of variable importance. However, under conditions more commonly
expected to be encountered in complex diseases, random forests and generalized boosted
regression showed more stable estimates of variable importance and variable rankings. Individuals
endeavoring to apply statistical learning methods to detect interaction in complex disease studies
should perform repeated analyses in order to assure variable importance measures and rankings
do not vary greatly, even for statistical learning algorithms that are thought to be stable.
from Genetic Analysis Workshop 15
St. Pete Beach, Florida, USA. 11–15 November 2006
Published: 18 December 2007
BMC Proceedings 2007, 1(Suppl 1):S58
<supplement> <title> <p>Genetic Analysis Workshop 15: Gene Expression Analysis and Approaches to Detecting Multiple Functional Loci</p> </title> <editor>Heather J Cordell, Mariza de Andrade, Marie-Claude Babron, Christopher W Bartlett, Joseph Beyene, Heike Bickeböller, Robert Culverhouse, Adrienne Cupples, E Warwick Daw, Josée Dupuis, Catherine T Falk, Saurabh Ghosh, Katrina A Goddard, Ellen L Goode, Elizabeth R Hauser, Lisa J Martin, Maria Martinez, Kari E North, Nancy L Saccone, Silke Schmidt, William Tapper, Duncan Thomas, David Tritchler, Veronica J Vieland, Ellen M Wijsman,  Marsha A Wilcox, John S Witte, Qiong Yang, Andreas Ziegler, Laura Almasy and Jean W MacCluer</editor> <note>Proceedings</note> <url>http://www.biomedcentral.com/content/pdf/1753-6561-1-S1-info.pdf</url> </supplement>
This article is available from: http://www.biomedcentral.com/1753-6561/1/S1/S58
© 2007 Nicodemus et al; licensee BioMed Central Ltd. 
This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.BMC Proceedings 2007, 1(Suppl 1):S58 http://www.biomedcentral.com/1753-6561/1/S1/S58
Page 2 of 5
(page number not for citation purposes)
Background
The use of statistical learning methods to detect interac-
tions between genetic and environmental risk factors is
fuelled by the necessity of using methods developed for
use with high-dimensional data (e.g., whole-genome
association studies (WGAs)), in which explicitly consider-
ing all possible two-way, three-way, or higher-order inter-
actions is computationally not feasible. Ensemble
methods, or methods that consider multiple models such
as classification trees, may be a more efficient way to
detect interactions in a high-dimensional space. A simple
and intuitive approach for selection of 'interesting' varia-
bles that may be involved in interaction is to use the asso-
ciated importance measure for each variable to rank them
(e.g., [1]) and to prioritize variables ranked as having high
importance scores for further study. However, in the con-
text of a WGA study, the variability in rankings and impor-
tance scores of machine learning methods is unknown.
Using the Genetic Analysis Workshop 15 (GAW15) data
simulated to mimic a genome-wide association study of
rheumatoid arthritis (RA), we tested three statistical learn-
ing tools to assess variability in rankings and importance
scores within each method on variables simulated as par-
ticipating in gene × gene or gene × environment interac-
tion.
The statistical methods assessed in this study included
Monte Carlo logic regression (MCLR; using the R
[2]LogicReg package) [3-6], random forests (RF; using the
R package randomForest) [7-9], and generalized boosted
regression (using the R gbm  package) [10-12]. Logic
regression constructs Boolean combinations of binary var-
iables (such as single-nucleotide polymorphisms (SNPs)
in dominant and recessive coding) in a regression frame-
work [1,2]. In contrast to selecting a 'best fitting' logic tree,
Monte Carlo logic regression extends this approach, and
tallies single variables and higher order variable interac-
tions, investigated during the run of a homogeneous
Markov chain, which can be considered a measure of var-
iable importance [3]. The random forest approach is a
classification-tree method that creates an ensemble of
trees, generated by bootstrap samples of the data and ran-
domly selected subsets of the predictors. This "random
forest" of trees uses a consensus vote to predict the out-
come. A measure of variable importance (using the Gini
impurity index) is calculated using the independent or
"out-of-bag" samples. Finally, we used the generalized
boosted regression method (implemented in the R pack-
age gbm) with decision stumps (decision trees with a sin-
gle split) as the base classifier. Boosting algorithms can be
seen as gradient-descent algorithms that seek to find a
weak classifier that most reduces the error or loss function
[11]. The contribution of the predictors for reduction of
the deviance was used as a measure of variable impor-
tance.
Methods
Because the focus of this study was to examine the stabil-
ity of variable importance rankings and scores for three
ensemble methods on variables involved in simulated
interactions, we requested the generating model for the
simulated data before beginning analysis. After reviewing
the generating model, we included data from all chromo-
somes containing SNPs simulated with gene × gene or
gene × environment interaction: chromosome 6 (674
SNPs), chromosome 8 (442 SNPs), chromosome 16 (204
SNPs), plus lifetime smoking status and sex. On chromo-
somes 16 and 8 no linkage disequilibrium (LD) was sim-
ulated between the disease loci and observed SNPs, so the
simulated disease loci were included in our data for anal-
ysis. Gene × gene interaction was simulated between the
DRB1 locus on chromosome 6 and locus A on chromo-
some 16; the minor allele at locus A (frequency = 0.30)
acted in a dominant fashion to increase risk with the
DRB1*4 allele (DRB1*4 allele frequency = 0.25). An
interaction between locus C on chromosome 6 and sex
was simulated with the C allele (frequency = 0.50), acting
log-additively to increase risk of RA in females. Women
with one copy of the C allele were modeled to have 2.1-
fold increased risk versus women with the cc genotype;
women with two copies of the C allele showed 4.41-fold
increased risk. Locus B on chromosome 8 was modeled to
interact with lifelong smoking status in a dominant fash-
ion; smokers with at least one copy of the B allele (B allele
frequency = 0.35) had 1.5-fold higher risk of RA versus
smokers with the bb genotype. To approximate a case-
control study we used control data paired with a single
randomly selected affected offspring from each family.
One hundred replicates were created by the workshop
organizers, no data sets had missing values, and no geno-
typing error or misclassification of sex and smoking status
was assumed. All genotypes were recoded into a pair of
binary variables: one as two-allele dominant and the
other as two-allele recessive. Smoking status and gender
were retained as binary predictors.
The variables of interest (all variables simulated to partic-
ipate in interactions) included sex, smoking status, and
the disease loci on chromosomes 8 and 16. Because of the
strong LD between SNPs 153 and 154 on chromosome 6
(D' = 1.0; r2 = 0.50) and because the generating model for
simulation for the DRB1 disease locus was tri-allelic, we
retained both SNPs as variables of interest. To assess the
variability of ranking and magnitude of importance meas-
ures, we randomly selected a single replicate (number 19)
and repeated our analyses using the three ensemble meth-
ods 500 times, tallying the ranking and influence meas-
ures of each of our 10 variables of interest. GBM tallies
rankings only for variables with a non-zero importance
score, so any variable with an importance score of 0 does
not have a corresponding rank.BMC Proceedings 2007, 1(Suppl 1):S58 http://www.biomedcentral.com/1753-6561/1/S1/S58
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Results
For variables simulated to have a strong effect size (the
two SNPs on chromosome 6, dominant and recessive
ranking for the first SNP and dominant only for the sec-
ond SNP), all three methods place these SNPs near the top
of the importance rankings (Table 1). In fact, both GBM
and MCLR consistently rank these variables in the same
position across the interquartile range of 500 runs of the
algorithm. RF shows only one ranking position variation
in rankings for the two dominant codings of the SNPs on
chromosome 6. Only one method ranked recessive cod-
ing for the SNP B on chromosome 6 as showing strong
association: it had an importance score of 0 across the
interquartile range of scores using GBM; MCLR ranked it
in the top 10% of variables; and RF ranked this variable
sixth consistently within the interquartile range. The dom-
inant coding of the disease locus on chromosome 8 was
ranked within the top 15 most important variables by all
three methods; even though the effect size of the chromo-
some 8 × smoking interaction was much smaller than that
of the chromosome 6 interactions, the ranking of this var-
iable was stable, varying only one rank between GBM and
MCLR and not varying across the interquartile range for
RF. The recessive coding for the chromosome 16 disease
locus was ranked fairly high in importance by both GBM
and RF, with little variation in rankings. Interestingly,
MCLR seemed unable to detect this association using
importance measures, ranking both codings below the
top 20% of all variables in importance. GBM and RF both
ranked sex and smoking within the top 10 most impor-
tant variables, and the rankings did not vary across the
interquartile range of scores. MCLR median ranking for
sex was two, but the interquartile range was slightly varia-
ble from two to six. More interestingly, smoking had a
median score of 20, but the interquartile range was rather
variable, from 10 to 43.
Importance scores (as measured by the interquartile range
of importance scores for each method) were nearly iden-
tical for all variables with non-zero importance scores
using GBM, with the largest difference between the first
quartile and third quartile score being 0.2 (Table 1).
MCLR showed more variability, as expected, because the
algorithm simply tallies variables entered into the model
at each state of the Markov chain. However, for variables
ranked in the top 10 most important variables (chromo-
some 6 SNPs A (both codings) and the dominant coding
of SNP B and sex), the importance measures were stable,
either showing the variable was in the model for the entire
length of the Markov chain or in 99% to 100% of the
models. The variables that had lower rankings showed
more variability in importance scores, e.g., the interquar-
tile range for the percent of times smoking was included
in the model ranged from 0.004% to 0.428%. RFs were
less variable in importance scores than MCLR across both
strongly associated and modestly associated variables. The
largest difference in the first and third quartiles of impor-
tance scores for RF was for the dominant coding of SNP A
on chromosome 6 (6.6), and interquartile ranges seemed
to scale with the size of the importance scores.
Conclusion
Overall, the variability of importance rankings and scores
using variables involved in modeled interactions was
fairly consistent for all methods evaluated for the chromo-
some 6-sex interaction, which had a much larger effect
size than the other two interactions (chromosome 8 ×
smoking and chromosome 6 × chromosome 16). With
regards to the smaller effect sizes, GBM and RF seemed
less variable in rankings and importance scores than
MCLR, and GBM was superior to RF in stability of rank-
ings and importance measures, which is not surprising
because boosting is an averaging process across an addi-
tive expansion of trees [13].
It should be noted that these results are specific to this
simulation model, and might be very different under
alternative simulation models. In particular, the very large
effect size for the chromosome 6 locus might paint an
overly optimistic picture of the stability of variable impor-
tance rankings and scores. This implies that the disease
locus on chromosome 8 (smokers carrying at least one
copy of the B allele had a 1.5-fold increased risk for RA) in
particular may serve as a good benchmark for the variabil-
ity of statistical learning rankings and importance scores
as applied to complex multifactorial diseases when larger
effect sizes are also present. In this particular case, it
appears that GBM and RF show more stable estimates of
variable rankings and importance measures. However, the
comparison between RF/GBM and MCLR may not be
completely fair, considering that the Gini index used for
RF measures the reduction in impurity and GBM attempts
to reduce the loss function across the additive expansion
of trees, and MCLR is simply tallying variables included in
the model across the Markov chain.
Especially in situations in which the expected effect size is
modest, researchers who use statistical learning methods
to detect SNP × SNP (or gene × gene) interaction in com-
plex disease studies should perform repeated analyses to
determine the variability of importance measures and
rankings, even for statistical learning algorithms that are
thought to be stable.
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Table 1: Median and interquartile range of variable rankings and importance measures on simulated interacting risk factors
GBM MCLR RF
Median 
ranking
Ranking 
interquartile 
range
Median 
importance
Importance 
interquartile 
range
Median 
ranking
Ranking 
interquartile 
range
Median 
importancea
Importance interquartile 
rangea
Median 
ranking
Ranking 
interquartile 
range
Median 
importance
Importance 
interquartile 
range
Chromosome 6, SNP A, Dominant 1 No variation 43.18 43.08–43.27 4 3–4 1 No variation 2 2–3 110.5 106.8–113.4
Chromosome 6, SNP A, Recessive 3 No variation 9.23 9.20–9.25 3 2–3 1 No variation 4 No variation 55 53.0–57.1
Chromosome 6, SNP B, Dominant 2 No variation 39.02 38.94–39.14 5 4–5 1 No variation 3 2–3 108 105.1–110.4
Chromosome 6, SNP B, Recessive --b -- -- -- 256 217–300 0.0009628 0.0008214–0.001118 6 No variation 23.4 22.5–24.4
Chromosome 8, Disease Locus, Dominant 13 12–13 0.07 0.065–0.075 7 6–7 0.9998 0.9921–1 14 No variation 2.6 2.5–2.6
Chromosome 8, Disease Locus, Recessive -- -- -- -- 21 11–44 0.0105 0.003999–0.428 1322 1079–1533 0.57 0.53–0.61
Chromosome 16, Disease Locus, Dominant -- -- -- -- 624 525–716 0.0004029 0.0003219–0.0004992 51 40–75 0.85 0.81–0.91
Chromosome 16, Disease Locus, Recessive 11 No variation 0.087 0.083–0.093 2027 1757–2305 0.0000826 5.63e-5-0.0001214 31 29–32 1.05 1.01–0.12
Sex 5 No variation 1.975 1.96–1.99 2 2–6 0.9998 0.9921–1 8 No variation 11.8 11.6–12.4
Smoking 4 No variation 2.35 2.34–2.36 20 10–43 0.0105 0.003999–0.428 10 No variation 6.8 6.6–7.1
aProportion of times variable selected out of 10,000,000 moves in the Markov chain.
bVariable had importance = 0 for median and first and third quartile, so it was not ranked.Publish with BioMed Central    and   every 
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