We study the distributed simulation problem where n users aim to generate same sequences of random coin flips. Some subsets of the users share an independent common coin which can be tossed multiple times, and there is a publicly seen blackboard through which the users communicate with each other. We show that when each coin is shared among subsets of size k, the communication rate (i.e., number of bits on blackboard per bit in generated sequence) is at least n−k n−1 . Moreover, if the size-k subsets with common coins contain a path-connected cluster of topologically connected components, we propose a communication scheme which achieves the optimal rate n−k n−1 . Some key steps in analyzing the upper bounds rely on two different definitions of connectivity in hypergraphs, which may be of independent interest.
Introduction and Main Results
Consider n users, among whom an arbitrary number of clusters of users share independent randomness among them, communicating over a noiseless broadcast channel. We study the problem of sampling (approximately) a sequence of N independent and identically distributed (i.i.d.) random variables X N from a distribution p X by all the users. We are interested in the minimum rate of communication among the users.
This problem broadly belongs to a rich class of problems, extensively studied in the literature, where a number of users connected through a network coordinate among themselves to generate correlated random variables. This problem of coordination among users for generating joint actions has applications in many fields of science and engineering, e.g., in game theory where players want to take coordinated actions [AB07] , in computation (parallel and distributed computing), in cryptography, in communication (coherent transmission of information), and in task assignment where agents must perform different jobs.
In our distributed simulation problem, we are given a hypergraph G = (V, E), where the vertex set V = [n] is the set of n users, and the edge set E = {A 1 , · · · , A m } consists of hyperedges A i ⊂ V representing the subsets of users sharing a common fair coin. We assume that the coins for different hyperedges are mutually independent. We also assume that the users may communicate with each other via a blackboard communication protocol [Kus97] , i.e., each user may write some messages on a publicly seen blackboard based on his shared coins and all current message on the blackboard. The blackboard communication protocol allows for interactive strategies and is stronger than both the simultaneous message passing (SMP) protocol where each user writes messages on the blackboard independently of each other, and the sequential message passing protocol where users write messages sequentially but in a fixed order. The objective of the users is to generate the same random variable (or vector) X which follows a given target discrete distribution while minimizing the communication cost, i.e., the entropy of the message M written on the blackboard.
Throughout this paper we will restrict to k-uniform hypergraphs, i.e., for each hyperedge A ∈ E we have |A| = k. We remark that the key ingredients of this problem are already reflected in the case of k-uniform hypergraphs, and leave the general hypergraphs to future work. The first theorem deals with the lower bound of the communication rate in the k-uniform hypergraph case. Theorem 1. Let G = (V, E) be a k-uniform hypergraph, with 1 ≤ k ≤ n. Let X be the discrete random variable outputted by each vertex through a blackboard communication protocol, and M be the message written on the blackboard. Then
where H(·) denotes the Shannon entropy of discrete random variables.
Theorem 1 shows that, for k-uniform hypergraphs, in order for each vertex to generate the same 1-bit information, at least n−k n−1 bits need to be communicated and written on the blackboard. Note that Theorem 1 holds in a pointwise manner, and we do not need to take the blocklength to infinity.
Based on Theorem 1, a natural question is to propose a communication strategy to match the lower bound. This task is not hard when the k-uniform graph G is complete (i.e., each subset of k users shares a common coin), while for a given hypergraph G, it becomes highly non-trivial to determine whether the n−k n−1 communication rate is achievable and how to achieve it assuming the previous answer is affirmative. When k = 2, it is not hard to show that the answer is affirmative iff the graph G is connected, and there is a simple achievability scheme (see Section 2.2). For general k, the following theorem presents a non-trivial generalization of the previous scheme to topologically connected k-uniform hypergraphs.
Theorem 2. Let G = (V, E) be a k-uniform hypergraph, with 1 ≤ k ≤ n. If G is topologically connected (cf. Definition 1), then there exists a communication strategy (cf. Definition 3) under the simultaneous message passing protocol such that for some m ∈ N, each vertex can output the same random vector X ∼ Unif({0, 1} m ) while the message M written on the blackboard satisfies
Remark 1. Although Theorem 2 restricts the output X to be an i.i.d. Bernoulli random vector, by repetition the same communication rate can also be generalized to any i.i.d. random vectors, observing that as the blocklength goes to infinity, H(X) fair coin flips on average suffice to generate the distribution of a random variable X [Wyn75, KY76] .
Theorem 2 shows that the optimal communication rate n−k n−1 is attainable when the hypergraph G is topologically connected. We remark that the usual definition of connectivity for hypergraphs (i.e., the path connectivity) fails for our purpose when k ≥ 3, and it becomes challenging to propose an achievability scheme even if k = 3. Hence, Theorem 2 shows that the topological connectivity provides a correct generalization for higher dimensional hypergraphs, where the hypergraph is viewed as a simplicial complex in the context of algebraic topology.
However, the topological connectivity for the entire hypergraph is sometimes too restrictive, and the optimal communication rate can be achieved when the hypergraph G is a cluster of topologically connected components. The next theorem presents such a communication strategy when the cluster is path-connected and cycle-free.
Theorem 3. Let G = (V, E) be a k-uniform hypergraph, with 1 ≤ k ≤ n. If G is a path-connected cycle-free cluster of topologically connected components (cf. Definition 6), then there exists a communication strategy (cf. Definition 7) under the simultaneous message passing protocol such that for some m ∈ N, each vertex can output the same random vector X ∼ Unif({0, 1} m ) while the message M written on the blackboard satisfies
Theorem 3 shows that the optimal communication rate n−k n−1 is still achievable for more general hypergraphs. Although it is still unknown whether Theorem 3 covers all (or most of) hypergraphs for which the optimal communication rate in Theorem 1 is achievable, we provide some non-examples in Section 5.3 to show that the conditions of Theorem 3 are probably tight.
Related works
The role of public randomness has been given considerable attention in information theory literature starting from Wyner [Wyn75] who characterized the minimum rate of public randomness required for two processors to produce (approximatley) independent copies of random variables (X, Y ). Public randomness was used for encoding and decoding in arbitrary varying channels by Ahlswede [Ahl78] , and Csiszár and Narayan [CN88] . Generation of public randomness between two users which should be hidden from an eavesdropper was studied in secret key agreement by Maurer [Mau93] , and Ahlswede and Csiszár [AC93] . Secret key agreement between multiple users was studied by Csiszár and Narayan [CN04] , and the minimum communication rate required to generate secret key between two users was studied by Tyagi [Tya13] .
Most studies in coordination over networks assume the existence of public randomness. Cuff et al. [CPC10] studied several two user and three user networks where the users having access to public randomness want to produce correlated random variables. Harsha et al. [HJMR10] studied a one-shot (non-asymptotic) problem where Alice on observing X sends a message to Bob who has to produce Y exactly according to p Y |X and both the users have access to public randomness to assist them in this. The problem of generating correlated random variables via interactive communication between two users sharing public randomness has been studied by Yassaee et al. [YGA15] , and Kurri et al. [KRP18] , with the last also considering privacy against distrusting users themselves. Coordination over a line network with public randomness available to all the users has been studied by Bloch and Kliewer [BK13] , Vellambi et al. [VKB15] , Vellambi et al. [VKB16] . There are some works pertaining to coordination where some clusters of users share independent randomness [KB17, KPS18] , instead of public randomness being accessible to all the users. Two notions of coordination have been defined in the literature [CPC10] , namely empirical coordination and strong coordination. In empirical coordination we want the empirical distribution of the output to be close to the desired distribution whereas in strong coordination we want the generated distribution to be close to i.i.d. copies of the desired distribution. In this paper, we study strong coordination and the distributed sampling problem we study is mostly relevant to the line of work where clusters of users, sharing independent randomness, want to generate sequences of random variables.
However, our distributed simulation problem also differs significantly from the previous problems in the sense that our main focus is on the (possibly complicated) network structure, while previous works usually consider small or structured networks. As a result, the main challenge in this paper is to tackle the combinatorial nature of general hypergraphs. We remark that the hypergraph theory plays important roles in both Theorem 2 and Theorem 3. Specifically, the two different notions of hypergraph connectivity presented in Theorems 2 and 3 aim to generalize the following folklore in different ways:
A tree on n vertices has exactly n − 1 edges.
For k ≥ 3, a proper definition of trees in hypergraphs is required to generalize the above folklore. Recall that a tree enjoys two essential properties, i.e., connectivity and cycle-free, therefore a proper definition of connectivity is important. In combinatorics, the most common definition of connectivity is the path connectivity or its variants [MV01, PD03, GdM10] , which imposes constraints on vertices and requires that any two vertices can reach each other through the 1-dimensional skeleton of the hyperedges. Consequently, the cycle-free property can also be defined in terms of paths (cycles). There is also another less famous notion of hypergraph connectivity due to Kalai [Kal83] which imposes constraints on the facets of the hypergraph and requires them to be connected topologically. In the language of algebraic topology, a k-uniform hypergraph can be treated as a (k−1)-dimensional simplicial complex C, with the facets being the hyperedges. Then the hypergraph is topologically connected if and only if the (k − 2)-skeleton of C is full. The cycle-free property can then be defined as that the (k − 1)-th simplicial homology of C is 0 [Kal83, DKM08] . From both directions we may obtain appropriate generalizations of the previous folklore (see Lemmas 2 and 8, respectively), which are one of the key ingredients of Theorems 2 and 3.
A related work deserving special attention is [MKS16] , which studied the the communication of omniscience also on hypergraphs. Specifically, it showed that if the k-uniform hypergraph is of type S (a notion introduced in [MKS16] ), then there is a strategy achieving the optimal communication rate n−k n−1 and outputting each hyperedge exactly once. Our work differs from [MKS16] in the following aspects. First, instead of outputting each hyperedge exactly once, we may output a subset of hyperedges or some hyperedges with different repetitions (cf. Section 5). Consequently, our lower bound in Theorem 1 is stronger. Second, the achievability scheme in [MKS16] requires large blocklengths to achieve some small probability of error, while our achievability scheme is more combinatorial and achieves zero error. Third, their type S condition is an information-theoretic condition, with an unclear relationship to combinatorial hypergraph theory. It is also unknown whether it can be verified in polynomial time that some subset of (possibly repeated) hyperedges in a given hypergraph forms a hypergraph of type S. In contrast, our conditions in Theorems 2 and 3 are more combinatorial in nature, and the topological connectivity can be efficiently checked using matrix ranks. Hence, our work presents an alternative approach which sheds more lights on the combinatorial perspective.
We also review some literature on the communication complexity. First introduced in [Yao79] , the blackboard communication protocol serves as an elegant mathematical framework for the study of communication complexity. A series of research are devoted to the lower bounds in communication complexity, where the log rank is the prominent tool for all the deterministic [MS82, Yan91] , nondeterministic [KKN92] and randomized communication complexities [Yao83, New91, Kra96] . We refer to [KN96] for a survey of these methods. Another closely-related problem is distributed inference under communication constraints [ZDJW13] , where distributed simulation of private/public randomness is useful for distributed learning and property testing [ACT18a, ACT18b] . To establish lower bounds on the communication complexity in distributed inference, the copy-paste property of the blackboard communication model typically plays an important role [BGM + 16, HÖW18]. However, our technique to establish the lower bound is different, where only the sequential nature of the blackboard communication protocol is used in the proof of Theorem 1 (cf. Lemma 6), which may be of independent interest.
Organization
The rest of this paper is organized as follows. Before dealing with the general case and providing the proof, Section 2 provides examples where the achievability scheme is comparatively simple. In particular, we provide a complete achievability scheme for k = 2. Section 3 gives the definition of topological connectivity in k-uniform hypergraphs, provides the achievability scheme and proves Theorem 2. Section 4 establishes an information-theoretic inequality for blackboard communication protocols, based on which Theorem 1 is proved. Section 5 generalizes the ideas in both the upper and lower bounds and proves Theorem 3. Specifically, a generalized achievability scheme is provided for path-connected cycle-free clusters of topologically connected components, and non-examples are provided to show intuitively the necessity of the conditions of Theorem 3.
Notations
Let N be the set of all non-negative integers, and F 2 be the binary field. We denote by ⊕ the addition operator in F 2 , and for n ∈ N, we denote [n] {1, 2, · · · , n}. For discrete random variables X, Y , let H(X) be the Shannon entropy of X (in bits), and I(X; Y ) be the mutual information between X and Y . For a set A and k ∈ N, let |A| be the cardinality of A, and
Simple Examples
In this section we provide some examples where the hypergraph G = (V, E) is rather simple, and propose the corresponding achievability schemes.
Star graph with k = 2
In the star graph case with k = 2, there are n ≥ 3 users where the last user shares a common fair coin with any other user (i.e., the associated graph G is a star graph with center vertex n). First consider n = 3, and let R i , i ∈ {1, 2} be the outcome (head or tail) of the first toss of the common coin shared between user i and 3. Clearly R 1 and R 2 are independent Unif({0, 1}) random variables, and we consider the strategy that user 3 writes M = R 1 ⊕ R 2 on the blackboard (cf. Figure 1 ). Since R 2 = R 1 ⊕ M and R 1 = R 2 ⊕ M , all users may know R 1 , R 2 perfectly and generate X = (R 1 , R 2 ). Note that
we have achieved the optimal communication rate 1 2 , confirming Theorem 2.
Figure 1: Communication strategy for star graph with n = 3, k = 2.
The achievability scheme for n ≥ 3 is similar. Let R i , 1 ≤ i ≤ n − 1 be independent Unif({0, 1}) random variables shared between user i and n, consider the case where the last user broadcasts the following message on the blackboard:
Based on the message M , user 1 may decode any other R i using the knowledge of R 1 . For any user j ∈ {2, · · · , n − 1}, knowing both R 1 ⊕ R j from M and R j , user j can decode R 1 and further all R i based on M . Hence, in this case all user may generate X = (R 1 , · · · , R n−1 ), with
achieving the optimal communication rate n−2 n−1 .
General connected graph with k = 2
We may generalize the strategy in Section 2.1 to the case where k = 2 and the graph G is connected. For each edge e ∈ E, we may associate an independent random variable R e ∼ Unif({0, 1}) by tossing the associated common coin. Since G is connected, it contains a spanning tree T ⊂ G. Now consider the following strategy: for each player i ∈ [n],
1. if the degree of i in T is 1, user i writes nothing on the blackboard (i.e., M i = ∅);
2. if the degree of i in T is at least 2, let e 1 , · · · , e m i be all of its neighboring edges in an arbitrary order, with An example of this strategy is illustrated in Figure 2 . The next lemma shows that every user may generate the random vector X = (R e : e ∈ E T ), where E T is the edge set of the spanning tree T .
Lemma 1. Based on the message M = (M 1 , · · · , M n ), every user can decode X = (R e : e ∈ E T ).
Proof. By symmetry, it suffices to prove that the first user can decode X. We prove the following statement: for any edge (i, j) ∈ E T , if user 1 can decode (R e : i ∈ e ∈ E T ), then he can also decode (R e : j ∈ e ∈ E T ). The proof of this statement exactly follows from the arguments in Section 2.1 based on the star graph centered at i and the message M i . Now since T is connected, we may start from i = 1 in the previous statement and visit all vertices of T , completing the proof.
Next we evaluate H(X) and H(M ). Clearly
As a result, H(M ) ≤ n−2 n−1 H(X), proving Theorem 2 for the case k = 2.
Forehead model with
In the forehead model, we have k = n − 1, and G is a complete k-uniform hypergraph. As usual, for each i ∈ [n], we associate an independent random variable R \i ∼ Unif({0, 1}) via coin tossing, and user i knows all random variables except R \i . This is where the name forehead model comes from: the random variable R \i is written on the forehead of user i which he cannot see [CFL83] . The communication strategy for this model is as follows: user 1 writes
on the blackboard, and other users write nothing. It is clear that everyone then may know and generate X = (R \2 , R \3 , · · · , R \n ), with
Hence, this strategy provides an achievability scheme of H(M ) = 1 n−1 H(X) in the forehead model, conforming to Theorem 2.
Achievability: Topological Connectivity
In this section we provide an achievability scheme for general k-uniform hypergraphs. We introduce the definition and properties of topological connectivity in Section 3.1 and the corresponding achievability strategy in Section 3.2. The correctness of the strategy and thereby the proof of Theorem 2 is given in Section 3.3.
Topological connectivity
In Section 2.2, general achievability schemes have been proposed for all connected simple graphs when k = 2. A natural conjecture would be that similar ideas should also work for general "connected" k-uniform hypergraphs. We will show that this conjecture is true, while we need the correct definition of connectivity for k-uniform hypergraphs.
In our paper, we adopt the tree definition in [Kal83] and reinterpret it as topological connectivity:
Definition 1 (Topologically k-connected hypergraph). For any k-uniform hypergraph G = (V, E) with k ≥ 2, define the following generation step: for hyperedges e 1 , · · · , e m ∈ E and any hyperedge e / ∈ E, if all (k − 1)-tuples in V k−1 appearing in e 1 , · · · , e m , e appear an even number of times, we may add the hyperedge e to the hypergraph. We call G is topologically k-connected if G becomes a complete k-uniform hypergraph after a finite number of generation steps.
Definition 2 (Minimal topologically k-connected hypergraph). For k ≥ 2, a k-uniform hypergraph G is called minimal topologically k-connected if G is topologically k-connected and removing any hyperedge of G makes it become not topologically k-connected.
The generation step has a natural topological interpretation. Think of embedding the k-uniform hypergraph G into R k , and treat hyperedges of G as (k −1)-dimensional facets (cf. Figures 3 and 4) . Note that the technical condition that all (k − 1)-tuples appearing in e 1 , · · · , e m , e appear an even number of times essentially says that the faces e 1 , · · · , e m , e form the closed surface of a polygon. Then the generation step states that, if there is a k-dimensional polygon with all but one faces in the hypergraph, we are allowed to add this missing face to the hypergraph. When k = 2, this definition coincides with the usual path-connectivity for undirected graphs, where we are allowed to add an edge (u, v) to form a cycle (i.e., a 2-dimensional polygon) if there is a path from u to v.
The main property for minimally topologically k-connected hypergraphs is summarized in the following lemma. We remark that this property is implicitly implied by the main theorem in [Kal83] . Here we provide an alternative proof that relies on a novel version of the incidence matrix, which plays an important role in the subsequent subsections. Proof. For a k-uniform hypergraph G = (V, E), define the following version of the incidence matrix A of G: each row of A corresponds to a hyperedge e ∈ E, and each column of A corresponds to a (k − 1)-tuple in [n]. The entries of A are defined as
Hence, the dimension of A is |E| × n k−1 (see Figure 5 for an example). According to the definition of topological k-connectivity, a hyperedge e can be generated by hyperedges e 1 , · · · , e m if and only if the rows corresponding to e, e 1 , · · · , e m sum into the zero vector in F 2 . Let A ⋆ be the incidence matrix of the complete k-uniform hypergraph, then a minimal topologically k-connected hypergraph is simply a linearly independent basis of the row vectors of A ⋆ . Hence, the number of hyperedges in any minimal topologically k-connected hypergraph is rank(A ⋆ ). Consider the incidence matrix A of a star graph, i.e., E = {e ∈
[n]
k : 1 ∈ e}. We show that the rows of A are linearly independent: for any tuple t ∈
[n] k−1 with 1 / ∈ t, there is only one hyperedge of A which contains t. Furthermore, any hyperedge e ∈
[n] k in the complete k-uniform hypergraph can be generated from this star graph: clearly e ∈ E if 1 ∈ e, and e can be generated by e 1 , · · · , e k if 1 / ∈ e, where e i = e∪{1}\{i-th element of e}. Hence the rows of A constitute a linearly independent basis of A ⋆ , and
Note that when k = 2, the incidence matrix of G in Lemma 2 is simply the edge-vertex incidence matrix, and the fact that all trees on n vertices has exactly n−1 edges follows from the linear matroid theory [Oxl06] . The topological interpretation of Lemma 2 is as follows: embed the hypergraph into R k and think of hyperedges as faces (as in Figure 4 as an example). For a minimal topologically k-connected hypergraph, the minimality ensures that the facets cannot be the boundary of a closed domain. As a result, these facets can be shrunk into a single point topologically, which is of Euler characteristic 1. Moreover, for 1 ≤ j ≤ k − 1, let F j be the number of (j − 1)-dimensional edges, the topological connectivity condition ensures that F j = n j . Now by Euler's formula [JR98] , the number F of faces equals to
confirming Lemma 2.
Achievability scheme
In this subsection we propose the achievability scheme for general topologically k-connected hypergraph G. By removing hyperedges we may assume that G is minimal topologically k-connected.
For each i ∈ [n], we define the induced hypergraph G i from G as follows: the vertex set of G i is V i = [n]\{i}, and the edge set of G i is E i = {e\{i} : i ∈ e ∈ E}. Hence, the induced hypergraph G i is (k − 1)-uniform, and e is a hyperedge of G i if and only if e ∪ {i} ∈ E. We shall need the following lemma.
Lemma 3. For k ≥ 3, if G is topologically k-connected, then all induced hypergraphs G i are topologically (k − 1)-connected.
Proof. It suffices to prove that G 1 is topologically (k − 1)-connected, and the proof relies on linear algebra. Let A be the incidence matrix of G (as per the proof of Lemma 2), and A ′ be the sub-matrix of A consisting of rows (hyperedges) e ∋ 1 and columns (tuples) t ∋ 1. Relabeling the rows and columns of A ′ by removing the common element 1 in the indices, it is clear that A ′ is the incidence matrix of G 1 . A pictorial illustration is displayed in Figure 6 . To show that G 1 is topologically (k − 1)-connected, it is equivalent to show that the row space of A ′ contains all r e ′ for e ′ ∈
[n]\{1} k−1 , where r e ′ is the row vector corresponding to the hyperedge e ′ . Note that each r e ′ gives rise to a row vector r e for the original hypergraph G, with e = e ′ ∪ {1}. Since G is k-connected, the row vector r e can be written as the sum of some rows of A. Restricting to rows {e ∈ E : 1 ∈ e}, it is clear from the pictorial illustration that the corresponding rows of A ′ will sum into r e ′ , as desired.
Next we propose the following communication strategy for topologically k-connected hypergraphs. As usual, for each edge e ∈ E, we define an independent random variable R e ∼ Unif({0, 1}) by tossing the associated common coin.
Definition 3 (Communication strategy for k-connected hypergraphs). For a minimal topologically k-connected hypergraph G with k ≥ 3, the communication strategy is as follows: for each i ∈ [n], 1. user i constructs the induced hypergraph G i , and choose an arbitrary minimal topologically
2. for each hyperedge e of G i which is not in G ⋆ i , let e be generated by e 1 , · · · , e m in G ⋆ i . User i then writes R e∪{i} ⊕ R e 1 ∪{i} ⊕ · · · ⊕ R em∪{i} on the blackboard.
Although the previous scheme is defined for k ≥ 3, it is straightforward to see that it reduces exactly to the achievability scheme in Section 2.2 when k = 2 (by adapting the definition of topologically 1-connected graph appropriately). Moreover, this strategy can be implemented under the simultaneous message passing model. We refer to Figure 7 for an example.
Assuming for a moment that every user may decode the random vector X = (R e : e ∈ E), we show that the communication rate of this strategy is indeed optimal. Firstly, by Lemma 2 and the minimality of G we know that For the message M on the blackboard, the number of bits user i writes on the blackboard is
where we have used Lemma 2 again to show that each G ⋆ i has n−2 k−2 hyperedges. As a result, the total length of M is
Hence, the communication rate can be upper bounded as
which is optimal by Theorem 1. Therefore, it remains to prove our assumption that every user may decode X, which is the main focus of the subsequent subsection.
Proof of Theorem 2
In this subsection, we show that every user may decode the random vector X under the communication strategy in Definition 3, and thereby complete the proof of Theorem 2. First we introduce some notations. Given the minimal topologically k-connected graph G = ([n], E), let A be the incidence matrix of G (as per the proof of Lemma 2). For linear subspaces S, T of V , denote by S ⊥ the orthogonal complement of S, and by S ⊕ T the direct sum of S and T . For any column vector v and hyperedge e ∈ E, denote by v(e) ∈ F 2 the entry of v corresponding to the hyperedge e. For any (k − 1)-tuple t ∈
[n] k−1 , denote by a t the corresponding column vector of A. Note that a t (e) = ½(t ⊂ e) ∈ F 2 for e ∈ E, and we will abuse notation slightly to write a t (e) = ½(t ⊂ e) for any e ∈
[n] k . Finally, for any e ∈
[n] k , denote by χ e ∈ F |E| 2 the characteristic column vector of the hyperedge e defined as χ e (e ′ ) = ½(e = e ′ ) for any e ′ ∈ E.
To show that every user knows the random vector X, by symmetry it suffices to prove that user 1 may decode X. Note that the available information for user 1 comes from two sources: firstly, he directly knows (R e : 1 ∈ e ∈ E) based on the random coins shared with him; secondly, he may see the messages M 2 , · · · , M n written by others on the blackboard. Since each bit of message corresponds to one linear equation of X, user 1 may solve X via a linear system of the form BX = y, where each entry of y is either the randomness already known at user 1 or the message written on the blackboard, and the matrix B takes the form in Figure 8 . Clearly the number of unknowns in this linear system is |E| = n−1 k−1 , and the number of linear equations is also
we conclude that B is a square matrix. Hence, to prove that BX = y has a unique solution X, it suffices to show that the matrix B is of full rank, or equivalently, the row vectors of B span the entire vector space F 
For i > 1, let A i be the incidence matrix of the induced hypergraph G i (an illustration is shown in Figure 6 , with A ′ replaced by A i ). By the construction of the strategy in Definition 3, each row of B i corresponds to some selection of rows in A i such that the selected rows sum into zero. Moreover, since user i does not know (R e : i / ∈ e ∈ E) when writing on the blackboard, each row of B i is also supported on (e ∈ E : i ∈ e). Hence, the restriction of rows of B i on the coordinates {e ∈ E : i ∈ e} exactly span the nullspace of A i , regardless of the choice of the minimal (k − 1)-connected subgraph G ⋆ i . Adding the support constraint together, we conclude that
By (1) and (2), writing 
where α
e ∈ F 2 are some binary coefficients. We may define α
(1) t = 0 for any t ∋ 1 to make (3) symmetric in i ∈ [n]. Now for any hyperedge e ⋆ = (i 1 , · · · , i k ) ∈ E, evaluating both sides of (3) at coordinate e ⋆ yields
As a result, we have arrived at another system of linear equations with unknowns (α
t : i ∈ t) and (v(e) : e ∈ E). The number of unknowns for this system is
However, the number of linear equations of type (4) is only k|E|, and we need an additional number of
boundary conditions. We claim that the boundary condition can be α (i) t = 0 whenever 1 ∈ t. For i = 1, this is simply our special treatment for the user 1. For i > 1, we need the following lemma.
Lemma 4. Let G be a minimal topologically k-connected hypergraph with incidence matrix A. Then the column vectors (a t : 1 / ∈ t) constitute a linearly independent column basis of A.
Proof. Since rank(G)
k−1 : 1 / ∈ t}|, it suffices to prove that the column vectors (a t : 1 / ∈ t) are linearly independent over F 2 . Suppose that t:1 / ∈t α t a t = 0 for coefficients α t ∈ F 2 , evaluating both sides at hyperedge e ∈ E yields t:1 / ∈t α t a t (e) = 0, ∀e ∈ E.
Recall that we have slightly abused the notation and defined a t (e) = ½(t ⊂ e) for any e ∈
k . Under the general notation, if the hyperedge e is generated by e 1 , · · · , e m ∈ E, then
In fact, (5) can be shown by comparing the number of occurrences of each (k − 1)-tuple t at both sides, and the generation step in Definition 1 ensures that they are of the same parity. With the help of (5), and using the fact that G is topologically k-connected, we have
Now for any t ⋆ ∈
[n] k−1 , choosing e ⋆ = t ⋆ ∪ {1} in the previous identity yields to α t ⋆ = 0, which proves the desired linear independence.
Remark 2. Lemma 4 is the first occurrence where we require that G is topologically k-connected, while previously we only assume this property without really using it. The key to this property is equation (5), which implies that as long as some linear equations of column vectors a t hold for all e ∈ E, it will hold for any k tuples e ∈
[n] k . Applying Lemma 4 to the incidence matrix of the induced hypergraphs (i.e., the matrix A ′ in Figure 6 ), we conclude that the column vectors (a t : i ∈ t, 1 / ∈ t) is a linearly independent basis of (a t : i ∈ t). Therefore, we may set α (i) t = 0 whenever 1 ∈ t in (4) to remove the redundant variables. Let the vector γ be the collection of all unknowns α (i) t and v(e), by the previous discussion, we arrive at a system of linear equations Dγ = 0, where D is a square matrix. Specifically, the top rows of D constitute the identity matrix concatenated with zeros corresponding to the boundary conditions α (i) t = 0 whenever 1 ∈ t. For other rows, each e = (i 1 , · · · , i k ) ∈ E (where possibly 1 ∈ e) gives rise to k linear equations of the form (4), where v(e) appears in all equations, and the variables α Figure 9 . Note that it remains to prove that γ = 0, it suffices to show that D is of full rank. Let D ⋆ be the sub-matrix of D at the lower right corner of Figure 9 , it further suffices to prove that D ⋆ is of full rank, and in particular, the columns of D ⋆ are linearly independent over F 2 . Let (d (i) t : 1 / ∈ t, i ∈ t) and (d v(e) : e ∈ E) be the column vectors of D ⋆ , and for each e ∈ E, we overload our notation v(e) to denote the k-dimensional projection of the column vector v to the k coordinates corresponding to e. Suppose that 0 = n i=2 t:i∈t,1 / ∈t
holds for some coefficients δ (i) t , δ e ∈ F 2 . Note that for e ∈ E, we have
In fact, we may write d
t (e) = a t (e) · e j i (t) , where a t (e) = ½(t ⊂ e) is the evaluation of the t-th column vector of the incidence matrix A on the vertex v, and e j is the j-th canonical vector of F k 2 . Note that the index j i (t) only depends on the choice of the permutation of elements of e, and thus j i (t) = j i ′ (t) for i = i ′ ∈ t. By equality (5) and the topological k-connectivity of G, we may evaluate both sides of (6) on all e ∈
[n] k , with projections of column vectors given by (7). Hence, given any t ⋆ ∈
[n] k−1 with 1 / ∈ t, we may form the hyperedge e ⋆ = t ⋆ ∪ {1}, and evaluating e ⋆ on both sides of (6) yields
where c ∈ F 2 is some scalar. By our previous discussion, there are (k − 1) terms in the summation, each of which is some canonical vector in F k 2 with coefficient δ
Moreover, these canonical vectors (for different i ∈ t ⋆ ) must be different. Hence, in order for (8) to hold, we must have δ (i) t ⋆ = 0 for all i ∈ t ⋆ and c = 0. By the arbitrariness of our choice of t ⋆ , we conclude that all coefficients in (6) are zero, and thus D ⋆ is linearly independent. Therefore, we have shown that every user may decode the random vector X under the strategy in Definition 3, and thus completed the proof of Theorem 2.
Lower Bound
In this section, we prove the lower bound in Theorem 1. Since the complete k-uniform hypergraph is stronger than any other k-uniform hypergraphs, it suffices to prove Theorem 1 under the complete k-uniform hypergraph. We first sketch the proof and split it into two main lemmas (Lemma 5 and Lemma 6), and then prove these lemmas separately.
Outline of the proof
We first introduce some notations. For each hyperedge e in the complete k-uniform hypergraph G, denote by R e the (possibly infinite-length) random sequence of the tossing outcomes of the corresponding common coin. In other words, the random vector R e is the randomness generated by the common coin, and (R e ) e∈E are mutually independent. Now for i ∈ [n], let R i = {R e : i ∈ e} be the set of randomness available at user i.
The proof of Theorem 1 can be decomposed into the following two lemmas. The first lemma relates the entropy of the common output X to the conditional entropies of the message M conditioning on the randomness available at each user.
Lemma 5. Let G be the complete k-uniform hypergraph, with 1 ≤ k ≤ n − 1. Let X be the discrete random variable outputted by each vertex through a blackboard communication protocol, and M be the message on the blackboard. Then
The next lemma relates the sum of conditional entropies of M to the unconditional entropy of M , provided that M is the message transmitted through a blackboard communication protocol.
Lemma 6. Let the random vector M be the message generated determinisitically from R 1 , · · · , R n via a blackboard communication protocol, then
Remark 3. For randomized communication strategies where M is not a deterministic function of (R 1 , · · · , R n ), we may add to R i the private randomness available only at user i. For this new R i , the result of Lemma 5 still holds and then the result of Lemma 6 can be applied.
We remark that Lemma 6 is a special information-theoretic inequality for blackboard communication protocols. On one hand, trivially using the fact that conditioning reduces entropy, a weaker inequality
clearly holds. Therefore, Lemma 6 improves over this inequality by replacing n with n − 1. On the other hand, Lemma 6 will fail to hold when M is a general deterministic function of R 1 , · · · , R n (not necessarily generated from a blackboard protocol). A counterexample is as follows: let R 1 , · · · , R n ∼ Unif({0, 1}) be i.i.d. and M = ⊕ n i=1 R i , then n − 1 must be replaced by n. Hence, the special nature of the blackboard communication protocol plays an important role in Lemma 6, which turns out to be a key step to the proof of Theorem 1. Now combining Lemma 5 and Lemma 6, we have
and rearranging gives Theorem 1.
Proof of Lemma 5
Throughout this section we shall use the following lemma to upper bound the joint Shannon entropy of a collection of random variables in terms of an arbitrary collection of subset joint entropies. We refer to [MT10, BB12] for some more general extensions.
Lemma 7 (Shearer's Lemma [CGFS86] ). Let X be a discrete n-dimensional random vector and S ⊂ [n] be a random subset of [n] independent of X. Then
P(i ∈ S).
To prove Lemma 5, we first prove the following analog to the inclusion-exclusion principle: for any distinct i, j ∈ [n], we have
In fact, since both users i and j may generate the same X, we have
where inequality (a) follows from the data-processing inequality, equality (b) is due to the mutual independence of (R e ) e∈E , and for equality (c) we have used that for any random variables A, B, C, D, the equality Next we sum up the inequality (9) over all pairs (i, j). For the left-hand side, we have
, by proper quantization we may assume H(R) is finite. By mutual independence of (R e ) e∈E , we have
Moreover, by Shearer's lemma,
For the right-hand side of (9), denote S
Let R \i = (R e : i / ∈ e ∈ E) be the randomness not available at user i, by mutual independence and Shearer's lemma again, for any i ∈ [n] we have
Combining (9), (10) and (11), we arrive at the desired inequality of Lemma 5.
Proof of Lemma 6
Write M = (M 1 , M 2 , · · · ) as a sequence of infinite length (we fill zeros to the end if the length is in fact finite, which does not affect the entropy), we have
where M j−1 (M 1 , · · · , M j−1 ). Note that under the blackboard communication protocol, at j-th round there must be one user i ⋆ ∈ [n] who writes message M j on the blackboard (where i ⋆ is deterministic function of the protocol and the current message M j−1 on the blackboard), and the message M j must be a deterministic function of R i ⋆ and all available history M j−1 . As a result, we have
completing the proof of Lemma 6.
Generalization: Clusters of Connected Components
In this section, we generalize the achievability scheme in Section 3 to incorporate the cases where the hypergraph is not topologically connected but consists of topologically connected components. We will show that if these components are path-connected without cycles, the upper bound in Theorem 2 can still be attained.
Path connectivity
First we review the notion of path connectivity in general (and not necessarily uniform) hypergraphs.
Recall that a general hypergraph G = (V, E) consists of a finite vertex set V and a finite hyperedge set E = {A 1 , · · · , A m }, where A i ⊂ V are non-empty subsets of V . Path connectivity in hypergraphs is defined as follows.
Definition 4 (Path and path connectivity). In a hypergraph G = (V, E) and any vertices u, v ∈ V , a simple path from u to v is a sequence of distinct vertices v 0 , v 1 , · · · , v k ∈ V and distinct hyperedges
The hypergraph G is path-connected iff for any u, v ∈ V , there is a simple path from u to v.
We also need the notion of cycle-free hypergraphs as follows.
Definition 5 (Simple cycle and cycle-free hypergraph). In a hypergraph G = (V, E), a simple cycle is a sequence of distinct vertices
, where v k = v 0 . The hypergraph G is cycle-free iff there is no simple cycle in G.
Note that a path-connected cycle-free 2-uniform hypergraph is a tree. The next lemma is another generalization of the fact that a tree on n vertices has exactly n − 1 edges. Lemma 8. Let G = (V, E) be a path-connected cycle-free hypergraph. Then
Proof. We prove the lemma by induction on |E|. For the base case, if E = {A} only consists of one hyperedge, then the path connectivity ensures A = V , and the result is obvious. Now suppose that the results holds for any hypergraph G = (V, E) with |E| < m. We first show that there cannot be two hyperedges A 1 , A 2 ∈ E such that |A 1 ∩ A 2 | > 1 in the cycle-free hypergraph G. In fact, if
→ u is a simple cycle in G, a contradiction. Hence, any two hyperedges A 1 , A 2 are either disjoint or intersecting at one vertex.
Next we show that there must be a leaf hyperedge in G, where A ∈ E is defined to be a leaf hyperedge iff |A ∩ ∪ B∈E\{A} B | = 1. Start from any hyperedge A 0 ∈ E: if A 0 is a leaf hyperedge, we are done. Otherwise, by path connectivity there must be some v 0 ∈ A 0 and A 1 ∈ E\{A 0 } such that v 0 ∈ A 1 . We are done if A 1 is a leaf hyperedge, and otherwise A 1 intersects with other hyperedges at more than one point, i.e., we may find some v 1 ∈ A 1 \{v 0 }, A 2 ∈ E\{A 0 , A 1 } such that v 1 ∈ A 2 . Continuing this process, we either arrive at some leaf hyperedge, or find some v k = v ℓ with k < ℓ in this process. The latter case is impossible, for v k
Therefore, there must be a leaf hyperedge A in G.
Now remove A and all isolated |A| − 1 vertices from G. It is straightforward to see that the remaining hypergraph is still path-connected and cycle-free, then by induction hypothesis
Rearranging gives the desired result.
We shall also need the following lemma on the total degree of the vertices in a path-connected cycle-free hypergraph. Recall that for each v ∈ V , the degree of v is defined as deg(v) = |{A ∈ E : v ∈ A}|.
Lemma 9. Let G = (V, E) be a path-connected cycle-free hypergraph. Then
Proof. By a double counting argument, we have
Now the desired inequality follows from Lemma 8.
Achievability scheme
In this section we formally define the cluster of connected components, and present a communication strategy achieving the upper bound in Theorem 2 under the simultaneous message passing procotol.
Definition 6. Let G = (V, E) be a k-uniform hypergraph. We call G is a cluster of connected components if and only if there is another hypergraph (not necessarily k-uniform) G c = (V, {A 1 , · · · , A m }) such that (where the subscript c stands for "cluster"): 1. the hypergraph G c is path-connected and cycle-free;
2. for each i ∈ [m], the restriction of G on the vertices in A i is topologically k-connected.
Definition 6 essentially says that to form a cluster, the topologically k-connected components of G should be path-connected without cycles in terms of components. Figure 10 illustrates an example of such a cluster, where
Next we define the communication strategy for clusters of connected components. 
for some common constant C > 0. We choose C large enough so that each M i is an integer; 3. Messages across components: for each v ∈ V belonging to at least two connected components
, let G ⋆ j be the minimal topologically (k − 1)-connected subgraph of v-induced hypergraph in the connected component A i j (cf. Definition 3) used in the previous step. Let R j ∈ F C 2 be the binary vector consisting of the outcomes of coin tosses corresponding to every hyperedge in G ⋆ j repeated M i j times 1 , in an arbitrary order. Then the vertex v writes
on the blackboard.
1 Note that G ⋆ j has exactly
hyperedges by Lemma 2, the choice of Mi j in (12) ensures that the dimension of the vector Rj is exactly C.
The intuition behind the strategy in Definition 7 is as follows. Firstly, each connected component employs the strategy in Definition 3 so that each vertex in this component may decode all coin tossing outcomes within that component. Secondly, for vertices which link multiple connected components, they employ the strategy in Section 2.2 to share coin tossing outcomes from different components. Finally, since different connected components may be of different sizes, proper repetitions are necessary to ensure that all components have the same amount of information to be shared across components.
For example, for the previous hypergraph in Figure 10 , we have |A 1 | = 3, |A 2 | = 4. Consequently, we may choose M 1 = 2, M 2 = 1 and C = 2. Let R 123 , R ′ 123 be independent outcomes of the common coin shared among {1, 2, 3} (i.e., toss coin twice), then the message within components (broadcast by user 4) is It is straightforward to see that each user may decode the random vector (R 123 , R ′ 123 , R 145 , R 146 , R 456 ), and thus the previous strategy achieves the optimal communication rate 3/5 in this example.
The following theorem states that for general clusters of connected components, the strategy in Definition 7 achieves the optimal communication rate. Let X be the binary vector consisting of all coin tossing outcomes during the strategy in Definition 7.
Theorem 4. For any k-uniform hypergraph G = (V, E), every user may decode the entire outcome vector X under the strategy in Definition 7, with communication rate
Proof. Firstly we compute H(X) and H(M ) to verify that this strategy achieves the optimal communication rate. In i-th connected component, the strategy in Definition 3 is employed M i times, and thus
where we have used Lemma 8 in the last step. Similarly, summing the messages within components and across components, we arrive at
where (14) follows from Lemmas 8 and 9. Hence, combining (13) and (14), we arrive at the desired communication rate.
It remains to show that every user may decode the entire vector X based on his own information and messages written on the blackboard. First we recall the following fact: for a topologically kconnected hypergraph G = (V, E), a new user who is not in this hypergraph can decode all outcomes after seeing the messages on the blackboard following the strategy in Definition 3, as well as all coin tossing outcomes corresponding to edges of G ⋆ v (cf. Definition 3) for an arbitrary user v ∈ V . In fact, using the additional information in G ⋆ v together with the messages v writes on the blackboard, by the rules in Definition 3, the new user can decode the outcomes of all coins shared with v. Hence, the new user is effectively "equivalent to" v in the sense that they have the same observations, and the new user can decode all outcomes (as v can) by the proof in Section 3.3.
By symmetry it suffices to show that any user v 1 ∈ A 1 may decode the entire vector X. Firstly, by Theorem 2 and the messages within the component A 1 , the user v 1 can decode all outcomes in the component A 1 . Since the hypergraph G c is path-connected, the component A 1 must intersect with other components, say A 2 , at some point v 2 . Now by the messages across the components A 1 and A 2 written by v 2 , the user v 1 knows all coin tossing outcomes corresponding to edges of G ⋆ v 2 in the component A 2 . By the previous fact, now v 1 can decode all outcomes in the component A 2 . This process may continue to cover all connected components due to the path connectivity of G c , and we conclude that v 1 can decode the entire outcome vector X, as claimed.
Some non-examples
In this section we provide some non-examples where the hypergraph is not a cluster of connected components, and we provably show that the optimal communication rate in Theorem 1 is not achievable for these hypergraphs. Hence, we conjecture that the n−k n−1 communication rate for kuniform hypergraphs is achievable if and only if the hypergraph is a cluster of connected components, whereas finding the tight communication rate for any given hypergraph is still an open problem. We provide two non-examples as shown in Figure 11 . The first hypergraph is given by G 1 = ([6], {{1, 2, 3}, {1, 3, 4}, {1, 4, 5}, {1, 5, 6}}),
where we may find a path-connected cycle-free cluster hypergraph G c = ([6], {{1, 2, 3}, {1, 4, 5, 6}}), but the restriction of G 1 on the second component {1, 4, 5, 6} is not topologically 3-connected. The second hypergraph is given by G 2 = ([6], {{1, 2, 4}, {1, 3, 5}, {2, 3, 6}}),
