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The main point of the paper consists in expressing our condition
only in terms of the coeﬃcients of the operator, without needing to
know the behavior of the characteristic roots. This is made possible
by using the so-called standard symmetrizer of a companion
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1. Introduction
In this paper we shall consider the Cauchy problem for a homogeneous hyperbolic operator of or-
der N: {
L(t; ∂t, ∂x)u(t, x) = 0, for any (t, x) ∈ ]δ, T + δ[ × Rn,
∂
j
t u(t0, x) = u j(x), for any x ∈ Rn, j = 0, . . . ,N − 1,
(1.1)
where t0 ∈ ]δ, T + δ[ and
L(t; ∂t , ∂x)u(t, x) ≡ ∂Nt u(t, x) −
∑
1 jN
|ν|= j
aν, j(t)∂
N− j
t ∂
ν
x u(t, x). (1.2)
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u0(x), . . . ,uN−1(x) ∈ C∞(Rn) it admits a unique solution u(t, x) ∈ CN (]δ, T + δ[;C∞(Rn)).
Let P (t;τ , ξ) be the symbol of L:
P (t;τ , ξ) := τ N −
∑
1 jN
|ν|= j
aν, j(t)ξ
ντ N− j = τ N −
N∑
j=1
h j(t; ξ)|ξ | jτ N− j. (1.3)
It is well known that a necessary condition to get C∞-well-posedness is the weak hyperbolic-
ity, i.e. the symbol P (t;τ , ξ) of L must have only real roots τ j(t; ξ), j = 1, . . . ,N , for any (t; ξ) ∈
]δ, T + δ[ × Rn . We recall also that if the coeﬃcients of P (t;τ , ξ) are constants, or the roots τ j(t; ξ)
are simple (strictly hyperbolic operators), then the problem (1.1) is C∞ well-posed.
On the other side, when the coeﬃcients are not constant and the roots τ j(t; ξ) may coincide
(weakly hyperbolic operators) the situation become more complicated, since the oscillation of the
coeﬃcients near multiple points may destroy the well-posedness. Indeed in [5] it is constructed
a function a(t) ∈ C∞ verifying a(0) = 0, a(t) > 0 for t > 0 with inﬁnite oscillations near t = 0, such
that the Cauchy problem for the operator
∂2tt − a(t)∂2xx (1.4)
is not C∞ well-posed. To avoid this kind of diﬃculties, in this paper we assume that the coeﬃcients
of L(t; ∂t , ∂x) are analytic functions on ]δ, T + δ[.
Although the analyticity of a(t) is enough to assure the well-posedness of operators like (1.4), as
it was proved in [3], more general operators need further conditions.
It is well known that the nonhomogeneous operator ∂2t − ∂x is ill-posed in C∞; we shall not go
into this, as we shall consider only homogeneous operators. Nevertheless, homogeneous operators with
analytic coeﬃcients may be ill-posed too, as for instance
∂2t − 2t∂t∂x + t2∂2x (1.5)
(see below).
Many papers have been devoted to C∞-well-posedness of the Cauchy problem for higher order
operators, by assuming suitable hypotheses about the characteristic roots of the principal symbol.
However, in practical cases the calculation of the characteristic roots may be very diﬃcult, not to say
impossible.
The aim of this paper is to give a suﬃcient condition for well-posedness which involves only the
coeﬃcients of the operator. This condition is indeed optimal, as we prove its necessity when the space
dimension is equal to 1.
Before stating our results, we need some preliminaries.
We associate to the polynomial P (t;τ , ξ/|ξ |) in (1.3) its companion matrix A:
A(t; ξ) =
⎛⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 1
. . .
...
. . .
. . . 0
0 1
hN · · · · · · · · · h1
⎞⎟⎟⎟⎟⎟⎠ . (1.6)
The matrix A(t; ξ) is 0-homogeneous with respect to ξ and the eigenvalues of A(t; ξ)|ξ | are the char-
acteristic roots τ1(t; ξ), . . . , τN (t; ξ) of P (t;τ , ξ); A(t; ξ) is never symmetric, unless L is the second
order operator deﬁned by
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n∑
i=1
bi(t)∂
2
txi − 
where bi(t) are real valued functions.
It is a relevant problem how to symmetrize A(t; ξ). Indeed, let u be a solution to (1.1), and
let v(t; ξ) := Fx→ξ (u(t; x)) be its Fourier transform with respect to the space variables and v j(ξ) :=
Fx→ξ (u j(x)) be the Fourier transform of the data; then problem (1.1) is transformed into the ordinary
differential Cauchy problem in ]δ, T + δ[⎧⎪⎪⎨⎪⎪⎩
∂Nt v(t; ξ) −
N∑
j=1
h j(t; ξ)
(
i|ξ |) j∂(N− j)t v(t; ξ) = 0,
∂
j
t v(t0; ξ) = v j(ξ), j = 0, . . . ,N − 1,
(1.7)
parametrized by ξ ∈ Rn . If we set
V (t; ξ) :=
⎛⎜⎜⎜⎜⎜⎜⎝
(i|ξ |)N−1v(t; ξ)
(i|ξ |)N−2∂t v(t; ξ)
...
(i|ξ |)∂N−2t v(t; ξ)
∂N−1t v(t; ξ)
⎞⎟⎟⎟⎟⎟⎟⎠ , V0(t; ξ) :=
⎛⎜⎜⎜⎜⎜⎜⎝
(i|ξ |)N−1v0(ξ)
(i|ξ |)N−2v1(ξ)
...
(i|ξ |)vN−2(ξ)
vN−1(ξ)
⎞⎟⎟⎟⎟⎟⎟⎠
then Eq. (1.7) is transformed into the ﬁrst order linear system{
V ′(t; ξ) = i|ξ |A(t; ξ)V (t; ξ),
V (0; ξ) = V0(ξ), (1.8)
where A(t; ξ) is given by (1.6).
If it is possible to symmetrize (in a standard way) A(t; ξ), which simply means to ﬁnd a (possibly
positive) real symmetric matrix Q (t, ξ) such that Q A is symmetric, then one can deﬁne an energy
for (1.8), namely
E(t, ξ) := 〈Q (t; ξ)V (t; ξ), V (t; ξ)〉 (1.9)
for which, being Q A = A∗Q , the following identity holds true:
E ′(t; ξ) = 〈Q ′(t; ξ)V (t; ξ), V (t; ξ)〉= 〈Q ′(t; ξ)V (t; ξ), V (t; ξ)〉〈Q (t; ξ)V (t; ξ), V (t; ξ)〉 E(t; ξ). (1.10)
By (1.10) and Grönwall’s Lemma an energy estimate may be somehow obtained. So it is clear that
we must face two problems: to symmetrize A in a standard way by means of a symmetrizer Q , and
to get suitable estimates from below about Q .
For the time being, let us ﬁx t ∈ ]δ, T + δ[, ξ ∈ Snξ := {ξ ∈ Rn: |ξ | = 1}, so that
P (τ ) = τ N −
N∑
j=1
h jτ
N− j
and A is a constant matrix.
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itive deﬁned if and only if P is weakly (resp. strictly) hyperbolic, whose entries are ﬁxed polynomial
functions in the coeﬃcients h1, . . . ,hN and such that:
(Q A)∗ = Q A, (1.11)
det Q = , (1.12)
where
 :=
∏
j 
=k
(τ j − τk)2
is the discriminant of P . In the following we will refer to Q as the (standard) symmetrizer of P .
The symmetrizer has many additional properties (see [13]), as we will see in Sections 2 and 3.
Here we recall just two of them:
• there exists a closed formula which gives an explicit expression of the symmetrizer in terms
of the coeﬃcients of P ; indeed, it turns out that Q is the Bezout matrix associated to the couple
of polynomials (P , ∂
∂τ P ) and we have
Q jk = jhN− jhN−k −
N−k∑
p=1
(k − j + 2p)hN− j+phN−k−p, k j,
Q jk = Qkj, k < j, (1.13)
• the symmetrizer allows to check the hyperbolicity of P . Indeed, let QN := Q , and, for j =
1, . . . ,N − 1, let Q j be the principal j × j minor of Q obtained by removing the ﬁrst N − j
rows and the ﬁrst N − j columns of Q and  j its determinant:
Q j :=
⎛⎜⎝ QN+1− j,N+1− j · · · QN+1− j,N... . . . ...
QN,N+1− j · · · QN,N
⎞⎟⎠ ,  j := det Q j for j = 1, . . . ,N. (1.14)
Then, we have
Lemma 1.1. (See [13].) Let P be any monic polynomial, Q its symmetrizer, and let Q j and  j as above.
(a) P is strictly hyperbolic if and only if
 j > 0, for any j = 1, . . . ,N.
(b) P is weakly hyperbolic if and only if there exists r < N such that
N = · · · = r+1 = 0, r > 0, . . . ,1 > 0.
In this case P has exactly r distinct roots.
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in ξ . In what follows we shall use other functions based upon the r(t, ξ); namely, if r(t; ξ) 
≡ 0
in ]δ, T + δ[ × Rn , we set
˜r(t; ξ) := r(t; ξ) + 
′2
r (t; ξ)
r(t; ξ) . (1.15)
Trivially ˜r(t; ξ) is 0-homogeneous with respect to ξ and, for any ﬁxed ξ ∈ Rn such that
r(t; ξ) 
≡ 0, the function t → ˜r(t; ξ) is a nonnegative real analytic function in ]δ, T + δ[ such that
if t → (t; ξ) vanishes at t¯ at order 2k, then t → ˜(t; ξ) vanishes at t¯ at order 2k − 2.
When r = N , we indifferently use the notations  or N , and ˜ or ˜N .
Getting back to (1.10), our goal is to estimate the quotient 〈Q ′V , V 〉 / 〈Q V , V 〉.
Let M(t) be any k × k real symmetric matrix with analytic coeﬃcients. Estimating the quotient
〈M ′V , V 〉 / 〈MV , V 〉 is equivalent to estimate the roots of the generalized Hamilton–Cayley polynomial
of M and M ′
det
(
λM(t) − M ′(t))= k∑
j=0
d j(t)λ
k− j.
It is easy to check (see [11]) that
d0 = det(M), d1 = −
(
det(M)
)′
, dk = (−1)k det
(
M ′
)
, (1.16)
whereas, if k 2, we can prove (see Proposition 2.4 below):
d2 = 1
2
trace
(
M ′
(
Mco
)′)
, (1.17)
where Mco is the cofactor matrix of M .
Due to the known identity
λ21 + · · · + λ2k = (λ1 + · · · + λk)2 − 2
∑
i 
= j
λiλ j =
(
d1
d0
)2
− 2d2
d0
it is clear that d2 plays a fundamental role when an estimate of 〈M ′V , V 〉
/ 〈MV , V 〉 is needed.
We shall refer to d2 in (1.17) as the check function of the matrix M(t). When k = 1 (i.e. M(t) is
a scalar function) we deﬁne the check function to be identically zero.
We shall denote by ψ j(t; ξ) the check function of Q j(t; ξ); obviously ψ j(t; ξ) are 0-homogeneous
with respect to ξ . Again, when j = N , we use indifferently the notations Q or QN , and ψ or ψN .
Now we may state our main result.
Theorem 1. Let L(t; ∂t , ∂x) as in (1.2) be a weakly hyperbolic homogeneous operator with real analytic coeﬃ-
cients in ]δ, T + δ[. Let P (t;τ , ξ) be the symbol of L(t; ∂t , ∂x), A(t; ξ) the companion matrix of P (t;τ , ξ/|ξ |),
Q (t; ξ) its symmetrizer, Q j(t; ξ), j = 1, . . . ,N, as in (1.14) and ψ j(t; ξ) the check function of Q j(t; ξ). Let
[a,b] ⊂ ]δ, T + δ[.
For any ξ ∈ Snξ , let r = r(ξ) be the greatest integer such that r(·; ξ) 
≡ 0 in ]δ, T + δ[ and let us suppose
that:
∣∣ψr(t; ξ)∣∣ C˜r(t; ξ) ∀t ∈ [a,b] (1.18)
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if r < N, then ψr+1(·; ξ) ≡ 0 in ]δ, T + δ[. (1.19)
Then the Cauchy problem (1.1) is C∞ well-posed in [a,b]. Moreover, if the space dimension n is equal to 1, then
(1.18)–(1.19) are also necessary.
Condition (1.18) (which in a few cases is automatically satisﬁed: see Section 3, Corollary 3.6) im-
plies that, for any ﬁxed ξ , if t → (t; ξ) vanishes at t¯ at order 2k, then t → ψ(t; ξ) must vanish at t¯
at order at least 2k − 2. Indeed, if n = 1 we can give a different formulation of (1.18). Let Σ be the
(possibly empty) set of the zeroes of r(t) in ]δ, T + δ[ and let us deﬁne
Zr(t) :=
{∏p
j=1 |t − t j| if Σ = {t1, . . . , tp},
1 if Σ = ∅.
We have
c1
r(t)
Z2r (t)
 ˜r(t) c2
r(t)
Z2r (t)
, (1.20)
for some positive constants c1, c2 so that condition (1.18) is equivalent to
Z2r (t)
ψr(t)
r(t)
∈ L∞([a,b]).
We can also prove (see Section 6) that for n = 1 condition (1.18) is equivalent to
Z2r (t)
∑
j 
=k
|τ ′j(t)|2 + |τ ′k(t)|2
(τ j(t) − τk(t))2 ∈ L
∞([a,b]). (1.21)
Condition (1.21) has been introduced in [4] (see also [6,8]), for problems in one space variable,
where it is proved to be necessary and suﬃcient for the C∞-well-posedness, in the case N (t) van-
ishes only at t = 0. This restriction can be easily removed thanks to the analyticity of the coeﬃcients.
We remark that condition (1.21) needs explicit knowledge of the characteristic roots τ j to be
written down, while condition (1.18) is expressed only in terms of the coeﬃcients of P (t;τ , ξ).
This is the key point of our paper: to give conditions only in terms of the coeﬃcients of the operator,
disregarding the characteristic roots.
To clarify this, in Appendix A we give two examples of weakly hyperbolic operators of 10-th order,
L1 and L2, for which we are able to state, by means of Theorem 1, that the Cauchy problem at t = 0
is (locally in time) C∞ well-posed for L1 and ill-posed at t = 0 for L2, though characteristic roots of
the symbols of L1 and L2 cannot be analytically determined at any t .
Now let us see just a couple of examples, in which L and P are as in (1.2) and (1.3).
• Second order operators.
Let N = 2. Then (see (1.13))
Q (t; ξ) =
(
2h2 + h21 −h1−h1 2
)
; (t; ξ) = 4h2 + h21; ψ(t; ξ) = −h′21 .
When N = 2 and n = 1, Theorem 1 states that L is well-posed if and only if, for any t¯ such that
4h2(t) + h21(t) vanishes at t¯ at order 2k, then h′21 (t) vanishes at t¯ at order at least 2k − 2. Hence the
operator in (1.5) is ill-posed, as (t) = 4h2(t) + h21(t) ≡ 0 while ψ(t) = −h′21 ≡ 4.
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even if expressed in a quite different way, in [18] in the case of one space variable and in [21] in the
case of several space variables.
• Third order operators.
Let N = 3. Then (see (1.13))
Q (t; ξ) =
⎛⎝h22 − 2h1h3 h1h2 + 3h3 −h2h1h2 + 3h3 2h21 + 2h2 −2h1
−h2 −2h1 3
⎞⎠ ;
(t; ξ) = h21h22 + 4h32 − 4h31h3 − 18h1h2h3 − 27h23;
ψ(t; ξ) = −3h22h′21 + 6h1h2h′1h′2 − h21h′22 + 6h2h′22 − 8h21h′1h′3 − 6h2h′1h′3 − 18h1h′2h′3 − 27h′23 .
In particular, if h1 ≡ 0, then
(t; ξ) = 4h32 − 27h23, ψ(t; ξ) = 6h2h′22 − 27h′23 .
The paper is organized as follows. In Section 2 we recall the construction of the symmetrizer
and its basic properties, which are suﬃcient to manage energy estimates when (t, ξ) > 0 almost
everywhere.
When more severe degenerations of the characteristic roots hold, i.e. when r < N , more subtle
properties of Q must be exploited to get suitable estimates from below; this is the goal of Section 3.
In Section 4 we show some lemmas on analytic functions, which are needed in the case of several
space variables.
As for the proof of Theorem 1, we show the suﬃciency of (1.18)–(1.19) in Section 5, whereas their
necessity when n = 1 is proved in Section 6.
Remark 1. We plan to extend in a forthcoming paper our Theorem 1 to the case of less regular
coeﬃcients (say Ck), getting well-posedness in suitable Gevrey classes, as in [3] or [14]. To this aim
it will be very useful a perturbation of the standard symmetrizer, i.e. the so-called quasi-symmetrizer,
introduced in [9] and extensively studied in [13].
Remark 2. Any homogeneous equation may be transformed into a homogeneous system of ﬁrst order
of a very particular type, as its symbol is a Sylvester matrix, i.e. a matrix like (1.6). General ﬁrst order
systems cannot be symmetrized in a standard way, hence our techniques do not apply directly to
systems. Indeed, homogeneous ﬁrst order systems may be transformed into nonhomogeneous systems
whose principal symbol is a block Sylvester matrix (see for instance [9]). After this transformation,
the principal symbol may be symmetrized, but resulting lower order terms should be managed by
means of suitable Levi-type conditions.
2. The standard hyperbolic symmetrizer
For any τ ∈ R and h, p ∈ N let us set
V 0p[τ ] :=
(
1, τ , τ 2, . . . , τ p−2, τ p−1
) ∈ Rp, (2.1)
V hp[τ ] := Dhτ V 0p[τ ]. (2.2)
V hp[τ ] is usually called the Vandermonde vector of order h.
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coeff(ϕ) := (0, . . . ,0,ak,ak−1, . . . ,a1,a0) ∈ RN ,
then we obviously get
ϕ(τ ) = coeff(ϕ) · V 0N [τ ]; Dhτ ϕ(τ ) = coeff(ϕ) · V hN [τ ].
If w1, . . . ,w j are j vectors of length N , we denote by ({w1}, . . . , {w j}) the N × j matrix whose
columns are w1, . . . ,w j . More generally, if B1, . . . , B j are matrix with N rows and m1, . . . ,mj
columns respectively, we denote by ({B1}, . . . , {B j}) the N × (m1 + · · · +mj) matrix putting one after
the other the columns of B1, B2, and so on.
Now let P as in (1.3), and let us deﬁne
W (i)(t;τ , ξ) = coeff
(
P (t;τ , ξ/|ξ |)
τ − τi(t; ξ/|ξ |)
)
; 1 i  N, (2.3)
moreover, let
W(P ) =
⎛⎜⎝W (1)...
W (N)
⎞⎟⎠
be the N × N matrix whose rows are the vectors W (i) . We note that
W (i) =
(
N−1∑
j=0
h jτ
N−1− j
i ,
N−2∑
j=0
h jτ
N−2− j
i , . . . ,
1∑
j=0
h jτ
1− j
i ,1
)
,
so that
W(P ) = V(P )T (P ), (2.4)
where
V(P ) :=
⎛⎜⎝τ
m−1
1 · · · τ1 1
...
...
τm−1m · · · τm 1
⎞⎟⎠ , T (P ) :=
⎛⎜⎜⎜⎜⎜⎜⎝
1 0 · · · 0
h1 1 0
h2 h1 1 0
...
. . .
. . .
...
hm−1 hm−2 · · · h1 1
⎞⎟⎟⎟⎟⎟⎟⎠ . (2.5)
It’s easy to see that W (i) is a left eigenvector of A with eigenvalue τi . Hence, if we set
D := diag(τ1, . . . , τN ),
we get W A = DW . Let W∗ be the transposed of W , and Q := W∗W . We easily see that both Q
and Q A = W∗DW are symmetric. The matrix Q is said the standard symmetrizer of the companion
matrix A. Since there is a one-to-one correspondence between symbols P and companion matrices A
we can refer to Q as the symmetrizer related to A or the symmetrizer related to P as well, and
we may denote Q also by Q (A) or Q (P ) depending on what relationship we want to emphasize.
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are certain (ﬁxed) symmetric polynomials in τ1, . . . , τN ; hence, by the fundamental theorem of sym-
metric functions, they are polynomials in h1, . . . ,hN .
Moreover, from (2.4) and (2.5) we have
det Q (t; ξ) = (detW(P ))2 = (t; ξ) = ∏
1i< jN
(
τ j
(
t, ξ/|ξ |)− τi(t, ξ/|ξ |))2
hence Q is strictly (resp. weakly) positive deﬁned iff L is strictly (resp. weakly) hyperbolic.
Now we state, for general matrices M(t), two lemmas which will be useful for our energy esti-
mates, when the symmetrizer Q will play the role of M .
Lemma 2.1. Let M(t) be any symmetric positive semi-deﬁnite matrix with bounded coeﬃcients. There exists
two positive constants c1 and c2 depending only on the L∞-norm of the coeﬃcients of M(t) such that
c1 detM(t)|V |2 
〈
M(t)V , V
〉
 c2|V |2, for any V ∈ CN . (2.6)
Proof. Since the coeﬃcients of M(t) are bounded, the second inequality in (2.6) is trivial. The ﬁrst
inequality is trivial for those t such that detM(t) = 0. On the other side, if detM(t) > 0, M(t) being
positive deﬁnite, if 0< λ1(t) λ2(t) · · · λN (t) c0 are its eigenvalues, we have
〈MV , V 〉 λ1|V |2 = detM(t)
λ2 · · ·λN |V |
2  detM(t)
cN−10
|V |2,
which shows the ﬁrst inequality in (2.6). 
Lemma 2.2. Let M(t) be a real symmetric semi-positive deﬁnite matrix with analytic coeﬃcients on an inter-
val I ⊂ R. Let (t) := det(M(t)), ˜(t) := (t) + ′(t)2
(t) , ψ(t) the check function of M(t), and assume that
(t) 
≡ 0 in I . Then the following two conditions are equivalent:√
(t)
˜(t)
〈M ′(t)V , V 〉
〈M(t)V , V 〉 ∈ L
∞(I × (CNV \ {0})); (2.7)
ψ(t)
˜(t)
∈ L∞(I). (2.8)
Proof. We remark the following facts:
• If B and C are two real symmetric N × N matrices, C is positive deﬁned, then
0< λ1 
〈BV , V 〉
〈CV , V 〉  λN
where λ1 and λN are the smallest and the largest roots of the generalized Hamilton–Cayley poly-
nomial of B and C , i.e. the solution of the equation
det(λC − B) = 0.
Hence, if B(t) and C(t) are two real symmetric N × N matrices, C(t) is nonnegative and detC(t)
has only isolated zeroes, then
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〈C(t)V , V 〉 ∈ L
∞(I × (CNV \ {0}))
holds true if, and only if, the roots of the generalized Hamilton–Cayley polynomial of B(t)
and C(t)
det
(
λC(t) − B(t))= N∑
h=0
dh(t)λ
N−h
are bounded functions of t;
• The hyperbolic polynomial ∑Nh=0 dh(t)λN−h has bounded roots λ1(t), . . . , λN(t) if, and only if, the
ratios d1(t)/d0(t), d2(t)/d0(t) are bounded, since
N∑
i=1
λ2i (t) =
d21(t)
d20(t)
− 2d2(t)
d0(t)
;
• If γ (t) is any scalar function and ∑Nh=0 dh(t)λN−h is the generalized Hamilton–Cayley polynomial
of B(t) and C(t), then the generalized Hamilton–Cayley polynomial of γ (t)B(t) and C(t) is
N∑
h=0
γ h(t)dh(t)λ
N−h.
Now, by (1.16), we have
det
(
λM −
√

˜
M ′
)
= λN − ′
√

˜
λN−1 + ψ 
˜
λN−2 +
N∑
h=3
dh
(

˜
)h/2
λN−h;
setting
d0 := , d1 := −′
√

˜
, d2 := ψ 
˜
,
we get ∣∣∣∣d1d0
∣∣∣∣= |′|
√

˜
= |
′|√
2 + ′2  1;
d2
d0
= ψ
˜
;
hence (2.7) is equivalent to (2.8). 
The following proposition gives an expression of the  j in terms of polynomials constructed from
the roots of P (t;τ , ξ). To simplify the presentation, we omit the τ , ξ variables.
Proposition 2.3. For any K ⊆ N := {1,2, . . . ,N} let #(K ) be the number of elements of K , P K (τ ) the poly-
nomial having roots {τ}∈K and K its discriminant:
PK (τ ) :=
∏
∈K
(τ − τ), K :=
∏
i , j∈K
i 
= j
(τi − τ j )2.
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 j =
∑
{K⊆N : #(K )= j}
K .
For instance
2 =
∑
1,2=1,...,N
1 
=2
(τ1 − τ2)2, (2.9)
3 =
∑
1,2,3=1,...,N
1 
=2, 2 
=3, 3 
=1
(τ1 − τ2)2(τ2 − τ3)2(τ3 − τ1)2. (2.10)
Proof of Proposition 2.3. Let I j be the matrix formed by the last j columns of the identity matrix:
I j =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 0
...
...
0 0
1 0
. . .
0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
then, according to (2.4) and (2.5), we have
Q j = W∗j W j, where W j(P ) = V(P )T (P )I j .
Note that
W j(P ) = V j(P )T j(P ),
where V j(P ) and T j(P ) are respectively N × j and j × j matrices given by
V j(P ) :=
⎛⎜⎝τ
j−1
1 · · · τ1 1
...
...
τ
j−1
N · · · τN 1
⎞⎟⎠ , T j(P ) :=
⎛⎜⎜⎜⎜⎜⎝
1 0 · · · 0
h1 1 0
...
...
. . .
1 0
h j−1 · · · h1 1
⎞⎟⎟⎟⎟⎟⎠ .
As is well known, if B is any N × j matrix, with j  N , then
det
(
B∗B
)= ∑
{K⊆N : #(K )= j}
(det BK )
2, (2.11)
where BK , with K = {1, . . . ,  j}, is the submatrix of B formed by the rows 1, . . . ,  j .
Since the matrix W j,K , formed by the rows 1, . . . ,  j of W j , can be written as
W j,K (P ) = V j,K (P )T j(P ),
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V j,K (P ) :=
⎛⎜⎜⎝
τ
j−1
1
· · · τ1 1
...
...
τ
j−1
 j
· · · τm 1
⎞⎟⎟⎠
and detT j(P ) = 1, we have
(
detW j,K (P )
)2 = K .
By applying (2.11) we have
 j = det Q j = det
(W∗j W j)= ∑
{K⊆N : #(K )= j}
K . 
As the check function ψ of the symmetrizer Q (or of suitable minors of Q ) plays a fundamental
role throughout this paper, we conclude this section with an explicit formula to calculate the check
function of a matrix M .
Proposition 2.4. Let ψ be the check function of M(t); then
ψ = 1
2
trace
(
M ′
(
Mco
)′)= 1
2
[
(detM)′′ − trace(M ′′Mco)], (2.12)
where Mco is the cofactor matrix of M.
Proof. We have
ψ =
∑
1k< jm
∑
ρ∈SN
(−1)sign(ρ)M1,ρ(1) · · ·M ′k,ρ(k) · · ·M ′j,ρ( j) · · ·Mm,ρ(m)
= 1
2
∑
1k, jm
k 
= j
∑
ρ∈SN
(−1)sign(ρ)M1,ρ(1) · · ·M ′k,ρ(k) · · ·M ′j,ρ( j) · · ·Mm,ρ(m),
where SN is the group of permutations over N elements. Hence
ψ = 1
2
∑
1 j,m
M ′j,
∑
1km
k 
= j
∑
{ρ∈SN : ρ( j)=}
(−1)sign(ρ)M1,ρ(1) · · ·M ′k,ρ(k) · · ·M j−1,ρ( j−1)
× M j+1,ρ( j+1) · · ·Mm,ρ(m).
Now
(
Mco
)
, j =
∑
{ρ∈SN : ρ( j)=}
(−1)sign(ρ)M1,ρ(1) · · ·M j−1,ρ( j−1)M j+1,ρ( j+1) · · ·Mm,ρ(m),
hence
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Mco
)′
, j =
∑
1km
k 
= j
∑
{ρ∈SN : ρ( j)=}
(−1)sign(ρ)M1,ρ(1) · · ·M ′k,ρ(k) · · ·M j−1,ρ( j−1)
× M j+1,ρ( j+1) · · ·Mm,ρ(m)
from which
ψ = 1
2
∑
1 j,m
M ′j,
(
Mco
)′
, j =
1
2
trace
(
M ′
(
Mco
)′)
.
This shows the ﬁrst half of (2.12). As for the second half, we recall that (see [11])
(detM)′ = trace(M ′Mco);
hence
(detM)′′ = trace(M ′′Mco)+ trace(M ′(Mco)′)
which gives
ψ = 1
2
trace
(
M ′
(
Mco
)′)= 1
2
[
(detM)′′ − trace(M ′′Mco)]. 
3. Symmetrizer properties in the degenerate case
In this section we prove some properties of the symmetrizer in the case (t; ξ) ≡ 0; to simplify
the presentation, we omit the ξ .
Let P (t;τ ) be a monic hyperbolic polynomial of degree N in τ with real analytic coeﬃcients on
a real interval I , and let Q = Q (P ) its standard symmetrizer. Throughout this section we assume
that the discriminant of P identically vanishes, hence det Q =  ≡ 0; let r < N be as in Theorem 1,
so that, eventually renaming the characteristic roots, we can write the decomposition
P (t;τ ) =
s∏
j=1
(
τ − τ j(t)
)mj r∏
j=s+1
(
τ − τ j(t)
)
, (3.1)
where τ j(t) 
= τk(t) for j 
= k apart at most a ﬁnite set Σ in the t variable.
Note that m1 + · · · +ms = N − (r − s).
From Proposition 2.3 we deduce
Proposition 3.1. If P is as in (3.1), we have
r = C(1),
where (1) is the discriminant of the polynomial
P (1)(t;τ ) =
r∏
j=1
(
τ − τ j(t)
)
, (3.2)
and C is some constant depending only on m1, . . . ,ms.
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Proposition 3.2. Let P (t;τ ) be as in (3.1), then (1.19) is equivalent to
τ ′j(t) ≡ 0, for j = 1, . . . , s. (3.3)
Before to prove Proposition 3.2, we need some preliminary lemmas. A ﬁrst lemma concerns
the calculation of Vandermonde-type matrices.
Lemma 3.3. (See [15, Theorem 20].) Let A qp (x) denote the p × q matrix
A qp (x) =
({
V 0p[x]
}
, . . . ,
{
V q−1p [x]
})
,
where V jp[x] are the Vandermonde vectors (see (2.1)–(2.2)). Then, given a composition of p, p = q1 +· · ·+q ,
with q j  1 for j = 1, . . . , , there holds
det
({
A q1p (x1)
}
,
{
A q2p (x2)
}
, . . . ,
{
A qp (x)
})= ( ∏
j=1
q j−1∏
k=1
k!
) ∏
1k< j
(x j − xk)q jqk . (3.4)
Let us remark that we mean
∏q j−1
k=1 k! = 1 if mj  2. With this clariﬁcation, (3.4) makes sense even
if some of the indexes mj are 0; as a matter of fact, mj = 0 simply means that the matrix in (3.4) is
made up by vectors which don’t contain x j .
Lemma 3.4. (See [13, Proposition 1.b)].) Let P (t;τ ) be as in (3.1), then dimker Q (t) = N − r and a basis for
ker Q (t) is given by
V 0N
[
τ1(t)
]
, . . . , Vm1−2N
[
τ1(t)
]
, . . . , V 0N
[
τs(t)
]
, . . . , Vms−2N
[
τs(t)
]
. (3.5)
Lemma 3.5. Let B and C be two real symmetric N × N matrices, assume that B is positive semi-deﬁnite
and dimker B = 1. Let
det(λB − C) =
N∑
i=0
diλ
N−i,
be the Hamilton–Cayley polynomial of B and C. The following three conditions are equivalent:
(a) det(λB − C) = 0, for any λ ∈ R;
(b) d1 = d2 = 0;
(c) ker B ⊆ kerC.
Proof. To begin with, we remark that d0 = 0, being det B = 0.
(a) trivially implies (b).
Now we prove that (b) implies (c).
Let v1, . . . , vN be an orthonormal basis of eigenvectors for B , let Bvi = μi vi , i = 1, . . . ,N − 1,
and BvN = 0, with μ1 > 0, . . . ,μN−1 > 0. We can suppose, eventually exchanging two among
v1, . . . , vN−1, that det({v1}, . . . , {vN }) = 1. Hence
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= det({λμ1v1 − C v1}, . . . , {λμN−1vN−1 − C vN−1}, {−C vN}). (3.6)
By hypothesis we know that d1 = 0. From (3.6) we get
0 = d1 = μ1 · · · · · μN−1 det
({v1}, . . . , {vN−1}, {−C vN}),
hence
C vN =
N−1∑
i=1
ci vi, (3.7)
for some ci ∈ R, i = 1, . . . ,N − 1.
On account of orthonormality of vi ’s and symmetry of C , we have
ci = 〈C vN , vi〉 = 〈C vi, vN〉;
therefore
C vi =
N∑
j=1
〈C vi, v j〉v j =
N−1∑
j=1
〈C vi, v j〉v j + ci vN . (3.8)
By hypothesis we know that d2 = 0. From (3.6), (3.7) and (3.8) we get
0 = d2
μ1 · · · · · μN−1
=
N−1∑
i=1
1
μi
det
(
{v1}, . . . , {vi−1}, {−C vi}, {vi+1}, . . . , {vN−1}
{
−
N−1∑
j=1
c j v j
})
=
N−1∑
i=1
1
μi
det
({v1}, . . . , {vi−1}, {−C vi}, {vi+1}, . . . , {vN−1}, {−ci vi})
=
N−1∑
i=1
1
μi
det
({v1}, . . . , {vi−1}, {−ci vN}, {vi+1}, . . . , {vN−1}, {−ci vi})= − N−1∑
i=1
c2i
μi
.
Therefore ci = 0 for any i, hence CvN = 0 = BvN , which means that ker B ⊆ kerC .
To prove that (c) implies (a), it’s enough to remark that if v ∈ ker B ∩ kerC then (λB − C)v = 0 for
any λ ∈ R, hence det(λB − C) = 0 for any λ ∈ R. 
Proof of Proposition 3.2. We prove that (3.3) implies (1.19). Let V be any of the vectors in (3.5),
differentiating the identity Q (t)V = 0, we get Q ′(t)V = 0. Hence dimker Q ′  N−r and det Q ′r+1 = 0.
Consequently det(λQr+1 − Q ′r+1) = 0 for any λ and ψr+1(t) ≡ 0.
Now we prove that (1.19) implies (3.3).
Being (t) ≡ 0, we know that (3.1) holds. In particular, there exists a subinterval J ⊂ ]δ, T + δ[
such that τ1(t), . . . , τs(t) are distinct and τs+1(t), . . . , τr(t) are simple for all t ∈ J . From now on we
shall conﬁne to this interval J . We want to show that τ1(t), . . . , τs(t) are indeed constant in J , hence
in ]δ, T + δ[ due to analyticity of P (t;τ ).
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B = Qr+1(t) and C = Q ′r+1(t), we get that there exists a vector
v(t) = (v1(t), . . . , vr+1(t))
which generates ker Qr+1(t), and
Qr+1(t)v(t) ≡ Q ′r+1(t)v(t) ≡ 0; (3.9)
hence, by differentiating Qr+1(t)v(t) with respect to t , we immediately have
Qr+1(t)v ′(t) ≡ 0. (3.10)
Let us remark that, being Qr(t) strictly positive deﬁned, from (3.9) it follows that v1(t) 
= 0 ∀t ∈ J .
Let us deﬁne
v˜(t) =
⎧⎨⎩
(0, . . . ,0︸ ︷︷ ︸
N−r−1
, v(t)) if r < N − 1,
v(t) if r = N − 1.
From (3.9) and (3.10) we get
〈
Q (t )˜v(t), v˜(t)
〉≡ 〈Q (t )˜v ′(t), v˜ ′(t)〉≡ 0
hence, being Q (t) nonnegative deﬁned, both v˜(t), v˜ ′(t) belong to ker Q (t).
According to Lemma 3.4, there exist coeﬃcients c j,k(t), with 1  j  s and 0  k mj − 2, such
that
v˜(t) =
∑
1 js
0kmj−2
c j,k(t)V
k
N
[
τ j(t)
]
. (3.11)
Being
d
dt
V kN
[
τ j(t)
]= τ ′j(t)V k+1N [τ j(t)]
we have, denoting c j,mj−2(t) by d j(t),
v˜ ′(t) =
∑
1 js
0kmj−2
c′j,k(t)V
k
N
[
τ j(t)
]+ ∑
1 js
0kmj−3
c j,k(t)τ
′
j(t)V
k+1
N
[
τ j(t)
]
+
∑
1 js
d j(t)τ
′
j(t)V
mj−1
N
[
τ j(t)
]
= I+ II+ III
where v˜ ′(t), I and II belong to ker Q (t); hence III belongs to ker Q (t) too.
But the vectors V
mj−1
N [τ j(t)], 1  j  s, are independent from the vectors in (3.5), as we know
from Lemma 3.3 that
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({
A m1N−r+s
[
τ1(t)
]}
, . . . ,
{
A msN−r+s
[
τs(t)
]})= ( s∏
j=1
mj−1∏
k=1
k!
) ∏
1k< js
(
τ j(t) − τk(t)
)mjmk ;
therefore we have d j(t)τ ′j(t) ≡ 0 for any 1 j  s.
We claim that d j(t) 
= 0 for 1 j  s; from this the conclusion follows.
Let us consider the (N − r) × (N − r) matrix
M(t) = ({A m1−1N−r [τ1(t)]}, . . . ,{A ms−1N−r [τs(t)]}).
The N − r coeﬃcients c j,k(t) implicitly deﬁned by (3.11) are uniquely determined by a set
of N − r linear equations; indeed, if γ (t) is an N − r column vector whose elements are, in order,
c1,0(t), . . . , c1,m1−2(t), . . . , cs,0(t), . . . , cs,ms−2(t), and if η(t) is an N − r column vector whose elements
are 0, . . . ,0, v1(t), then we have
M(t)γ (t) = η(t). (3.12)
Obviously, if we denote by w(t) = (w1(t), . . . ,wN−r(t)) the vector whose elements are the alge-
braic complements of the last row of M(t), then the solution of (3.12) is given by
γ (t) = v1(t)
detM(t)
w(t).
We are interested to d1(t) = c1,m1−2(t), . . . ,d j(t) = cs,ms−2(t), so, setting r1 := m1 − 1, r2 :=
m1 + m2 − 2, . . . , r j := m1 + · · · + ms − s = N − r, we must show that the algebraic complements
of MN−r,r j , 1 j  s, are different from zero. This is again a consequence of Lemma 3.3, as the alge-
braic complement of MN−r,r j , apart from sign, is
det
({
A m1−1N−r−1
[
τ1(t)
]}
, . . . ,
{
A
mj−2
N−r−1
[
τ j(t)
]}
, . . . ,
{
A ms−1N−r−1
[
τs(t)
]})
.
Therefore τ ′j(t) ≡ 0 for 1 j  s, and so the roots τ1(t), . . . , τs(t) are constant. 
An immediate consequence of Proposition 3.2 is the following
Corollary 3.6. Let P (t;τ ) be as in (3.1), and let us suppose that (1.19) holds. Then, if r = 1 or if r = 2 when
N  3, ψr
˜r
∈ L∞(]δ, T + δ[ × Snξ ).
Proof. If r = 1 there is nothing to prove, as ψ1 ≡ 0 by its deﬁnition.
When N  3 and r = 2 we have two cases (here we refer to the statement of Proposition 3.2):
s = 2 or s = 1. If s = 2, then P (t;τ , ξ) is a constant coeﬃcients polynomial, and Q (t; ξ) does not
depend on t , so ψ2 ≡ 0.
If s = 1, then P (t;τ , ξ) has one constant root τ1 with multiplicity N − 1 and one root τ2(t; ξ)
which is a.e. simple. From (1.13) we know that
Q 2 =
(
(N − 1)h21 + 2h2 −(N − 1)h1
−(N − 1)h1 N
)
,
and so (see (1.16) and (2.9))
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(
τ2(t; ξ) − τ1
)2
,
ψ2 = det
(−Q ′2)= −(N − 1)2(h′1)2 = −(N − 1)2(τ ′2(t; ξ))2.
Hence
′22
2
= 4(N − 1)
2(τ2(t; ξ) − τ1)2τ ′22 (t; ξ)
(N − 1)(τ2(t; ξ) − τ1)2 = 4(N − 1)τ
′2
2 (t; ξ) = −
4
N − 1ψ2
which implies
|ψ2|
˜2
= |ψ2|
2 + 
′2
2
2
 |ψ2|
′22
2
= N − 1
4
. 
Proposition 3.7. Let P (t;τ ) be as in (3.1), with r < N, and assume that (1.19) holds true. Then (1.18) is equiv-
alent to each of the following two conditions
√
r(t; ξ)
˜r(t; ξ)
〈Q ′(t; ξ)V , V 〉
〈Q (t; ξ)V , V 〉 ∈ L
∞([a,b] × Snξ × (CNV \ {0})), (3.13)√
r(t; ξ)
˜r(t; ξ)
〈Q ′r(t; ξ)V , V 〉
〈Qr(t; ξ)V , V 〉 ∈ L
∞([a,b] × Snξ × (CrV \ {0})). (3.14)
Proof. Taking the vectors V whose ﬁrst N − r components are 0, we see that (3.13) implies (3.14),
whereas Lemma 2.2 gives the equivalence between (3.14) and (1.18).
Now we prove that (1.18) implies (3.13). We know from Proposition 3.2 that P (t;τ , ξ) has s con-
stant roots τ1, . . . , τs , and a basis of ker Q (t; ξ) is given by the N − r constant vectors in (3.5). The
vectors set in (3.5) may be enlarged by adding the last r columns of the N-dimensional identity
matrix, say eN−r+1, . . . , eN . The vectors
V 0N [τ1], . . . , Vm1−2N [τ1], . . . , V 0N [τs], . . . , Vms−2N [τs], eN−r+1, . . . , eN (3.15)
now form a basis of RN , as, by Lemma 3.3,
det
({
V 0N [τ1]
}
, . . . ,
{
Vm1−2N [τ1]
}
, . . . ,
{
V 0N [τs]
}
, . . . ,
{
Vms−2N [τs]
}
, {eN−r+1}, . . . , {eN}
)
= det(A m1−1r−1 [τ1], . . . ,A ms−1r−1 [τs]) 
= 0.
Therefore any vector V = (v1, . . . , vN ) ∈ RN may be written as V = V1 + V2, with V1 ∈ ker Q (t; ξ)
and V2 = c1eN−r+1 +· · ·+creN . Of course, being V1 ∈ ker Q (t; ξ), we also have Q ′(t; ξ)V1 ≡ 0. Hence,
denoting by π2V the vector π2V = (c1, . . . , cr), we have
〈
Q (t; ξ)V , V 〉= 〈Q (t; ξ)(V1 + V2), (V1 + V2)〉= 〈Q (t; ξ)V2, V2〉= 〈Qr(t; ξ)π2V ,π2V 〉,〈
Q ′(t; ξ)V , V 〉= 〈Q ′(t; ξ)(V1 + V2), (V1 + V2)〉= 〈Q ′(t; ξ)V2, V2〉= 〈Q ′r(t; ξ)π2V ,π2V 〉.
(3.16)
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∣∣∣∣
√
r(t; ξ)
˜r(t; ξ)
〈
Q ′(t; ξ)V , V 〉∣∣∣∣= ∣∣∣∣
√
r(t; ξ)
˜r(t; ξ)
〈
Q ′r(t; ξ)π2V ,π2V
〉∣∣∣∣
 C
〈
Qr(t; ξ)π2V ,π2V
〉
= C 〈Q (t; ξ)V , V 〉, for any V ∈ RN . (3.17)
Now (3.13) holds for any V ∈ CN \ {0}, by applying (3.17) to Re V and Im V . 
Lemma 3.8. Let P (t;τ ) be as in (3.1), with r < N, verifying (1.19) and let
Π(τ) := (τ − τ1)m1−1 · · · (τ − τs)ms−1. (3.18)
If V = (v1, . . . , vN ) and π2V = (c1, . . . , cr) are as in the proof of Proposition 3.7, then
c1 = coeff(Π) · (v1, . . . , vN−r+1). (3.19)
Proof. If w1, . . . ,wN is any basis for RN , and we want to express a vector V = (v1, . . . , vN ) as V =∑N
j=1 α j w j , then, denoting by Rh the h-th row of the matrix ({w1}, . . . , {wN })−1, we obviously have
αh = Rh · V , for h = 1, . . . ,N.
In our case, let
M := ({V 0N [τ1]}, . . . ,{Vm1−2N [τ1]}, . . . {V 0N [τs]}, . . .{Vms−2N [τs]}, {eN−r+1}, . . . , {eN})
be the matrix whose columns are the vectors in (3.15), which form a basis of RN ; then, denoting
by Rh the h-th row of M−1, we have
c1 = RN−r+1 · V .
Therefore, to prove (3.19), we must show that
RN−r+1 =
(
coeff(Π),0, . . . ,0︸ ︷︷ ︸
r−1
)
.
The r rightmost columns of M are eN−r+1, . . . , eN , so this happens also for M−1. Hence
RN−r+1 = (β1, . . . , βN−r,1,0, . . . ,0︸ ︷︷ ︸
r−1
),
for some β1, . . . , βN−r . To calculate these numbers, let us deﬁne the polynomial
ϕ(τ ) = τ N−r +
N−r∑
j=1
β jτ
j−1,
so that c1 = coeff(ϕ) · (v1, . . . , vN−r+1), and let us choose particular V .
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ϕ(τ1) = · · · = ϕ(m1−2)(τ1) = 0,
...
ϕ(τs) = · · · = ϕ(ms−2)(τs) = 0,
(3.20)
hence Π(τ) and ϕ(τ ) coincide apart from a multiplicative constant. This constant is indeed 1, as
both Π and ϕ begin with τ N−r . Therefore coeff(ϕ) = coeff(Π). 
Remark 3. The last r rows of matrix M−1 in the preceding proposition have the form⎛⎜⎝
β11 · · · β1N−r 1 0 · · · 0
β21 · · · β2N−r 0 1 · · · 0
· · · · · · · · · · · ·
βr1 · · · βrN−r 0 0 · · · 1
⎞⎟⎠
hence something similar to (3.19) holds for c2, . . . , cN−r . In particular, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
c2 =
N−r∑
j=1
β2 j v j + vN−r+2,
...
cr =
N−r∑
j=1
βr j v j + vN .
(3.21)
Lemma 3.9. Let p ∈ N and x, y ∈ R. Let us deﬁne the operators
Lp,y
[
f (t)
]= dp
dt p
(
e−ixyt f (t)
)
.
Let Π be as in (3.18), then it results
coeff(Π) · ((ix)N−1v(t), (ix)N−2v ′(t), . . . , (ix)r−1v(N−r)(t))
= (ix)r−1eixτstLmj−1,τs−τs−1 ◦ · · · ◦ Lm2−1,τ2−τ1 ◦Lm1−1,τ1
[
v(t)
]
. (3.22)
Proof. It is self-evident that there exist real numbers α0, . . . ,αN−r such that
(ix)r−1eixτstLmj−1,τs−τs−1 ◦ · · · ◦ Lm2−1,τ2−τ1 ◦ Lm1−1,τ1
[
v(t)
]
=
N−r∑
j=0
α j(ix)
r−1+ j v(N−r− j)(t) (3.23)
so that, if we deﬁne R as the polynomial R(τ ) :=∑N−rj=0 α jτ N−r− j , (3.23) becomes
(ix)r−1eixτstLmj−1,τs−τs−1 ◦ · · · ◦ Lm2−1,τ2−τ1 ◦ Lm1−1,τ1
[
v(t)
]
= coeff(R) · ((ix)N−1v(t), (ix)N−2v ′(t), . . . , (ix)r−1v(N−r)(t)). (3.24)
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Lp,y
[
eiλxt
]= (ix)p(λ − y)pei(λ−y)xt
so that, by induction,
Lph,yh ◦ · · · ◦ Lp2,y2 ◦ Lp1,y1
[
eixλt
]
= (ix)p1+···+ph (λ − y1)p1(λ − y1 − y2)p2 · · · (λ − y1 − · · · − yh)ph ei(λ−y1−···−yh)xt .
Therefore
(ix)r−1eixτstLmj−1,τs−τs−1 ◦ · · · ◦ Lm1−1,τ1
[
eixλt
]
= (ix)N−1Π(λ)eixλt = coeff(Π) ·
(
(ix)N−1eixλt, (ix)N−2 d
dt
eixλt, . . . , (ix)r−1 d
N−r
dtN−r
eixλt
)
. (3.25)
By comparing (3.24) and (3.25) we get that R = Π . 
4. Some technical lemmas about real analytic functions on a real interval
The main result of this section is the following proposition.
Proposition 4.1. Let  j(t; ξ) be as in (1.14), and let us suppose that  j(t; ξ) 
≡ 0. Then:
(i) there exists X j ⊂ Sn such that  j(t; ξ) 
≡ 0 in ]δ, T + δ[ for any ξ ∈ X j , and the set Sn \ X j is negligeable
with respect to the Hausdorff (n − 1)-measure;
(ii) for any [a,b] ⊂ ]δ, T + δ[ we can ﬁnd constants c1, c2 > 0 and p,q ∈ N such that for any ξ ∈ X j and
any ε ∈ (0,1/e] there exists Aξ,ε ⊂ [a,b] such that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Aξ,ε is a union of at most p disjoint intervals,
m(Aξ,ε) ε,
min
t∈[a,b]\Aξ,ε
 j(t; ξ) c1ε2q
∥∥ j(·; ξ)∥∥L∞([a,b]),∫
[a,b]\Aξ,ε
|′j(t; ξ)|
 j(t; ξ) dt  c2 log
1
ε
.
(4.1)
We need some lemmas before giving the proof.
Lemma 4.2. Let P (x) = x2n +∑2nj=1 a jx2n− j be a real polynomial, and suppose P (x) 0 for any x ∈ R. Then
for any ε > 0 there exists Bε ⊂ R such that:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Bε is a union of at most n disjoint intervals,
m(Bε) ε,
ε1 < ε2 implies Bε1 ⊂ Bε2 ,
P (x)
(
ε
2n
)2n
∀x ∈ R \ Bε.
(4.2)
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degree nonnegative polynomials. Therefore there exist x1, . . . , xn ∈ R such that P (x)∏nj=1(x− x j)2.
Set ψ(x) = min{(x− x1)2n, . . . , (x− xn)2n}; obviously ∏nj=1(x− x j)2 ψ(x), hence P (x)ψ(x) on R.
Set Bε :=⋃nj=1(x j − ε2n , x j + ε2n ), so that ψ(x) < (ε/2n)2n if, and only if x ∈ Bε . Being P (x)ψ(x)
we see at once that (4.2) holds. 
Lemma 4.3. Let ϕ(x) be a nonconstant real analytic function on an open interval I ⊂ R, and let [a,b] ⊂ I .
Suppose that 0< δ  ϕ(x) M in [a,b] and let q be the number of the zeroes of ϕ′(x) in [a,b]. Then
∫
[a,b]
|ϕ′(x)|
ϕ(x)
dx (q + 1) log M
δ
.
Proof. If [c,d] ⊂ [a,b] is a monotonicity interval for ϕ , then
∫
[c,d]
|ϕ′(x)|
ϕ(x)
dx = ∣∣logϕ(d) − logϕ(c)∣∣ log M
δ
.
As we may have at most q + 1 monotonicity intervals for ϕ in [a,b], conclusion follows. 
Lemma 4.4. Let f1, . . . , fn be real analytic functions on an open interval I ⊂ R, f j 
≡ 0 for j = 1, . . . ,n. For
any α = (α1, . . . ,αn) ∈ Rn set ϕα(x) :=∑nj=1 α j f j(x), and let
Ω := {α ∈ Rn \ {0}: ϕα 
≡ 0}.
Then for any [a,b] ⊂ I we can ﬁnd q ∈ N such that for any α ∈ Ω the function ϕα(x) has at most q zeroes
in [a,b], if counted with multiplicity.
Proof. We proceed by induction on n. The thesis obviously holds true when n = 1, so let us sup-
pose it holds for n − 1. Let us denote by Z(ϕα) the number of zeroes of ϕα in [a,b] counted with
multiplicity.
At ﬁrst let us remark that Z(ϕα) = Z(ϕλα) for any scalar λ 
= 0; therefore we can conﬁne ourselves
to α ∈ Ω ∩ Sn , where Sn := {α ∈ Rn: |α| = 1}.
By contradiction, let us suppose that Z(ϕα) is not bounded as α runs into Ω ∩ Sn . Then there
exists a sequence of vectors αk ∈ Ω ∩ Sn such that Z(ϕαk ) > k. By eventually taking a subsequence
we get αk → α and ϕα ≡ 0. But α ∈ Sn , so, without loosing generality we may suppose that αn 
= 0.
Hence fn is a linear combination of f1, . . . , fn−1, which implies that all ϕα are linear combination of
f1, . . . , fn−1. Therefore, by induction, Z(ϕα) must be bounded, an absurd. 
Lemma 4.5. Let f1, . . . , fn be real analytic functions on an open interval I ⊂ R, f j 
≡ 0 for j = 1, . . . ,n. For
any α = (α1, . . . ,αn) ∈ Rn set ϕα(x) :=∑nj=1 α j f j(x), and let
Ω := {α ∈ Rn \ {0}: ϕα(x) 0 for any x ∈ I, ϕα 
≡ 0}.
Let us suppose that Ω 
= ∅. Then, for any [a,b] ⊂ I we can ﬁnd constants c1, c2 > 0 and p,q ∈ N such
that for any α ∈ Ω and any ε ∈ (0,1/e] there exists Aα,ε ⊂ [a,b] such that
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Aα,ε is a union of at most p disjoint intervals,
m(Aα,ε) ε,
min
[a,b]\Aα,ε
ϕα(x) c1ε2q‖ϕα‖L∞([a,b]),∫
[a,b]\Aα,ε
|ϕ′α(x)|
ϕα(x)
dx c2 log
1
ε
.
(4.3)
Proof. Without loosing generality, we may assume that f1, . . . , fn are linearly independent, otherwise
reduce the number n of the functions f j . Let us remark that α ∈ Ω implies λα ∈ Ω for any λ > 0;
moreover, if (4.3) holds for some α, it holds also for λα with λ > 0, as ϕλα = λϕα , |ϕ′λα |/ϕλα =|ϕ′α |/ϕα , and we may set Aλα,ε = Aα,ε . Hence, from now on we shall conﬁne ourselves to α ∈ Sn .
Fix [a,b] ⊂ I , and let Γ := Ω ∩ Sn . Then Γ is compact, and so, in particular, there exists γ > 0
such that maxα∈Γ ‖ϕα‖L∞([a,b])  γ . Hence we must prove that there exist c1, c2 > 0 and p,q ∈ N
such that for any α ∈ Γ and any ε ∈ (0,1/e] there exists Aα,ε ⊂ [a,b] such that
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Aα,ε is a union of at most p disjoint intervals,
m(Aα,ε) ε,
min
[a,b]\Aα,ε
ϕα(x) c1ε2q,∫
[a,b]\Aα,ε
|ϕ′α(x)|
ϕα(x)
dx c2 log
1
ε
.
(4.4)
We shall exploit the compactness of Γ ; namely, we shall show that, for any α ∈ Γ there exists
a neighborhood Uα ⊂ Γ such that (4.4) holds for suitable c1, c2, p, q depending on α. Then, by
compactness, (4.4) will hold for any α ∈ Γ for suitable ﬁxed c1, c2, p, q.
So, pick α ∈ Γ ; we have two cases: min[a,b] ϕα(x) > 0 or min[a,b] ϕα(x) = 0.
If min[a,b] ϕα(x) = 2δ > 0, then there exists a neighborhood Uα of α in Γ such that min[a,b] ϕα(x)
δ > 0 for any α ∈ Uα , and (4.4) trivially holds for any α ∈ Uα , by choosing Aα,ε = ∅.
Now we pass to the case min[a,b] ϕα(x) = 0. From Lemma 4.4 there exists q ∈ N such that, when α
runs into Sn , the number of zeroes of ϕα does not exceed q, the number of zeroes of ϕ′α does not
exceed q for all α such that ϕα is not constant, and the order of any of the zeroes of ϕα does not
exceed 2q.
Let x1, . . . , xk be the zeroes of ϕα in [a,b], k  q, with order 2p1, . . . ,2pk respectively, p j  q for
j = 1, . . . ,k. There exist δ > 0, r ∈ (0, 12qe ] such that
⎧⎪⎪⎨⎪⎪⎩
ϕα(x) = (x− x j)2p jψ j,α(x), ψ j,α(x) 2δ, for any x ∈ (x j − 2r, x j + 2r),
ϕα(x) 2δ for any x ∈ [a,b] \
k⋃
j=1
(x j − r, x j + r).
From Weierstrass Preparation Theorem we deduce the existence of a suﬃciently small neighbor-
hood Vα of α such that for any α ∈ Vα there exist polynomials P j,α(x), whose degree is less or equal
than 2p j − 1, in such a way that
⎧⎪⎪⎨⎪⎪⎩
ϕα(x) =
(
(x− x j)2p j + P j,α(x)
)
ψ j,α(x), ψ j,α(x) δ, for any x ∈ (x j − r, x j + r),
ϕα(x) δ for any x ∈ [a,b] \
k⋃
j=1
(x j − r, x j + r). (4.5)
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nomial (z − x j)2p j + P j,α(z) are included in the disk of the complex plane {z ∈ C: |z − x j | < r}.
In particular
{
x ∈ R ∣∣ (x− x j)2p j + P j,α(x) < 0}⊂ (x j − r, x j + r). (4.6)
If we set Uα := Vα ∩ Wα ∩ Γ , taking (4.5), (4.6) and the deﬁnition of Γ into account, we get that
(x− x j)2p j + P j,α(x) 0 for any x ∈ R and α ∈ Uα .
Now, let α ∈ Uα ; by Lemma 4.2 for any ε > 0 there exists B j,α,ε , union of at most p j disjoint
intervals, such that
m(B j,α,ε) <
ε
q
and (x− x j)2p j + P j,α(x)
(
ε
2qp j
)2p j
for any x ∈ R \ B j,α,ε; (4.7)
moreover, if ε1 < ε2, then B j,α,ε1 ⊂ B j,α,ε2 .
Set
Aα,ε :=
k⋃
j=1
B j,α,ε.
Aα,ε is union of at most p jk q2 disjoint intervals and m(Aα,ε) < ε. By (4.5) and (4.7) we get
min
[a,b]\Aα,ε
ϕα(x) δ
(
ε
2q2
)2q
.
Set
M := max
x∈[a,b]
α∈Γ
ϕα(x);
being [a,b] \ Aα,ε union of at most q2 + 1 disjoint intervals, it follows from Lemma 4.3∫
[a,b]\Aα,ε
|ϕ′α(x)|
ϕα(x)
dx
(
q2 + q + 1)(logM − log δ( ε
2q2
)2q)
 C1 log
1
ε
, (4.8)
where C1 = C1(M,q, δ). Estimate (4.8) holds for 0< ε  2qr  1/e; when ε ∈ (2qr,1/e] we may write∫
[a,b]\Aα,ε
|ϕ′α(x)|
ϕα(x)
dx
∫
[a,b]\Aα,2qr
|ϕ′α(x)|
ϕα(x)
dx C1 log
1
2qr
 C1 log
1
2qr
log
1
ε
= C2 log 1
ε
where C2 = C1 log 12qr , hence C2 = C2(M,q, δ, r). So we have shown that (4.4) holds for any
α ∈ Uα . 
Proof of Proposition 4.1. The function  j(t; ξ) has the form
 j(t; ξ) =
∑
1i1···i j( j−1)n
ξi1 · · · ξi j( j−1) f i1···i j( j−1) (t)
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in the coeﬃcients aν,i(t) of the operator L deﬁned by (1.2). Hence (i) follows by analyticity, while
(ii) is an immediate consequence of Lemma 4.5. 
5. Proof of Theorem 1
Let u be a solution to Lu = 0. As we pointed out in Section 1, Fourier transform with respect
to the space variables and standard transformations lead us to consider the ﬁrst order linear system
V ′(t; ξ) = i|ξ |A(t; ξ)V (t; ξ), (t, ξ) ∈ ]δ, T + δ[ × Rnξ , (5.1)
where A(t; ξ) is deﬁned in (1.6).
The aim of this section is proving the following proposition:
Proposition 5.1. Assume the same hypothesis of Theorem 1. Let V be a solution of (5.1) and let [a,b] ⊂
]δ, T + δ[. Then there exist two constants K and m (depending on a and b) such that
∣∣V (b; ξ)∣∣ K (1+ |ξ |)m∣∣V (a; ξ)∣∣, for any ξ ∈ Rn. (5.2)
We recall that by the classical Paley–Wiener Theorem and the ﬁnite propagation speed property,
(5.2) gives the C∞-well-posedness of the Cauchy problem (1.1).
Let
ΓN =
{
ξ ∈ Sn: ∥∥N(·, ξ)∥∥L∞([a,b]) > 0},
Γ j =
{
ξ ∈ Sn: ∥∥ j(·, ξ)∥∥L∞([a,b]) > 0 and ∥∥ j+1(·, ξ)∥∥L∞([a,b]) = 0}, j = 1, . . . ,N − 1,
Ω j =
⋃
1i j
Γi, j = 1, . . . ,N;
obviously the Γ j (some of them may be empty) form a partition of SN , hence ΩN = SN . Then we
have the following
Proposition 5.2. Let V (t; ξ) be a solution of (5.1).
(a) For any j = 1, . . . ,N either Γ j = ∅ or there exist C ′j > 0 and p j,m′j ∈ N (independent of ξ ) such that
∥∥V (·; ξ)∥∥L∞([a,b])  C ′j‖ j(·; ξ)‖p j/2L∞([a,b])
(
1+ |ξ |)m′j ∣∣V0(ξ)∣∣, ∀ξ : ξ/|ξ | ∈ Γ j. (5.3)
(b) If, in addition, there exist C ′′j > 0 and m
′′
j ∈ N (independent of ξ ) such that
∥∥V (·; ξ)∥∥L∞([a,b])  C ′′j (1+ |ξ |)m′′j ∣∣V0(ξ)∣∣, ∀ξ : ξ/|ξ | ∈ Ω j−1, (5.4)
then there exist C j > 0 and m j ∈ N such that
∥∥V (·; ξ)∥∥L∞([a,b])  C j(1+ |ξ |)mj ∣∣V0(ξ)∣∣, ∀ξ : ξ/|ξ | ∈ Ω j. (5.5)
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≡ 0 in [a,b] for any ξ ∈ SN then (5.2) follows directly from (5.3), since in this
case minξ∈SN ‖r(·; ξ)‖L∞([a,b]) > 0.
On the other side, if r(t; ξ) ≡ 0 in [a,b] for some ξ ∈ SN , then we need part (b) of Proposition 5.2,
since estimation (5.3) degenerates at any ξ : ξ/|ξ | = ξ .
Proof of Proposition 5.2(a). As usual (see [17,22,14]) in order to prove (5.2) we will use two kinds
of energy: a kovalevskian energy and a hyperbolic energy. Roughly speaking, the kovalevskian energy is
used in a neighborhood of the zeroes of  j(t; ξ); out of this neighborhood, the hyperbolic energy is
used.
The kovalevskian energy. The kovalevskian energy is deﬁned by
Ekov(t; ξ) :=
∣∣V (t; ξ)∣∣2.
Differentiating Ekov(t; ξ) with respect to t , by (5.1), we ﬁnd
E ′kov(t; ξ) := 2Re
〈
V (t; ξ), V ′(t; ξ)〉
= 2Re〈V (t; ξ), i|ξ |A(t, ξ)V (t; ξ)〉 2C |ξ |Ekov(t; ξ),
where the constant C depends only on the L∞-norm of the coeﬃcients h1, . . . ,hN . By the Grönwall
Lemma on an interval [t′, t′′]
Ekov(t; ξ) e2C |ξ |(t−t′)Ekov
(
t′; ξ), for any t ∈ [t′, t′′],
and ﬁnally
∣∣V (t; ξ)∣∣ eC |ξ |(t−t′)∣∣V (t′; ξ)∣∣, for any t ∈ [t′, t′′]. (5.6)
The hyperbolic energy. For the time being, let us consider an interval [c,d] ⊆ [a,b] such that
 j(t; ξ) > 0 in [c,d]. We claim that there exist constants C1 and C2 depending only on d − c and
on the C1 norm of the coeﬃcients h1, . . . ,hN on [c,d] such that
∣∣V (t; ξ)∣∣ C1√
 j(t; ξ)
(
1+ |ξ |)N−r exp( t∫
c
C2
|′j(s; ξ)|
 j(s; ξ) ds
)∣∣V (c; ξ)∣∣, (5.7)
for any t ∈ [c,d].
To prove (5.7), we deﬁne the hyperbolic energy
Ehyp(t; ξ) :=
〈
Q (t; ξ)V (t; ξ), V (t; ξ)〉, for t ∈ [c,d].
Differentiating Ehyp(t; ξ), by (5.1) and (1.11) we get
E ′hyp(t; ξ) =
〈Q ′(t; ξ)V (t; ξ), V (t; ξ)〉
〈Q (t; ξ)V (t; ξ), V (t; ξ)〉 Ehyp(t; ξ). (5.8)
Let us distinguish two cases: j = N or j < N .
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E ′hyp(t; ξ) C
√
˜(t; ξ)
(t; ξ) Ehyp(t; ξ) C
(
1+ |
′(t; ξ)|
(t; ξ)
)
Ehyp(t; ξ), (5.9)
hence, by Grönwall Lemma,
Ehyp(t; ξ) eC(d−c) exp
(
C
t∫
c
|′(s; ξ)|
(s; ξ) ds
)
Ehyp(c; ξ),
and ﬁnally, thanks to Lemma 2.1, we get (5.7) for j = N .
Case j < N. From (3.13) we know that, in this case, (5.8) gives
E ′hyp(t; ξ) C
√
˜ j(t; ξ)
 j(t; ξ) Ehyp(t; ξ) C
(
1+ |
′
j(t; ξ)|
 j(t; ξ)
)
Ehyp(t; ξ), (5.10)
instead of (5.9); hence, by Grönwall Lemma,
Ehyp(t; ξ) eC(d−c) exp
(
C
t∫
c
|′j(s; ξ)|
 j(s; ξ) ds
)
Ehyp(c; ξ),
therefore
∣∣π2V (t; ξ)∣∣ C√
 j(t; ξ)
exp
(
C
t∫
c
|′j(s; ξ)|
 j(s; ξ) ds
)∣∣V (c; ξ)∣∣, (5.11)
where π2 is deﬁned in the proof of Proposition 3.7 (here π2V = π2 Re V + iπ2 Im V ).
The components of the r-vector π2V are known from Lemmas 3.8 and 3.9. In particular, the ﬁrst
component of π2V is given by (3.22), with x = |ξ | and v = v(t; ξ). Therefore, by means of a ﬁnite
number of integrations in [c,d], from (5.11) and (3.22) we get, for any t ∈ [c,d],
|ξ |N−1∣∣v(t; ξ)∣∣ C |ξ |r−1√
 j(t; ξ)
exp
(
C
t∫
c
|′j(s; ξ)|
 j(s; ξ) ds
)∣∣V (c; ξ)∣∣,
|ξ |N−2∣∣∂t v(t; ξ)∣∣ C |ξ |r−2√
 j(t; ξ)
exp
(
C
t∫
c
|′j(s; ξ)|
 j(s; ξ) ds
)∣∣V (c; ξ)∣∣,
...
|ξ |N−r∣∣∂r−1t v(t; ξ)∣∣ C√
 j(t; ξ)
exp
(
C
t∫
c
|′j(s; ξ)|
 j(s; ξ) ds
)∣∣V (c; ξ)∣∣. (5.12)
By substituting (5.12) into the other components of π2V (t; ξ) (see also (3.21)), we ﬁnally get (5.7).
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diate consequence of (5.7). Otherwise, let us ﬁx ε ∈ (0,1/e], and consider the set Aξ,ε given
by Proposition 4.1. Aξ,ε is a ﬁnite union of open intervals whose total length doesn’t exceed ε,
whereas [a,b] \ Aξ,ε is a (possibly void) ﬁnite union of at most p closed intervals [ci,di]. Obviously
[a,b] \ Aξ,ε is not void if ε is suﬃciently small.
We perform a kovalevskian energy estimate (5.6) on Aξ,ε , while we perform a hyperbolic energy
estimate (5.7) on each interval [ci,di] (if any).
Taking into account (4.1) we immediately see that (5.7) becomes on any [ci,di]
∣∣V (di; ξ)∣∣ C
εq‖ j(·; ξ)‖1/2L∞([a,b])
(
1+ |ξ |)N−reC log(1/ε)∣∣V (ci; ξ)∣∣. (5.13)
By composing in order estimates (5.6) and (5.13), on account of the ﬁnite number of intervals [ci,di]
and on the measure of Aξ,ε , we easily get
∣∣V (b; ξ)∣∣ C
εpq‖ j(·; ξ)‖p/2L∞([a,b])
(
1+ |ξ |)p(N−r)eC(log(1/ε)+ε|ξ |)∣∣V (a; ξ)∣∣. (5.14)
By choosing ε = e−1(1+ |ξ |)−1, we get (5.3) from (5.14). 
Proof of Proposition 5.2(b). For the sake of convenience, throughout this proof we shall replace ξ 
= 0
by ρ := |ξ | and ω := ξ/|ξ |; with these notations, (5.1) becomes{
V ′(t;ρω) = iρA(t;ω)V (t;ρω), t ∈ [a,b],
V (a;ρω) = V0(ρω). (5.15)
To prove (5.5) we extend (5.4) in a neighborhood of Ω j−1 in Γ j .
Let ω1,ω2 ∈ Sn , with ω1 ∈ Ω j−1, ω2 ∈ Γ j , and let ρ  1. Let us consider the Cauchy problem{
V ′(t;ρω2) = iρA(t;ω2)V (t;ρω2);
V (a;ρω2) = V0(ρω2). (5.16)
To extend estimation (5.4) to V (t;ρω2) we consider the Cauchy problems in ω1{
W ′1(t) = iρA(t; ξ1)W1(t);
W1(a) = V0(ρω2), (5.17){
W ′k(t) = iρA(t; ξ1)Wk(t) + Fk(t);
Wk(a) = 0, k 2, (5.18)
where
Fk(t) := iρ
(
A(t;ω2) − A(t;ω1)
)
Wk−1(t), (5.19)
so that V (t;ρω2) =∑∞k=1 Wk(t).
From (5.4) we get immediately
‖W1‖L∞([a,b])  C ′′j (1+ ρ)m
′′
j
∣∣V0(ρω2)∣∣ (5.20)
whereas to estimate Wk with k 2 we use the Duhamel principle: let W j(t, τ ) be the solution of the
Cauchy problem
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W ′k (t, τ ) = i|ξ |A(t;ω1)Wk(t, τ ),
Wk(τ , τ ) = Fk(τ ), k 2, (5.21)
then Wk =
∫ t
a Wk(t;ω1; s)ds, so that, applying (5.4) to (5.21) we get
∥∥Wk(·;ρω)∥∥L∞([a,b])  C ′′j (b − a)(1+ ρ)m′′j ∣∣Fk(a)∣∣, k 2. (5.22)
For ω1 ∈ Ω j−1, we choose ω2 ∈ Γ j so that
∥∥A(t;ω2) − A(t;ω1)∥∥ 1
2C ′′j (b − a)(1+ ρ)m
′′
j+1
, ∀t ∈ [a,b]. (5.23)
Being A(t,ω) analytic in [a,b] × Sn , we may ﬁnd a constant K such that if
|ω2 −ω1| 1
2KC ′′j (b − a)(1+ ρ)m
′′
j+1
(5.24)
then (5.23) holds true.
Now, consider (5.22) for j = 2. Inserting (5.19) in (5.22), using (5.20) and (5.23), we get
‖W2‖L∞([a,b])  C ′′j (b − a)(1+ ρ)m
′′
j
ρ
2C ′′j (b − a)(1+ ρ)m
′′
j+1
C ′′j (1+ ρ)m
′′
j
∣∣V0(ρω2)∣∣
 1
2
C ′′j (1+ ρ)m
′′
j
∣∣V0(ρω2)∣∣.
Analogously, by induction on k, we get
‖Wk‖L∞([a,b])  1
2k−1
C ′′j (1+ ρ)m
′′
j
∣∣V0(ρω2)∣∣ (5.25)
and then
∥∥V (·;ρω2)∥∥L∞([a,b])  ∞∑
k=1
∥∥Wk(t)∥∥L∞([a,b])  2C ′′j (1+ ρ)m′′j ∣∣V0(ρω2)∣∣. (5.26)
Resuming, if we set
Ω j−1,ρ :=
{
ω ∈ Sn: dist(ω,Ω j−1) 1
2KC ′′j (b − a)(1+ ρ)m
′′
j
}
(5.27)
we have shown that (5.5) holds in Ω j−1,ρ with C j = 2C ′′j . More precisely, the following estimation
holds true:
∥∥V (·;ρω)∥∥ ∞  2C ′′j (1+ ρ)m′′j ∣∣V0(ρω)∣∣ for any ω ∈ Ω j−1,ρ and ρ  1. (5.28)L ([a,b])
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stants C∗ and m∗ ∈ N such that
1√‖ j(·;ω)‖L∞([a,b])  C∗(1+ ρ)m∗ for any ω ∈ Γ j \ Ω j−1,ρ and ρ  1 (5.29)
hence we get (5.5) for any ω ∈ Γ j with C j := max(C ′jC∗j ,2C ′′j ) and mj := max(m′j +m∗j ,m′′j ). 
Proof of Proposition 5.1. As noted in Remark 4, if r(t; ξ) 
≡ 0 in [a,b] for any ξ ∈ SN , then (5.2)
follows directly from (5.3). Now let us examine the case in which there exists some ξ ∈ SN such that
r(t; ξ) identically vanish in ]δ, T + δ[.
Let κ be the smallest j for which Γ j 
≡ ∅, or, equivalently, the largest j for which  j(·, ξ) 
≡ 0 for
any ξ ∈ SN . From Proposition 5.2(a), taking into account the fact that minξ∈SN ‖κ(·, ξ)‖L∞([a,b]) > 0
we see that (5.4) is satisﬁed for j = κ + 1, hence (5.5) holds true for j = κ + 1. Repeating the same
argument we see that (5.5) holds true for j = κ + 2, κ + 3 . . . up to j = N , which is (5.2). 
6. Optimality of Theorem 1
In this section we prove the necessity of conditions (1.19)–(1.18) in Theorem 1 if the space dimen-
sion n is equal to 1.
Necessity of (1.19). If r < N then  ≡ 0, and P (t;τ , ξ) can be factorized as in (3.1). Let us consider
a closed interval I ⊂ ]δ, T + δ[ such that r(t) > 0 for any t ∈ I . The restriction of L(t; ∂t , ∂x) to I
(still denoted by L(t; ∂t , ∂x)) is an operator with characteristics of constant multiplicity. For such op-
erators the necessary and suﬃcient condition for C∞-well-posedness is well known (also in the case
of x-depending coeﬃcients), and various forms have been given (see [7,2,10]):
Theorem. Assume that the operator L(t; ∂t , ∂x) has characteristics of constant multiplicity on some inter-
val I ⊂ ]δ, T + δ[. Then the Cauchy problem for L(t; ∂t , ∂x) is well-posed if, and only if, for any multiple factor
Λ j(t;τ , ξ) := τ − τ j(t)ξ we have the decomposition
L(t; ∂t , ∂x) =
mj∑
k=0
k(t; ∂t, ∂x)Λkj(t; ∂t, ∂x),
where the operators k are of order  N −mj.
De Paris [7] called such a decomposition a good decomposition. We show that this decomposition is
impossible for homogeneous operators unless (3.3) holds true. Using Proposition 3.2 we will get the
necessity of (1.19).
Let  be any operator of order N −mj with principal symbol
σN−mj
(
(t;τ , ξ)) := P (t;τ , ξ)
(τ − τ jξ)mj ,
we consider the operator (t; ∂t , ∂x)Λmjj (t; ∂t , ∂x). It’s clear that its principal symbol is P (t;τ , ξ), hence
the operator
L(t; ∂t, ∂x) − (t; ∂t, ∂x)Λmjj (t; ∂t, ∂x)
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tion. We deduce that the homogeneous part of order m − 1 of the symbol of (t; ∂t , ∂x)Λmjj (t; ∂t , ∂x)
must be divisible by Λ
mj−1
j (t;τ , ξ).
A straightforward calculation gives that the homogeneous part of order k − 1 of [Λ j(t; ∂t , ∂x)]k is
σk−1
(
Λkj
)= k(k − 1)
2
Λk−2j ∂tΛ j∂τΛ j = −
k(k − 1)
2
Λk−2j τ
′
jξ.
Hence the homogeneous part of order N − 1 of (t; ∂t , ∂x)Λmjj (t; ∂t , ∂x) is
σN−1
(
Λ
mj
j
)= σN−mj ()σmj−1(Λmjj )+ σN−mj−1()σmj (Λmjj )+ ∂τ σN−mj ()∂tσmj (Λmjj )
= m(m − 1)
2
σN−mj ()Λ
mj−2
j ∂tΛ j∂τΛ j + σN−mj−1()Λ
mj
j + ∂τ σN−mj ()Λ
mj−1
j ∂tΛ j
= −m(m − 1)
2
σN−mj ()Λ
mj−2
j τ
′
jξ + σN−mj−1()Λmjj − ∂τ σN−mj ()Λ
mj−1
j τ
′
jξ.
Now it is clear that σN−1(Λ
mj
j ) is divisible by Λ
mj−1
j (t;τ , ξ) if, and only if, τ ′j(t) ≡ 0. 
Necessity of (1.18). Having already proved the necessity of (1.19), we can use Proposition 3.7; there-
fore we must prove that, if L is well-posed, then (3.13) holds true. Moreover, as we are in one space
dimension, by (1.20) we get that (3.13) is in turn equivalent to
Zr(t)
〈Q ′(t)V , V 〉
〈Q (t)V , V 〉 ∈ L
∞(]δ, T + δ[ × SNV ). (6.1)
By Proposition 3.2 we have
L(t; ∂t, ∂x) = L(1)(t; ∂t, ∂x)L(2)(∂t, ∂x), (6.2)
where the symbols P (1) and P (2) of L(1) and L(2) respectively are given by
P (1)(t;τ , ξ) =
r∏
j=1
(
τ − τ j(t)ξ
)
, P (2)(τ , ξ) =
s∏
j=1
(τ − τ jξ)mj−1.
We note that P (2) = g.c.d.(P , ∂τ P ) has constant coeﬃcients, P (1) = P/P (2) has analytic coeﬃcients
and both can be explicitly calculated; moreover the discriminant of P (1) does not vanish identically.
The operator L(2) is well-posed, as it is homogeneous and it has constant coeﬃcients; therefore,
well-posedness for L is equivalent to well-posedness for L(1) . By applying the result of [4], and taking
into account Proposition 3.1, we get
Z2r (t)
∑
h 
=
|τ ′h(t)|2 + |τ ′(t)|2
(τh(t) − τ(t))2 ∈ L
∞(]δ, T + δ[), (6.3)
which is precisely (1.21).
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W (i, j)(t) := coeff
(
P (t;τ )
(τ − τi(t))(τ − τ j(t))
)
, 1 i, j  N, i 
= j;
remembering the deﬁnition of the W (i)(t) (see (2.3)) we have
W (i)(t) − W ( j)(t) =
(
τi(t) − τ j(t)
)
W (i, j)(t),
and
W ′( j)(t) = −
N∑
i=1
τ ′i (t)W (i, j)(t)
(differentiability of W ( j)(t) is a consequence of the Lipschitz continuity of the roots τ j(t), which is
stated by Bronšteı˘n’s Lemma; see [1] and also [20,16,19]).
Since
〈
Q (t)V , V
〉= N∑
i=1
∣∣W (i)(t) · V ∣∣2,
we have
Zr(t)
∣∣〈Q ′(t)V , V 〉∣∣= 2Zr(t) N∑
i=1
∣∣W (i)(t) · V ∣∣∣∣W ′(i)(t) · V ∣∣
= 2Zr(t)
∑
j 
=i
∣∣τ ′j(t)∣∣∣∣W (i)(t) · V ∣∣∣∣W (i, j)(t) · V ∣∣
= −2Zr(t)
∑
j 
=i
|τ ′j(t)|
|τi(t) − τ j(t)|
∣∣W (i)(t) · V ∣∣∣∣(W (i)(t) − W ( j)(t)) · V ∣∣
 C
N∑
i=1
∣∣W (i)(t) · V ∣∣2 = C 〈Q (t)V , V 〉
which is nothing but (6.1). 
Appendix A
Here we construct two 10-th order weakly hyperbolic operators L1, L2 in one space variable,
whose coeﬃcients are polynomials in t . The characteristic roots of L1, L2 cannot be analytically de-
termined at any t; nevertheless, by means of Theorem 1, we can prove that the Cauchy problem
at t = 0 is C∞ well-posed for L1 and ill-posed for L2. All calculations may be carried out by means of
a symbolic manipulation software like, for instance, Mathematica® or Maple®.
An example of well-posed operator. Let
L1(t; ∂t, ∂x) = ∂10t −
10∑
j=1
h1, j(t)∂
10− j
t ∂
j
x
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h1,1(t) = 0, h1,2(t) = 10, h1,3(t) = 0, h1,4(t) = −33+ 4t2,
h1,5(t) = 2+ 2t2, h1,6(t) = 40− 20t2, h1,7(t) = −10− 8t2,
h1,8(t) = −16+ 20t2, h1,9(t) = 8+ t2, h1,10(t) = −1.
By means of (1.13) we write the symmetrizer Q of L1; it turns out that, referring to (1.14) for the
deﬁnition of  j ,
(t) = 13436759265055744t10 + o(t10),
9(t) = 734001349184512t8 + o
(
t8
)
,
8(t) = 4892992931840t6 + o
(
t6
)
,
7(t) = 33846920192t4 + o
(
t4
)
,
6(t) = 123420800t2 + o
(
t2
)
,
5(t) = 1234208+ o(1), 4(t) = 141280+ o(1),
3(t) = 5600+ o(1), 2(t) = 200, 1(t) = 10.
Hence, by Lemma 1.1, L1 is weakly hyperbolic in a neighborhood U1 of t = 0 and strictly hyperbolic
in U1 \ {0}.
If (t) = c0t2k + o(t2k), then by (1.15) ˜(t) = 4k2c0t2k−2 + o(t2k−2). So, in our case,
˜(t) = 1343675926505574400t8 + o(t8).
Now we must calculate the check function ψ of Q ; taking account of Proposition 2.4, it turns out
ψ(t) = 1
2
trace
(
Q ′
(
Q co
)′)= 537470370602229760t8 + o(t8);
therefore the ratio ψ(t)/˜(t) is bounded, and Theorem 1 allows to conclude that L1 is C∞ well-posed
at t = 0 when t ∈ U1.
An example of ill-posed operator. Let
L2(t; ∂t, ∂x) = ∂10t −
10∑
j=1
h2, j(t)∂
10− j
t ∂
j
x
where
h2,1(t) = −10t, h2,2(t) = 10− 45t2, h2,3(t) = 80t − 120t3,
h2,4(t) = −33+ 280t2, h2,5(t) = 2− 198t + 560t3, h2,6(t) = 40+ 10t − 495t2 + 50t4,
h2,7(t) = −10+ 160t + 20t2 − 660t3, h2,8(t) = −16− 30t + 240t2 + 20t3,
h2,9(t) = 8− 32t − 30t2 + 160t3, h2,10(t) = −1+ 8t − 16t2 − 10t3 + 50t4.
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(t) = 4121196658887895100800000t20 + o(t20),
9(t) = 9262512342452312640000t16 + o
(
t16
)
,
8(t) = 7974599327387648000t12 + o
(
t12
)
,
7(t) = 1953869747968000t8 + o
(
t8
)
,
6(t) = 25177843200t4 + o
(
t4
)
,
5(t) = 1234208+ o(1), 4(t) = 141280+ o(1),
3(t) = 5600+ o(1), 2(t) = 200, 1(t) = 10.
Hence L2 is weakly hyperbolic in a neighborhood U2 of t = 0 and strictly hyperbolic in U2 \ {0}. But
now
˜(t) = 1648478663555158040320000000t18 + o(t18)
while
ψ(t) = 1
2
trace
(
Q ′
(
Q co
)′)= −10592437873824646055680000t16 + o(t16);
therefore the ratio ψ(t)/˜(t) is unbounded when t → 0, and Theorem 1 allows to conclude that L2
is C∞ ill-posed at t = 0.
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