Let F be an ordered field, v the unique finest valuation on F compatible with the ordering (so v(a) ≥ v(b) iff n|b| ≥ |a| for some integer n ≥ 1), V the value group of v and κ the residue field of v (so κ is archimedean) [5] [10] [19] . If F is an ordered extension of F , then the finest valuation on F compatible with the extended ordering is an extension of v which we denote also by v. We denote by V and κ the value group and residue field of the extended v.
elements, n ≥ 1. Of course, if κ = R, then κ = κ = κ). Roughly, this is what is asked for by MacLane and Schilling in [14, Final Remark] . It allows us to "read off" the extended value group V directly from the power series φ.
In Section 5 we apply this result to show that, modulo natural constraints, the extended value group V can be prescribed arbitrarily.
In Sections 3 and 4 we point out a natural one-to-one correspondence between orderings on the polynomial ring κ[Y 1 , ..., Y ], κ a given archimedean ordered field, and certain distinguished -tuples (φ 1 , ..., φ ), φ i ∈ R((H i )), i = 1, ..., where H 0 → ... → H , H i is the product of 2 i − 1 copies of (R, +, ≤) ordered lexicographically, and "read off" properties of the ordering from the associated -tuple. Orderings on κ[Y 1 , ..., Y ] also correspond to ultrafilters of semialgebraic sets in κ [4] [5] so another way of describing this result is to say that we have associated a distinguished "ideal point" (φ 1 , ..., φ ) to each such ultrafilter.
In Section 6, we apply the analysis in Sections 1 and 2 to investigate which cuts are realized in a real closed field. In particular we give a valuation theoretic characterization of ℵ α -saturated real closed fields, for a cardinal ℵ α ≥ ℵ 0 (cf. Theorem 6.2 below).
The results of Sections 1 and 2 are needed throughout the remainder of the paper, and Section 4 depends on Section 3 as well. Otherwise, the sections are independent of each other. After the first two sections, the reader could continue either with Sections 3 and 4, or with Section 5, or go directly to Section 6, depending on the interest.
The authors want to thank M.E. Alonso and C. Andradas, for sharing their expertise with us. The original motivation comes from the paper [3] by M.E. Alonso, J.M. Gamboa and J.M. Ruiz. The focus in [3] (also see [2] ) is on describing orderings on R(Y 1 , ..., Y ) in terms of analytic germs ψ : (0, ) → R .
Definition.
The definition of φ is complicated by the fact that there are four cases to consider. If y is algebraic over F , there is a unique F -embedding i : F (y) → F preserving the ordering. Define φ = p(i(y)) in this case. We refer to this as the algebraic case. Suppose now that y is transcendental over F . The ordering on F (y) extends uniquely to F (y) and, consequently, to the intermediate field F (y). Let
We define an element w in κ((V )) as follows: Suppose γ ∈ V . If γ ≥ δ for all δ ∈ S define w γ = 0. If γ < δ = v(y − z) for some z ∈ F , define w γ to be the coefficient of x γ in p(z). 
In what follows, p(z) γ denotes the coefficient of x γ in p(z). For z ∈ F , p(z) ∈ κ((V )) so {γ ∈ V | p(z) γ = 0} is well-ordered. Consequently, {γ ∈ V | w γ = 0} is also well-ordered so w is indeed an element of κ((V )). Note that w γ = p(z) γ for all γ < v(y − z). Hence, v(w − p(z)) ≥ v(y − z).
Either S has no largest element or S has a largest element. If S has no largest element, we define φ = w. We refer to this as the immediate transcendental case.
Claim 1. In this case, w / ∈ p(F ). For, if z ∈ F , there exists z ∈ F such that v(y − z) < v(y − z ). Then v(p(z ) − p(z)) = v(z − z) = v(y − z) and v(w − p(z )) ≥ v(y − z ) > v(y − z). Consequently, v(w − p(z)) = v(y − z) = ∞ so w = p(z).

This case does not occur if p(F ) = κ((V )
. Suppose now that S has a largest element γ. Thus there exists z ∈ F such that v(y − z) = γ and w is a truncation of p(z). There are two subcases: Either γ ∈ V or γ / ∈ V . Suppose γ / ∈ V . In this case we define φ = w + x γ if y > z and φ = w − x γ if y < z.
Claim 2. This definition does not depend on the choice of z. If we also have
We refer to this as the value transcendental case. Finally, suppose γ ∈ V . Claim 3. In this case, there is a unique element r ∈ R\κ such that if z ∈ F ,
Finally, if we take z = z 0 + ta, t ∈ Q, we see that as t runs through Q, p(z) γ = p(z 0 ) γ + tp(a) γ runs through a dense subset of κ. This implies r is unique.
In this case, define φ = w + rx γ . We refer to this case as the residue transcendental case. This case does not occur if κ = R.
Proof of Theorem 1.1.
We prove part (1) of Theorem 1.1. Every order embedding extends uniquely to the real closure so it suffices to prove that the extension of p to F given by y → φ is an order embedding of F into κ ((V )). This is clear if y is algebraic. If y is transcendental, one uses the fact that orderings on F (y) are completely determined by the associated cuts in F ; see [7] . The terminology we are using is the following:
where L is a lower cut and U is the associated upper cut.
The lower cut in F determined by the ordering on F (y) is {z ∈ F | z < y}. Consequently, to prove (1) we are reduced to showing that, for z ∈ F , z < y iff p(z) < φ and z > y iff p(z) > φ. First suppose there exists z ∈ F such that
has the same sign as φ − p(z). Combining these things we see that φ − p(z) has the same sign as y − z as required. The other case is where S has a largest element γ and v(y − z) = γ. If γ / ∈ V , then p(z) = w+ terms of value > γ so, for all such z, either y > z and φ = w + x γ > p(z) or y < z and φ = w − x γ < p(z). Finally, if γ ∈ V then φ = w + rx γ and the result is clear from the definition of r. 5
We also need to check that the extended p is proper. This is a consequence of the following case-by-case analysis:
2.2 Note. (1) In the algebraic case, V = V , κ = κ and everything is clear. (2) In the immediate transcendental case, φ = w ∈ κ((V )) so p(F ) ⊆ κ((V )). The induced embedding V → V is the identity on V . Thus V = V , the extended p is proper and κ = κ. (3) In the residue transcendental case, φ = w + rx γ so p(F ) ⊆ κ(r)((V )) and r ∈ κ . Thus V = V , the extended p is proper and κ = κ(r). (4) In the value transcendental case,
γ + terms of greater value, so the image of γ is v(p(y − z)) = γ). Thus V = V ⊕ Qγ, the extended p is proper in this case too and κ = κ.
Thus the extension of p to F is order preserving and proper in all cases so the proof of part (1) of Theorem 1.1 is complete.
In proving parts (2) and (3) of Theorem 1.1, there is no harm in identifying F with p(F ) and y with φ. It is also convenient, for later work, to have the following intrinsic description of φ.
Definition. Suppose the embedding F ⊆ κ((V
) is proper. We say an element φ ∈ R((H)), H some ordered group extension of V , is a distinguished power series for F if one of the following holds:
(
γ where r ∈ R\κ, γ ∈ V and w = (c) <γ for some c ∈ F . Proof. The first assertion is clear from Definition 1.3. For the second, take y = ψ and order F = F (y) via the embedding F ⊆ R((H)). We complete the proof by 6 checking that the canonically defined power series φ corresponding to y is equal to y.
Theorem
(1) Suppose y ∈ F , i.e., ∞ ∈ S. Then clearly φ = y.
(2) Suppose y ∈ κ((V )), y / ∈ F , but every proper truncation (y) <γ of y is of the form (y) <γ = (z) <γ for some z ∈ F . Then S has no largest element. (If
Thus γ is the largest element of S. Also, for any z ∈ F with v(y − z) = γ, z < y iff = 1 and z > y iff = −1.
We return to the proof of Theorem 1.1. To simplify notation, identify F with p(F ) and y with φ. From the way φ is defined we see that every proper truncation of φ is the truncation of an element of F . If F is truncation closed then every proper truncation of φ belongs to F so, by [16, Lemma 3.4] , K = F (φ) is truncation closed. In particular, κ ⊆ K so the field L obtained by adjoining to K all elements of κ is algebraic over K. Also, any proper truncation of an element of κ is 0 ∈ K so, by repeated application of [16, Lemma 3.4] , L is truncation closed. Thus x γ ∈ L for all γ ∈ V so the field M obtained by adjoining to L all elements x γ/n , γ ∈ V , n ≥ 1, is algebraic over L and, as before, is truncation closed. M has value group V and residue field κ so, by [16, Lemma 3.5] , M is truncation closed. Since M is algebraic over K, M = F . This completes the proof of part (2) of Theorem 1.1.
h denote the henselization of F (φ) [21] . We view F h and F (φ) h as valued subfields of the big algebraically closed valued field 
, the coefficients of f are also in κ((V )). By the existence assertion of Hensel's Lemma there exists a root e of f in κ ((V )) such that e = d. By the uniqueness assertion of Hensel's Lemma, e = d.
Replacing y by −y, we can assume y > 0. There exists an integer n ≥ 1 and
This completes the algebraic case. If φ ∈ F , then φ is algebraic over F so by Claim 1, φ ∈ κ ((V )). Suppose now that φ / ∈ F . To show φ ∈ κ ((V )) in this case, it suffices to show the following:
For, by Claim 2 and the definition of w, each term w δ x δ appearing in w is a term of some c ∈ F (φ) h which is algebraic over F so, by Claim 1, δ ∈ V and w δ ∈ κ . Thus w ∈ κ ((V )). If S has no largest element then φ = w ∈ κ ((V )). If S has a largest element γ then, by Claim 2, there exists c ∈ F (φ)
h , an immediate extension of F (φ), so the image of
in the residue field belongs to κ and has the form u =
where s is the coefficient of x γ in c and t is the coefficient of x nγ in b. Thus t ∈ κ and s ∈ κ (by Claim 1) so r ∈ κ . Thus φ = w + rx γ ∈ κ ((V )) is this case too. To prove Claim 2, fix γ ∈ S and
H is an algebraic extension of F h so is henselian. Let e and f denote the ramification index and residue degree of
generate the distinct cosets of the value group extension and 1 = y 1 , ..., y f ∈ H(d) of value zero such that the residues y 1 , ..., y f are a basis for the residue field extension. Thus ef is the degree of
The image of (φ − c) n /a in the residue field is q n /t. q and t belong to κ so q n /t is in κ so is algebraic over the residue field κ of F . Thus, by Hensel's Lemma applied to F (φ) h , we have an element b in the valuation ring of F (φ) h , algebraic over F and such that the image of b in the residue field is q n /t.
Since c ∈ H, this contradicts the definition of c.
Orderings on the polynomial ring
Let A be a commutative ring with 1. By an ordering on A we mean a subset P of A such that P + P ⊆ P , P P ⊆ P , P ∪ −P = A, and p := P ∩ −P (called the support of P ) is a prime ideal of A. Equivalently, an ordering on A is a pair (p, ≤) where p is a prime ideal of A and ≤ is an ordering on qf(A/p), the quotient field of the domain A/p [4] [5] [10] [15] .
Consider the set-up of Theorem 1.1. In the algebraic, immediate transcen-9 dental and residue transcendental cases, φ is an element of R((V )). In the value transcendental case, φ has the form φ = w + x γ where = ±1, γ / ∈ V belongs to some ordered group extension of V and w ∈ κ((V )) is obtained from an element of F by truncating the terms with value ≥ γ. Unfortunately, the value group V = V ⊕ Qγ is only determined up to isomorphism over V . If γ 1 / ∈ V is an element in some ordered group extension of V defining the same cut in V as the element γ, then γ → γ 1 defines an order isomorphism V ⊕ Qγ ∼ = V ⊕ Qγ 1 over V [23] . Thus, if we use this other group as the value group, then the power series we obtain changes from φ = w + x γ to φ 1 = w + x γ 1 . This is not very satisfactory. To get a canonical power series φ associated to each value transcendental ordering, we need a canonical way of choosing the elements γ we use to fill the various cuts in V .
For (I, ≤) a totally ordered set, let H = H(I) denote the Hahn group of rank I. By definition, H is the ordered Abelian group consisting of all functions α : I → R having well-ordered support with pointwise addition, ordered lexicographically. Denote by v s : H → I ∪ {∞} the natural set valuation, i.e., v s (0) = ∞ and, for α ∈ H, α = 0, v s (α) is the least i such that α(i) = 0 [6] .
Let I denote the set of all cuts of I. The set I = I · ∪ I has a natural ordering so we can form the Hahn group H = H(I ). The natural embedding I → I is order preserving and induces an ordered group embedding H → H preserving the set valuation v s . Here we are mainly interested in the case where I is finite. Note: if |I| = n then |I| = n + 1 so |I | = 2n + 1. Thus, if we iterate the process, starting with I = ∅, we obtain a sequence of Hahn groups
We can identify H i with the product of 2 i − 1 copies of (R, +, ≤), ordered lexicographically. If we do this, the embedding
Proof. The definition of γ is analogous to the definition of φ given in Section 1.
There is a unique element δ in
for some α 1 ∈ S 1 and some α 2 ∈ S 2 and, if j is the largest element of T , then α 1 (j) ≤ δ(j) ≤ α 2 (j) for all α 1 ∈ S 1 and all α 2 ∈ S 2 satisfying v s (α 1 − α 2 ) = j. Note: if T = ∅, i.e., if one of S 1 , S 2 is empty, then δ = 0. If there does not exist an element α ∈ V such that
we take γ = δ. If such an element α ∈ V exists, then either all such α belong to S 1 or all such α belong to S 2 . In this case, we take γ = δ ± χ {n} , with the '+' sign if all these α belong to S 1 , and the '−' sign if they all belong to S 2 , where 
These are defined recursively. Suppose that (φ 1 , ..., φ j ) has been defined, 0 ≤ j < , F j ⊆ κ j ((V j )) and F j is truncation closed in κ j ((V j )), where F j = κ(φ 1 , ..., φ j ), V j ⊆ H j denotes the value group of F j and κ j denotes the residue field of F j . Then φ j+1 is any element of the set ∪
• S 2 consists of all φ ∈ κ j ((V j )) such that φ is not element of F j but every proper truncation of φ is an element of F j .
• S 3 consists of all elements φ = w ± x γ , γ the distinguished element of H j+1 corresponding to some cut in V j (see Lemma 3.1), w an element of F j having no terms of value ≥ γ.
• S 4 consists of all elements φ = w + rx γ , γ ∈ V j , r ∈ R\κ j , w an element of F j having no terms of value ≥ γ. 11
In this way, (φ 1 , ..., φ j+1 ) is defined. Note: By Theorem 2.4 and parts (2) and (3) of Theorem 1.1, φ j+1 ∈ κ j+1 ((V j+1 )) and F j+1 is truncation closed in κ j+1 ((V j+1 )). Proof. -tuples (φ 1 , ..., φ ) where all of the φ i are transcendental.
(3) The value group V is generated by the union of the supports of the φ i , i = 1, ..., . κ is the smallest field containing κ and the coefficients of the φ i and closed under taking n-th roots of positive elements, n ≥ 1. (φ 1 , . .., φ ) where each φ i is a suitable truncation of φ i , i = 1, ..., , but it is difficult to describe explicitly the distinguished -tuples corresponding to these specializations.
Example. Orderings on κ[Y ].
Here, H 0 = {0}, H 1 = R. In the algebraic case, φ = a, a ∈ κ. The immediate transcendental case does not occur. In the value transcendental case, either φ = ±x −1 (w = 0, γ = −1) or φ = a ± x, a ∈ κ (w = a, γ = 1). In the residue transcendental case, φ = a, a ∈ R\κ (w = 0, γ = 0, r = a).
Real places on
Define a 2-character of V to be a group homomorphism σ :
Remark. Every 2-character on V factors through the group
. Consequently, the number of 2-characters of V is equal to the order of the group V /2V . Let A be a commutative ring with 1. A real place on A is defined to be a pair (p, λ) where p is a prime ideal of A and λ : qf(A/p) → R ∪ {∞} is a place. 
.., φ jσ ). Let V j (resp., κ j ) denote the value group (resp., residue field) of F j . The automorphism f → f σ is valuation preserving and maps F j onto F jσ so V j (resp., κ j ) is the value group (resp., residue field) of F jσ . There are four cases.
is not algebraic over F jσ , but any proper truncation of φ (j+1)σ is algebraic over F jσ . (3) φ j+1 = w ± x γ , w algebraic over F j with no terms of value ≥ γ, and γ is the distinguished element in H j+1 corresponding to some cut in V j . Then φ (j+1)σ = w σ ± σ(γ)x γ , w σ is algebraic over F jσ with no terms of value ≥ γ, and γ is the distinguished element in H j+1 corresponding to some cut in V j . (4) φ j+1 = w + rx γ , w algebraic over F j having no terms of value ≥ γ, γ ∈ V j , r ∈ R\κ j . Then φ (j+1)σ = w σ + rσ(γ)x γ , w σ is algebraic over 
where the isomorphism is the κ-isomorphism induced by Y i → φ i , i = 1, ..., and μ is the canonical place on R((V )). Since μ(f σ ) = μ(f ) for any f ∈ R((V )), this is the same as the place associated to (φ 1σ , ..., φ σ ). V is generated by the elements γ such that x γ appears in some φ i so, if σ, τ are distinct 2-characters of V then φ jσ = φ jτ for some j so (φ 1σ , ..., φ σ ) = 14 
Since V 2 is divisible, the only 2-character of V 2 is the trivial one. 
Remark. The results in
Building extensions with prescribed value group.
We assume F = F (y), an ordered extension of F . We choose an embedding p : F → κ((V )) as in Corollary 1.2, and identify F with its image in κ((V )). Our next result seems to be well-known. In any case, parts (1), (2) and (3) are well-known.
Theorem. V and κ are restricted as follows: (1) Algebraic case: V /V is finite and κ is a finite extension of κ. (2) Value transcendental case: V = Zδ ⊕ W where Zδ is infinite cyclic, W ⊇ V , W/V is finite, κ is a finite extension of κ. (3) Residue transcendental case: V /V is finite, κ is a rational function field in one variable over a finite extension of κ. (4) Immediate transcendental case: V /V is countable torsion, κ((V )) F if V /V is finite, κ is an algebraic extension of κ.
Proof. (1), V /V is finite. By the Ruled Residue Theorem [17] , κ is a rational function field in one variable over a finite extension of κ.
(4) κ ⊆ κ so κ is algebraic over κ. For each γ ∈ V such that x γ appears in φ, there exists z ∈ F with v(φ − z) > γ. Thus if W γ = the group generated over V by the set of δ ∈ V such that δ ≤ γ and x δ appears in φ, then W γ /V is finite. This implies that V /V is the union of an increasing chain of finite groups, so is countable. If V /V is finite and
Theorem. Modulo the restrictions imposed by Theorem 5.1, the value group
V can be prescribed arbitrarily.
Proof. In cases (1) (2) (3) below, W denotes an ordered group extension of V with W/V finite (so W ⊆ V ).
( 
Use the primitive element theorem to pick q ∈ F so that F = F (q). By our construction, V = W .
(2) Value transcendental case. Suppose U = Zδ ⊕ W , an ordered Abelian extension of W with Zδ infinite cyclic. Pick q ∈ F so that the value group of F (q) is W (as in Case 1). By Theorem 1.1, the exponents γ such that x γ appears in q generate W over V . Since W/V is finite there is a element μ ∈ W such that the exponents γ such that x γ appears in q and γ ≤ μ generate W over V . Replacing δ by −δ if necessary, we can assume δ > 0. Replacing δ by δ + μ if necessary, we can assume δ > μ. Let φ = w + x δ where w is obtained from q by truncating the terms in x γ with γ > δ. Then F = F (φ) is value transcendental over F and, by Theorem 1.1 and Theorem 2.4, the value group of F is V = Zδ ⊕ W = U . (4) Immediate transcendental case. Suppose first that V ⊆ W ⊆ V and W/V isfinite. Pick q ∈ F so the value group of F (q) is W . Pick q ∈ κ((V ))\F (if such an element exists). Multiplying q by an element of F of sufficiently large value, we can assume the exponents γ such that x γ appears in q and γ < δ generate W over V , where δ = v(q ). Take S = the set of elements γ ∈ V such that there exists a ∈ F such that v(q + q − a) = γ and let φ be obtained from q + q by truncating the terms with value not in S. Then F = F (φ) is immediate transcendental, and clearly V = W by Theorem 1.1 and Theorem 2.4. Next suppose V ⊆ W ⊆ V and that W/V is countably infinite. Pick generators α 1 , α 2 , ... for W over V . We can assume each α i is positive. Let β 1 = α 1 , β 2 = α 1 + α 2 , ... Then β 1 < β 2 < ... and these elements generate W over V . Pick q i ∈ F so that the value group of F (q i ) is contained in W and v(q i ) = β i (using Case 1). Let p 1 = q 1 , i 1 = 1. Not all of the β i are in the value group of F (p 1 ). Let i 2 be the first i such that β i is not in the value group of F (p 1 ), and let p 2 = p 1 + q i 2 . Similarly, let i 3 be the first i such that β i is not in the value group of F (p 2 ) and let p 3 = p 2 + q i 3 , etc.. In this way we get a sequence of elements p 1 , p 2 , ... in F . Let S be the set of elements of V which are < β i k for some k (so the sequence β i 1 < β i 2 < ... is cofinal in S and S has no largest element). Also take φ to be the power series in κ((V )) such that φ has no term in x γ if γ / ∈ S, and such that
is immediate transcendental over F and V = W .
Remark.
It can be shown that also the residue field extension can be prescribed arbitrarily, subject to the restriction imposed by Theorem 5.1; cf. [12] .
Characterization of ℵ 0 -saturated real closed fields.
Let an ordinal α be given. Recall that a totally ordered set Δ is an η α -set, if given Δ 1 , Δ 2 subsets of Δ of cardinality < ℵ α and such that Δ 1 < Δ 2 then there exists δ ∈ Δ such that Δ 1 < δ < Δ 2 . For example Δ is a dense linear orderings without endpoints if and only if Δ is an η 0 -set. Also, since the theory of dense linear orderings without endpoints admits elimination of quantifiers [22] , it follows that a dense linear ordering without endpoints is ℵ α -saturated (as ordered set) if and only if it is an η α -set. In [1] , a beautiful valuation theoretic characterization of ordered Abelian groups and ordered fields which are η α -sets for a nonzero α is given. Divisible ordered Abelian groups (respectively real closed fields) are o-minimal [18] . Thus for ℵ α > ℵ 0 , they are ℵ α -saturated as ordered groups (respectively ordered fields) if and only if they are ℵ α -saturated as ordered sets, that is, if and only if they are η α -sets 17 [13] . Thus one obtains easily from Alling's characterization a characterization of the ℵ α -saturated divisible ordered Abelian groups and real closed fields, for uncountable ℵ α . This characterization however does not cover the case of the ℵ 0 -saturated models. In [13] We consider here the case of real closed fields. Below, let R denote a real closed field, v its natural valuation, G its value group and ρ its residue field. We prove the following Before proving the theorem let us note the following. Since R is real closed, G is divisible, and thus, by elimination of quantifiers [22] , is o-minimal as noted above. More precisely, a formula φ (x, g 1 , . .., g n ) in one free variable x and parameters g 1 , ..., g n ∈ G is equivalent to a finite union of intervals with endpoints in g 1 , . . . , g n ∪{−∞, +∞} (for A ⊂ G, A denotes the smallest divisible subgroup of G containing A). Thus if q is a complete 1-type over G with parameters in A ⊂ G, to realize q it is necessary and sufficient to realize the following set of formulas (determined by q):
Similarly, by elimination of quantifiers [22] , R is o-minimal. That is, a formula φ (x, a 1 , . . . , a n ) with parameters in A = {a 1 , . . . , a n } ⊂ R, is equivalent to a finite union of intervals with endpoints in Q(A)∪{−∞, +∞} (here Q(A) denotes the relative algebraic closure of Q(A) in R.) Thus if q is a complete 1-type over R with parameters in A ⊂ R, to realize q it is necessary and sufficient to realize 18 the set:
Now we prove the theorem. Suppose that 1), 2), 3) are satisfied, we show that R is ℵ α -saturated. By 2), we identify ρ with R.
Let A ⊂ R with card A < ℵ α and q a 1-type over R with parameters in A (w.l.o.g., assume that q is a complete type). We want to realize q in R. By the remark preceeding the proof, it is enough to realize in R the set
If q (x) contains an equality, the result is obvious. So suppose that we only have strict inequalities in q (x).
Set R = Q(A), B = {b ∈ R ; q b < x}, C = {c ∈ R ; q x < c}. Let R be an elementary extension of R in which q is realized; and x 0 ∈ R s.t. R |= q(x 0 ). Consider the following subset of v(R ):
There are three cases to consider.
Immediate transcendental case: Δ has no largest element. Thus,
Let {v(d λ − x 0 )} λ<μ be cofinal in Δ, then {d λ } λ<μ is a pseudo Cauchy sequence in R and trdeg (R |Q) < ℵ α . Let a ∈ R be a pseudo limit. We claim that a realizes q (x); indeed we have: 
and equality must hold since γ is the largest element. Thus,
This establishes our claim. Hence, 
hence (by compatibility of v with the order) 
(note that then for such b's and c's we will have also that Let x ∈ R s.t. x = r (x exists by condition 2) of the theorem). This completes the residue transcendental case, and the only if direction of the proof.
Now suppose that R is ℵ α -saturated. We show that 1), 2), 3) must hold. 1): Let q(x) be a type in the parameters {g α ; α ∈ λ} ⊂ G with λ < ℵ α (w.l.o.g. assume q is a complete type). Set H = {g α ; α ∈ λ} . It suffices to realize in G the set {g ≤ x ; g ∈ H , q(x) g ≤ x} ∪ {x ≤ g ; g ∈ H , q(x) x ≤ g} .
If the set contains an equality, the result is clear. So suppose that we only have strict inequalities.
For every α ∈ λ, fix a α ∈ R, a α > 0 s.t. v(a α ) = g α . If g ∈ H and g = q 1 g α 1 + . . . + q n g α n with q 1 , . . . , q n ∈ Q, then g = v(a 
Since R is a dense linear ordering without endpoints, q (x) is finitely realizable in R. Thus q (x) is a type in the parameters {a α ; α ∈ λ} with λ < ℵ α . Hence q (x) is realized in R, say by a. It is clear that v(a) realizes q(x).
2): By hypothesis, (R, +, 0, <) is ℵ 0 -saturated, so by Theorem 3.1, all archimedean components are isomorphic to R. In particular, ρ R.
3): Let (a ν ) ν<μ be a pseudo Cauchy sequence in a subfield R 0 of R s.t. trdeg (R 0 |Q) = λ < ℵ α . Let {b α ; α ∈ λ} be a transcendence basis of R 0 over Q. Then every element of R 0 is definable by a formula with parameters in {b α ; α ∈ λ}. Consider q 1 (x) = {n|x − a ν+1 | < |a ν − a ν+1 | ; ν < μ , n ∈ N} ; then q 1 (x) is a set of formulas in the parameters {b α ; α ∈ λ}. Moreover, q 1 (x) is finitely satisfied in R since (a ν ) ν<μ is pseudo Cauchy. Hence q 1 (x) is a type, and it is clear that a realization of q 1 (x) in R is a pseudo limit of the sequence. This completes the proof of the theorem.
Corollary. If R is a maximally valued real closed field, then R is not saturated.
Proof. Let card R = ℵ α , R saturated and maximally valued. Let G = v(R), then R R((G)). By the theorem, G is also ℵ α -saturated and thus contains a well ordered subset of cardinality ℵ α . It follows that card R((G)) ≥ 2 ℵ α > ℵ α , contradiction.
