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I. INTRODUCTION 
The alternative method for periodic solutions and more generally, for solutions 
satisfying linear endpoint conditions has been dealt with extensively [2, 4, 71. 
In this paper these ideas are extended to include solutions in the kernel 
of any bounded linear functional. It is shown that the basic Fredholm structure 
(and hence the projections) necessary for the alternative method survive this 
generalization. And two examples are given to illustrate the applicability of 
the theory. 
II. THE BASIC THEORY 
As a matter of notation, V([O, 11, Iw”) will re p resent the continuous vector- 
valued functions of [0, l] and %P([O, 11, UP) those which are continuously 
differentiable. The domain, range, and null-space of an operator M will be 
denoted B(M), W(M) and N(M), respectively. The transpose of a matrix 
or vector will bear a superscript T. 
Let A(t) be a continuous n x n matrix valued function of [0, l] and X(t) 
the principal matrix solution of the homogeneous system R = A(t)x. 
Suppose E V([O, 13, lFP) + [Wn is a bounded and linear map. Then P can 
be thought of as 71 continuous linear functionals and thus has the Riesz repre- 
sentation I’p, = $dq(t)q~(t), where 7(t) is a matrix each of whose entries 
is of bounded variation. 
We consider, first, the following two problems 
f = lqt)x, 
rx = 0, (1) 
2 = A(+ + Yqt>, 
rx = 0, (2) 
where IJ G V([O, I], tlP) is given. 
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It is natural to define 
L: =9(L) = W([O, 11, Rfl) n N(T) + V([O, 11, Rn) 
by Lp = q? - A(.)~JJ. For then QJ is a solution of (1) if and only if v EN(L) 
and I/ E 22(L) if and only if solutions of (2) exist. Thus solving problems (1) 
and (2) is equivalent to characterizing these two spaces and we begin with M(L). 
Refining D = $ dv(t) X(t), we see that v E N(L) if and only if p)(t) = X(t) ps 
for some q+ satisfying 0 = & = Dv, . Thus, 
LEMMA 1. N(L) = (X(t) y0 1 p,, E M(D)}. 
Let (bi}& be a basis for N(D). Then from Lemma 1 we see that {X(t) b,}y==, 
is a basis for A’“(L). Hence if we define the ?t x p matrix @p(l) = (X(t) b, ... 
X(t) b,) we have 
COROLLARY 1. v E M(L) if and only if p(t) = @(t)c fog some c E W. 
Characterization of the range ofL is slightly more involved. Using the variation 
of constants formula, one sees that $ E 9?(L) if and only if there is a v,, E [w” 
such that (ji &(t) X(t)) 9s = -si do X(t) si X-l(s) #(s) ds or equivalently 
-si dT(t) X(t) s: X-l(s) +4(s) ds E W(D). And since 92(D) J- .N(D’) we have 
# E B(L) if and only if -ar st dT(t) X(t) j: X-l(s) #(s) ds = 0 for all a E N(DT). 
To simplify this characterization we consider the following problem: 
dyT(t) = -yT( 7’) A(t) dt + UT dv(t), 
yT(O) = 0 = yT(l), 
(3) 
where y is of bounded variation and a is an arbitrary Rn vector. 
Problem (3) is the adjoint to Problem (2) in parametric form [4, 51. We 
see that w satisfies dwT(t) = -wr(t) A(T) dt + 2d~(t) if and only if 
d(w=(t) X(t)) = uT dq(t) X(t). H ence w is a solution of (3) if and only if wr(t) = 
ur ji dT(s) X(s) X-l(t) for some a E M(DT). Moreover 
THEOREM 1 (Fredholm’s Alternative). 4 E B(L) if and only if $ w=(t) 4(t) dt = 0 
for all solutions, w, of (3). 
Proof. 16 EC%(L) ‘f d 1 an only if -ur $ dT(t) X(t) si X-l(s) Q!J(S) ds = 0 for all 
a E M(DT) if and only if -St d(wT(t) X(t)) li X-l(s) $(s) ds = 0 for all w, solu- 
tions of (3). And -St d(w(t) X(t)) si X-l(s) #(s) ds = si wT(t) zj(t) dt by integra- 
tion by parts. 
We turn now to finding a basis for the solutions of (3). To this end we define 
N = {a E R” 1 a= s; dr](s) X(s) = 0 f or almost all t E [0, l]}. Clearly N is a 
linear subspace of KY. 
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Let {ai}tl be a basis for N(U) n N and {uJ~=~ an extension of this to a 
basis for N(W). Defining w,‘(t) = uiT $, dq(s) X(s) X-r(t) we have the fol- 
lowing lemma whose proof is straightforward. 
LEMMA 2. {~~(t)}&+~ is a basis for the solutions of (3) in the following sense: 
(a) Given w, a solution of (3), there are constants c~+~ ,..., C~ such that 
w(t) = CFzlc+, ciwi(t) almost everywhere and 
(b) Ct 2 k+l ciw,(t) = 0 almost everywhere implies ci = 0 for k + 1 < 
i <p. 
COROLLARY 2. DeJine the (p - k) x n matrix 
w:+1(t> 
Y(t) = ; 
i i 
. 
%lT,T(t) 
Then # E B(L) if and only if si Y(t) #(t) dt = 0. 
Since the dimension of M(L) and the codimension of W(L) are finite, N(L) 
and g(L) admit projections P and (I - &) respectively. Further L is closed 
and hence has a bounded right inverse, K [ll]. 
Indeed projections have been constructed [7, 91 which can be applied to 
this present setting. One may show directly that P: %?([O, 11, Iw”) -+ N(L) 
and (I - Q): %([O, 11, R,) -+ B(L) defined by 
and 
Pp, = @(.) (s’ QT(t) Q(t) dt)’ j-’ D’(t) V(t) dt 
0 0 
Q# = y”(e) (s,’ Y(t) YT(t) dt)-’ Jo1 ‘f’(t) #(t) dt 
are projections. Further K: 9(L) + 9(L) defined by K+ = (I - P)(X(.)(v, + 
So X-W W d 1) s w h ere v. is chosen so that BAJA = -j: dT(t) X(t) $X-l(s) 4(s) ds 
(see proof of Theorem 1) is a bounded right inverse for L and PK = 0. 
Let us now summarize the result obtained for our original two problems. 
v is a solution of (1) if and only if v = @(.)c for some c E W solutions of (2) 
exist if and only if si Y(t) #(t) dt = 0. Suppose (CI E W(L); then if CJJ is a solution 
of (2) we have L(Kgl - 9’) = 0 so that Kz,!J - 9) is in N(L). Thus q~ is a solution 
of (2) if and only if v = @(*)c + K# for some c E W and PHI = @(.)c. 
At this point sufficient machinery has been developed to apply the alternative 
method to a wide variety of problems. It may be used to find solutions linearly 
constrained at a number of points (e.g., periodic solutions [7], solutions subject 
to linear end point conditions [4]); solutions perpendicular to a given function 
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(e.g., solutions of zero mean); or more importantly to find solutions satisfying 
any combination of these discrete and continuous constraints. 
A few examples are given below to illustrate how the theory may be applied. 
II. EXAMPLES 
EXAMPLE I. Consider the problem 
R + x = h(t), 
x(O) = 4 p), 
s 
oz’f(t) x(t) dt = 0, 
(4) 
where f is a given continuous function. Written in vector form this becomes 
where 
We see that 
8(t) = 1 t=o 
= 0 O<t<2?7 
= 1 t = 27r. 
D= 
2n f(t) dt 
I ( 
0 cos t sin t 
0 I da(t) 0 I( -sin t cos t 1 
i I 
2”f(t) cos t dt 
= 0 
12n f (t) sin t dt . 
0 0 
Case 1. g-f(t) cos t dt = fr f (t) sin t dt = 0. 
In this case M(DT) = R2 and so 
[f(s) sin(s - t) ds 
sin t 
THE KERNEL OF A BOUNDED LINEAR FUNCTIONAL 301 
Hence our original problem has solutions if and only if h satisfies 
s 
277 
sin th(t) dt = 0 
0 
and 
s f 
02T df(s) h(t) sin(s - t) ds dt = 0. 
Case 2. Either Jrf(t) cos t dt # 0 or jrf(t) sin t dt # 0. In either case 
A’(P) = span{(y)} and so 
Y(t) = (0 1) 
( 
(f(s) cos(t - s) ds 6f(s) sin(s - t) ds 
-cos t sin t 1 
= (-cos t sin t). 
Hence our original problem has solutions if and only if h satisfies 
I 
2n 
sin t/z(t) dt = 0. 
0 
Writing f in its Fourier series, that is, f(t) = a,(f)/2 + CL, (a,(f) cos nx + 
b,(f) sin nx), we see that (1) h as solutions if and only if j: sin h(t) dt = 0 
independent of the choice off as long as a,(f) # 0 or b,(f) # 0. 
EXAMPLE II. Consider the problem 
s = Ax + 4(t), 
B,x(O) + B244) + %x(l) = 0, 
where A, B, , B, , B, are constant TZ x rr matrices and # E V([O, l]), UP). We 
see that 
?W = --B, t=O 
=o o<t<g 
= B2 Q,ct<l 
= B, + B, t = 1. 
Hence 
s t W) 
eAs ds = 0 t=O 
0 
= Bl O<t<* 
= B, + B2eA 2 +<t<1 
= B, + B,eA/2 + B,eA t = 1. 
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And so the solutions of (3) are of the form 
d-(t) = 0 t=O 
= aTBlewAt Ott<+ 
= aT(fjle-At + fj2e-A’t-‘l/2,,) +<t<1 
=o t = 1, 
where a E .M((B, + B2eA12 + B,eA)T). 
Hence 9 E W(L) if and only if 
lo”’ aTBle-+b(t) dt + G, uT(B,ecAt + B2e-A(t-(1/2))) #(t) dt = 0 
for all such a. 
When B, = 0 this coincides with [4]. And when B, = I = -B, , B, = 0 
we have the periodic case. That is, the solutions of (3) are equal (almost every- 
where) to the periodic solutions of jT = -yTA. 
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