In this paper, we establish the stochastic ordering of the Gini indexes for multivariate elliptical risks which generalized the corresponding results for multivariate normal risks. It is shown that several conditions on dispersion matrices and the components of dispersion matrices of multivariate normal risks for the monotonicity of the Gini index in the usual stochastic order proposed by Samanthi, Wei and Brazauskas (2016) and Kim and Kim (2019) also suitable for multivariate elliptical risks.
Introduction
Since Corrado Gini introduced an index to measure concentration or inequality of incomes (see Gini (1936) , for English translation of the original article), it has been studied extensively because of its importance in many fields such as economics, actuarial science, finance, operations research, queuing theory and statistics. the references therein for a detailed exposition of the line. Let X = (X 1 , ..., X n ) be n portfolios of risks or random variables, these portfolios can be independent or dependent. To check whether or not the n risk measures X i 's are all equal. Brazauskas et al. (2007) and Samanthi et al. (2017) proposed a nonparametric test statistic based on the following Gini index:
The comparison of Gini indexes of multivariate elliptical risks also shows its own independent interest. For example, for the ordering of Gini indexes of multivariate normal risks, Samanthi et al. (2016) proposed the following conjecture.
Conjecture 1. Let random vector X = (X 1 , X 2 , · · · , X n ) ′ follow a multivariate normal distribution N n (0, Σ). Then its Gini index G n (X) decreases in the sense of usual stochastic order as the covariance matrix Σ increases componentwise with diagonal elements remaining unchanged. Samanthi et al. (2016) pointed out that proving Conjecture 1 is a challenging task. They partially completes this task and claim that generalizes the conclusion to elliptical distributions, yet still leaves some open problems. Recent paper of Kim and Kim (2019) shows that this conjecture is true when n = 2.
However, this conjecture is not true when n ≥ 3. By using the positive semidefinite ordering of covariance The rest of the paper is organized as follows. Section 2 introduces some basics about notation, stochastic orders and elliptical distributions. Section 3 establishes the usual stochastic orders between Gini indexes for multivariate elliptical risks. Section 4 provides concluding remarks of the paper.
Preliminaries
In this section we fix the notation that will be used in the sequel and we recall some well known results about stochastic orders of random vectors and elliptical distributions. Throughout the paper, we use bold letters to denote vectors or matrices. For example, X ′ = (X 1 , · · · , X n ) is a row vector and Σ = (σ ij ) n×n is an n × n matrix. In particular, the symbol 0 n denotes the n-dimensional column vector with all entries equal to 0, 1 n denotes the n-dimensional column vector with all components equal to 1, and 1 n×n denotes the n × n matrix with all entries equal to 1. Denote as O n×n the n × n matrix having all components equal to 0 and I n denotes the n × n identity matrix. For symmetric matrices A and B of the same size, the notion A B or B − A O means that B − A is positive semidefinite.
In order to compare Gini indexes, we recall definitions of some stochastic orders, see, Denuit et al.
(2005) and Shaked and Shanthikumar (2007) . Let X and Y be two random variables. X is said to be smaller than Y in usual stochastic order, denoted as X ≤ st Y , if P (X > t) ≤ P (Y > t) for all real numbers t.
A function f : R n → R is said to be supermodular if for any x, y ∈ R n it holds that
where the operators ∧ and ∨ denote coordinatewise minimum and maximum respectively. Random vector X is said to be smaller than random vector Y in the supermodular order, denoted as X ≤ sm Y,
for any supermodular function f such that the expectations exist.
We next state some basics about elliptical distributions. Elliptical distributions have been used in insurance and finance, see, for example, Owen and Rabinovitch (1983) , Landsman and Valdez (2003) , Hamada and Valdez (2008) and Landsman, Makov and Shushi (2018). We follow the notation of Cambanis, Huang and Simons (1981) and Fang, Kotz and Ng (1990) . Let Ψ n be a class of functions
Denote by Ψ ∞ the set of characteristic generators that generate an n-dimensional elliptical distribution
An n × 1 random vector X = (X 1 , X 2 , · · · , X n ) ′ is said to have an elliptically symmetric distribution if its characteristic function has the form
coincides with the location vector and the covariance matrix
It is well known that X admits the stochastic representation
where A is a square matrix such that A ′ A = Σ, U (n) is uniformly distributed on the unit sphere However, if density of X exists it must be of the form
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for some non-negative function g satisfying the condition
and a normalizing constant c n given by
The function g is called the density generator. One sometimes writes X ∼ ELL n (µ, Σ, g) for the ndimensional elliptical distributions generated from the function g. In this case R in (1.1) has the pdf given by Anderson (1955) . Let C denote the class of all convex, centrally symmetric (i.e., C = −C) subsets C of R n .
The following result generalized Proposition 2 in Kim and Kim (2019) in which they only considered a special class of multivariate elliptical risks with zero mean vector, i.e., scale mixture of multivariate normal risks with zero mean vector.
In particular, if µ = 0, or µ1 n , then
Yµ ∼ ELL n (0, Σ y , φ), and thus (3.1) follows from Lemma 3.1 by taking C t = {x ∈ R n : G n (X) ≤ t} for t > 0 as in Kim and Kim (2019) . It is easy to check that the Gini index G n (·) is invariant under drift µ1 n , i.e., G n (X + µ1 n ) = G n (X) for all n-dimensional random vector X. Therefore, (3.2) follows.
We will extend the result of Proposition 3.1 to the scale mixture of multivariate elliptical risks.
Definition 2.1 A n-dimensional random variable X is said to have a scale mixture of elliptical distributions with the parameters µ and Σ, if
where Z ∼ ELL n (0, I n , φ), V is a nonnegative, scalar-valued random variable with the distribution F , Z and V are independent, µ ∈ R n , Σ ∈ R n×n with Σ O, and Σ 1 2 is the square root of Σ. Here 0 is an n×1 vector of zeros, and I n is an n × n identity matrix. We will use the notation Y ∼ SM ELL n (µ, Σ, φ; F ).
Note that when Z ∼ N n (0, I n ) we get the multivariate normal variance mixture distribution (see, e.g., McNeil et al., 2005) ; When Z ∼ KT D n (0, I n , N, 1 2 , β) we have the variance mixture of the Kotz-type distribution introduced by Arslan (2009). Proposition 3.1 can be generalized to scale mixture of multivariate elliptical risks.
Proof. It can be easily seen that for any v > 0, X|V = v ∼ ELL n (µ, vΣ x , φ) and Y|V = v ∼ ELL n (µ, vΣ y , φ). Since Σ x Σ y , one has vΣ x vΣ y . By Proposition 3.1, given V = v, we get
Or, equivalently,
Therefore, for all t ∈ R,
which is (3.4) . In particular, if µ = 0, or µ1 n , then G n (X − µ) = G n (X) and G n (Y − µ) = G n (Y), and We will give a weaker sufficient condition for stochastic ordering of Gini indexes for multivariate elliptical risks.
Proof. If X ∼ ELL n (µ, Σ x , φ) and Y ∼ ELL n (µ, Σ y , φ), by Lemma 3.2 we get
and AY ∼ ELL n (Aµ, AΣ y A ′ , φ).
In particular, if µ = 0, or µ1 n , then Aµ = 0. Thus G n (AX) ≤ st G n (AY), and (3.7) follows since G n (AX) = G n (X) and G n (AY) = G n (Y).
The following proposition generalized the result of Proposition 4.4 in Samanthi et al. (2016) in which only the multivariate normal risks with zero mean vectors were considered. Moreover, we provide a short proof.
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where A is defined in Proposition 3.3. In particular, if µ = 0, or µ1 n , then
Proof. By Proposition 3.3, it suffices to show that AΣ x A ′ AΣ y A ′ . In fact,
Remark 3.1. If Σ x Σ y , then for any ε ≥ 0, then Σ y − Σ x + ε1 n×n O n×n . But conversely is not true in general.
Proposition 3.5 can be generalized to scale mixture of multivariate elliptical risks. The proof is very similar to that used in extending Propositions 3.1 to 3.2 and hence is omitted.
where A is defined in Proposition 3.3.
Proof. It is an immediate consequence of Proposition 3.5 since the condition Σ y − Σ x + ε1 n×n O n×n implies AΣ x A ′ AΣ y A ′ as shown in the proof of Proposition 3.4.
The condition on the components of dispersion matrix of multivariate normal risk or scale mixture of multivariate normal risk X for the monotonicity of the Gini index G n (X) in the usual stochastic order proposed by Kim and Kim (2019) also suitable for general multivariate elliptical risk or scale mixture of multivariate elliptical risk, as shown below.
The following result generalized Propositions 3 and 4 in Kim and Kim (2019) in which they only considered a special class of multivariate elliptical risks with zero mean vector, i.e., the multivariate normal risks and scale mixture of multivariate normal risks with zero mean vector.
Let ε > 0, if σ y ij = σ x 1j + ε, j = 2, · · · , n, σ y i1 = σ x i1 + ε, i = 2, · · · , n and for other
Proof. According to Kim and Kim (2019) , under the assumed condition, we know that,
from which we get
We conclude that the latter matrix is positive semidefinite. In fact, for any x = (x 1 , · · · , x n ) ′ ∈ R n ,
Therefore, Σ x − Σ y + ε1 n×n O n×n . Then Proposition 3.6 implies the desired results.
The following result generalized Propositions 5 and 6 in Kim and Kim (2019) in which they only considered the multivariate normal risks and scale mixture of multivariate normal risks with zero mean vector.
In particular, if µ = 0, or µ1 n , then G n (X) ≥ st G n (Y). (3.17) Proof. Under the assumed condition, Kim and Kim (2019) found that, Σ x − Σ y = ε(I n×n − 1 n 1 ′ n ), from which we get
where A is defined in Proposition 3.3. We find that AΣ x A ′ AΣ y A ′ . Therefore, Proposition 3.5
provides the desired result.
Concluding remarks
In this paper, we have considered usual stochastic order problem about the Gini indexes for multi- 
