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Abstract
Multiple Sclerosis is a degenerative condition of the central nervous system that affects
nearly 2.5 million of individuals in terms of their physical, cognitive, psychological and
social capabilities. Despite the high variability of its clinical presentation, relapsing and
progressive multiple sclerosis are considered the two main disease types, with the former
possibly evolving into the latter. Recently, the attention of the medical community toward
the use of patient-centered outcomes in multiple sclerosis has significantly increased. Such
patient-friendly measures are devoted to the assessment of the impact of the disease on
several domains of the patient life. In this work, we investigate on use of patient-centered
outcomes to predict the evolution of the disease and to assess its impact on patients’ lives.
To this aim, we build a novel temporal model based on gradient boosting classification and
multiple-output elastic-net regression. The model provides clinically interpretable results
along with accurate predictions of the disease course evolution.
1. Introduction
Multiple Sclerosis (MS) is a neurodegenerative and chronic disease of the central nervous
system characterized by damages to the myelin sheaths, resulting in a wide range of symp-
toms, such as fatigue, numbness, visual disturbances, bladder problems, mobility issues and
cognitive deficits.
People with MS (PwMS) are mainly classified according to their disease course: relapsing-
remitting (RR), secondary-progressive (SP), primary-progressive (PP) and progressive-
relapsing (PR) (Giovannoni et al., 2016). Neurological disability in RR patients is mainly
due to the development of multifocal inflammatory lesions and it results in relapses, that
are attacks of neurological worsening, followed by partial or complete recovery. Disabil-
ity accrues predominantly in progressive courses (SP, PP, PR) that are more characterized
from diffuse immune mechanisms and neurodegeneration. An estimated 15% of PwMS have
a PP or PR course at the onset, the remaining 85% is diagnosed with a RR course. About
c©2017.
80% of RR patients develop SP course within 15–20 years if untreated, or if the adopted
pharmacological and rehabilitative protocols are not continuously adjusted according to the
evolution of the disease (Scalfari et al., 2014).
For this reason, the prediction of the transition from RR to SP is one of the most im-
portant methodological gaps that MS researchers are currently addressing. The availability
of a statistical model able to predict disease worsening is one of the major unmet needs
that could significantly improve timeliness, personalization and, consequently, the efficacy
of the treatments. Nowadays, there are no clear clinical, imaging, immunologic or patho-
logic criteria to foresee the transition from RR to SP (Lublin et al., 2014). Several clinical
factors relating to possible SP course predictors have been identified (Bergamaschi et al.,
2015; Dickens et al., 2014). However, as showed by Vukusic and Confavreux (2003), stud-
ies investigating on prognostic factors for MS course evolution generally suffer from two
shortcomings: they report a high proportion of RR patients not monitored enough to reach
progressive course and they lead, to some extent, to contradictory results. Currently, MS
research mainly focuses on developing and assessing drugs and rehabilitative protocols for
RR patients disregarding progressive courses.
In the recent past, researchers explored the potential role of Patient-Centered Outcomes
(PCOs) to follow the progression of neurodegenerative diseases and to take timely health-
care decisions (Black, 2013). PCOs comprise self- and physician-administered tests, ques-
tionnaires and clinical scales consisting of either ordinal or categorical scaled answers. As
opposed to stressful, not frequently repeatable and expensive clinical exams, like magnetic
resonance imaging or blood tests, PCOs are patient-friendly and low-cost measures that
could allow to investigate the individual changes and disease impact on several aspects such
as physical, cognitive, psychological, social and well-being domains (Fiorini et al., 2015).
To date, PCOs are extensively used to assess general health status, to support diagnosis
and monitor progress of disease and to quantify the patients’ perception of the effectiveness
of a given therapy or procedure (Nelson et al., 2015). Nevertheless, it is still unclear which
are the most informative PCOs and, contextually, whether they can be used as predictors
for disease evolution.
In our study, we propose a machine learning approach that, leveraging on PCO data,
aims at predicting the temporal evolution of MS disease course providing insights on the
most appropriate use of PCOs. We resort to a vast category of predictive models, ranging
from sparse regularization to ensemble and deep learning methods. These models are widely
adopted in the biomedical context as they benefit from good generalization properties as well
as they allow to address regression and classification problems within the same statistical
and computational framework (LeCun et al., 2015; Qi, 2012; Nowak et al., 2011; Teramoto
et al., 2009; Zou and Hastie, 2005).
The remainder of the paper is organized as follows: in Section 2 we present an overview
of the different machine learning methods explored; in Section 3 we describe the collected
PCO data set; in Section 4 we present a thorough description of the adopted experimental
design and we describe the proposed predictive model for the evolution of the disease;
the obtained results are presented in Section 5 and, finally, our conclusions are drawn in
Section 6.
2. Machine learning background
We consider a data set composed of T collections of nt input-output pairs {xti, yti}
nt
i=1 for
t = 1, . . . , T , where xti ∈ Rd and yti ∈ {±1} are a d-dimensional representation and a binary
label corresponding to the MS disease course diagnosed for the i-th patient at time point
t, respectively. For convenience, we identify SP as the positive class. The representation of
each patient at a fixed time point consists of a d-dimensional vector carrying the answers to
the set of PCOs described in Section 3. For binary classification problems, the data set is
organized in a data matrix X ∈ RN×d, where N =
∑T
t=1 nt, and a label vector y ∈ {±1}N .
Conversely, in multiple-output regression problems we refer to an input matrix X ∈ RN×d
and an output matrix Y ∈ RN×k for k tasks, with 1 < k ≤ d in our case.
2.1 Regularization methods for binary classification
Regularization methods formulate the learning task as the minimization problem of Equa-
tion (1), where the loss function V (yi, f(xi)) is a data fidelity term, the regularization
penalty R(f) introduces additional information used to solve the problem and the parame-







V (yi, f(xi)) + λR(f) (1)
Different choices for V (yi, f(xi)) and R(f) lead to different learning machines. In linear
models f(xi) = x
T
i w, a weight vector w ∈ Rd is learned from the training data. In
particular, linear models are said to be sparse when they have only a limited number of
nonzero weights wi for i = 1, . . . , d.
In this work, we take advantage of: Sparse Logistic Regression (SLR) (Hastie et al.,
2009), Elastic-Net (EN) (De Mol et al., 2009; Zou and Hastie, 2005) and Support Vector
Machine (SVM) (Evgeniou et al., 2000). In Table 1 we illustrate the differences among
the three methods in terms of loss function and regularization penalty. The sparsity en-
forcing penalties of SLR and EN allow to use such models as embedded variable selection
methods (Guyon and Elisseeff, 2003). Conversely, to achieve a sparse model with SVM a
Recursive Feature Elimination (RFE) wrapper scheme (Guyon et al., 2002) can be used.
Table 1: Overview of the adopted classification loss functions and regularization penalties.
V (yi, f(xi)) R(f)
EN (1− yixTi w)2 12(1− α) ‖w‖
2
2 + α ‖w‖1
SLR log(1 + e−yix
T
i w) ‖w‖1
SVM |1− yixTi w|+ ‖w‖
2
2
2.2 Ensemble methods for binary classification
The key idea behind ensemble methods is to build a prediction model by aggregating a
collection of multiple base learners that are trained to solve the same problem (Zhou, 2012).
Random Forests (RF) is a popular ensemble method that achieves robust predictions by
aggregating the estimates of a potentially large number of decision trees constructed from
bootstrap samples (Breiman, 2001). Each base learner of a RF is de-correlated from the
others as it is built considering only a randomly sampled number of variables db < d. RF
models can be used to perform variable ranking as they embed a measure of relative variable
importance (Hastie et al., 2009). In this work, variable selection with RF is achieved by
using a RFE schema, as in (Granitto et al., 2006).
Gradient boosting (GB) is a different ensemble learning method based on decision
trees (Friedman, 2001). The key idea behind GB is that, under some general hypothe-
sis on the cost function, boosting can be seen as an iterative gradient method for numerical
optimization (Hastie et al., 2009). In GB a measure of variable importance can be estimated
as in RF. In this work variable selection with GB is achieved by using a RFE schema.
2.3 Regularization methods for multiple-output regression
Regularization methods can also be used to simultaneously learn multiple (k) tasks. Focus-
ing on linear models f(xi) = x
T
i W the learned weights are W ∈ Rd×k.
In this study, linear multiple-output regression is achieved by penalizing the loss func-
tion V (Y, f(X)) = ‖XW − Y ‖2F with two different regularization penalties: the nuclear
norm ‖W‖∗ and a combination of the the Frobenius norm and the mixed L2,1-norm
1
2(1−
α) ‖W‖2F+α ‖W‖2,1. The learning problem with the first choice forR(f) is known as Nuclear
Norm Minimization (NNM) and the second is known as multi-task Elastic-Net (MTEN).
The definition of the matrix norms above is presented in Table 2, we refer to (Mishra et al.,
2013; Swirszcz and Lozano, 2012; Evgeniou and Pontil, 2007) for a thorough description of
multiple-output learning methods.
Table 2: Overview of the matrix norms used for multiple-output regression.










2.4 Multi-layer perceptron for multiple-output regression
Deep learning methods are a broad class of machine learning techniques that, starting from
raw data, aim at learning a suitable feature representation and a prediction function, at the
same time (LeCun et al., 2015).
In this study, non-linear multi-output regression is achieved by fully connected Multi-
Layer Perceptron (MLP) architectures which is a popular deep learning method that, com-
posing several non-linear transformations, can simultaneously predict multiple tasks (Chen
et al., 2016). We trained MLP models for multiple-output regression optimizing the squared
loss and introducing regularization in the solution by weight decay (Min et al., 2016).
3. PCOs data set description
The predictive model presented in this work is based on a PCO data set acquired from a
cohort of PwMS progressively enrolled within an ongoing funded project. Ethical review
committee approval 023REG2014 was obtained for this work.
Each patient is evaluated every four months through the items of the PCOs reported
in Table 3 which cover physical, cognitive and psychosocial domains. PCO data are in-
trinsically noisy due to the subjectivity of self-reported measures provided by the patients
that can be influenced by personal feelings and opinions. In order to ameliorate this issue,
4 questionnaires out of 10 are administered by medical staff which is trained to keep a
homogeneous level of evaluation.
In our analysis we considered all the PCOs reported in Table 3 except EDSS. Such
scale is based on a neurological examination and, although usually adopted as an index
of the disability level, it focuses mainly on deambulation disability without taking into
account other aspects that could impact patient disability, such as upper limb or cognitive
functions (Meyer-Moock et al., 2014; Uitdehaag, 2014).
Acronym Full name Reference
MFIS Modified fatigue impact scale (Flachenecker et al., 2002)
HADS Hospital anxiety and depression scale (Honarmand and Feinstein, 2009)
LIFE Life satisfaction index (Franchignoni et al., 1999)
OAB Overactive bladder questionnaire (Cardozo et al., 2014)
EDINB Edinburgh handedness inventory (Oldfield, 1971)
ABILH Hand ability index (Arnould et al., 2012)
FIM Functional independence measure (Granger et al., 1990)
MOCA Montreal cognitive assessment (Dagenais et al., 2013)
PASAT Paced auditory serial addition task (Aupperle et al., 2002)
SDMT Symbol digit modality test (Parmenter et al., 2007)
EDSS Expanded disability status scale (Kurtzke, 1983)
Table 3: The set of available PCOs. The first 6 are self-reported, while the last 5 are ad-
ministered by trained medical staff. In our analysis all PCOs were used, with the exception
of EDSS.
The collected PCO data set comprises additional information such as: i) number of
relapses in the last four months (NR), ii) educational level expressed in terms of total years
of education (EDU), iii) height (H) and iv) weight (W). Each sample of the data set is
represented by a vector of d = 165 predictors. Moreover, a neurologist assigns to each
patient the corresponding disease course. The global distribution of MS types across time
points is depicted in Figure 1b.
In this work we focus on predicting MS course evolution of RR and SP patients, hence
the subjects with PR and PP forms will not be taken into account. We considered all the
patients with a minimum of 1 time point (the most recently enrolled) up to T = 8 time
points for a total of 2699 samples, of which 1220 RR and 1579 SP (see Figure 1a). As this
is an ongoing project, the number of PwMS decreases with time. We expect to fill the gap
of samples between Exam 1 and Exam 8 by the end of the funded study.
(a) (b)
Figure 1: An overview of the PCO data set used in this study. The left panel (a) shows
a bar chart of the number of MS patients in each disease form at different examinations.
The right panel (b) presents a representation of the distribution of the total amount of
acquisitions (3137), divided according to the disease form.
4. Problem description
Predicting the MS course evolution can be split in three different related tasks: Current
Course Assignment (CCA), PCOs Evolution Prediction (PEP) and Future Course Assign-
ment (FCA). In particular, given the 165-dimensional representation of a patient at a fixed
time point xti, CCA consists in assigning the corresponding disease course y
t
i . Given the
historical representation of a patient xti for t = 1, . . . , τ , PEP consists in predicting the
patient representation xτ+1i . Finally, FCA consists in foreseeing the MS disease course y
τ+1
i
from xti for t = 1, . . . , τ .
Here, we developed a predictive model that solves these tasks assuming the temporal
structure outlined in Figure 2. The CCA problem is translated into a binary classification
task and we address it by learning a discriminative function f(xti) = y
t
i . The PEP problem
is modeled as g(xti) = x
t+1
i , where g(x) is a multiple-output regression function. Once
f̂(x) and ĝ(x) are learned by training on historical PCO data, the FCA problem is finally
solved by the temporal model f̂ ◦ ĝ(xti) = y
t+1









Figure 2: A visual representation of the temporal structure assumed in the collected data.
When the two functions f (CCA) and g (PEP) are learned, the FCA model f ◦ g is able to
predict the evolution of the disease course for future time points yt+1i .
as one-step-ahead forecast. Notably, the FCA model allows to foresee if the patient at the
next time point is going to experience a transition from RR to SP, or not.
4.1 Data preprocessing
Analyzing PCO data is challenging from several respects. First, items belonging to different
questionnaires are encoded with numerical values in different ranges. To tackle this issue,
we opted for a [0 − 1] scaling of the ordinal answers and a binary one-hot-encoding of the
categorical ones. Secondly, as the missing data amount to 1.52% of the entire data set, we
resort to the K-nearest neighbor data imputing strategy proposed in (Troyanskaya et al.,
2001). To ensure unbiasedness of the results, this preprocessing phase is not performed on
the entire data collection, but it is separately evaluated prior to each model fitting process
on its cross-validation portion of the training set, as described in the next section.
4.2 Experimental design
We shall discuss separately the experimental designs used to learn f(x) and g(x).
The CCA model f(x) solves a binary classification problem: to each input xti is asso-
ciated an output yti that encodes the corresponding MS disease course (RR or SP) with
a binary label. We split the data set in three temporal chunks, namely training, valida-
tion and test sets, consisting of all samples collected at time points t = 1, 2, 3, t = 4 and
t = 5, 6, 7, 8, respectively. Accordingly, we used 1853 samples for training f(x), 398 for val-
idation leaving the remaining 448 for test. Five candidate models for f(x) are fitted on 20
Monte Carlo (MC) random sampling of the training set each time keeping 14 of the samples
aside (Molinaro et al., 2005). For each MC sampling the fitting procedure is performed
on the remaining 34 of the samples and it includes an inner parameter optimization via
grid-search cross-validation (Hastie et al., 2009). In particular, we require the MS course
prediction to be based on a reduced number of variables (see Section 4.3), therefore we
enforce sparsity in each candidate model. Leveraging on the MC strategy, we rank the
variables according to their selection frequency (Barbieri et al., 2016; Meinshausen and
Bühlmann, 2010). Once a variable ranking is achieved for each candidate model, the list of
selected variables is identified by thresholding the corresponding ranking with the threshold
that maximizes the accuracy on the validation set. Finally, the last training step consists
in fitting each candidate model on the union of training and validation sets taking only
into account the corresponding reduced subset of selected variables. The final CCA model
f̂(x) is chosen as the one that performs better on the previously unseen test set in terms
of accuracy, precision, recall and F1 score.
On the other hand, learning the PEP model g(x) implies solving a multiple-output
regression problem and each input xti is associated with the output vector x
t+1
i . Therefore,
we can only consider samples at time point t with an available follow-up at the next time
point t+ 1, which reduces the overall number of available samples. The data set splitting is
consistent with the one followed for learning f(x), although there is no need for a separate
validation set, as learning g(x) does not require any variable selection process. We used
the samples collected at time points t = 1, 2, 3, 4 for training and those at t = 5, 6, 7, 8
for test, resulting in 1737 and 254 samples, respectively. The fitting procedure includes an
inner parameter optimization via grid-search cross-validation. Each candidate model is a
function g : R165 → Rk where k is the number of variables selected by the best CCA model.
The final PEP model ĝ(x) is chosen as the candidate model that performs better on the
previously unseen test set in terms of mean absolute error (MAE).
The predictive capability of the FCA model f̂ ◦ ĝ(x) is finally evaluated on the test set.
The CCA model f̂(xti) predicts the MS course ŷ
t
i from the PCO data vector x̂
t
i that, in
turn, is predicted by the PEP model ĝ(xt−1i ). We shall notice here that the predictions
f̂ ◦ ĝ(xti) = y
t+1
i for t = 8 are foreseeing possible RR to SP transitions that are beyond our
data observation, hence predictions at the last time point cannot be used to assess the FCA
model performance. Therefore, its performance is evaluated only on 220 test samples.
4.3 Learning f(x)
We imposed f(x) to be sparse. This requirement is helpful from two distinct respects: a) the
performance of the predictive model may increase thanks to a reduced effect the course of
dimensionality (Hastie et al., 2015) and b) the identification of a reduced subset of mean-
ingful PCOs provides interpretability of the results for the clinicians. In order to achieve
such sparse model, we take advantage of two main variable selection strategies: embedded
and wrapper methods (Guyon and Elisseeff, 2003). When using embedded methods, we
exploited the sparsity inducing penalties of EN to take into account possible correlation
between PCO variables and of SLR to benefit from the renowned classification capability of
the logistic loss function. We applied the RFE wrapper method to two tree-based learning
machines (RF and GB) that are capable of capturing nonlinear relationship between input
and output and are intrinsically well-suited to deal with categorical/ordinal variables. We
also explored the use of RFE with SVM, as in (Guyon et al., 2002).
4.4 Learning g(x)
As no prior information on the relationship between PCOs evaluated at different time points
was available, to learn g(x) we investigated on the use of both linear and nonlinear models.
Concerning the linear models, we explored two different solutions: NNM and MTEN.
The first imposes a low-rank prior on the result. The second is a natural multiple-output
extension of EN, hence it induces a row-structured sparsity pattern on the solution where
collinear variables are more likely to be included in the model together. For nonlinear
prediction, we resorted to the state-of-the-art MLP approach.
5. Results
We shall discuss separately the results achieved in terms of CCA, PEP and FCA models.
Regarding CCA, the GB method outperforms the other candidate models reaching accu-
racy 0.900, precision 0.936, recall 0.899 and F1 score 0.917, as shown in Figure 3a. Therefore
we chose it as CCA model f̂(x). Insights on the use of PCOs for MS assessment are pro-
vided by the sparsity of the CCA model induced by the RFE schema. The 31 selected
variables are reported in Table 4. Comparing the full list of PCO questionnaires of Table 3
with Table 4, we observe that each PCO used in this study is represented at least once,
except EDINB, and the most represented is FIM. We also see that, whenever possible, the
model tends to select aggregate scores (total and subtotal) rather that single items. This is
consistent with the clinical practice, where neurologists are more likely to assess patient’s
health status by using the aggregate scores, rather than the single questions. Quite surpris-
ingly, the recent number of relapses is the only additional information not selected by the
model. Finally, we note that all the domains that are known to be affected by the disease
are well covered: mobility (upper and lower limbs), cognition, emotional, fatigue, bladder
and psychosocial. The heatmap in Figure 3b shows the Hamming distance estimated across
the list of variables selected by the five CCA candidate models. Interestingly, tree-based
methods are more prone to select similar variables with respect to linear methods. As ex-
pected, the sparsity induced by the `1-norm of SLR allows the method to achieve a list
of variables similar to the one obtained by SVM-RFE, while the list obtained by ENET
includes collinear variables and it is significantly different from the others.
Regarding PEP, MTEN outperforms the other candidate models in terms of MAE (
MAEMTEN = 0.095, MAENNM = 0.102, MAEMLP = 0.105), hence we select it as our PEP
model ĝ(x).
(a) (b)
Figure 3: A visual representation of the results obtained from the CCA model. On the left
panel (a) we show the classification performance achieved on the test set by the candidate
models. Precision, recall and F1 score are estimated considering SP as the positive class.
As GB outperforms the other methods on each performance metric, it is chosen as CCA
model. On the right panel (b) a heatmap displays the distance between the lists of variables
selected by each model in terms of their hamming distance.
Finally, the FCA model f̂ ◦ ĝ(x), obtained by combining MTEN and GB achieves the
following performance scores on the 220 test samples: accuracy 0.841, precision 0.900, recall
0.824 and F1 score 0.860.
Selected item Description
ABILH (TOT) Sum of all the ABILH subscores
FIM (003) How much assistance is required for bathing
FIM (009) How much assistance is required for bed to chair transfer
FIM (010) How much assistance is required for toilet transfer
FIM (011) How much assistance is required for shower transfer
FIM (012) How much assistance is required for locomotion (ambulatory)
FIM (014) How much assistance is required for locomotion (wheelchair)
FIM (SUB3) FIM subtotal measuring global sphincter control
FIM (SUB4) FIM subtotal measuring global personal care
FIM (SUB5) FIM subtotal measuring global locomotion
FIM (SUB6) FIM subtotal measuring global mobility
FIM (TOT) FIM total score
HADS (SUB1) HADS subtotal measuring global level of anxiety
HADS (SUB2) HADS subtotal measuring global level of depression
HADS (TOT) HADS total score
H Height of the individual in cm
EDU Total years of formal education
LIFE (TOT) LIFE total score
MFIS (002) I have had difficulty paying attention for long periods of time
MFIS (SUB1) MFIS subtotal measuring global cognitive level
MFIS (SUB2) MFIS subtotal measuring global physical level
MFIS (SUB3) MFIS subtotal measuring global psychosocial level
MFIS (TOT) MFIS total score
MOCA (001) MOCA visuoconstructional skill test
MOCA (009) MOCA memory test
MOCA (SUB1) Sum of all the MOCA subscores
MOCA (TOT) MOCA score corrected for individuals with less than 12 years of formal education
OAB (TOT) OAB total score
PASAT PASAT score
SDMT SDMT score
W Weight of the individual in kg
Table 4: The list of PCOs items selected by GB with RFE.
6. Conclusion
In this work we proposed a novel temporal model based on patient-centered outcomes
and machine learning for disease form prediction in multiple sclerosis. In particular, we
address the tasks of current course assignment, PCOs evolution prediction and future course
assignment. The model is built on a collection of PCOs acquired on a cohort of individuals
enrolled in an ongoing funded study (DETECT-MS PRO). PCOs data are typically used
to corroborate evidence provided by quantitative exams, in our case the absence of clear
MS disease form predictors makes the information extracted from PCOs data the only
available resource. The proposed temporal model was able to correctly assign the current
MS form and to foresee future ones with accuracy of 90.0% and 84.1%, respectively. This
demonstrates that PCOs can effectively be used as MS disease course predictor. In the
next future, we plan to further investigate on the predictive capabilities of the proposed
model with longer temporal horizons and to compare it with different approaches, such as
probabilistic graphical models. Given the achieved promising results, the proposed model
is soon going to be validated in clinical practice, where it will assist the clinicians involved
in this study to foresee possible disease course transition and to take important decisions
concerning treatment and therapies that can substantially improve the quality of life of their
patients. In the era of precision medicine, the problem of predicting MS course evolution
still relies on stressful exams and clinical judgement. To the best of our knowledge, this
is the first attempt to solve this delicate task leveraging on patient-friendly measures and
machine learning.
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