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It is well known that due to the uncertainty principle the Planck constant sets a resolution bound-
ary in phase space, and the resulting trade-off in resolutions between incompatible measurements
has been thoroughly investigated. It is also known that in the classical regime sufficiently coarse
measurements of position and momentum can simultaneously be determined. However, when we in-
dependently vary the resolutions of incompatible measurements, the picture of how the uncertainty
principle transitions between the quantum and classical regimes is not so vivid. In the present
work we will clarify this picture by studying certain probabilities that quantify the effects of the
uncertainty principle. Since it is also expected that the uncertainty principle will be modified by the
existence of minimal length in space, we will conduct our investigation on a lattice. We will show
how these probabilities are modified by the lattice, and demonstrate the close relationship between
the uncertainty principle and minimal length from a finite-dimensional perspective.
I. INTRODUCTION
Heisenberg’s uncertainty principle is colloquially un-
derstood as the fact that arbitrarily precise values of po-
sition and momentum cannot simultaneously be deter-
mined (see [1, 2] for a review). A rigorous formulation of
the uncertainty principle is often conflated with the un-
certainty relations for states σxσp ≥ ~/2, where σx and
σp refer to the standard deviations of independently mea-
sured position and momentum of a particle in the same
state. This inequality rules out the possibility of quan-
tum states with arbitrarily sharp values of both position
and moment. It does not, however, rule out the pos-
sibility of measurements that simultaneously determine
both of these values with arbitrary precision. The essen-
tial effect behind the uncertainty principle that rules out
the latter possibility is the mutual disturbance between
measurements of incompatible observables.
According to the original formulation by Heisenberg
[3], due to the unavoidable disturbance by measurements,
it is not possible to localize a particle in a phase space cell
of the size of the Planck constant or smaller. However,
when phase space cells much coarser than the Planck con-
stant are considered, Heisenberg argued that the values
of both observables can be estimated at the expense of
lower resolution. The picture that emerges from Heisen-
berg’s original arguments is that the Planck constant sets
a resolution boundary in phase space (see Fig. 1 left)
that separates the quantum scale from the classical scale.
There is, of course, a continuum of scales, so it is natural
to ask for a characteristic function that outlines how the
uncertainty principle becomes inconsequential with the
decreasing resolution of measurements.
A rigorous formulation of the measurement uncertainty
principle has been extensively debated in recent years [4–
9], producing multiple perspectives on the fundamental
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Figure 1. (left) The continuous phase space where the cells
with the area 2pi~ represent the resolution boundary due to
the uncertainty principle. (right) The discretized phase space
of a lattice of integer length d where the cells with the area√
d×
√
d are derived from the fundamental unitless scale
√
d.
The Planck constant is recovered from
√
d by converting the
phase space area
√
d×
√
d to proper units.
limits of simultaneous measurability of incompatible ob-
servables. These formulations are similar to the uncer-
tainty relations for states as they capture the trade-off
between the resolution and disturbance of measurements
(which may also depend on the states). However, as res-
olutions decrease and disturbances become weaker, the
picture of how the uncertainty principle transitions to the
classical regime, where its effects are inconsequential, is
not as clear.
In the present work we will quantify the effects of the
uncertainty principle as a function of measurement res-
olution and outline the transition between the quantum
and classical regimes. This will be achieved by analyz-
ing a characteristic function that operationally quantifies
the mutual disturbance effects as the average probabil-
ity
〈
p
agree
〉
that an instantaneous succession of position-
momentum-position measurements will agree on both
outcomes of position. The analysis will be performed in
the canonical setting of finite-dimensional quantum me-
2chanics [10, 11], where the space is a discrete periodic
lattice of the integer length d, and the continuous space
is recovered by introducing the minimal length δx, and
taking the limits d→∞, δx→ 0.
The main motivation for performing these analysis on
a lattice is that it allows us to quantify the modifica-
tions to the uncertainty principle due to the existence
of minimal length in space. The existence of such min-
imal length is conjectured based on the various thought
experiments [12] that illustrate the fundamental impos-
sibility of probing the length scales close to the Planck
length δx ∼ 10−35m, due to the gravitational collapse of
such probes. The implications of minimal length are usu-
ally approached by modifying the canonical commutation
relations, which is known as the generalized uncertainty
principle [13]. Here we will not directly consider the mod-
ifications to the canonical commutation relations. How-
ever, we will show how the operationally defined measure
of the uncertainty principle
〈
p
agree
〉
is modified by the
existence of minimal length.
Furthermore, we will determine that
√
d is a funda-
mental unitless scale selected by the uncertainty prin-
ciple in the finite-dimensional setting (see Fig. 1 right).
This leads to the curious observation that the uncertainty
principle singles out the geometric mean
√
δxL of the
minimal length δx and the maximal length L as a special
resolution scale.
II. FROM QUANTUM TO CLASSICAL
REGIMES ON A LATTICE
Let us consider the simple, operationally meaningful
quantity p
agree
, which is the probability that an instan-
taneous succession of position-momentum-position mea-
surements will agree on both outcomes of position, re-
gardless of the outcomes. When all measurements have
arbitrarily fine resolution, the second measurement in
this succession prepares a sharp momentum state that
is nearly uniformly distributed in position space. Then,
the probability that the first and the last measurements
of position will agree is vanishingly small p
agree
≈ 0. As
we decrease the resolution of measurements, we expect
the probability p
agree
to grow from 0 to 1 because coarser
momentum measurement will cause less spread in the po-
sition space, and coarser position measurements will be
more likely to agree on the estimate of position.
Now, consider the average
〈
p
agree
〉
over all states. In
general, the average value
〈
p
agree
〉
does not inform us
about how strongly the measurements disturb each other
for any particular state ρ. However, when the average〈
p
agree
〉
is close to 0 or 1, the value of p
agree
(ρ) has to
converge to the average for almost all states ρ. That
is because p
agree
∈ [0, 1] so the variance has to vanish
as the average gets close to the edges. Therefore, the
values of
〈
p
agree
〉
indicates how close we are to the regime〈
p
agree
〉 ≈ 0 where the measurements strongly disturb
each other for almost all states, or the regime
〈
p
agree
〉 ≈
1 where the mutual disturbance is inconsequential for
almost all states. We can therefore utilize
〈
p
agree
〉
as a
characteristic function that quantifies the relevance of the
uncertainty principle and outlines the transition between
quantum and classical regimes.
In order to calculate the value of
〈
p
agree
〉
as a func-
tion of measurement resolution, we turn to the canoni-
cal setting of finite-dimensional quantum mechanics. In
this setting we consider a particle on a periodic one-
dimensional lattice with d lattice sites. Initially, both
lattice units of position and momentum will be set to
unity δx ≡ 1, δp ≡ 1. Later, we will introduce proper
units and consider the continuum limit.
Following the construction in [10], the Hilbert space of
our system is given by the span of position basis |X ;n〉
for n = 0, ..., d − 1. The momentum basis are related to
the position basis via the discrete Fourier transform F
|X ;n〉 = F † |P ;n〉 = 1√
d
d−1∑
m=0
e−i2pimn/d |P ;m〉 (1)
|P ;m〉 = F |X ;m〉 = 1√
d
d−1∑
n=0
ei2pimn/d |X ;n〉 . (2)
In principle, realistic finite resolution measurements
should be modeled as unsharp POVMs [14, 15]. For our
purposes, however, it will be sufficient to consider the
idealized version in the form of coarse-grained projective
measurements.
We introduce the integer parameters wx, wp to specify
the widths of the coarse-graining intervals for the corre-
sponding observables (larger w means lower resolution).
The variable k = d/w specifies the number of coarse-
graining intervals which we will also assume to be an
integer. See Fig. 2 for the diagrammatic summary of the
relevant lengths.
The coarse-grained position and momentum observ-
ables are constructed from the spectral projections
ΠX;ν =
νwx+wx−1∑
n=νwx
|X ;n〉 〈X ;n| (3)
ΠP ;µ =
µwp+wp−1∑
m=µwp
|P ;m〉 〈P ;m| (4)
associated with the eigenvalues of coarse-grained position
ν = 0, ..., kx − 1 and momentum µ = 0, ..., kp − 1. In the
d
k
w
δx
Figure 2. Periodic one dimensional lattice with d lattice sites
in total, w lattice sites in each coarse-graining interval, and
k = d/w intervals. The lattice unit of length is δx.
3following we will only need these spectral projections, so
we do not explicitly define the operators of coarse-grained
position and momentum.
Let us now calculate the probability of getting the out-
comes ν, µ, ν in an instantaneous sequence of position-
momentum-position measurements on the initial state
ρ. If ρ(ν), ρ(νµ) are the intermediate post-measurement
states in this sequence then we can express this proba-
bility as
pxpx (ν, µ, ν|ρ) = tr [ΠX;νρ] tr
[
ΠP ;µρ
(ν)
]
tr
[
ΠX;νρ
(νµ)
]
= tr
[
(ΠX;νΠP ;µΠX;ν)
2 ρ
]
(5)
where the last line follows using explicit expressions for
ρ(ν) and ρ(νµ). Then, the probability that both position
outcomes agree, regardless of the outcomes, is
p
agree
(ρ) =
kx−1∑
v=0
kp−1∑
µ=0
pxpx (ν, µ, ν|ρ)
= tr

kx−1∑
v=0
kp−1∑
µ=0
(ΠX;νΠP ;µΠX;ν)
2
ρ

 . (6)
From Eq. (6) we identify the observable
Λagree =
kx−1∑
ν=0
kp−1∑
µ=0
(ΠX;νΠP ;µΠX;ν)
2 (7)
whose expectation values are the probabilities
p
agree
(ρ) = tr (Λagreeρ).
Since p
agree
(ρ) is linear in ρ, the average
〈
p
agree
〉
is
given by p
agree
(〈ρ〉) where 〈ρ〉 = 1dI is the average state.
We can then calculate
〈
p
agree
〉
= p
agree
(
1
d
I
)
=
1
d
tr [Λagree]
=
wx
d
+
2
wxwpd
wp−1∑
n=1
(wp − n)
sin2
(
pinwx
d
)
sin2
(
pin
d
) (8)
(see Appendix B for the details of this calculation).
The plot of
〈
p
agree
〉
as a function of wx, wp is shown in
Fig. 3(a) which makes it clear that
〈
p
agree
〉
is symmetric
under the exchange of wx with wp. The plot of
〈
p
agree
〉
along the diagonal w = wx = wp is shown in Fig. 3(b)
together with the upper and lower bounds〈
p
agree
〉 ≤ w2/d w < √d (9)
〈
p
agree
〉 ≥ 1− 2
π2
ln
(
w2/d
)
+ 3π2/2
w2/d
w >
√
d (10)
(see Appendix D for the derivation). Note that
√
d dis-
tinguishes the two separate domains where these bounds
are valid.
The upper bound (9) tells us that when w <
√
d, the
value of
〈
p
agree
〉
falls to 0 at least as fast as ∼ w2. The
(a)
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Figure 3. (a) The plot of the average probability
〈
p
agree
〉
that
an instantaneous succession of position-momentum-position
measurements will agree on both outcomes of position as a
function of the resolution parameters wx, wp on a lattice of
length d. The dotted curve wxwp = d is the boundary along
which the transition between quantum and classical regimes
takes place and the uncertainty principle becomes inconse-
quential. (b) The plot of
〈
p
agree
〉
(solid) on the diagonal
w = wx = wp with the upper and lower bounds (dashed)
from Eqs. (9) and (10).
lower bound (10) tells us that when w >
√
d, the value
of
〈
p
agree
〉
climbs to 1 at least as fast as ∼ 1 − lnw2w2 .
Therefore, along the diagonal w = wx = wp, there has
to be an inflection in
〈
p
agree
〉
around w =
√
d (see Fig.
3(b)), which signifies a natural boundary between the
quantum and classical regimes. For w =
√
d we can
calculate that
〈
p
agree
〉 ≈ 0.656.
The above observation can be extended to the entire
4plane of wx, wp, where the curve wxwp = d generalizes
the boundary w =
√
d. According to the plot in Fig.
3(a), as we get farther from the curve wxwp = d, we
get deeper into one of the regimes, and an inflection in〈
p
agree
〉
occurs along this curve. It can be shown that
the intermediate value
〈
p
agree
〉 ≈ 0.656 holds almost ev-
erywhere on this curve (except the far ends of the curve
where it climbs to 1 as shown in Appendix C). There-
fore, the curve wxwp = d identifies a natural boundary
along which the transition between quantum and clas-
sical regimes takes place, and the uncertainty principle
becomes inconsequential.
One implication of this result that we can point out
here is that it tells us how to infer the size of the sys-
tem from the scale where the transition to the clas-
sical regime takes place. The general idea is that if
we take a generic state ρ and probe the probability
p
agree
(ρ) at various scales of coarse-graining, the scale
where p
agree
(ρ) ∼ 0.656 is the scale where wxwp ∼ d
so the product wxwp is an estimation of the value of d.
Given concrete assumptions about the limitations of state
preparation and measurements, a more specific protocol
for determining d can be designed around this general
idea.
III. THE IMPLICATIONS OF MINIMAL
LENGTH
A. Factorizing the Planck constant
Here we still consider the periodic lattice of the unitless
length d, but we will no longer assume that the lattice
units are set to 1. The total length of the lattice in proper
units is L = δxd, where δx is the smallest unit of length
associated with one lattice spacing. The smallest unit of
inverse length, or a wavenumber, is then 1/L. With the
de Broglie relation p = 2π~/λ, we can convert wavenum-
bers 1/λ to momenta, so the smallest unit of momentum
is δp = 2π~/L (note that the de Broglie relation is the
origin of the Planck constant in all of the following equa-
tions). The coarse-graining intervals wx and wp become
∆x = δxwx and ∆p = δpwp when expressed in proper
units. Finally, the smallest unit of phase space area is
given by δxδp = 2π~/d, which is the well known con-
straint that comes up in the construction of Generalized
Clifford Algebras in finite-dimensional quantum mechan-
ics (see [16] for an overview and the references therein).
With proper units, the boundary of joint measurability
wxwp = d that we have identified in the unitless case now
becomes
∆x∆p = δxδpwxwp = δxδp d = 2π~. (11)
Thus, we have recovered the original phase space res-
olution boundary 2π~ of joint measurability that was
argued by Heisenberg. We can now say that d is the
unitless analogue of the Planck constant that sets the
resolution boundary in phase space. Unlike the constant
2π~, the unitless analogue d depends on the size of the
system. This traces back to the fact that in the unitless
case δp ≡ 1, while in proper units δp = 2π~/L, which
depends on L.
In the continuum setting, the uncertainty principle
only identifies the resolution boundary in phase space
and the Planck constant does not admit a preferred fac-
torization into a constant of position and a constant of
momentum. We can now argue that on a lattice the
length δx
√
d and the momentum δp
√
d are the natural
constants to factorize 2π~.
Returning to Fig. 3(a), observe that when the reso-
lution in position wx falls below
√
d, the resolution in
momentum wp has to rapidly diverge in order to stay
in the classical regime. In contrast, as long as both
wx, wp ≫
√
d, the classical regime is a given and the
resolution in momentum is insensitive to the variations
in the resolution in position. The unitless scale
√
d is
thus singled out by the uncertainty principle. Therefore,
on a lattice, the uncertainty principle identifies resolution
boundaries for position and momentum separately, and
the boundary in phase space is produced by taking their
product
√
d×
√
d = d.
Following the above observation and using proper units
we conclude that on a lattice, in addition to the minimal
length δx and the total length L, quantum mechanics
imposes another fundamental length
lu = δx
√
d.
The length lu is directly related to the minimal length
δx via the total length L = δxd as lu =
√
δxL or
δx = l2u/L. The length lu is therefore the geometric
mean of the minimal length δx and the maximal length
L. It can also be framed as the length for which there
are as many intervals lu in L as there are δx in lu. In
the continuum limit, as the minimal length δx vanishes,
the length lu =
√
δxL also reduces to 0. Therefore, if
we can establish that lu > 0 then we can deduce that
δx > 0 and space is not continuous. The advantage of
identifying the fundamental length lu as an indicator of
the discontinuity of space is that it is greater than δx by
orders of magnitude. For instance, for L ∼ 1m of the or-
der of a macroscopic box and δx ∼ 10−35m of the order
of Planck length, we have lu ∼ 10−17.5m which is much
closer to the scale of experiments than 10−35m.
It is not clear at this point what are the observable ef-
fects associated with the fundamental length lu, however,
if such effects can be identified then the discontinuity of
space can be probed at scales that are many orders of
magnitude greater than the Planck length.
B. Perturbations and the continuum limit
The continuum limit can be achieved by taking δx →
0 and d → ∞ while keeping L constant. The coarse-
graining interval of position ∆x = δxwx is kept constant
5as well by fixing the total number of intervals kx = d/wx
while wx → ∞. Unlike δx, δp = 2π~/L does not vanish
in the continuum limit (the momentum of a particle in a
box remains quantized) so the coarse-graining intervals
of momentum ∆p = δpwp are unaffected and wp remains
a finite integer.
We may now ask what happens to
〈
p
agree
〉
as we take
the continuum limit. Since wx/d = ∆x/L, the expression
in Eq. (8) can be re-expressed using the proper units of
length as
〈
p
agree
〉
=
∆x
L
+
L
∆x
2
wp
wp−1∑
n=1
(wp − n)
sin2
(
pin∆x
L
)
[
d sin
(
pin
d
)]2 .
(12)
We did not have to use the proper units of momentum
since
wp =
∆p
δp
=
∆p
2π~
L,
which is a legitimate quantity even in the continuum
limit (provided that L is finite). The only evidence for
the lattice structure that remains in Eq. (12) is the d-
dependence of the factors
[
d sin
(πn
d
)]−2
=
1
π2n2
+
1
3d2
+O
(
1
d3
)
. (13)
In the continuum limit they reduce to 1/π2n2, but when
the minimal length δx = L/d is present, these factors are
perturbed with the leading order contribution of 1/3d2.
We can therefore see that the average probability〈
p
agree
〉
, which in principle can be measured, is modified
by the existence of minimal length. Since the mutual dis-
turbance effects quantified by
〈
p
agree
〉
trace back to the
canonical commutation relations, the above conclusion
is consistent with the understanding that the canonical
commutation relations are modified by the existence of
minimal length.
IV. DISCUSSION
The status of continuous space as a fundamental phys-
ical concept has been challenged by the various ap-
proaches to quantum gravity [13], yet we lack any ex-
perimental evidence to corroborate this perspective due
to the practical impossibility of directly probing the con-
jectured minimal length. In recent years there have been
at least two proposals [17, 18] for indirect experimental
testing of the continuous nature of space by observing
the effects of modifications to the uncertainty principle.
In the current work we have provided another conceptual
perspective on the close relationship between the uncer-
tainty principle and minimal length that can be leveraged
in such experimental approaches.
These results are also closely related to the question
of how classicality emerges in isolated finite-dimensional
systems if the measurements are constrained in resolu-
tion or otherwise (see [19] for a unification of this per-
spective with the decoherence program). Such questions
have been considered in [20] and [15], and in particu-
lar Kofler and Brukner [21] have demonstrated that for
a spin-j system, incompatible spin components can si-
multaneously be determined if the resolution of measure-
ments is coarse compared to
√
j. By showing that
√
d is
the transitional scale of joint measurability in the canon-
ical setting of finite-dimensional quantum mechanics, we
strengthen the understanding that in finite-dimensional
systems classicality emerges on scales that are above the
square root of the dimension.
V. CONCLUSIONS
We have adopted the point of view that the uncertainty
principle is primarily a statement about the maximal res-
olution in phase space, and therefore it must depend on
the maximal resolution in real space. By calculating the
average probability
〈
p
agree
〉
we have quantified the ef-
fects of the uncertainty principle on a periodic lattice of
integer length d. Our analysis have showed that the av-
erage probability
〈
p
agree
〉
is modified by the existence of
minimal length, with the leading order perturbation of
1/3d2. Thus, we have presented another perspective on
how the effects of the uncertainty principle are sensitive
to the existence of minimal length.
Furthermore, the analysis of
〈
p
agree
〉
have identified
the scale
√
d as the fundamental resolution boundary
of joint measurability that applies separately to position
and momentum. In phase space this boundary translates
to
√
d ×
√
d, which corresponds to the Planck constant.
This leads to the observation that the geometric mean
lu =
√
δxL, between the minimal length δx and the max-
imal length L, is a fundamental scale singled out by the
uncertainty principle. It is not clear at this point what
are the observable effects associated with the scale lu,
however, if such effects can be identified, then the exis-
tence of minimal length can be inferred from the much
higher scale lu.
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6Appendix A: General definitions and identities
As described above, we are dealing with the d-dimensional Hilbert space of a particle on a periodic lattice with
the position and momentum basis related via the discrete Fourier transform F . The translation operators TX , TP in
position and momentum can be defined by their action on the basis [10] as follows
TX |X ;n〉 = |X ;n+ 1〉 T †X |X ;n〉 = |X ;n− 1〉
TP |P ;m〉 = |P ;m+ 1〉 T †P |P ;m〉 = |P ;m− 1〉
where ±1 are mod d. By expanding the position basis in momentum basis and vice versa and using the definitions, it
is straight forward to verify that
TP |X ;n〉 = ei2pin/d |X ;n〉 T †P |X ;n〉 = e−i2pin/d |X ;n〉
TX |P ;m〉 = e−i2pim/d |P ;m〉 T †X |P ;m〉 = ei2pim/d |P ;m〉 .
Therefore, TP commutes with |X ;n〉 〈X ;n| and so does TX with |P ;m〉 〈P ;m|. This also means that TP commutes
with ΠX;ν and TX commutes with ΠP ;µ.
Using the translation operators we can express the coarse-grained position and momentum projections as
ΠX;ν = T
νwx
X ΠX;0T
νwx†
X ΠP ;µ = T
µwp
P ΠP ;0T
µwp†
P .
Then, using the commutativity of projections with translations we get the identity
ΠX;νΠP ;µΠX;ν = T
µwp
P (ΠX;νΠP ;0ΠX;ν)T
µwp†
P = T
µwp
P T
νwx
X (ΠX;0ΠP ;0ΠX;0) T
νwx†
X T
µwp†
P . (A1)
Focusing on the ν = µ = 0 case we can express
ΠX;0ΠP ;0ΠX;0 =
wp−1∑
m=0
ΠX;0 |P ;m〉 〈P ;m|ΠX;0 = 1
kx
wp−1∑
m=0
|P0;m〉 〈P0;m| . (A2)
Thus, we define the truncated momentum states which are given by the normalized support of the m’th momentum
state on the ν’th position interval:
|Pν ;m〉 :=
√
kxΠX;ν |P ;m〉 = 1√
wx
νwx+wx−1∑
n=νwx
ei2pimn/d |X ;n〉 . (A3)
In general, these states are not orthogonal and their overlap is given by
〈Pν′ ;m′ | Pν ;m〉 = δν′,νkx 〈P ;m′|ΠX;ν |P ;m〉 = δν′,ν kx
d
νwx+wx−1∑
n=νwx
ei2pi(m−m
′)n/d.
It will be convenient to identify sums such as the one above, by defining the function
∆q (x) :=
1
q
q−1∑
n=0
ei2pixn/q =
eipi(x−x/q)
q
sin (πx)
sin (πx/q)
(A4)
over real x and integer q ≥ 1. Note that ∆q (0) = 1. Then, for ν′ = ν = 0 the overlap of truncated momentum states
can be expressed as
〈P0;m′ | P0;m〉 = ∆wx
(
m−m′
kx
)
. (A5)
7Appendix B: Calculation of Eq. (8)
Given the operator
Λagree =
kx−1∑
ν=0
kp−1∑
µ=0
(ΠX;νΠP ;µΠX;ν)
2
we are interested in the quantity
〈
p
agree
〉
= 1d tr [Λagree]. Using the identity (A1) we can simplify the problem:
〈
p
agree
〉
=
1
d
tr

kx−1∑
ν=0
kp−1∑
µ=0
(ΠX;νΠP ;µΠX;ν)
2

 = kxkp
d
tr
[
(ΠX;0ΠP ;0ΠX;0)
2
]
. (B1)
Using (A2) and (A5) we can further simplify
〈
p
agree
〉
=
1
d
kp
kx
wp−1∑
m,m′=0
| 〈P0;m′ | P0;m〉|2 = 1
d
kp
kx
wp−1∑
m,m′=0
∣∣∣∣∆wx
(
m−m′
kx
)∣∣∣∣
2
.
Since the summand depends only on the difference n = m −m′, we can re-express the sum in terms of the single
variable n
〈
p
agree
〉
=
1
d
kp
kx
wp−1∑
n=−wp+1
(wp − |n|)
∣∣∣∣∆wx
(
n
kx
)∣∣∣∣
2
.
Since the summed function is symmetric |∆wx (x)|2 = |∆wx (−x)|2, we have
〈
p
agree
〉
=
1
d
kp
kx
[
wp |∆wx (0)|2 + 2
wp−1∑
n=1
(wp − n)
∣∣∣∣∆wx
(
n
kx
)∣∣∣∣
2
]
.
Substituting the definition (A4) of ∆wx and recalling that ∆wx (0) = 1 and that kx = d/wx and kp = d/wp, we get
the result
〈
p
agree
〉
=
1
d
wx
wp
[
wp + 2
wp−1∑
n=1
(wp − n) 1
w2x
sin2
(
pinwx
d
)
sin2
(
pin
d
)
]
=
wx
d
+
2
wxwpd
wp−1∑
n=1
(wp − n)
sin2
(
pinwx
d
)
sin2
(
pin
d
) . (B2)
The apparent asymmetry under the exchange of wx with wp in the result (B2), traces back to the apparent
asymmetry under the exchange between ΠX;0 and ΠP ;0 in the expression (B1). These asymmetries are only apparent
because
tr
[
(ΠX;0ΠP ;0ΠX;0)
2
]
= tr [ΠX;0ΠP ;0ΠX;0ΠP ;0] = tr
[
(ΠP ;0ΠX;0ΠP ;0)
2
]
,
so if we were to change the order in expression (B1) to tr
[
(ΠP ;0ΠX;0ΠP ;0)
2
]
, we would end up with
〈
p
agree
〉
=
wp
d
+
2
wxwpd
wx−1∑
n=1
(wx − n)
sin2
(pinwp
d
)
sin2
(
pin
d
) .
The form (B2) is better suited for the continuum limit where wp remains finite while wx is not (but wxd is).
8Appendix C: The value of
〈
p
agree
〉
on the curve wxwp = d
When wxwp = d we can simplify
〈
p
agree
〉
=
1
wp
+
2
d2
wp−1∑
n=1
(wp − n)
sin2
(
pin
wp
)
sin2
(
pin
d
) . (C1)
First, let us consider the intermediate range of values 1 ≪ wp ≪ d, which includes wp =
√
d provided that 1 ≪ d.
Since n < wp ≪ d we can approximate sin−2
(
pin
d
) ≈ (pind )−2 and so
〈
p
agree
〉 ≈ 1
wp
+
2
π2
wp−1∑
n=1
(wp − n)
sin2
(
pin
wp
)
n2
. (C2)
Since 1≪ wp, we can approximate the sum with an integral by introducing the variable α = nwp ∈ [0, 1] and dα = 1wp ,
such that
〈
p
agree
〉 ≈ 1
wp
+
2
π2
wp−1∑
n=1
1
wp
(
1− n
wp
) sin2 (π nwp
)
n2/w2p
≈ dα+ 2
π2
∫ 1
0
dα (1− α) sin
2 (πα)
α2
≈ 0.656.
Thus,
〈
p
agree
〉 ≈ 0.656 for 1≪ wp ≪ d on the curve wxwp = d.
When the values of wp are close to 1, we cannot assume that 1 ≪ wp but wp ≪ d still holds so we can still use
the approximation (C2). For wp = 1 the sum in (C2) vanishes and we are left with
〈
p
agree
〉
= 1/wp = 1 (we can also
see that from Eq. (B1) that is easy to evaluate for wp = 1, and wx = d). Numerically evaluating Eq. (C2) for the
subsequent values of wp results in the following series (considering only 3 significant figures)
wp 1 2 3 4 ... 15 16 ...〈
p
agree
〉
1.00 0.703 0.675 0.667 ... 0.657 0.656 0.656
Thus, we can see that on one end of the curve wxwp = d, where the wp’s are small, the function
〈
p
agree
〉
reaches and
stays on the value 0.656 starting from wp ≥ 16.
Since wx and wp are interchangeable, we can re-express Eq. (C2) as
〈
p
agree
〉 ≈ 1
wx
+
2
π2
wx−1∑
n=1
(wx − n)
sin2
(
pin
wx
)
n2
.
Then, on the other end of this curve, where the wx’s are small, the function
〈
p
agree
〉
reaches and stays on the value
0.656 starting from wx ≥ 16. Therefore,
〈
p
agree
〉 ≈ 0.656 almost everywhere on the curve wxwp = d, with the
exception of the far ends where wp < 16 or wx < 16; there it climbs to 1.
Appendix D: Calculation of the bounds (9) and (10)
From here on, we will assume w = wx = wp and k = kx = kp.
In order to calculate the bounds on
〈
p
agree
〉
we will have to find a different way to express ΠX;0ΠP ;0ΠX;0. Recalling
Eq. (A5) and the function (A4) we now have
| 〈P0;m′ | P0;m〉| =
∣∣∣∣∆w
(
m−m′
k
)∣∣∣∣ = sin
(
πm−m
′
k
)
w sin
(
πm−m
′
d
) .
Observe that the truncated momentum states are orthogonal when the difference m−m′ is an integer number of k’s.
That is, for any integers c, c′ and n the states |P0; ck + n〉 and |P0; c′k + n〉 are orthogonal.
9In Eq. (A2) we have derived the form
ΠX;0ΠP ;0ΠX;0 =
1
k
w−1∑
m=0
|P0;m〉 〈P0;m| (D1)
where |P0;m〉 〈P0;m| are rank 1 projections. Since some of these projections are pairwise orthogonal, we can group
them together and express ΠX;0ΠP ;0ΠX;0 as a smaller sum of higher rank projections.
In order to do that, let us first assume that γ = w/k is a non-zero integer (we will not need this assumption in
general). Then the set of integers {m = 0, ..., w − 1} can be partitioned into k subsets Ωn = {ck + n | c = 0, ..., γ − 1}
with n = 0, ..., k − 1. Thus, we can group up the orthogonal elements in the sum (D1) as
ΠX;0ΠP ;0ΠX;0 =
1
k
k−1∑
n=0
∑
m∈Ωn
|P0;m〉 〈P0;m| = 1
k
k−1∑
n=0
Π(n)
where we have introduced the rank γ projections
Π(n) =
∑
m∈Ωn
|P0;m〉 〈P0;m| =
γ−1∑
c=0
|P0; ck + n〉 〈P0; ck + n| .
When γ = w/k is not an integer, the accounting of indices is more involved. We have to introduce the integer part
g = ⌊γ⌋ and the remainder part r = w − k ⌊γ⌋ of γ. As before, we partition the set {m = 0, ..., w − 1} into subsets
Ωn :=
{
{ck + n | c = 0, ..., g} n < r
{ck + n | c = 0, ..., g − 1} n ≥ r
but now they are not of equal size and the range of n depends on whether γ ≥ 1. When γ ≥ 1 then |Ωn| is g + 1 for
n < r and g for n ≥ r. When γ < 1 so g = 0 and r = w, then |Ωn| = 1 for n < w but |Ωn| = 0 for n ≥ w so we do
not need to count Ωn for n ≥ w. Noting that the condition γ ≥ 1 is equivalent to min (k, w) = k and the condition
γ < 1 is equivalent to min (k, w) = w, we conclude that we only have to count Ωn for n < min (k, w). Therefore, for
the general γ we have
ΠX;0ΠP ;0ΠX;0 =
1
k
min(k,w)−1∑
n=0
∑
m∈Ωn
|P0;m〉 〈P0;m| = 1
k
min(k,w)−1∑
n=0
Π(n) (D2)
and the projections
Π(n) =
∑
m∈Ωn
|P0;m〉 〈P0;m| =
gn−1∑
c=0
|P0; ck + n〉 〈P0; ck + n|
are now of the rank
gn =
{
g + 1 n < r
g n ≥ r.
Using the new form (D2), we can re-express Eq. (B1) as
〈
p
agree
〉
=
k2
d
tr
[
(ΠX;0ΠP ;0ΠX;0)
2
]
=
1
d
min(k,w)−1∑
n,n′=0
tr
[
Π(n)Π(n
′)
]
. (D3)
The upper bound
The quantity tr
[
Π(n)Π(n
′)
]
is the Hilbert-Schmidt inner product
〈
Π(n),Π(n
′)
〉
(also known as Frobenius inner
product) of the operators Π(n) and Π(n
′). Therefore, it obeys the Cauchy–Schwarz inequality∣∣∣tr [Π(n)Π(n′)]∣∣∣2 = ∣∣∣〈Π(n),Π(n′)〉∣∣∣2 ≤ 〈Π(n),Π(n)〉〈Π(n′),Π(n′)〉 = tr [Π(n)] tr [Π(n′)] .
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Since the value
tr
[
Π(n)Π(n
′)
]
=
∑
m∈Ωn
∑
m′∈Ω
n′
| 〈P0;m | P0;m′〉|2
is clearly real and positive, we get
tr
[
Π(n)Π(n
′)
]
≤
√
tr
[
Π(n)
]
tr
[
Π(n′)
]
.
The value of tr
[
Π(n)
]
is the rank of the projection which is either g or g + 1 so
tr
[
Π(n)Π(n
′)
]
≤ g + 1.
Therefore, the form of
〈
p
agree
〉
in Eq. (D3) implies that
〈
p
agree
〉 ≤ 1
d
min(k,w)−1∑
n,n′=0
(g + 1) = (g + 1)
min (k, w)
2
d
.
When γ ≥ 1, this upper bound is greater or equal to 1 because
(g + 1)
min (k, w)
2
d
= (g + 1)
k2
d
≥ γ k
2
d
= w
k
d
= 1
which is not helpful since we already know that
〈
p
agree
〉 ≤ 1 for it is a probability. When γ < 1, on the other hand,
we have g = 0 and so
(g + 1)
min (k, w)
2
d
=
w2
d
.
Thus, when γ < 1, which translates to w < k = d/w so w <
√
d, we have the upper bound
〈
p
agree
〉 ≤ w2
d
.
The lower bound
We will now focus on the lower bound of the inner product tr
[
Π(n)Π(n
′)
]
for the case γ ≥ 1 (so w ≥
√
d and
min (k, w) = k) and then substitute the result in Eq. (D3).
Since we are interested in the lower bound, we can simplify the expression by discarding the terms c, c′ = g in the
sum
tr
[
Π(n)Π(n
′)
]
=
gn−1∑
c=0
g
n′
−1∑
c′=0
| 〈P0; c′k + n′ | P0; ck + n〉|2 ≥
g−1∑
c,c′=0
| 〈P0; c′k + n′ | P0; ck + n〉|2 .
According to Eq. (A5) we have
| 〈P0; c′k + n′ | P0; ck + n〉|2 = |∆w (c− c′ + α)|2
where we have introduced the variable α = n−n
′
k . We can now identify the sum
S (α) =
g−1∑
c,c′=0
|∆w (c− c′ + α)|2 ≤ tr
[
Π(n)Π(n
′)
]
and focus on lower bounding S (α) for all possible α.
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Since |∆w (x)|2 is a symmetric function of x we have
|∆w (c− c′ + α)|2 = |∆w (−c+ c′ − α)|2
and since the values of c and c′ are interchangeable in the sum, we conclude that S (α) is a symmetric function
of α. Therefore, we only need to consider positive α = n−n
′
k , and since n, n
′ = 0, ..., k − 1, it takes the values
α = 0, 1k , ...,
k−1
k ∈ [0, 1].
Since the summand in S (α) only depends on the differences l = c− c′, we can simplify the sum
S (α) =
g−1∑
l=−g+1
(g − |l|) |∆w (l+ α)|2 =
g−1∑
l=−g+1
(g − |l|)
w2
sin2 (π (l + α))
sin2 (π (l+ α) /w)
where in the last step we substituted the explicit form of ∆w. Note that sin2 (π (l+ α)) = sin2 (πα) for integer l and
also sin−2
(
pi(l+α)
w
)
≥
(
pi(l+α)
w
)−2
so we get
S (α) ≥ sin
2 (πα)
π2
g−1∑
l=−g+1
g − |l|
(l + α)2
. (D4)
We will now focus on evaluating the lower bound of the sum
s (α) =
g−1∑
l=−g+1
g − |l|
(l + α)
2 . (D5)
We can rearrange the elements of this sum as follows:
s (α) =
g
α2
+
g−1∑
l=1
[
g − l
(l + α)2
+
g − l
(l − α)2
]
=
g
α2
+
g−1∑
l=1
[
l
(g − l+ α)2 +
l
(g − l − α)2
]
where in the last step we simply reversed the order of the elements in the sum. Now we can introduce the auxiliary
variables β± = g ± α, so
s (α) =
g
α2
+
g−1∑
l=1
[
l
(l − β+)2
+
l
(l − β−)2
]
=
g
α2
+
g−1∑
l=1
[
β+
(l − β+)2
+
1
(l − β+) +
β−
(l − β−)2
+
1
(l − β−)
]
=
g
α2
+ s1 (α) + s2 (α) (D6)
where we have identified the sums of harmonic-like series
s1 (α) =
g−1∑
l=1
[
1
(l − β−) +
1
(l − β+)
]
s2 (α) =
g−1∑
l=1
[
β−
(l − β−)2
+
β+
(l − β+)2
]
.
Such sums can be evaluated using the polygamma functions [22]
ψ(j) (x) :=
dj
dxj
ln Γ (x)
where Γ is the gamma function that interpolates the factorial for all real (and complex) values. The two key properties
of the polygamma functions that we will need are the recursion and reflection relations
ψ(j) (1 + x) = ψ(j) (x) + (−1)j j!
xj+1
(D7)
ψ(j) (1− x) = (−1)j ψ(j) (x) + (−1)j π d
j
dxj
cot (πx) . (D8)
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For integer g we can expand ψ(j) (g − x) for j = 0, 1 using the recursion relation (D7) to get
ψ(0) (g − x) = ψ(0) (1− x) +
g−1∑
l=1
1
l − x
ψ(1) (g − x) = ψ(1) (1− x)−
g−1∑
l=1
1
(l − x)2 .
Applying the reflection relation (D8) and rearranging yields
g−1∑
l=1
1
l − x = ψ
(0) (g − x)− ψ(0) (x)− π cot (πx) (D9)
g−1∑
l=1
1
(l − x)2 = −ψ
(1) (g − x)− ψ(1) (x) + π
2
sin2 (πx)
. (D10)
Now, using (D9) and recalling that g − β± = ∓α we can express s1 (α) as
s1 (α) = ψ
(0) (α)− ψ(0) (β−) + ψ(0) (−α)− ψ(0) (β+)
where the trigonometric terms cancel each other out as they are anti-symmetric and periodic with integer g. We can
re-express ψ(0) (α) and ψ(0) (−α) as ψ(0) (α+ 1) using the recursion (D7) and reflection relations (D8) respectively:
ψ(0) (α) + ψ(0) (−α) = 2ψ(0) (α+ 1) + π cot (πα)− 1
α
.
We can replace 2ψ(0) (α+ 1) with its lower bound 2ψ(0) (1) on the interval 0 ≤ α < 1 as the function ψ(0) (x) is
monotonically increasing for 0 ≤ x. For the same reason we can also use the bound ψ(0) (β±) ≤ ψ(0) (g + 1) so we end
up with the overall lower bound on the sum
s1 (α) ≥ 2ψ(0) (1)− 2ψ(0) (g + 1) + π cot (πα) − 1
α
. (D11)
Similarly, using (D10) we can express s2 (α) as
s2 (α) = −
[
β−ψ
(1) (α) + β+ψ
(1) (−α)
]
−
[
β−ψ
(1) (β−) + β+ψ
(1) (β+)
]
+
β−π
2
sin2 (πβ−)
+
β+π
2
sin2 (πβ+)
.
Using the recursion (D7) and reflection (D8) relations, we express
−
[
β−ψ
(1) (α) + β+ψ
(1) (−α)
]
= 2αψ(1) (α+ 1)− β−
α2
− β+π
2
sin2 (πα)
≥ −β−
α2
− β+π
2
sin2 (πα)
where in the last step we have replaced 2αψ(1) (α+ 1) with its lower bound 0 at α = 0. Since ψ(1) (x) is monotonically
decreasing for 0 ≤ x we also use the lower bound
−
[
β−ψ
(1) (β−) + β+ψ
(1) (β+)
]
≥ −2gψ(1) (g − 1) .
Thus, the overall lower bound for s2 (α) is
s2 (α) ≥− β−
α2
− β+π
2
sin2 (πα)
− 2gψ(1) (g − 1) + β−π
2
sin2 (πβ−)
+
β+π
2
sin2 (πβ+)
=− β−
α2
− 2gψ(1) (g − 1) + β−π
2
sin2 (πα)
. (D12)
where in the last step we have used the fact that sin2 (πβ±) = sin2 (πα).
Combining the lower bounds (D11) and (D12) into Eqs. (D4), (D5), (D6), we get
S (α) ≥ g − 2 sin
2 (πα)
π2
[
ψ(0) (g + 1) + gψ(1) (g − 1)
]
− α+ 2 sin
2 (πα)
π2
ψ(0) (1) +
sin (2πα)
2π
.
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On the interval 0 ≤ α < 1, the minimum value of
−α+ 2 sin
2 (πα)
π2
ψ(0) (1) +
sin (2πα)
2π
is given by −ǫ1 ≈ −1.005 and the minimum value of the coefficient − 2 sin
2(piα)
pi2 is − 2pi2 . With that, we can get rid of
the dependence on α:
S (α) ≥ Smin = g − 2
π2
(
ψ(0) (g + 1) + gψ(1) (g − 1)
)
− ǫ1.
We know that ψ(0) (x) is a smooth function for x > 0 and it is bounded by [23]
lnx− 1
x
< ψ(0) (x) < lnx− 1
2x
so asymptotically the function ψ(0) (x+ 1) ∼ ln (x+ 1) and it converges to lnx from above. Since ψ(1) (x) =
dψ(0) (x) /dx then asymptotically ψ(1) (x) ∼ 1x so the function xψ(1) (x− 1) ∼ x/ (x− 1) and it converges to 1
from above. Therefore, for any ǫ2 > 0 there is a x′ > 0 such that for all x > x′
ψ(0) (x+ 1) + xψ(1) (x− 1) ≤ lnx+ 1 + ǫ2.
Conveniently choosing ǫ2 = pi
2
2 (2− ǫ1)− 1 and solving for x′ results in x′ ≈ 1.722. Thus, for all g ≥ 2 > x′ we have
Smin ≥ g − 2
π2
(ln g + 1 + ǫ2)− ǫ1 = g − 2
π2
ln g − 2
≥ γ − 2
π2
ln γ − 3
where the last inequality follows from g = ⌊γ⌋ ≥ γ − 1 and ln g ≤ ln γ.
Recalling that tr
[
Π(n)Π(n
′)
]
≥ S (α) ≥ Smin and γ = w/k = w2/d, we return to the Eq. (D3) and get the result
〈
p
agree
〉
=
1
d
k−1∑
n,n′=0
tr
[
Π(n)Π(n
′)
]
≥ k
2
d
Smin ≥ 1
w2/d
[
w2/d− 2
π2
ln
(
w2/d
)− 3]
= 1− 2
π2
ln
(
w2/d
)
+ 3π2/2
w2/d
.
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