We study the phase space of Chazy equations.
Introduction
In 1910, Chazy studied Painlevé type equation with third order (see [6, 8] ) explicitly given by
Here u denotes unknown complex variable. It is known that this equation fails some Painlevé test [1, 6, 8] . Nevertheless, Chazy gave this special attention [1, 2, 7] . This equation has a solution [1, 17, 18] (2) u(t) = 4 ∂ ∂t logθ 1 ′ (0, t), and special solutions In this paper, by taking a new coordinate v := − du dt u , we rewrite the equation (1) This equation can be obtained by elimination of X, Z from the system (62) (see Section 7) and setting v := Y . We find a new 3-parameter family of meromorphic solutions given by
where (a 1 , a 2 , t 0 ) are free parameters, and a new 2-parameter family of meromorphic solutions given by
where (a 3 , t 0 ) are free parameters, Reviews of Chazy's work on III and results of further research can be found in [1, 2, 7] . Chazy-III, or an equivalent system of first-order equations, appears in several physics contexts, for example, self-dual Yang-Mills equations [3] . Clarkson and Olver [7] obtained III among the group-invariant reductions of the partial differential equation, (7) w xxx = w y w xx − w x w yy , which has applications in boundary-layer theory. These authors and C. M. Cosgrove also gave a theory of higher-order equations having properties similar to III. In 1979, K. Okamoto constructed the spaces of initial conditions of Painlevé equations, which can be considered as the parametrized spaces of all solutions, including the meromorphic solutions (see [15, 19, 20, 23] ).
In this paper, we study the phase space of (1) from the viewpoint of its accessible singularities and local index. To do its singularity analysis, at first we transform the equation (1) to the system of differential equations by the canonical transformation.
The Chazy polynomial class
In [6] , Chazy attempted the complete classification of all third-order differential equations of the form:
where F is a polynomial in u, 
where, after a suitable normalization, Q, R, S and T are certain rational or algebraic numbers, and the remaining coefficients are locally analytic functions of the complex variable t to be determined.
The canonical reduced equations defining each of the Chazy classes is as follows: In Chazy-XI, N is a positive integer not equal to 1 or a multiple of 6. In Chazy-XII, N is a positive integer not equal to 1 or 6. It is well-known that the KdV equation belongs to Chazy Class XIII, the modified KdV equation belongs to Class VIII, and the potential KdV equation (as well as the soliton equation u xxt = −6u x u t + α) belongs to Class I.
Accessible singularities
Let us review the notion of accessible singularity. Let B be a connected open domain in C and π : W −→ B a smooth proper holomorphic map. We assume that H ⊂ W is a normal crossing divisor which is flat over B. Let us consider a rational vector fieldṽ on W satisfying the conditioñ
Fixing t 0 ∈ B and P ∈ W t 0 , we can take a local coordinate system (x 1 , . . . , x n ) of W t 0 centered at P such that H smooth can be defined by the local equation
, we can write down the vector fieldṽ near P = (0, . . . , 0, t 0 ) as follows:
This vector field defines the following system of differential equations
Here a i (x 1 , . . . , x n , t), i = 1, 2, . . . , n, are holomorphic functions defined near P = (0, . . . , 0, t 0 ). 
We say thatṽ has an accessible singularity at P = (0, . . . , 0, t 0 ) if
If P ∈ H smooth is not an accessible singularity, all solutions of the ordinary differential equation passing through P are vertical solutions, that is, the solutions are contained in the fiber W t 0 over t = t 0 . If P ∈ H smooth is an accessible singularity, there may be a solution of (11) which passes through P and goes into the interior W − H of W.
Here we review the notion of local index. Let v be an algebraic vector field with an accessible singular point − → p = (0, . . . , 0) and (x 1 , . . . , x n ) be a coordinate system in a neighborhood centered at − → p . Assume that the system associated with v near − → p can be written as
. .
where f 1 is a polynomial which vanishes at − → p and f i , i = 2, 3, . . . , n are polynomials of order at least 2 in x 1 , x 2 , . . . , x n . We call ordered set of the eigenvalues (a 1 , a 2 , . . . , a n ) local index at − → p . We remark that we are interested in the case with local index (13) (1, a 2 /a 1 , . . . , a n /a 1 ) ∈ Z n .
These properties suggest the possibilities that a 1 is the residue of the formal Larent series:
and the ratio (a 2 /a 1 , . . . , a n /a 1 ) is resonance data of the formal Larent series of each y i (t) (i = 2, . . . , n), where (y 1 , . . . , y n ) is original coordinate system satisfying (
If each component of (1, a 2 /a 1 , . . . , a n /a 1 ) has the same sign, we may resolve the accessible singularity by blowing-up finitely many times. However, when different signs appear, we may need to both blow up and blow down.
Example 3.1. For an example of the condition (13) , let us consider
Here u denotes unknown complex variable. It is known that this equation is the integrable non-Painlevé equation.
Proposition 3.1. The canonical transformation
takes the equation (15) to the system
Here x, y, z denote unknown complex variables.
We will show that this system violates the condition (13) . Let us take the coordinate system (p, q, r) centered at the point (p, q, r) = (0, 0, 0):
The system (17) is rewritten as follows: (12) . To the above system, we make the linear transformation
In this case, the ratio (
Example 3.2. For an application of the condition (13) , let us consider
Here u denotes unknown complex variable.
takes the equation (18) to the system
We will consider when this system satisfies the condition (13) . Let us take the coordinate system (p, q, r) centered at the point (p, q, r) = (0, 0, 0):
The system (20) is rewritten as follows:
satisfying (12) . To the above system, we make the linear transformation
) is in Z 2 if and only if
This equation can be solved as follows:
This case coincides with Chazy-XII equation.
Chazy-I equation
Chazy-I equation is explicitly given by
Proposition 4.1. The canonical transformation
takes the equation (23) to the system
Proposition 4.2. This system has
as its first integral.
Theorem 4.1. The phase space X for the system (25) is obtained by gluing seven copies of C 3 :
via the following birational transformations:
In order to consider the phase spaces for the system (46), let us take the compactification [z 0 : z 1 : z 2 : z 3 ] ∈ P 3 of (x, y, z) ∈ C 3 with the natural embedding
Moreover, we denote the boundary divisor in P 3 by H. Extend the regular vector field on C 3 to a rational vector fieldṽ on P 3 . It is easy to see that P 3 is covered by four copies of C 3 :
via the following rational transformations
The following Lemma shows that this rational vector fieldṽ has five accessible singular points on the boundary divisor H ⊂ P 3 .
Lemma 4.1. The rational vector fieldṽ has five accessible singular points:
where P 5 is multiple point of order 3. This lemma can be proven by a direct calculation. Next let us calculate its local index at each point.
Singular point Type of local index P 1 (6, 6, 36) P 2 (2, 1, 1) P 3
(1, 2, 1)
Example 4.1. Let us take the coordinate system (p, q, r) centered at the point P 1 :
The system (25) is rewritten as follows: 
In this case, the local index is (6, 6, 36) . This suggests the possibilities that 6 is the residue of the formal Larent series:
and the ratio ( ) = (1, 6) is resonance data of the formal Larent series of (y(t), z(t)), respectively. There exist meromorphic solutions with three free parameters which passes through P 1 .
In the coordinate system (x 6 , y 6 , z 6 ), the system is given by
Elimination of x 6 from this system gives a second-order differential system for (y 6 , z 6 ); namely,
This system is equivalent to the equation:
Theorem 4.2. Let us consider a system of first order ordinary differential equations in the polynomial class:
We assume that (A1) deg(f i ) = 2 with respect to x, y, z.
(A2) The right-hand side of this system becomes again a polynomial in each coordinate system (x i , y i , z i ) (i = 1, 2, 3, 5, 6). Then such a system coincides with
where g(t) is a locally analytic function of the complex variable t.
Proposition 4.3. The canonical transformation
takes the system (32) to the equation
(34)
Chazy-II equation
Chazy-II equation is explicitly given by
takes the equation (35) to the system
Proposition 5.2. This system has I := (x − y)xz as its first integral.
Theorem 5.1. The phase space X for the system (37) is obtained by gluing six copies of C 3 :
The following Lemma shows that this rational vector fieldṽ has six accessible singular points on the boundary divisor H ⊂ P 3 .
Lemma 5.1. The rational vector fieldṽ has six accessible singular points:
where P 4 is multiple point of order 2.
This lemma can be proven by a direct calculation. Next let us calculate its local index at each point.
Singular point Type of local index
In the coordinate system (x 5 , y 5 , z 5 ), the system is given by
We see that the system (40) admits a particular solution
By making the change of variables
we obtain (43)
This system can be reduced as follows:
This is a Riccati equation.
Chazy-III equation
Chazy-III equation is explicitly given by Proposition 6.1. The canonical transformation
takes the equation (1) to the system
Let us do the Painlevé test. To find the leading order behaviour of a singularity at t = t 0 one sets
, from which it is easily deduced that
In this case, we find
where (a 2 , c 1 , t 0 ) are free parameters.
where (a 1 , b 2 , t 0 ) are free parameters.
where (a 3 , t 0 ) are free parameters. 
Corollary 6.1. The system (46) is equivalent to the following systems:
, and
, and The following Lemma shows that this rational vector fieldṽ has six accessible singular points on the boundary divisor H ⊂ P 3 .
Lemma 6.1. The rational vector fieldṽ has six accessible singular points:
Example 6.1. Let us take the coordinate system (p, q, r) centered at the point P 1 :
The system (46) is rewritten as follows:
To the above system, we make the linear transformation
In this case, the local index is (−1, 3, 2) . This suggests the possibilities that −1 is the residue of the formal Larent series:
and the ratio (
is resonance data of the formal Larent series of (y(t), z(t)), respectively. We see that the formal Larent series which passes through P 1 have no free parameters. There is only one solution which passes through P 1 explicitly given by
This is a rational solution.
Example 6.2. Let us take the coordinate system (p, q, r) centered at the point P 5 :
The system (46) is rewritten as follows: (0, 12, −12) . We see that the residue of the formal Larent series:
In this case, the local index is
is equal to a 0 = 0. By a direct calculation, we see that there are no solutions which pass through P 5 .
Example 6.3. Let us take the coordinate system (p, q, r) centered at the point P 3 :
In this case, the local index is (−1, −2, −1). This suggests the possibilities that −1 is the residue of the formal Larent series:
is resonance data of the formal Larent series of (x(t), y(t)), respectively. There exist meromorphic solutions with three free parameters which passes through P 3 .
Example 6.4. Let us take the coordinate system (p, q, r) centered at the point P 6 :
The system (46) is rewritten as follows: 
is resonance data of the formal Larent series of (x(t), z(t)), respectively. There exist meromorphic solutions with two free parameters which passes through P 6 .
Special solutions of the system (46)
We see that the system (46) admits a particular solution x = 0. Moreover (y, z) satisfy
The equation
= z 2 can be solved as follows:
By substituting this solution to the equation
This equation can be solved by
We also see that by making a change of variables X := x, Y := y − x, Z := z the system (46) is transformed as follows:
This system admits a particular solution Y = 0. Moreover (X, Z) satisfy
By substituting X = c 1 (c 1 ∈ C) to the equation
This system can be solved by
In the coordinate system (x 4 , y 4 , z 4 ), the system is given by We see that the system (66) admits a particular solution x 4 = 0. Moreover (y 4 , z 4 ) satisfy
This system can be solved as follows:
Chazy-VII equation
Chazy-VII equation is explicitly given by
Proposition 8.1. The canonical transformation
takes the equation (70) to the system
Proposition 8.2. This system has
By using this, elimination of z from system (71) gives a second-order differential system for (x, y); namely,
By changing the variables (74)
we obtain (75)
Proposition 8.3. After a series of explicit blowing-ups at nine points including seven infinitely near points, the phase space S for the system (75) is obtained by gluing four copies of C 2 :
We remark that the phase space S is a rational surface of type E
8 . In the coordinate system (x 2 , y 2 ), we obtain (77)
Elimination of y 2 from this system gives a second-order differential equation for x 2 ; namely,
This equation is well-known as a special case of equation Ince-XXVIII, first found and solved by Gambier. 
2) x 2 = xy, y 2 = 1 y , z 2 = z,
The following Lemma shows that this rational vector fieldṽ has seven accessible singular points on the boundary divisor H ⊂ P 3 .
Lemma 8.1. The rational vector fieldṽ has seven accessible singular points:
9 Modified Chazy-VII system
In this section, we present 3-parameter family of modified Chazy-VII system explicitly given by
where α i (i = 1, 2, 3) are complex parameters.
Proposition 9.1. This system has
Theorem 9.1. The phase space X for the system (81) is obtained by gluing six copies of C 3 :
(83) 
(A2) The right-hand side of this system becomes again a polynomial in each coordinate system (x i , y i , z i ) (i = 1, 2, 3, 4) . Then such a system coincides with (81).
Chazy-VIII equation
Chazy-VIII equation is explicitly given by
Proposition 10.1. The canonical transformation
takes the equation (84) to the system
Proposition 10.2. This system has
(87) I = x(2xy + xz − yz)
By using this, elimination of z from system (86) gives a second-order differential system for (x, y); namely, (88)
By changing the variables
we obtain an autonomous version of Painlevé II system:
with the Hamiltonian
Theorem 10.1. The phase space X for the system (86) is obtained by gluing six copies of C 3 :
Lemma 10.1. The rational vector fieldṽ has seven accessible singular points:
11 Chazy-VIII equation and Euler's spinning top motion equation
Here u denotes unknown complex variable. Here x, y, z denote unknown complex variables.
Proposition 11.1. The differential equation (94) is equivalent to Euler's spinning top motion equation explicitly given by
Proposition 11.2. This system admits the following special solutions:
Proposition 11.3. This system has (97)
as its first integrals.
Proof of Proposition 11.1. The system (95) is equivalent to
Substituting z 2 = I 1 + y 2 , we obtain
This system is equivalent to
By using I 2 = x 2 − y 2 , we obtain
By using (97), (100) and (101), we obtain the equation (94).
Proposition 11.4. This system is invariant under the following transformations:
Theorem 11.1. The phase space X for the system (95) is obtained by gluing five copies of C 3 :
These transition functions satisfy the condition:
Theorem 11.2. After a series of explicit blowing-ups at eight points including four infinitely near points, we obtain the smooth projective 3-foldX and a morphism ϕ :X → P 3 . Its canonical divisor KX is given by
where the symbol E 0 denotes the proper transform of boundary divisor of P 3 by ϕ and E i denote the exceptional divisors, which are isomorphic to F 1 . Moreover,X − (−KX ) red satisfies (106)X − (−KX ) red = X .
Blow up at four points
Blow up at four points The following Lemma shows that this rational vector fieldṽ has seven accessible singular points on the boundary divisor H ⊂ P 3 .
Lemma 11.1. The rational vector fieldṽ has seven accessible singular points:
12 Modified Chazy-VIII equation
In this section, we present 6-parameter family of modified Chazy-VIII system explicitly given by
Here x, y, z denote unknown complex variables and α i (i = 1, 2, . . . , 6) are complex parameters.
Proposition 12.1. This system is invariant under the following transformations:
Theorem 12.1. The phase space X for the system (108) is obtained by gluing five copies of C 3 :
Proposition 12.2. This system has
By using (111), we obtain (112)
Proposition 12.3. The canonical transformation
takes the system (112) to the Hamiltonian system
This system is an autonomous version of the fifth Painlevé system.
Non-autonomous version of Chazy-VIII system
In this section, we present non-autonomous version of Chazy-VIII system explicitly given by
Here x, y, z denote unknown complex variables. For this system we tried to seek its first integrals of polynomial type with respect to x, y, z. It is still an open question whether this system has its first integrals.
Proposition 13.1. This system is invariant under the following transformations:
(116) Theorem 13.1. The phase space X for the system (115) is obtained by gluing five copies of C 3 :
2) x 2 = (x − t)y, y 2 = 1 y , z 2 = −(z − t)y,
It is still an open question whether integrability status of this system is known or not.
Chazy-XI equation with N = 3
Chazy-XI equation with N = 3 is explicitly given by
Proposition 14.1. The equation (118) is equivalent to the system
Here x, y, z denote unknown complex variables. Proposition 14.2. This system admits rational solutions:
Proposition 14.3. This system has
By using this, elimination of x from system (119) gives a second-order differential system for (y, z); namely,
we obtain an autonomous version of Painlevé IV system:
Theorem 14.1. The phase space X for the system (119) is obtained by gluing six copies of C 3 :
The following Lemma shows that this rational vector fieldṽ has four accessible singular loci on the boundary divisor H ⊂ P 3 .
Lemma 14.1. The rational vector fieldṽ has four accessible singular loci:
Here notations are given by
Example 14.1. Let us take the coordinate system (p, q, r) centered at the point P 6 :
The system (119) is rewritten as follows:
This case corresponds to Jordan type. Nevertheless, setting
we obtain
Chazy-XIII equation
Chazy-XIII equation is explicitly given by
The following Lemma shows that this rational vector fieldṽ has four accessible singular points on the boundary divisor H ⊂ P 3 .
Lemma 15.1. The rational vector fieldṽ has four accessible singular points:
where P 1 is multiple point of order 4. This lemma can be proven by a direct calculation. Next let us calculate its local index at each point.
Singular point Type of local index P 2 (2, 1, 1) P 3
In order to do analysis for the accessible singular point P 1 , we need to replace a suitable coordinate system because this point has multiplicity of order 4. Now, we try to resolve the accessible singular point P 1 .
Step 0: We take the coordinate system centered at P 1 :
Step 1: We blow up at the point P 1 :
Step 2: We blow up along the curve {(p (1) , q (1) , r (1) )|p (1) = q (1) = 0}:
Step 3: We make a change of variables:
In this coordinate, the singular points are given as follows:
Step 4: We take the coordinate system centered at P
1 :
Then the system (134) is rewritten as follows: 
In this case, the local index is (12, 2, 8) . This property suggests that we will blow up six times (resp. four times) to direction X (resp. Z). 
(A2) The right-hand side of this system becomes again a polynomial in each coordinate system (x i , y i , z i ) (i = 1, 2, 3). Then such a system coincides with
In [25] , it is shown that when the three parameters α, β, γ are equal or when two of the parameters are 1/3 this system reduced to the generalized Chazy equation which is a classically known third-order scalar polynomial ordinary differential equation:
where N is a positive integer not equal to 1 or 6.
The general solution of the system (140) is densely branched for generic α, β, γ and so does not passes the Painlevé property.
In this section, we study the system (140) from the viewpoint of its accessible singularities and local index.
Lemma 16.1. The rational vector fieldṽ has seven accessible singular points: }.
This lemma can be proven by a direct calculation. Next let us calculate its local index at each point. 
)
It is easy to see that the system (140) admits a rational solution:
(144)
x(t) = − 1 t − t 0 , y(t) = − 1 t − t 0 , z(t) = − 1 t − t 0 (t 0 ∈ C), which passes through P 1 . Let us take the coordinate system (p, q, r) centered at the point P 6 : 
Let us take the coordinate system (p, q, r) centered at the point P 7 : p = 1 x , q = y x − 2β + 2γ + 1 + √ 4β + 4γ + 1 2(β + γ) , r = z x − 2β + 2γ + 1 + √ 4β + 4γ + 1 2(β + γ) . 
The conditions satisfying (A1) are given by 
