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Abstract
This paper aims at solving a one-dimensional backward stochastic differential equa-
tion (BSDE for short) with only integrable parameters. We first establish the ex-
istence of a minimal L1 solution for the BSDE when the generator g is stronger
continuous in (y, z) and monotonic in y as well as it has a general growth in y and
a sublinear growth in z. Particularly, the g may be not uniformly continuous in z.
Then, we put forward and prove a comparison theorem and a Levi type theorem
on the minimal L1 solutions. A Lebesgue type theorem on L1 solutions is also
obtained. Furthermore, we investigate the same problem in the case that g may be
discontinuous in y. Finally, we prove a general comparison theorem on L1 solutions
when g is weakly monotonic in y and uniformly continuous in z as well as it has a
stronger sublinear growth in z. As a byproduct, we also obtain a general existence
and unique theorem on L1 solutions. Our results extend some known works.
Keywords: Backward stochastic differential equation, Integrable parameters,
Existence, Comparison theorem, Levi type theorem
2010 MSC: 60H10
1. Introduction
Nonlinear backward stochastic differential equation (BSDE for short) was first
introduced in [19] by Pardoux and Peng. They established an existence and unique-
ness result for solutions to multidimensional BSDEs with square integrable param-
eters under the Lipschitz assumption of the generator g. From then on, BSDEs
have been extensively studied, and many applications have been found in mathe-
matical finance, stochastic control, and partial differential equations. Particularly,
much effort have been made to relax the Lipschitz hypothesis on g, for instance,
some results can be found in [1, 2, 4–7, 9, 10, 12–18, 20], most of which dealt with
BSDEs with square-integrable parameters.
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On the other hand, Peng [21] introduced the notion of g-martingales by solutions
to BSDEs, which can be viewed, in some sense, as nonlinear martingales. Since
the classical theory of martingales is carried in the integrable space, the question of
solving a BSDE with only integrable parameters comes up naturally, as has been
pointed out in Briand, Delyon, Hu, Pardoux and Stoica [4]. In recent few years,
this question has attracted more and more interests and some important results
on it have also been obtained in [3–5, 8, 11, 21, 22]. The objective of this paper
is to establish some results in this direction. We only deal with one-dimensional
BSDEs and always assume that both the terminal value ξ and the process g(t, 0, 0)
are only integrable.
In Section 2, we establish the existence for a minimal (maximal) L1 solution of
the BSDE when the generator g is stronger continuous in (y, z) and monotonic in y
as well as it has a general growth in y and a sublinear growth in z (see Theorem 1
and Remark 3). Particulary, we need neither the Lipschitz continuity assumption
nor the Ho¨lder continuity assumption of g in z required respectively in Briand,
Delyon, Hu, Pardoux and Stoica [4] and Xiao, Li and Fan [22]. Hence, Theorem
1 extends the corresponding results (in the one-dimensional case) in two referees
quoted before.
In the proof of Theorem 1, we use a localization procedure developed in Briand
and Hu [5] together with an a prior bound given by the unique L1 solution of
a BSDE with a Ho¨lder continuous generator in z. For this purpose, similar to
Theorem 4.1 in Briand, Lepeltier and San Martin [6] we construct a sequence of gn
to approach the generator g. However, we would like to mention that the sequence
gn is obtained by “the infinite evolution” made between g and |z|α with 0 < α < 1,
but not between g and |z| as usual (see Proposition 1 and Remark 2). At the same
time, in order to deal with the general growth of g in y, we use two stopping time
sequences {τk} and {σm} different from not only those in Theorem 2.1 of Fan [8]
but also those in Theorem 4.1 of Briand, Lepeltier and San Martin [6]. The use of
these two stopping time sequences allow us to eliminate the additional continuity
assumptions employed in two results quoted before.
Under the same assumptions as in Section 2, we put forward and prove, in
Section 3, a comparison theorem and a Levi type theorem on the minimal (max-
imal) L1 solutions (see Theorems 2-3 and Remark 5). A Lebesgue type theorem
on L1 solutions is also obtained in this section (see Theorem 4). We mention that
Theorems 3 and 4 improve, in some sense, the main results in Fan [8].
Section 4 is devoted to the case that the generator g may be discontinuous in
y. Under the assumptions that g is left-continuous, lower semi-continuous in y and
continuous in z as well as it has a linear growth in y and a sublinear growth in z,
we obtain, as in Sections 2-3, an existence theorem, a comparison theorem and a
Levi type theorem on minimal (maximal) L1 solutions (see Theorems 5-7). And we
also give a Lebesgue type theorem on L1 solutions (see Theorem 8). Here, we make
“the infinite evolution” between g and |y| + |z|α with 0 < α < 1 (see Proposition
2) and use again the localization procedure (see the proof of Theorem 5). We also
mention that Theorem 5 extends Theorem 10 in the first version of Briand and Hu
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[5], and their ideas of the proof are also very different (see Remark 7).
In the last section, by virtue of Theorem 1 in Fan and Jiang [9], we establish
a general comparison theorem on L1 solutions when the generator g is weakly
monotonic in y and uniformly continuous in z as well as it has a stronger sublinear
growth in z (see Theorem 9), which improves the corresponding results in Fan
and Liu [11] and Xiao, Li and Fan [22]. As a byproduct, we also obtain a general
existence and unique theorem on L1 solutions when g is stronger continuous in
(y, z), monotonic in y and uniformly continuous in z as well as it has a general
growth in y and a stronger sublinear growth in z (see Theorem 10), which also
extends, in some sense, the corresponding results in Fan and Liu [11], Xiao, Li and
Fan [22] and Briand, Delyon, Hu, Pardoux and Stoica [4] (see Remark 11).
Let us close this introduction by giving the notations to be used in all this paper.
For the remaining of this paper, let us fix a nonnegative real number T > 0 and a
positive integer d. First of all, (Ω,F , P ) is a complete probability space carrying a
standard d-dimensional Brownian motion (Bt)t≥0. (Ft)t≥0 is the natural filtration
of the Brownian motion (Bt)t≥0 augmented by the P -null sets of F and we assume
FT = F . For every positive integer n, we use | · | to denote the norm of Euclidean
space Rn. For each real p > 0, Lp(R) represents the set of all FT -measurable
random variable ξ such that E[|ξ|p] < +∞, and Sp denotes the set of real-valued,
adapted and continuous processes (Yt)t∈[0,T ] such that
‖Y ‖Sp :=
(
E[ sup
t∈[0,T ]
|Yt|p]
)1∧1/p
< +∞.
If p ≥ 1, ‖ · ‖Sp is a norm on Sp and if p ∈ (0, 1), (X,X ′) 7−→ ‖X −X ′‖Sp defines
a distance on Sp. Under this metric, Sp is complete. Moreover, let Mp denote the
set of (equivalent classes of) (Ft)-progressively measurable, Rd-valued processes
{Zt, t ∈ [0, T ]} such that
‖Z‖Mp :=
{
E
[(∫ T
0
|Zt|2 dt
)p/2]}1∧1/p
< +∞.
For p ≥ 1, Mp is a Banach space endowed with this norm and for p ∈ (0, 1), Mp
is a complete metric space with the resulting distance. We set S = ∪p>1Sp and
let us recall that a continuous process (Yt)t∈[0,T ] belongs to the class (D) if the
family {Yτ : τ ∈ ΣT } is uniformly integrable, where ΣT stands for the set of all
(Ft)-stopping times τ such that τ ≤ T . For a process Y in the class (D), we put
‖Y ‖1 = sup{E[Yτ ] : τ ∈ ΣT}.
The space of (Ft)-progressively measurable continuous processes which belong to
the class (D) is complete under this norm.
In this paper, we consider the following one-dimensional BSDE:
yt = ξ +
∫ T
t
g(s, ys, zs)ds−
∫ T
t
zs · dBs, t ∈ [0, T ], (1)
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where ξ ∈ L1(R) is called the terminal condition, the random function
g(ω, t, y, z) : Ω× [0, T ]× R× Rd → R
is (Ft)-progressively measurable for each (y, z), called the generator of BSDE(1).
We will sometimes use the notation BSDE(ξ, g) to say that we consider the BSDE
whose generator is g and whose terminal condition is ξ.
By a solution to BSDE(1) we mean a pair of (Ft)-adapted processes (y·, z·) with
values in R × Rd such that dP − a.s., t 7→ yt is continuous, t 7→ zt belongs to
L2(0, T ), t 7→ g(t, yt, zt) belongs to L1(0, T ) and (1) holds true for each t ∈ [0, T ].
If a solution (y·, z·) to BSDE(1) satisfies that y· belongs to the class (D) and
(y·, z·) ∈ Sβ×Mβ for any β ∈ (0, 1), then it will be called a L1 solution to BSDE(1).
2. Existence of minimal L1 solutions
Let us first introduce the following assumptions on the generator g:
(H1) g is stronger continuous in (y, z), i.e., dP × dt− a.e., ∀ y, z 7→ g(ω, t, y, z)
is continuous, and y 7→ g(ω, t, y, z) is continuous uniformly with respect to z;
(H2) g is monotonic in y, i.e., there exists a constant µ ≥ 0 such that dP ×dt−
a.e., ∀ y1, y2, z,
(g(ω, t, y1, z)− g(ω, t, y2, z))(y1 − y2) ≤ µ|y1 − y2|2;
(H3) g has a general growth in y, i.e., ∀ r ≥ 0,
ϕr(t) := sup
|y|≤r
|g(ω, t, y, 0)| ∈ L1([0, T ]× Ω);
(H4) g has a sublinear growth in z, i.e., there exist two constants λ > 0 and
α ∈ (0, 1) as well as a nonnegative and (Ft)-progressively measurable process
(ft)t∈[0,T ] ∈ L1([0, T ]× Ω) such that dP × dt− a.e., ∀ y, z,
|g(ω, t, y, z)− g(ω, t, y, 0)| ≤ λ(ft(ω) + |y|+ |z|α); (2)
(H1’) g is continuous in (y, z), i.e., dP × dt − a.e., (y, z) 7→ g(ω, t, y, z) is con-
tinuous;
(H4’) g has a stronger sublinear growth in z, i.e., same as (H4) expect that (2)
is replaced with
|g(ω, t, y, z)− g(ω, t, y, 0)| ≤ λ(ft(ω) + |y|+ |z|)α;
(H4”) g is Ho¨lder continuous in z, uniformly with respect to (ω, t, y), i.e., there
exist two constants γ > 0 and α ∈ (0, 1) such that dP × dt− a.e., ∀ y, z1, z2,
|g(ω, t, y, z1)− g(ω, t, y, z2)| ≤ γ|z1 − z2|α.
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We would like to mention that, to our knowledge, (H2), (H3) together with
(H4’), and (H4”) are, respectively, put forward at the first time in Peng [20],
Briand, Delyon, Hu, Pardoux and Stoica [4] and Fan and Liu [11]. But, (H1) and
(H4) are new. Note that (H4’) will be only used in Section 5.
Remark 1 It is not difficult to see that (H1) is slightly stronger than (H1’).
Furthermore, (H2) together with (H4) can imply the following inequality:
g(ω, t, y, z) sgn(y) ≤ |g(ω, t, 0, 0)|+ λft(ω) + (λ+ µ)|y|+ λ|z|.
Finally, it is easy to verify that (H4”) =⇒ (H4’) =⇒ (H4).
The main result of this section is as follows.
Theorem 1 (Existence theorem on minimal L1 solutions) Let (H1)-(H4) hold
true for the generator g. Then for each ξ ∈ L1(R), BSDE(ξ, g) has a minimal L1
solution (y·, z·), i.e, if (y
′
·, z
′
·) is another L
1 solution, then for each t ∈ [0, T ],
yt ≤ y′t dP − a.s..
Example 1 For each (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, let
g(ω, t, y, z) = −|Bt(ω)| · ey + (|y|+
√
|z|) · sin |z| + 1√
t
1t>0 + |Bt(ω)|2.
It is not hard to check that this g satisfies assumptions (H1)-(H4) with µ = 1, λ =
1, α = 1/2 and ft(ω) ≡ 0. It then follows from Theorem 1 that for each ξ ∈ L1(R),
BSDE(ξ, g) has a minimal L1 solution.
It should be especially pointed out that this generator g has a general growth in
the variable y, and it is not uniformly continuous with respect to the variable z. So
it is of course neither Lipschitz continuous nor Ho¨lder continuous in z. Then, the
existence result of L1 solutions to BSDE(ξ, g) with ξ ∈ L1(R) can not be obtained
by any known results including those in [3–5, 8, 11, 21, 22].
Before proving Theorem 1, let us recall the following two lemmas taken from
Theorem 1 and Proposition 2 in Xiao, Li and Fan [22].
Lemma 1 (Existence theorem) Let (H1’), (H2)-(H3) and (H4”) hold true for
the generator g. Then for each ξ ∈ L1(R), BSDE(ξ, g) has a unique L1 solution.
Lemma 2 (Comparison theorem) Let g and g′ be two generators of BSDEs and
one of them satisfies (H2) and (H4”). Let (y·, z·) and (y
′
·, z
′
·) be, respectively, a L
1
solution to BSDE(ξ, g) and BSDE(ξ′, g′). If dP − a.s., ξ ≤ ξ′ and dP × dt − a.e.,
for each (y, z) ∈ R× Rd, g(t, y, z) ≤ g′(t, y, z), then for each t ∈ [0, T ],
yt ≤ y′t dP − a.s..
The following proposition gives a nice approximation of the generator g satisfy-
ing (H1)-(H4), which will play an important role in the proof of Theorem 1.
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Proposition 1 Let (H1)-(H4) hold true for the generator g. For each n ≥ 1
and each (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, let
gn(ω, t, y, z) = inf
u∈Rd
(g(ω, t, y, u) + (n + λ)|u− z|α), (3)
where λ and α are taken from (H4). Then
(i) For each n ≥ 1, gn(ω, t, y, z) is a mapping from Ω × [0, T ]× R× Rd into R,
and for each (y, z), gn(ω, t, y, z) is (Ft)-progressively measurable;
(ii) For each n ≥ 1 and each (y, z), dP × dt− a.e., we have
gn(ω, t, y, z) ≤ gn+1(ω, t, y, z) ≤ g(ω, t, y, z)
and
|gn(ω, t, y, z)− g(ω, t, y, 0)| ≤ λ(ft(ω) + |y|+ |z|α);
(iii) For each n ≥ 1, gn satisfies (H1’), (H2)-(H3) and (H4”) with γ = n+ λ;
(iv) If (yn, zn)→ (y, z) as n→∞, then when n→∞, we have
gn(ω, t, yn, zn)→ g(ω, t, y, z) dP × dt− a.e..
Proof. In view of the inequality |u|α ≤ |u− z|α+ |z|α, it follows from (H4) that
dP × dt− a.e., for each (y, z, u) ∈ R1+d+d,
g(ω, t, y, u) + (n + λ)|u− z|α ≥ g(ω, t, y, 0)− λ(ft(ω) + |y|+ |u|α) + λ|u− z|α
≥ g(ω, t, y, 0)− λ(ft(ω) + |y|+ |z|α).
Thus, dP × dt − a.e., for each n ≥ 1 and each (y, z) ∈ R1+d, gn(ω, t, y, z) takes
values in R and
gn(ω, t, y, z) ≥ g(ω, t, y, 0)− λ(ft(ω) + |y|+ |z|α). (4)
On the other hand, since the mapping u 7→ g(ω, t, y, u)+(n+λ)|u−z|α is continuous
andQd is dense in Rd, the infimum in (3) taken over Rd is equal to the one taken over
Qd. Hence, for each n ≥ 1 and each (y, z) ∈ R1+d, gn(ω, t, y, z) is (Ft)-progressively
measurable for each (y, z). Thus, we get (i).
Furthermore, it follows from (3) and (H4) that for each n ≥ 1, dP × dt− a.e.,
gn(ω, t, y, z) ≤ gn+1(ω, t, y, z) ≤ g(ω, t, y, z) ≤ g(ω, t, y, 0) + λ(ft(ω) + |y|+ |z|α).
Then (ii) follows from the previous inequality and (4).
In the sequel, we will show (iii). For this, let us recall two basic inequalities:
inf
x∈D
f(x)− inf
x∈D
g(x) ≤ sup
x∈D
(f(x)− g(x)) (5)
and
| inf
x∈D
f(x)− inf
x∈D
g(x)| ≤ sup
x∈D
|f(x)− g(x)|. (6)
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Now, we can prove (iii). First, in view of the inequality |x|α − |y|α ≤ |x − y|α, it
follows from (3) and (6) that dP × dt− a.e., for each (y, z1, z2) ∈ R× Rd × Rd,
|gn(ω, t, y, z1)− gn(ω, t, y, z2)| ≤ sup
u∈Rd
|(n+ λ)|u− z1|α − (n+ λ)|u− z2|α|
≤ (n + λ)|z1 − z2|α.
(7)
Thus, (H4”) holds true for each gn. Second, by (3) and (6) we can deduce that
dP × dt− a.e., for each (y, y0, z) ∈ R× R× Rd,
|gn(ω, t, y, z)− gn(ω, t, y0, z)| ≤ sup
u∈Rd
|g(ω, t, y, u)− g(ω, t, y0, u)|.
Because dP × dt− a.e., y 7→ g(ω, t, y, z) is continuous uniformly with respect to z
by (H1), from the previous inequality we know that dP ×dt−a.e., for each z ∈ Rd,
y 7→ gn(ω, t, y, z) is continuous. On the other hand, (7) means that dP × dt− a.e.,
z 7→ gn(ω, t, y, z) is uniformly continuous uniformly with respect to y. Hence, we
can conclude that dP ×dt− a.e., (y, z) 7→ gn(ω, t, y, z) is continuous, that is, (H1’)
holds true for each gn. Third, in view of (H2), it follows from (3) and (5) that,
dP × dt− a.e., for each (y1, y2) ∈ R× R with y1 ≥ y2,
(y1 − y2)(gn(ω, t, y1, z)− gn(ω, t, y2, z))
≤ sup
u∈Rd
{(y1 − y2)(gn(ω, t, y1, u)− gn(ω, t, y2, u))} ≤ µ|y1 − y2|2.
Furthermore, if y1 < y2, then by exchanging the position of y1 and y2 we know that
the above inequality holds also true. Therefore, (H2) is also true for gn. At last, it
follows from (ii) that, dP × dt− a.e., for each n ≥ 1 and each y ∈ R,
|gn(ω, t, y, 0)| ≤ |g(ω, t, y, 0)|+ λ(ft(ω) + |y|).
Thus, gn also satisfies (H3) since g satisfies it. (iii) is then proved.
Finally, we prove (iv). Assume that (yn, zn) −→ (y, z) as n → ∞. By (3) and
(H4) we can take a sequence (vn)n≥1 such that dP × dt− a.e.,
gn(ω, t, yn, zn)
≥ g(ω, t, yn, vn) + (n+ λ)|zn − vn|α − 1n
≥ g(ω, t, yn, 0)− λ(ft + |yn|+ |vn|α) + (n+ λ)|zn − vn|α − 1n
≥ g(ω, t, yn, 0)− λ(ft + |yn|+ |zn|α) + (n+ λ− 1)|zn − vn|α − 1n .
(8)
Furthermore, it follows from (ii) that
gn(ω, t, yn, zn) ≤ g(ω, t, yn, 0) + λ(ft(ω) + |yn|+ |zn|α).
Thus, we have
(n + λ− 1)|zn − vn|α ≤ 2λ(ft(ω) + |yn|+ |zn|α) + 1
n
,
and then
lim sup
n→∞
n|zn − vn|α < +∞.
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Therefore
lim
n→∞
vn = z.
Then, in view of Remark 1, it follows from (8) and (H1) that dP × dt− a.e.,
lim inf
n→∞
gn(ω, t, yn, zn) ≥ lim inf
n→∞
g(ω, t, yn, vn) = g(ω, t, y, z).
On the other hand, it follows from (ii) and (H1), in view of Remark 1, that dP ×
dt− a.e.,
lim sup
n→∞
gn(ω, t, yn, zn) ≤ lim sup
n→∞
g(ω, t, yn, zn) = g(ω, t, y, z).
Hence, we have (iv), and Proposition 1 is proved. 
Remark 2 Similar argument to Proposition 1 yields that if we replace (3) with
gn(ω, t, y, z) = sup
u∈Rd
(g(ω, t, y, u)− (n+ λ)|u− z|α),
then the conclusions of Proposition 1 hold also true for gn, except that gn is non-
increasing with respect to n and bigger than g.
Now we can turn to the proof of Theorem 1.
Proof of Theorem 1. Suppose that ξ ∈ L1(R) and that (H1)-(H4) hold for
the generator g. For each n ∈ N and each (ω, t, y, z) ∈ Ω × [0, T ] × R × Rd, let
gn(ω, t, y, z) be defined in (3) and h(ω, t, y, z) be defined as follows
h(ω, t, y, z) := g(ω, t, y, 0) + λ(ft(ω) + |y|+ |z|α), ∀ ω, t, y, z.
Since g satisfies (H1)-(H4), in view of (ii) and (iii) in Proposition 1 and Remark 1,
we know that both h and gn satisfy (H1’), (H2)-(H3) and (H4”), and dP ×dt−a.e.,
for each n ≥ 1 and each (y, z) ∈ R× Rd, we have
gn(ω, t, y, z) ≤ gn+1(ω, t, y, z) ≤ g(ω, t, y, z) ≤ h(ω, t, y, z).
Then, it follows from Lemma 1 that for each n ≥ 1, both BSDE(ξ, gn) and
BSDE(ξ, h) have unique L1 solutions, denoted, respectively, by (ynt , z
n
t )t∈[0,T ] and
(y˜t, z˜t)t∈[0,T ] for notational convenience. Furthermore, by Lemma 2 we also know
that for each t ∈ [0, T ],
y1t ≤ ynt ≤ yn+1t ≤ y˜t dP − a.s..
We define y· = lim
n→∞
yn· , then
∀ t ∈ [0, T ], |yt| ≤ sup
n≥1
|ynt | ≤ |y1t |+ |y˜t| dP − a.s.. (9)
In the sequel, we will use a similar localization procedure as in Briand and Hu
[5]. For each k ∈ N, let us introduce the following stopping time:
τk = inf{t ∈ [0, T ] : |y1t |+ |y˜t| ≥ k} ∧ T.
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For fixed k and m ∈ N, define also the following stopping time:
σm = inf{t ∈ [0, T ] :
∫ t
0
(ϕk(u) + fu) du ≥ m} ∧ T,
where ϕk(u) and fu are defined in assumptions (H3) and (H4) respectively. Then
(ynk,m(t), z
n
k,m(t)) := (y
n
t∧(τk∧σm)
, znt 1t≤(τk∧σm)) solves the following BSDE:
ynk,m(t) = ξ
n
k,m +
∫ T
t
1u≤(τk∧σm)gn(u, y
n
k,m(u), z
n
k,m(u))du−
∫ T
t
znk,m(u) · dBu,
where ξnk,m := y
n
k,m(T ) = y
n
τk∧σm
.
For each pair of k and m, it is very important to observe that, ynk,m is nonde-
creasing in n by construction. Further, it follows from the definition of τk and the
inequality (9) that
sup
n≥1
sup
t∈[0,T ]
‖ynk,m(t)‖∞ ≤ k. (10)
Then, in view of this inequality, Remark 1 and the definitions of τk and σm again,
it follows from Lemma 3.1 in Briand, Delyon, Hu, Pardoux and Stoica [4] that
znk,m ∈ M2, ∀ n ∈ N.
Thus, if ρk(y) = yk/max(|y|, k), we have
ynk,m(t) = ξ
n
k,m+
∫ T
t
1u≤(τk∧σm)gn(u, ρk(y
n
k,m(u)), z
n
k,m(u))du−
∫ T
t
znk,m(u)·dBu. (11)
Moreover, by (ii) of Proposition 1 and (H3) we have
|1u≤(τk∧σm)gn(u, ρk(y), z)| ≤ 1u≤(τk∧σm) [|g(u, ρk(y), 0)|+ λ(fu + |ρk(y)|+ |z|α)]
≤ 1u≤(τk∧σm) [ϕk(u) + λ(fu + k + 1 + |z|)] .
≤ (1 + λ)1u≤(τk∧σm)(ϕk(u) + fu) + λ(k + 1) + λ|z|.
It then follows from the definition of σm that∫ T
0
1u≤(τk∧σm)(ϕk(u) + fu) du ≤ m.
In view of the previous two inequalities, (10), (iv) of Proposition 1 and the fact
that ynk,m is nondecreasing in n, arguing as in the proof of Theorem 1 in Lepeltier
and San Mart´ın [15] (see pages 427-429), we can take the limit with respect to n (k
and m being fixed) in (11) in the space S2×M2, where the only change need to be
made is that we have to use Lebesgue’s dominated convergence theorem in stead
of Ho¨lder inequality in order to show the convergence of znk,m in M
2. In particular,
setting yk,m = lim
n→∞
ynk,m, we know that yk,m is continuous and that there exists a
process zk,m ∈ M2 such that lim
n→∞
znk,m = zk,m in M
2 and (yk,m, zk,m) solves
yk,m(t) = ξk,m+
∫ T
t
1u≤(τk∧σm)g(u, ρk(yk,m(u)), zk,m(u))du−
∫ T
t
zk,m(u)·dBu, t ∈ [0, T ],
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where ξk,m := lim
n→∞
ynτk∧σm .
Since |yk,m(t)| ≤ k, the above equation can be rewritten as
yk,m(t) = ξk,m +
∫ T
t
1u≤(τk∧σm)g(u, yk,m(u), zk,m(u))du−
∫ T
t
zk,m(u) · dBu. (12)
But σm ≤ σm+1, τk ≤ τk+1, then we get, using the definition of yk,m, zk,m and y·,
yt∧τk∧σm = yk+1,m+1(t ∧ τk ∧ σm) = yk,m(t) = limn→∞ y
n
t∧τk∧σm
,
zk+1,m+1(t)1t≤(τk∧σm) = zk,m(t) = limn→∞
znt 1t≤(τk∧σm).
It follows from (H3), (H4) and the definitions of τk and σm that σm → T asm→∞
for each fixed k and τk → T as k → ∞, and thus since all of yk,m are continuous
processes we deduce that y· is continuous on [0, T ]. Then we define z· on (0, T ) by
setting
zt = zk,m(t), if t ∈ (0, τk ∧ σm),
so that zt1t≤(τk∧σm) = zk,m(t)1t≤(τk∧σm) = zk,m(t) and (12) can be rewritten as
yt∧τk∧σm = yτk∧σm +
∫ τk∧σm
t∧τk∧σm
g(u, yu, zu)du−
∫ τk∧σm
t∧τk∧σm
zu · dBu. (13)
Furthermore, we have
P
(∫ T
0
|zu|2du =∞
)
= P
(∫ T
0
|zu|2du =∞, τk ∧ σm = T
)
+ P
(∫ T
0
|zu|2du =∞, τk ∧ σm < T
)
≤ P
(∫ τk∧σm
0
|zk,m(u)|2du =∞
)
+ P (τk ∧ σm < T ) ,
and we deduce, in view of the fact that σm → T as m → ∞ for each fixed k, and
τk → T as k →∞, that ∫ T
0
|zu|2du <∞ dP − a.s..
Let m → ∞ for fixed k in (13), and then let k → ∞, we deduce that (y·, z·) is a
solution of BSDE(ξ, g). By (9) we know that y· belongs to the class (D) and the
space Sβ for each β ∈ (0, 1). Furthermore, in view of Remark 1, by Lemma 3.1 in
Briand, Delyon, Hu, Pardoux and Stoica [4] we also know that z· belongs to the
space Mβ for each β ∈ (0, 1). Consequently, (y·, z·) is a L1 solution of BSDE(ξ, g).
Finally, we prove that (y·, z·) is also a minimal L
1 solution of BSDE(ξ, g). Let
(y′·, z
′
·) be another L
1 solution. Note that for each n ≥ 1, gn satisfies (H2) and
(H4”), and it is smaller than g. It follows from Lemma 2 that for each t ∈ [0, T ]
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and each n ≥ 1, ynt ≤ y′t dP − a.s.. Since y· = lim
n→∞
yn· , we can obtain that for each
t ∈ [0, T ], yt ≤ y′t dP − a.s.. The proof of Theorem 1 is then completed. 
Remark 3 In the proof of Theorem 1, replace gn with g
n defined in Remark 2,
and h with the following function:
h˜(ω, t, y, z) := g(ω, t, y, 0)− λ(ft(ω) + |y|+ |z|α),
and let (Y nt , Z
n
t )t∈[0,T ] be the unique L
1 solution of BSDE(ξ, gn) by virtue of Re-
mark 2 and Lemma 1. Then, using the similar procedure as that in the proof of
Theorem 1, we can deduce that the limit process (Y·, Z·) of the sequence (Y
n
· , Z
n
· )
is a maximal L1 solution of BSDE(ξ, g) when g satisfies (H1)-(H4), i.e, if (Y ′· , Z
′
·)
is another L1 solution, then for each t ∈ [0, T ], Y ′t ≤ Yt dP − a.s..
3. Comparison theorem and Levi type theorem on minimal L1 solutions
In this section, we will put forward and prove a comparison theorem (Theorem
2) and a Levi type theorem (Theorem 3) on the minimal L1 solution of BSDE(1)
under (H1)-(H4). A Lebesgue type theorem (Theorem 4) on L1 solutions is also
obtained in this section.
We mention that Theorems 3 and 4 improve, in some sense, the corresponding
results of Fan [8] since the additional continuity assumption (H) and the Lipschitz
continuity assumption of g in z employed in [8] are moved away in Theorems 3 and
4, and the assumption (H4’) used in [8] is also weakened to (H4) here.
Theorem 2 (Comparison theorem on the minimal L1 solution) Assume that
ξ, ξ′ ∈ L1(R) and that both g and g′ satisfy (H1)-(H4). Let (ygt (ξ), zgt (ξ))t∈[0,T ] and
(yg
′
t (ξ
′), zg
′
t (ξ
′))t∈[0,T ] be, respectively, the minimal L
1 solution to BSDE(ξ, g) and
BSDE(ξ′, g′) by Theorem 1. If dP − a.s., ξ ≤ ξ′ and dP × dt − a.e., for each
(y, z) ∈ R× Rd, g(t, y, z) ≤ g′(t, y, z), then for each t ∈ [0, T ], we have
ygt (ξ) ≤ yg
′
t (ξ
′) dP − a.s..
Proof. Let gn be defined in (3). By (iii) of Proposition 1 and the proof procedure
of Theorem 1 we know that for each n ≥ 1, gn satisfies (H1’), (H2)-(H3) and (H4”),
and for each t ∈ [0, T ],
lim
n→∞
ygnt (ξ) = y
g
t (ξ) dP − a.s., (14)
where (ygnt (ξ), z
gn
t (ξ))t∈[0,T ] is the unique L
1 solution of BSDE(ξ, gn).
On the other hand, in view of the assumptions of Theorem 2, by (ii) of Propo-
sition 1 we also know that dP − a.s., ξ ≤ ξ′ and dP × dt− a.e., for each n ≥ 1 and
(y, z) ∈ R× Rd,
gn(t, y, z) ≤ g(t, y, z) ≤ g′(t, y, z).
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Then, noticing that gn satisfies (H2) and (H4”), by Lemma 2 we get that for each
n ≥ 1 and t ∈ [0, T ],
ygnt (ξ) ≤ yg
′
t (ξ
′) dP − a.s.. (15)
Thus, the conclusion of Theorem 2 follows from (14) and (15). 
Theorem 3 (Levi type theorem on the minimal L1 solution) Assume that
ξn, ξ ∈ L1(R) for each n ≥ 1 and that g satisfies (H1)-(H4). Let (ygt (ξn), zgt (ξn))t∈[0,T ]
and (ygt (ξ), z
g
t (ξ))t∈[0,T ] be, respectively, the minimal L
1 solution of BSDE(ξn, g) and
BSDE(ξ, g) by Theorem 1. If dP − a.s., ξn ↑ ξ, then for each t ∈ [0, T ],
lim
n→∞
↑ ygt (ξn) = ygt (ξ) dP − a.s..
Proof. In view of ξn ↑ ξ dP − a.s., it follows from Theorem 2 that for each
t ∈ [0, T ] and n ≥ 1,
ygt (ξ1) ≤ ygt (ξn) ≤ ygt (ξn+1) ≤ ygt (ξ) dP − a.s.. (16)
We define y· = lim
n→∞
yg· (ξn), then
∀ t ∈ [0, T ], |yt| ≤ sup
n≥1
|ygt (ξn)| ≤ |ygt (ξ1)|+ |ygt (ξ)| dP − a.s..
Thus, for each k ∈ N, we introduce the following stopping time:
τk = inf{t ∈ [0, T ] : |ygt (ξ1)|+ |ygt (ξ)|+
∫ t
0
|g(u, 0, 0)| du ≥ k} ∧ T,
and for fixed k and m ∈ N, let the stopping time σm be defined in the proof of
Theorem 1. Then
(ynk,m(t), z
n
k,m(t)) := (y
g
t∧(τk∧σm)
(ξn), z
g
t (ξn)1t≤(τk∧σm))
solves the following BSDE
ynk,m(t) = ξ
n
k,m +
∫ T
t
1u≤(τk∧σm)g(u, y
n
k,m(u), z
n
k,m(u))du−
∫ T
t
znk,m(u) · dBu,
where ξnk,m := y
n
k,m(T ) = y
g
τk∧σm(ξn).
In the sequel, arguing as in the proof of Theorem 1, we can deduce that there
exists a process z· such that (y·, z·) is a L
1 solution of BSDE(ξ, g). Furthermore,
in view of (16), the definition of y· and the fact that (y
g
· (ξ), z
g
· (ξ)) be the minimal
L1 solution of BSDE(ξ, g), we know that
(y·, z·) = (y
g
· (ξ), z
g
· (ξ)),
from which the conclusion of Theorem 3 follows immediately. 
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Remark 4 If the condition “ξn ↑ ξ” in Theorem 3 is replaced with “ξn ↓ ξ”, then
the sign “≤” in (16) will change to “≥”, and the (y·, z·) in the proof of Theorem
3 is still a L1 solution of BSDE(ξ, g), but it is uncertain whether it is the minimal
one or not, so the conclusion of Theorem 3 does not hold in general. However, if we
further assume that the L1 solution of BSDE(ξ, g) is unique, then the conclusion
will hold.
Remark 5 Using the similar arguments as in Theorems 2-3, in view of Remark
3, we can prove that, in Theorems 2-3, if we replace the minimal L1 solution with
the maximal L1 solution, and “ξn ↑ ξ” with “ξn ↓ ξ”, then the conclusions hold
also true.
If the L1 solution of BSDE(ξ, g) is unique, we have the following Lebesgue type
theorem on the L1 solution.
Theorem 4 (Lebesgue type theorem on the L1 solution) Assume that ξn, ξ ∈
L1(R) for each n ≥ 1 and that g satisfies (H1)-(H4). Assume further that BSDE(ξ, g)
has a unique L1 solution (ygt (ξ), z
g
t (ξ))t∈[0,T ]. Let (y
g
t (ξn), z
g
t (ξn))t∈[0,T ] be any of L
1
solutions of BSDE(ξn, g) by Theorem 1 and Remark 3. If dP − a.s., ξn → ξ as
n→∞ and dP − a.s., |ξn| ≤ η with E[|η|] < +∞, then for each t ∈ [0, T ],
lim
n→∞
ygt (ξn) = y
g
t (ξ) dP − a.s..
Proof. Let
ξ¯n := sup
k≥n
ξk and ξn := infk≥n
ξk.
Then, both ξ¯n and ξn belongs to L
1(R) since dP −a.s., |ξn| ≤ η with E[|η|] < +∞.
And, since ξn → ξ dP − a.s. as n→∞, we have, dP − a.s.,
ξ
n
≤ ξn ≤ ξ¯n, ξ¯n ↓ ξ and ξn ↑ ξ. (17)
In view of Theorem 1, we can let
(yg
t
(ξn), z
g
t (ξn))t∈[0,T ], (y
g
t
(ξ
n
), zgt (ξn))t∈[0,T ] and (y
g
t
(ξ¯n), z
g
t (ξ¯n))t∈[0,T ],
respectively, be the minimal L1 solution of BSDE(ξn, g), BSDE(ξn, g) and BSDE(ξ¯n, g).
Then, in view of (17) and the fact that (ygt (ξ), z
g
t (ξ))t∈[0,T ] is the unique L
1 solution
of BSDE(ξ, g), by Theorem 3, Theorem 2 and Remark 4 we can deduce that
ygt (ξ) = lim
n→∞
↑ yg
t
(ξ
n
) ≤ lim
n→∞
yg
t
(ξn) ≤ lim
n→∞
yg
t
(ξn) ≤ lim
n→∞
↓ yg
t
(ξ¯n) = y
g
t (ξ),
which means that for each t ∈ [0, T ],
lim
n→∞
yg
t
(ξn) = y
g
t (ξ) dP − a.s..
In the same way, in view of Remark 5, we can also prove that for each t ∈ [0, T ],
lim
n→∞
y¯gt (ξn) = y
g
t (ξ) dP − a.s.,
where (y¯gt (ξn), z¯
g
t (ξn)) represents the maximal L
1 solution of BSDE(ξn, g). Thus,
the conclusion of Theorem 4 follows from the above last two identities. 
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4. The case that g may be discontinuous in y
Let us further introduce the following assumptions:
(H5) g has a linear growth in y and a sublinear growth in z, i.e., there exists
two constants C > 0, α ∈ (0, 1) and a non-negative (Ft)-progressively measurable
stochastic process (ft)t∈[0,T ] ∈ L1([0, T ]× Ω) such that dP × dt− a.e.,
|g(ω, t, y, z)| ≤ ft(ω) + C(|y|+ |z|α), ∀ (y, z) ∈ R1+d.
(H1a) g is left-continuous and lower semi-continuous in y, and continuous in z,
i.e., dP × dt− a.e., for each (y0, z0) ∈ R1+d, we have
lim
(y,z)→(y−
0
,z0)
g(ω, t, y, z) = g(ω, t, y0, z0) (18)
and
lim inf
(y,z)→(y+
0
,z0)
g(ω, t, y, z) ≥ g(ω, t, y0, z0). (19)
(H1b) g is right-continuous and upper semi-continuous in y, and continuous in
z, i.e., dP × dt− a.e., for each (y0, z0) ∈ R1+d, we have
lim
(y,z)→(y+
0
,z0)
g(ω, t, y, z) = g(ω, t, y0, z0)
and
lim sup
(y,z)→(y−
0
,z0)
g(ω, t, y, z) ≤ g(ω, t, y0, z0).
Remark 6 Note that (H1a) and (H1b) are taken from Fan and Jiang [10], where
the L2 solutions to BSDEs are investigated when g satisfies (H1a) (or (H1b)) and
(H5) with α = 1. It is clear that (H1a)+(H1b) ⇔ (H1’). If (H1a) (resp. (H1b))
holds for g, then, dP × dt− a.e., for each (y0, z0) ∈ R× Rd,
lim inf
(y,z)→(y0,z0)
g(ω, t, y, z) ≥ g(ω, t, y0, z0)
(resp. lim sup
(y,z)→(y0,z0)
g(ω, t, y, z) ≤ g(ω, t, y0, z0)).
But g may be discontinuous in y when (H1a) or (H1b) holds true for it. In addition,
by virtue of the knowledge of mathematical analysis it is not hard to conclude that
if dP × dt − a.e., for each z ∈ Rd, y 7→ g(ω, t, y, z) is left-continuous (resp. right-
continuous) and nondecreasing, and dP ×dt−a.e., for each y ∈ R, z 7→ g(ω, t, y, z)
is also continuous, then g must satisfy (H1a) (resp. (H1b)) (see Section 3 in Fan
and Jiang [10] for more details).
The following Theorem 5 establishes an existence result on minimal L1 solutions
of BSDEs with discontinuous generators in y, which is one of the main results of
this section.
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Theorem 5 (Existence theorem on the minimal (resp. maximal) L1 solution)
Assume that the generator g satisfies (H1a) (resp. (H1b)) and (H5). Then for each
ξ ∈ L1(R), BSDE(ξ, g) has a minimal (resp. maximal) L1 solution (y·, z·).
Remark 7 A similar result to Theorem 5 was obtained in Theorem 10 of the
first version of Briand and Hu [5], where the generator g is continuous in (y, z)
and the ft(ω) in (H5) is a constant. In addition, it should be mentioned that the
L1 solution of BSDE(ξ, g) constructed by them is not necessarily the minimal or
maximal one. Hence, Theorem 5 extends this known result.
At the same time, the basic idea developed in Theorem 10 of the first version of
Briand and Hu [5] is to approach the L1 solution of BSDE(ξ, g) by virtue of a L2
solution sequence of BSDE(ξn,p, g), where ξn,p := ξ
+ ∧ n− ξ− ∧ p. Compared with
it, a very different idea will be employed to prove our Theorem 5. More specifically,
we will approach the L1 solution of BSDE(ξ, g) by virtue of a L1 solution sequence
of BSDE(ξ, gn), where the sequence gn is obtained by “the infinite evolution” made
between g and |y|+ |z|α.
Example 2 For each (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, let
g(ω, t, y, z) = 1y≤0 sin y + 1y>0 cos y + [|y|+ ln(1 + |z|)] · sin(y2|z|3) +Bt(ω).
It is clear that g is discontinuous in y and not uniformly continuous in z. It is also
easy to verify that g satisfies (H1a) and (H5) with C = 1 and any α ∈ (0, 1). It
then follows from Theorem 5 that for each ξ ∈ L1(R), BSDE(ξ, g) has a minimal
L1 solution. Note that this conclusion can not be obtained by any existing result.
In the proof of Theorem 5, the following Proposition 2 will play an important
role, which gives a nice approximation of g satisfying (H1a) and (H5).
Proposition 2 Let (H1a) and (H5) hold true for the generator g. For each
n ≥ 1 and each (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, let
gn(ω, t, y, z) := inf
(u,v)∈Q1+d
{g(ω, t, u, v) + nC(|y − u|+ |z − v|α)}. (20)
where C and α are taken from (H5). Then
(i) For each n ≥ 1, gn(ω, t, y, z) is a mapping from Ω × [0, T ]× R× Rd into R,
and for each (y, z), gn(ω, t, y, z) is (Ft)-progressively measurable;
(ii) For each n ≥ 1 and each (y, z), dP × dt− a.e., we have
gn(ω, t, y, z) ≤ gn+1(ω, t, y, z) ≤ g(ω, t, y, z)
and
|gn(ω, t, y, z)| ≤ ft(ω) + C(|y|+ |z|α);
(iii) For each y1, y2, z1, z2, dP × dt− a.e., we have
|gn(ω, t, y1, z1)− gn(ω, t, y2, z2)| ≤ nC(|y1 − y2|+ |z1 − z2|α);
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(iv) If (yn, zn)→ (y−0 , z0) as n→∞, then
lim
n→∞
gn(ω, t, yn, zn) = g(ω, t, y0, z0) dP × dt− a.e..
Proof. In view of the inequalities |v|α ≤ |v−z|α+ |z|α and |u| ≤ |y−u|+ |y|, it
follows from (20) and (H5) that for each n ≥ 1, dP×dt−a.e., for each (y, z) ∈ R1+d,
gn(ω, t, y, z) ≥ inf
(u,v)∈R1+d
{−ft(ω)− C|u| − C|v|α + C(|y − u|+ |z − v|α)}
≥ −ft(ω)− C(|y|+ |z|α)
and
gn(ω, t, y, z) ≤ g(ω, t, y, z) ≤ ft(ω) + C(|y|+ |z|α).
Thus, (i) and (ii) follows immediately by (20). Furthermore, (iii) follows from (20),
(6) and the basic inequality |x1|α − |x2|α ≤ |x1 − x2|α.
Hence, it suffices to show (iv). Indeed, assume that (yn, zn) → (y−0 , z0) as n →
∞. In view of the inequalities |vn|α ≤ |zn− vn|α+ |zn|α and |un| ≤ |yn−un|+ |yn|,
from (20) and (H5) we can take a sequence (un, vn) such that dP × dt− a.e.,
gn(ω, t, yn, zn)
≥ g(ω, t, un, vn) + nC(|yn − un|+ |zn − vn|α)− 1
n
≥ −ft(ω)− C|yn| − C|zn|α − 1
n
+ (n− 1)C(|yn − un|+ |zn − vn|α),
(21)
which means that dP × dt− a.e., in view of (ii),
(n− 1)C(|yn − un|+ |zn − vn|α) ≤ 2(ft(ω) + C|yn|+ C|zn|α) + 1
n
and then
lim sup
n→∞
nC(|yn − un|+ |zn − vn|α) < +∞.
Therefore, dP × dt− a.e.,
lim
n→∞
un = y0, lim
n→∞
vn = z0.
Then, it follows from (21) and (H5) that, in view of Remark 6, dP × dt− a.e.,
lim inf
n→∞
gn(ω, t, yn, zn) ≥ lim inf
n→∞
g(ω, t, un, vn)
≥ lim inf
(y,z)→(y0,z0)
g(ω, t, y, z)
≥ g(ω, t, y0, z0).
On the other hand, from (20) and (18) we can also deduce that, dP × dt− a.e.,
lim sup
n→∞
gn(ω, t, yn, zn) ≤ lim sup
n→∞
g(ω, t, yn, zn)
= lim
(y,z)→(y−
0
,z0)
g(ω, t, y, z)
= g(ω, t, y0, z0).
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Hence, (iv) holds true, and the proof of Proposition 2 is complete. 
Remark 8 Assume that the generator g satisfies (H1b) and (H5). Similar
argument to Proposition 2 yields that if we replace (20) with
gn(ω, t, y, z) = sup
(u,v)∈Q1+d
(g(ω, t, u, v)− nC(|y − u|+ |z − v|α),
then the conclusions of Proposition 2 hold also true for gn, except that gn is non-
increasing in n and bigger than g, and that y−0 in (iv) is replaced with y
+
0 .
Now, we can begin the proof of Theorem 5.
Proof of Theorem 5. Suppose now that ξ ∈ L1(R) and that (H1a) and (H5)
hold for the generator g. For each n ∈ N and each (ω, t, y, z) ∈ Ω× [0, T ]×R×Rd,
let gn(ω, t, y, z) be defined in (20) and h(ω, t, y, z) be defined as follows
h(ω, t, y, z) := ft(ω) + C(|y|+ |z|α).
In view of (ii) and (iii) in Proposition 2, we know that both h and gn are Lipschitz
continuous in y and α-Ho¨lder continuous in z, and dP × dt− a.e., for each n ≥ 1
and each (y, z) ∈ R× Rd, we have
gn(ω, t, y, z) ≤ gn+1(ω, t, y, z) ≤ g(ω, t, y, z) ≤ h(ω, t, y, z).
Then, it follows from Theorem 1 in Fan and Liu [11] that for each n ≥ 1, both
BSDE(ξ, gn) and BSDE(ξ, h) have unique L
1 solutions, denoted, respectively, by
(ynt , z
n
t )t∈[0,T ] and (y˜t, z˜t)t∈[0,T ] for notational convenience. Furthermore, by Lemma
2 we also know that for each t ∈ [0, T ],
y1t ≤ ynt ≤ yn+1t ≤ y˜t dP − a.s.. (22)
We define y· = lim
n→∞
yn· , then
∀ t ∈ [0, T ], |yt| ≤ sup
n≥1
|ynt | ≤ |y1t |+ |y˜t| dP − a.s.. (23)
In the sequel, we will use the localization procedure again to construct the
desired minimal solution. For each k ≥ 1, introduce the following stopping time:
τk = inf{t ∈ [0, T ] : |y1t |+ |y˜t|+
∫ t
0
fs ds ≥ k} ∧ T.
Then (ynk (t), z
n
k (t)) := (y
n
t∧τk
, znt 1t≤τk) solves the following BSDE:
ynk (t) = ξ
n
k +
∫ T
t
1s≤τkgn(s, y
n
k (s), z
n
k (s))ds−
∫ T
t
znk (s) · dBs, (24)
where ξnk = y
n
τk
.
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It is very important to observe that ynk is nondecreasing in n and that, from the
definition of τk and inequality (23),
sup
n≥1
sup
t∈[0,T ]
‖ynk (t)‖∞ ≤ k.
Furthermore, by (ii) of Proposition 2 we have
|1s≤τkgn(s, y, z)| ≤ 1s≤τkfs + C + C|y|+ C|z|, ∀ n ≥ 1.
Thus, in view of (iv) of Proposition 2 and the facts that ynk is nondecreasing in n
and ∫ T
0
(1s≤τkfs + C) ds ≤ k + CT,
arguing as in the proof of Theorem 1, we can take the limit with respect to n (k
being fixed) in (24) in the space S2×M2. In particular, setting yk(t) = supn≥1 ynk (t),
we know that yk(·) is continuous and that there exists a process zk(t) ∈ M2 such
that lim
n→∞
znk (t) = zk(t) in M
2 and (yk(t), zk(t)) solves the BSDE
yk(t) = ξk +
∫ T
t
1s≤τkg(s, yk(s)), zk(s))ds−
∫ T
t
zk(s) · dBs, (25)
where ξk = supn≥1 y
n
τk
.
Since τk ≤ τk+1, it follows from the definitions of yk(·), zk(·) and y· that
yt∧τk = yk+1(t ∧ τk) = yk(t) = sup
n≥1
ynt∧τk , zk+1(t)1t≤τk = zk(t) = limn→∞
znt 1t≤τk .
Thus, since yk(·) are continuous processes and moreover dP − a.s., τk = T for k
large enough, we know that y· is continuous on [0, T ]. Then we define z· on (0, T )
by setting
zt = zk(t), if t ∈ (0, τk),
so that zt1t≤τk = zk(t)1t≤τk = zk(t) and (25) can be rewritten as
yt∧τk = yτk +
∫ τk
t∧τk
g(s, ys, zs)ds−
∫ τk
t∧τk
zs · dBs. (26)
Furthermore, we have
P
(∫ T
0
|zs|2ds =∞
)
= P
(∫ T
0
|zs|2ds =∞, τk = T
)
+ P
(∫ T
0
|zs|2ds =∞, τk < T
)
≤ P
(∫ τk
0
|zk(s)|2ds =∞
)
+ P (τk < T ) ,
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and we deduce, since τk ↑ T , that∫ T
0
|zs|2ds <∞ dP − a.s..
Thus, note by (ii) and (iii) of Proposition 2 that for each n ≥ 1, gn satisfies (H2)
and (H4”) with µ = γ = nC, and that it is smaller than g, letting k →∞ in (26)
and arguing as in the proof of Theorem 1, we can deduce that (yt, zt) is a minimal
L1 solution of BSDE(ξ, g).
Finally, in view of Remark 8, using the same arguments as before we can prove
the case of the maximal L1 solution. Theorem 5 is then proved. 
Remark 9 Under the conditions (H1a) (resp. (H1b)) and (H5), it is uncertain
whether the L1 solution of BSDE(ξ, g) is unique or not, an counterexample can be
found in Jia [13].
With Theorem 5 in hand, using the same arguments as in Theorems 2-4 and
Remarks 4-5 and noticing the fact that (H1’) can imply not only (H1a) but also
(H1b), we can obtain the following Theorems 6-8.
Theorem 6 (Comparison theorem on the minimal (resp. maximal) L1 solution)
Assume that ξ, ξ′ ∈ L1(R) and that both g and g′ satisfy (H1a) (resp. (H1b)) and
(H5). Let (ygt (ξ), z
g
t (ξ))t∈[0,T ] and (y
g′
t (ξ
′), zg
′
t (ξ
′))t∈[0,T ] be, respectively, the minimal
(resp. maximal) L1 solution to BSDE(ξ, g) and BSDE(ξ′, g′) by Theorem 5. If
dP −a.s., ξ ≤ ξ′ and dP ×dt−a.e., for each (y, z) ∈ R×Rd, g(t, y, z) ≤ g′(t, y, z),
then for each t ∈ [0, T ], we have
ygt (ξ) ≤ yg
′
t (ξ
′) dP − a.s..
Theorem 7 (Levi type theorem on the minimal (resp. maximal) L1 solution)
Assume that ξn, ξ ∈ L1(R) for each n ≥ 1 and that g satisfies (H1a) (resp. (H1b))
and (H5). Let (ygt (ξn), z
g
t (ξn))t∈[0,T ] and (y
g
t (ξ), z
g
t (ξ))t∈[0,T ] be, respectively, the
minimal (resp. maximal) L1 solution of BSDE(ξn, g) and BSDE(ξ, g) by Theorem
5. If dP − a.s., ξn ↑ ξ (resp. ξn ↓ ξ), then for each t ∈ [0, T ],
lim
n→∞
ygt (ξn) = y
g
t (ξ) dP − a.s..
Theorem 8 (Lebesgue type theorem on the L1 solution) Assume that ξn, ξ ∈
L1(R) for each n ≥ 1 and that g satisfies (H1’) and (H5). Assume further that
BSDE(ξ, g) has a unique L1 solution (ygt (ξ), z
g
t (ξ))t∈[0,T ]. Let (y
g
t (ξn), z
g
t (ξn))t∈[0,T ]
be any of L1 solutions of BSDE(ξn, g) by Theorem 5. If dP − a.s., ξn → ξ as
n→∞ and dP − a.s., |ξn| ≤ η with E[|η|] < +∞, then for each t ∈ [0, T ],
lim
n→∞
ygt (ξn) = y
g
t (ξ) dP − a.s..
5. A general comparison theorem on L1 solutions
In this section, under the assumptions that g is weakly monotonic in y and
uniformly continuous in z as well as it has a stronger sublinear growth in z, we
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will establish a general comparison theorem on L1 solutions of the BSDEs. Let us
introduce the following assumptions taken from Fan and Jiang [9]:
(H2’) g is weakly monotonic in y, i.e., there exists a nondecreasing concave
function ρ(·) from R+ to itself with ρ(0) = 0, ρ(u) > 0 for u > 0 and
∫
0+
1
ρ(u)
du =
+∞ such that dP × dt− a.e.,
(g(ω, t, y1, z)− g(ω, t, y2, z)) sgn(y1 − y2) ≤ ρ(|y1 − y2|), ∀ y1, y2, z;
(H4*) g is uniformly continuous in z uniformly with respect to (ω, t, y), i.e.,
there exists a continuous, nondecreasing function φ(·) from R+ to itself with linear
growth and satisfying φ(0) = 0 such that dP × dt− a.e.,
∀ y, z1, z2, |g(ω, t, y, z1)− g(ω, t, y, z2)| ≤ φ(|z1 − z2|).
Remark 10 It is clear that (H2’) and (H4*) are, respectively, weaker than (H2)
and (H4”).
Using the similar arguments to Theorem 1 in Fan and Jiang [9] together with the
stopping time technique, we can obtain the following Proposition 3. It is a slight
generalization of Theorem 1 in Fan and Jiang [9], where only is the L2 solution to
BSDEs investigated.
Proposition 3 (Comparison theorem) Let g and g′ be two generators of BS-
DEs, and let (y·, z·) and (y
′
·, z
′
·) be, respectively, a solution to BSDE(ξ, g) and
BSDE(ξ′, g′). Assume that dP − a.s., ξ ≤ ξ′, g satisfies (H2’) and (H4*), and
dP × dt − a.e., g(t, y′t, z′t) ≤ g′(t, y′t, z′t) (or g′ satisfies (H2’) and (H4*), and
dP × dt − a.e., g(t, yt, zt) ≤ g′(t, yt, zt)). If (y· − y′·)+ belongs to S, then for
each t ∈ [0, T ], we have
yt ≤ y′t dP − a.s..
By virtue of the above Proposition 3, we can prove the following comparison
theorem on the L1 solutions of BSDEs, which improves Proposition 1 in Fan and
Liu [11] and Proposition 2 in Xiao, Li and Fan [22].
Theorem 9 (Comparison theorem on the L1 solution) Let g and g′ be two
generators of BSDEs, and let (y·, z·) and (y
′
·, z
′
·) be, respectively, a L
1 solution to
BSDE(ξ, g) and BSDE(ξ′, g′). If dP − a.s., ξ ≤ ξ′, g satisfies (H2’), (H4’) and
(H4*), and dP × dt− a.e., g(t, y′t, z′t) ≤ g′(t, y′t, z′t) (or g′ satisfies (H2’), (H4’) and
(H4*), and dP × dt− a.e., g(t, yt, zt) ≤ g′(t, yt, zt)), then for each t ∈ [0, T ],
yt ≤ y′t dP − a.s..
Proof. It follows from Proposition 3 that we need only to show that (y· − y′·)+
belongs to S under the assumptions of Theorem 9.
Now, we assume that dP − a.s., ξ ≤ ξ′, g satisfies (H2’), (H4’) and (H4*), and
dP × dt− a.e., g(t, y′t, z′t) ≤ g′(t, y′t, z′t). The same arguments as follows can prove
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the another case. Let us fix k ∈ N and denote the stopping time
τk := inf
{
t ∈ [0, T ] :
∫ t
0
(|zs|2 + |z′s|2) ds ≥ k
}
∧ T.
Tanaka’s formula leads to the equation, setting yˆt = yt − y′t, zˆt = zt − z′t,
yˆ+t∧τk ≤ yˆ+τk +
∫ τk
t∧τk
1yˆs>0[g(s, ys, zs)− g′(s, y′s, z′s)] ds−
∫ τk
t∧τk
1yˆs>0zˆs · dBs.
Since g(s, y′s, z
′
s)− g′(s, y′s, z′s) is non-positive, we have
g(s, ys, zs)− g′(s, y′s, z′s) = g(s, ys, zs)− g(s, y′s, z′s) + g(s, y′s, z′s)− g′(s, y′s, z′s)
≤ g(s, ys, zs)− g(s, y′s, zs) + g(s, y′s, zs)− g(s, y′s, z′s),
and we deduce, using the assumptions (H2’) and (H4’) of g, that
1yˆs>0[g(s, ys, zs)− g′(s, y′s, z′s)] ≤ ρ(yˆ+s ) + 2λ(fs + |y′s|+ |zs|+ |z′s|)α.
Thus, we get that
yˆ+t∧τk ≤ yˆ+τk +
∫ τk
t∧τk
[
ρ(yˆ+s ) + 2λ(fs + |y′s|+ |zs|+ |z′s|)α
]
ds−
∫ τk
t∧τk
1yˆs>0zˆs · dBs,
and then that
yˆ+t∧τk ≤ E
[
yˆ+τk +
∫ τk
t∧τk
[
ρ(yˆ+s ) + 2λ(fs + |y′s|+ |zs|+ |z′s|)α
]
ds
∣∣∣∣Ft
]
. (27)
Furthermore, since ρ(·) is a nondecreasing concave function and ρ(0) = 0, we can
find a pair of positive constants a and b such that
ρ(u) ≤ a+ bu, ∀ u ≥ 0. (28)
Then, since both (y·, z·) and (y
′
·, z
′
·) are L
1 solutions, we can send k to ∞ in (27)
and use the Lebesgue dominated convergence theorem, in view of ξ ≤ ξ′, τk → T
as k →∞ and (28), to get that, for each t ∈ [0, T ],
yˆ+t ≤ 2λE
[∫ T
0
(fs + |y′s|+ |zs|+ |z′s|)αds
∣∣∣∣Ft
]
+ E
[∫ T
t
ρ(yˆ+s )ds
∣∣∣∣Ft
]
≤ aT + 2λE
[∫ T
0
(fs + |y′s|+ |zs|+ |z′s|)αds
∣∣∣∣Ft
]
+ b
∫ T
t
E
[
yˆ+s
∣∣Ft] ds,
and then for each r ∈ [t, T ],
E
[
yˆ+r
∣∣Ft] ≤ aT + 2λE
[∫ T
0
(fs + |y′s|+ |zs|+ |z′s|)αds
∣∣∣∣Ft
]
+ b
∫ T
r
E
[
yˆ+s
∣∣Ft] ds.
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Gronwall’s inequality yields that for each r ∈ [t, T ],
E
[
yˆ+r
∣∣Ft] ≤
(
aT + 2λE
[∫ T
0
(fs + |y′s|+ |zs|+ |z′s|)αds
∣∣∣∣Ft
])
· eb(T−r),
form which, by letting r = t, we have
yˆ+t ≤
(
aT + 2λE
[∫ T
0
(fs + |y′s|+ |zs|+ |z′s|)αds
∣∣∣∣Ft
])
· ebT .
Finally, taking supremum over t and then taking expectation in both sides of the
above inequality follows that, by virtue of Doob’s inequality, Ho¨lder’s inequality
and the fact that both (y·, z·) and (y
′
·, z
′
·) are L
1 solutions,
E[ sup
t∈[0,T ]
|yˆ+t |β/α] ≤ K
(
1 + E
[(∫ T
0
fsds
)β]
+ E[ sup
t∈[0,T ]
|y′t|β]
+E
[(∫ T
0
|zs|2ds
)β/2]
+ E
[(∫ T
0
|z′s|2ds
)β/2])
< +∞,
where β is any constant which belongs to (α, 1), and K is a constant depending
only on (a, b, T, λ, α, β). That is to say, yˆ+· = (y· − y′·)+ ∈ S. Then the proof of
Theorem 9 is completed. 
Combining Theorem 9 with Theorem 1, in view of Remarks 1 and 10, we can
obtain the following existence and uniqueness result.
Theorem 10 (Existence and uniqueness theorem on the L1 solution) Assume
that the generator g satisfies (H1)-(H3), (H4’) and (H4*). Then for each ξ ∈ L1(R),
BSDE(ξ, g) has a unique L1 solution.
Remark 11 Compared with the one-dimensional versions of Theorems 6.2 and
6.3 in Briand, Delyon, Hu, Pardoux and Stoica [4], we can see that the Lipschitz
continuity assumption of g in z employed in Briand, Delyon, Hu, Pardoux and
Stoica [4] is weakened to the uniform continuity assumption (H4*) here.
Example 3 For each (ω, t, y, z) ∈ Ω× [0, T ]× R× Rd, let
g(ω, t, y, z) = |Bt(ω)|2 · e−y +
√
1 + |y|+ |z| + 3
√
|z|+ 1√|t− T/2|1t6=T/2.
It is not hard to check that this g satisfies assumptions (H1)-(H3), (H4’) and (H4*)
with µ = 1, λ = 2, α = 1/2 and ft(ω) ≡ 1. It then follows from Theorem 10 that
for each ξ ∈ L1(R), BSDE(ξ, g) has a unique L1 solution.
It should be especially pointed out that this generator g has a general growth
in the variable y, it is uniformly continuous with respect to the variable z, but it
is neither Lipschitz continuous nor Ho¨lder continuous in z. Then, the existence
and uniqueness result of L1 solutions to BSDE(ξ, g) with ξ ∈ L1(R) can not be
obtained by any existing results.
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