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HIGHER ORDER DEGREES OF AFFINE PLANE CURVE COMPLEMENTS
EVA ELDUQUE AND LAURENTIU MAXIM
ABSTRACT. We study finiteness (and vanishing) properties of the higher order degrees associated to com-
plements of complex affine plane curves with mild singularities at infinity. Our results impose new obstruc-
tions on the class of groups that can be realized as fundamental groups of affine plane curve complements.
We also clarify the relationship between the higher order degrees and the multivariable Alexander polyno-
mial of a non-irreducible plane curve.
1. INTRODUCTION
In knot theory, a strategy to address problems that the Alexander polynomial is not strong enough to
solve is to consider non-abelian invariants (e.g., see [2]). These are Alexander-type invariants of coverings
corresponding to terms of the derived series of a knot group, and share most of the properties of the
classical Alexander invariants. Despite the difficulties of working with modules over non-commutative
rings, there are applications to estimating knot genus, detecting fibered, prime and alternating knots, and
to knot concordance. Higher order Alexander invariants can be associated to any finitely presented group
G = π1(X), in terms of coverings of X given by the terms in the rational derived series of G. These in
turn have striking applications if one considers the fundamental group of a link complement or that of a
closed 3-manifold [5]. For example, they can be used to obtain lower bounds for the Thurston norm, and
provide new algebraic obstructions to a 4-manifold of the formM3×S1 admitting a symplectic structure.
Motivated by their success in the classical knot theory and low-dimensional topology, C. Leidy and the
second author initiated in [9] the study of higher order Alexander-type invariants for complex affine plane
curve complements. The exploration of topology of complex plane curves and of their complements
is a subject that goes back to works of Zariski, Enriques, Hirzebruch, Deligne, or Fulton, and which
has flourished in more recent research endeavors by Libgober, Dimca, Suciu, Artal-Bartolo, Cogolludo-
Agustı´n, etc. As the fundamental group of a plane curve complement is in general highly non-abelian,
one typically considers invariants of the fundamental group that still capture most of the topology of the
curve, but which are more manageable, e.g., Alexander-type invariants.
To any affine plane curve C ⊂ C2, in [9] one associates a sequence {δn(C)}n of (possibly infinite)
integers, called the higher order degrees of C . Roughly speaking, these integers measure the “sizes” of
quotients of successive terms in the rational derived series {G
(n)
r }n≥0 of the fundamental group G =
π1(C
2 \ C) of the curve complement (see Definition 1). It was also noted in [9] that the higher order
degrees of plane curves (at any level n) are sensitive to the “position” of singular points, this being one of
the initial motivations for adapting and studying Alexander-type invariants in the context of plane curve
complements.
While in theory higher order degrees of a plane curve complement can be computed by Fox free
calculus from a presentation of G = π1(C
2 \ C), such calculations are in general tedious, see [10] for
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some examples. Furthermore, as these integers can also be interpreted as Betti-type invariants associated
to the tower of coverings of C2 \C corresponding to the subgroups G
(i)
r (the first of which is the universal
abelian cover), a priori there is no reason to expect that such invariants have any good vanishing or
finiteness properties. The main result of [9] proved that for curves in general position at infinity (i.e.,
whose projective completion is transversal in the stratified sense to the line at infinity in CP 2) these
higher order degrees are in fact finite, and a uniform upper bound was given only in terms of the degree
of the curve. More precisely, one has the following result:
Theorem 1. [9, Corollary 4.8] If C ⊂ C2 is a reduced plane curve of degree m, in general position at
infinity, then:
δn(C) ≤ m(m− 2), for all n.
One of the goals of this paper is to provide generalizations of Theorem 1 to various contexts in which
the assumption of good behavior at infinity is relaxed. As the sequence of higher order degrees of a
plane curve is an invariant of the fundamental group of the complement, a better understanding of its
properties (such as finiteness) will impose new obstructions on the class of groups that can be realized as
fundamental groups of affine plane curve complements.
Our first result generalizes Theorem 1 to the context of essential complex line arrangements. (Note
that such line arrangements are not necessarily in general position at infinity.) We prove the following
(see Theorem 7):
Theorem 2. Assume that the complex affine plane curve C defines an essential line arrangement A =
{L1, . . . , Lm} ⊂ C
2 (that is, not all lines in A are parallel). Then,
δn(C) ≤ m(m− 2), for all n.
Moreover, the equality holds only in the case where A consists of m lines going through one point, and
in that case the equality holds for all n ≥ 0.
In the special case when an arrangement contains one line which meets all other lines transversally, we
show in Theorem 8 the following result (which was asserted without a proof in [10]):
Theorem 3. Assume that the affine plane curve C defines a line arrangement A = {L1, . . . , Lm} ⊂ C
2,
which is obtained from an essential line arrangement A′ = {L1, . . . , Lm−1} by adjoining a line Lm that
is transversal to every line inA′ (that is, the singularities of the curve C along the irreducible component
Lm consist ofm− 1 nodes). Then
δn(C) = 0, for all n ≥ 0.
At the opposite spectrum, i.e., if the plane curve C defines a line arrangement A = {L1, . . . , Lm} ⊂
C
2 consisting ofm distinct parallel lines, then an easy calculation shows that (see Proposition 1):
δn(C) =
{
∞, m > 1,
0, m = 1,
for all n ≥ 0.
We also prove the following generalization of Theorem 1 in the context when the plane curve C is
allowed to have mild singularities at infinity. More precisely, we show the following (see Theorem 9):
Theorem 4. Let C ⊂ C2 be a reduced plane curve of degree m, let C be its closure in CP 2 and let L∞
be the line at infinity. Suppose that the intersections of L∞ and C are either transversal or L∞ is the
tangent line to C at a smooth point and it is a simple tangent there (i.e., it has multiplicity 2). If any of
the following two conditions hold
HIGHER ORDER DEGREES OF AFFINE PLANE CURVE COMPLEMENTS 3
(a) m = 2;
(b) at least one of the intersections of C and L∞ is transversal,
then
δn(C) ≤ m(m− 2),
for all n ≥ 0.
Moreover, we generalize Theorem 3 to the context of plane curves as follows (see Theorem 10):
Theorem 5. Let n ≥ 0. Assume that the affine plane curve C is of the form C = L ∪ C ′, where C ′ is a
curve of degree m− 1 in C2 such that δn(C
′) is finite, and L is a line transversal to C ′ such that L ∩ C ′
consists ofm− 1 distinct points. Then,
δn(C) = 0.
A natural question in the context of non-commutative Alexander-type invariants is to relate the higher
order degrees of a plane curve complement to the previously studied Alexander-type invariants, such as
the Alexander polynomials. Preliminary steps in this direction have already been made in [9], were the
authors showed that if the (one-variable) Alexander polynomial of an irreducible plane curve is trivial
then all higher-order degrees {δn}n vanish. (If the curve is irreducible, then δ0(C) is the degree of the
Alexander polynomial of C .) In relation with the universal abelian invariants of a curve, it was also
noted in [9] that if the codimension (in the character torus) of the first characteristic variety of the plane
curve complement is > 1 then δ0(C) = 0 (this fact was first pointed out by A. Libgober in an informal
conversation with the second author, see also Corollary 1). However, curves (e.g., in general position at
infinity) may have supports of codimension one in the character variety (cf. [8]), and for this boundary
case we show here that δ0(C) is the degree of the multivariable Alexander polynomial ∆C of the plane
curve C (see Theorem 11).
The paper is structured as follows. In Section 2, we recall the definition of higher order degrees of an
affine plane curve complement. Section 3 supplies proofs of Theorems 2 and 3. Theorems 4 and 5 are
proved in Section 4. Finally, in Section 5, we indicate the relation between δ0(C) and the degree of the
multivariable Alexander polynomial of the plane curve complement in the case when C is not irreducible.
2. HIGHER-ORDER INVARIANTS OF A PLANE CURVE COMPLEMENT
Though most of the background material presented in this section applies to any finitely presented
group, we focus mainly on fundamental groups of complex affine plane curve complements.
Let C = {f(x, y) = 0} be a reduced curve in C2 of degree m, with complement
U := C2 \ C,
and denote by G := π1(U) the fundamental group of its complement. If C has s irreducible components,
then
(1) H1(G;Z) = H1(U ;Z) = G/G
′ = Zs,
generated by meridian loops about the smooth parts of the irreducible components of C .
In this section we recall the definition of the higher-order Alexander-type invariants of the group G.
These were originally used in the study of knots and, respectively, 3-manifolds, see e.g., [2, 5], and they
were ported to the study of plane curve complements in [9], e.g., to show that certain groups cannot be
realized as fundamental groups of such complements.
Definition 1. The rational derived series of the group G is defined as follows: G
(0)
r = G, and for n ≥ 1,
G(n)r = {g ∈ G
(n−1)
r | g
k ∈ [G(n−1)r , G
(n−1)
r ], for some k ∈ Z \ {0}}.
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It is easy to see that G
(i)
r ⊳ G
(j)
r ⊳ G, if i ≥ j ≥ 0. The successive quotients of the rational derived
series are torsion-free abelian groups. In fact (cf. [5, Lemma 3.5]),
G(n)r /G
(n+1)
r
∼=
(
G(n)r /[G
(n)
r , G
(n)
r ]
)
/{Z − torsion}.
Therefore, for G = π1(C
2 \ C) we get from (1) that G′ = G
(1)
r .
The use of the rational derived series as opposed to the usual derived series is needed in order to avoid
zero-divisors in the group ring ZΓn, where
Γn := G/G
(n+1)
r .
By construction, Γn is a poly-torsion-free-abelian group, in short a PTFA ([5, Corollary 3.6]), i.e., it
admits a normal series of subgroups such that each of the successive quotients of the series is torsion-free
abelian. Then ZΓn is a right and left Ore domain, so it embeds in its classical right ring of quotients Kn,
a skew-field. Every module over Kn is a free module, and such modules have a well-defined rank rkKn
which is additive on short exact sequences. (These statements also apply to the right ring of quotients K
of the group ring ZΓ of any PTFA group Γ, e.g., see [9, Remark 2.4] and the references therein.)
Definition 2. The n-th order Alexander module of (the complement of) the plane curve C is defined as
AZn(C) = H1(U ;ZΓn) = H1(UΓn ;Z),
where UΓn is the covering of U corresponding to the subgroup G
(n+1)
r . That is,
AZn(C) = G
(n+1)
r /[G
(n+1)
r , G
(n+1)
r ],
viewed as a right ZΓn-module.
The n-th order rank of (the complement of) C is:
rn(C) = rkKnH1(U ;Kn).
Remark 1. Note that AZ0 (C) = G
(1)
r /[G
(1)
r , G
(1)
r ] = G′/G′′ is just the universal abelian Alexander
module of the complement.
Example 1. If the curve C is in general position at infinity (i.e., the line at infinity in CP 2 is transversal
in stratified sense to the projective completion of C), and it is nonsingular or has only nodal singular
points (i.e., locally defined by x2 − y2 = 0), then G = π1(C
2 \ C) is abelian, and therefore AZn(C) = 0
for all n (e.g., see [9, Remark 3.4]).
In [9], one associates to any plane curve C (or, equivalently, to the fundamental group G of its com-
plement) a sequence of non-negative integers δn(C) as follows (it is more convenient to work over a
principal ideal domain, or a PID for short, so we look for a “convenient” one): Let ψ ∈ H1(G;Z) be the
primitive class representing the linking number homomorphism
G
ψ
−→ Z, α 7→ lk(α,C).
SinceG′ is in the kernel of ψ, we have a well-defined induced epimorphism ψ¯ : Γn → Z. Let Γ¯n = ker ψ¯.
Then Γ¯n is a PTFA group, so ZΓ¯n has a right ring of quotients
Kn = (ZΓ¯n)S
−1
n ,
where Sn = ZΓ¯n \ {0}. Set
Rn := (ZΓn)S
−1
n .
Then Rn is a flat left ZΓn-module.
A very important role in what follows is played by the fact that Rn is a PID; in fact, Rn isomorphic
to the ring of skew-Laurent polynomials Kn[t
±1]. This can be seen as follows: by choosing a t ∈ Γn
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such that ψ¯(t) = 1, we get a splitting φ of ψ¯, and the embedding ZΓ¯n ⊂ Kn extends to an isomorphism
Rn ∼= Kn[t
±1]. However this isomorphism depends in general on the choice of splitting of ψ¯.
Definition 3. (1) The n-th order localized Alexander module of the plane curve C is defined to be
An(C) = H1(U ;Rn),
viewed as a right Rn-module. If we choose a splitting φ to identify Rn withKn[t
±1], we defineAφn(C) =
H1(U ;Kn[t
±1]).
(2) The n-th order degree of C is defined to be:
δn(C) = rkKnAn(C) = rkKnA
φ
n(C).
Remark 2. Note that δn(C) <∞ if and only if rkKnH1(U ;Kn) = 0, i.e. An(C) is a torsion Rn-module.
Remark 3. If the plane curve C is irreducible, then δ0(C) is the degree of the Alexander polynomial of
C; see [9, Remark 3.9].
The higher order degrees δn(C) are integral invariants of the fundamental group G of the complement
(endowed with the linking number homomorphism). Indeed, by [5], one has:
(2) δn(C) = rkKn
(
G(n+1)r /[G
(n+1)
r , G
(n+1)
r ]⊗ZΓ¯n Kn
)
.
Note that since the isomorphism between Rn and Kn[t
±1] depends on the choice of splitting, one cannot
define in a canonical way a higher-order version of the Alexander polynomial. However, for any choice
of splitting, the degree of the associated higher-order Alexander polynomial is the same, hence this yields
a well-defined invariant of G, which is exactly the higher-order degree δn defined above.
The higher-order degrees of C may be computed by means of Fox free calculus from a presentation of
G = π1(C
2 \C), see [5, Section 6] for details. Such computational techniques will be used freely in this
paper.
It was shown in [9] that if C is an irreducible plane curve, or a curve in general position at infinity (i.e.,
for which the line at infinity in CP 2 is transversal in the stratified sense to the projective completion of
C), then the higher-order degrees δn(C) are finite. More precisely, one has the following:
Theorem 6. If C ⊂ C2 is a reduced plane curve of degree m, in general position at infinity, then:
δn(C) ≤ m(m− 2), for all n.
In particular, the n-th order Alexander module AZn(C) is a torsion ZΓn-module, for all n.
One of the goals of this paper is to provide generalizations of Theorem 6 to various contexts in which
the assumption of good behavior at infinity is relaxed.
3. COMPLEX LINE ARRANGEMENTS
Our first result, Theorem 7 below, generalizes Theorem 6 to the context of essential complex line
arrangements. In Theorem 8 we study the special class of arrangements containing a line with only nodal
singularities.
Assume that all irreducible components of the reduced plane curve C are complex lines, i.e., the
defining polynomial f =
∏m
i=1 ℓi factorizes into a product of linear forms ℓi : C
2 → C, i = 1, . . . ,m.
Let
Li := ker(ℓi),
and let
A := {L1, . . . , Lm} ⊂ C
2
be the corresponding complex line arrangement, with complement U . As before, we will use the notation
δn(C) for the higher-order degrees of the complement U := C
2 \ C = C2 \ A.
6 EVA ELDUQUE AND LAURENTIU MAXIM
3.1. Upper bounds on higher-order degrees. In this section, we prove the following generalization of
Theorem 6 to the context of essential complex line arrangements.
Theorem 7. Assume that the complex affine plane curve C defines an essential line arrangement A =
{L1, . . . , Lm} ⊂ C
2 (that is, not all lines in A are parallel). Then,
δn(C) ≤ m(m− 2), for all n.
Moreover, the equality holds only in the case where A consists of m lines going through one point, and
in that case the equality holds for all n ≥ 0.
At the opposite spectrum (i.e., if the essentiality assumption is dropped), we have the following:
Proposition 1. If the plane curve C defines a line arrangement A = {L1, . . . , Lm} ⊂ C
2 consisting of
m distinct parallel lines, then:
δn(C) =
{
∞, m > 1,
0, m = 1,
for all n ≥ 0.
Proof. In this case, C2 \ C is homotopy equivalent to a wedge sum ofm circles. Ifm = 1, we have that
π1(C
2 \ C) ∼= Z, so it is abelian. It then follows from (2) that
δn(C) = 0, for all n ≥ 0.
Suppose now thatm > 1. The chain complex computing H∗(C
2 \ C;Rn) looks like
· · · → 0→ (Rn)
m → Rn → 0
Hence, H1(C
2 \ C;Rn) is a non-zero free right Rn-module, so
δn(C) =∞, for all n ≥ 0.

Theorem 7 is a consequence of the following two preparatory lemmas (Lemma 1 and Lemma 2). In
Lemma 1 we consider the case when there is a line in the arrangement which has no singularities at
infinity, whereas in Lemma 2 every line is assumed to have singularities at infinity.
Lemma 1. In the notations of Theorem 7, assume that there exists a line in A such that no other line in
A is parallel to it. Then,
δn(C) ≤ m(m− 2), for all n.
Moreover, the equality is achieved only in the case when C consists of m lines going through one point,
and in that case the equality holds for all n ≥ 0.
Proof. Reordering, we can assume that L1 is not parallel to any other line in A. Let P1, . . . , Pr be the
singular points of C in L1. Let
F = L1 \
r⊔
i=1
(L1 ∩ B
4
i )
be the (real) surface obtained by removing small balls B4i ⊂ C
2 around the singular points Pi. Hence F
is obtained from L1 by removing a 2-dimensional open disk Di around every singular point Pi.
Let
N = F × S1.
Here N should be thought of as the boundary of a tubular neighborhood around the non-singular part of
L1. We have that ∂N = ∂F × S
1, and since ∂F is a union of disjoint S1’s (one from every disk Di
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removed), then ∂N is a union of disjoint tori
r⊔
i=1
Ti (again, one from every disk Di removed). Let us fix
a point Qi in the circle S
1 corresponding to the boundary of the disk Di for every such disk removed.
Let di be the number of lines in A going through the singular point Pi, i = 1, . . . , r. Let Ki be the
link of the singularity at the point Pi (hence Ki is a Hopf link with di components), and let S
3
i be the
boundary of B4i . We consider the space
X = N ∪( r⊔
i=1
Ti
)
(
r⊔
i=1
S3i \Ki
)
⊂ C2 \ C
where the gluing is done as follows: A meridian around the component of Ki corresponding to the line
L1 is glued to {Qi} × S
1 ⊂ N , and the component of Ki corresponding to L1 is glued to the S
1
corresponding to the boundary of Di.
The homology of the space X with Rn-coefficients can be computed from the corresponding Mayer-
Vietoris sequence:
(3)
· · · → H2(N ;Rn)⊕
(
r⊕
i=1
H2(S
3
i \Ki;Rn)
)
→ H2(X;Rn)
α
−→
α
−→
r⊕
i=1
H1(Ti;Rn)→ H1(N ;Rn)⊕
(
r⊕
i=1
H1(S
3
i \Ki;Rn)
)
→ H1(X;Rn)→
→
r⊕
i=1
H0(Ti;Rn)→ H0(N ;Rn)⊕
(
r⊕
i=1
H0(S
3
i \Ki;Rn)
)
→ H0(X;Rn)→ 0
Hence, using the additivity of the rank of Kn-modules (recall that Kn is the right ring of quotients of
the Ore domain ZΓ¯n), we have that:
(4)
rkKnH1(X;Rn) = rkKnH1(N ;Rn) +
r∑
i=1
rkKnH1(S
3
i \Ki;Rn)−
r∑
i=1
rkKnH1(Ti;Rn)+
+rkKnIm(α) +
r∑
i=1
rkKnH0(Ti;Rn)− rkKnH0(N ;Rn)−
−
r∑
i=1
rkKnH0(S
3
i \Ki;Rn) + rkKnH0(X;Rn).
Abusing notation, for any i = 1, . . . , r we denote by ψ : π1(S
3
i \Ki) −→ Z the (local) linking number
homomorphism induced by ψ : π1(C
2\C) −→ Z. Then the infinite cyclic cover of S3i \Ki induced by the
homomorphism ψ is homeomorphic to Fi×R, where Fi is the Milnor fiber corresponding to the singular
point Pi. The Γn-cover of S
3
i \Ki factors through this infinite cyclic cover, so we have the following
isomorphism of Kn-modules (e.g., see [7, Section 2.1])
(5) Hj(S
3
i \Ki;Rn)
∼= Hj(Fi;Kn), for all j ≥ 0.
The Milnor fiber Fi has the homotopy type of a wedge sum of µi circles, where µi is the Milnor number
associated to the singular point Pi. Together with (5), this yields that H2(S
3
i \Ki;Rn) = 0. Moreover,
since the singularity Pi consists of the intersection of di lines, one has
µi = (di − 1)
2
and hence, since the Euler characteristic with coefficients on a 1-dimensional local system over a skew
field does not depend on the local system, we have that
(6)
rkKnH2(S
3
i \Ki;Rn) = 0
rkKnH0(S
3
i \Ki;Rn)− rkKnH1(S
3
i \Ki;Rn) = χ(Fi) = 1− (di − 1)
2,
for all i = 1, . . . , r.
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Similarly, abusing notation again, we denote by ψ : π1(N) −→ Z the homomorphism induced by the
linking number homomorphism ψ : π1(C
2\C) −→ Z. Recall that N = F × S1, and F is homotopy
equivalent to a wedge sum of r circles. From this, we see that the infinite cyclic cover of N associated to
ψ is homeomorphic to F ×R, so it is homotopy equivalent to F . Since the Γn-cover ofN factors through
this infinite cyclic cover, we get as before that
Hj(N ;Rn) ∼= Hj(F ;Kn), for all j ≥ 0,
and hence, we have that
(7)
rkKnH2(N ;Rn) = 0,
rkKnH0(N ;Rn)− rkKnH1(N ;Rn) = χ(F ) = 1− r.
Similarly, the Γn-cover of the torus Ti factors through the infinite cyclic cover of Ti corresponding
to the homomorphism induced by the linking number homomorphism ψ, and this infinite cyclic cover is
homeomorphic to S1 × R, hence homotopy equivalent to S1. Consequently, we have that
(8) Hj(Ti;Rn) ∼= Hj(S
1;Kn), for all j ≥ 0, i = 1, . . . , r,
and hence
(9) rkKnH0(Ti;Rn)− rkKnH1(Ti;Rn) = χ(S
1) = 0
for all i = 1, . . . , r.
Note that the above calculation (more precisely, the vanishing of the second homology of N and
S3i \Ki) also implies that that the map α in (3) is injective. Thus,
rkKnIm(α) = rkKnH2(X;Rn).
Since X has the homotopy type of a 2-dimensional CW-complex (this can be seen from the way X is
constructed), we have that H2(X;Rn) is a free (right) Rn-module. Thus, rkKnH2(X;Rn) is either 0 or
infinite. But
rkKnIm(α) ≤
r∑
i=1
rkKnH1(Ti;Rn),
and the right hand side of this inequality is a finite number (by (8)). Thus,
(10) rkKnIm(α) = 0.
Finally, we show that
(11) rkKnH0(X;Rn) = 0
by using Fox Calculus (e.g., see [5, Section 6]). Since A is an essential line arrangement, we have that
m ≥ 2. Let γ1, . . . , γm ∈ π1(X) be positively oriented meridians around L1, . . . , Lm, respectively.
We fix a presentation of π1(X) with {γ1, . . . , γm} as the first m generators. The complex of right Rn-
modules that computes H1(X;Rn) using this fixed presentation is
· · ·
∂2−→ (Rn)
l ∂1−→ Rn
∂0−→ 0,
where l ≥ m, and ∂1 is given by the row matrix A, with
A =
(
γ1 − 1 γ2 − 1 · · · γm − 1 · · ·
)
.
Here A denotes the matrix obtained from A by taking the involution · of all of its entries, and the
involution in Z[Γn] is given by ∑
λ
nλgλ =
∑
λ
nλg
−1
λ .
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(The involution is needed here since we are dealing with a complex of right Rn-modules, as opposed to
the usual formulation of Fox Calculus, where one works with left modules.) Hence,
A =
(
γ−11 − 1 γ
−1
2 − 1 · · · γ
−1
m − 1 · · ·
)
.
Let e1, . . . el be the canonical basis in (Rn)
l. We have that
∂1((e1 − e2)γ1) = 1− γ
−1
2 γ1,
which is a unit in Rn for all n, since γ
−1
2 γ1 ∈ Γ¯n corresponds to a non-zero element in Γ0 = H1(C
2 \
C;Z). Hence ∂1 is surjective, so
rkKnH0(X;Rn) = 0,
as desired.
Substituting (6), (7), (9), (10) and (11) in equation (4), we get that
(12) rkKnH1(X;Rn) =
r∑
i=1
(
(di − 1)
2 − 1
)
+ r − 1 =
r∑
i=1
(di − 1)
2 − 1.
The next step in our proof is to relate rkKnH1(X;Rn) to δn(C). Since L1 is not parallel to any other
line in the arrangement A, the inclusion mapX →֒ C2 \ C induces an epimorphism
π1(X) −։ π1(C
2 \ C).
This can be seen as follows. Let T be a tubular neighborhood of L1 in C
2 such that X is a deformation
retract of T\(T ∩ C). Since L1 is not parallel to any other line in the arrangement, there exists a generic
line L (a line transversal to every other line in the arrangement) such that all of the intersections with
lines in the arrangement happen in the interior of T . Thus, the map
π1((C
2\C) ∩ L ∩ T ) −→ π1((C
2\C) ∩ L)
induced by inclusion is an epimorphism, as one can see a set of generators of π1((C
2\C) ∩ L) inside of
(C2\C)∩L∩ T . By a Zariski theorem of Lefschetz type ([3, Theorem 6.5, Chapter 1]), we have that the
map induced by inclusion
π1((C
2\C) ∩ L) −→ π1(C
2\C)
is an epimorphism. Then the following commutative diagram yields that π1(X) −→ π1(C
2\C) is an
epimorphism, where all the arrows in the diagram are induced by inclusion maps.
π1(X)
π1(T\(T ∩ C)) π1(C
2\C)
π1((C
2\C) ∩ L ∩ T ) π1((C
2\C) ∩ L)
We have thus shown that π1(X) −→ π1(C
2 \ C) is an epimorphism. This implies (as in the proof of
[9, Theorem 4.1]) that there is an Rn-module epimorphism
H1(X;Rn) −։ H1(C
2 \ C;Rn),
and hence
(13) δn(C) ≤ rkKnH1(X;Rn) =
r∑
i=1
(di − 1)
2 − 1.
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Since L1 is not parallel to any other line in the arrangement, we have that
r∑
i=1
(di − 1) = m− 1.
Furthermore,
di − 1 ≤ m− 1 for all i = 1, . . . , r,
where the equality is only satisfied in the case where A consists ofm lines going through a single point.
Altogether,
δn(C) ≤
r∑
i=1
(di − 1)
2 − 1 ≤ (m− 1) ·
(
r∑
i=1
(di − 1)
)
− 1
= (m− 1)2 − 1 = m(m− 2),
where the second inequality can only be an equality in the case whereA consists ofm lines going through
a single point. In fact, if A consists of m lines going through a single point, then X is a deformation
retract of C2 \ C , so in that case the first inequality is also an equality (since (13) becomes an equality)
and δn(C) = m(m − 2) for all n. (An alternative proof of the fact that δn(C) = m(m − 2) in the
case when the arrangement consists of m lines passing through a point was given in [13] by using Fox
Calculus.) 
Remark 4. In concrete examples, one can use (13) to get a better (combinatorial) upper bound for δn(C).
Moreover, if there are several lines in A such that no other line in A is parallel to them, we can take the
tubes around each of those lines to get different bounds for δn(C) similar to (13), and then take the
minimum of all of these bounds.
Example 2. Consider the line arrangement of m lines given by m − 1 parallel lines L2, . . . , Lm and
a line L1 transversal to all of them. In this case, the tube X around L1 is homotopy equivalent to the
arrangement complement, so by (12) we have that
δn(C) = rkKnH1(X;Rn) = m− 2
for all n.
In view of Lemma 1, the following result completes the proof of Theorem 7.
Lemma 2. In the notations of Theorem 7, assume that for every line in A there exists a different line in
A that is parallel to it. Then,
δn(C) ≤ (m− 2)(m− 1)− 1, for all n.
In particular,
δn(C) ≤ m(m− 2), for all n.
Proof. Reordering, we can assume that the lines L1, . . . , Lk are all parallel, with Lj not parallel to L1 for
all k + 1 ≤ j ≤ m, and k ≥ 2.
Let L1 be the closure of L1 in CP
2, and let T be a tubular neighborhood of L1 in CP
2 with boundary
∂T , constructed so that ∂T \ (C ∪ L∞) is the space
X∞ = N ∪(( r⊔
i=1
Ti
)
⊔T∞
)
((
r⊔
i=1
S3i \Ki
)
⊔ (S3∞\K∞)
)
⊂ C2 \ C
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defined similarly as the space X from the proof of Lemma 1. Here, L∞ ⊂ CP
2 is the line at infinity, S3∞
is a 3-sphere centered at the intersection point P∞ of L1 with the line at infinity, K∞ is the link of P∞,
and T∞ is the torus along which we glue N to S
3
∞\K∞.
By construction, X∞ is a deformation retract of T\ (C ∪ L∞), and by a similar argument using a
Zariski theorem of Lefschetz type (like in the proof of Lemma 1), we get that the inclusion map X∞ →֒
C
2\C induces an epimorphism
π1(X∞) −։ π1(C
2 \ C),
which in turn implies that
(14) δn(C) ≤ rkKnH1(X∞;Rn).
To compute rkKnH1(X∞;Rn), we follow the same steps as in the proof of Lemma 1, based on a
Mayer-Vietoris argument. The only difference will appear when computing Hj(S
3
∞\K∞;Rn) for j =
0, 1, 2, since the linking number homomorphism ψ satisfies that ψ(γ∞) = −m, where γ∞ is a positively
oriented meridian around the line at infinity.
Following the same computation as in the proof of (11), we get that
(15) H0(S
3
∞\K∞;Rn) = 0
To compute rkKnH2(S
3
∞\K∞;Rn) and rkKnH1(S
3
∞\K∞;Rn), we will use Fox Calculus, since we can-
not relate these groups to the homology of a Milnor fiber. For this, we first need to find a nice presentation
of π1(S
3
∞\K∞).
By the choices made in the first paragraph of our proof, K∞ is the Hopf link on k + 1 components,
with k ≥ 2. A presentation of π1(S
3
∞\K∞) is given by (e.g., see [11, Lemma 2.7])
π1(S
3
∞\K∞) = 〈γ1, γ2, . . . , γk, y | γiyγ
−1
i y
−1 for all i = 1, . . . , k〉,
where γ1, γ2, . . . , γk are positively oriented meridians around L1, . . . , Lk respectively. An equivalent
presentation of π1(S
3
∞\K∞) can be given so that y is the product of meridian loops γ1, γ2, . . . , γk, γ∞
(in a certain order that is not important here), e.g., see [11, Remark 2.8]. In particular, from this second
presentation we get that
ψ(y) = k −m.
For simplicity, let a1 = γ1, and aj = γjγ
−1
1 for all j = 2, . . . , k. Then, we get
(16) π1(S
3
∞\K∞) = 〈a1, a2, . . . , ak, y | aiya
−1
i y
−1 for all i = 1, . . . , k〉,
with
ψ(a1) = 1,
ψ(aj) = 0, for all j = 2, . . . , k,
ψ(y) = k −m.
We computeH1(S
3
∞\K∞;Rn) andH2(S
3
∞\K∞;Rn) as right Rn-modules, by using the presentation
of π1(S
3
∞\K∞) given in (16). The chain complex computing these groups looks like
. . .→ (Rn)
k ∂2−→ (Rn)
k+1 ∂1−→ Rn → 0,
where ∂2 is given by the matrix 
1− y 0 . . . 0
0 1− y . . . 0
...
...
. . .
...
0 0 · · · 1− y
a1 − 1 a2 − 1 · · · ak − 1
 =
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=

1− y−1 0 . . . 0
0 1− y−1 . . . 0
...
...
. . .
...
0 0 . . . 1− y−1
a−11 − 1 a
−1
2 − 1 . . . a
−1
k − 1

Note that 1 − a−1j is not zero in ZΓ¯n, since a
−1
j is not the identity in Γ0, for j = 2, . . . k. Note also that
y commutes with a1, . . . , ak in π1(S
3
∞\K∞). Multiply the k-th row by 1− a
−1
k on the left (this is a unit
in Rn). Add the first row times 1 − a
−1
1 , the second row times 1 − a
−1
2 , · · · , the (k − 1)-st row times
1− a−1k−1, and the last row times 1− y
−1 to the k-th row (all the multiplications are on the left) to get
1− y−1 0 . . . 0 0
0 1− y−1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1− y−1 0
0 0 . . . 0 0
a−11 − 1 a
−1
2 − 1 . . . a
−1
k−1 − 1 a
−1
k − 1

Note that a−1k − 1 is a unit in Rn, and we multiply the last column by (a
−1
k − 1)
−1 on the right. Add the
last column times 1− a−1j to the j-th column for all j = 1, . . . , k − 1. We get
1− y−1 0 . . . 0 0
0 1− y−1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1− y−1 0
0 0 . . . 0 0
0 0 . . . 0 1

This matrix corresponds to ∂2 after a change of basis in both (Rn)
k and (Rn)
k+1. Therefore, we get
H2(S
3
∞\K∞;Rn) = 0 and
H1(S
3
∞\K∞, x0;Rn) = Rn ⊕
(
Rn/(1 − y
−1)
)⊕(k−1)
,
where x0 is a point in S
3
∞\K∞, and there are k − 1 direct summands of the form Rn/(1 − y
−1). By
[5, Proposition 5.6], we get that
H1(S
3
∞\K∞;Rn) =
⊕
k−1 copies
Rn/(1− y
−1),
so
rkKnH1(S
3
∞\K∞;Rn) = (k − 1)(m− k).
Now, as in the proof of Lemma 1, we get that
rkKnH1(X∞;Rn) =
r∑
i=1
(
(di − 1)
2 − 1
)
+ (k − 1)(m− k) + r − 1
=
r∑
i=1
(di − 1)
2 + (k − 1)(m− k)− 1.
(17)
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Since k ≥ 2, we have thatm− k ≤ m− 2. Also, di ≤ m− k+1 for all i = 1, . . . , r, and
r∑
i=1
(di− 1) =
m− k. Thus,
r∑
i=1
(di − 1)
2 + (k − 1)(m− k)− 1 ≤ (m− k) ·
(
r∑
i=1
(di − 1) + k − 1
)
− 1
= (m− k)(m− 1)− 1
≤ (m− 2)(m− 1)− 1,
which completes the proof. 
Remark 5. The higher order degrees δn(C) are not homeomorphism invariants of C
2 \C . For example,
ifm ≥ 3, the case discussed in Example 2 and that ofm lines going through a point have homeomorphic
complements. However, as we have discussed, their higher order degrees δn(C) arem−2 andm(m−2),
respectively, for all n ≥ 0. This is due to the dependence of higher order degrees on the local system
given by the linking number homomorphism.
3.2. Vanishing of higher-order degrees. In the case when an arrangement contains one line which
meets all other lines transversally, higher order degrees are particularly simple. In this section, we prove
the following result, which was asserted (without proof) in [10, Section 3.1].
Theorem 8. Assume that the affine plane curve C defines a line arrangement A = {L1, . . . , Lm} ⊂ C
2,
which is obtained from an essential line arrangement A′ = {L1, . . . , Lm−1} by adjoining a line Lm that
is transversal to every line inA′ (that is, the singularities of the curve C along the irreducible component
Lm consist ofm− 1 nodes). Then
δn(C) = 0, for all n ≥ 0.
Before proving the theorem, we recall some notation. LetC ′ be the curve defined byA′, let U = C2\C
denote as before the complement of A, and let U ′ = C2 \ C ′ be the complement of A′. Let u0 ∈ U ,
which we will take as the base point for the fundamental groups of both π1(U) and π1(U
′).
By [12, Lemma 2], we have that
(18) 1 −→ Z
g1
−→ π1(U)
g2
−→ π1(U
′) −→ 1
is a central extension, where g1(1) is a positively oriented meridian around Lm, and the map g2 is in-
duced by inclusion. By the Zariski-Van Kampen theorem (see, e.g., [3, Chapter 4, Section 3]), we find a
presentation of π1(U) of the form
(19) π1(U) = 〈y1, . . . , ym | sj(y1, . . . , ym)〉
where y1, . . . , ym−1 are certain positively oriented meridians about irreducible components of C
′ and
ym is a positively oriented meridian about Lm. All of the yi’s are contained in a generic line section of
C
2 \ C , and sj(y1, . . . , ym) are certain words on the generators given by braid monodromy. Note that
since ym, and g1(1) are both positively oriented meridians about Lm, they must be conjugate, and since
g1(1) is in the center of π1(U), then ym = g1(1) in π1(U).
Consider the following splitting of g1
h : π1(U) −→ Z
yi 7→ 0 for i = 1, . . . m− 1
ym 7→ 1
which is well defined because it factors through the abelianization of π1(U). Hence, h(sj(y1, . . . , ym)) =
0 for all j, which, along with the fact that ym is in the center of π1(U), allows us to find an equivalent
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presentation
(20) π1(U) = 〈y1, . . . , ym | [yi, ym] for all i = 1, . . . ,m− 1; rj(y1, . . . , ym−1) for j = 1, . . . , l〉
where the rj’s are words in the letters y1, . . . ym−1. By setting xm = ym and xi = yiy
−1
m for i =
1, . . . ,m − 1, and taking into account that ψ(rj(y1, . . . , ym−1)) = 0 for all j = 1, . . . , l, we obtain the
following equivalent presentation for π1(U)
(21) π1(U) = 〈x1, . . . , xm | [xi, xm] for all i = 1, . . . ,m− 1; rj(x1, . . . , xm−1) for j = 1, . . . , l〉.
Using (18) and (20), we get the following presentation for π1(U
′)
(22) π1(U
′) = 〈y1, . . . , ym−1 | rj(y1, . . . , ym−1) for j = 1, . . . , l〉.
Note that the following map is an isomorphism
f : π1(U
′)× Z −→ π1(U)
(yi, t) 7−→ xi · x
t
m
.
For any n ≥ 0, we denote by Γn(U) (resp., Γn(U
′)) the PTFA group corresponding to π1(U) (resp.,
π1(U
′)), as in Section 2. We then have that f induces an isomorphism
fn : Γn(U
′)× Z −→ Γn(U).
Moreover, if ψ : π1(U) −→ Z is the linking number homomorphism, then Γ¯n(U) is identified with
Γn(U
′) via fn, where
Γ¯n(U) = ker
(
ψ¯ : Γn(U) −→ Z
)
,
with ψ¯ induced from ψ. As in Section 2, we let Sn = Z
[
Γ¯n(U)
]
\{0}, Kn = Z
[
Γ¯n(U)
]
S−1n , and
Rn = Z[Γn(U)]S
−1
n . Let Kn(U
′) denote the (skew) field of quotients of the Ore domain Z[Γn(U
′)].
Remark 6. Notice that fn identifies Kn with Kn(U
′).
Consider the matrix of Fox derivatives for π1(U
′), that is,(
∂rj(y1, . . . , ym−1)
∂yi
)
i,j
, 1 ≤ i ≤ m− 1, 1 ≤ j ≤ l,
which has entries in Z[π1(U
′)], and we take its involution
A =
(
∂rj(y1, . . . , ym−1)
∂yi
)
i,j
.
Let q′n : π1(U
′) −→ Γn(U
′) be the projection, and let
B(n) = Aq
′
n ,
that is, the matrix formed by the images of the entries of A by q′n. Since Kn(U
′) is flat over Z[Γn(U
′)],
we have that B(n) is a presentation matrix for the right Kn(U
′)-module H1(U
′, u0;Kn(U
′)); again, we
refer to [5, Section 6] for more details about Fox calculus.
Lemma 3. The rank of the left Kn(U
′)-module generated by the rows of B(n) ism− 2.
Proof. Since U ′ is the complement of an essential line arrangement, we get by Theorem 7 that δn(C
′) is
finite. By [9, Remark 3.8], this means that
rkKn(U ′)H1(U
′;Kn(U
′)) = 0,
and by [5, Proposition 5.6], we get that
rkKn(U ′)H1(U
′, u0;Kn(U
′)) = rkKn(U ′)H1(U
′;Kn(U
′)) + 1 = 1.
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Since B(n) is an (m− 1)× l matrix, the rank of the left Kn(U
′)-module generated by the rows of B(n)
(which is the same as the rank of the right Kn(U
′)-module generated by the columns of B(n)) must be
m− 2. 
We are now ready to prove Theorem 8.
Proof of Theorem 8. Let n ≥ 0. We start by considering the presentation matrix for H1(U, u0;Rn) as a
rightRn-module given by the involution of the matrix of Fox derivatives corresponding to the presentation
of π1(U) from (21), which is
(23)

1− x−1m 0 · · · 0
0 1− x−1m · · · 0 B(n)
...
...
. . .
...
0 0 · · · 1− x−1m
x−11 − 1 x
−1
2 − 1 · · · x
−1
m−1 − 1 0 · · · 0

where B(n) is seen as a matrix in Kn ⊂ Rn by the identification of Kn and Kn(U
′) given by fn, and the
rest of the entries are seen in Rn. By Lemma 3, the rank of the left Kn-module spanned by the rows of
B(n) ism− 2. We denote this by rkKnB(n) = m− 2.
Note that (1 − x−1j ) are non-zero elements of Sn for all j = 1, . . . ,m − 1. We multiply the first row
(on the left) by (1−x−11 ), and then add the j-th row times (1−x
−1
j ) to the first row for all j = 2, . . . ,m.
Taking into account that xm commutes with everything else, we get
0 0 · · · 0
0 1− x−1m · · · 0 B1(n)
...
...
. . .
...
0 0 · · · 1− x−1m
x−11 − 1 x
−1
2 − 1 · · · x
−1
m−1 − 1 0 · · · 0

where rkKnB1(n) = m − 2, since we just did row operations in Kn to get from B(n) to B1(n). Multi-
plying the first column (on the right) by (x−11 − 1)
−1 and then doing column operations, we get
(24)

0 0 · · · 0
0 1− x−1m · · · 0 B1(n)
...
...
. . .
...
0 0 · · · 1− x−1m
1 0 · · · 0 0 · · · 0

Performing row and column operations in Kn, and using that rkKnB1(n) = m− 2, we get a matrix of
the form 
0 ∗ · · · ∗ 0 . . . 0 0 · · · 0
0 ∗ · · · ∗ 0 · · · 0
...
...
. . .
... Im−2
...
. . .
...
0 ∗ · · · ∗ 0 · · · 0
1 0 · · · 0 0 · · · 0 0 · · · 0

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where Im−2 is the identity matrix of dimension m − 2. Performing column operations we can get this
matrix to look like 
0 ∗ · · · ∗ 0 . . . 0 0 · · · 0
0 0 · · · 0 0 · · · 0
...
...
. . .
... Im−2
...
. . .
...
0 0 · · · 0 0 · · · 0
1 0 · · · 0 0 · · · 0 0 · · · 0

Permuting the first and last rows, and putting the columns corresponding to Im−2 as columns 2, 3, . . . m−
1, we get 
0 · · · 0 0 · · · 0
Im−1
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 0
0 · · · 0 ∗ · · · ∗ 0 · · · 0

LetKn be the skew field of quotients of Z[Γn(U)]. By a similar argument as in the proof of Lemma 3, the
rank of the left Kn-module spanned by the rows of this matrix must bem− 1, so the last row is actually
identically 0. Hence, δn(C) = 0. 
4. PLANE CURVES
In this section, we adapt some of the results of Section 3 to the context of affine plane curve comple-
ments.
4.1. Upper bounds on higher-order degrees. The goal of this section is to prove the following gener-
alization of Theorem 6, in which the plane curve C is allowed to have mild singularities at infinity.
Theorem 9. Let C ⊂ C2 be a reduced plane curve of degree m, let C be its closure in CP 2 and let L∞
be the line at infinity. Suppose that the intersections of L∞ and C are either transversal or L∞ is the
tangent line to C at a smooth point and it is a simple tangent there (i.e., it has multiplicity 2). If any of
the following two conditions hold
(a) m = 2;
(b) at least one of the intersections of C and L∞ is transversal,
then
δn(C) ≤ m(m− 2),
for all n ≥ 0.
Proof. Assume that the intersection C ∩L∞ consists of r distinct points. The case r = m corresponds to
the curve C being in general position at infinity, which was already considered in Theorem 6. So, without
any loss of generality, we may assume that r ≤ m− 1. The proof of the theorem in this case relies on a
Mayer-Vietoris argument similar to the one we used in the proofs of Lemma 1 and Lemma 2.
Let T be a tube in CP 2 around L∞, and let {P1, . . . , Pr} = C ∩ L∞. Ifm > 2, we can assume (after
reordering) that the intersection of C and L∞ is transversal at Pr−1. Then T \ (C ∪ L∞) deformation
retracts to the space
X = ∂T\C = N ∪( r⊔
i=1
Ti
)
(
r⊔
i=1
S3i \Ki
)
⊂ C2 \ C
where, as in the proof of Lemma 1, N is the boundary of a tube around the non-singular part of L∞,
that is, a tube around L∞ minus a disk around every point Pi, S
3
i \Ki is the link complement of the
singularity of C ∪L∞ at Pi, and Ti is a 2-torus described as in the proof of Lemma 1. Note that X is the
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link (complement) at infinity, which is the space used in [9] for proving Theorem 6, with the difference
that if C is in general position at infinity, X is just the complement of the Hopf link onm components.
By a Zariski-Lefschetz type theorem again, the inclusion X →֒ C2 \ C induces an epimorphism
π1(X) −։ π1(C
2 \ C),
which in turn implies that
δn(C) ≤ rkKnH1(X;Rn).
It thus suffices to show that rkKnH1(X;Rn) ≤ m(m− 2).
The Mayer-Vietoris sequence for the homology of X with Rn-coefficients yields the same equality as
in formula (4) of Lemma 1, so it remains to compute (or bound) all of the terms on the right-hand side of
(4).
We begin by noticing that N is homotopy equivalent to the cartesian product of a wedge sum of r − 1
circles and S1 if r > 1, and to S1 if r = 1 (and m = 2). If r = 1, a direct Fox Calculus computation
yields that
(25)
H2(N ;Rn) = 0,
H1(N ;Rn) = 0,
rkKnH0(N ;Rn) = m,
where one only uses the fact that a positively oriented meridian γ∞ around L∞ generates π1(N) ∼= Z
and ψ(γ∞) = −m.
If r > 1, a presentation for the fundamental group of N ≃
( ∨
r−1
S1
)
× S1 is given as:
π1(N) = 〈a1, . . . , ar−1, b | [ai, b] for i = 1, . . . , r − 1〉,
where each ai corresponds to a circle in the wedge sum, which in turn corresponds to the boundary of a
disk centered at Pi, while b is a positively oriented meridian about L∞. In particular, since the intersection
of C and L∞ is transversal at Pr−1, the loop ar−1 can be chosen to be an oriented meridian about the
irreducible component of C going through Pr−1. Hence, ψ(ar−1) = 1, where ψ denotes as before the
linking number homomorphism. Setting xr−1 = ar−1 and xj = aja
−ψ(aj )
r−1 for all j = 1, . . . , r − 2, we
get the equivalent presentation
π1(N) = 〈x1, . . . , xr−1, b | [xi, b] for i = 1, . . . , r − 1〉.
The involution of the matrix of Fox derivatives looks like the left-hand side of the matrix in equation (23)
of Section 3.2, after changing m for r and xm for b.
If r > 2, we have two possible cases: either there exists j ∈ {1, . . . , r − 2} such that xj 6= 0 in Γn (in
which case, by reordering, we can assume that j = 1), or xj = 0 in Γn for all j = 1, . . . , r − 2.
In the first case, the same computations as in Section 3.2 yield the left-hand side of the matrix in equation
(24) of Section 3.2. Using that ψ(b) = −m, we get that
H2(N ;Rn) = 0,
rkKnH1(N ;Rn) = m(r − 2).
We can also see by using Fox Calculus and the fact that x−11 −1 is a unit in Kn that rkKnH0(N ;Rn) = 0,
so we get that
(26)
H2(N ;Rn) = 0,
rkKnH1(N ;Rn)− rkKnH0(N ;Rn) = m(r − 2).
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In fact, these equalities also hold for the case r = 1 considered in (25).
If r > 2 and xj = 0 in Γn for all j = 1, . . . , r − 2, the complex that computes H∗(N ;Rn) by Fox
Calculus looks like
−→ (Rn)
r−1 ∂2−→ (Rn)
r ∂1−→ Rn −→ 0
where ∂2 is given by the matrix
1− b−1 0 0 · · · 0
0 1− b−1 0 · · · 0
0 0 1− b−1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1− b−1
0 0 · · · 0 x−1r−1 − 1

and ∂1 by (
0 0 · · · 0 x−1r−1 − 1 b
−1 − 1
)
,
and we can see directly that (26) also holds in this case.
Finally, let us analyze the case r = 2. In this case, N is homotopy equivalent to a torus, and the
Γn-cover of N factors through the infinite cyclic cover of N corresponding to ψ, which is homotopy
equivalent to S1 (a similar argument was used in the proof of Lemma 1). Thus, in this case,
rkKnH1(N ;Rn)− rkKnH0(N ;Rn) = rkKnH1(S
1;Kn)− rkKn ,H0(S
1;Kn)
= χ(S1)
= 0,
so the equalities in (26) also hold.
Let us next compute the local contributions in (4), i.e., corresponding to the link complements of the
Pi’s. Suppose that the intersection of C and L∞ is transversal at Pi. Then the link Ki of Pi is the Hopf
link on 2 components, and we can pick meridians a, b around the components of the link to generate
π1(S
3
i \Ki)
∼= Z2, and which satisfy ψ(a) = 1 and ψ(b) = −m. In this case, S3i \Ki deformation retracts
onto a torus, so using again an argument involving the infinite cyclic cover, we get that
(27) rkKnH1(S
3
i \Ki;Rn) = rkKnH0(S
3
i \Ki;Rn),
where both ranks are finite, and H2(S
3
i \Ki;Rn) = 0.
On the other hand, if L∞ is the tangent line to C at Pi, with multiplicity 2, then Ki is a type (2, 4)
torus link, which corresponds to the following braid
Again, we can find a presentation for π1(S
3
i \Ki) with two generators and one relation, namely
π1(S
3
i \Ki) = 〈a, b | ababa
−1b−1a−1b−1〉,
where a corresponds to a positively oriented meridian around the irreducible component of C going
through Pi and b corresponds to a positively oriented meridian around L∞. We then have that ψ(a) = 1
and ψ(b) = −m. By setting x = a and y = bam, we get the equivalent presentation
π1(S
3
i \Ki) = 〈x, y | xyx
−m+1yx−1y−1xm−1y−1〉.
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Let s = xyx−m+1yx−1y−1xm−1y−1. When regarded in Kn[t
±1], ∂s
∂x
is a polynomial of degree at most
m− 1, and ∂s
∂x
= 0 if only if y = 1 in Kn[t
±1]. Suppose that y 6= 1 in Kn[t
±1]. Since there is only one
relation, a Fox Calculus computation yields that
rkKnH1(S
3
i \Ki;Rn) ≤ m− 1,
and
rkKnH0(S
3
i \Ki;Rn) = 0.
Hence, if y 6= 1 in Kn[t
±1], then
(28) rkKnH1(S
3
i \Ki;Rn)− rkKnH0(S
3
i \Ki;Rn) ≤ m− 1.
If y = 1 in Kn[t
±1], we note that ∂s
∂y
is a polynomial of degree m, so rkKnH1(S
3
i \Ki;Rn) = m.
Moreover, if ∂s
∂x
= 0, then a Fox Calculus computation yields that rkKnH0(S
3
i \Ki;Rn) = 1. Hence, if
y = 1 in Kn[t
±1], the same inequality as in (28) holds. In both cases (y = 1 and y 6= 1 in Kn[t
±1]), we
see that H2(S
3
i \Ki;Rn) = 0.
Using a presentation of π1(X) in which there is a generator a such that ψ(a) = 1 (for example, taking
a to be a positively oriented meridian around the irreducible component of C going through Pi), we also
get that
(29) rkKnH0(X;Rn) ≤ 1
via a Fox Calculus computation.
Next, we deal with the contributions to formula (4) of the tori Ti, for any i = 1, . . . , r. We have the
following presentation of the fundamental group
π1(Ti) = 〈c, b | [c, b]〉,
where b is a positively oriented meridian about L∞, ψ(c) = 1 if the intersection of C with L∞ is
transversal at Pi, and ψ(c) = 2 otherwise.
If the intersection of C with L∞ is transversal at Pi, then the Γn-cover of Ti factors through the infinite
cyclic cover corresponding to ψ. Moreover, since ψ(c) = 1, this infinite cyclic cover is homeomorphic
to S1 × R, thus homotopy equivalent to S1. Therefore,
(30)
rkKnH0(Ti;Rn)− rkKnH1(Ti;Rn) = rkKnH0(S
1;Kn)− rkKnH1(S
1;Kn) = χ(S
1) = 0,
rkKnH2(Ti;Rn) = rkKnH2(S
1;Kn) = 0.
If L∞ is tangent to C at Pi (note that there are m − r such Pi’s), then we have as before that ψ(c) = 2.
There is a Kn-module isomorphism (e.g., see [7, Section 2.1])
H∗(Ti;Rn) ∼= H∗(T˜i;Kn),
where T˜i is the (possibly disconnected) infinite cyclic cover of Ti corresponding to ψ. Note that T˜i is
either homeomorphic to S1 × R, or to the disjoint union (S1 × R) ⊔ (S1 × R), depending on whether
m is odd or even, respectively. In both cases, T˜i is homotopy equivalent to a one-dimensional finite
CW-complex with vanishing Euler characteristic. Hence
(31)
rkKnH0(Ti;Rn)− rkKnH1(Ti;Rn) = rkKnH0(T˜i;Kn)− rkKnH1(T˜i;Kn) = χ(T˜i) = 0,
rkKnH2(Ti;Rn) = rkKnH2(T˜i;Kn) = 0.
Arguing as in the proof of Lemma 1, we also get that
(32) rkKnIm(α) = 0.
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Altogether, substituting (26), (27), (28), (29), (30), (31) and (32) into (4), we get that
rkKnH1(X;Rn) ≤ m(r − 2) + (m− r)(m− 1) + 1 = m
2 − 3m+ r + 1.
Moreover, since we assumed that r ≤ m− 1, we get that
rkKnH1(X;Rn) ≤ m
2 − 2m = m(m− 2),
thus concluding the proof. 
4.2. Vanishing of higher-order degrees. In the case when an irreducible component of a plane curve
C is a line L which meets all other components of C ∪ L∞ transversally (with L∞ denoting the line
at infinity in CP 2), higher order degrees are particularly simple. This is exemplified in the following
generalization of Theorem 8.
Theorem 10. Let n ≥ 0. Assume that the affine plane curve C is of the form C = L ∪ C ′, where C ′ is a
curve of degree m− 1 in C2 such that δn(C
′) is finite, and L is a line transversal to C ′, such that L∩C ′
consists ofm− 1 distinct points. Then,
δn(C) = 0.
Proof. The proof follows the same steps as in the proof of Theorem 8. Let U = C2 \C and U ′ = C2 \C ′.
The Zariski-Van Kampen theorem (see, e.g., [3, Chapter 4, Section 3]) can be used to find a presentation
of π1(U) such as the one described in (19). Using [12, Lemma 2] and the same arguments as in the
proof of Theorem 8, we find presentations of π1(U) and π1(U
′) such as the ones described in (20) and
(22), respectively. Thus, Remark 6 still holds in this setting. The rest of the proof follows the same Fox
Calculus computation as in the proof of Theorem 8, except for the proof of Lemma 3, which in this case
follows from the hypothesis that δn(C
′) is finite. 
5. RELATIONSHIP WITH THE FIRST CHARACTERISTIC VARIETY
In this section, we relate the higher-order degrees to more classical Alexander-type invariants. We
begin by recalling the following result:
Proposition 2. ([9, Proposition 5.1]) If C is an irreducible affine plane curve, then
δ0(C) = deg∆C(t),
where ∆C(t) denotes the Alexander polynomial of the curve complement. If, moreover, the Alexander
polynomial is trivial, then all higher-order degrees vanish.
In what follows, we generalize the above result to non-irreducible affine plane curves. Let us first
introduce some notation, following the conventions from [14].
Let R be a Noetherian commutative ring with unit. Assume also that R is a unique factorization
domain. LetM be a finitely generated R-module. ThenM admits a finite presentation of the form
Rq
Φ
−→ Rm −→M.
Definition 4. The i-th elementary ideal ofM , denoted Ei(M), is the ideal of R generated by the minors
of size m− i of the m× q matrix Φ, with the convention that Ei(M) = R if i ≥ m and Ei(M) = 0 if
m− i > q.
Remark 7. The i-th elementary ideal does not depend on the choice of representation of M as an R-
module.
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Remark 8. It follows immediately from Definition 4 that
Ei(M) ⊂ Ei+1(M)
for all i ≥ 0.
Definition 5. Let i ≥ 0. We define ∆i(M) ∈ R to be the generator of the smallest principal ideal in R
containing Ei(M), that is, the greatest common divisor of all elements of Ei(M).
Remark 9. ∆i(M) is well-defined up to multiplication by a unit of R.
Let G = 〈x1, . . . , xm | r1, . . . , rq〉 be a finitely presented group, let H be its maximal, torsion free
abelian quotient, and let π : G −→ H be the quotient map. The group ring ZH is a commutative
Noetherian ring with unit, which is also a unique factorization domain.
Let Fm be the free group with generators x1, . . . , xm. For each 1 ≤ j ≤ m, there is a linear operator
∂
∂xj
: ZFm −→ ZFm
(called the j-th Fox derivative) uniquely determined by the following properties:
(a) ∂1
∂xj
= 0,
(b) ∂xi
∂xj
= δij ,
(c) ∂uv
∂xj
= ∂u
∂xj
+ u ∂v
∂xj
, for any u, v ∈ Fm.
Let φ : Fm −→ G be the presenting homomorphism.
Definition 6. The Alexander matrix of the given presentation of G is
ΦG =
(
∂ri
∂xj
)pi◦φ
: (ZH)q −→ (ZH)m.
Now, let X be a connected CW-complex with a unique 0-cell x0, and finitely many 1-cells. Let
G = π1(X,x0) be the fundamental group, and let H be its maximal torsion-free abelian quotient, that is,
H ∼= Zb1(G). The canonical projection π : G −→ H defines a local system of ZH-modules. The long
exact sequence for the homology of the pair (X,x0) with coefficients in ZH given by this local system is
. . .→ 0→ H1(X;ZH)→ H1(X,x0;ZH)→ H0(x0;ZH)→ H0(X;ZH)→ 0,
where
ker (H0(x0;ZH) = ZH → H0(X;ZH))
can be identified with the augmentation ideal IH = ker(ǫ : ZH → Z), and ǫ is defined as
ǫ : ZH −→ Z∑
nihi 7−→
∑
ni
for ni ∈ Z, hi ∈ H .
The ZH-modules H1(X;ZH) and H1(X,x0;ZH) depend only on the fundamental group G, so we
denote them byBG and AG, respectively. From the above discussion, these modules fit into the following
short exact sequence of ZH-modules
0→ BG → AG → IH → 0.
Definition 7. The ZH-moduleBG is called the Alexander invariant ofX, andAG is called the Alexander
module of X.
Definition 8. The Alexander polynomial of the group G, denoted by ∆G, is defined by
∆G = ∆1(AG) = gcd(E1(AG)) ∈ ZH.
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Remark 10. Sometimes, the Alexander polynomial of the fundamental group of a CW-complexX is de-
fined as ∆0(BG) = gcd(E0(BG)), but the definition using the Alexander module instead of the Alexan-
der invariant is more suitable for our purposes. In the case when b1(X) = 1 (e.g., X = C
2 \ C , where
C is an irreducible affine plane curve), the two definitions coincide. Besides, the Alexander matrix ΦG
provides a presentation for AG, so we can compute ∆G from it.
Definition 9. Let X be a connected CW-complex with finite k-skeleton, and let G = π1(X). The
homology jump loci of X (over C) are the Zariski closed sets
V id(X) = {ρ ∈ Hom(G,C
∗) | dimCHi(X;Cρ) ≥ d},
where Cρ is the rank-one C-local system onX induced by ρ, 0 ≤ i ≤ k, and d > 0. When i = 1, we use
the simplified notation Vd(X) for V
1
d (X).
Let X be a connected CW complex with a unique 0-cell and finitely many 1-cells. Let Hom(G,C∗)0
be the identity component of the algebraic group Hom(G,C∗). The projection map π : G −→ H induces
an isomorphism π∗ : Hom(H,C∗) −→ Hom(G,C∗)0.
Definition 10. The characteristic varieties of X (over C), denoted by Vd(X), are the subvarieties of
(C∗)b1(X) ∼= SpecCH given by
Vd(X) = V (Ed−1(BG ⊗ C)).
We recall the following result from [6], see also [14, Proposition 4.7].
Proposition 3. Let ρ : H −→ C∗ be a non-trivial character. Then, for all d ≥ 1,
π∗(ρ) ∈ Vd(X)⇐⇒ ρ ∈ V (Ed(AG ⊗ C))⇐⇒ ρ ∈ Vd(X).
Remark 11. If X = C2 \ C is a plane curve complement, then π∗ is the identity, and Hom(G,C∗) ∼=
Hom(H,C∗) can be identified with (C∗)m, wherem is the number of irreducible components of the plane
curve. In this case, Proposition 3 asserts that, away from (1, . . . , 1), Vd and Vd coincide. Moreover, by
Remark 10, away from (1, . . . , 1), we can compute Vd from the dimensionm−dminors of the Alexander
matrix ΦG.
From now on, let C be a plane curve in C2 with m irreducible components, with m ≥ 2, and let
G = π1(U, u0), where U = C
2\C . We denote by ∆C ∈ Z[t
±1
1 , . . . , t
±1
m ] the Alexander polynomial ∆G
of Definition 8.
Definition 11. Let q be a Laurent polynomial in C[t±11 , . . . , t
±1
m ]. We can write q as
q =
∑
k
akt
ik
1
1 · . . . · t
ikm
m ,
for some ak ∈ C
∗, and (ik1 , . . . , i
k
m) 6= (i
j
1, . . . , i
j
m) for all k 6= j. We define the degree of q as
deg(q) = max
k
(
m∑
l=1
ikl
)
−min
j
(
m∑
l=1
ijl
)
Remark 12. The degree of a Laurent polynomial q is 0 if and only if q is a homogeneous polynomial up
to multiplication by a unit of C[t±11 , . . . , t
±1
m ]. Multiplying by a unit of C[t
±1
1 , . . . , t
±1
m ] does not change
the degree, so deg(∆C) is well-defined.
Lemma 4.
E0(H1(U ;R0)) = E1(H1(U, u0;R0)).
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Proof. Note that R0 is a commutative ring. From the long exact sequence of a pair with coefficients in
R0, we get
0→ H1(U ;R0)→ H1(U, u0;R0)→ H0(u0;R0)→ H0(U ;R0)
Ifm ≥ 2, following the same Fox Calculus computation as in the proof of Lemma 1 for H0(X;R0), we
get that H0(U ;R0) = 0, so we have the short exact sequence of R0-modules
0→ H1(U ;R0)→ H1(U, u0;R0)→ R0 → 0
which splits, so the result follows. 
In the above notation, we have the following result relating the multivariate Alexander polynomial and
the zero-th higher order degree, thus extending Proposition 2 to the non-irreducible case.
Theorem 11. Suppose m ≥ 2, and assume that δ0(C) is finite. Then,
δ0(C) = deg(∆C).
Proof. Note that all the rings that we will deal with in this proof are commutative, so we will not dis-
tinguish between left and right modules. Let γ1, . . . , γm be positively oriented meridians around the
different components of C , let ψ : π1(U) → Z be the linking number homomorphism. Consider the
splitting of ψ given by
φ : Z −→ π1(U)
1 7−→ γ1
which we use to identify R0 with K0[t
±1]. With this identification, we can think of R0 as
Q
(
Z
[(
t2
t1
)±1
, . . . ,
(
tm
t1
)±1])
[t±11 ]
where K0 = Q
(
Z
[(
t2
t1
)±1
, . . . ,
(
tm
t1
)±1])
is the field of quotients of Z
[(
t2
t1
)±1
, . . . ,
(
tm
t1
)±1]
.
We can think of Z[Γ0] as Z[t
±1
1 , . . . , t
±1
m ] seen inside of R0 this way. Note that the degree of any q ∈
Z[t±11 , . . . , t
±1
m ] is the same as the degree of q in t seen as an element of K0[t
±1].
Let f1, . . . , fr be a set of generators of E1(AG). We have that
∆C = gcd
Z[t±1
1
,...,t±1m ]
(f1, . . . , fr).
SinceR0 is a flat Z[Γ0]-module, f1, . . . , fr are also a set of generators ofE1(H1(U, u0;R0)). By assump-
tion, δ0(C) is finite, which means that E1(H1(U, u0;R0)) is not the zero ideal. Moreover, R0 ∼= K0[t
±1]
is a PID, so there exists p ∈ K0[t
±1] such that
E1(H1(U, u0;R0)) = (p)
and, by definition, δ0(C) = degK0[t±1](p). Moreover, by considering the prime decomposition of
f1, . . . , fr in Z[t
±1
1 , . . . , t
±1
m ] and applying Lemma 5 (below), we can choose such p ∈ Z[t
±1
1 , . . . , t
±1
m ]
such that there exists a ∈ Z[t±11 , . . . , t
±1
m ], where a is a unit in R0, with
p · a = ∆C
But units in R0 which are contained in Z[t
±1
1 , . . . , t
±1
m ] all have degree 0 as elements of Z[t
±1
1 , . . . , t
±1
m ],
therefore
deg
Z[t±1
1
,...,t±1m ]
(∆C) = degZ[t±1
1
,...,t±1m ]
(p) = δ0(C).

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Lemma 5. Let R = Q
(
Z
[(
t2
t1
)±1
, . . . ,
(
tm
t1
)±1])
[t±11 ], and S = Z[t
±1
1 , . . . , t
±1
m ]. Let q be a prime
element in S. Then, q is either prime or a unit in R.
Proof. This is an exercise in commutative algebra, which is a direct consequence of [1, Proposition 3.11,
iv)], for example. 
As a consequence of Proposition 3, Proposition 2, Theorem 11 and [4, Corollary 3.2], we get the
following:
Corollary 1.
codimV1(U) > 1⇐⇒ ∆C ∈ Z\0 =⇒ δ0(C) = 0.
Moreover, Proposition 2 and Theorem 11 imply the following:
Corollary 2. δ0(C) = 0 if and only if ∆C has a representative in Z[t
±1
1 , . . . , t
±1
m ] that is a non-zero
homogeneous polynomial.
Remark 13. Note that since K0 is flat over Z[Γ0], by [5, Proposition 5.6] we have that
codimV1(U) = 0⇐⇒ E1(AG) = (0)⇐⇒ rkK0H1(U, u0;K0) > 1⇐⇒ δ0 is not finite.
Hence, if δ0(C) is finite (as is the case for all curves in general position at infinity ([9]), the ones
described in Theorem 9, or all line arrangements except the one consisting ofm parallel lines, form ≥ 2),
then codimV1(U) ≥ 1.
Example 3. Let C be the line arrangement described in Example 2, and let ti the variable corresponding
to the component Li, for i = 1, . . . ,m. Then
∆C = (t1 − 1)
m−2.
Let us now specialize our results to the case when C is an essential line arrangement. We recall the
following result from [14].
Proposition 4. ([14, Theorem 9.15]) Let C be an essential line arrangement. Then:
(1) If C consists ofm lines going through a point (a pencil of lines), withm ≥ 3, then
∆C = (t1t2 . . . tm − 1)
m−2.
(2) If C is as in Example 2, then ∆C = (t1 − 1)
m−2.
(3) For all other essential arrangements, ∆C ∈ Z \ {0}.
Then Theorem 11 and Proposition 4 have the following consequence:
Corollary 3. Let C be an essential line arrangement. Then:
(1) codimV1(C) > 1⇐⇒ δ0(C) = 0. That is, the result from Corollary 1 is an “if and only if” for
line arrangements.
(2) If C is a pencil of lines, then δ0(C) = m(m− 2).
(3) If C is as in Example 2, then δ0(C) = (m− 2).
(4) If C is not as in items (2) or (3), then δ0(C) = 0.
Remark 14. By Lemma 1 and Example 3, δn(C) = δ0(C) for all n for the cases described in items (2)
and (3) of the above Corollary.
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