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Temporal correlations of time series or event sequences in natural and social phenomena have
been characterized by power-law decaying autocorrelation functions with decaying exponent γ. Such
temporal correlations can be understood in terms of power-law distributed interevent times with
exponent α, and/or correlations between interevent times. The latter, often called correlated bursts,
has recently been studied by measuring power-law distributed bursty trains with exponent β. A
scaling relation between α and γ has been established for the uncorrelated interevent times, while
little is known about the effects of correlated interevent times on temporal correlations. In order to
study these effects, we devise the bursty-get-burstier model for correlated bursts, by which one can
tune the degree of correlations between interevent times, while keeping the same interevent time
distribution. We numerically find that sufficiently strong correlations between interevent times could
violate the scaling relation between α and γ for the uncorrelated case. A non-trivial dependence of
γ on β is also found for some range of α. The implication of our results is discussed in terms of the
hierarchical organization of bursty trains at various timescales.
I. INTRODUCTION
A variety of dynamical processes observed in nat-
ural and social phenomena are known to show non-
Poissonian or inhomogeneous temporal patterns. Exam-
ples include solar flares [1], earthquakes [2, 3], neuronal
firings [4], and human communication and locomotor ac-
tivities [5, 6]. Temporal correlations in such time series
or event sequences have often been described in terms
of 1/f noise [7–9] or power-law decaying autocorrelation
functions [10, 11]. The autocorrelation function for an
event sequence x(t) is defined with delay time td as fol-
lows:
A(td) =
〈x(t)x(t+ td)〉t − 〈x(t)〉2t
〈x(t)2〉t − 〈x(t)〉2t
, (1)
where 〈·〉t means a time average. The event sequence x(t)
can be considered to have the value of 1 at the moment
of event occurred, 0 otherwise. For the event sequences
with long-term memory effects, one may find a power-law
decaying behavior with decaying exponent γ:
A(td) ∼ t−γd . (2)
The autocorrelation function captures the entire tempo-
ral correlations present in the event sequence, which can
be understood in terms of interevent times and correla-
tions between interevent times. Here the interevent time,
denoted by τ , is defined as a time interval between two
consecutive events.
The heterogeneous properties of interevent times have
often been characterized by the power-law interevent
time distribution P (τ) with power-law exponent α:
P (τ) ∼ τ−α, (3)
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which may readily imply clustered short interevent times
even without correlations between interevent times. This
phenomenon has been described in terms of bursts, i.e.,
rapidly occurring events within short time periods al-
ternating with long inactive periods [5]. It is well-
known that bursty interactions between individuals have
a strong influence on the dynamical processes taking
place in a network of individuals, such as spreading or
diffusion [12–17]. In case when interevent times are fully
uncorrelated, i.e., for renewal processes, the power spec-
tral density was analytically calculated from power-law
interevent time distributions [18]. Using this result, one
can straightforwardly derive the scaling relation between
α and γ:
α+ γ = 2 for 1 < α ≤ 2,
α− γ = 2 for 2 < α ≤ 3. (4)
This relation was also derived in the context of priority
queueing models [19]. In addition, Abe and Suzuki [20]
derived α + p = 2 for 1 < α < 2 and 0 < p < 1, where
the scaling exponent p characterizes Omori law in earth-
quakes, with a possible interpretation of p = γ.
Then a natural question arises: If the interevent times
are correlated with each other, would the above scaling
relation still hold? In other words, in order to violate the
above scaling relation, how strong correlations between
interevent times should be introduced? In order to study
this question, the correlations between interevent times
can be measured using the notion of bursty trains [10].
A bursty train is defined as a set of events such that in-
terevent times between any two consecutive events in the
bursty train are less than or equal to a given time window
∆t, while those between events in different bursty trains
are larger than ∆t. The number of events in the bursty
train is called burst size, and it is denoted by b. The
distribution of b follows an exponential function if the
interevent times are fully uncorrelated with each other.
ar
X
iv
:1
70
9.
05
15
0v
1 
 [p
hy
sic
s.d
ata
-an
]  
15
 Se
p 2
01
7
2However, b has been empirically found to be power-law
distributed, i.e.,
P∆t(b) ∼ b−β (5)
for a wide range of ∆t, e.g., in earthquakes, neuronal ac-
tivities, and human communication patterns [10, 21, 22].
This indicates the presence of correlations between in-
terevent times, hence this phenomenon is called corre-
lated bursts. We also note that the exponential distri-
butions of P∆t(b) have recently been reported for mobile
phone calls of individual users in another work [23]. In
sum, we expect that the temporal correlations observed
in the autocorrelation function A(td) can be fully under-
stood in terms of the statistical properties of interevent
times, e.g., P (τ), together with those of the correlations
between interevent times, e.g., P∆t(b). Simply put, one
can study the dependence of γ on α and β, which is the
aim of this paper.
The dependence of γ on α and β has been investigated
by dynamically generating event sequences showing tem-
poral correlations, described by the power-law distri-
butions of interevent times and burst sizes in Eqs. (3)
and (5). These generative approaches were based on ei-
ther two-state Markov chain [10] or self-exciting point
processes [24]. Although such approaches have been suc-
cessful for reproducing empirically-observed correlated
bursts to some extent, our understanding of the under-
lying mechanisms for correlated bursts is far from com-
plete. In addition to the generative modeling approaches,
here we take an alternative approach by devising the
bursty-get-burstier model, where power-law distributions
of interevent times and burst sizes are inputs rather than
outputs of the model. In our model, one can explicitly
tune the degree of correlations between interevent times
to test whether the scaling relation in Eq. (4) will be vi-
olated due to the correlations between interevent times.
Our paper is organized as follows: In Sect. II, the
bursty-get-burstier model is devised to simulate event
sequences with tunable correlations between interevent
times, and to study the effects of such correlations on
the scaling relation established for the uncorrelated in-
terevent times. We conclude our work in Sect. III.
II. METHODS AND RESULTS
A. Uncorrelated interevent times
As a baseline, we investigate the case with uncorrelated
interevent times. We first relate power-law exponents
characterizing bursty time signals as mentioned in Sect. I.
The power spectral density P (f) of a time signal x(t),
where f denotes the frequency, is known to be the Fourier
transform of the autocorrelation function A(td). Thus if
A(td) ∼ t−γd for 0 < γ < 1, then one finds the scaling of
P (f) ∼ f−η with
η = 1− γ. (6)
When the interevent times are i.i.d. random variables
with P (τ) ∼ τ−α, implying no correlations between in-
terevent times, the power-law exponent η is obtained as
a function of α as follows [18, 25]:
η =
{
α− 1 for 1 < α ≤ 2,
3− α for 2 < α ≤ 3. (7)
Combining Eqs. (6) and (7), we obtain Eq. (4): γ de-
creases with α for 1 < α ≤ 2 and then it increases with
α for 2 < α ≤ 3. These power-law exponents can also be
related via Hurst exponent H, i.e., γ = 2 − 2H [26, 27]
or η = 2H − 1 [25, 28].
In order to numerically study the case with uncorre-
lated interevent times, an event sequence is constructed
from a prescribed interevent time distribution, as done
in Ref. [18]. A similar approach for bursty dynamics has
been studied [29, 30], where events are randomly dis-
tributed in time, e.g., to simulate the regular, random,
and extremely bursty time series [30]. Here we construct
an event sequence x(t) with n+ 1 events using n uncor-
related interevent times, {τ1, · · · , τn}, that are indepen-
dently drawn from P (τ). Let us assume that the zeroth
event occurs at t0 = 0. Then the timing of the ith event
for i = 1, · · · , n is given by ti =
∑i
i′=1 τi′ , leading to the
event sequence x(t) in the range of 0 ≤ t ≤ tn as
x(t) =
{
1 for t ∈ {ti},
0 otherwise.
(8)
We adopt the power-law interevent time distribution
with α > 1 as follows:
P (τ) =
{
(α− 1)τα−10 τ−α for τ ≥ τ0,
0 otherwise,
(9)
where τ0 is the lower bound of interevent times. For
each value of α, 50 event sequences are generated with
n = 5 · 105 and τ0 = 10−7 [31]. As shown in Fig. 1, we
find that the numerical value of γ as a function of α is
comparable to the scaling relation in Eq. (4) for α . 1.6
and α & 2.4. The discrepancy between the theoretical
and numerical values for 1.6 . α . 2.4 could be due to
the logarithmic correction appearing around at α = 2 as
well as due to finite-size effects. The finite-size effects can
be studied by measuring the n-dependence of γ as shown
in Fig. 1(c), where γ(n) = γ(∞) + cn−1 with constant
c is used to estimate γ(∞) = 0.295(1) for α = 1.8 and
γ(∞) = 0.318(2) for α = 2.2, respectively. Both limiting
values of γ(∞) are yet different from 0.2 that is expected
from the scaling relation in Eq. (4). In case with α =
2 [see Fig. 1(d)], we use the form of γ(n) = γ(∞) +
cn−0.35 to estimate γ(∞) = 0.223(8). These deviations
from the theoretical values may imply that other effects
like logarithmic corrections could be strong. Instead of
studying such effects in more detail, we will consider the
fixed number of n = 5 · 105 for the rest of our paper
because this number is already large enough to study
the temporal properties of most empirical datasets. In
3 0
 0.2
 0.4
 0.6
 0.8
 1
 1.4  1.7  2  2.3  2.6  2.9
(b)
γ
α
numeric
theory
 0.28
 0.3
 0.32
 0.34
 0.36
 0
 1x10-5  2x10-5
(c)
γ(n
)
1/n
α=1.8
2.2
 0.21
 0.24
 0.27
 0.3
 0.33
 0  0.01  0.02
(d)
γ(n
)
1/n0.35
α=2
10-4
10-3
10-2
10-1
10-6 10-5 10-4 10-3 10-2 10-1
(a)
A
(t d
)
td
α=1.5
1.7
2.0
2.3
2.5
FIG. 1. (Color online) Numerical test of the scaling relation in
Eq. (4) for the event sequences constructed using uncorrelated
interevent times, that are drawn from P (τ) in Eq. (9). (a)
Autocorrelation functions A(td) for various values of α. For
each value of α, we have generated 50 event sequences with
n = 5 · 105 and τ0 = 10−7. (b) The estimated value of γ as
a function of α using A(td) ∼ t−γd (red circles), compared to
the theory in Eq. (4) (solid line). (c) Finite-size effects on the
values of γ(n) for α = 1.8 and 2.2, fitted with the form of
1/n. (d) The values of γ(n) for α = 2 are better described by
the form of 1/n0.35 than by that of 1/n.
addition, for all cases, we obtain the exponential burst
size distribution P∆t(b) ∝ e−b/bc(∆t) with exponential
cutoff bc(∆t) for the wide range of ∆t (not shown), as
expected.
The decreasing and then increasing behavior of γ as
a function of α can be roughly understood by the fact
that the autocorrelation function essentially measures the
chance of finding two events occurred in t and t+ td, no
matter how many events occur between those two events.
This chance can be written as [18]
〈x(t)x(t+ td)〉t ∝
∞∑
k=1
P ?k(td) ≡ G(td), (10)
where P ?k(td) denotes the probability of finding k con-
secutive interevent times whose sum is exactly equal to
td. The term with k = 1 in Eq. (10) simply corresponds
to the value of the interevent time distribution at τ = td.
This value is proportional to (α−1)( τ0td )α that is increas-
ing and then decreasing for td > τ0 as α varies from 1
to 3. Such non-monotonic behavior is expected to other
terms with k > 1 as well, see Appendix A for the details.
Then combining all terms, G(td) can have the maximum
value for an intermediate range of α. With an additional
assumption that the larger values of G(td) for a wide
range of td imply the smaller γ, one can get some hints
on why γ has the lowest value around at α = 2.
B. Correlated interevent times
In order to implement the correlations between in-
terevent times, we devise the bursty-get-burstier model
of correlated interevent times, where the power-law dis-
tributions of interevent times and burst sizes are inputs
rather than outputs of the model. Along with the power-
law form of P (τ) in Eq. (9), we adopt power-law burst
size distributions as P∆t(b) ∼ b−β for a wide range of
∆t, meaning that an event sequence will be constructed
from the prescribed power-law distributions of interevent
times and burst sizes. As in the uncorrelated case, we
prepare the set of n interevent times, T ≡ {τ1, · · · , τn},
that are independently drawn from P (τ). Correlations
between interevent times are implemented by shuffling
or permuting those interevent times according to their
sizes, implying that only the ordering of interevent times
in T is affected. Each permutation will result in each
realized event sequence but from exactly the same T .
In order to impose power-law distributed burst sizes
for a wide range of ∆t, we first partition T into several
subsets, denoted by Tl, at different timescales or “levels”
l = 0, 1, · · · , L:
T0 ≡ {τi|τ0 ≤ τi ≤ ∆t0},
Tl ≡ {τi|∆tl−1 < τi ≤ ∆tl} for l = 1, · · · , L− 1,(11)
TL ≡ {τi|τi > ∆tL−1},
where ∆tl ≡ τ0q0sl with constants q0, s > 1 is the size
of the time window at the level l. This partition with
some constants q0 and s readily determines the number
of bursty trains, denoted by ml, that would be identified
if ∆tl were used as the time window, no matter which
permutation for T is chosen for constructing the event
sequence. It is because each burst size, say b(l), implies
b(l)− 1 consecutive interevent times less than or equal to
∆tl and one interevent time larger than ∆tl. Precisely,
we get
ml =
∣∣ ∪Ll′=l+1 Tl′ ∣∣+ 1. (12)
Let us now denote the sizes of bursty trains using ∆tl by
Bl ≡ {b(l)}, with ml = |Bl|. Here the burst sizes, b(l)s,
are to follow a power law with the same exponent β at
all levels, for which bursty trains must be hierarchically
organized as schematically depicted in Fig. 2. For this,
we adopt the power-law burst size distribution only at
the level l = 0:
P∆t0(b
(0)) =
1
ζ(β)
b(0)−β for b(0) = 1, 2, · · · , (13)
where ζ(·) denotes the Riemann zeta function. Then m0
burst sizes are independently drawn from P∆t0(b
(0)) in
Eq. (13) to obtain B0. Note that the sum of burst sizes
in B0 must be n+1. As depicted in Fig. 2, for a given Bl
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FIG. 2. Schematic diagram for the hierarchical organiza-
tion of burst trains at different timescales or “levels”, with
15 events, denoted by vertical lines, and 14 interevent times.
The numbers above the event sequence indicate the levels of
interevent times, while b(l)s are the burst sizes identified using
∆tl. For the definition of ∆tl, see the main text.
with l ≥ 0, Bl+1 can be constructed by merging several
b(l)s to make each b(l+1), but under the condition that
those b(l+1)s are to be power-law distributed with the
same exponent β in Eq. (13). This condition can be sat-
isfied if bigger bursts tend to be merged with bigger ones,
and smaller bursts with smaller ones. In other words,
bigger (smaller) bursts are followed by bigger (smaller)
ones, hence this merging rule can be called the bursty-
get-burstier (BGB) method. Precisely, we devise the fol-
lowing method: Bl is sorted, e.g., in a descending order,
then it is sequentially partitioned into ml+1 subsets of
the (almost) same size. The size of each subset may be
either b mlml+1 c or b mlml+1 c + 1. The sum of b(l)s in each
subset leads to one b(l+1). This procedure is repeated
until l = L − 1. We numerically confirm that our BGB
method indeed generates power-law tails in distributions
of b(l)s with the same exponent β at all levels, as shown
in Fig. 3(a,c,e) for the case with β = 3.
We then show how to construct the event sequence x(t)
by permuting interevent times in T , based on information
about which bursty trains at the level l have been merged
into which bursty train at the level l + 1 for all possible
ls. We begin with the highest level L−1 by constructing
a sequence of burst sizes at the level L − 1 in a random
order, alternating with interevent times randomly drawn
from TL without replacement, denoted by τ
(L):
(b
(L−1)
1 , τ
(L)
1 , b
(L−1)
2 , τ
(L)
2 , · · · , b(L−1)mL−1 ). (14)
Note that from now on, all the subscripts are dummy in-
dexes. Then, each b(L−1) is replaced by a sequence made
of b(L−2)s, which have been merged together to make the
b(L−1), in a random order, alternating with interevent
times randomly drawn from TL−1 without replacement.
This procedure is repeated for all bursty trains at all lev-
els, eventually resulting in a sequence made of exactly n
interevent times. From this sequence of interevent times,
the event timings are given by t0 = 0 and ti =
∑i
i′=1 τi′
for i = 1, · · · , n, then we finally obtain the event sequence
x(t) by Eq. (8).
Once x(t) is generated, we first measure distributions
of interevent times and burst sizes for various values of
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FIG. 3. (Color online) Numerical results of the bursty-get-
burstier (BGB) model of correlated interevent times for var-
ious values of α and β. We show the cases with α = 1.6
(top), α = 2 (middle), and 2.6 (bottom). In (a), (c), and (e),
we numerically confirm our BGB method for making burst
size distributions with β = 3 for various time windows of
∆t = τ0q with q = q0s
l. 〈b〉q is the average burst size of
bursty trains identified using ∆t = τ0q. Insets show the cor-
responding interevent time distributions. (b), (d), and (f)
show the autocorrelation functions for different values of β
(colored points), compared to the corresponding uncorrelated
cases (black curves). For each curve, we have generated up
to 100 event sequences with n = 5 · 105, τ0 = 10−7, q0 = 1.5,
s = 2, and L = 4.
∆t or q = ∆tτ0 to confirm our BGB method, and then we
calculate autocorrelation functions to test whether the
scaling relation in Eq. (4) holds or not in the presence
of the correlations between interevent times. In Fig. 3,
we show the numerical results for various values of α and
β, where we have used τ0 = 10
−7, q0 = 1.5, s = 2, and
L = 4. We find that P (τ) ∼ τ−α and P∆t(b) ∼ b−β for a
wide range of ∆t as expected, see Fig. 5 for more details.
We remark that regarding our setting for the power-law
burst size distribution at l = 0 in Eq. (13), one can show
that the value of β is determined for given α, q0, and n,
as analyzed in Appendix B. However, by assuming that
it is sufficient to show power-law tails in the burst size
distributions, we can simulate a wide range of β using
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FIG. 4. (Color online) The values of γ measured from auto-
correlation functions, e.g., in Fig. 3, for various values of α
and β, with horizontal dashed lines corresponding to those for
the uncorrelated cases measured in Fig. 1(b).
our BGB method.
Then, for each α, autocorrelation functions A(td) for
various values of β are compared to that for the uncorre-
lated case, e.g., in Fig. 3(b,d,f). The estimated values of
γ for various values of α and β are presented in Fig. 4.
When α ≤ 2, it is numerically found that the autocorre-
lation functions for β . 3 deviate from the uncorrelated
case, implying the violation of scaling relation between
α and γ in Eq. (4). Precisely, the smaller β leads to the
larger γ, implying that the stronger correlations between
interevent times may induce the faster decaying of auto-
correlation. The deviation observed for β . 3 could be
due to the fact that the variance of b diverges for β < 3.
On the other hand, in case with α > 2, the estimated γ
deviates significantly from that for the uncorrelated case
for the almost entire range of β, although γ seems to
approach the uncorrelated case as β increases. Interest-
ingly, the estimated values of γ show an increasing and
then decreasing behavior as β increases. The reason for
such different behaviors of γ for α ≤ 2 and for α > 2
can be rooted in the non-monotonic behavior of γ as a
function of α in the uncorrelated cases. In order to un-
derstand this difference, more rigorous studies are needed
in a future.
III. CONCLUSION
The effects of correlations between interevent times,
often called correlated bursts, on the temporal correla-
tions characterized by power-law decaying autocorrela-
tion functions, are far from being fully understood. In
order to study these effects systematically, we have de-
vised the bursty-get-burstier (BGB) model, where power-
law distributions of interevent times and burst sizes are
inputs rather than outputs of the model. With our
model, one can tune the degree of correlations between
interevent times, while keeping the same interevent time
statistics. Then the established scaling relation between
power-law exponent α for interevent time distributions
and decaying exponent γ for autocorrelation functions
can be numerically tested, especially, whether the scaling
relation can be violated due to the correlations between
interevent times.
As a baseline, we numerically study the case of un-
correlated interevent times. We find that the depen-
dence of γ on α is comparable to the theoretical expec-
tation in Eq. (4) for the range of α far from 2. It is
because for α ≈ 2, the logarithmic corrections become
effective. Next, using our BGB model, we generate the
event sequences showing power-law distributions of both
interevent times and burst sizes for a wide range of the
time window. By measuring the autocorrelation func-
tions of those event sequences and then by estimating
the decaying exponents of them, we find that the corre-
lations between interevent times can violate the scaling
relation established for the uncorrelated case, but in dif-
ferent ways depending on the range of α.
Our BGB model for correlated bursts turns out to be
useful for imposing power-law distributed burst sizes at
different timescales simultaneously, which is however not
trivial to implement. It is because it requires somewhat
deliberate hierarchical organization of burst sizes at dif-
ferent timescales, namely the bursty-get-burstier mech-
anism. There can be other ways of implementing such
hierarchical organization. We can get some hints from
this hierarchical organization for the origin of correlated
bursts. For example, if human communication patterns
can be described in terms of correlated bursts, human
individuals might have organized their communication
activities in a hierarchical way either consciously or un-
consciously: Bigger bursts tend to be followed by bigger
ones, while smaller bursts follow smaller ones, at all rel-
evant timescales of human dynamics.
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Appendix A: Asymptotic result of the convolution of
the interevent time distribution
In Eq. (10), P ?k(td) denotes the kth order convolution
of the interevent time distribution P (τ), i.e., P ?1(td) =
P (τ = td) and P
?k(td) =
∫ td
0
P (τ)P ?k−1(td − τ)dτ for
k > 1. In other words, one can write as follows [32]:
P ?k(td) =
k∏
i=1
∫ ∞
0
dτiP (τi) · δ
(
td −
k∑
i=1
τi
)
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FIG. 5. (Color online) Burst size distributions of the bursty-get-burstier model of correlated interevent times for α = 1.6 (top),
2 (middle), and 2.6 (bottom), for β = 2.4, 2.6, 3, and 4 (from left to right), and for various values of ∆t = τ0q with q = q0s
l.
〈b〉q denotes the average burst size of bursty trains identified using ∆t = τ0q. For each case, we have generated 20 event
sequences with n = 5 · 105, τ0 = 10−7, q0 = 1.5, s = 2, and L = 4.
Here we analyze P ?k(td) for td  τ0. By taking a Laplace
transform of P ?k(td) with respect to td, one gets
P˜ ?k(s) = P˜ (s)k, (A2)
where P˜ (s) denotes the Laplace transform of P (τ) in
Eq. (9) and is given by
P˜ (s) = (α− 1)(τ0s)α−1Γ(1− α, τ0s). (A3)
The incomplete Gamma function is expanded in the
asymptotic limit of s→ 0 to obtain
P˜ (s) ≈ 1 + Γ(1− α)(α− 1)(τ0s)α−1 − α− 1
α− 2τ0s+ · · · .
(A4)
If 1 < α < 2, since the term of the order of sα−1 domi-
nates that of s, we can ignore the higher order terms to
get
P˜ (s)k ≈ 1 + kΓ(1− α)(α− 1)(τ0s)α−1 (A5)
= 1 + Γ(1− α)(α− 1)(τks)α−1, (A6)
where we have defined τk by τ
α−1
k ≡ kτα−10 . That is, the
kth convolution can interpreted as the replacement of τ0
by τk. We finally get for td  τ0
P ?k(td) ≈ (α− 1)τα−1k t−αd (A7)
= k(α− 1)τα−10 t−αd , (A8)
which turns out to increase as α varies from 1. If α > 2,
since the term of the order of s in Eq. (A4) becomes
dominant, we can similarly obtain
P˜ (s)k ≈ 1− kα− 1
α− 2τ0s, (A9)
P ?k(td) ≈ kα−1(α− 1)τα−10 t−αd . (A10)
This P ?k(td) must be decreasing according to α as long as
kτ0
td
< 1. In sum, the convolution of the interevent time
distribution is increasing for small α and decreasing for
large α, implying the non-monotonic behavior of P ?k(td)
according to α.
Appendix B: Exact scaling relation between α and β
Here we show that in principle, α and β cannot be
independent of each other. As mentioned in the main
7text, the sum of burst sizes in B0 must be equal to the
total number of events, i.e., n+ 1, implying that
m0〈b(0)〉 = n+ 1, (B1)
where 〈b(0)〉 denotes the average burst size. Note that
this equation holds for the arbitrary choice of P (τ) and
P∆t0(b
(0)). In our setting with Eqs. (9) and (13), since
m0 = n
∫ ∞
∆t0
P (τ)dτ = nq1−α0 , (B2)
〈b(0)〉 =
∞∑
b(0)=1
b(0)P∆t0(b
(0)) =
ζ(β − 1)
ζ(β)
, (B3)
we obtain the relation between α and β from Eq. (B1) as
follows:
ζ(β − 1)
ζ(β)
=
n+ 1
n
qα−10 . (B4)
This result can be seen as another scaling relation be-
tween α and β for given q0 and n. For example, when
q0 = 1.5 and n  1, one gets β ≈ 2.81 for α = 2, and
β ≈ 2.51 for α = 2.6, respectively. We remark that this
relation is based on the assumption that the burst size
distribution follows a clear power law for the entire range
of b(0). On the other hand, in practice, we can simulate
a much wider range of β by considering the distributions
showing power laws only in their tails.
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