Abstract-This paper presents the results obtained using an unbiased Population Based Search (PBS) for optimising Morse atomic clusters. PBS is able to repeatedly obtain all putative global minima for Morse clusters in the range 5 ≤ N ≤ 80, N = 147, ρ = 3, 6, 10, 14, as reported in the Cambridge Cluster Database. In addition, putative global minima have been established for Morse clusters in the range 81 ≤ N ≤ 146, ρ = 14. The PBS algorithm incorporates and extends key techniques that have been developed in other cluster optimisation algorithms over the last decade. Of particular importance are the use of cut and paste operators, structure niching and a new operator, Directed Optimisation, which extends the previous concept of directed mutation. In addition, PBS is able to operate in a parallel mode for optimising larger clusters.
I. INTRODUCTION
The goal of structural optimisation of atomic clusters, where each atom interacts with all other atoms through a twobody central force, is to identify the structure corresponding to the global minimum potential energy for the cluster. To date, the most commonly studied cluster optimisation problem has been the Lennard-Jones (LJ) cluster where the potential energy arising from the interaction of 2 atoms separated by distance r is given by:
where = σ = 1 ( Figure 1 ). The total energy E of a cluster of N atoms is simply given by the sum of the pair interactions between all atom pairs, i.e.
E(X)
where X i ∈ IR 3 are the coordinates of the centre of the i-th atom and the norm is the Euclidean one.
The minimisation problem is the following:
E(X).
It is important to remark here that we are interested in the global minimum for this problem as local minima for this problem can be detected quite efficiently but it is conjectured that their number increases exponentially with the number N of atoms. This makes the global minimisation problem a difficult one which has been extensively studied and has many applications. For example, it is employed in the analysis of the three-dimensional conformation of clusters of Wayne Pullan is with the School of Information and Communication Technology, Griffith University, Gold Coast, Qld., 4215, Australia. ( Email: w.pullan@griffith.edu.au) inert atoms. Moreover, although the Lennard-Jones potential is not a good choice when modelling metals, in some cases (e.g. gold or nickel) there is a strong preference for the formation of 75-atom clusters with the same structure as the optimal Lennard-Jones cluster of that size. In addition, the Lennard-Jones pair-potential is an important component of the non-bonded pair interactions in complex molecular systems such as proteins. In studying the three-dimensional conformation of proteins it is recognised that this interaction, together with the electrostatic, or Coulomb, interaction, is the most relevant one. Therefore, developing efficient methods for the minimisation of the Lennard-Jones clusters could be an important step towards developing efficient methods for the protein folding problem.
As pointed out in [20] , the optimal structures for LJ clusters are quite structurally uniform with virtually all of the global minima structures based on the Mackay icosahedra. Considerably more difficult optimisation problems are the optimisation of atomic clusters where the potential energy arising from the interaction of 2 atoms is given by the following Morse potential:
The form of v ρ (r) is shown in Figure 1 where the minimum of v ρ (r), for all values of ρ, occurs at r = 1. The single parameter ρ for the Morse potential directly controls the range of the potential (Figure 1 ) and allows a wide range of interactions to be modelled. When ρ = 6, the Morse potential is close to the LJ potential and gives rise to similar optimal icosahedral structures. When ρ < 6 the potential energy hyper-surface for the Morse cluster becomes smoother and optimal structures tend to be polytetrahedral. As ρ increases from 6 to 14, the potential energy hyper-surface becomes more rugged, with larger barriers between an increasing number of local minima, and optimal structures transition from icosahedral to decahedral to close-packed [20] .
This paper describes the application of an unbiased population based optimisation method, PBS [18] to Morse clusters and is structured as follows: in Section II, an overview of previous LJ and Morse cluster optimisation methods is presented, particularly those relevant to the PBS algorithm described in Section III. The results achieved by PBS for Morse clusters are shown in Section IV while Section V contains a conclusion and possible future research directions.
II. HISTORICAL OVERVIEW

A. Lennard-Jones Clusters
Prior to 1987, the most extensive study of Lennard-Jones clusters was the work of Hoare et al. [1] , [4] , [5] , [6] who developed a general growth algorithm and used it to generate large numbers of stable structures, mainly for N ≤ 55. These were compared to find the lowest energy structures which, in turn, became candidates for the absolute minimal structures. Hoare and Pal [5] observed that, while what they termed as the "icosahedral growth sequence" did not, in general, produce minimal structures, icosahedral subunits did appear regularly in relaxed configurations generated by other sequences. The icosahedral lattice can be described as 20 slightly flattened tetrahedrally shaped face-centred-cubic units with 12 vertices on a sphere centred at the origin. For the icosahedral lattice, the total number of lattice points on each layer is 1, 12, 42, 92, 162, 252, . . . . Therefore, the number of lattice points in the sequence of closed shell icosahedral lattices is 1, 13, 55, 147, 309, 561,. . . .
The observation by Hoare and Pal led to the so-called lattice search methods, where the search for optimal clusters was performed over an icosahedral lattice [7] , [8] . Using these techniques, many putative LJ global minima for N ≤ 147 [7] were discovered for the first time. Subsequently, lattice search methods have produced the putative global minima for 148 ≤ N ≤ 309 [9] , 310 ≤ N ≤ 561 [10] and 562 ≤ N ≤ 1000 [11] . However, as lattice based search methods are biased (i.e. the search is restricted to only a portion of the feasible domain, namely that portion containing icosahedral clusters), they do not explore other regions which, in some cases, contain lower energy clusters with a basically non-icosahedral structure.
Over the last decade a number of optimisation methods have evolved for the unbiased, systematic optimisation of LJ clusters. These can be broadly grouped into Non-Population and Population based categories and are now discussed in more detail.
Unbiased Non-Population based search − With regard to unbiased, non-population based search methods, one of the most powerful is the Basin-Hopping method [12] which exploits the funnel structure of the energy landscape. A funnel can be defined as a set of local minima such that, for all of them, at least one decreasing sequence of "neighbour" local minima exists leading to a unique local minimum corresponding to the bottom of the funnel. The key observation was that, while LJ clusters have a large number of local energy minima (conjectured to be exponentially increasing with the number N of atoms), the number of funnels is usually very limited (in some easy cases, such as N = 13, there even exists a single funnel) and, for one of these funnels, the bottom is always the global minimum of the energy function. This observation led to the introduction of the Basin-Hopping (BH) algorithm [12] which is able to reach the bottom of a funnel and was the first unbiased algorithm to detect all putative global minima, as currently reported in [2] , up to N = 110 atoms. BH randomly explores local minima returned by local searches started within a neighbourhood of the current local minimum until it decides, according to a Metropolis acceptance criterion, to move to one of those local minima or to stop because a prefixed number of iterations with no improvement has been reached. Since there is no guarantee that a single run of BH is able to detect the global minimum (at least within a reasonable amount of time), BH is usually employed in a multi-start fashion, i.e. it is run many times from different, randomly sampled, starting points. In spite of its simplicity, the successes of BH were impressive and its monotonic variant MBH [13] was able to detect a new optimal structure for the case of N = 98 atoms, the Leary tetrahedron [14] .
Recently the BH method has been extended by the incorporation of Two-phase local searches [15] . In these local searches, the local minimisation of the original energy function E is preceded by the local minimisation of a modified function F = E + g where function g is a parameterised geometric penalisation term which allows different geometrical shapes to be favoured. In principle, local searches could be substituted by two-phase local searches in all algorithms. When incorporated into MBH, two-phase local searches considerably improve the efficiency of detecting the most challenging LJ global minima, namely those having a non-icosahedral structure (the FCC structure at N = 38, the decahedral structure at N = 75 − 77, 102 − 104, and the already mentioned Leary tetrahedron at N = 98).
Unbiased Population based search − In population based approaches, for example [16] , [17] , efficiency is increased by keeping, at each iteration, not a single local minimum as in BH but a population of local minima in such a way that all of them "sufficiently" differ from each other. Basically, diversification is forced between members of the population and many trajectories are followed at the same time which often improves the performance with respect to methods, such as BH, which only follow a single trajectory at a time and can only force diversification through random restarting.
Over the last decade, a number of successful, unbiased, population based, search methods have evolved for the systematic optimisation of LJ clusters. These include the genetic algorithm of Deaven et al. [16] which introduced the concept of phenotype cut and paste operators for crossover and mutation. This algorithm was able to find most putative global minima up to N = 110 but failed for some cluster sizes where the optimal structure is non-icosahedral (the Face Centred Cubic (FCC) structure at N = 38, the decahedral structures at N = 75 − 77, the Leary tetrahedron at N = 98 and the decahedral structures at N = 102 − 104). Subsequently, Hartke [17] developed a phenotype population based algorithm introducing the concepts of structure niching and directed mutation. This algorithm was able to find, with the exception of N = 98, all putative global minima in the range 2 ≤ N ≤ 150.
A more recent unbiased population based approach, PBS, combines and extends phenotype operators, structure niching and directed mutation and two-phase local searches into a parallel processing environment and was able to find all putative global minima in the range 2 ≤ N ≤ 372 [18] . Within the context of unbiased population based search, the techniques of cut and paste operators, structure niching and directed mutation seem to be keys to the improved performance of these algorithms and they are now discussed in more detail:
• Cut and Paste (Phenotype) Operators In BH the generation of a new local minimum is simply obtained by starting a local search within the neighbourhood of the current local minimum. In the framework of population based approaches, a number of new operators have been defined that generate a new cluster by modifying a cluster (unary operators) or by combining two clusters (binary operators). As these operators function directly on the geometric model of the cluster, they have a greater probability of retaining good "building blocks" within the cluster when compared to operators that function on the genotype representation of the cluster.
• Structure Niching is a population diversification technique implemented through dissimilarity metrics, which measure either the relative difference between clusters, or produce an absolute measure of cluster structure [17] . These structure metrics allow structure niche groups to be maintained within the population. During population updating, the energy value of a cluster to be added to the population is only compared with the energy values of the clusters within the same structure group. This ensures that non-icosahedral structures are not eliminated from the population during the search by the more prevalent and, initially lower energy, icosahedral structures.
• Directed Mutation It has been observed that the performance of BH degrades as the number N of atoms increases 1 . It can be reasonably claimed that one of the main reasons for this lies in the mechanism that generates new candidate local minima in the neighbourhood of the current local minimum. In BH this is simply obtained by a random perturbation of all the coordinates of the current local minimum. This mechanism often leads quickly to a point close to the global minimum and is also quite general (i.e. it can be extended to global optimisation problems that are different from molecular conformation ones). However, it often happens that a better local minimum than the current one exists but is only slightly different from the current one. Such an improvement is difficult to detect by perturbing all the atoms in a cluster (thus disrupting the whole structure of the cluster), and this difficulty increases with the number N of atoms. Therefore, the key to improving the performance is to find other, more structured, perturbations of atoms in addition to using random perturbations. Hartke [17] implemented such a directed mutation technique by moving the "worst" atom to the "best" vacant position and observed that if directed mutation is employed "the resulting overall speedup can be so large that it makes all the difference between an efficient solution and impractically long computation times". In addition, similar angular moves of the most weakly bound surface atoms were implemented in [12] and also within the GMIN computer program [2] .
A further inherent benefit of population based algorithms is that they are often straight forward to parallelise with the obvious, but important consequence, of a considerable reduction in elapsed times for optimising clusters.
B. Morse Clusters
As a function of ρ, Morse clusters have a much wider range of structures than Lennard-Jones clusters. In addition, the potential energy landscape also changes with ρ, with the number of local minima increasing rapidly changing the landscape from smooth to rough. This makes the global optimisation of Morse clusters for ρ = 10 and ρ = 14 a very difficult task and is orders of magnitude more difficult than the optimisation of the corresponding size Lennard-Jones cluster. A database of putative global minima is available for Morse clusters [2] .
In contrast to the widely studied Lennard-Jones clusters, very few global optimisation algorithms have been developed for Morse clusters. In [19] , a genetic algorithm is described which is successful for small and medium size (N ≤ 50) Morse clusters while the potential energy transformation algorithm [20] is successful for all clusters documented in [2] . The PBS algorithm documented in this paper is the first population-based algorithm to be successful for all clusters documented in [2] . in addition, PBS has produced putative minima for Morse clusters in the range 81 ≤ N ≤ 146 with ρ = 14. 
III. POPULATION BASED SEARCH ALGORITHM
The Population Based Search (PBS) presented in this paper is tailored to cluster optimisation problems and utilises several of the key techniques described in Section II. PBS is able to efficiently utilise any number of computer processors to optimise clusters. A Master task controls some number of sub-tasks using a simple MPI send-receive message / command interface. The Master task manages the population and allocates work to sub-tasks that either generate a new member for the population, mutate an existing member, or perform a cross-over of two existing members. There is no concept of "generations" and the only task synchronisation point occurs at the end of the population creation phase.
PBS is a two-phase algorithm with an initial population creation phase (III-B) which parallels the Basin-Hopping method in that it randomly generates starting trial clusters and incorporates mechanisms for following the energy funnel within which the cluster lies. The primary goal of the population creation phase is to create an initial population, of eight members, that contains a range of structures, all with energies reasonably close to the global minimum. This population creation phase is followed by a search phase which starts with the initial population and, using cross-over and mutation operators followed by local searches, applied to all members and all possible pairings of members of the population, iteratively updates the population.
The basic techniques utilised by both the population creation and search phases of PBS are detailed in Section III-A, the population creation phase is presented in Section III-B and the search phase described in Section III-C.
A. Basic PBS Techniques
The population management and search techniques that are common to both the population creation and search phases of PBS are described in the following sub-sections. 1) Population Updating: As each sub-task returns the results of a cluster generation, mutation or cross-over the master task decides if the new cluster should be added to the population or discarded. Basically, a new cluster will be unconditionally added to the population if its structure niche group is below the maximum allowed group size and the energy of the new cluster is not within 0.1 above of an existing member of the structure niche group. If this is not the case then the new cluster will replace the highest energy member of the structure niche group, provided its energy is less than that of the member.
2) Directed Optimisation: The goal of the Directed Optimisation operator is to iteratively identify and repair surface and interior "defects" in clusters. Directed Optimisation functions in one of the following three modes:
1) Surface Repair -moves the atom with the lowest number of Nearest Neighbour (NN) atoms to the best adjacent vacant position near a target atom with the maximum (but less than 12) number of NN atoms. In this context, NN atoms are those whose squared distance from the target atom is in the range 0.81 . . . 1.54.
The best adjacent vacant position is obtained by constructing all possible tetrahedron apexes for the triangles formed by all possible combinations of the target atom and its NN atoms. Basically this mode attempts to move the "worst" surface atom to the "best" available position on the surface and is used during the generation of new clusters and whenever an existing population member is mutated. 2) Interior Repair 1 -randomly selects an atom from the atom pair that are closest to each other (provided the separation is less than 1.123) and removes this from the cluster, locally optimises the remaining N − 1 cluster using LBFGS and then adds the removed atom back onto the cluster using the Surface Repair technique described above. This mode of Directed Optimisation is used during the generation of all new clusters. 3) Interior Repair 2 -randomly selects an atom from all atom pairs whose separation is less than 1.123, locally optimises the remaining N − 1 cluster using LBFGS and then adds the removed atom back onto the cluster using the Surface Repair technique described above. This mode is used as a local mutation operator for current population members. The primary motivations for the Directed Optimisation operator are that, from Figure 1 , it is clear that:
• every atom should have the maximum possible number of nearest neighbours. The surface repair mode contributes to this by ensuring that all atoms in the outer "shell" are placed adjacent on the surface of the cluster.
• if two atoms are nearest neighbours, then the distance between them should be as close to 1.123 as possible. The interior repair modes contribute to this by identifying atom pairs that are closer than the optimal distance and creating a situation which rectifies this and also causes a reorganisation of the neighbouring atoms. Figure 2 shows the performance of the Directed Optimisation operator during the optimisation of the N = 104, ρ = 14 cluster. Given that the Directed Optimisation operator is only applied to a cluster that has already been locally optimised using two-phase local search, it is clearly very effective in following the energy funnel and is, probably, the key factor for the performance of PBS.
B. PBS Population Creation Phase
PBS uses a technique for initially generating the population which is effective in following energy funnels. Initially PBS generates a maximum of 150 trial solutions, randomly generated within a cube whose volume is dependent on the number of atoms. All trial solutions are subsequently locally optimised and then subjected to the Directed Optimisation (III-A.2) operator. Figure 3 shows the absolute difference between the putative global minima and the best obtained by PBS population creation for clusters in the range 5 ≤ N ≤ 147. Generally, the PBS population creation phase is able to generate initial populations which either contain the putative global minimum or contain clusters whose energies are reasonably close to the putative global minimum. Clearly this is of considerable benefit to the subsequent PBS search phase. Fig. 3 . The difference between the putative global minima and the best energy obtained by PBS population creation phase for 5 ≤ N ≤ 147. As can be seen, the population creation phase of PBS is able to find the putative global minima for a considerable range of cluster sizes but becomes less effective as N increases.
C. PBS Search Phase
The PBS search phase uses mutation and cross-over operators with a primary goal of generating new starting points for the local optimisation methods described in sub-section III-A.2. The mutation and cross-over operators operate only on population members and function at both large and small scales providing both coarse and fine grained search. It should be noted that, at some point during the optimisation of clusters in the range 5 ≤ N ≤ 147, all mutation and crossover operators described here were the last operator applied immediately prior to finding at least one global optimum.
1) Coarse-grained Search:
The primary role of the crossover and global mutation operators is to move around the search space in large steps. For cross-over, all possible combinations within the population are used and two cross-over operators exist: the random cross-over (used with probability 0.8) which randomly rotates the clusters around the three axes, selects some number of atoms and, using the ones most distant from the x − y plane, swaps these by translating atoms using the most distant atom from each cluster as the basis for the translation. The second cross-over operator is the selective cross-over which attempts to combine "good" hemispheres from each cluster when it generates the child clusters.
The global mutations operate on a single cluster and affect all atoms in the cluster. These are applied to each member of the population and perform twist (atoms are rotated about a random axis, where the angle of rotation increases with distance from the lowest atom on that axis) and perturb (a small, random perturbation of all atoms) operations. In addition, a small number of new clusters are randomly generated during the search phase of PBS.
2) Fine-grained Search: The primary role of the local mutation operators is to move around the search space in small steps. Local mutations are only applied to population members and have a localised effect within a cluster, typically close to a plane through the cluster. The local mutation operators in PBS are slide (cluster segments above and below a random plane are translated parallel to the plane), rotate (cluster segments above and below a random plane are rotated around an axis normal to the plane), self cross-over and the Directed Optimisation operator.
IV. EXPERIMENTAL RESULTS
The performance metrics used to classify algorithms should be complete in that they measure all of a particular aspect of the algorithm. For example, as a measure of computational effort or run-time, median / average number of local optimisations has been used. However, this measure does not effectively compare algorithms that have different uses for local optimisation (e.g. only optimising near optimal clusters as against optimising random clusters) or where the local optimisations have differing computational overheads. Table I gives performance statistics, from ten trials of the one-processor version of PBS, to successfully optimise all clusters in the range 2 ≤ N ≤ 80 with ρ = 14. The following points are relevant when interpreting the data in Table I. • For each trial, the maximum allowed generations was set to 100.
• As PBS frequently invokes local optimisations on clusters which are at a local minimum, all local optimisations that required less than 0.0001 seconds of CPU time have not been included in the local optimisation counts.
• The figures for local optimisations and CPU are averaged over successful trials only. Clearly the use of processor time as a measure of computational effort provides a more encompassing metric as it reflects the total amount of work performed by the search. However, this metric does have the disadvantage that the processor time is clearly dependent on the computer processor used for the test and this makes comparison between algorithms tested on different computers difficult. To overcome this, the method proposed in the COCONUT 2 project has been used and the computer processor time, in terms of the processor time taken to evaluate the shekel5 function at 1.0E+8 points 3 basic measure of a computer processor, we feel it is adequate for comparing processor time requirements for optimisation algorithms. All one-processor experiments in this paper were performed on a dedicated computer that required 16.69 processor seconds to execute a non-optimised version of shekel5, compiled under Linux using the g++ compiler. V. CONCLUSION This paper presented the results obtained using a population based search, PBS, for optimising Morse clusters. PBS was able to repeatedly obtain all optimal configurations in the range 5 ≤ N ≤ 80, ρ = 3, 6, 10, 14 as reported in [2] . In addition, putative global minima have been established for Morse clusters in the range 81 ≤ N ≤ 146, ρ = 14. The PBS algorithm incorporates and extends key techniques that have been developed in other Morse optimisation algorithms over the last decade. Of particular importance are the use of cut and paste operators, structure niching (using the cluster strain energy as a structure metric), two-phase local search, and a new operator, Directed Optimisation, which extends the previous concept of directed mutation. In addition, PBS is able to operate in a parallel mode for optimising larger clusters.
Future plans for PBS include improving the population creation phase for larger clusters, implementation of additional mutation operators such as stretch and compress and an enhanced version of the Directed Optimisation operator. In addition, with a dedicated 128-node cluster shortly to become available, PBS will be applied to larger Morse clusters and also extended to other, related problems such as Morse Clusters, Mixed Clusters, Benzene Clusters and Water Clusters.
