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ABSTRACT 14 
Several studies have shown that a significant amount of daily air pollution exposure, in particular 15 
black carbon (BC),  is  inhaled during  trips. Assessing  this contribution  to exposure remains difficult 16 
because on the one hand local air pollution maps lack spatio­temporal resolution, at the other hand 17 
direct measurement of particulate matter concentration remains expensive. This paper proposes to 18 
use in­traffic noise measurements in combination with geographical and meteorological information 19 
for  predicting BC  exposure  during  commuting  trips. Mobile  noise measurements  are  cheaper  and 20 
easier  to perform  than mobile air pollution measurements and  can easily be used  in participatory 21 
sensing campaigns.  22 
The uniqueness of the proposed model lies in the choice of noise indicators that goes beyond the 23 
traditional overall A­weighted noise  level used  in previous work. Noise and BC exposures are both 24 
related  to the  traffic  intensity but also  to  traffic speed and  traffic dynamics.  Inspired by  theoretical 25 
knowledge on the emission of noise and BC, the low frequency engine related noise and the difference 26 
between high frequency and low frequency noise that indicates the traffic speed, are introduced in the 27 
model. In addition, it is shown that splitting BC in a local and a background component significantly 28 
improves the model. The coefficients of the proposed model are extracted from 200 commuter bicycle 29 
trips. The predicted average exposure over a single trip correlates with measurements with a Pearson 30 
coefficient  of  0.78  using  only  four  parameters:  the  low  frequency  noise  level,  wind  speed,  the 31 
difference  between  high  and  low  frequency  noise  and  a  street  canyon  index  expressing  local  air 32 
pollution dispersion properties. 33 
 34 
Highlights 35 
 We performed combined black carbon and traffic noise measurements by bicycle. 36 
 After correcting for the black carbon background concentrations a successful model is build. 37 
 Personal noise measurements can be used as a proxy for black carbon exposure for bicyclists.  38 
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1. INTRODUCTION 40 
Exposure to particulate matter is currently regulated in PM standards, that only distinguish between the 41 
size of the particles (PM10, PM2.5, …) and between the composition and thus origin of the particulate matter. 42 
The soot fraction, Black Carbon (BC) is the part of the PM directly related to combustion processes. Recent 43 
evidence, summarized by the world health organization (WHO), documents the relevance of BC for evaluating 44 
traffic related health effects (WHO Europe, 2102). The first epidemiological results suggest health effects that 45 
are up  to 10  times higher  than a  similar evaluation based on PM10. Further  research  into health effects  is 46 
hampered  by  the  difficulty  to  measure  or  model  BC  concentrations.  An  important  reason  for  this  is  the 47 
stronger  spatial  variability  than  for  example  PM10  variability.  In  addition,  efforts  are  now  made  to 48 
standardize BC measurements as a first step to including BC in the set of official air pollution standards. For 49 
these  reasons,  this  paper  takes  a  closer  look  at  an  innovative  way  to  predict  a  bicyclist’s  Black  Carbon 50 
exposure. 51 
Large  personal  exposure  measurement  campaigns  proof  the  relevance  of  the  in‐traffic  exposure 52 
contribution (Dons et al., 2011, 2012). Technology for mobile air pollution measurements is however scarce 53 
and expensive. On the one hand, cheap implementations do not meet quality requirements, at the other hand 54 
high  quality  equipment  is  often  highly  demanding  on  the  operator  (e.g.  changing  filters  or  liquids,  limited 55 
portability). In contrast, mobile noise measurements can be done with low intrusive measurement equipment 56 
like  dosimeters  and  new  mobile  technologies.  Mobile  noise  measurements  are  a  popular  theme  in  noise 57 
exposure modeling  (Eisenman  et  al.,  2009; Kanjo  et  al.,  2010, Maissonneuve  et  al.,  2009). Noise  levels  are 58 
strongly  related  to  traffic  related  air  pollution  levels  and  might  be  a  good  proxy  to  model  personal  air 59 
pollution exposure (Dekoninck et al., 2012; Can et al., 2010,  2011; Eisenman et al. 2009, Foraster et al., 2011). 60 
Since in‐traffic personal air pollution exposure is a major component of the total personal diurnal exposure 61 
and  diurnal  activity  patterns  are  very  divers  within  the  population,  epidemiology  would  benefit  from 62 
including exposure differences due to different activity patterns when investigating the health effects of air 63 
pollution (von Klot et al., 2011; Dons et al., 2012). The use of a proxy which is easy to monitor could result in 64 
improved personal exposure estimates on larger population samples at a reasonable cost. 65 
In  this  paper  the  focus  is  on  the  personal  exposure  of  cyclists.  Numerous  efforts  have  been made  to 66 
quantify  the  exposure  and  health  effects  of  cycling  in  dense  traffic  since  the  current  trends  in  sustainable 67 
mobility focus on establishing modal shifts towards biking and walking (de Nazelle et al., 2011; Int Panis et 68 
al.,  2010; Berghmans et al.,  2009; de Hartog et al.,  2010). Exposure of  cyclists  is directly  influenced by  the 69 
distance to the local traffic, strongly related to local traffic conditions (congestion, traffic lights etc) and highly 70 
influenced by meteorological conditions. The strong effects of built‐up areas on air pollution dispersion also 71 
influence the exposure of cyclists. The local traffic and its properties is an important contributor to bicyclist’s 72 
exposure. Since cyclists often travel along low‐traffic‐density roads however, there is in general no traffic data 73 
available from either counting loops or traffic models. The most important exposure parameter is therefore 74 
unknown in most studies. Local traffic on low density roads is also highly variable in both space and time. A 75 
suitable  traffic  description  should  reflect  these  short‐term  effects  with  an  adequate  spatial  and  temporal 76 
resolution. Mobile noise exposure therefore has the potential to become this key indicator to predict the local 77 
component of traffic related air pollution exposure.  78 
Based on theoretical aspects of traffic dynamics, the relationship between noise and particulate matter 79 
emission and the potential to extract one from the other have been discussed earlier (Dekoninck et al. 2012). 80 
The focus there was on the selection of noise descriptors correlating best with vehicular particulate matter 81 
emissions for typical traffic dynamics. However, noise exposure close to the source is not strongly influenced 82 
by the meteorological condition while air pollution is strongly affected by the meteorological conditions. This 83 
is  one  of  the  reasons  why  the  average  of  repeated  noise  exposure  measurements  will  converge  faster 84 
compared to repeated air pollution exposure measurements. So, if mobile noise measurements are proven to 85 
be  a  valid  proxy  for  air  pollution  exposure,  fewer  measurements  will  be  needed  to  predict  the  personal 86 
exposure at a higher spatial and temporal resolution. 87 
To  establish  an  instantaneous  relationship  between  noise  exposure  and  air  pollution  exposure 88 
meteorological  conditions  have  to  be  taken  into  account.  A  major  concern  is  the  influence  of  long  term 89 
meteorology  and  long  distance  air  pollution  transport  on  the  background  concentrations  influencing  the 90 
actual personal exposure. In this paper two major research questions are addressed: (1) is a prediction model 91 
for BC exposure improved by separating out  long term variations in the background concentration; (2) can 92 
the instantaneous local Black Carbon exposure be predicted based on instantaneous local noise exposure and 93 
meteorological conditions. For the latter, the question how to derive the local traffic dynamics that influence 94 
the instantaneous Black Carbon exposure from noise measurements, is addressed. Section 2 will address the 95 
methodology including the definition of the models and the noise exposure parameters. Section 3 gives the 96 
results of the models and the model validations. Results are discussed in section 4. 97 
2. Methodology 98 
2.1 Measurement equipment and setup 99 
The experimental setup contains a basic GPS (in a HTC Desire smart phone), a Type 1 Noise Level Meter 100 
(Svantek 959) and a micro‐aethalometer (Model AE51 MageeScientific, 2009) to measure Black Carbon. The 101 
measurements were performed while commuting by bicycle from the villages to the west of Ghent (Belgium) 102 
into the city center,  thus covering the sparsely build areas in the villages, the city center, open recreational 103 
areas  and natural  reserves  in  between.  A  total  of  209  biking  trips were  performed,  covering  a  distance  of 104 
2300 kilometer, a total measurement time of 128 hours at an average speed of 18 km per hour. More than 75 105 
km of distinct roads were sampled at least 3 times.  106 
The details of  the measurement  setup,  temporal  resolution,  preprocessing, meteorological data and  the 107 
spatial mapping on aggregation points px along the network with a spatial resolution of 50 m are available in 108 
the  supplementary  data.  In  this  instantaneous  model  only  one  spatial  attribute,  the  street  canyon  index 109 
ܵݐܥܽ݊௣ೣ at aggregation point px is included, identifying ‘street canyon likeliness’ of the built‐up area along the 110 
trip trajectories. More detail on the calculation of ܵݐܥܽ݊௣ೣ  is available in the supplementary data.  111 
2.2 Black carbon, background and local contribution 112 
The  BC  exposure  during  a  cycling  trip  consists  of  a  contribution  of  local  sources  and  a  background 113 
contribution. The latter varies only little over a large area and can thus easily be obtained from a well‐located 114 
fixed  measurement  station.  The  background  contribution  strongly  depends  on  long‐term  meteorological 115 
conditions. The proposed model assumes that the dominant source of BC in the vicinity of the cyclist  is the 116 
local traffic on the travelled road. An additive approach is used; the BC exposure is viewed as the sum of the 117 
background  level  ܤܥ௝,௕௚  during  trip  j  and  the  “local”  contribution  BCloc.  Similar  procedures  are  used  in 118 
exposure estimations where regional and local scale models are added to estimate personal exposure (Isakov 119 
et  al.,  2009).  The  available  background measurements  are  averaged  concentrations  over  half  an hour  (see 120 
supplementary data). Subtracting a fixed measurement with a temporal resolution of a half hour with mobile 121 
BC measurements sampled at 1 second time interval is not trivial. When sampling air pollution at a shorter 122 
time  interval,  concentrations  below  the  “background”  concentrations  can  be measured  at  some  of  the  low 123 
traffic  locations.  Correcting  for  the  background  concentration  could  then  result  in  negative  local 124 
concentrations. The proposed models will use a logarithm of BC as an outcome variable because noise is also 125 
measured  on  a  logarithmic  scale  and  hence  negative  values  cannot  be  allowed.  For  this  reason  the 126 
background concentration is not removed completely but replaced by a typical but constant low background 127 
concentration.  The  choice  of  this  constant  is  not  very  critical  since  it  will  be  added  again  to  the  model 128 
outcome and constants do not affect the model. This approach enables the dataset to retain spatial variation 129 
also for low density roads. Nevertheless a physical reference to the ambient concentration is useful, therefore 130 
the  long  term  first  quartile  concentration  over  the  whole  measurement  period  is  chosen,  the  resulting 131 
background BC concentration ܳ1ሺܤܥ௕௚,௟௧)  is equal to 775 ng/m3. The relation between the measured BCraw 132 
and the local contribution BCloc for a location i and during a trip j, can be written as: 133 
ܤܥ௥௔௪,௜,௝ ൌ ܤܥ௟௢௖,௜,௝ ൅ ሺܤܥ௕௚,௝ െ ܳ1ሺܤܥ௕௚,௟௧ሻሻ  (1) 134 
Where BCbg,j is the background concentration obtained from the continuous measuring station averaged 135 
over the whole duration of the trip j. At each aggregation points px on the network, the arithmetic average of 136 
all n measurements of trip j in this collection is calculated as: 137 
ܤܥ௟௢௖,௣ೣ,௝  ൌ ଵ௡ ∑ ܤܥ௟௢௖,௜,௝ א௉೛ೣ,ೕ        (2) 138 
2.3 Noise parameters and physical interpretation 139 
Details of noise parameter calculations are available  in  the supplementary data. For an even more detailed 140 
description of the theoretical and empirical relations of the noise parameters with the BC exposure the reader 141 
is  referred  to  Dekoninck  et  al,  2012.  The  main  arguments  for  selecting  particular  noise  indicators  to  be 142 
included  in  the  model,  based  on  their  physical  and  technical  interpretations,  are  briefly  reminded  to  the 143 
reader.  Three noise parameters were  included  in  the  instantaneous modeling.  The harmonized  calculation 144 
method used for noise map calculations for the European Union (END Directive) separates the noise emission 145 
into an engine contribution and a rolling noise contribution. Engine noise is dominant in the low frequencies; 146 
rolling  noise  is  dominant  in  the  high  frequencies  at  higher  speeds.  The  two  first  parameters  are  directly 147 
related to these emission features. The first parameter ܮை௅ி,௣ೣ,௝   (100 – 200 Hz) describes the engine noise of 148 
the nearby traffic at point px for trip j. High throttle increases the engine noise. ܮு௅ி,௣ೣ,௝   (1000 – 2000 Hz) is 149 
related  to  the  rolling  noise.  The  second  parameter  ܮுி௠௅ி,௣ೣ,௝ is  the  difference  between  high  and  low 150 
frequencies in the noise spectrum at point px for trip j. High levels of ܮுி௠௅ி,௣ೣ,௝ indicate a relative stronger 151 
contribution  of  high  frequencies,  compared  to  low  frequencies,  indicating more  rolling  noise  than  engine 152 
noise due to the nearby traffic, hence traffic at higher speed. The third parameter ሺܮ஺௘௤  െ ܮ஺௠௜௡ ሻ௣ೣ,௝ referred 153 
to as the short term dynamics of the noise at point px for trip j, indicates the presence of noise events. If noise 154 
levels LAeq,100 ms within a single second change rapidly, the passing vehicles can individually be detected in the 155 
noise measurements.  If  ሺܮ஺௘௤  െ ܮ஺௠௜௡ ሻ௣ೣ,௝  is  low,  noise  levels  are  constant,  indicating  constant  flow  traffic 156 
with many sources in the vicinity. 157 
2.4 GAM modeling 158 
Generalized additive models (GAMs) are regression models where smoothing splines are used instead of 159 
linear coefficients for the covariates. This approach has been found to be particularly effective for handling 160 
the complex non‐linearity associated with air pollution research (Dominici et al., 2002, Pearce et al., 2011). 161 
The additive model in the context of spatial exposure modeling can be written in the form: 162 
log൫ܤܥ௣௫,௝൯ ൌ  ∑ ݏ௭௡௭ୀଵ ሺݒ௭,௣௫,௝ሻ ൅ ߝ௫,௝    (3) 163 
Where  vz  is  the  zth  covariate  evaluated  for  trip  j  at  location  px;  sz(vz,px,j)  is  the  smooth  function  of  zth 164 
covariate, n is the total number of covariates, and x,j is the corresponding residual with var(x,j) = 2, which is 165 
assumed  normally  distributed.  Smooth  functions  are  developed  through  a  combination  of model  selection 166 
and automatic smoothing parameter selection using penalized regression splines, which optimize the fit and 167 
try  to  minimize  the  number  of  dimensions  in  the  model.  The  main  advantage  of  GAM  modeling  is  the 168 
possibility  to adjust  for non‐linear  relationships between  the  covariate and  the outcome. The analysis was 169 
constructed using the GAM modeling function in the R environment for statistical computing (R development 170 
Core Team, 2009) with the package ‘mgcv’ (Wood, 2006).  171 
Two modeling approaches will be discussed. The first option is to model the measurements on the basic 172 
aggregation  level:  one  value  for  each  parameter  for  each  trip  at  each  aggregation  point  px.  This  dataset 173 
contains about 37.700 records and will be referred to as the basic dataset (BDS). The second approach starts 174 
the modeling after aggregating the BDS to a dataset averaging the BC exposure for the classified parameters 175 
included in the aggregation models. Each of the retained parameters is classified according a set of predefined 176 
percentile classes (see supplementary data). For each of these two approaches the models will be evaluated 177 
for  both  the  raw  BC  result  (BCraw)  as  for  the  local  contribution  BCloc  to  assess  the  relevance  of  handling 178 
background concentrations separately.  179 
3. Results 180 
In  this  section,  the  following  terminology  will  be  used  to  refer  to  the  different  models  that  will  be 181 
compared: 182 
 BCbg model: this model simply assumes that exposure during cycling trips equals concentrations 183 
measured at a regional background measurement station. 184 
 BCraw model: uses GAM to obtain BC directly from noise, weather, and geometrical data. 185 
 BCloc model: uses GAM to obtain BCloc and adds measured BCbg to obtain the overall concentration 186 
as shown in Eqs. (1). 187 
 Aggregated BCraw  and BCloc models:  same as  above but with predictive  variables  categorized  in 188 
percentile classes. 189 
3.1 BCloc and BCraw model 190 
The BCloc model is based on the BDS dataset and includes the three noise parameters, wind speed WStrip, 191 
temperature Temptrip and street canyon index ܵݐܥܽ݊௣ೣ. The parameters of the GAM models are shown in Table 192 
1.  The  quality  of  a  GAM model  and  the  relative  strength  of  its  parameters  are  described  by  the  devience 193 
explained, the intercept, the F and p‐value for each of  its covariates. Since the number of data points  in the 194 
models is large compared to the number of covariates, the degrees of freedom is large and the p‐values are in 195 
general too small to be used to compare the covariates. The F‐parameters present the relative strength of the 196 
covariates instead. In the BCloc model the intercept and the ܮை௅ி,௣ೣ,௝ have a similar strength; the wind speed is 197 
about half the strength of ܮை௅ி,௣ೣ,௝ . The plots of the splines created by the GAM modeling show the relation of 198 
the parameter to the outcome log(BCloc) (Figure 1). In the BCloc model the ܮை௅ி,௣ೣ,௝  is the strongest component 199 
and has a linear relation with log(BCloc). ܮுி௠௅ி,௣ೣ,௝  saturates for higher levels. Log(BCloc) decreases for high 200 
wind  speeds.  The  street  canyon  effect  is  visible  as  a  steady  increase  of  the  exposure with  a  higher  street 201 
canyon index ܵݐܥܽ݊௣ೣ. The temperature is not very important, the steep upward trend is based on only a few 202 
samples; few trips were performed at temperatures above 20 °C. Log(BCloc) increases strongly for very small 203 
values  of  ሺܮ஺௘௤  െ ܮ஺௠௜௡ ሻ௣ೣ,௝  indicating  episodes  with  almost  constant  noise  levels  result  in  higher  BC 204 
concentrations.  205 
 206 
Figure 1: Splines of the six covariates of the BCloc GAM model, ordered by strength within the model 207 
(top­left to bottom­right). 208 
The  BCraw model  shows  a  slightly  higher  deviance  explained  than  the  BCloc model  (Table  1).  The  BCraw 209 
model also has a higher intercept. Wind speed is the strongest component. The low frequency noise level LOLF 210 
and temperature have a similar strength.  211 
 212 
Table 1: Comparing the results of the BCloc and BCraw models, F­value and p­value. 213 
 214 
3.2 Aggregated BCloc and BCraw models  215 
The  aggregated models  are  built  including  respectively  3,  4  and  5  parameters.  The  temperature  is  not 216 
included since it proved to be of  little relevance in the BCloc model.  In Table 2 the results of the aggregated 217 
models  are  assembled,  including  the  number  of  unique  combinations  of  the  classified  parameters.  Again 218 
similar changes between the BCraw,Xp and BCloc,Xp models can be detected (were X is the number of aggregation 219 
parameters). In Figure 2 the splines of the five parameter model BCloc,5p are shown. The deviance explained is 220 
higher and  the  splines are  smoother  compared  to  the BCloc model due  to  the aggregation process.  In  the 3 221 
parameter model LOLF the only acoustic parameter describing the source has the strongest importance in the 222 
model,  but  as  other  traffic  descriptors,  LHFmLF  and  (LAeq‐LAmin)  are  added,  wind  speed  becomes  the  most 223 
important covariate.  224 
Table 2: Comparing the results of the aggregated models. 225 
 226 
 227 
Figure 2: Splines of the five covariates of the GAM BCloc,5p model.  228 
 229 
3.3 Comparing the fit of the models 230 
The  BC  exposure  during  individual  trips  is  reconstructed  based  on  the  models  presented  above.  The 231 
results for the BCbg, BCloc and BCraw models are shown in Figure 3. The second row shows the results of the 232 
BCloc model, and the third row the results of the BCraw model. Each point in de charts represents a single trip. 233 
The x‐axis shows the measured BC exposure, the y‐axis the model outcome. The first column shows the total 234 
trip exposure (as ng/m3 * seconds), the second column the average exposure over the trip. Both are relevant, 235 
but the correlation in the first column is strongly influenced by the duration of the trip. The predictive quality 236 
of the models is best determined by the ability to predict the trip averaged exposure. In each of these charts, 237 
the diagonal (red) and the linear fit (green) on the results are shown and the correlation and the spearman’s 238 
correlation between model and measurement are given. The properties (intercept and slope) of the linear fit 239 
are shown to evaluate the model fits. The third column shows the distribution of the relative prediction: total 240 
model  BC  divided  by  total measured  BC,  presenting  the  under‐  and  overshoots  of  the  trip  total  exposure 241 
prediction which is identical for the total and averaged evaluation. 242 
 243 
Figure 3: Evaluation of the model fit of the BCbg, BCloc and BCraw models. Each point in de charts 244 
represents a single trip. The first row shows the results of the BCbg model, the second row the results 245 
of the BCloc model, the third row the results of the BCraw model.  246 
 247 
Figure 4: Evaluation of the model fit of the aggregated BCloc models for 3, 4 and 5 parameters. 248 
 249 
A similar procedure is performed for the aggregated models. For each passage at an aggregation point the 250 
corresponding  classification  is  used  to  estimate  BC  exposure.  Summing  all  results  over  the  full  trajectory 251 
reconstructs the total trip exposure. In Figure 4 the fitting properties of the reconstructed trips of the BCloc,Xp 252 
models are shown for the three aggregated models on BCloc. The aggregated BCraw model evaluations are not 253 
shown. 254 
3.4 Comparing the predictive strength of the models 255 
The predictive strength of the models  is checked by building variants of the models based on a random 256 
subset of 75% of the available trips and then predicting the remaining trips. This procedure is repeated 50 257 
times. For each trip, a set of approximately 13 predictions for different model variants are thus available. The 258 
average BC trip exposure is calculated for the trips used to build the model (referred to as ‘fitted trips’) and 259 
predicted for the trips left out of the model (referred to as ‘predicted trips’). The Pearson correlation of the 260 
fitted trips versus the measurements and the predicted tips versus the measurements are calculated for each 261 
model  variant.  The  distributions  of  the  correlations  of  the  fitted  trips  of  the  model  variants  and  the 262 
distributions of correlations of predicted trips out of the model variants are shown by model type in Figure 5. 263 
The mean correlations of  the  total exposure of  the  fitted trips  for  the models    (as ordered  in Figure 5) are 264 
0.90, 0.86,  0.88, 0.89 and 0.89,  the mean correlations of  the  total  exposure of  the predicted  trips are 0.88, 265 
0.84, 0.89, 0.90 and 0.90. The mean correlations of the averaged exposure of the fitted trips for the models are 266 
0.78, 0.71, 0.75, 0.77 and 0.77; the mean correlations of the averaged exposure of the predicted trips are 0.75, 267 
0.67, 0.75, 0.78 and 0.74. Models BCloc, BCloc,4p and BCloc,5p have similar distributions for both the fitted trips 268 
and the predicted trips. The predicted trips show wider distributions compared to the fitted trips. BCraw and 269 
BCloc,3p  perform  significantly  lower  than BCloc,  BCloc,4p  and  BCloc,5p.  The  correlation  of  the  predicted  trips  of 270 
BCraw model is extremely sensitive to the trip selection. Figure 5C shows the relation between the correlations 271 
of the fitted and predicted trips for the individual model variants. Correlations of the predicted trips are not 272 
necessarily lower than the fitted trips. The correlation of the predictions can be higher than the correlation of 273 
the fitted trips, especially for the BCloc and BCloc,xp models (Figure 5C).  274 
 275 
Figure 5: Distributions of the model variants correlation of the fitted trips (A), distributions of the 276 
model variants correlation of the predicted trips (B) and the relations between the correlation of the 277 
fitted trips and the correlation of the predicted trips for the individual model variants (C). 278 
For each set of predictions of a single trip obtained from a model variant, the average prediction and the 279 
standard  deviation  of  the  trip  predictions  is  calculated.  The  relative  prediction  (average  of  the  total  trip 280 
predictions  divided  by  the  total  measured  for  trip  j)  and  the  standard  deviation  of  the  trip  j  predictions 281 
divided by the trip j total exposure are used to compare the predictive strength and sensitivity of the model 282 
variants to the random sampling strategy. The results are shown in two charts in Figure 6. The BCloc model is 283 
slightly underestimating the exposure, BCraw and BCloc,3p are overestimating, the BCloc,4p and BCloc,5p models are 284 
centered around 1.0. The  interquartile range of the distribution of the relative trip predictions for the BCloc 285 
model is 0.38, the ranges are slightly larger for the BCloc,4p and BCloc,5p models, respectively 0.47 and 0.43. The 286 
interquartile range of the BCloc model is 3.1, the BCraw model performs with 5.8 much worse. The best IQR is 287 
found  for  the  BCloc,5p  model  with  1.8.  All  aggregated  models  perform  better  than  the  BCloc  model  for  the 288 
distribution of the standard deviation of the trip predictions.  289 
 290 
Figure 6: Distribution of the average of the relative trip predictions (A) and the distribution of the 291 
standard deviations of the trip prediction relative to the trip total measured BC (B), presented by 292 
model. 293 
4. DISCUSSION 294 
The first research question investigates whether a prediction model for BC exposure could be improved 295 
by  separating out  long  term variations  in  the background concentration;  the  second  research question  the 296 
whether  the  instantaneous  local  Black  Carbon  exposure  could  be  predicted  on  the  basis  of  local  noise 297 
exposure and meteorological  conditions. The  first  research question  is  addressed by  comparing BCbg, BCloc 298 
and  BCraw  models.  The  second  research  question  is  addressed  by  evaluating  the  features  of  BCloc,  BCloc,3p, 299 
BCloc,4p, BCloc,5p models. 300 
The  BCbg  model  accounts  on  average  for  30‐40%  of  the  total  trip  exposure  only,  but  the  slope  in  the 301 
relation between modeled and measured exposure is as large as 0.36 (Figure 3). High average trip exposure is 302 
partially related to higher background concentrations. Although the BCraw model on average results in a good 303 
estimate of the average exposure during cycling trips, the trend line connecting prediction to measurement 304 
(Figure  3)  slopes  at  0.25.  The  strong  influence  of  wind  speed  and  temperature  indicates  that  this  model 305 
mainly tries to resolve the temporal variations in the background contributions and fails to include indicators 306 
for  local exposure.  Integrating  the GAM model  for BCloc with measured BCbg combines best of both worlds: 307 
temporal  variability  of  the  BCbg  with  spatial  variability  of  the  BCloc model  and  results  in  a  slope  between 308 
modeled and measured average trip exposure of 0.53. 309 
A similar conclusion can be drawn when evaluating the predictive power of the models in Section 3.4. The 310 
wide distribution of the correlations of the predicted trips in the model variants of the BCraw model (Figure 311 
5B)  and  the  high  relative  standard  deviation  of  the  individual  trip  prediction  (Figure  6B)  illustrate  the 312 
sensitivity of the BCraw model to the trip selection. All variants of the BCloc model perform significantly better. 313 
The  BCloc  model  is  lightly  sensitive  to  over  fitting  for  the  low  exposure  values,  which  reflects  in  the 314 
underestimation of the relative trip prediction (Figure 6A). 315 
As  it  is  now  established  that  the  BCloc  models  outperform  models  that  aim  at  predicting  the  whole 316 
exposure at once, let us now look in detail at the choice of predictive variables for these models. In the BCloc 317 
model ܮை௅ி,௣ೣ,௝ is the strongest component and wind speed the second strongest. The negligible importance of 318 
temperature in the model can be explained as follows. Temperature is expected to affect emission and is an 319 
indicator  for  meteorological  conditions  that  influence  dispersion.  The  background  concentration  indeed 320 
shows a distinctive seasonal pattern and temperature is related to season (see supplementary data 1.9 figure 321 
S3).  BCbg  seems  to  include  the  temperature  dependence  sufficiently  thereby  reducing  the  relevance  of 322 
temperature  in  the  BCloc  model. Wind  speed  has  a  similar  relationship  with  background  concentration  as 323 
temperature (supplementary data 1.9 figure S4). The strength of the wind speed covariate  is therefore also 324 
reduced in the BCloc compared to its strength in the BCraw model but in contrast to the temperature, it is still 325 
highly  relevant.  This  is  explained  by  the  observation  that  wind  speed  not  only  influences  background 326 
concentrations but also instantaneous dispersion of the local emissions. Higher wind speeds reduce the local 327 
exposure  of  cyclists.  StCAN  and  LHFmLF  are  also  stronger  in  the  BCloc  model  compared  to  the  BCraw model 328 
probably  because major  confounders  are  eliminated by  treating BCbg  separately.  The BCloc model  becomes 329 
more sensitive to spatially varying variables such as vehicle speed and local air pollution accumulation effect. 330 
The latter effects and its dependence on street canyon geometry (measured here as StCAN) is confirmed by 331 
physical calculations of street canyon accumulation, validated with measurements such as the one presented 332 
by Berkowicz et al (2008).  333 
High‐degree‐of‐freedom models such as the GAM model risk to over fit the data that they are based on and 334 
while  losing  the ability  to generalize  to other  situations. This can be prevented by  reducing  the number of 335 
input  variables  (covariates)  and  –in  the  particular  case  of  GAM models  –  also  by  reducing  the  number  of 336 
values  that  the  variable  can  take.  Classification  of  the  covariates  indeed  reduces  the  degrees  of  freedom 337 
(Table 2) in the model. Because of the change in number of data points, the goodness‐of‐fit parameters and 338 
the  strength  of  the  covariates  in  the  models  cannot  be  compared  directly,  the  quality  of  the  models  is 339 
determined by evaluating the properties of the predictions. In addition, a lower number of variables reduces 340 
the complexity of the model and simplifies implementation. 341 
Turning  to  the model prediction  evaluation  shown  in Figure 5  and Figure 6,  it  is  clear  that  the BCloc,g3p 342 
model performs worse than the BCloc model in predicting the average exposure. This is not unexpected as the 343 
information used  in  the prediction  is  significantly  reduced. The  reduction  in number of  covariates and  the 344 
clustering of values is expected to make the model less sensitive to trip sampling in the model variants and to 345 
make  it  should  perform  better  on  the  independent  test  data.  For  BCloc,g3p  the  aggregation  is  to  strong  to 346 
observe  this  positive  effect.  The  BCloc,g4p  and  BCloc,g5p  models  slightly  outperform  the  BCloc  model  when 347 
evaluated for correlation between model and measurement on the data not used for fitting (Figure 5B). The 348 
distribution of relative trip predictions (Figure 6A) is wider for the BCloc,g4p and BCloc,g5p models compared to 349 
the BCloc model, but the distributions are centered around 1. The relative standard deviation of the individual 350 
trip prediction (Figure 6B) is slightly better. The BCloc,g5p outperforms the BCloc model despite the fact that it 351 
only  reduces  the number of data points  from 37722  to 8832. The aggregation process  removes  the  lowest 352 
values in the basic dataset, resulting in a better prediction of the total trip BC exposure.  353 
It is more difficult to distinguish between the BCloc,g4p and BCloc,g5p models. The only relevant difference is 354 
the  reduction  of  the  intercept  in  the  BCloc,g5p  model.  The  short  term  dynamics  (LAeq‐LAmin)  covariate  –  the 355 
variable  differentiating  BCloc,g5p  from  BCloc,g4p  –  distinguishes  between  two  different  traffic  conditions:  low 356 
values can be linked to situations of congested traffic, many cars with constant noise emission (idling) result 357 
in  constant  noise  levels;  high  values  indicate  short  distinct  events,  typically  a  single  car  passing  by  at  a 358 
relatively high speed. This last traffic situation is however rare during the rush hour and is under represented 359 
in our  (rush hour only) database. When similar measurements would be performed outside  the rush hour, 360 
this  covariate  might  prove  more  relevant.  With  the  available  measurements  it  cannot  conclude  that  the 361 
BCloc,5p model is better than BCloc,4p model.  362 
In  general,  the  simplification  of  the  model  improves  its  quality  as  long  as  the  4  or  5  most  significant 363 
parameters are kept. The models  suggested  in  this paper perform well mainly due  to  the unique  choice of 364 
noise indicators that are directly related to relevant traffic dynamics. The LOLF covariate detects traffic volume 365 
including  acceleration  both  linked  to  higher  particulate  emissions.  LHFmLF  indicates  the  traffic  speed; 366 
emissions  increase  with  speed  at  low  speeds,  but  saturate  at  higher  speeds  because  constant  high  speed 367 
result  in more  efficient  combustion  processes  and  lower  particulate  emissions.  Similar  relationships were 368 
reported for nanoparticles in Uhrner et al., 2011 and for gaseous emissions in De Vlieger et al., 2000. This also 369 
explains why models based on LAeq are less successful: LAeq is related to human loudness perception and does 370 
allow distinguishing situations with different traffic dynamics (Boogaard et al., 2008). Ross et al., 2011 relates 371 
a spectral noise evaluation to air pollution on a fixed monitoring station. Although these measurements are 372 
not  directly  comparable with  the measurements  in  this  paper,  the  same  frequency  bands  are  found  to  be 373 
relevant.  374 
5. CONCLUSIONS 375 
This paper proves  that  it  is  possible  to predict  instantaneous BC concentrations based on mobile noise 376 
measurements.  The  in‐traffic  exposure  to  Black  Carbon  of  bicyclists  is  determined  by  background 377 
concentration, distance to source, local traffic density and speed, local traffic dynamics, local street geometry, 378 
and meteorological conditions. Spectral evaluation of (mobile) noise measurements can be used to implicitly 379 
detect  local  traffic  conditions directly  related  to  the  local BC emission. Predicting personal BC exposure of 380 
cyclists  proved  only  successful  after  splitting  the  model  into  a  background  contribution  and  a  local 381 
component. In particular, it was shown that the spatial variability due to the local traffic contribution can be 382 
modeled using four parameters: the low frequency noise LOLF related to the traffic volume and engine throttle, 383 
the difference between high and low frequencies LHFmLF related to the traffic speed, the instantaneous wind 384 
speed and the street canyon index both related to the local accumulation of the BC. The overall trip exposure 385 
is predicted by the four categorized parameters GAM model, BCloc,g4p, with a correlation of 0.90. The average 386 
trip exposure is predicted with a correlation of 0.78.  387 
The structure of the model presented in this paper can be expected to be valid for different areas in the 388 
world since parameters are chosen with a physical background in mind and because the model has been well 389 
validated. Since fleet composition and driving behavior might differ between different parts of the world, it is 390 
suggested that each mobile noise measurement campaign  is accompanied with a partial BC sampling to re‐391 
establish  the  model  coefficients.  The  measurement  underlying  the  specific  model  presented  here,  are 392 
performed  in  a  typical  (European)  environment,  a  medium  size  city  including  suburbs  and  green  areas, 393 
representative for the living environment of the majority of the population in Europe. The exact same model 394 
including model coefficients is expected to be applicable in any city sufficiently similar to this situation. 395 
Mobile noise measurements on bicycles have the potential to provide the spatial detail and high temporal 396 
resolution that is necessary to predict the urban exposure to black carbon, including the local effects of route 397 
choice. Mobile  noise measurements  therefore  have  the  power  to  replace  large  scale  in‐traffic  personal  air 398 
pollution exposure measurements and can be performed on  larger populations at a significantly  lower cost 399 
than  traditional  participatory  sampling  techniques.  In  this way  the  results  obtained  in  this  study  could  be 400 
useful  for  raising  public  awareness,  changing  personal  behavior  by  selecting  low  exposure  routes  and  to 401 
perform large scale epidemiological research on the impact of personal BC exposure on health. 402 
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