Abstract. We obtain new results on Fourier multipliers for Dirichlet-Hardy spaces. As a consequence, we establish a Littlewood-Paley type inequality which yields a simple proof that the Dirichlet monomials form a Schauder basis for p > 1.
Introduction
The Dirichlet-Hardy spaces H p were first explicitly studied in the papers [2, 8] . (We refer to these papers for full details of the discussion in this section. See also [6] for some historical remarks.) For p = 2, they consist of Dirichlet series n∈N a n n −s with square-summable coefficients, where s = σ + it denotes the complex variable. By the Cauchy-Schwarz inequality, functions in H 2 converge on the half-plane C 1/2 = {σ > 1/2}. These spaces connect function space theory to analytic number theory. A striking illustration of this connection is given by the Riemann-zeta function ζ(s) = n∈N n −s that gives the reproducing kernel of H 2 . Indeed, the function k w (s) := ζ(s +w), for Re w > 1/2, has the property that f |k w = f (w) for all f ∈ H 2 , as may be verified by inspection.
For general p > 0, these spaces are defined to be the closure of Dirichlet polynomials in the norm 
This norm can be understood as the ergodic theorem on the infinite dimensional polydisk T ∞ . To briefly explain this, we note that T ∞ is a compact Abelian group with the product of the normalised Lebesgue measures dθ i /2π on each copy of T as its unique normalised Haar measure dθ. It has dual group Z 
For F with spectral support only in the narrow cone N ∞ fin , one checks that F •φ is a Dirichlet series and that the right-hand side of this formula is exactly (1), provided we identify a ν with a n when n = p
(Note that the same argument can be made using only the Stone-Weierstrass theorem, see [11] ) We define the subspace H p (T ∞ ) to consist of exactly these functions. By the uniqueness of prime number factorization, the map from H p (T ∞ ) to H p given by F → F • φ has an inverse, which is called the Bohr lift in honor of H. Bohr.
The structure of the paper is as follows. In Section 2, we use a technique of Fefferman to study certain Fourier multipliers on the spaces L p (T ∞ ). These results are used in Section 3 to obtain a Littlewood-Paley inequality for the spaces H p : for f = n∈N a n n −s in H p with p > 1 and c > 1, we have
As an application, we observe that the functions {n −s } n∈N constitute a Schauder basis for the spaces H p for p > 1.
Fourier Multipliers
To state and prove our theorem on Fourier multipliers, we first introduce some notation, and review some necessary background. Throughout the section, p ≥ 1.
A measurable function m : 
Here we use the notation z = e iθ for a point in T ∞ . We denote the respective operator norms by m Mp(X) , where X = R, T or T ∞ as appropriate. We refer to the operator of multiplication by m by T m .
It is well-known that results for multipliers on T may be deduced from those on the real line by the method of transference. More specifically, let m : R → C be a regulated function, i.e.,
The basic result on transference, due to de Leeuw [4] (see [5, Section 3.6 .2] for proofs), states that if a regulated function m is a multiplier on R, then m restricted to Z is a multiplier on the torus. A converse statement also holds. In fact,
Our argument relies in a crucial way on this formula. To formulate our result, we introduce some additional notation. For ν ∈ Z ∞ fin , one associates a unique rational number:
where p i is the i'th prime number. So, given a function m :
Our multiplier result is as follows:
Proof. We split the proof of the theorem into two parts.
Observe that since a polynomial only depends on a finite number of variables, we may restrict our attention to
Explicitly, we only need to consider the multiplier
The idea is to introduce a change of variables on T d so that as a multiplier, this function only acts on the first variable.
To do this, we need to make an approximation.
We may assume that a 1 and a 2 are relatively prime (indeed, by the prime number theorem, we may choose both a 1 and a 2 to be prime), whence there exist q 1 , q 2 ∈ N so that a 1 q 2 − a 2 q 1 = 1. This ensures that the d × d matrix
We next introduce a function defined on ν ∈ Z d by
Since m was assumed to be continuous on rational numbers, it follows that for any ǫ > 0 small enough, we may choose δ > 0 sufficiently small in the above approximation, so that |M(ν) − m(r ν )| < ǫ uniformly on the finite index set corresponding to the set of non-zero coefficients of the polynomial f . In particular, this implies that we can make
In light of (4), to obtain the desired inequality, we infer that it suffices to prove
To verify (5), let us first employ the change of variables
If we change indices by ν ′ = Aν, and observe that M(ν) = m(e ν ′ 1 /Q ), this becomes
is constant with respect to θ ′ 1 . This is less than or equal to
, which exactly yields the desired inequality (5). We turn to the second part of the proof, where we establish the inequality
. By (4), it is sufficient to show that, for every
. We now fix a polynomial in one variable. As our idea is to work the previous argument backwards using only two variables, we express the polynomial as trivially depending on a second variable:
Here a (n,m) is zero for all (n, m) / ∈ N × {0}. As in the first part of the proof, we first fix δ > 0 and introduce a change of variables, this time induced by the matrix
Above, the integer b is chosen so large that there exist prime numbers p j , p k for which |γ(b + 1) − log p j | < δ/N, and
This is possible, since from the prime number theorem it holds that log(p n+1 /p n ) → 0 when n → ∞. As we have det B = 1, the matrix B induces a measure preserving diffeomorphism of T 2 .
Setting θ = B T θ ′ and (n, 0) T = Bν, we get
As v = (n, −n) T , we are only summing over ν ∈ Z 2 for which |ν| ≤ 2N. So given any ǫ > 0, by choosing δ > 0 small enough, we make
uniformly for indices ν so that a Bν is non-zero. This implies that we only need to establish that
But this is readily seen to hold, as the left-hand side may be interpreted as T m•r applied to a function F depending on the j'th and k'th copy of T in T ∞ , and where
holds by reversing the changes in notation and variables.
Some Consequences and open problems
In this section we deduce a Littlewood-Paley inequality from Theorem 1, and also discuss Schauder bases for the spaces H p .
First, we observe how a characterisation due to Marcinkiewicz is inherited by multipliers of the form discussed in the previous section. To do this, we recall that the total variation of a complex function f on the interval (a, b) is given by
where the supremum is taken over all sequences a = x 0 < x 1 < · · · < x n = b. For fixed η > 1, we also use the notation
We now get:
Suppose that p ∈ (1, ∞) and η > 1, then there exists a constant C > 0 such that for all regulated m : R + → C that are continuous at rationals we have We also formulate a Hörmander-Mihlin type multiplier theorem for p = 1, see [9, 7] (a proof is also found in [5, Theorem 5.2.7] ). Recall that m : R → C satisfies the Hörmander-Mihlin condition if m is continuous and piecewise differentiable on R \ {0} with m L ∞ (R) + sup
If this holds, then m ∈ M p (R) for any p ∈ (1, ∞). In addition, m defines a multiplier operator that is bounded from H 1 (R) to L 1 (R) with norm bounded by (7). For our purposes it is useful to observe that (7) remains invariant if m is replaced by m(λ·) for any λ > 0.
Corollary 2. Assume that m : (0, ∞) → C is continuous and piecewise differentiable. Then
Proof. The condition of m ensures that it can be modified on (0, e) so that it satisfies (7) on R. Hence T m•exp : H 1 → L 1 is bounded in one variable with the stated bound. The case p = 1 of the proof of Theorem 1 now applies without changes. One simply needs to observe that after the change of variables, the assumption f ∈ H 1 (T ∞ ) implies that a A −1 ν ′ = 0 if ν 1 < 0, whence the onedimensional multiplier m(e ν ′
We proceed to obtain a Paley-Littlewood type of theorem for L p (T ∞ ) as a consequence of Corollary 1. Fix a rational number η > 1, and consider intervals
The following result is clearly the most interesting in the special case of H p , which we stated as formula (3) in the introduction.
Corollary 3. Suppose that p ∈ (1, ∞), and that η > 1 is a rational number. Then there exist constants such that for all f ∈ L p (T ∞ ), we have
Proof. We apply a standard argument. Define m ǫ = k∈Z ǫ k χ I k for given ǫ ∈ {−1, 1} Z . By Corollary 1, there exists some C > 0, independent of ǫ, such that m ǫ • r Mp(T ∞ ) ≤ C. Here, m ǫ is made regulated by defining it appropriately on the endpoints of the intervals I k . This has no effect on the operator T mǫ•r as the endpoints are irrational. Next, since T mǫ•r T mǫ•r = Id, we obtain for any
. This holds uniformly in ǫ. The corollary now follows by averaging over ǫ and invoking Khintchine's inequality [5, p. 435 ].
This result should be compared to a Paley-Littlewood inequality obtained from martingale theory. Indeed, a function f ∈ L p (T ∞ ) may be considered as a martingale {f (N ) } with respect to the filtration induced by the increasing sequence of σ-algebras corresponding to the sequence {T N } N ∈N . The function f (N ) , also called the conditional expectation, is obtained from f by integrating away all but the N first variables (see, e.g., [8] where these are called the 'N:te Abschnitt'). A Paley-Littlewood inequality is now obtained as a direct corollary of the classical Burkholder's square function inequality [3] (see also [5, Theorem 5.4.7] ). Set
Actually, the same argument that was used to prove Corollary 3 yields (8) without using probability theory (this observation was applied in [1] ).
In the following corollary, we consider the functions 1, 2 −s , 3 −s , . . .. It is clear that they form an orthogonal basis in H 2 . Luckily, they also yield a natural basis in H p :
Corollary 4. Suppose p ∈ (1, ∞). Then the functions n −s , n = 1, 2, . . ., form a Schauder basis for H p .
