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I. KRIGING AND BLUP 
A. Introduction 
A very common procedure when one is investigating a physical 
phenomenon is to obtain measurements on a set of variables of interest, 
and relate them in such a way that some objectives can be achieved. 
These objectives can be very different in nature, depending on the 
interest of the investigator. For example, the investigator may be 
interested in finding a relationship among the variables in order to 
control the response (a subset of the measured variables) of the process, 
or to be able to predict the response for a new situation not observed in 
the experiment. In most of the cases, the problem can be translated into 
the mathematical language as follows. 
Suppose we have a real valued function z(x), x € D, where D is a 
connected region of R^, and we are able to observe the function z(x) 
at n points x^^, x^ x^, x^ € D, obtaining the set of 
values {z(x^), ..., z(x^)}. Then, we want to predict (estimate), 
from the observed values z(x^), ..., z(x^), the function z(x) for 
all X € D. 
This is an old, classical problem, and many methods are available to 
solve it. There are purely numerical processes with no stochastic 
background. Among them, the most commonly used are polynomial and 
piecewise polynomial approximations, linear regression, polygons of 
Influence, inverse distance and inverse-square distance weighted 
averages, to mention only a few. These methods and their properties were 
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reviewed by Ripley [1981]. 
Many of the mentioned methods are empirical, and the reasons for 
their acceptance are based on considerations of physical laws (inverse 
and inverse-square distances weighted averages), or on mathematical and 
computational feasibilities. The basic criticism on them is that they 
provide no means of assessing the error of the approximation. Further­
more, they do not attempt to minimize that error [Burguess and Webster, 
1980). 
An empirical way of measuring the performance of a method is to 
apply it on a sample drawn from a known function, and see how it 
reproduces the given known function, or at least the main features of the 
function. 
A more modern idea is to use a stochastic approach to the approxi­
mation problem. It is possible to show that some of the methods that had 
been considered as purely numerical are indeed optimal solutions of a 
specific stochastic approximation problem. The piecewlse linear 
interpolation and, more generally, the L-spllne of interpolation fall In 
this class [Kimeldorf and Wahba, 1970b]. We will return to this point 
later. 
In both cases, using a purely numerical or a stochastic approach, it 
is necessary to follow some standard steps in order to solve the 
approximation problem. We need: 
1) to make assumptions about the function z(x), 
il) to choose a set of approximating functions, 
and 
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ill) to select a measure of the "goodness" of the 
approximat ion. 
Rice [1964], in his introduction to volume I, pointed out that (ii) 
and (iii) are basic and fundamental, and he also says: "This is one of 
those areas where mathematics is an art rather than a science and the 
only guides are experience, intuition and experiment." 
In most situations, the assumptions made about the function z(x) 
play a definite role, both in the choice of the set of approximating 
functions and in the measure of the goodness of the approximation. 
We are interested here in those situations for which we can assume 
that the function z(x) is a particular realization of a stochastic 
process {z(x), x € R^}, and it is unique in the sense that the 
experiment or physical phenomenon that produced z(x) is non-repeatable. 
Although this may not be a very realistic assumption for some situations, 
the approach reproduces the main features of the response variable under 
study, and can produce very useful results. 
Before proceeding, we introduce some basic notions about stochastic 
processes. 
A stochastic process is a collection of random variables {Z(x), 
X Ç X}, where X is a suitable index set. We will take X = R^. 
To specify a stochastic process, it is sufficient to give the joint 
distribution of any of the n random variables Z(xj), ..., Z(x^) 
for all integers n and x^ 6 R^, i=l 
For a fixed x E R^, Z(x) is a random variable, and we 
define the function 
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m(x) = E[Z(x)], 
when the expectation exists, as the mean value function of the stochastic 
process. For a pair of points (x^, x^) Ç R^xR^, we define the 
function 
c(Xj, Xg) = E{[Z(Xj) - m(xj)][z(x2) - mCxg)]}, 
to be the covariance function of the stochastic process, when the 
covariance exists. In this case, we have: 
c(x, x) = Var[Z(x)] , x Ç R^. 
In most practical situations, it is unrealistic to assume that one 
knows the probabilistic law that defines the stochastic process from 
which the realization z(x) is available, and it is not possible to infer 
the probabilistic law of the process from a single realization z(x) from 
which we possess the values at a finite number of points. Therefore, 
some additional assumptions are necessary before we can proceed. 
The most common assumption is that the stochastic process is 
"homogeneous" in the region of interest. The qualification "homogeneous" 
can have different meanings and different degrees. We make precise the 
ones we shall work with. 
Definition 1.1. A stochastic process {Z(x); x € R^} is called 
strictly stationary if the joint distribution of {Z(x^) Z(x^)} 
is the same as the joint distribution of {Z(x^+h), ..., Z(x^+h)} 
for any set of points {x^, ..., x^} and any h Ç R^. 
Definition 1.2. A stochastic process {Z(x); x € R?} is 
called covariance stationary if it has finite second moments and 
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satisfies; 
i) E[Z(x)] is a constant function for all x € R^, 
ii) c[Z(Xj^), ZCxg)] is a function of Ijx^-xgll for all 
(x^, Xg) Ç R^xR^, where ||.|| is a norm, usually 
taken to be the Euclidean norm. 
A covariance stationary stochastic process is also called wide sense 
stationary or weakly stationary. 
Definition 1.3. A stochastic process {Z(x); x Ç R^} is 
called intrinsic if it satisfies; 
i) E[Z(x)] is a constant function for all x Ç R^, 
ii) For any (x^, x^) € R^xR^, the increment 
variable [Z(x^)-Z(x2)] has finite variance, which 
depends only on Ijx^-xgll. 
The function y(.,.) defined by 
Y(X^, Xg) = Y Var[Z(Xj)-Z(x2)] 
is called the variogram function of the stochastic process 
{Z(x); X € R^}. 
If Z(x) is covariance stationary, then 
y(xj^, Xg) = {Var[Z(x^)] + VartCx^)] - 2Cov[Z(x^), ZCx^)]} 
= YIcCO) + c(0) - ZcCljx^-Xgll)} 
= c(0) - c(Ijx^-xglI) 
Then, Z(x) is also intrinsic. But the converse is not true. For 
example, if {Z(x); x 0} is a Brownian motion stochastic process, the 
increment variable [Z(x+h) - Z(x)] is normally distributed with mean zero 
2 
and variance cr h, a a fixed parameter, and x 0. Then, Z(x) is 
6 
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intrinsic. But Var[Z(x)] = a x, which implies that {Z(x); x >_0} 
is not a covariance stationary stochastic process. 
Definition 1.4. A function f(x), x € [a,b], is said to be 
positive semi-definite if it satisfies; 
Jill SiSj > 0 
for any set of real numbers {a^, ..., a^^, and for any set {x^, ..., x^} 
such that (Xj^-Xj ) € [a,b] for all i and j. 
The next theorems characterize the covariance function of a 
covariance stationary stochastic process. 
Theorem 1.1. The covariance function of a covariance stationary 
stochastic process {Z(x); x Ç R^} is positive semi-definite. 
Proof; See, e.g.. Fuller [1976]. 
Theorem 1.2. The covariance function of a real valued covariance 
stationary stochastic process satisfies: 
c(h) = c(-h) 
Proof; See, e.g.. Fuller [1976]. 
B. Prediction Functions 
Let z(x) be a realization of a real valued stochastic process, and 
suppose we observe z(x) at x^, x^, ..., x^; x^ € D, x^ Let 
x^ Ç D. We want to predict z(x) at the point x = x^, using the 
observed values z(x^), ..., z(x^). Predict means the following: 
a real function g of Z(x^), ..., Z(x^) is built, and after 
Z(xj), Z(x^) are observed, their values are placed in g and 
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a real number is obtained. This number is called the predicted (estimated) 
value of Z(x^). The function g must be measurable w.r.t. the a-algebra 
generated by the random variables Z(x^), Z(x^) and it is 
called a prediction function. 
There are many possible sets of prediction functions one could 
choose, and the choice of a particular one depends on the assumptions 
that are made on the stochastic process Z(x), on what is known about the 
joint distribution of {Z(x^) Z(x^)} and on the existence of 
moments. The choice is also related to the measure of "goodness" of 
prediction that we are going to use. 
The most general set of prediction functions is the set of all Borel-
measurable functions of Z(x^), ..., Z(x^). 
Suppose a Borel-measurable function g[Z(x^), .Z(x^)] is used 
to predict Z(x^). We define the error of prediction RCx^) as: 
R(x^) = g[Z(x^), ..., Z(x^)] - Z(x^) 
To measure the "closeness" of the predictor g[Z(xj) Z(x^)] 
to the random variable Z(x^), we shall use the mean square error of 
g[Z(Xj, ..., Z(x^)], i.e., 
MSE[g[Z(x^), Z(x^)]} = E[R^(x^)] . 
From now on, the set of prediction functions is restricted to the 
set of square integrable functions of Z(x^), ..., Z(x^), and will 
be denoted by Q[Z(Xj), ..., Z(x^)], or simply Q, when there is no 
chance for confusion. 
Now, we define what we mean by a "best prediction function" of 
Z(Xg) based on Z(x^), ..., Z(x^). 
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Definition 1.5. A function g* Ç Q is defined to be the Best 
Prediction Function (EPF) of Z(x^) based on Z(x^), ..., Z(x^) 
if 
E{g*[Z(xp, Z(x^)] - Z(x^)}^ < E{g(Z(Xj) Z(x^) ] - Z(x^)}^ 
for all g Ç Q. (1.1) 
Let Q* be the collection of all square integrable functions of 
Z(x^), Z(x^) Z(x^) with inner product defined by 
<Y,W> = E(YW), Y and W elements of Q*. 
Q* is a Hilbert space and Q is a closed subspace of Q* [Burrill, 
1972]. By the projection theorem, there is an element g* in 0 that 
satisfies (1.1), and this element is given by the following theorem. 
Theorem 1.3. The Best Prediction Function of Z(x^) based on 
Z(xj), ..., Z(x^) is given by the conditional expectation of 
Z(x^) given Z(x^) Z(x^^, i.e., 
g*[Z(Xj), ...» Z(x^)] = E[Z(x^)| Z(x^) Z(x^)] 
Proof. See Burrill [1972]. 
The BPF g* is the orthogonal projection of Z(x^) onto the sub-
space Q. 
In order to find the BPF, it is necessary to know the joint 
distribution of Z(x^), Z(x^), ..., Z(x^). In our situation, 
only one realization of the stochastic process Z(x) is available, and 
from this realization, we have only one observation at each of the points 
x^, Xg x^; x^ e D. In general, information about 
the joint distribution of Z(x^), Z(x^) Z(x^) is not 
available, and it cannot be inferred from the available information. 
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which makes the EPF unaccessible. Usually what is done in this 
circumstance is to reduce the set of prediction functions to the set of 
linear combinations of Z(x^), .Z(x^). 
Definition 1.6. Let g € Q. We say that g is a linear prediction 
function based on {Z(x^), ..., Z(x^)} if 
g[Z(xp, Z(x^)] = X.J^ Z(x^) + 
X^€R» i=0,l,2, .  « «, n. 
The set of linear prediction functions, denoted by is a 
subspace of Q of dimension n+1. 
Let m(x) = E[Z(x)]. The nxn matrix V and the nxl vectors and p, 
will be defined as follows: 
i) V is an nxn matrix with elements 
Vij = Cov [Z(x^), Z(Xj)] ; i,j=l,2,...,n , 
ii) V is an nxl vector with elements 
o 
v^ = Cov [Z(x^), Z(x^)] , i=l,2, ..., n , 
i 
iii) jj, is an nxl vector with elements 
= m(x^), i=l,2, n 
We also define jj,^ = m(x^), x' = (x^, ..., x^) and 
Z'U) = (Z(x^), Z(x^)) 
Theorem 1.4. If V, v^ and E[Z(x)] are known for a given set 
of points x^, Xj^, ..., x^, then the Best Linear Predictor (BLP) of 
Z(x^) based on ZCx^) is given by; 
gy [Z(x)] = v'V ^Z(x) + 11- v'V ^|i jj o no o 
Proof ; See Graybill [1976], 
The BLP of Z(x^) is the projection of Z(x^) onto . 
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A property that is desirable for a predictor is unbiasedness. Unbiased 
here means unbiased in the average. The concept is made precise with the 
following definition: 
Definition 1.7. Let g € Q. We say that g is an unbiased 
predictor of Z(x^) if 
E[g(Z(x)) - Z(x^)] = 0 
Corollary 1.1. Assume the same conditions as given in the 
Theorem 1.4. Then, the BLP of Z(x^) is unbiased. 
Proof: 
E[v^V~^Z(x) + M-Q - - Z(x^)] 
-1 -1 
= v'V u, + |J. - v'V |i - |i =0 
o o o 'o 
Let g(Z(x^),...,Z(x^)) be a linear unbiased predictor of Z(x^). 
The unbiasedness condition implies that 
) - Z \.m(x ) (1.2) 
i=l ^ 
If E[Z(x)] is unknown, the set of possible linear unbiased predictor 
functions is restricted, depending upon on what is assumed about the 
function E[Z(x)]. 
If E[Z(x)] = m V X, m unknown, then (1.2) implies: 
n 
\ + m S \. = m 
o i=i 1 
and this Is satisfied iff \ =0 and 2A.. = 1. The space of 
o i=i i 
linear unbiased predictor functions is restricted to a linear variety of 
dimension n-1. 
If E[Z(x)] " > where the 0^'s are unknown 
constants and the f^'s are known functions of x, then (1.2) implies: 
K ~ nil • 1=1 
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n 
and this is satisfied iff Jl = 0 and S A..f, (x.) = f, (x ) 
o i K 1 KO 
V k=l,2,...,p. Under this assumption, the space of linear unbiased 
predictors is a linear variety of dimension n-p contained in 
If E[Z(x)] is not a linear combination of known functions, then it 
is not easy to see what kind of restrictions the unbiasedness condition 
imposes on the space 0^^^. 
C. Kriging 
Kriging is a data technique that has been developed and used mainly 
in the geological area for the study and evaluation of mining deposits. 
The basic idea of Kriging is to assume that the mineral content, 
z(x), of a deposit D is a realization of a stochastic process. The 
mineral content is measured at n points x^,...,x^; x^ ç D, 
giving the values zCx^ z(x^). It is desired to estimate z(x) 
at a point x^ € D, where no measurement was made, using the observed 
values z(Xj^) ,... ,z(x^). A Best Unbiased Predictor function is 
built. In the sense described before, and the name Kriging is giving to 
the resulting predictor function. 
The idea was put forward first by D. G. Krlge in the fifties, and 
the formal developments of the theory were done mainly by Matheron and 
his followers at the "Centre de Geostatlsque" at Fontainebleau, France. 
The name Kriging is a translation of the french word "krlgeage," given in 
recognition to the work of D. G. Krlge. 
From a formal point of view, Kriging is just best unbiased 
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prediction. The original aspect in the technique is, I believe, the 
successful application of best unbiased prediction to the geological 
phenomena, which are mainly characterized by their spatial variation 
[Matheron, 1963; Matheron, 1971; Journal and Huijbregts, 1978]. The 
understanding and characterization of the spatial variation is another 
important aspect of Kriging. As pointed out by David [1978], "The 
methodology... 'works' and has been gradually accepted by mining 
companies throughout the world." 
Kriging has not caught the attention of statisticians until 
recently, although there is a massive amount published on the subject, 
mainly in journals related to the geological area. Kriging has been used 
recently in the mapping of soil properties [ Barguess and Webster, 1980], 
and has been evaluated as a technique for prediction of spatial phenomena 
in general [Ripley, 1981 and Sibson, 1981]. 
Different adjectives are added to the name Kriging, depending on 
what is assumed about the distribution and moments of the underlying 
stochastic process. We have: 
i) Simple Kriging - Kriging applied when E[Z(x)] is known, 
ii) Ordinary Kriging - Kriging applied when E[Z(x)] = m, V x, m 
unknown. 
iii) Universal Kriging - Kriging applied when the expectation of 
Z(x) is neither known nor stationary, but has the form E[Z(x)] = 
P 
(Xj^fj^(x), where the a's are unknown parameters and 
the f's are known functions of x [Journel and Huijbregts, 
1978]. 
As was seen before, if the covariance structure of the stochastic 
process is known, the Kriging solution to the prediction problem is the 
projection of the random variable Z(x^) on a proper linear space (or 
linear variety), depending on what is assumed to be known about E[Z(x)]. 
In principle, it is not necessary to introduce the hypothesis of 
stationarity, since the Kriging problem has a general formulation and can 
be solved if the expectations and covariances are known. As pointed out 
by David [1978], "This is certainly simple mathematics, the real problem 
is in the possibility of the statistical inference of the covariance of 
the process." 
In practical situations, the covariance function of the stochastic 
process is not known, and can not be estimated unless we assume some 
model for it. In general, the region of interest is sufficiently 
homogeneous, and we can assume that the covariance function is 
stationary. 
Matheron and his followers prefer to work with the variogram function 
instead of the covariance function. As was seen before, the class of 
intrinsic processes is less restrictive than the class of covariance 
stationary processes. Even with the restriction of stationarity on c(h) 
or Y(h), we still face the problem of estimating these functions, and 
"the estimation of the above functions from data is nontrivial..." 
[Watson, 1971]. 
In the next section, we will look at the prediction problem on a 
line, and we will take D = [0,1]. The attention will be restricted both 
to the class of covariance stationary and intrinsic stochastic processes 
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and the equations for ordinary Kriging will be derived. 
D. Ordinary Kriging on a Line 
Let {z(x), X Ç [0,1]} be a realization of a covariance stationary 
stochastic process {Z(x), x Ç R} and suppose we observe the function z at 
x^, Xg x^; x^ € [0,1]. We want to find the Kriging 
predictor for Z(x) at x^ 6 [0,1]. Since z(x) is non-repeatable, we 
impose the condition that x^ ^ x^ for i j ; i, j =1,2,... ,n. 
Several standard notations that will persist throughout the work 
will be introduced now. 
Define the sets [0,1]", and D* as: 
i) [0,1]* = [0,l]x[0,l]x ..;x[0,l] , 
n times 
ii) = {(x^.x^, .... x^) e [0,1]";0=X^<X2< ... <x^=l] , 
and 
ill) x^) € [0,l]":0<x^<x^< ... <Xj<l} 
Define the nxl vectors \ and J as follows: 
i) X' ~ (X^, •••» , 
and 
ii) J' = (1,1, ..., 1) 
Let m be the unknown expected value of Z(x), x € [0,1], and c(h), h € 
[0,1], be the known covariance function of Z(x), x € [0,1]. Without loss 
of generality, assume c(0) = 1. 
The Kriging predictor of Z(x^) is given by 
Z(x ) = 2 A. Z(x.) = X'Z(x) , X € D* , 
" 1=1 11 — — n 
15 
where the are such that: 
i) E[\'Z(x) - Z(x )] = 0 
— o 
and 
11) \'Z(x) minimizes E[a*Z(x) - Z(x^)]^ 
among all possible linear combinations that satisfy (i). 
n 
Condition (1) implies Z X. = 1 . 
1=1 ^  
Let A.'Z(x) be a linear combination of Z(x) that satisfies (i). 
Then, 
Then, the problem is to find a vector k that minimizes (1.3) subject 
E[\'Z(x) - Z(x^)]^ = Var[A.'Z(x) - Z(x^)] 
= WX+ 1 - 2X'v 
o 
(1.3) 
n 
to SX, = 1. 
i=l i 
Theorem 1.5. The vector \ that minimizes X'VX + 1 - 2X'v 
o 
subject tOïî'X = 1 is given by 
X = V"^v^ + V'lj 
(l-v^v"\9) 
(1.4) 
Proof; Consider the Lagrangian 
L = X'VX + 1 - 2X'v^ + 2(J'X - l)n 
Then 
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Note; It is assumed that c(h) is non-trivial in the sense that if 
X Ç D* then V is non-singular. 
The Kriging predictor of Z(x^) is given by 
(1 - ) 
Z(x ) = v'V ^Z(x) + = — j.y ^Z(x) 
Substituting (1.4) in (1.3), we obtain: _ 
-1 (1 - ^ 0^ •>> 
Var [Z(xJ - Z(x^)] = 1 - v;v ' 
Some properties of the ordinary Kriging predictor are worth 
mentioning. They are: 
1) The variance of the error of prediction depends only on the 
second moments of the stochastic process, and neither depends on 
E[Z(x)] nor on the observed values z(x^), z(x^). Then it is 
possible to know the precision of the prediction before we actually 
observe the process. 
il) If two points x^ and have the same "geometry" with 
respect to x^, x^, .x^, it is enough to solve the Kriging 
equations only once, since the vector X depends only on the relative 
position of x^ with regard to x^, x^, ..., x^. Also, if 
the sample points are such that we have symmetry with respect to the 
middle point of the range of the observations, then V is symmetric around 
its secondary diagonal and we have; 
which implies that 
and 
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Then, 
c3'V~^v (x ) = c3*v"^v (x ) 
o o o o 
X(x ) = X.(l-x ) and Var R(x ) = Var R(1 - x ) , 
o o o o 
and we have to solve the Kriging equation only for half of the interval 
of prediction. 
iii) The Kriging predictor interpolates at the observed 
points, i.e., Z(x^) = Z(x^), i=l,2, ..., n. It is easy to see 
that this happens. If x = x., then v is the i-th column of 
o i o 
V and v^V ^ = (0 0,1,0, ..., 0) with the 1 in the i-th 
position. Then 
-1 -1 -1 
A. = V v + V ^ J = V v 
and Z(x ) = v'V ^Z(x) = Z(x ) 
1 o — i 
As a consequence, we have that Var(Z(x^) - Z(x^)) = 0. 
iv) Z(x^) is predictor not only for the particular realization 
z(x), but for all realizations of Z(x) conditioned on Z(x^) = 
z(x^), 1=1,2 
v) Consider the following model: 
Z(x) = m + Y(x), X € [0,1] (1.5) 
where Y(x) is a covariance stationary stochastic process with mean zero. 
Assume m is known. Then, by Theorem 1.4, the simple Kriging predictor of 
Y(x ) is: 
o 
Y(x ) = v'v"Vx) = v'v"^(Z(x) -Jm) = v'v"iz(x) - v'v"^ m 
O O — O — 0 — 0 
and 
Z(x^) = ra + Y(x^) = v^V~^Z(x) + (1 - v'V"^J)ni (1.6) 
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is the simple Kriging predictor of Z(x^). We also have: 
Var[Z(x^) - Z(x^)]= Var[v^v'^Z(x) " Z(x^) ] 
=v'V^v + 1 — 2v'V V 
o o o o 
= 1 - v'V ^v . 
o o 
Assume now that m is unknown, and let m be the BLUE of m using the 
model stated in (1.5). 
Then, 
m = 'v'^ZCx) 
and Var(m) = («S'V ^ 
If we insert m in (1.6), we obtain; 
Z(X ) = + v;v'^z(x) - v;v"%(c9'v"\f)"^cS-v"^z(x) 
-1 - V_VU) 
= v'V Z(x) + —jrpïj J'V ^z(x) , 
and this is exactly the Kriging predictor given by Theorem 1.6. Then, 
the Kriging process estimates the mean m. 
We have: 
Var [Z(x^) - Z(x^)] = 1 - + (1 - v^v"^c9)^(«î'v"^J')"^ 
= Var [Z(x^) - Z(x^)] + (1 - v^v'hf Var (m) , (1.7) 
and the second term of the right-hand side of (1.7) is the loss in 
precision involved when we have to estimate m [Matheron, I97l]. 
If the stochastic process is covariance stationary, it is also 
intrinsic, and Y(h) = c(0) - c(h). We want to express Z(x^) and 
Var[Z(x^) - Z(x^)] in terms of the variogram function ^(h). 
Define the nxn matrix T and the nxl vector v as: 
'o 
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T = 
E[Z(x^)-Z(x^)]2 E[Z(x^)-Z(%^)]^ ... 
E[Z(x^)-Z(x2)]^ ECzCxp-ZCx^rf ... 
E[Z(x^)-Z(x^)]^ E[Z(x2)-Z(x^)]2 
E[Z(x^)-Z(x^)]' 
E[Z(x2)-Z(x^)]' 
E[Z(x^)-Z(x^)]' 
and 
Y; = %(E[Z(Xi)-Z(x^)]2, ..., E[Z(x^)-Z(x^)f) . 
Using the relation y(h) = c(0) - c(h) and taking c(0) = 1, we have 
V = c9 - Y , and V = J J' - T 
o *o 
Then, 
Var[Z(x ) - Z(x )] = X ' Y X  + 1 - 2A.'v 
= \'(cJc9' - T)A. + 1 - 2\'(c9 - Yq) 
=  \Y J f X  -  X ' T X  + 1 - 2\'J + 2A.'Y 
= 1 - X'T\ + 1 - 2 + 2\*Yo = 2\'Yo - X ' T X  
(since X'J = 1). 
Then, minimizing 2\'YQ ~ \*TA. subject to = 1 gives; 
^ c9'T y 
and 
-1 (1 -
Var [Z(x ) - Z(x )] = y^T rï — 
o ° ° J'T c9 
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II. OPTIMAL ALLOCATION 
A. Introduction 
A ry 
The vector \ that minimizes E[Z(Xq)-Z(Xo)] subject to = 1 is 
given by: 
X = V-lv 4. . 
° J 
We also have: 
E [Z(Xo)-Z(%.)]F = 1 - To'v'l'. + • 
^ 2 
As was seen before, E[Z(XQ)-Z(XQ)] depends on x^, x^,x^ 
* 
through the covariance function, and for a fixed x € , it is a 
A 2 
function of x^, with the property that E[Z(x^)-Z(x^)] = 0 for 
i~l,2,**#,n# 
Kriging is optimal locally, i.e., for a given XqCLG,!] and fixed x€D^, 
it predicts Z(x^) such that the variance of the error of prediction is 
smaller within the class of linear unbiased predictors. 
In most cases one is interested in the prediction of the stochastic 
process Z(x) for x 6 [0,1]. Then a natural question to ask is: Is there 
a placement of the x^'s that is "best" in an overall sense? Obviously, 
it is necessary to define what is meant by "best." Two different 
criteria will be considered: 
(i) Mlnimax criterion 
First consider a fixed allocation xED^ and look for x^ € [0,l] 
such that 
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E Cz(x^)-z(xp]^ = sup E rZ(x^)-Z(x^)]^ . 
%o€[0,lj 
Then, look for an allocation x^'" € that minimizes E|]Z(x*) - Z(x*)]^ 
A\n2 ^  
o 
If such an allocation exists, we say that X" satisfies the minimax 
criterion and we call it an optimal minimax allocation. 
(11) Average variance criterion 
For a fixed x g D* consider J'QE^[Z(x^)-Z(x^)]^dx^. If 
* * ~ 
there exist an x € such that 
4VCZÛ„)-2(x^)]^<IX„ < V X € D;. 
* 
then we say that x satisfies the average variance criterion and we 
call it an optimal average variance allocation. 
We now give a trivial example. Assume 
if i f j 
Gov [z(x_),z(xj)] = < 
if i = j 
1 ,j = 1,2,...,n; IPI < 1. 
and 
Then, y = a^£(l-p)I + pJJ^ 
2 
•pCT c9 for x^ x^ 
V,.\ for X = X where V,.. is the i column of V. 
Ci) o 1 lU 
This implies that 
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E Cz(x^)-Z(x^)]^ 
for X f X. 
o 1 
Then, any allocation is optimal both with respect to the minimax and 
the average variance criterion. 
constant function), then it is not possible to make a general statement 
apply the standard theory of optimization. We may have to look at each 
covariance model (variogram model) in particular, or, at best, at a class 
of covariance functions. 
Four different models of covariance function that have been widely 
used in the geological area [Journel & Huijbregts, 1978] are introduced 
below and are the ones that will be examined in detail in the next 
sections. 
The models are: 
(i) Linear covariance model 
If c[Z(x^), Z(Xj ) ] is in fact a function of (not a 
about the optimal allocation. Since the space is not compact and 
A 2 
E[z(x^) - Z(Xg)] is not a convex function, it is not possible to 
, 0 < h < a 
c(h) = ' 
0 , h > a 
(ii) Spherical covariance model 
c(h) 
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(ill) Exponential covarlance model 
c(h) = exp (-oh) , a > 0 . 
(Iv) Gaussian covarlance model 
2 
c(h) = exp ("OCh ) , a > 0 . 
Figures 2.1, 2.2, 2.3 and 2.4 show those covarlance functions for 
h€[0,l] and a = 1 . 
B. The Linear Covarlance Model 
Let {z(x ) ,  X Ç [0,1]} be a realization of a covarlance stationary 
stochastic process {Z(x), x Ç. [0,1]} with mean m and covarlance function 
c(h). 
The function z(x) Is observed at n (n > 2) location points x^^, X2, 
x^ ; 0 <: x^ < X2 <...< x^ < 1, and z(x^),..., z(x^) are obtained. 
We want to predict zCx^) for XQÇ[0,1]. 
Consider the following model for c(h): 
1-h , h 6 [0,1] 
0 h > 1 
(2.1) 
This model is equivalent to the variogram model: 
Y(h) = 
h , h e [0.1] 
h > 1 
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c(h) 
0 1 
Figure 2.1. Linear covariance model 
c(h) 
Figure 2.2. Spherical covariance model 
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c(h) 
Figure 2.3. Exponential covariance model 
c(h) 
Figure 2.4. Gaussian covariance model 
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We call model (2.1) the linear covariance or the linear variogram 
model. 
Let Xq € [0,1] and ZCx^) be the BLUP of Z(xq) given (Z(x]),..., 
Z(x^)). We have; 
Z(x^) = X'Z(x) = .T-1 ^  ,T-1 
and 
J » T"^c9 
]Z(x), 
-1 
Var R(x^) = Var[Z(x^)-Z(x^)] = YQ'T Yq " 
For the linear variogram model we will use the notation and 
instead of general notation T and 
For the linear variogram model, we have : 
X2-X1 
X2-X2 *3~*1 • • • *n~*l 
0 X3-X2 . . . x^-xg 
*n~*l =rr=2 *n*3 X -Xo . . .  0  
Proposition 2.1. For any x € we have: 
= —-— (1,0,...,0,1) = a* 
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Proof ; Observe that a is the solution of the equation J = • 
Then, a = and = (T^ * 
Let XQ ê [Xi, 1=1,2,...,n-l. 
Then, 
Proposition 2.2. For any x E and any x^, [x^, 3^+i ], we 
have: 
Proof; 
= Tx^ (%o - =1 + %n - %o) = 1 -
Proposition 2.3. Under the same conditions as Proposition 2.2, 
we have: 
-» i coordinate 
-* (i+1)^^ coordinate 
^o -
Xq ~ *2 
Xo - Xi 
\+x 
0 
0 
0 
^^+1 " ^0^ 
/-
N 
1 
1 xp 
^"i+l -
0 
Xi) 
0 
0 
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Proof; Observe that g is the solution of . Then B 
Proposition 2.4. For any x such that x^< 1 and any Xq such 
that Xj^ < XQ < 1, we have: 
. 2(x -x^) 
-  ' « R Z  • « = •  
Proof: Let x^< x^< 1. Then, 
'°L = 
""o - *1 
*0 - *2 
l.=o - =nj 
1 1 
v„'\ J = 0^ <VV>=o-''n> = 
Proposition 2.5. Under the same conditions as Proposition 2.4, 
we have; 
^ (x_-x_,0,...,0,xg-x^) = Ô' . 
" (x^-x^) 
Proof : Observe that 6 is the solution of the equation 
= v„ • Then. 5 = I'S . 
L L 
Theorem 2.1. For the linear varlogram model and for any x € D^, 
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the BLUP of Z(XQ), XQÇ[0,1], is given by: 
["i' *i+l] 
,for x^€ [0, x^) 
,for XQ€ CX^, 1] 
Z(x^) =< Z(x^) 
ZCx^) 
Proof ; The BLUP of Z(x ) is given by \'Z(x), where 
^ = h\ + . 
4'\cli 
(i) Take x^E [Xj^, Xi+^l» i=l, 2,... ,n-l. By Proposition 2.2 we have 
that = 1 . Then, 
^ = \\ = 
0 
0 
Xi+l-*b 
vr^i 
^o"^i 
0 
Ô 
and X'ZCx) = C(x.^.^-x^)Z(x. ) + (x^-x. )Z(x.^^)], 
(ii) If x^ = 1 and x^ = 0, it is a consequence of (i) that Z(x^) = 
Z(xj^) and Z(x^) = ZCx^). 
Take x^ < 1 and Xq 6 (x^, 1]. Propositions 2.1 and 2.4 
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implies 
(1 - - V '='n - V _ 
J'T'^J '"n - "l' 
° ("n - ==0^ • 
X = T, + ; T, J 
("n -
J 'T,^J 
(^o - V 
0 
0 
(Xo - ^ i) 
- "o^ 
("n -
1 
0 
0 
0 
1 
("n - ==!> 
''o-VVo 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 (.\ -
0 
0 
0 
0 
0 
1 
and 
\'Z(x) = Z(x^) . 
(lii) For x^ g [0, Xj^ ), the proof is the same as (ii). 
Observe that for x^ € [x^, x^+^], the BLUP of Z(XQ) depends only on 
'o ' *i+l' Z(x^^^), The resulting BLUP of interpolation is 
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the straight line joining the points Z(x^) and Z(x£+]^). For Xq € [0, x 
A " 
we have Z(x^) = Z(x^), and for x^ Ç (x^, 1], we have Z(Xq) = Z(xn). 
Acting as if Z(0) = Z(x^) and Z(l) = Z(Xj^) were observed, then the 
resulting predicted mapping of Z(x), x € [0,1] is given by the piecewis 
linear interpolation (Fig. 2.5). 
z(x) 
A 
1 1 1 1 \ 1 > 
0 Xj X3 . . . . x_^_^ 1 x^ 
Figure 2.5. BLUP of interpolation for the linear covariance 
model 
For x^ € [x^, the variance of the error of prediction is 
given by: 
Var R(x„) = <x.^'-x.) ' 
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Var R(x^) is a quadratic function of XQ in each interval 
For € [0,x^], we have; 
Var R(XQ) = Var [Z(XQ)-Z(X J ^) ] = 2(xi-%o). 
For x^ 6 [x^,l], we have: 
Var R(Xjj) = Var [Z(xq)-Z(Xj^) ] = 2(XQ-Xn). 
Figure 2.6 shows the function Var RCX ^), 
Var R(x ) 
0 X ,  
\-l *n 
Figure 2,6. Var R(x^) for the linear covariance model 
1. The rainimax allocation 
We want to find a point x* € such that x" is an optimal minlmax 
allocation. 
For the linear covarlance model and x ç [x. , the maximum of 
x. . +x. 
Var R(x ) is attained at —% , and the maximum increases with the 
o 2 
Increase of (x^^^-x^). For x^Ç (x^,1], the maximum of Var R(XQ) is 
attained at x^ = 1, and it Increases with the increase of (1-x^). For 
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x^Ç[0,x^), the maximum of Var R(XQ) is attained at x^ = 0, and it 
increases with the increase of x^. 
To find the optimum minimax allocation, we consider two cases: 
(1) Restricted case Fix x^ = 0 and x^ = 1. 
Minimizing the maximum of Var R(Xg) is equivalent to minimizing the 
maximum of x^^^-x^, 1=1,2,...,n-l, and this is achieved by taking 
(x - X  ) = 1 V 1=1,2,...>n-l. 
1+1 1 n - 1 
Then, the optimum allocation xT is given by xV = 1=1,2,...,n. 
(11) Unrestricted case (x 6 D'^) . 
Figure 2.6 and the previous discussion tell us that the minimax 
solution should satisfy: 
a )  x  >  0  ,  X  < 1 ,  
1 n 
b) X = 1-x^, 
" l-2x 
c) = h = , 
and 
n-1 
d) Var R(0) = Var R(x^ + . 
and 
We have: 
Var R(0) = 2x^, 
2 
Var R(3^+ i) = i (%! + 3 "XiiC*! ^ " ^1 " = I t " I 
- i (1-2x1) 
2 . n-1 
Condition (d) implies: 
and % = IIPÏ ' 
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We have just proved the following theorem. 
Theorem 2.2. Let {Z(x), x 6 [0,1]} be a realization of a 
covariance stationary stochastic process with covarlance function 
1-h , h [0,1] 
c(h) = 
and let Z(x^) be the BLUP of Z(XQ), XQ € [0,1]. The allocation 
that minimizes the maximum of Var R(x^), x^ g [0,1], is given by; 
(i) x. = izi , 1=1,2,...,n, for the restricted case, 
^ n-1 
and 
\ ' lôk)- ="1 ' *1-1 + 2::! ' i=2,...,n, for the 2(2n-l) 
unrestricted case. 
For the restricted case, we have: 
and for the unrestricted case, we have; 
max Var RCxq) " • 
x,e[o,i],x* 
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2. The mLnlmum average variance criterion 
We start with the following Proposition. 
Proposition 2.6. Consider the linear covariance model and x € D^, 
Then, 
/Jvar E(x^)<lx^ = iy- , "here . 
•1—^ 
Proof ! 
1 *3 
J^Var R(xQ)dXQ = J'Q Var R(x^)dx^ + Var R(x^)dx^ +... 
+ S]^  Var R(x^ )dx^  . 
n-1 
Consider the following transformation: 
= 0 , 
yg = *2 ' 
^3 = %3-X2 ' 
"n = Wl = 1-Vl 
For yç(0, y^), we have: 
2 
(i) Var R(y) = + 2y) , 
and 
Cii) + 2y)ciy = 3 yf . 
X 
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Then, 
y 
J^Var R(x^)dx^ = J^^Var R(y)dy + /q Var R(y)dy +...+ /g^Var R(y)dy 
n y^ n y^ _2y2 
= S /q Var R(y)dy = E (-^ + 2y)dy 
1=2 " 1=2 " ^1 
•'.W-
i-1 
Theorem 2.3. For the linear covarlance model, the allocation 
i=l,2,...,n, minimizes J^Var R(x^)dx^ among all allocations x Ç D^. 
Proof By Proposition 2.6, we have: 
TnVar R(x )dx = % Z yf , Z y. = 1 , y. > 0, 1=2,...,n. 
u o o o ^ _21 ^_2 1 
The function ^ (y , ...,y ) = E Y? is Schur-convex, and j6(y,...,y) < 
2 n ^_2 1 
^^72,'"',7%) V y = (y ,...,y ), y.€(0,l) [Marshall & Olkin, 1979]. Then, 
s (!(y2.-".y„) vy= € (0.1), 
which implies that y. = i=2,...,n, minimizes g y?. 
1 n-1 1=2 1 
Since y. = x -x , we have that the allocation x = Xill2 
1+1 1+1 1 1 (n-1) 
1=1,2 minimizes fhlar R(x^)dx^among all x € D^. 
For the unrestricted case (x € D^), Welnert [1978] found that the 
allocation that minimizes f^Var R(x^)dx^ is given by; 
*1 ° 3^ ==1+1 = *1 + Tk&î ' • 
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C. The Exponential Model 
Let z(x^),...,z(x^) be the observed values of a realization of a 
covariance stationary stochastic process Z(x) with mean E[Z(x)] = m and 
covariance function given by: 
c(h) = exp (-ah) , a > 0 . (2.2) 
Model (2.2) is called the exponential covariance model. 
Consider x £ D^, with Xj^, X2,..., x^ equally spaced on the interval 
[0,1], i.e., X . = izi, i=l The covariance matrix of {Z(x ),..., 
^ n-1 1 
Z(x^)} is given by; 
V = 
exp(- — ^ )  . . .  e x p ( -  T - r  a )  
exp(-
n-1 
/• n-3 X 
exp(- a) 
n-2 
exp(-a) exp(- a) . . . exp(- •^) 
exp(-a) 
/• n-2 X 
exp(- ^ a) 
Let p = exp(- -Ar)» Then, V can be written as; 
V = 
1 
P 
n-1 
P  
1 
P  
P  
^n-2 
n-3 
n-1 ) 
n-2 
L P  
n-1 n-2 n-3 
P  P  
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-1 
and V is given by: 
V 
-1 
1-p 
1 
-P 
-P 
1+p' 
0 
-p 
1+p' 
0 
0 
-p 
0 
0 
0 
0 
0 
-p 
' TPl)'  - O'l.Z ^ - "o 
p-i +1 I'f 
- X . The points x and x are symmetrical w.r.t. the middle 
n-1 o o o 
point of the interval ' 
Let V = V (x ) = 
O  G O  
Gov Cz(x^), Z(x^)] 
Gov [Z(Xg), Z(x^)] 
exp {-ax^} 
exp {-a(x^ -
exp C-a(x^ - 1^)] 
exp C-aC-^ - x^)} 
exp {-a(l - x^)} 
and V = v (x ) . 
O DO 
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Proposition 2.7. Take and as given above and = -izi , 
1=1,2,...,n. For the exponential covariance model, we have; 
' -1 * -1 * i) V V V = v V V , 
o o DO 
» -1 • -1 
11) J V V = «a V v . 
0 O 
Proof ; Multiplying V both by an v^ gives: 
and 
V"^v 
1 
k 
v-V 
o 
1 
k 
i'th coordinate 
» 
(i+l)'th coordinate 
i'th coordinate 
(i+l)'th coordinate 
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where, 
a = exp C-a(x^ - - Gxp C-a(-^ - x^)}, (2.3) 
@ = exp C-a(^ - x^)} - exp [-aCx^ - (2.4) 
and 
k. ^ . 
Observe that 
= exp C-a(-^ - *0 - ^ :î)) = - *o)3 = ' 
and 
vi = exp C-a(^ - ^  = exp C-a(x^ - ^ )] = . 
i+1 1 
Then, 
= ^ (a + 3) = , 
and 
= i(Vo.G + V^/' = 
= v:'v-'v: . 
The variance of the error of prediction, Var R(x ), is given by: 
,-lnx2 ° 
Var R(x ) = 1 - v'V 
o DO j.y-lg 
•jy 
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Using Proposition 2.7, we obtain; 
Var R(x^) = Var 
i 
This implies that in the interval ), the variance of the error 
of prediction is symmetric w.r.t the middle point of the interval (see 
Fig. 2.7). 
Var R(Xg) 
0 1 
n-1 
1+1 
n-1 
-> X 
Figure 2.7. Var R(x^) for x^ € and c(h) = exp(-ah) 
Proposition 2.8. Let x. = 1=1. i=1.2 x € f—i=-. -iiil and 
1 n-1 o "-n-l* n-1 J 
y = X ^ . For the exponential covariance model, we have: 
o o n-1 
Var R(x^) = Var RCYQ). 
Proof ; We have x = y + _i_ . Let a and P as defined in (2.3) 
o o n-1 
and (2.4). Then, 
a = exp C-a(x^ - - exp {-a(^ - x^)} 
= exp C-a(y^ + ^  
= exp C-ay^} - exp [-a(:^ - Yo)] » 
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3 = exp {-a(^ - Xo)} - exp[-a(x^ - ^ )} 
= exp [-a(^ - ^ Zî - fo)] - t-a(yo + 
= exp C-a(-^ - Yo)] " exp {-aCy^ + > 
VQ = exp C-a(x^ - 1^)] = exp {-aCy^ + ^  
and 
= exp {-a(^ - x^)} = exp {-aC^ - y^ -
1+1 
= exp {-aC-^ - y^)}. 
The proof follows from the fact that Var R(XQ) depends only on a, g, 
and V 
°i+l 
Carrying out the necessary algebraic operations, we obtain: 
Var RCy^) = 1 - ^  [exp (-2ay^) + p^exp (2ay^) - 2p^} 
+ ^  £1 + p - exp (-ay^) - pexp (ay^)}^ , 
where p = exp (- ^ ), = (1-p^) and = (1+P)[2 + (n-2)(l-p)] . 
Proposition 2.9 Let x^ ~ ^ ZX' i=l'2,...,n, and y^E [0, and 
let c(h) = exp (-ah), a > 0. Then, Var R()^ ) is concave. 
Proof; Differentiating Var R(y^) twice gives: 
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dfvar R(y ) 
- [exp (-2ay ) + p exp (2ay )] 
2a' ayl 
- ^  [[l + p - expC-ay^) - pexpCay^)] 
[exp(-ay^) + pexp(ay^)]} 
+ ^  [expC-Zay^) + p^expCZay^)] 
-[exp(-2ay^) + p^exp(2ay^)][^ -
^ [(l+p)(exp(-ay^) + pexp(ay^))] 
But, 
2 1 _ 2 1 
" ^2 ~ l-p2 ' Cl+p)L2 + (n-2)(l-p)J 
l-p2 (n-2)(l-p2) + 2(l+p) 
> 0 , 
1 d Var R(y ) 
which implies that —=• = < 0 V y Ç (0, —-) . 
2a^ dy^ ° 
Then, Var R(y^) is concave on the interval (0, . Fig. 2.8 shows 
Var R(XQ) for the exponential covariance model and equally spaced 
allocation. 
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Var R(x ) 
AAA " AA. 
11" 3 n-2 
n-1 n-1 n-1 n-1 n-1 
Figure 2.8. Var R(x ) for exponential covariance model and equally 
spaced allocation 
It was relatively easy to obtain an explicit expression for 
Var R(x ) under the equally spaced allocation due to the fact that V ^ 
o 
is easily obtainable. It turns out that this is not the case for an 
arbitrary allocation x Ç D% Results characterizing the function 
Var R(Xg) are still to be obtained. Numerical results indicate that for 
an arbitrary allocation 0 = x^ < x_ < ... < x =1, the following 
^ ^ n 
properties hold for Var R(x^): 
(1) Var R(x^) is symmetrical on the interval [x^, 
1=1,2,...,n-1, 
(il) For x^€(x^, x^^^) and x^ fixed, Var R(x^; x^, is an 
increasing function of (x. . -x.), 1=1,2,...,n-l, 
X. + X. 
(ill) Let ^ , x^, x^, X. and x^^^ be fixed, and let all 
other points of the allocation be fixed but one of them. Call 
this element x^. Then, 
a) Var R(x^;xj) is symmetric w.r.t. the point (Xj^^+ Xj ^ )/2, 
b) Var R(x^;xj) is a decreasing functions on the interval 
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X + X. 
(x. , —1^), and it is an increasing function on the 
interval C 2 — '  *j+l^' ^ ig' 2.9 illustrates property 
(iii). 
Var R(x jx.) 
A ° J 
-f- 4-^ X. 
J j-i j+i 
Figure 2.9. Var R(x^jxj)> x^ Ç ^i+1^' ^ j ^  l' ^ j+1^ 
The behavior of Var R(x^; x^), Xj g(*j-l' *j+l^' expected . As x. 
approaches x. ,, the correlation between Z(x.) and Z(x ) increases to 
J j-1 
1. Then, the additional information that Z(x.) gives to predict Z(x^) 
decreases, and, as a consequence, Var R(x ; x ) increases. The same 
o j 
happens when x. approaches x . Then, the minimum of Var R(x ; x ) 
J j+1 o j 
should be achieved for x inside the interval (x , x ), and this 
j j-1 j+1 
point is the middle point of the interval, due to the symmetric 
properties of Var R(x ). 
o 
Property (iii) would imply that for a fixed interval (x., x.^^), the 
X. + x.+i ^ ^ 
minimum of Var R ( = ) is attained when x_, x^, ..., x. . are equally 
6 C J x~i 
spaced on the Interval [0, x ], and x , x x are equally 
i i+2 i+3 n-1 
spaced on the Interval [x.^^ , 1]. It is reasonable to expect, then, 
that the optimal minimax allocation, for the exponential covarlance 
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model, should be the equally spaced one. 
For the equally spaced allocation, we have: 
max Var R(x ) = max Var = ... = max Var R(XQ) . (2.5) 
XqÇCXI.XZ) XoECXg.Xg) ^o^^^n-l'^n^ 
The property (2.5) is found to be satisfied for the optimal minimax 
allocation, when the covariance function is linear and when the covariance 
function is given by: 
c(h) = , 
0 if h f 0 
1 if h = 0 
It is also reasonable to expect, and numerical results give evidence 
for this fact, that (2.5) could be used as a characterization of the 
solution of the minimax allocation problem, although no formal proof is 
yet available. 
D. The Spherical and the Gaussian Models 
For the linear covariance model, it was possible to find the 
solution for the optimum allocation problem, under both the minimax and 
the average variance criterion. Explicit solutions for the BLUP of Z(x) 
and for the variance of the error of prediction were found for any 
allocation x € For the exponential covariance model, the explicit 
solution for the BLUP of Z(x^) and for Var R(XQ) were found under the 
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equally spaced allocation and for x Ç D^. 
It turns out that for some covariance models, to find explicit 
solutions for the BLUP of Z(XQ) and for Var R(XQ) present unpleasant 
difficulties. The same can be said about the optimum allocation problem. 
Consider the spherical covariance model: 
1 - 1.5h + 0.5h^ , h 6 [O.l] 
c(h) = 
,0 , h > 1 
1 2 
and suppose we observe Z(x) at x^ = 0, x^ = -g, x^ = - and x^ = 1. 
Numerically, we obtain the following results: 
(1) max V^r RCx^) = 0.25404 
(11) max Var R(Xq) = 0.2543 
and 
(ill) max, Var R(x ) = 0.25404 
Var R(x^) 
0 1 2 1 o 
3 3 
Figure 2.10. Var R(x ) for the spherical covariance model, equally 
spaced allocation, and n = 4 
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It is possible to find a Ô > 0 such that for the allocation 
X = (0, -^0, 1)» we have: 
max Var R(x„) < max Var R(x ) 
Xo6C0,l]îx* Xo€[0,l];(0,°i, I) 
This implies that the equally spaced allocation is not optimal under the 
minimax criterion. 
The value of Ô , in order to obtain 
max Var R(x ) = max Var R(x ) = max Var R(x ) (2.6) 
^0^(3+6'x^e(|-ô, 1) 
is of order of 10 and, for that ô, we obtain: 
max Var R(x ) — 0.2542 
x^CO.l] 
For practical considerations, the value of ô to obtain (2.6) is 
insignificant and the decrease in the maximum of Var R(x^), x^Ç[0,l], is 
also insignificant. 
Table 2.1 shows the values of max Var R(x ), i=l,2,...,n-l, for 
Xoe(Xi,X.^i>0 
different values of n, and equally spaced allocation. 
Consider the Gaussian covariance model: 
c(h) = exp (-h^). 
The allocation x = 0, x =A , Xo , and x, = 1 gives: 
1  2 3 ^ 3  4  
(i) max Var R(x ) = 0.000097, 
X,„S(0, I) 
(li) max Var R(x ) = 0.000038, 
and 
(ill) max Var R(x ) » 0.000097. 
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The values of and such that 
max Var R(x ) = max Var R(XQ) = max Var R(XQ) 
XqÇCOJXZ) ° XgGCXg/Kg) X^€(X3,1) 
are; — 0.301 and x^ = 1 - X2 • 
For that allocation, we obtain: 
max Var R(x ) = 0.000077 . 
V[o,i] ° 
The same comments made for the spherical covariance model apply to 
the Gaussian covariance model. 
Table 2.1. max Var R(x^) ,  X €  [  ^  ]  -  c (h )  = 1 - 1.5h + 0.5h^ 
o ^ n-1 n-1 
i 
n 
1 2 3 4 5 6 7 8 9 10 
4 0.25404 0.2543 0.25404 
5 0.18897 0.189 0.189 0.18897 
6 0.15092 0.15094 0.15095 0.15094 0.15092 
11 0.07512 0.07512 0.075121 0.075121 0.075121 0.075121 0.075121 0.075121 0.07512 0.07512 
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III. UNIVERSAL KRIGING AND BLUP 
A. The Model and the Equations 
In the preceding chapters, the prediction of the stochastic process 
Z(x) at X = was discussed under the assumption that Z(x) was a 
covariance stationary stochastic process with known covariance function. 
We will extend the results for the case in which Z(x) has a 
non-stationary unknown mean function m(x). The following model is 
assumed for Z(x): 
Z(x) = m(x) + Y(x) , X e D , (3.1) 
where m(x) is a function of x, and Y(X) is a covariance stationary 
stochastic process with mean zero and known covariance function c(h). 
The deterministic component m(x) is called the drift of Z(x) [Matheron, 
1971]. 
Little can be done, if a functional form is not assumed for m(x). 
We hypothesize that m(x) is a linear combination of known functions, 
i.e., 
p 
m(x) = Z ai.f;.(x), X 6 D , (3.2) 
k=l ^ 
where ot^ ,... ,ap are unknown parameters, and f^,...,fp are 
known functions of x. Often in practice, the functions f^/x) = 
k—1 J X are used. 
A realization z(x) of the stochastic process Z(x) is observed at 
X ÇD , and we want to find Z(x ), the BLUP of Z(x ). The 
— n o o 
A 
geostatlsticlans call Z(x^) the universal kriging predictor. 
Let X'Z(x) + > be a linear unbiased predictor of Z(x ). 
— o o 
52 
The unbiasedness condition implies: 
i) = 0 , 
and 
ii) .2 \.f. (x ) = f,Xx ), k=l,2 p. 
1=1 1 K 1 K U 
Let (x) be the n x 1 vector (f^(x^),...,f^(x^)). The variance of 
the error of prediction is given by: 
VarCX'zCx) - Z(x )) = WX + 1 - 2\'v . (3.3) 
— o o 
So, to find the BLUP of Z(x^), we find \ such that 
\ X'VX + 1 - 2\'v^ is minimized subjected to 
< (3.4) 
I \'fj^(x) = fk(Xo), k=l,2,...,p 
The vector X, solution of (3.4), is unique, provided the functions 
f^(x),...,fp(x) are linearly independent. 
Observe that the unknown parameters a^. ..., are nt)t involved 
in the solution of (3.4). They are eliminated by the unbiasedness 
condition, or better, as we will see, they are estimated in the process 
A 
of finding Z(x^). 
For the model 
Z(x) = m + Y(x) , 
with m unknown and Y(x) defined as before, it was verified (Chapter I) 
that the BLUP of Z(x^) is given by 
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Z(x^) = v^'V ^Z(x) + m(l - v^'V , 
where m is the BLUE of m. This result will be extended to a more general 
set-up. 
Let us introduce some notation. The p x 1 vectors a and ^(x), and 
the n X p matrix F are defined as follows: 
i) a ' = (aj,...,ap) , 
ii) i> '(x) = (f ^(x) ,.,fp(x)) , 
and 
ill) 
F = 
Model (3.1) can be written as; 
Z(x) = (S ' (x)a + Y (x) , X ÇD . 
For a given x € D , we have: 
— n 
Z(x) = Fa + Y (x) . 
When a is known, the BLUP of Y(x^) is given by: 
Y(x ) = V 'V ^(Z(x) - Fa) , 
O O —' 
and the BLUP of Z(x^) is given by: 
Z(x^) = ^'(x^)a + v^'V ^(Z(x) - Fa) 
= v^'V"^Z(x) + (^'(x^) - v^'v"^F)a . (3.5) 
Let a be the BLUE of a. 
Then, 
fl(Xi) . . . fp(x^) 
fl(x^) . . . fp(x^) 4'(Xn) 
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â = (F'V"^F)F'V"4(X) . 
Substituting a by a in (3.5) gives: 
ZCXQ) = v^'v'^Z(x) + (^'(x^) - V^'V"^F)(F'V"^F)"^F'V"^Z(X) 
= [Vq'V"^- + (^'(XQ) - V^'V"^F)(F'V"^F)~^F'V"^]Z(X) 
= \'Z(x) 
Proposition 3.1. ZCx^) is an unbiased predictor of Z(XQ). 
Proof; 
È[Z(x^)] = E[v^*v"^Z(x) + (4'(Xo) - v^*v"^F)â] 
= v^'v ^Fa + ^*(x^)a - v^'v ^Fa = ^'(x^)a = ECZ(X^)] . 
Proposition 3.2. Let ô'Z(x) be a linear predictor of Z(x^). 
ô'Z(x) is an unbiased predictor for Z(x^) iff Ô'F = ji'(x^). 
Proof ; 
0 = E[ô*z(x) - z(x^)] = ô'Fa - ^•(x^)a V a iff ô'F = ^'(XQ). 
Now we are able to show that Z(x^) is the BLUP of Z(x^). 
Theorem 3.1. Let Z(x) = ^'(x)a + Y(x); with #'(x), a and Y(x) 
defined as before, and let x € D^. Then, the BLUP of Z(x^), 
XQ € [0,1], is given by; 
\'Z(x) = v^'v"^Z(x) + (^'(XQ) - v^'v"^F)a , 
where a is the BLUE of a. 
Proof. Let 6'Z(x) be a linear unbiased predictor for Z(x ). 
Then, 
Var(6'Z(x) - Z(x^)) = Var(ô'Z(x) - Z(x^) + A.*Z(x) - A.'Z(x)) 
= Var(A.'Z(x) - Z(x^)) + Var((6-X)'Z(x)) 
+ 2 Cov((6-X)'Z(x), \'Z(x) - Z(x )) . 
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But, 
Cov( ( 6 -X.)'Z(x), \'Z(x) - Z(x^)) = (ô-\)'V\ - (ô-X)'Vo 
= (ô-\)'CvCv"^v^ + V"V(F'V~^F)"\^(X^) - F'v"^v^)] - v^} 
= (ô-\)'£v^ + F(F'V"^F)"^(^(x^) -F'v"^v^) - v^} 
= (ô-\)'F{(F'v"^F)"^(^(x^) - F'V"^v^)} = 0 , 
since, by the unbiasedness condition, (ô~\)*F = Cp 
Hence, Var(ô'Z(x) - Z(x )) > Var(\'Z(x) - Z(x )), with 
— o — — o 
equality iff 6 = X. . 
For a fixed € [0,1] and a fixed x € D^, the model (3.1) 
together with (3.2) is a particular case of the general mixed linear 
model, and Theorem 3.1, in a general form, is given by Harville [1976]. 
Let X = + V"^F(F'V"^F)"^ (^(XQ) - F'V'^Q) and Z(XO) =X'Z(x). 
Substituting the value of \ in (3.3) gives: 
Var R(x^) = 1 - + (^(x^)-F'v"^v^)'(F*v"^F)"^(^(XQ)-F'v"^v^) 
= 1 - V 'V . 
o o 
The quantity 1 - v 'V ^v is the variance of the BLUP of Z(x ) 
o G o 
2 
when a is known, and b is the loss in accuracy involved when the drift 
has to be estimated. 
The function ^•(x^)a is the regression line, estimated by 
weighted least squares, and one of its possible use is to predict 
Z(Xg). The error of prediction, when we use the regression line to 
predict Z(x^), is given by [^'(x^)a - Z(x^)], and we have; 
Var[;^'(x^)a-Z(xQ)] = Var[^'(x^)a] + Var[z(x^)] - 2Cov[j6'(x^)a, Z(x^)J 
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= ^'(x^)(F'V~^F)"^^(x^) + 1 - 2^'(x^)(F'V ^F) ^ F'V . 
A * 
Comparing p*(x^)Ot with Z(x^) in terms of the variance of the 
error of prediction gives: 
Var[^'(x^)(? - Z(x^)] - Var[zCx^) - Z(x^)] = 
= |6'(X^)(F'V'^F)"VXQ) + 1 - 2>i'(x^)(F*v"^F)"^F'v"^v^ 
- 1 + V 'V'^v - ^•(x^)(F'v"^F)"V(x^) 
o o O O • 
- V •V~^F(F'V~V)~^F'V~^v + 2^'(x )(F'V~S)~^F'V"^V 
O DO O 
= V 'v"^v - V •V~^F(F'V~^F)"^F'V~^V 
o o o o 
= v^'V~^Cl - F(F'V~^F)"^F'V'^]v^ . (3.6) 
This quantity is obviously positive, and can be regarded as the gain 
in efficiency when we use Ê(x^), instead of the regression line, to 
predict Z(x^). If Z(x^) and Z(Xj) are uncorrelated for x^ ^  x y then 
Vg = 0 for x^ f x^, and (3.6) is equal to zero. In this case, 
the regression line is as good as the BLUP, in terms of predicting 
Z(x„). 
Next we examine in detail the case where the drift is a linear 
function of x. 
1. Linear drift 
Assume m(x) = + Ot^x; OC^ and unknown 
parameters. Under this assumption, we have: 
i) p = 2, f^ = 1 and f^ = x, 
ii) (x) = (l,x). 
57 
ill) 
F = 
and 
1 
iv) a' = (a, ag) • 
Let ttj and QL^ be the BLUE of and OL^» The BLUP of 
Z(x^) is given by: 
Z(x^) = v^-v'^ZCx) + C(l,x^) - v^'V"^(J,x)] (%1) 
= v^'v"^Z(x) + [(l-v^'V '•J),(x^-v^'V •'x)](A1) 
=  V„'v"^z( x )  + a^ci-v + a, ( x  -v 'v' ^ x )  . (3.7) 
o  —  i o  z o o  —  
Now, we consider two different models for the covariance function of 
-1 
«V ' — 1 
- \T •^•S 
Y(x) : 
i) Assume that the covariance function of Y(x) is given by; 
r 
c(h) = « 
1-h , h € [0,1] 
0 , h > 1 
iw - l n  =  Proposition 3.3. If x € D^, then v^'V J = 1, 
Proof. We have: 
i) = (1,0,...,0,1) (Proposition 2.1), 
ii) V = J J' - = - T^(I - ') = - T^(I + AB), 
with A = and B = J 
Then, v"^ = - (I + T"^J(1 - J't"^^)"^? ' )t7^ 
L L L 
= >  =  ( 1 , 0 , . . . , 0 , 1 )  
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=> .3'V"^V^ = (1,0,...,0,1) 
1-x 
* 
= 1 
Proposition 3.4. If x g D^, then = (1,0 0,0) = y' . 
Proof; Observe that y is the solution of Ty = x. Then, y' ~ 
T~^x. 
-1 
Proposition 3.5. If x € D^, then v^'V x = x^. 
Proof: Using (11) from Propositon 3.3, and Proposition 3.4, we 
obtain: 
x'v"^ = (0,0,...,0,1) . 
Then, v 'V = (l-x , *, x ) 
o — o o 
= X 
Applying both Propositions 3.3 and 3.5 in (3.7), we have that the 
BLUP of Z(x^), under the linear covarlance model and linear drift, is 
given by: 
Z(x ) = v^*v"4(x) , 
o o — 
the same result that was obtained when m(x) was assumed to be constant. 
Then, the predicted function Z(x), x Ç [0,1], is given by the piecewise 
linear interpolation. 
The optimum allocation, both under the minlmax criterion and the 
average variance criterion, for the restricted case (x € D^), is 
given by the equally spaced allocation. 
11) Assume the covarlance function of Y(x) is given by: 
r 
c(h) = . 
1 , h = 0 
L. 
0 , h ^ 0 
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Then , V = I and v(x^) = 0 for f x^. The BLUP of 
Z(x^) is given by; 
Z(x.) = 
Z(x^) for x^ = x^ 
ai + for x^ f X. 
i~X f  2.  f  m •  a fTÏ  •  
9 
For X /= X,, we have: 
o ' i 
Var(Z(Xg) - Z(Xg)) = 1 + ^'(x^)(F'F) ^^(x^) 
n Sx. -1 T 
= 1 + i + (Xq-X)^/ ^ l^(x^-x)^ 
Without the restriction x^ ^ x^ for i j' j , the minimax 
allocation results in allocating the points x^,...,x^ in at most 
3 locations [Fedorov, 1972]. Then, with n > 3 and x €D^, there 
no solution for the optimal allocation problem under the minimax 
criterion. 
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IV. EFFICIENCY OF THE PIECEWISE LINEAR AND CUBIC 
SPLINE INTERPOLATION 
A. Piecewise Linear Approximation 
So far, the covariance function has been considered as known. This 
is obviously an unrealistic assumption. Some methods of estimating the 
variogram function are discussed in Ripley [1981] and in Journel and 
Huijbregts [1978]. In general, these methods are based on some 
2 
functional of E [Z(x.)-Z(x.+h) ] , where N is the number of observed 
1=1 " 
pairs (Z(x^), Z(x^+h)) separated by the distance h. 
To obtain a reasonable estimate of the variogram function, it is 
necessary to have a certain number of pairs of observations with a 
separation distance h, for different values of h. This can be 
accomplished by observing the stochastic process Z(x) at X^/Xg, ..., x^ 
such that x^^^ - x^ = h, i.e., by having an equally spaced allocation. 
It was seen in Chapter II that for the linear covariance model, the 
prediction mapping of Z(x) has an explicit solution: the piecewise 
linear interpolation. The variance of the error of prediction, 
Var R(x^), is a quadratic function of x^ in each interval [x^, 
with coefficients depending only on x^ and x^^^. For x gD^, 
the equally spaced allocation is optimal under both the minimax and the 
average variance criterion. The linear variogram model may be considered 
as the simplest one within the class of continuous covariance functions. 
It was also found that, for some covariance models, the optimal 
minimax allocation is not to space the observations equally. But, the 
equally spaced allocation has some "robust" properties for some 
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covariance models, and, from a practical point of view, it can not be 
distinguished from the optimal allocation. So, if the covariance 
function has to be estimated from the observations, one should use, as a 
general rule, equal spacing of the observations. 
Suppose now that a realization of a covariance stationary stochastic 
process is observed at = 0, , ..., x^ = 1, and it is assumed 
that the covariance function of Z(x) is 
1-h , he [0,1] 
C_(h) = 
L jj) > 1 
when the true covariance function is c(h). 
Let 2^(x ) and Z(x ) be the BLUP of Z(x ), x € [0,1], when we 
L o o  O  O  
consider the covariance function to be c^ and c, respectively. Let 
and X. be the linear coefficients of Z^(x^) and Z(x^), respectively. 
Define R.(x ) = Ê.(x )-Z(x ). 
L  O L  O O 
/ be the true covar 
= c(|x^-xj|), i,j=l,2 
Let V iance matrix of (Z(x^), ..., Z(x^)), i.e.. 
and let 
where 
^o = (Vl(*o)' •••' V*o^^' 
V^(x^) = c(|x^-x^|), i=l,2, ..., n . 
Since we see that Z^ (x ) is also an unbiased predictor 
L I L  O 
of Z(x^). Then, we have; 
Var R^(x^) - + 1 - 2\^v^, (4.1) 
and 
Var R(x ) = 1 - 2\'v . 
o o 
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From Theorem 2.1, we have; 
• (4-2) 
Substituting (4.2) in (4.1) gives: 
Var . Y' T-4T-\ + 1 - 2y' . 
A L L 
Because Z(x ) is the BLUP of Z(x ), and Z.(x_) is an unbiased O O L O 
predictor of Z(x^), it is the case that 
and we obtain different values of the left-hand side of (4.3) for dif­
ferent values of x . 
o 
In general, we shall have to use some function of the pair 
{Var R(x^), Var R^(x^)} as a measure of the "goodness" of approximating c 
by c^, i.e., by using the piecewise linear interpolation instead of the 
BLUP of Z(x^) to predict a realization of the stochastic process 
{Z(x), X € [0,1]}. Some suggestions are; 
Var R(x ) 
i) = min, 
'1 var SLCXo) 
J]} Var R(xJ dx^  
il) Û 
' var R^Cx,) dx. 
It may not be an easy task to obtain the value of and/or 
G- for a given covariance function c(h). In most of the cases, a 
Var R(x ) 
table with the values of Var R(x ), Var R, (x ) and — _ ^ , 
o L o Var Ry(x ) 
for some values of x^ and different values of n, gives a clear 
picture of the performance of the approximation. 
The following tables summarize the suggestion given above for some 
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covariance functions. For all tables, we have € [0,1] 
and xi=0, ' 
Since the x^'s are symmetrical with respect to the middle point 
of the interval [0,1], we only include values of x^ in the interval 
[ 0 , % .  
1. Analysis of the results 
For the spherical covariance model, the piecewise linear 
interpolation is almost indistinguishable from the BLUP, in terms of the 
variance of the error of prediction, even for small values of n. The 
same is true for the exponential covariance model and "moderate" values 
of The set of values of ^ where the approximation is acceptable 
is a function of n, since, for fixed a^, the quality of the 
approximation increases with n. Another factor to be weighted is how 
much we are willing to lose in terms of the variance of the error of 
prediction in order to obtain simplicity. 
The approximation is very poor for the Gaussian model. The BLUP of 
Z(x^) depends heavily on the behavior of c(h) near the origin. If 
the values of c(h) stay high for values of h close to zero, then 
Var R(x^) is very small, and this is precisely what happens with the 
Gaussian covariance function. Under these circumstances, only those 
covariance functions that have the same property would eventually give a 
satisfactory approximation. 
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Table 4.1. c(h) = 1 - 1.5h + 0.5h^ n=4 
Var R(XQ) Var R^Cx^) 
Var R(x^) 
Var R^(x^) > 0.99 
0.01 0.0292 0.0292 
0.05 0.1286 0.1287 
0.10 0.2129 0.2133 
0.15 0.2516 0.2520 
0.20 0.2438 0.2443 
0.30 0.0905 0.0906 
0.50 0.2543 0.2546 
Var R(x ) 
9 ^ ^ 0 QQQ 
Table 4.2. c(h) = 1 - 1.5h + 0.5h^ n=5 Var R^(x ) ' 
L O 
X Var R(x ) Var R^(x ) O O L O 
0.01 0.0288 0.0288 
0.05 0.1207 0.1208 
0.10 0.1816 0.1818 
0.12 0.1890 0.1891 
0.15 0.1816 0.1818 
0.20 0.1207 0.1208 
Table 4.3. c(h) = 1 - 1.5h + 0.5h? n=6 
Var R(x ) 
VarR(x^) Var R^(x^) var R^(x^) > 0.999 
0.01 0.0285 0.0285 
0.05 0.1130 0.1130 
0.10 0.1509 0.1510 
0.15 0.1130 0.1130 
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Table 4.4. c(h) = exp(-3h) n=4 
Var R(x ) 
Var R(x^) Var R^(x^) Var R^(x^) ^  0'99 
0.01 0.0577 0.0578 
0.05 0.2464 0.2474 
0.10 0.3969 0.3994 
0.17 0.4673 0.4707 
0.20 0.4500 0.4531 
0.30 0.1757 0.1762 
0.50 0.4675 0.4709 
Table 4.5. c(h) = exp(-3h) n=5 
Var R(x ) 
XQ Var R(x^) Var R^(x^) var R^(x^) ^  0.996 
0.01 0.0572 0.0573 
0.05 0.2339 0.2345 
0.10 0.3463 0.3476 
0.12 0.3596 0.3610 
0.15 0.3463 0.3476 
0.20 0.2339 0.2345 
Table 4.6. c(h) = exp(-3h) n=6 
Var R(x^) 
Var R(x^) Var R^(x^) var R^(x^) ^  °.997 
0.01 0.0567 0.0567 
0.05 0.2205 0.2209 
0.10 0.2921 0.2928 
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Table 4.7. c(h) = exp(-lOh) n=4 
Var R(x ) 
Var R(x^) Var R^(x^) Var R^(x^) 
0.01 0.1833 0.1861 0.98 
0.05 0.6644 0.7053 0.94 
0.10 0.9377 1.0218 0.92 
0.15 1.0373 1.1398 0.91 
0.20 1.0143 1.1125 0.91 
0.30 0.5038 0.5267 0.96 
0.50 1.0375 1.1401 0.91 
Table 4.8, c(h) = exp(-lOh) n=5 
Var R(x ) 
V" Var R^(x^) Var R^(x^) 
0.01 0.1824 0.1850 0.97 
0.05 0.6472 0.6817 0.95 
0.10 0.8741 0.9394 0.93 
0.12 0.8977 0.9669 0.93 
0.15 0.8741 0.9394 0.93 
0.20 0.6472 0.6817 0.95 
Table 4.9. c(h) = exp(-lOh) n=6 
Var R(x ) 
Var R(»,) var var R, (x ) 
0.01 0.1816 0.1837 0.99 
0.05 0.6269 0.6544 0.96 
0.10 0.7874 0.8319 0.95 
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Table 4.10. c(h) = exp(-0.5h) n=4 
Var R(x^) 
XQ Var R(x^) Var R^(x^) yar R^(x^) 
0.01 0.0097 0.0097 1.0 
0.05 0.0425 0.0425 1.0 
0.10 0.0700 0.0700 1.0 
0.15 0.0823 0.0823 1.0 
0.20 0.0798 0.0798 1.0 
0.30 0.0280 0.0280 1.0 
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Table 4.11. c(h) = exp(-3h^) n=4 
X 
o 
Var R(x ) 
o 
Var R (x ) 
L o 
Var 
Var R]^ (XG) 
0.01 0.00009 0.00024 0.38 
0.05 0.00162 0.00463 0.35 
0.10 0.00393 0.01273 0.31 
0.15 0.00468 0.01781 0.26 
0.20 0.00361 0.01672 0.22 
0.30 0.00029 0.00230 0.13 
0.50 0.0025 0.01818 0.14 
Gj = 0.10 
Table 4.12. c(h) = exp(-3h^) n=5 
X 
o 
Var R(x^) Var R^(x^) 
Var R(x^) 
Var 
0.01 0.00002 0.00014 0.11 
0.05 0.00022 0.00248 0.09 
0.10 0.00037 0.00562 0.07 
0.12 0.00034 0.00608 0.06 
0.15 0.00025 0.00562 0.04 
0.20 0.00007 0.00248 0.03 
Gj = 0.01 
Table 4.13. c(h) = exp(-3h^) n=6 
Var R(x^) 
X 
o 
Var R(XQ) Var R^(x^) Var R_(x ) 
L o 
0.01 0.000003 0.000092 0.029 
0.05 0.000028 0.001439 0.019 
0.10 0.000029 0.002569 0.011 
0.15 0.000008 0.001439 0.006 
0.50 0.000003 0.002569 0.001 
Gj - 0.001 
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B. Cubic Spline 
The BLUP technique for interpolating a realization of a covariance 
stationary stochastic process has an undesirable property. For some 
covariance function, the analytic expression of the prediction function 
Z(x^) does not have a simple form in terms of x^. If we Intend 
to use the prediction function for some purposes, other than predicting 
Z(x) at X = x^, like integrating Z(x^) over some subset A c [0,l] , 
the task may present some unpleasant difficulties. 
Another technique for data interpolation that may be considered as 
an alternative to BLUP is polynomial interpolation. Perhaps, the idea of 
using polynomials to interpolate a set of data is as old as the idea of 
fitting a function to experimental data. Polynomials have simple 
mathematical properties, but, their main disadvantage in the context of 
curve fitting, is that the behavior of a polynomial In a small region 
defines its behavior everywhere [Cox, 1971], An alternative to 
polynomials is the use of piecewise polynomials to Interpolate a set of 
data. The piecewise linear polynomial, considered In the previous 
section, is just a particular case of piecewise polynomials. 
Given a set of data {z(x^) z(x^)}, with a = x^ < 
x^ < ... < x^ = b, a piecewise polynomial P that interpolates 
z(x), X € [a,b], is defined in the following way. In each interval 
[x^, 1=1,2, ..., n-1, we fit a polynomial P^ of degree 
k^ such that: 
i) P(x) " P^(x) , for X € [x^, , 
and 
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ii) = z(x^) and 
The resulting piecewlse polynomial P Is continuous. Further 
conditions may be Imposed such that F Is dlfferentlable, and has 
continuous derivatives. 
In the preceding section, we used the piecewlse linear interpolator 
to predict Z(x^), and, for some covarlance models, its performance 
is very satisfactory in terms of the variance of the error of prediction. 
The piecewlse linear interpolator is the BLUP solution for the linear 
covarlance function, and, in the literature of function interpolation, it 
is also known as the linear spline Interpolator. 
Splines have been used extensively as a technique of "smoothing" or 
interpolating a set of data [Rice, 1969]. 
Grevllle [1969] gives the following definition of a spline function; 
"Given a strictly increasing sequence of real numbers, x^, 
x-, .**, X , a spline function S(x) of degree m with 
the knots x^ , x^ , ..., x , is a function defined 
on the entire real line Raving the following two properties; 
1) In each Interval (x^, x^^,), for l=0,l,...,n 
(where x^=> -oo and x S(x) is given by 
some polynomial of degree m or less. 
11) S(x) and its derivatives of orders 1,2 m-1 are 
continuous everywhere." 
For each set (x^,...,x^) and fixed m, what is defined is a 
class of functions, and there is no dependence on any possible 
measurement made on the x^'s. Observe that any polynomial of degree 
less than or equal to m satisfies the definition. 
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Suppose now that some measurement Z(x^) is attached to the point 
x^. To be specific, consider the set of points {(x^, Z(x^)); 
1=1,...,n, a = x^ < Xg < ... < x^ = b}. We are interested in 
interpolating spline functions, i.e., spline functions restricted to 
satisfy the condition 
S(x^) = Z(x^), i=l,...,n 
Even with this restriction, an interpolating spline function is not 
uniquely determined. Some free parameters are involved, and different 
types of splines correspond to different choices of the free parameters 
[Ahlberg et al., 1967]. 
Cubic splines are almost exclusively used in practice for inter­
polating [Kimeldorf and Wahba, 19705], and it is relatively easy to obtain 
the cubic polynomial pieces, given the set {(x^, Z(x^)), i=l,...,n} 
and the choice of the free parameters involved. 
Another advantage of using cubic splines is that they satisfy some 
desired properties of smoothness, like the ones pointed out by Fuller 
[1969] and Sibson [1981]. Some of those properties are: continuity of 
the predicting function, continuity of the first derivative and no 
difficulties in estimation. 
We are interested In the comparison of the cubic spline of 
interpolation with the BLUP function, for different choices of the 
covariance function, and under the same criteria used to compare the 
linear spline of interpolation. 
Theorems about existence, uniqueness and minimum norm property will 
be stated after we derive the equations of the cubic spline of 
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interpolation. 
The derivation of the equations of the cubic spline of interpolation 
follows the approach given in Gerald [1978]. 
Let 0 = < *2 < < x^ = 1 be a partition of the 
interval [0,1], and let z(x^) be the value of z(x) at x=x^, 
i=l,2, ..., n. Write the cubic polynomial for the i-th interval [%_, 
x^^j] in the form: 
S^(x) = a^(x-x^)^ + b^(x-x^)^ + c^(x-x^) + d^ , (4.4) 
i=l,2, ..., n-1 
Applying the conditions S^^x^) = z(x^) and = z(x^^^) 
in (4.4) gives 
Si(Xi) = d^ = Z(x^) , 
and 
®i^\+l^ = a^h^ + b^h^ + c^h^ + d^ = z(x^^j^), (4.5) 
where h. = x.,, - x. 
i i+1 i 
and 
The first and second derivatives of S^(x) are given by: 
S^(x) = 3a^(x-x^)^ + 2b^(x-x^) + c^ , (4.6) 
S^"(x) = 6a^(x-x^) + 2bj, . (4.7) 
Let = S^"(xp and = S^"(x^^jj . 
Then, from (4.7), we obtain: 
U. = 2b. and U. , •= 6a.h. + 2b. 
i i i+1 1 i i 
Now, solving for b^ and a^ gives: 
U. 
= -y » (4.8) 
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and u. 
(4.9) 
Substituting (4.8) and (4.9) in equation (4.5), we obtain: 
(U - U ) 3 U hj 
z(Xi+l) = 6ir ^ +— + Cihi+ z(x.) . (4.10) 
Solving (4.10) for gives: 
z(Xi^l) - z(x_) 2huU^ + 
""i " \ 6 • 
From 4.6, we have: 
Sj^(Xi) = , 
and 
" ^^i-l^i-l ^^i-l^i-1 * ^ i-l 
The continuity of the first derivative implies; 
^i = 3^-l^i-l + 2b^-lVl + Ci-1 • 
Substituting the values of a^ b^ and c^ ^ on (4.11), we 
obtain: 
2(x.^l) - z(x.) 2h.U. + h.U.^^ 
6 
_ 3(U^-U^_^) ^ 2 ^"irl^i-l , ^(*1^ " ^\-l^i-l'*'^i-l"i 
= -ih-—Vi* 2 îr-; 6 
Simplifying this equation, we obtain: 
2(x )-z(x.) z(x.)-z(x. ) 
+ \)"i + Vi+i = c h. ' h. , ' ] • 
1 1-1 
(4.12) 
Equation (4,12) applies at each interval [x^, 1=2, ..., n-1. 
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This gives (n-2) equations, relating n values U^. We obtain two 
additional equations involving and U^, when we specify 
conditions to the end intervals. These conditions should reflect some 
additional knowledge (or none at all) of the process. Some end 
conditions, which are used in practice, can be put in the following form; 
Sj = ySg and . 
The choice y = p. = 0 is equivalent to assuming that the end cubics 
approach linearity at their extremities. The choice y = H = 1 is 
equivalent to assuming that the end cubics approach parabolas at their 
extremities. For other choices of y and |j., see discussion in Ahlberg et 
al. [1967] and Poirer [1973]. 
The cubic spline under the first condition (y = (j, = 0) is called the 
"natural cubic spline." From now on we are going to consider only the 
"natural cubic spline interpolator," and equation (4.12) can be written 
in a matrix form as 
h 
z 
h_ 
2(h^+h2) 
0 
= 6 
2(h2+h2) 
0 
^3 
zChg+h^) 
rs-rz 
n2 
. "l 
yn-^n-1 vr •V2 
^n-l V 2 
0 
h. 
0 
0 
0 
0 
Va %hn-2+ 
Vl> 
u. 
u 
n-1 
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or, in a compact form, as 
HU = d . (4.13) 
Now we state the following theorems. 
Theorem 4.1. The natural cubic spline of interpolation is 
unique. 
Proof. We have that h^ > 0, i=l,2, ..., n. Then, H is non-
— 1 
singular and U = H d is uniquely defined. Since a^, b^, 
c^ and are uniquely determined as functions of U, the result 
follows. 
For general results about existence and uniqueness of the different 
types of spline functions, see Ahlberg et al. [1967]. 
Theorem 4,2. Let a=x, <x„<...<x =1 and 
1 z n 
z(x^), 1=1,2, ..., n be given. Then, of all functions f(x) such that 
2 f'(x) is absolutely continuous on [a,b] and f"(x) 6L [a,b], the 
natural cubic spline minimizes 
|f"(x)|^ dx 
For a proof of Theorem 4.2, see Ahlberg et al. [1967]. 
Theorem 4.2 is called the minimum norm property. 
We want to express S^(x), x € [x^, x^^^], i=l,2, ..., n-1 , 
as a linear combination Y^(X)Z(X), where the vector 
Yj^(x) is a function of x, x^, ..., x^, but not a function of 
Z(x). 
From (4.13), we have: 
HU = d = Tz(x) , 
for some matrix T. 
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Then, 
H is non singular. 
U = H"^TZ(X) 
where U' = (U_, ..., U ,) . Take U*' = (U.,U„, U ,,U ) 
z _ n—1 1 z n~i n 
9' 
Then, u* = h"^T 
cp. 
z(x) = Az(x) , 
where cp is a zero-vector. 
The coefficients a^^, b^, c^^ and d^ are given by: 
6h  ^
U. 
b, , 
c. = 
1 
- z(x.) 2h.U. + h.U.+i 
and 
di = z(x^) 
These relations imply that there exist matrices and 
such that: 
a. 
1 
c. 
1 
= D.U* + F.z(x) = D.Az(x) + F.z(x) = (D.A + F.)z(x) 
1 1 — 1 — 1 — 1 1 — 
Take a^(x) = 
(x - x^)' 
(x - x^)' 
(x - x^) 
. Then we have: 
Sj^(x) = g' (x) = (x)(Dj^A+Fz(x) = Yj^(x)z(x) . (4.14) 
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Theorem 4.3. Let Y(x) be a zero mean stochastic process with 
covariance function k(x^, Xg), and Z(x) = a + Px + Y(x), x € [a,b]; a, P, 
real numbers. Assume we observe Z(x) at x^, x^, ..., x^; a = x^ 
< Xg < ... < x^ = b, obtaining the values z(x^), ..., z(x^). Then, 
the natural cubic spline of interpolation is a linear unbiased predictor 
of Z(x). 
Proof. Linearity follows from (4.14), To prove unbiasedness, we 
proceed as follows: 
E[TZ(x)] = 6E 
ZCXg) - ZCx^) ZCXg) - z(x^) 
= 6 
Vl^ - ZC Vi) - Z(Xn_2) 
''n-l n^-2 
a( ) + P( ) 
^n-l ^n-l \-2 \-2 n-1 n-2 
0 
0 
L Ô J  
, since x.- x. = h. 
1+1 1 1 
Then, 
E(U*) = E ( 
tp I 
h"^T 
cp. 
Z(x)) = cp 
=> E(U^) =0 V i=l,2, ..., n 
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U. 
E(b^) = E(^ ) = 0 
^ ^  E(c. ) = ] - E[2h. ] 
i 
Then, we have; 
E[S^(x)] = E[a^(x-x_)^ + b^(x-x^)^ + c^(x-x^) + d^] 
p(x-x^) + a + px^ = OC+gx , ¥ X € [x^, \+i^ ' 
V i—1 j 2 f •• m f n~l. f 
which implies that 
E[S(x)] = E[Z(x)] V X 6 [a,b]. 
Theorem 4.3 is proved in a more general context in Kimeldorf and 
Wahba [1970b], and will be discussed in the next section of this chapter. 
Let {Z(x), X Ç [0,1]} be a covariance stationary stochastic process 
with covariance function c(h). Assume we observe Z(x) at x^, x^, ..., 
x^; 0=Xj < Xg < ... < x^ = 1, and we use S(x^) to predict Z(x) at 
X = x^, x^ Ç [0,1]. How does the natural cubic spline compare with the 
BLUP of Z(x^) with respect to the variance of the error of prediction? 
Let R (x ) = S(x ) - Z(x ). For x € [x , x. ,], we have 
^  O  O  O  o x  x T ' J L  
Var Rg (x^) = Var [S^(x^ - Z(x^)] = ' 
V, v^ and y^Cx^) as defined before. 
In Section A of this chapter, we have discussed how to use the pair 
{Var [Z(x^) - Z(x^)], Var [T(x^) - Z(x^)]} to compare the performance of 
T(x^) and Z(x^) for predicting Z(x^), where T(x^) is an unbiased linear 
predictor of Z(x^). We will use the same approach here. 
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The following tables present, for some covariance models, the values 
Var R(x ) 
of Var R(x ), Var R (x ) and — ^ ; for different values of x and 
O o O V31? KqV»X / O 
o 
different values of n. For all tables we have, x, = 0, x_ = —, x„ = 
i z n—l z 
2 
n-1 ' n f m m » f X " 1 # 
1. Analysis of the results 
The natural cubic spline of interpolation performs poorer than the 
linear spline, in terms of approximating both the spherical and the 
exponential covariance models. It performs better for the Gaussian 
model, but the ratio of variance of the error of prediction is still very 
low. The efficiency of the natural cubic spline of interpolation is 
about the same for the linear, spherical and exponential (for moderate 
values of a) covariance models. This result should be expected since the 
efficiency of the linear spline with regard to the BLUP is greater than 
0.99 for both the spherical and the exponential covariance models. 
In the next section, we discuss a general relationship between BLUP 
functions and splines of interpolation, and that discussion will shed 
some light on the problem of predicting stochastic processes by splines 
of interpolation. 
C. BLUP and Splines of Interpolation 
The linear spline of Interpolation gives the Best Linear Unbiased 
Prediction function for the linear covariance model. We can also say 
that given the linear spline optimization problem, there is a stochastic 
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Table 4.14. c(h) = 1 - 1.5h + 0.5h^ n=4 
Var R(x^) 
XQ Var R(x^) Var (x^) Var (x^) 
0.01 0.0292 0.0293 0.99 
0.05 0.1286 0.1325 0.97 
0.10 0.2129 0.2264 0.94 
0.15 0.2516 0.2748 0.91 
0.20 0.2438 0.2703 0.90 
0.30 0.0905 0.0958 0.94 
0.50 0.2543 0.2638 0.96 
Gj = 0.90 
Table 4.15. c(h) = 1 - 1.5h + 0.5h^ n=5 
Var R(x^) 
x^ Var R(x^) Var Rg(x^) Var Rg(x^) 
0.01 0.0288 0.0291 0.99 
0.05 0.1207 0.1260 0.96 
0.10 0.1816 0.1978 0.92 
0.13 0.1890 0.2096 0.90 
0.20 0.1207 0.1326 0.91 
0.38 0.1890 0.2004 0.94 
Gj = 0.90 
Table 4.16. c(h) = 1 - 1.5h + 0.5h^ n=6 
Var R(x ) 
Var R(x^) Var % (x^) Var R.(2 ) X o 
Gj = 0.89 
o' 
0.01 0.0285 0.0288 0.99 
0.13 0.1373 0.1536 0.89 
0.33 0,1373 0.1469 0.93 
0.50 0.1509 0.1627 0.93 
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Table 4.20. c(h) = exp(-lOh) n=4 
Var R(x^) 
*o 
Var R(x^) Var Rg(x^) Var RcCx ) û o 
0.01 0.1833 0.1865 0.98 
0.05 0.6644 0.7189 0.92 
0.10 0.9377 1.0869 0.86 
0.17 1.0373 1.3017 0.80 
0.20 1.0143 1.2951 0.78 
0.30 0.5038 0.5732 0.88 
0.50 1.0375 1.2573 0.82 
= 0.78 
Table 4.21. c(h) = exp(-lOh) n=5 
Var R(x ) 
Var R(x^) Var Rg(x^) Var RgCx^) 
0.01 0.1824 0.1859 0.98 
0.05 0.6472 0.7094 0.91 
0.10 0.8741 1.0421 0.84 
0.13 0.8977 1.1090 0.81 
0.20 0.6472 1.0826 0.83 
0.38 0.8977 1.0826 0.83 
o
 
II o
 
00
 
1—
' 
Table 4.22. c(h) = exp(-•lOh) n=6 
Var R(x^) 
Var R(XQ) Var Rg(x^) Var Rc(x ) O 0 
0.01 0.1816 0.1852 0.99 
0.13 0.7321 0.8931 0.82 
0.33 0.7321 0.8615 0.85 
0.05 0.7874 0.9410 0.84 
G, = 0.82 
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Table 4.23. c(h) = exp(-0.5h) n=4 
Var R(x ) 
X 
o 
Var R(x ) 
O 
Var R (x ) S o var Rg(x^) 
0.01 0.0097 0.0098 0.99 
0.05 0.0425 0.0438 0.97 
0.10 0.0699 0.0745 0.94 
0.17 0.0831 0.0920 0.90 
0.20 0.0798 0.0890 0.90 
0.30 0.0300 0.0318 0.94 
0.50 0.0831 0.0870 0.95 
Gj = 0.90 
Table 4.24. c(h) = exp(-0. 5h) n=5 
Var R(x^) 
*0 
Var R(x^) Var Rg(x^) Var Rq(x T O O 
0.01 0.0096 0.0097 0.99 
0.05 0.0400 0.0418 0.96 
0.10 0.0599 0.0655 0.92 
0.13 0.0623 0.0694 0.90 
0.20 0.0400 0.0440 0.91 
0.37 0.0623 0.0664 0.94 
G^ = 0.90 
Table 4.25. c(h) = exp(-0. 5h) n=6 
Var R(x ) 
=0 Var R(x^) Var RgCx^) Var Rg(x^) 
0.01 0.0095 0.0096 0.99 
0.13 0.0455 0.0510 0.89 
0.33 0.0455 0.0488 0.93 
0.50 0.0500 0.0540 0.92 
G, = 0.89 
Table 4.26. c(h) = exp(-3h^) n=4 
Var R(x^) 
X 
o 
Var R(XQ) Var R_(x ) O O Var Rg(Xo) 
0.01 0.00009 0.00016 0.57 
0.05 0.00162 0.00280 0.58 
0.10 0.00393 0.00666 0.59 
0.15 0.00469 0.00779 0.60 
0.20 0.00361 0.00586 0.62 
0.30 0.00029 0.00044 0.67 
0.50 0.00250 0.00340 0.73 
G^ = 0.57 
Table 4.27. c(h) = exp(-3h^) n=5 
Var R(x^) 
X 
o 
Var R(x^) Var R (x ) 
D 0 Var Rg(x^) 
0.01 0.00002 0.00007 0.29 
0.05 0.00022 0.00099 0.22 
0.10 0.00037 0.00168 0.22 
0.13 0.00032 0.00147 0.22 
0.20 0.00007 0.00030 0.23 
0.36 0.00010 0.00024 0.42 
= 0 .2  
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Table 4.28. c(h) = 1 - h n=4 
Var R(x^) 
Var R(x^) Var %(x^) Var Bg(x^) 
0.01 0.0194 0.0195 0.99 
0.05 0.0850 0.0877 0.97 
0.10 0.1400 0.1492 0.94 
0.17 0.1666 0.1843 0.90 
0.20 0.1600 0.1783 0.90 
0.30 0.0600 0.0636 0.94 
0.50 0.1666 0.1742 0.96 
= 0.90 
Table 4.29. c(h) = 1 - h n=5 
Var R(x^) 
*0 Var R(XQ) Var Rs(x^) Var Bg(x^) 
0.01 0.0192 0.0194 0.99 
0.05 0.0800 0.0836 0.96 
0.10 0.1200 0.1310 0.92 
0.13 0.1248 0.1388 0.90 
0.20 0.0800 0.0881 0.91 
0.37 0.1248 0.1326 0.94 
Gj = 0.89 
Table 4.30. c(h) = 1 - h n=6 
Var R(x^) 
Var R(x^) Var Rc(x ) O O Var Rg(x^) 
0.01 0.0190 0.0192 0.99 
0.13 0.0910 0.1020 0.89 
0.33 0.0910 0.0976 0.93 
0.50 0.1000 0.1081 0.93 
G, = 0.89 
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process Z(x) such that the BLUP function of Z(x) is also the linear 
spline of interpolation. 
The relationship between BLUP functions and splines of interpolation 
is more general, and was exploited by Kimeldorf and Wahba [1970a, 1970b] 
and by Weinert [1978], among others. 
First consider the interval [0,1], and let 
L = D™ + a ,d"~^ + ... + a.D + a 
m-1 1 o 
be an m-th order linear differential operator such that the au(x)'s 
are m-times continuously differentiable functions. Let {y^(x), ..., 
y^(x)} be a base for the null space of L, and suppose n m data 
points {(Xj, 6^); Xj € [0,1], j=l n} are given such 
that the matrix [y^(Xj)] has rank m. Let H be the vector space 
of functions defined by: 
H = {S(x):D™ is absolutely continuous, L§ € L2[0,l]}. 
Consider the following optimization problem: 
minimize [(LS)(x)]^ dx . (4.15) 
S € H 
S ( x  )  =  6 j  
H is a Sobolev space and the integral to be minimized in (4.15) can 
be interpreted as a measure of the roughness of S(x). There exists a 
A A 
unique function S = S that solves (4.15) and S is called the L-spline of 
interpolation to the points (Xj, ^). For a proof, see Greville 
[1969] or Wegman [1983]. 
Given the linear operator L, it is possible to construct a class of 
stochastic processes {Z(x;9)}, 0 a m-vector of unknown parameters, such 
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that the BLUP function of Z(x) given {Z(x^) = z(x^), Z(x^) = z(x^)} 
Is the L-spllne of Interpolation to the points {(x^, z(x^)); 
j=l,2, n}. The result Is formally stated and proved by Klmeldorf 
and Wahba [1970b]. 
2 
The linear operator L = D corresponds to the cubic spline, and, 
in this case, a class of stochastic processes such that the BLUP function 
is the cubic spline of interpolation is found to be 
Z(x) = a + bx + W(x) , 
where: 
and 
i) a and b are unknown parameters. 
ii) W(x) is a zero mean stochastic process with covariance 
function given by: 
k (t,u) = 
' , if t < u 
The reader is referred to Kimeldorf and Wahba [l970b] for details on 
how to construct this class. Weinert [1978] uses a similar approach and 
finds a different class of stochastic process that does not involve the 
unknown parameters a^ and 
A main question that is present when we interpolate a function z(x) 
by another function g(x) is how to develop optimal designs. Weinert 
[1978] suggests the use of the relationship between BLUP function and 
L-splines of interpolation, to find optimal designs. If we decide to use 
an L-spline to interpolate a set of data points (Xj, z(Xj)), 
88 
then, in principle, it is possible to compute the variance of the error 
of prediction of the corresponding BLUP of interpolation, Var R(x^), 
and use this function to construct optimal designs. 
We did some discussion on the subj ect in Chapter II and III and we 
found that, even for covariance stationary stochastic process and using 
the minimax criterion, it may not be easy to find the optimal design. In 
general, this is a difficult non-linear optimization problem, and general 
results are not yet available. 
Given a linear differential operator L and the n pairs of data 
points {(Xj, z(Xj)), j=l,2, ..., n}, it is always possible to 
find a stochastic process Z(x) such that the BLUP of Z(x) given Z(x^) 
= z(x^), i=l,2, ..., n, gives the same answer as the L-spine of 
interpolation. This side of the relation is of main interest from the 
"deterministic function approximation" point of view. The question of 
main concern from a statistical point of view is: Given a stochastic 
process Z(x), under what circumstances is it possible to find a linear 
differential operator L such that the BLUP function gives the same answer 
as the L-spline of interpolation? 
I am not aware of the answer to this problem, if there is indeed an 
answer. 
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V. THE MULTIQUADRIC METHOD 
Cubic spline and Kriging (BLUP) are two methods of interpolating a 
set of data points {(x^, z(x^)); 1=1,2, n}. As we saw, they 
are solutions to well-formulated optimization problems. Also, they 
belong to the class of linear interpolator methods, i.e., S(x) and Z(x) 
are given by linear combinations of z(x^) z(x^). 
Now, we will describe an empirical method of constructing linear 
interpolators. 
Let D be a subset of R™, m = 1,2, and let z(x) be a real valued 
function defined on D. We select, by some means, n points Xj^, 
Xg, ..., x^, x^ € D, and we observe z(x) at those points, obtaining 
the values z(x^) z(x^^. For each x^ € D, we approximate 
z(x^) by a function Z(x^), where Z(x^) is given by: 
= Ji ' 
The a^'s are unknown parameters to be estimated, and f(*,*) is a 
known function defined on DxD. Conditions on D, z and f will be imposed 
as we need them. For now, consider those D, z and f such that the 
process of obtaining Z(x^) is well defined. 
We want the approximating function to interpolate the observed 
points. So, we impose the condition that Z(x^^ = z(x^), k=l,2, ..., n. 
The interpolation condition gives: 
Z(Xj^) = z(x^) = f(x%^ x^) . (5.1.) 
We define the nxl vectors OC and cp(x ) and the nxn matrix Q as 
^ o 
follows: 
and 
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i) a* = (a^, a2. •••. a^) , 
ii) ~ (f(x^» •••» f 
f(x^, x^) f(x^, Xg) ... f(x^, x^) 
ill) Q = fCXg, x^) fCx^, x^) ... fCx^, x^) 
fCx,^  x^ ) f(x^ ,^ Xg) ... f(x,^  x^  ^
Then, (5.1) can be written in a matrix form as; 
zCîç) = Q OC . (5.2) 
If Q is non-singular, we can solve (5.2) for q, and obtain: 
a = Q~^z(x) 
Then, the prediction formula for ^(x^) is given by: 
Z(x ) = V(x )a = cpHx )Q ^z(x) 
o o o — 
Hardy [1971] suggested a class of functions f that could be used and 
named the resulting interpolation procedure using those functions as the 
"Multiquadric Method." Some of his suggestions are: 
m 7 0 
i) f (x,y) = 2 (x - y ) + b , 
i. i=l 1 1 
ii) fgCXfy) = ^ ff^(x,y) , (5.3) 
where x' = (x^,*^, ..., x^) and y' = (yj^,y2» •••> are elements 
of D, and b is "an arbitrary suitable value, often indicated as a 
'smoothing factor' ..." [Wolf, 1981]. 
If the choice b = 0 is made, then f^ and f^ are. 
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respectively, the squared Euclidian distance and the Euclidian distance 
between x and y. 
The Multiquadric method was originally proposed to approximate 
functional representation of topographic surfaces, and has found 
applications in other areas in approximating the response of a physical 
phenomenon which admits a functional representation z(x). Kriging is 
another technique that can be applied to the same kind of problems, and, 
if it is reasonable to assume that the functional response z(x) is a 
particular realization of a stochastic process Z(x), it is useful to 
compare the two methods. 
Suppose that on D, the function z(x) is a realization of a 
covariance stationary stochastic process {Z(x), x Ç R™} with mean 
value p, and variogram function given by: 
If we take b = 0 in (5.3), then y(x,y) is exactly the function 
proposed by Hardy. Then the vector Cp(x^) and the matrix 
Q in the Multiquadric equations are, respectively, the same as the vector 
Y<x»y) = I|x-ylI 
2 
Assume also that c(0) = a 
and the matrix T in the Kriging equations. 
The Kriging predictor for Z(x^), written in terms of Q and 
Cp(x^), is given by; 
(1 - Cp *(x^)Q"\9) 
2(x^) = C|J'(x^)Q"^Z(X) + C9'Q"^Z(X) 
o 
J'Q"^Z(X) , 
where Z(x^) is the multiquadric predictor. 
92 
There is at least one case where Cp'(x^)Q ^3 is equal to 1, and 
in this case the Multiquadric predictor (for a particular choice of f) is 
equivalent to the Kriging predictor (with a particular choice of the 
variogram function). 
Assume m = 1, D = [0,1] and x € D . Under these assumptions, 
n 
we have: 
c9'q"V(x^) = 1 , ¥ x^ € [0,1] 
Then, we have: 
(1 - cJ'Q"V(x^)) = 0 , 
which implies that Z(x^) = Z(Xg) . 
This result is only moderately interesting because there is no 
evidence in Hardy's proposed method that it should be applied for 
uni-dimensional interpolating problems. 
If we take the expected value of Z(x^), under the previous 
assumptions about Z(x), we obtain: 
= E[cp'(x^)Q"^Z(x)] = Cp'(x^)Q"^[i , 
and Z(x^) is an unbiased predictor for Z(x^) iff cp'(x^)Q = 1. The bias 
is given by 
(|a - cp'(x^ )Q"^ c9|a) = (1 - CP'(X^ )Q"\9)H . 
Let Z(x) be a covariance stationary stochastic process and ô'Z(2ç) 
be a linear predictor for Z(x^). We say that ô'Z(x) is 
shift-invariant in Z(x) if ô'[Z(2ç) + «^k] = ô'Z(x) + k for any 
constant k. It is straight forward to verify that a linear predictor is 
unbiased if and only if it is shift-invariant in Z(x). 
Let % (x) = Z(x) + k. If cp'(x^)Q 1, then the 
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Multiquadric predictor of Z(x^) is not shift-invariant and the 
Multiquadric predictor of W(x^) is given by: 
W(x ) = cp'(x )Q ^Z(x) +H)'(x )Q b k O  O  — T O  
= z(x ) + Cp" (x )Q ^ k ^  Z(x ) + k , 
o o o 
although we still have W(x^) = Z(x^) + k 
One way of transforming the Multiquadric predictor in order to make 
it unbiased is first to estimate E[Z(x)] by least-squares and then to 
apply the Multiquadric equations to the residuals. But, if we apply this 
procedure and estimate E[Z(x)] by weighted least-squares, using the 
covariance matrix of Z(2ç) as weights, what we obtain is exactly the 
Kriging predictor (Chapter II). 
Next, we compare the MSE of the error of prediction of the 
Multiquadric and Kriging predictors. 
For the Kriging predictor, we have: 
MSE[Z(X^) - Z(x^)] = cp'(x^)Q"\p(x^) -
(1 - (;p'(x^)Q"^)^ 
and for the Multiquadric predictor, we have: 
MSE[Z(x^) - Z(x^)] = Var [Z(x^) - Z(x^)] + [bias]^ 
- 2cpf(x^)Q + [bias]^ 
= - Q]Q"^ «P(x^ ) + (p-
- 2c(J(x^)Q - c p(x^)] + [bias]^ 
= cp*(%)Q"V*o^ + (1 - cp'(Xq)q"^j) V -1„N2_2 
+ (1 - cp*(x^)Q"^j)V. 
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Then, 
MSE CZ(X^) - Z(x^)] - MSB [Z(x^) - Z(%^)] 
= (1 - Cp'(x )Q*"^J)^Ca^ + * -—q— ] , 
o «S 'Q «3 
which implies that 
MSE[Z(x ) - Z(x )] = MSE[]Z(x^)-Z(x^)]+(l-cp'(x^)Q [or^+(j,2+—1 ] 
J'Q J 
= Var R(x^) + c 
The efficiency of the Multiquadric predictor w.r.t. Kriging is given 
by: 
MSE[Z(x^) - Z(x^)] Var R(x^) + C ^ 
MSE[z(XQ) - Z(x^)] B(*o) ~ 
2 
and we see that E increases with the increase of (j. . 
If cp'(XQ)Q is very close to 1, then the Multiquadric 
method gives predictions with small bias, and E is very close to 1. 
Let A = (1 - cp'(x , B = A[a^ +— 
o ^ 
and V = Var R(x ) 
o 
Next, we give the values of J*T~\9, a^. A, B, ^  and ^  for some 
simple cases. In all cases, we consider z(x) as a realization of a 
covariance stationary stochastic process with variogram function given by 
y(x,y) = ||x-y||. The cases are: 
i) Suppose D = [0,l]x[0,l] and we observe Z(x) at the points 
(0,0), (1,0), (1,1) and (0,1). Then, we have: «^'T ^ = 1,17 and 
= -jn Table 5.1 shows the values of A, B, ^  and ^  for some values 
of X = (x , X ) in D. 
°1 °2 
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Table 5.1. Comparison between Multiquadric and Kriging - case (i) 
""2' 
A B V 
A 
V 
B 
V 
(0.0, 0.0) 0.0 0.0 0.0 - -
(0.05, , 0.05) 8.1x10"^ 1.8x10"^ 0.1303 6. 2xl0"^ 1.4x10"^ 
(0.1, 0.1) 3.0x10"^ 6.9x10"^ 0.2393 1. 3xlO~^ 2.9x10"^ 
(0.2, 0.2) l.OxlO"^ 2.4x10"^ 0.4000 2. 6xlO~^ 6.0x10"^ 
(0.3, 0.3) 1.9x10"^ 4.4x10"^ 0.4969 3. 
-2 
9x10 9.9x10"^ 
(0.5, 0.5) 2.9x10"^ 6.7x10"^ 0.5607 5. 2xl0"^ 11.9x10"^ 
(0.5, 0.0) 2.7x10"^ 6.1x10"^ 0.4944 5. 5xl0"^ 1.2x10"^ 
ii) Consider the same conditions as in (i), and add one 
observation at the point (0.5, 0.5). In this case, we have; «9'T ^ J 
A  B  
= 1.12. The values of A, B, V, and for case (ii) are shown in Table 
5.2. 
Table 5.2. Comparison between Multiquadric and Kriging - case (ii) 
(x , X ) A  B  
O j  O g  V  V  
0
 
0
 0.0) 
0
 
0
 0.0 0.0 - -
(0.05, 0.05) 1.9x10"* 4.3x10"* 0.1265 1.5x10"^ 3.4x10"^ 
(0.1, 0.1) 6.4x10 * 1.4x10"^ 0.2235 2.9x10"^ 6.4x10 ^ 
(0.2, 0.2) 1.7xl0~^ 3.9x10"^ 0.3321 5.1x10"^ 11.7x10"^ 
(0.25, 0.25) 2.0x10"^ 4.6x10"^ 0.3450 5.7x10"^ 13.3x10"^ 
(0.5, 0.0) l.OxlO"* l.OxlO"* 0.4472 l.oxio"* 3.0x10"* 
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VI. SUMMARY AND CONCLUSIONS 
In Chapter I, we presented some classical results on Best Linear 
Unbiased Prediction (BLUP). We also presented the Kriging method of 
interpolation, and discussed the relation between BLUP and Kriging. 
Attention was restricted to the application of Kriging to predict a 
realization of a stochastic process on an Interval of the real line. The 
rudiments of stochastic process necessary for this work were also given 
in Chapter I. 
Chapter II dealt with the problem of optimal allocation of the n 
points where we observe the realization of the stochastic process. We 
introduced two criteria, minimax and minimum average variance, and 
discussed the optimal allocation problem under the assumption that the 
stochastic process was covariance stationary. The complete solution was 
given for the linear covariance model, and we obtained partial results 
for the exponential, spherical and Gaussian covariance models. 
In Chapter III, we presented the equations for Universal Kriging. 
We discussed the relation between Universal Kriging and BLUP in the 
general mixed linear model. We also provided the solution for the 
optimal allocation problem when the stochastic process is composed of a 
linear trend plus a covariance stationary stochastic process with a 
linear covariance function. We provided an example of a stochastic 
process for which the minimax allocation problem does not have a 
solution. 
In practice, the covariance function has to be estimated from the 
observed values. We have to assume a model for the covariance function, 
and there is always the problem of assuming a wrong model. So, it is 
worth evaluating the "robustness" of the Kriging predictor under an 
erroneous assumption of the covariance function. In Chapter II, we 
verified that the Kriging solution to the prediction problem, when the 
covariance function is linear, is very simple, and it is given by the 
piecewise linear interpolator. We also verified that explicit solution 
for the Kriging equation is very difficult to obtain for many of the 
covariance functions that appear in real problems. So, we decided to 
evaluate the "robustness" of the piecewise linear interpolator. In 
Chapter IV, we computed the mean square of the error of prediction when 
we use the piecewise linear interpolator and the covariance function of 
the underlying stochastic process is not linear. We found that the 
efficiency of the piecewise linear interpolator with regard to Kriging, 
for both the spherical and exponential covariance models, is very close 
to _1 for all points in the interval of prediction. This suggests that 
there is not much distinction among the linear, exponential and spherical 
covariance models in terms of predicting a realization of a stochastic 
process using Kriging. 
The piecewise linear interpolator is also the solution to the linear 
spline interpolation problem. The cubic spline is another technique that 
is used to interpolate a set of data points. In Chapter IV, we computed 
the efficiency of using the cubic spline with regard to Kriging, and 
found that the efficiency is about the same for the linear, exponential 
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and spherical covariance models. This result is compatible with the 
results we found before. Chapter IV also contains a discussion on the 
relation between L-spline of interpolation and BLUP. 
The comparison between the Multiquadric method of interpolation and 
Kriging was the subject of Chapter V. The comparison was made under the 
assumption that the underlying stochastic process was covariance 
stationary and the function f(x,y) = ||x-y|| was used for both the 
Multiquadric equation and the variogram function. We showed that the 
Multiquadric method gives biased predictions. We also showed that the 
mean square of the error of prediction is bigger for the Multiquadric 
predictor than for the Kriging predictor. If we estimate the mean of the 
stochastic process by weighted least-squares and apply the Multiquadric 
method to the residuals, we obtain the Kriging predictor. 
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