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Recent development of spectral analysis of the Liouville-von Neumann equa-
tion has revealed the fact that irreversibility is a rigorous dynamical property of
Poincaré non-integrable systems with an infinite degrees of freedom interacting
among each other through resonance coupling. In the present work we discuss
this role of resonance in some examples of matter-field coupling systems for both
classical and quantum mechanics: the one is a classical motion of a charged particle
in electromagnetic waveguide, and the other is the decoherence problem of quantum
matter-field interacting systems.
In the first part of this dissertation, we study an accelerated motion of a
charged classical dipole molecule with frequency ω1 inside the rectangular waveg-
uide. If the particle is in free space, it is well known that its accelerated motion will
eventually stop by radiating the field through the resonance interaction. This result
is the so-called radiation damping. For the case in the waveguide, there are two
possible situations, due to the existence of the cut-off frequency ωc of the waveg-
uide. Under the cut-off frequency electromagnetic wave cannot propagate inside the
vi
waveguide. The stability of the dipole depends on the relation between ω1 and ωc.
For ω1 < ωc, the dipole cannot resonate with the field. This corresponds to the
Poincaré integrable system. For this case the dipole keeps its accelerated motion
without emitting the radiating field. Therefore the radiation damping of the dipole
molecules is suppressed inside the waveguide under the absence of resonance interac-
tion. The motion of this steady state somewhat resembles a quantum ground state.
We show that this steady state is dressed by electromagnetic field. The overlap
of the dressing field leads to a force analogous to van der Waals force in quantum
mechanics. The critical frequency determined by ω1 = ωc gives a critical size of the
waveguide. For heavy molecules, such as HCl, this is of order 10−5m. We show that
the size of the dressing field is the same order of the size of the waveguide. Hence
we have a macroscopic size of the dressing in the waveguide.
For ω1 > ωc, the dipole can resonate with the field, and the system becomes
non-integrable in the sense of Poincaré. As a result, the accelerated motion even-
tually stop by emitting the resonance field. This corresponds to the problem of
classical radiation damping. We show that there is non-negligible deviation of ex-
ponential decay in a short time scale of the order t ∼ 1/ω1. This corresponds to the
quantum Zeno effect, well known in quantum unstable systems. After this period,
the dipole decays exponentially in time by emitting the resonance field. We found
by choosing ωc very close to ω1, we can increase the decay rate 10
5 times faster than
the case where the dipole is in the free space, at the same time the emitted field
travel 10−4 times slower than the speed of light. This is again a consequence of the
existence of the cut-off frequency in the waveguide. Indeed, the cut-off frequency
leads to a non-linear dispersion relation for the electromagnetic field. To some ex-
tent, the electromagnetic field is sticky inside the waveguide. Due to the large decay
rate and slower speed of light, the size of the wavepacket emitted by the dipole is
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significantly small (about 10cm for HCl). This is even smaller than the quantum
case in free space, where the wavepacket of the field emitted by the decay of electron
in hydrogen atom is about 1m.
In the second part of this dissertation, we study a quantum matter-field
coupled system. We focus our attention on the problem of quantum decoherence in
a system of a particle coupled with a field, the Hamiltonian of which has a similar
structure to the problem of classical radiation damping mentioned above.
We apply the complex spectral representation of the Liouville-von Neumann
operator that gives a rigorous approach to the irreversible processes. We focus
our attention on the time evolution of the field, which is commonly neglected in
phenomenological approaches to the decoherence problem. We found a signature of
decoherence in the field which has a characteristic time dependence proportional to
t that comes from the secular effect between the particle and the field through the
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The fundamental laws of dynamics, be they classical or quantum are time
reversible. However the experience in our daily life tells us that almost all of the
realities are time irreversible. These could be either microscopic such as the spon-
taneous emission of excited atom, or macroscopic such as self-organization of the
biological cell to the evolution of the universe. In fact the irreversibility phenomena
has been widely studied in diverse fields, see [1], [2].
It is important to understand the origin of these irreversible phenomena
from the fundamental dynamical point of view. In this dissertation we shall limit our
scopes of studies of irreversibility within the framework of the microscopic dynamics.
The essential ingredient of irreversibility is the existence of the continuous
spectrum in the Hamiltonian and the resonance interaction. For example, let us
consider a matter-field interacting system where a discrete spectrum ω1 of the mat-
ter coupled with the continuous spectrum ωk of the field, with a coupling constant
λ. In the perturbation series which attempts to diagonalize the Hamiltonian, one
encounters a diverging denominator, such as 1/(ωk − ω1) (so-called small denomi-
nator problem) at the resonance point ωk = ω1. According to the Poincaré theorem
[3], [4], it is impossible to obtain the invariants of motion which are analytic in term
of λ at λ=0. This leads to the Poincaré definition of non-integrable systems, where
the invariants of motion are destroyed due to the resonance interaction.
In this dissertation we shall study this essential role played by resonance in
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the matter-field interaction of both classical and quantum systems. We shall con-
centrate two interesting subjects, classical radiation damping in the electromagnetic
waveguide and quantum decoherence. As we shall see later this two apparently dif-
ferent problems may be described by the a common type of Hamiltonian, that is
the Friedrichs model with resonance interaction which has been well investigated in
quantum mechanics [5–10].
In the classical regime, we study the problem of classical radiation damp-
ing of a dipole inside the rectangular electromagnetic waveguide. The traditional
approach to this problem presented in the literatures [11], [12] gives us the time
irreversible equation for the radiation damping such as the well-known Lorentz-
Abraham equation. However it leads to well-known unphysical phenomena such
as self-accelerated and pre-accelerated solutions. To derive the Lorentz-Abraham
equation, the reaction of field to the particle has not been consistently taken into
account in the Larmor formula [11]. The difficulty comes from the fact that the per-
turbative approach to deal with the reaction process is impossible since the system
is non-integrable in the sense of Poincaré.
The resonance singularity appears when the frequency of the particle coin-
cides with the spectrum of the field. This degeneracy can be removed if the spectrum
of the field is discrete. This is the case when the particle is located inside a closed
cavity with perfect reflective walls of the field. For this case the system is inte-
grable, and the particle may keep its accelerated motion inside the cavity. This may
be understood as the field bouncing back and forth inside the cavity may re-excite
the particle. In contrast if the particle is located in open space without boundaries,
the spectrum of the field is continuous. Then the system is non-integrable. The
resonance effects coming from the degeneracy of the frequencies of the particle and
the field leads to a physical effect as a damping of accelerated motion of the particle
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(the radiation damping). Then the particle eventually stop by emitting the field.
The advantage of the Friedrich type of the Hamiltonian system which we
shall consider here is that we can diagonalize the Hamiltonian without using any
approximation. As a result, we can deal with the reaction process mentioned above,
even the system is non-integrable. As we shall see, there is no self-accelerated
solution, and the evolution is causal in our solution.
In this of dissertation we shall present in some sense an intermediate situa-
tion between the closed cavity and the entirely open space. We shall consider the
situation where a classical dipole is located inside a rectangular waveguide with two
open ends in z direction and boundary walls in x and y direction (see Figure 2.1).
Due to the reflecting walls, we have infinite branches of continuous spectrum
each of which has lower bound given by the boundary conditions. These lower bound
frequencies are known as the “cut-off” frequencies, below which the field cannot
propagate inside the waveguide [11]. Suppose the frequency ω1 of the dipole is
below the lowest frequency ωc among the cut-off frequencies, then the dipole cannot
resonate since the denominator ωk − ω1 ≥ ωc − ω1 > 0 never vanishes. Hence we
have an integrable system. In spite of the fact that the waveguide has open ends,
the dipole may keep its accelerated motion without emitting the resonance field. In
other words, there is a suppression of radiation damping. This situation is somewhat
resemblance to a quantum ground state.
On the contrary if ω1 > ωc in such a way that the discrete spectrum ω1 of
the dipole is embedded inside the continuum far enough from the critical frequency
ωc, then the system becomes non-integrable, and the accelerated motion eventually
stop by emitting the resonance field.
Therefore the motion of a charged particle inside the waveguide has an in-
teresting parallelism to the quantum stable and unstable atom system. Thanks to
3
this parallelism, one may expect that many interesting concepts established in the
problem of the stable and unstable atom in quantum mechanics such as the dressing
of the field around the ground state, and spontaneous emission of the field from
excited particles may be applicable to analyze our classical matter-field coupling
system. We shall show indeed this will be the case. For example, the quantum
ground state of the atom is dressed by a photon cloud. The overlap of this photon
cloud leads to van der Waals force. In our classical system at integrable case, we
shall show the stable steady state is dressed by classical electromagnetic field. The
overlap of the dressing field leads to a classical force which is analogous to van der
Waals force in quantum mechanics. The dressing field has the same size as the
waveguide. For the case where the size b ∼ 10−5m as shown in Figure 2.1, the size
of the dressing field is about 104 larger than the classical dipole itself. Therefore it
leads to macroscopically long range force.
For the classical unstable case, we shall show that there are also many paral-
lelism to quantum unstable case. For the unstable atom in quantum mechanics, it is
well known that the time evolution consists of three different periods [13]. In a short
time period, we have a deviation of the exponential decay of the excited bare state
(i.e., the well-known quantum Zeno process [14], which is a non-Markovian process
associated with a memory effect to the initial condition). In the intermediate time
period, the Markovian process described by the exponential decay dominates. In
the long time period, we have again the deviation from the exponential decay (the
so-called long-time tail). We shall show in our classical system with non-integrable
case, the radiation damping of the dipole also carries these features. As far as the
author knows, these deviation from the exponential decay in classical systems has
not been explicitly studied in the traditional approach of radiation damping [11],
[12].
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For the exponential decay, the decay process in classical system in the free
space is known to be extremely slow compared with that in quantum systems. For
example, a classical HCl dipole decays in 10−2s while the spontaneous decay of
electron in hydrogen atom is 10−9s. However inside the waveguide, we are able to
increase the decay rate γ of classical radiation damping. For example, we can make
γ 105 faster than that in the free space for a suitable choice of the geometry and the
size of the waveguide. It turns out the decay time of HCl dipole inside the waveguide
can be reduced to 10−7s which is much closer to the quantum regime. Therefore the
waveguide can act in both ways that either suppresses the damping, or enhances
it. There is another remarkable effect due to the waveguide. Since the the emitted
resonance field carries an effective mass, we can reduce the the group velocity 104
slower than the speed of light, again with a suitable size of the waveguide. As a
result, the wavepacket of emitted resonance field become about 10cm for HCl dipole.
This is surprisingly shorter than the quantum case, where the wavelength of the field
emitted by the decay of electron in hydrogen atom in free space is about 1m.
It is relatively easier to realize all these interesting phenomena in classical
regime than in quantum regime. As we shall show the critical size of the waveguide
for the stability of motion for classical dipole such as HCl, is about bc ≡ πc/ω1 ∼
10−5m. This is much larger than the quantum case of lighter mass electrons in atom,
which is bc ∼ 10−7m. Modern nano-technology may allows to build such moderately
large size of waveguide for classical systems.
In the second part of this dissertation, we shall discuss quantum matter-
field interacting systems. The system we consider here is the quantum version of
Friedrichs model. Comparing with the classical Friedrichs model considered in the
first part of our dissertation, there is no the case of classical radiation damping
inside the waveguide, there is no boundary of walls here. Therefore the discrete
5
spectrum is always embedded in the continuous spectrum, i.e. the system is always
non-integrable due to the resonance.
This type of system has been repeatedly analyzed in the context of quantum
decoherence [15–19]. However all these arguments have a common phenomenological
element, namely the field surrounding the particle has already in thermal equilib-
rium. Moreover, all assumed that the field as a thermal bath is so large that one
can neglect the time evolution of the field.
This hypothesis is correct as far as we are interested in the non-local quan-
tities, such as the distribution of the energy in each mode. However if we are
interested in the local quantities such as the spatial structure of the dressing cloud
which surrounds the particle, we can not neglect the time evolution of the field.
Indeed we have shown in Figure 5.4 that there is a non-negligible dressing cloud of
field appears around the particle as well as a non-negligible propagation of the field
that does not die out in time.
To study the evolution of the system, we use the complex spectral repre-
sentation of the Liouville-von Neumann operator for density matrices outside the
Hilbert space. In those quantum system with broken time symmetry such as un-
stable particle, the need to extend the wave function outside the Hilbert space was
recognized some years ago by various physicists and mathematicians including Su-
darshan, Chiu and Gorini [20], Böhm and Gadella [21], and Kumicak and Brändas
[22]. The physical motivation was to include the decaying state as an uniquely
specified object in the spectral decomposition of the Hamiltonian.
However, to analyze the quantum decoherence, not only we have to go out-
side Hilbert space, but also turn ourselves to the density matrix description. Since
our formulation is based on exact dynamics without any phenomenological assump-
tion, we are able to start from arbitrary initial conditions including the case in which
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surrounding field is far from equilibrium. Indeed we show the decoherence for both
the particle and the field starting with a pure state of the whole system.
For a weakly coupled case we derive the Pauli type of master equation which
breaks time symmetry. We then obtain the relaxation time which gives an estimation
of the decoherence time scale of the particle. We also show there is a secular term
appeared in the time evolution of the field. Under the thermodynamic limit, we
show this non-negligible resonance effect leads to the decoherence in the field. As
far as authors’ knowledge, the decoherence of the field had not been discussed before.
We point out the decoherence time scale obtained under λ2t approximation
should be bounded below by the time scale of memory effect. We then go beyond
the λ2t approximation to calculate the memory effect. By applying this correction
to the Markov approximation, we show the prediction of quantum Zeno effect in our
theory [23], [24]. We want to emphasize that estimation of contributions from the
memory effect is still a controversial subject. Our complex spectral representation
of the Liouvillian offers a systematic way to calculate the contribution from memory
effect.
This dissertation is organized as follows. We first explore the resonance effect
in a classical system, which is a dipole molecule inside a rectangular waveguide. In
Chapter 2, we explicitly specify our system and show the Hamiltonian could be
mapped into classical Friedrichs model. We then analyze the stability condition of
the motion of the particle. This is based on the location of the discrete spectrum with
respect to the continuous spectrum. It turns out there are two possible outcomes,
stable and unstable.
In Chapter 3 we study the integrable case. We diagonalize the Hamiltonian
using the Bogoliubov transformation, which gives us a set of new normal modes
for particle and field. We show the new normal modes of particle consists of the
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non-vanished accelerated motion of the dipole and the electromagnetic dressing. We
then investigate the structure of the dressing and the transition from the bare dipole
to this dressed steady state. The classical van der Waals force due to the overlapped
dressings of two dipole molecules is studied in the last section.
In Chapter 4, we study the non-integrable case. In this case we show on the
level of diagonalization of Hamiltonian that there is no new normal mode for the
particle. Therefore we lose the one-to-one correspondence between the perturbed
spectrum and unperturbed spectrum according to Poincaré resonance. We show
the accelerated motion will stop due to the resonance effect. With the careful
separation of the pole contribution and the branch point contribution, we show that
the pole contribution gives exponential decay while the branch point contribution
gives power law decay. In the very short time scale, we show our result recovers
the Zeno effect which had not been considered in traditional approach of classical
radiation damping. We then analyze the emitted field, and found there exists a
resonance field which is absent in the integrable case.
In Chapter 5 we study the problem of quantum decoherence in the terms
of density matrices. The time evolution of the density matrix is governed by the
Liouville-von Neumann equation. We then apply the complex spectral representa-
tion of the Liouville-von Neumann operator to this problem. We first obtain the
Pauli type of master equation which breaks time symmetry under Markovian ap-
proximation (λ2t). Later we calculate the non-Markovian contribution and show the
recovery of quantum Zeno effect by going beyond this λ2t approximation. In the








Hamiltonian of the waveguide
2.1 Motivation
In the first part of this dissertation we shall study a motion of classical dipole
molecule interacting with electromagnetic field inside the waveguide. This leads to
the problem of classical radiation damping.
The traditional approach of studying matter-field interaction is solving ap-
proximately the coupled Maxwell equations and the Lorentz equation. One tries to
obtain a closed equation of motion by decoupled this set of differential equations un-
der various approximation schemes. This leads to the well-known Lorentz-Abraham
equation which gives the irreversible damping motion of the particle [11].
However, it is well known the Lorentz-Abraham equation has many unphys-
ical aspects such as self-accelerated and pre-accelerated solutions, due to the ap-
proximations made in the derivation of such a broken time symmetry equation from
time reversible theory. It also shows a strictly exponential decay of the canonical
variable associated to the unstable particle, which contradicts the exact equations of
motion. In quantum mechanics, the deviation from purely exponential decay is es-
pecially significant in a short time scale (the so-called “quantum Zeno” period [14]).
The corresponding Zeno period also exists in classical unstable systems. There have
been several attempts to improve the classical Lorentz-Abraham equation [25], [26],
however all results have failed to predict the existence of the Zeno period.
The difficulties of this problem come from the fact that this matter-field
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interacting system is generally non-integrable in the sense of Poincaré, due to the
resonance denominators. When the frequency spectrum of the matter is embedded
in the continuous spectrum of the field, there appears division by zero in the for-
mal solutions. Hence to deal with the problem of radiation damping, we have to
consistently take care of this resonance singularity.
In the following we shall give an brief overview of our approach of this
problem. Our basic idea of solving this problem is to employ the well-established
formalism in quantum mechanics for the spontaneous emission of excited atoms. As
we shall show in coming section that the Hamiltonian could be reduced to classical
version of Friedrichs model which describes a particle(dipole molecule) with a dis-
crete spectrum coupled bi-linearly with the field with continuous spectrum. This is
an exact soluble model that could be diagonalized by Bogoliubov transformation.
The stability of the particle is determined by the location of its spectrum
ω1 with respect to the continuous spectrum. For the case the discrete spectrum is
outside the continuum there is no resonance. We have a set of perturbed normal
modes for the particle and the field, and the motion of particle remains. On the
contrary, if the discrete spectrum is embedded within the continuum, then the per-
turbed normal mode of particle is destroyed by the existence of resonance and the
motion of particle ceases. Due to the boundary effect of the waveguide, we have
the continuous spectrum bounded below by a non-zero, positive cut-off frequency
ωc ∝ 1/b where b is the size1 of the rectangular waveguide. The critical size of the
waveguide bc is defined as the largest size of the waveguide such that the motion of
the particle is stable, i.e. bc = πc/ω1 from the stability condition. The oscillation
frequency of the dipole molecules is fixed by nature, which is generally in the range
1More precisely, it is the height of the waveguide due to our assumption made later that height
is greater than the width
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of 1013−1014Hz. Therefore we have the corresponding critical size of the waveguide
bc ∼ 10−5 − 10−4m which could be easily produced by current technology. .
As we will see in Chapter 3, there are many new elements which had only
been previously realized in the quantum system, appears in our classical waveguide
because of the existence of perturbed normal mode, which is essentially a dressed
stable state in classical regime. Moreover we see in Chapter 4 that the description of
radiation damping based on our approach does not have any unphysical solutions.
In contrast to the traditional approach our result is valid at all times. We not
only have exponential decay component in the unstable particle, but also have the
deviation of exponential decay during the very short Zeno period and the very long
time tail period, which is consistent with the dynamics.
Since the size of the waveguide is feasible under current technology, it should
be possible to realize our theoretical result in the real experiment.
2.2 Mapping to the Friedrichs model
In this section we shall explicitly formulate the Hamiltonian of a dipole
molecule inside a rectangular waveguide. As we shall see, the Hamiltonian could be
mapped into a generalized version of the Friedrichs model originally introduced in
quantum mechanics. This model has been used extensively in the literature [27] for
studying the matter-field interacting system.
In the first part of this dissertation we restrict our interest to the classical
version of this model. We shall later discuss about the differences between quantum
and classical version of this model and its interpretation.
We consider a classical dipoles located inside a rectangular electromagnetic










Figure 2.1: The illustration of our Hamiltonian system, which is a dipole in a rectangular
waveguide made of perfect conductor. The width of the waveguide is a and the height is b
with the restriction b > a. We assume the length L À b > a such that “fringing effect” is
ignored.
the z axis, with the length L is much more greater than the width a and the height
b, therefore the “fringing effect” is neglected inside the waveguide under this con-
sideration. Without loss of generality we assume the b > a. To avoid unnecessary
complication we assume the waveguide is a perfect conductor that there is no energy
loss through the walls. The dipole molecule consists of two opposite charged atoms
Table 2.1: Molecular processes and corresponding electromagnetic spectrums
Types of motion Energy/Molecule(eV) Frequency(Hz)
Rotation of polyatomic molecule 4× 10−6 ∼ 4× 10−4 109 ∼ 1011
Rotation of small molecule 4× 10−4 ∼ 4× 10−2 1011 ∼ 1013
Vibration of flexible bond 4× 10−2 ∼ 4× 10−1 1013 ∼ 1014
Electronic transition 4× 10−1 ∼ 4× 101 1014 ∼ 1016
located at ra (−Ze)and rb (+Ze) respectively. In general these dipole molecules
could have different types of motion based on their excitation energy. In Table 2.1
[28] we show some possible motions of several common molecules and their corre-
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sponding excitation energies and frequencies. The last column denotes the domain
of the frequency associated with the motion. Here we are especially interested in the
vibration regime where the dipole molecules could be treated as a simple harmonic
oscillator with the oscillation frequency ω1 falls in the range 10
13 ∼ 1014Hz. To have
better physical idea of the dipole molecules we are referring to, we shows several
possibilities of the dipole molecules and their vibration frequencies in Table 2.2 [28].
We consider the vibration amplitude is the same order as the molecule size, i.e.,
1nm. In this case, the actions correspond to these heavy molecules are 103 − 104~,
which fall in the regime of classical mechanics. Under these considerations, the total
Table 2.2: The vibrational frequencies of diatomic molecules
Molecules Frequency (Hz) Critical Size bc (m)
HCl 8.64× 1013 1.09× 10−5
CO 6.48× 1013 1.45× 10−5
NaCl 1.10× 1013 8.58× 10−5
KBr 8.73× 1012 1.08× 10−4













































with the reduced mass µ1 = mamb/(ma+mb). Here we use the boldface for vectors.
The expansion of the first two terms at the right hand side of Eq. (2-1) gives the
kinetic energy of the dipole, the interaction between the dipole and the field, and
the direct field-field interaction. The waveguide boundary effect is contained in
the form of the vector potential which we shall show in Eq. (2-10), and Eq. (2-
11). The complete set of canonical conjugate pairs of variables in this system are
6






P1 = pa + pb (2-3)
















































with the total mass of the dipole M ≡ ma +mb. In the above expression, we have
applied the so-called “dipole approximation” that approximate the field acting on
the center of mass of the dipole. As far as we are interested in the scale which is
much greater than the size of the dipole molecule, this approximation gives reliable
result [29].
We assume that the dipole molecule is initially located at the center of the
waveguide. Moreover we shall drop the motion of center of mass under the hypoth-
esis that the forces acting on the center of mass R1 are negligible. In Section 3.4 we
shall show that this hypothesis gives a good approximation. The field-field inter-
action is in the order of O(e2/µ1c
2), which will be neglected as it is a higher order
term compared with the dipole-field interaction.
In general, Hamiltonian in Eq. (2-6) generates a nonlinear set of equations of
motion due to the rotational motion of the dipole molecule. One can eliminate this
nonlinearity by restricting our interest to a special class of initial conditions, that the
7
dipole oscillates parallel to one the walls of the waveguide. Under this restriction, the
rotation mode of the dipole will never be excited due to the geometrical symmetry of
the system. The great advantage of this setting is that the Hamiltonian is reduced to
a bi-linear form which is exactly solvable. As we shall see, we find many non-trivial
results even under this restricted setting.
In the following we consider the case where the dipole oscillates in x direction
(thus r1 becomes x1). The extension to other directions is straightforward. Let us




















(q1 − q∗1) (2-8)
For electromagnetic field in the waveguide, it is well-known that the vector
potential can be decomposed into TE modes (Transverse Electric field modes) and
TM modes (Transverse Magnetic field modes), i.e. A(r, t) = ATE(r, t) +ATM (r, t)
[11]. By solving the sourceless Maxwell equations inside the rectangular waveguide
with subjected to the the boundary conditions on a perfect conductor and by choos-
ing the Coulomb gauge, we obtain the explicit form of the vector potential written


















×qE,k(t)eikz + c.c (2-10)




















ikz + c.c (2-11)
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with the constant factor ∆mn and Cmn defined as
∆mn =
{
1 m,n 6= 0
1














































The derivation of these orthogonal basis from is presented in Appendix A.
Here we have the vector potential expanded in TE and TM wave. The wave
vector k = (mπa ,
nπ
b , k) is discrete in x and y direction due to the confinement of the
waveguide. The discrete pair (m,n) ranges over all integers from 0 to ∞ excluding
{0, 0}, while the k is continuous from −∞ to ∞. The integration notation with
prime
∫ ′





With the implementation of the complete basis of the field together with the
normal coordinate of the dipole molecule in Eq. (2-7), as well as the approximations
9
mentioned above, we have the Hamiltonian formulated in terms of the normal modes
qα for α = {1, (σ,k)} with σ =E and M (TE and TM modes, respectively),












dk(Vσ,k(R)qσ,k − V ∗σ,k(R)q∗σ,k)(q1 − q∗1) (2-17)






For a typical dipole such as HCl, we have λ ≈ 10−6 ¿ 1. The interaction potential
















As a function of k, both VE,k(R) and VM,k(R) have the branch points at k = ±iαmn
and there is no pole in the complex plane of k. Since our dipole oscillates in the x
direction, only W1,mn(R) the x component of the vector potential A(r) is involved
in the particle-field interaction. The canonical variables qα are related to the angle-
action variables (φα, Jα) through the relation qα =
√
Jαe
iφα . They satisfy the
canonical relations
{qα, q∗β}PB = −iδαβ (2-20)
{qα, qβ}PB = 0 (2-21)
where { , }PB is the poisson bracket with respect to a set of canonical variables,
and δα,β denotes Kronecker delta for the discrete spectrum, and Dirac delta for the
continuous spectrum.
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Our classical Hamiltonian in Eq. (2-17) corresponds to the well-known
Friedrichs model with virtual processes in quantum mechanics. We have a “parti-
cle”2 with discrete spectrum ω1 bi-linearly coupled with the fields whose spectrums
ωk are continuous.
The spectrums of unperturbed Hamiltonian H0 consist of one discrete spec-
trum ω1 and infinite sets of continuous spectrums. Each (m,n) mode gives a contin-
uous spectrum bounded from below at cαmn. These lower bound frequencies cαmn
form a set of cut-off frequencies in this waveguide in the sense that for electromag-
netic wave with frequency ωk, only those modes whose cut-off frequency cαmn < ωk
will propagate inside the waveguide, while the others with cαmn > ωk will become
evanescent wave and die out quickly. Among these branches of continuum, TE01





As we shall see below it corresponds to the critical frequency of our system that
determines the stability of the motion. In Figure 2.2 we plot the unperturbed
spectrum of our system. The horizontal axis corresponds to the frequency, starting
from 0 to ∞. There are infinite branches of the continuum as (m,n) could be
arbitrary large3, but here we only show four lowest modes. The TE11 mode overlaps
with TM11 mode, and the continuous spectrum is bounded below by ωc, which
corresponds to TE01 under the setting b > a.
The frequency region outside the continuous spectrum is shown by dashed
line. The discrete spectrum of the particle could be either outside these continuum,
or be embedded inside the continuum (but far enough from ωc) as both are shown
2We shall use the words particle or dipole molecule interchangeably throughout this dissertation.














Figure 2.2: The unperturbed spectrum of the waveguide system. We show both possible
locations of ω1 in this diagram. Note × denotes the TE branches, and ⊗ denotes the
overlapped TE and TM branches. ωc is the lower bound of TE01 mode. The dashed line
indicates the region which is not overlapped by continuous branches.
in Figure 2.2. The outcomes of these two possibilities are totally different that the
first one (ω1 < ωc) leads to a stable particle oscillates with perturbed frequency and
amplitude, while the latter (ω1 > ωc) contain the resonance between the particle
and the field which leads to the decay of an unstable particle. Hence the lowest
cut-off frequency ωc acts as the critical frequency of our system which determines
the stability of the particle.
Notice the oscillation frequency ω1 (see Table 2.2) is given by nature which
can not be controlled by experiment. On the other hand, the critical frequency ωc in
Eq. (2-22) is inversely proportional to the size of the waveguide b which is a control
parameter in experiment. This indicates by making the size of the waveguide smaller
than the wavelength correspond with the ω1 (which is the critical size bc shown in
Table 2.2), the dipole cannot resonance with the waveguide. Hence the dipole will be




Existence of the steady motion
3.1 Diagonalization of the Hamiltonian
In this chapter we shall focus ourselves in the case ω1 < ωc where the sta-
ble motion maintained. We first find a new set of dressed normal modes which
diagonalize Hamiltonian.
Since our Hamiltonian in Eq. (2-17) is bi-linear, one can diagonalize as Eq. (3-
1) by a linear transformation of the normal modes. This corresponds to the familiar
Bogoliubov transformation in quantum mechanics. As we shall see the dressed
particle mode consists of the bare particle mode dressed by electromagnetic field.
We shall explicitly analyze the electromagnetic field associated with the dressed
particle mode in Section 3.2.
We then investigate the time evolution of the bare particle mode and its
radiated field in Section 3.3.1 and Section 3.3.2, respectively.
In Section 3.4 we calculate the force coming from the walls acting on the
center of mass of the dipole molecule. we shall see that the force on the center of
mass of the dipole molecule is negligible as mentioned in the previous section. This
force is the result of the overlapping between dressing field and waveguide boundary.
In quantum mechanics, it is called as Casimir-Polder force.
In the last section of this chapter, we investigate force due to two overlapped
dressed particle modes. We first generalize our Hamiltonian of one dipole inside the
waveguide to the case of two dipoles. We are interested in the integrable case where
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there exists two dressed stable particle modes. Then we calculate the forces between
them which is coming from overlapped dressing field. It is corresponding to the van
der Waals forces in quantum mechanics.
Now let us diagonalize the Hamiltonian (2-17). By a linear transformation










































































(ωl + ω1)Vσ′ ,l(R)
ξ−1 (ωl)
Qσ′ ,l +









































where ε is a positive infinitesimal number. Hereafter, We abbreviate the limiting
notation ε→ 0+ to avoid heavy notation. The function ξ1 is defined by









ξ±1 (ωk) ≡ ξ1(ωk ± iε) (3-5)















ω̃1 is the shifted frequency associated to Q1, and is given by the solution of the
transcendental equation
ξ1(ω̃1) = 0 (3-7)
These new normal modes form a canonical pairs,
{Qα, Q∗β}PB = −iδαβ (3-8)
{Qα, Qβ}PB = 0 (3-9)
The new object Q1 consists of the bare particle mode dressed by the field modes.
As we shall show in next section that the dressing of the particle mode has two
important features. First it decays exponentially in z direction which is different
from the usual power law decayed dressing in open space [29]. This exponential
decaying dressing is due to the fact that the field in the waveguide has an “effective
mass” which is given by cut-off frequency αmn from the dispersion relation in Eq. (2-
15). Therefore higher TE or TM modes of the field corresponds to the situation with
heavier mass than those lower modes. Second interesting result of our dressing is
that its size is macroscopic as it is the same order as the size of the waveguide so
that it might be relatively easy to detect the macroscopic dressing experimentally.
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In the expression of the Bogoliubov transformation in Eq. (3-2a) we have
denominators proportional to ωk− ω̃1. In this chapter our consideration to the case
where ω1 < ωc so that this denominator never vanish. In other words, there is no
resonance between the particle and the field in the stable case. This implies that
our system is integrable in the sense of Poincaré.
Since the Hamiltonian is diagonalized in Eq. (3-1), the time evolution of
Q1(t), and Qσ,k(t) are given by
Q1(t) = Q1(0)e
−iω̃1t , Qσ,k(t) = Qσ,k(0)e
−iωkt (3-10)
If we expand Eq. (3-7) up to O(λ2), we obtain






This shows that the dressed particle oscillates in a smaller frequency ω̃1, independent
from our initial preparation. For the continuous spectrums, it remain unchanged
under the interaction.
3.2 Dressed particle mode
Here we shall investigate the dressed particle mode Q1, which consist of
the bare particle mode qσ,k and the field modes qσ,k. We first calculate the time
evolution of q1(t) associated with Q1. Putting
Qσ,k(0) = 0 (3-12)


















where we have assumed the initial condition Q1(0) be real. One could verify for
general case where Q1(0) is complex, the result is the same with the only change of
phase in time, i.e. t becomes (t+ t0) with t0 as initial phase.
Eq. (3-13) shows q1(t) associated with Q1(t) oscillates in time with a new
perturbed frequency obtained from the transcendental equation in Eq. (3-7).
Next we calculate the field mode qσ,k(t) associated with Q1. Using the same
initial condition as Eq. (3-12) in Eq. (3-3b) with the time evolution given in Eq. (3-
10), we obtain for real Q1(0),
















For complex Q1(0), we can again obtain the same expression of Eq. (3-14) except
that t is replaced by t + t0. By substituting the time evolution of all qσ,k modes
into Eq. (2-10), this gives the vector potential of TE wave associated to the dressed
particle mode Q1,





























The cos(ω̃1t) is cancelled out with its complex conjugate part that only the sin(ω̃1t)
remain. The integration over k can be performed explicitly [30], which gives up to
O(λ),





























Similarly, by substituting qσ,k(t) from Eq. (3-14) into Eq. (2-11), we have the vector
potential of TM wave. Up to O(λ),















































with the sgn(z) is defined as
sgn(z) =
{
1 , z > 0
−1 , z < 0 (3-18)
In Eq. (3-16) and Eq. (3-17) we see the vector potential of the field associated
with Q1 stays around the dipole without propagation. It is the analogy of the
dressing cloud in the quantum ground state. Note that the dressings of both TE
and TM waves decay exponentially in z direction. This is the result of the existence
of effective mass (see Eq. (2-15)) for the field inside waveguide. In open space in
quantum mechanics, the dressing cloud of the ground state obeys power law decay
since the photon has no mass [29].
The size of our classical dressing cloud is in the order of 1/
√
α2mn − (ω1/c)2
for given (m,n) mode. For smaller m and n, the dressing is larger in size. For
the case b > a, the largest dressing corresponds to the TE01 mode whose size is
c/
√
ω2c − ω21 > b/π. This is the same order as the size of the waveguide, which is
macroscopic as compares with the size of the dipole. For example, a HCl dipole
with size about 10−9m located in the waveguide with b = 10−5m < bc, we have
the dressing ten thousands times larger than the dipole molecule. Moreover, since
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the critical frequency ωc is inversely proportional to the size of the waveguide (see
Eq. (2-22)), we may obtain extremely large dressing cloud by adjusting the the size
of the waveguide such that ωc ≈ ω1.
In Figure 3.1 to Figure 3.3, we show the dressing field obtained in the above
calculation. For all the figures in the waveguide problem, we have chosen a unit
system where the unit of length is b, the unit of time is b/c, the unit of mass is µ1,
the unit of q1 is
√
µ1bc and the unit of vector potential is
√
µ1c2/b.
In order to exaggerate the effect of interaction, here we have chosen large
value of λ as λ = 0.1, ω1 = 2.5, a = 0.5 for all these figures. The center of mass
of the dipole is located at the center of the waveguide where Rx = a/2, Ry = b/2,
Rz = 0. As a result the vector potential is vanish for all m = odd and n = even
due to the symmetry of function W1,mn(R) defined in Eq. (2-14d). Since we are
mainly interested in the exponential profile of the dressing, which is the same for all
three components of the vector potential, we show only x component of the vector
potential.
In Figure 3.1, we show the z direction profile of the x component amplitude
of the ATEmn(a/2, b/2, z) of the dressing without including the oscillating factor
sin ω̃1t. The first three dominant modes (m,n) = (0, 1), (0, 3), and (0, 5) are plotted
in the figure. The larger the n, the thicker the line. As predicted in Eq. (3-16), one
can see that the size of the largest dressing (TE01 mode) is greater than the size of
waveguide (b = 1). Also, higher modes of (m,n) gives smaller contribution.
In Figure 3.2, we show the corresponding profile in Figure 3.1 for first three
dominant modes in TM wave, which is TM21, TM23, and TM25 in this case. The
thicker line corresponds with the higher mode. Here we have TM21 as the leading
mode in TM wave. Different from ATEmn which is always negative value, ATMmn
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Figure 3.1: The profile of the x component of ATE01 , ATE03 , and ATE05 . The higher
the mode, the thicker the line. The horizontal axis is the distance from the particle in
z direction while the vertical axis is the x component of the ATE(Rx, Ry, z) without the
oscillating factor sin ω̃1t.
Figure 3.2: The profile of the x component of ATM21 , ATM23 , and ATM25 . The higher
the mode, the thicker the line. The horizontal axis is the distance from the particle in z
direction while the vertical axis is the x component of the ATM (a/2, b/2, z) without the
oscillating factor sin ω̃1t.
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Figure 3.3: The profile of the leading mode in TE and TM wave. The thin line is TM21
mode while the thick line is TE01 mode.
have both positive and negative value since it consists of the competition of two
exponential decaying terms with opposite signs as shown in Eq. (3-17).
In Figure 3.3 we compare the dressings of the leading modes of TE and TM
waves which are ATE01(a/2, b/2, z) and ATM21(a/2, b/2, z) shown in Figure 3.1 and
Figure 3.2, respectively. The thick line is TE01 mode, while the thin line is TM21
mode. It shows TE01 mode is order of magnitude larger than TM21 mode.
As a summary, we found that the dressing field surrounding the particle
mode in Q1 is macroscopic in size which is larger than the cross section of the
waveguide. The largest size corresponds to the dominant TE01 mode.
3.3 Time evolution of the original variables
3.3.1 Time evolution of the qσ,k(t)
In this section we shall investigate the time evolution of q1(t) for the initial
condition given by,
qσ,k(0) = 0 , p1(0) = 0 (3-19)
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The value of q1(0) is real for Eq. (3-19). Substituting the initial condition Eq. (3-19)







where we have used Eq. (3-10). By applying the inverse transformation Eq. (3-3a),
we have
q1(t) = q1S(t) + q1Z(t) (3-22)











The explicit form of N1 and ω̃1 are presented in Appendix B. By comparing Eq. (3-
23) with Eq. (3-13), one can see q1S(t) is corresponds to the dressed particle mode
Q1(t).





































To obtain the last line, we have used Eq. (2-19a), and Eq. (2-19b). The terms
proportional to ∆mn are coming from TE wave while the terms proportional 1/ω
3
k
are coming from TM wave. Among these terms, the dominant contribution is TE01
mode.
In the above expression we have approximated ξ+1 (ωk) defined in Eq. (3-5)
by neglecting higher order term in λ, as λ¿ 1. For the stable case ω1 < ωc, ξ+1 (ωk)
22
does not vanish for all ωk. For this case, one can evaluate the integration in Eq. (3-









































mn − (ω1c )2)2
(3-26)





































αmn(α2mn − (ω1c )2)2
]}
(3-27)
where the first contribution of order 1/
√
ω1t comes from TE wave, while the second
contribution of order 1/
√
ω31t
3 comes from TM wave. For ω1t À 1, the TE wave
contribution dominates.
As we shall see in Section 4.2, this power law decaying component is closely
related to the “Zeno” effect (q1b(t) term in Eq. (4-12)) that corresponds to a de-
viation from exponential decay for unstable particle mode, which has been well
investigated in quantum mechanics [7], [14].
For ω1t À 1, q1(t) approaches to q1S(t). In Figure 3.4, we show the time
evolution of |q1Z(t)|2 given by Eq. (3-24) (solid line) and the stationary phase ap-
proximation given in Eq. (3-27) (dashed line). We use the same parameters and
unit as in the last section with q1(0) = 1. Since TE01 dominates, we take only this
dominant mode proportional ∆01 in plotting |q1Z(t)|2. The integration in Eq. (3-24)
is performed numerically. For ω1t À 1 we see the stationary phase approximation
23
Figure 3.4: Comparison of |q1z(t)|2 from numerical integration and result from Stationary
phase approximation. The solid line is the |q1z(t)|2 calculated through exact numerical
integration while the dashed line is the prediction from stationary phase approximation.
gives very good prediction. In Figure 3.5, we show the our theoretical result of a
trajectory of x1(t) and p1(t) in phase space for 0 ≤ t ≤ 30 (see Eq. (2-7)). The
integration in Eq. (3-24) of q1Z(t) was calculated numerically. Here we take the
dominant TE01 mode in the calculation of q1Z(t). Similar when we evaluate the
value of N1 and ω̃1 given in Appendix B, we keep only TE01 mode. At t = 0 we
have x1(0) = 0.9 and p1(0) = 0. As time goes on, the particle approaches to a
steady solution which has a smaller amplitude than the initial amplitude.
3.3.2 Time evolution of the field
In previous section, we see the approaching to steady solution of q1(t) from
the initial condition in Eq. (3-19). In this section we are interested in the time
evolution of the field modes qσ,k(t) corresponds with the same initial condition in
Eq. (3-19).
In Eq. (3-20) and Eq. (3-21) we have the time evolution of Q1(t), and Qσ,k(t)
under the initial condition Eq. (3-19) without any bare field. By substituting them
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Figure 3.5: Time evolution of stable particle in phase space. We start from p1(0) = 0,
q1(0) = 1, and evolve it up to t = 60.
into the inverse transformation of the field mode in Eq. (3-3b), we have qσ,k(t) up
to λ















where the ξ+1 (ωk) has been again approximated as Eq. (3-5) by neglecting higher
order term in λ. Eq. (3-28) gives qσ,k(0) = 0 as it should be. Since the TE mode
dominates as shown in the previous section, we shall calculate only this mode.
Substituting Eq. (3-28) into Eq. (2-10),
ATE(r, t) = ATE,C(r, t) +ATE,Z(r, t) (3-29)
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with the definition





















































































The ATE,C(r, t) corresponds to the “dressing cloud” calculated for Eq. (3-12) at
Eq. (3-16). As shown in Section 3.2, this cloud stays around the dipole.
In contrast, the vector potential ATE,Z(r, t) given in Eq. (3-31) consist
of two travelling waves, with the exp(ikz − iωkt) to positive direction of z and
exp(−ikz − iωkt) to negative direction of z, respectively. Again the subscript “Z”
stands for the “Zeno field”, as it is related to Zeno effect mentioned in the previous
subsection.
Due to the dispersion relation in Eq. (2-15) the Zeno field has an effective










As we shall see later this leads to the spreading of wavepacket in Zeno field. The


























ATE,Z(r, t) = −ATE,C(r, t) for |z| > ct (3-34)
Hence Zeno field cancels the dressing cloud outside the lightcone, i.e. we have
ATE(r, t) = 0 for |z| > ct (3-35)
Inside the light cone we again apply the stationary phase approximation. In this




















αmn(α2mn − (ω1c )2)
(3-36)
where we neglected the higher order terms of |z|/ct. Using this in Eq. (3-31), we
obtain































In Figs. 3.6–3.9, we show the x-component of the vector potential of the TE01
emitted from the bare particle mode from several points of view. We choose the
same parameters as in Section 3.3.1 that λ = 0.1, ω1 = 2.5, a = 0.5.
In Figure 3.6 we compare the Zeno field obtained from stationary phase ap-
proximation with the Zeno field obtained from Eq. (3-31) with the integration per-
formed numerically. We plot the x component vector potential ATE01(a/2, b/2, 0, t)
1For the case z = 0 the result is the twice of the right hand side of Eq. (3-36)
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Figure 3.6: Stationary phase approximation of the Zeno field. We compare the x-
component of the ATE01,Z(a/2, b/2, 0, t) as a function of time at the center of mass of the
dipole. The solid line corresponds to Eq. (3-31) with the integration performed numerically,
and the dashed line corresponds to the stationary phase approximation given in Eq. (3-37).
as a function of time at the center of mass of the dipole molecule. The solid line is
given by numerical integration of the form in Eq. (3-31) while the dashed line is the
stationary phase approximation given by Eq. (3-37). As we see the stationary phase
approximation again gives good approximation at the larger time scale ω1t À 1.
This shows the Zeno field of TE wave decay as 1/
√
t given in Eq. (3-37). These time
scale is the same as the transition time of q1(t) for TE mode discussed in previous
section. While the q1(t) is approaching to its steady solution q1s(t), the Zeno field
is separated from the dressing field.
In Figure 3.7 we show z direction profile of the x component vector potential
ATE01(a/2, b/2, z, t) for both Zeno field and dressing cloud at short time t = 1.5.
The thin line is the dressing field, while the dashed lines are left and right moving
Zeno field. The thick line is the total vector potential given by the summation of
all three components shown in the figure.
The dressing cloud given in Eq. (3-30) stays around the dipole. There are
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Figure 3.7: Decomposition of the emitted field. We show the z direction profile of x
component of ATE01,C(a/2, b/2, z, t) (thin line) and ATE01,Z(a/2, b/2, z, t) (dashed lines) at
t = 1.5. The two dashed lines correspond to the left moving and right moving terms in the
ATE01,Z(a/2, b/2, z, t). The thick line is the additional of the dashed lines and thin line,
which gives the total vector potential of TE01.
two moving Zeno fields, one is moving to left with exp[i(kz − ωkt)] and the other
is moving to right with exp[−i(kz − ωkt)] shown in Eq. (3-31). The integration in
Eq. (3-31) is performed numerically.
In Figure 3.8, we magnify Figure 3.7 near the light cone(z = 1.5). We see
the Zeno field (dashed line) cancels out exactly with the dressing field(thin line)
outside light cone (z = 1.5). Therefore the total emitted fields (thick line) from the
bare particle mode obeys causality.
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Figure 3.8: The causality of emitted field. We magnify Figure 3.7 near the light cone(z =
1.5). The Zeno field (dashed line) cancels out with the dressing cloud (thin line) outside the
lightcone. The thick line is the summation of both fields.
Figure 3.9: Propagation of Zeno field. We plot the x component of ATE01,Z(a/2, b/2, z, t)
as function of z at two different times, t = 15(thin line), and t = 25(thick line). For
comparison, we show the amplitude of the dressing cloud ATE01,C(a/2, b/2, z, t) (dashed
line) without the oscillating factor sin(ω̃1t).
In Figure 3.9 we visualize the separation of the Zeno field from the dressing
field in space. We show the z direction profile of the x component vector potential
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ATE01(a/2, b/2, z, t) of Zeno field at t = 15 (thin solid line) and t = 25 (thick solid
line). The dashed line is the amplitude of the steady dressing cloud in Eq. (3-16)
without the sin(ω̃1t) factor. As time goes on, the Zeno field moves away from the
dipole located at z = 0, The time scale of the separation of dressing field and Zeno
field is given by O(1/
√
t) as has been shown in Eq. (3-37). Because of the existence of
effective mass due to the cut-off frequency, we have a non-linear dispersion relation
that leads to the spreading of the travelling Zeno field as shown in Figure 3.9.
In summary, we have shown that starting from the initial bare particle given
in Eq. (3-19), we obtain a steady accelerated motion of the dipole dressed by the
electromagnetic cloud.
3.4 Forces from the wall
In the previous section we saw that the steady state of the dipole molecules is
dressed by the electromagnetic field. As we shall see in this section, the overlapping
of this dressing field and the boundary of the waveguide will induce forces acting on
the center of mass of the dipole molecule.
By taking the derivative of our Hamiltonian in Eq. (2-17) with respect to
the center of mass of the dipole molecules, we have the force
































where the z component forces is absent because the waveguide is symmetry in z
direction. To obtain the force associated to the dressing, we choose the dressed
particle mode Q1 given in Eq. (3-12) as our initial condition. Hence we have the
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q1(t) and qσ,k(t) given in Eq. (3-13) and Eq. (3-14), respectively. Substituting them
into Eq. (3-38), we have the leading term in λ as
















By substituting the interaction given in Eq. (2-19a) and Eq. (2-19b), we can carry
out the integration of k explicitly. The forces associated with the dressing of TE
and TM waves are then given by







































































This shows that the force acting on the particle from the walls is in the order of λ2,
which is extremely small. For example we have λ2 ∼ 10−12 for HCl. Therefore we
can neglect these forces as anticipated in Section 2.2.
In Figure 3.10 we show the vector field of the total force inside the waveguide
, by summing the contribution from TE wave in Eq. (3-40) and TM wave in Eq. (3-
41) up to (m,n)=(2, 2). Here Rx = 0.25 and Ry = 0.5 is the center of the waveguide.
We choose again the parameters λ = 0.1, ω1 = 2.5, a = 0.5. The length of the arrows
indicates the the magnitude of the force. At the center of the waveguide the force
become minimum. We see two stable points around at Rx = 0.5 and Ry = 0.32
or Ry = 0.68. These forces are coming from the overlapping of the dressed field
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Figure 3.10: Forces due to the waveguide boundary. We show the vector field of the force
inside the waveguide. The length of the arrow indicates the magnitude of the force.
with the walls. In quantum mechanics the similar force coming from the overlap of
the dressing field in ground state and the wall is known as the Casimir-Polder force
[29].
3.5 Extension to two dipoles system
3.5.1 Hamiltonian of two dipoles inside waveguide
In this section we are interested in the forces due to two overlapped dressing
fields. In quantum mechanics, the force induced by overlapped dressings are called
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van der Waals force. In our steady classical dressed particle in integrable case,
we have the classical van der Waals force in the waveguide analogous to quantum
systems [29].
We first generalize our Hamiltonian to the case of two dipole molecules
inside the waveguide. By following the same procedure in Section 2.2, we have














dk(Vσ,k(R1)qσ,k − V ∗σ,k(R1)q∗σ,k)(q1 − q∗1)
+λ2
∫ ′
dk(Vσ,k(R2)qσ,k − V ∗σ,k(R2)q∗σ,k)(q2 − q∗2) (3-42)










Here we have two discrete spectrums coupled with infinite branches of continuum
with the interaction Vσ,k(R) defined in Eq. (2-19a) and Eq. (2-19b). The position
of the center of mass of each dipole molecule are given by R1, and R2 respectively.
The stability condition of the two particle modes is given by the location of
their discrete spectrums with respect to the continuum, which is similar to the one
dipole case. Here we are interested in the integrable case by restricting ω1 < ω2 < ωc.
In this regime, the accelerated motion of both dipole molecules is maintained.














The explicit forms of these new normal modes Q1, Q2, Qσ,k and the shifted frequen-
cies ω̃1 and ω̃2 are given in Appendix D. Their time evolutions are given by
Q1(t) = Q1(0)e
−iω̃1t , Q2(t) = Q2(0)e
−iω̃2t , Qσ,k(t) = Qσ,k(0)e
−iωkt (3-45)
3.5.2 Forces from the overlapped dressings
In this section we shall calculate the classical van der Waals force analogous
to quantum systems [29]. It is originated from the overlapped dressings. One can
carry out the same procedure in Section 3.2 with O(λ2) approximation, and obtain
the vector potential associated to the dressing of the Q1 and Q2 are given by Eq. (3-
16) and Eq. (3-17) with the modification of the position of the center of mass. For
instance, we have the vector potential of TE wave associated to the dressings of each
dressed steady state given to λ order by























































In Figure 3.11 we plot the z direction profile of the x component vector potential
ATE01(a/2, b/2, z) associated with each dressing given in Eq. (3-46) and Eq. (3-47).
Here the parameters are given λ1 = λ2 = 0.1, µ1 = 2µ2 = 1, and ω1 = 2ω2 = 2.5.
The center of mass of each particle are given by R1x = R2x = a/2, R1y = R2y = b/2
and R1z = −R2z = −0.5. In the figure, the dashed line is the dressing of each
dressed state and the solid line is the sum of them.
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Figure 3.11: Overlap dressings of two dipoles. We plot the TE01 modes of the dressings
of both dipoles. The dashed lines correspond to the dressing of each dipole while the solid
line is the sum of them. The particles are located at z = −0.5, and z = 0.5.
In the following we calculate the forces acting on the center of mass of dipole
1 due to the overlap dressing shown in Figure 3.11. By taking the derivative of the


















To calculate the force associated to the dressed steady states Q1, and Q2, we let
Qσ,k(0) = 0 (3-49)
Substituting Eq. (3-49), and Eq. (3-45) into the inverse transformation of q1(t),
qσ,k(t) given in Eq. (D-18) and Eq. (D-20) respectively, we have the leading order
of q1(t) and qσ,k(t) in λ as
q1(t) ≈ q1(0)e−iω̃1t (3-50)
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Substituting Eq. (3-50) and the first line of the right hand side of Eq. (3-50) into
Eq. (3-48), one can see it has the same form as Eq. (3-39). This is the force acting
on the center of mass of dipole 1 from the boundary, which has been studied in
Section 3.4.
Here we are interesting in the forces due to the overlapped dressings. Sub-
stituting Eq. (3-50) and the second term with Q2(0) in Eq. (3-50), into Eq. (3-48),
we have the force associated with the overlapped dressings,




















where the superscript “od” denotes the force associated with overlapped dressing.
With the interaction given in Eq. (2-19a) and Eq. (2-19b), we can carry out the
integration explicitly. The x, and y components are given by





























































while the z component is given by

































where the Rz12 ≡ R1z − R2z denotes the distance between the two particles. The
dominant contribution is coming from the TE01 mode which proportional to the
term ∆01, which is negative sign. Therefore one can see the force between two
dipoles is attractive as shown in Figure 3.12.
In Figure 3.12 we show the dominant component TE01 mode in Eq. (3-54)
as a function of the distance between two dipoles, i.e Rz12 . The force is in the unit
of µ1c
2/b and we choose the same parameters as the Figure 3.11.
Figure 3.12: Classical van der Waals force. We plot the TE01 component of F1,od|z as
function of the distance of two dipoles.
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3.6 Discussion
We have shown that the absence of the resonance in the classical matter-
field interaction leads to the existence of a quantum-like ground state in the classical
system such as the existence of classical dressed ground state with the non-stopping
accelerated motion, the classical Casimir-Polder force due to the overlapped dressing
cloud with the walls of waveguide, and the classical van der Waals force due to the
overlapped dressing cloud of two dipole molecules.
In fact there is another approach of calculating the forces acting on the
center of mass in addition to the approach presented in Section 3.5.2. It is obtained
through the derivative of the diagonalized Hamiltonian in Eq. (3-44) with respect





σ,kQσ,k all depend on R1. Therefore we can identify
the force coming from shifted frequencies (denoted as F1,δω̃), and perturbed actions
(denoted as F1,δJ̃) separately in this approach. We have verified this approach is
identical to the one in previous section.
Here we shall analyze the classical van der Waals force obtained in Eq. (3-53)
and Eq. (3-54) from offered this approach. In fact one can verify the van der Waals










2. As a result, the dominant term of classical van
der Waals force is coming from Fod
1,δJ̃
∼ O(λ2) with the higher order correction from
Fod1,δω̃ ∼ O(λ4).
On the other hand, in quantum ground state the action is independent of
Rz12 as it is given by ~/2. As a result the quantum van der Waals force is purely
2This result is not valid for the case where ω1 = ω2. In that case, due to the degeneracy of the





due to frequency shift, which is the same as Fod1,δω̃ ∼ O(λ4). Comparing with the
dominate term in classical van der Waals force Fod
1,δJ̃
, we see we see our classical van
der Waal force is order of magnitude greater than the quantum van der Waals force
of the dressed ground state.
We also comment about the stability of the non-stopping motion for the
very long time scale. In our Hamiltonian in Eq. (2-17), we had neglected the field-
field component coming from the term proportional to A2 in Eq. (2-6). This term
may destabilize the steady motion which we have obtained through the Bogoliubov
transformation. However as we shall discussed in next chapter , the time scale of
decay rate is proportional to the inverse of square of the interaction term. As a result
our steady solution is a good approximation of the actual motion up to the time
scale of ω1t ∼ λ−4. After this long very long time, our steady motion will gradually
stop. In other words, the approximation of exact Hamiltonian by Friedrichs model
is only valid within that time scale. Nonetheless, the Friedrichs model is powerful
as well as simple enough to study the effect of resonances.
Finally we numerate a possible extension of our approach to several interest-
ing situations that have not been studied in this dissertation. These include the field
as a heat bath in thermal equilibrium, or the scattering of the field as a wavepacket
by dressed steady dipole.
It is also interesting to study the case where the discrete spectrum is slightly
embedded in the continuum, for instance ω1−ωc ∼ λ2. In that case the perturbation
analysis fails due to the small denominator 1/(ωk−ω1). However as shown in Eq. (3-
11) that we may have the situation that the discrete spectrum is shifted outside the
continuum, i.e., ω̃1 < ωc < ω1. Hence the Friedrichs solution of Q1, Qσ,k presented
in Section 3.1 is still valid even in this case.
We have chosen a specific initial condition so that the rotation modes of the
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dipole is absent in our Hamiltonian. For the general situation, the rotation mode
will be excited, therefore the Hamiltonian is no longer in bi-linear form. In that case
we lose the Bogoliubov diagonalization, and the system may become non-integrable.
It is interesting to study how this non-linear effect from the rotation mode destroys
the classical dressed ground state studied in our bi-linear Hamiltonian sytem.
In the next chapter we shall consider the unstable regime where ω1 > ωc.
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Chapter 4
Classical radiation damping in waveguide
4.1 Diagonalization of the Hamiltonian
In this chapter we consider the unstable case that ω1 > ωc. For this case
there appears resonance singularities at ωk = ω1 in the perturbation expansion of
Q1 in Eq. (3-2a) As a result the invariant of motion |Q1|2 that would reduced to
the unperturbed invariant |q1|2 in the limit λ → 0 is destroyed. This implies that
or classical Friedrichs model is non-integrable in the sense of Poincaré [3].
For this case, it is well known that the total Hamiltonian of the Friedrichs
















(ωl + ω1)Vσ′ ,l(R)
ξ−1 (ωl)
Qσ′ ,l +


























ξ+1 (ωl)(ωl + ωk)
]
(4-3)
Recall that the wavevector k ≡ (mπ/a, nπ/b, k).
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4.2 Radiation damping of the dipole
In this section we focus our attention on the time evolution of the particle
mode q1(t) in the unstable regime.
We start from the same initial condition in Eq. (3-19). Substituting the


















−iωkt + (ωk − ω1)eiωkt
]
(4-5)
where k ≡ (mπ/a, nπ/b, k). Here we specify the discrete spectrum is embedded in
the continuous branches up to (m,n) = (ms, ns) modes, i.e.
ωc < ω1 < αms,ns+1 (4-6)
As a result we have resonance singularities for each (m,n) mode in Eq. (4-5) up to
(ms, ns). These poles appear in the denominator |ξ+1 (ωk)|2, and the location of the
poles on complex ωk plane is given by ωk = z1, z
∗
1 , which are the solution of




1) = 0 (4-7)
It was shown [13] the solution z1 is located at the lower complex plane,
z1 = ω̃1 − iγ (4-8)
with the shifted frequency ω̃1, and the decay rate γ. In terms of the function of k,




2 − α2mn , kmn,1− =
√




2 − α2mn , kmn,2− = −
√
(z∗1/c)
2 − α2mn (4-10)
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with ± denotes the pole at upper and lower complex k plane, respectively. As we
shall see in Figure 4.1 that kmn,2+, kmn,2− will never contribute due to the contour
we choose. In additional to the poles, there is a pair of branch points located at
imaginary axis k = ±iαmn for given mode, which comes from the dispersion relation
in Eq. (2-15).
For t > 0, we deform the contour of integration over k in Eq. (4-5) to separate
the pole contribution and the background-integral contribution. This gives
q1(t) = q1p(t) + q1b(t) (4-11)










e iw  tk




Figure 4.1: Contour deformation of the integration in q1(t). For illustration purpose, we
show only the deformation for a given (m,n) mode. The pole for the case (m,n) ≤ (ms, ns)
is denoted as ⊗. For the case (m,n) > (ms, ns) there is no pole contribution. There are
two branch points located at k = ±iαmn, and the the zig-zag lines are the corresponding
branch cuts. The Cr+, and Cr− correspond to the arc shaped paths, while the Cl+, and
Cl− correspond to the straight line paths at ±45 degree respectively.
contour going to lower complex plane, while we choose the contour going to upper
half plane for the term with exp(iωkt).
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Since our integrand vanishes for large k, the arc shaped paths Cr+, and Cr−
does not contribute. As a result the
∫∞
0 dk can be written as pole contribution and
the background-integral corresponding to the paths Cl+, and Cl− inclined in ±45
degree, respectively.
For the pole contribution, the term with exp(−iωkt) encircles the pole at
kmn,1− while the term with exp(iωkt) encircles the pole at kmn,1+. With the explicit
potential given in Eq. (2-19a), and Eq. (2-19b), we evaluate the residues. This gives






































It decays in strictly exponential in time. The decay rate γ can obtained by solving















)2| < 1 (4-15)
which measures the relative distance between ω1 and the cut-off frequencies cαmn.
Under the pole approximation up to O(λ2), we have
ξ+1 (z) ≈ (z − z1)(z + z∗1) (4-16)
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This gives the denominator in front of Eq. (4-12) ξ−1 (z1) ≈ −4iγω1 ∼ λ2. As a
result, the λ2 in the numerator is compensated by the factor λ2 in ξ−1 (z1). Hence
the leading term of Eq. (4-12) is of the order of λ0, and we obtain
q1p(t) = q1(0)e
−iω̃1t−γt (4-17)






































































α2mn − ik2[α2mn − ik2 − (ω1c )2]
}
(4-19)
Since the q1b(t) has the same structure of the q1Z given in Eq. (3-24), we evaluate
this integration by stationary phase approximation. For asymptotic t, we show the
leading term is the same as q1Z in Eq. (3-27). Hence for ω1tÀ 1, the background-






which is O(λ2) smaller than q1p(t). This background integral gives the non-Markov
effect which is non-negligible in a very short time scale t ∼ 1/ω1 and very long
time scale t À /γ. The deviation from the exponential decay in short time scale
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corresponds to the well-known “Zeno” period in quantum unstable system [14]. Our
result shows that for classical radiation damping we have the Zeno period. After the
Zeno period, the Markovian effect coming form pole will dominate. In this period
(t ∼ 1/γ À 1/ω1), the particle decays exponentially. For the decay rate given in
Eq. (4-14), one may have already realized that by choosing very small χmn (i.e.,
cαmn ≈ ω1), one can increase enormously the decay rate of the classical radiation
damping inside the waveguide. For order estimation, let us consider the case that
ω1 is embedded only in the lowest continuous mode, i.e. (ms, ns) = (0, 1), then the








It is well known that the decay rate of classical radiation damping in the free space
is given by1 2λ2ω1/3, which is extremely small due to the small coupling λ ∼ 10−6
in the classical regime. Therefore the relaxation time for a classical HCl dipole in
free space is order of 10−2s, which is much slower than that of quantum case, where
the electron in hydrogen atom decay in 10−9s.
However, as mentioned before that in the waveguide we have extra param-
eters to control the decay rate. In order to enhance it, we consider the case of a
narrow waveguide where b = 10a. Then we calculate the decay rate of HCl dipole
in the case2, ω1 = ωc + λ (i.e., b ∼ bc + λ ∼ 10µm) which gives χ01 ∼
√
λ ∼ 10−4.
As a result, we found the relaxation time of the classical HCl dipole becomes 10−7s
which is 105 times faster than in the case of free space! As a result, by controlling
the size of the waveguide, not only we can suppress the classical radiation damping,
1One can obtained it through Lorentz-Abraham equation, or considering the Friedrichs model
in the case of free space.
2This is the closest distance we can obtain in unstable regime, since the spectrum will be “kicked”
out to stable regime by interaction if we go further close.
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but also enhance it tremendously, so that the relaxation time scale is much closer to
the quantum regime. Also we shall in the discussion of this chapter that the group
velocity of emitted field become 10−4c under the same consideration. Therefore it
turns out that the size of the emitted field for classical HCl dipole inside the waveg-
uide is order of 10cm, which is shorter than the wavelength in the hydrogen atom
which is 30cm!
After tÀ 1/γ, we shall again see the non-Markovian effect from q1p plays an
important role. This corresponds to the long time tail known in quantum unstable
system. The traditional approach of radiation damping did not address the existence
of the classical Zeno period and the long time tail [25], [26].
In Figure 4.2–Figure 4.5 we show some plots of our theoretical results. We
have chosen the same unit system as pervious chapter, that the unit of length is b,
the unit of time is b/c, and the unit of mass is µ1. In all the figures in this chapter, we
fixed b = 2a = 1, which gives the two lowest cut-off frequencies cα01 = π, cα10 = 2π
correspond to TE01 and TE10 modes, respectively. We choose the discrete spectrum
π < ω1 = 3.8 < 2π to ensure that it is well separated from TE10 mode. For this case,
the contribution from the TE10 mode may be neglected. Hence we shall consider
only the contribution only from TE01 mode, which is proportional to ∆01.
By choosing λ = 0.1, we have the relaxation time tr = 1/2γ ≈ 8.8 where γ
can be estimated by Eq. (4-14).
In Figure 4.2 we show the trajectory (x1(t), p1(t)) of the unstable particle in
phase space for 0 ≤ t ≤ 7tr, We obtain (x1(t), p1(t)) by substituting Eq. (4-11) into
the canonical transformation in Eq. (2-7). The integration in Eq. (4-19) of q1b(t)
was evaluated numerically. At t = 0 we have x1(0) = 0.73 and p1(0) = 0. As time
goes on, we see that the motion of the particle eventually stops.
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Figure 4.2: Time evolution of unstable particle in phase space.
Figure 4.3: Exponential decay of action variable J1(t) in unstable regime. The thin line
includes q1b(t) while the thick line is simply pole contribution q1p(t).
In Figure 4.3 we show the time evolution of the action variable J1(t) ≡
|q1(t)|2 of the unstable particle under with the same setting as in the phase space
plot. The thick line is the pole contribution given in Eq. (4-17) while the thin line
with oscillations includes both the pole and background-integral contribution. The
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integration in the q1b(t) in Eq. (4-19) is performed numerically. We see the deviation
of the exponential decay is negligible during the time scale of t ∼ tr = 8.5.
Figure 4.4: Classical Zeno effect in J1(t). This is the magnification of early time of Fig-
ure 4.3. The thick line corresponds to |q1p(t)|2 while the thin line includes the correction
from q1b(t).
In Figure 4.4 we magnify a portion of the short time scale t ∼ 1/ω1 ∼ 0.26
of Figure 4.3. The thick line is again only the pole contribution while the thin line
is the summation of the pole contribution and the background-integral. It shows
the non-Markovian effect from background-integral is indeed non-negligible in this
short time scale of the classical Zeno period.
In Figure 4.5 we magnify a portion of the very long time scale t ∼ 5/γ of
Figure 4.3. The thick line is again only the pole contribution while the thin line
is the summation of the pole contribution and the background-integral. It shows
the non-Markovian effect coming from background-integral term is non-negligible in
this long-time-tail period.
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Figure 4.5: Long time tail in J1(t). This is the magnification of t ∼ 40− 60 of Figure 4.3.
The thick line corresponds to |q1p(t)|2 while the thin line includes the correction from q1b(t).
4.3 Propagation of the radiated field
In this section we shall calculate the vector potential ATE of the field ra-
diated by the unstable particle for the same situation considered in the previous
Section 4.2. In this situation , ATM modes gives only a small correction.
We start with the same initial condition discussed in Section 4.2. Substitut-




















where we have used the pole approximation ξ+1 (ωk) in Eq. (4-16). Comparing the
integration term with q1(t) in Eq. (4-5), they have similar structure that they both
have poles located at ωk = z1, z
∗
1 in the denominator 1/|ξ+1 (ωk)|2. As we have seen in
the previous section, that the residue of 1/|ξ+1 (ωk)|2 at ωk = z1, z∗1 is proportional
to λ−2 À 1. Hence the integration in Eq. (4-22) can be approximated by the
pole contribution associated with 1/|ξ+1 (ωk)|2. Notice there is another singularity
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(ωl = ωk + iε) in the denominator of Eq. (4-22). Since we choose the same contour
as discussed in Section 4.2, this pole will not contribute for t > 0.
Under the pole approximation, we then obtain for λ¿ 1,



















Comparing this with the corresponding stable case of qσ,k(t) in Eq. (3-28), it shows
the ω̃1 in the stable case is replaced by z1 and z
∗
1 in the unstable case. For time
tÀ 1/γ, we have the line shape
|qσ,k|2 ∝
γ
(ωk − ω̃1)2 + γ2
(4-24)
which is Lorentzian with a peak at ωk = ω1, and the width 2γ. Substituting qσ,k(t)
in Eq. (4-23) into Eq. (2-10) we calculate the vector potential of TE wave radiated
by the unstable particle mode. Since qσ,k contains pole located at k = kmn,1−,
kmn,2+ as defined in Eq. (4-9), Eq. (4-10), we again separate the pole contribution
and background-integral by choosing appropriate contours. This gives







For the case |z| < ct (inside the lightcone), the leading team of these components
are given by

























































with the contour Cl,± are defined as the straight line inclined at ± 45 degree in
Figure 4.1.
The first two components in Eq. (4-25) are the background-integrals and the
last component is pole contribution. We see ACTE is the decaying dressing cloud
associated with the unstable particle. Due to the virtual processes, the dressing of
unstable particle becomes O(λ3), which is negligible if compare with the other two
components. AZTE(r, t) is a travelling waves which corresponds to the “Zeno field”
associated with the quantum Zeno effect mentioned before. ARTE(r, t) is a resonance
field which only exist in the unstable case.
For |z| > ct (outside lightcone), the contour of the term with exp(ikz − iωkt)
in AZTE should be replaced by Cl+ while the term with exp(−ikz − iωkt) remain
Cl−. Under this consideration, we verify the resonance field A
R
TE vanishes outside
the lightcone. Moreover, as shown in Figure 4.6 that we verify the total ATE is zero
outside the lightcone with the integration in Eq. (4-26) and Eq. (4-27) performed
numerically.
In Figure 4.6 we show the x component of the ATE01(a/2, b/2, z, t) mode
at time t = 20 as a function of z (length is measured in b). We choose the same
parameters as in the previous section that the ω1 is embedded inside TE01 mode
and it is well separated from other modes. The thin line, dashed line, and thick
line correspond to Zeno field, resonance field, and the total vector potential ATE01 ,




We see the total radiated field obeys causality as it vanishes outside the lightcone
(z = 20). Inside the lightcone, there is a region where the resonance field and Zeno
field are out of phase, hence they cancel each other. As a result, the peak of the
total radiated field is far from the edge. Due to the effective mass, the peak shall
travel with a group velocity slower than the speed of light, while the edge keeps
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Figure 4.6: Decomposition of radiated field. We show the x component of
AZTE01(a/2, b/2, z) (thin line) and A
Z
TE01
(a/2, b/2, z) (dashed line) at time t = 20 as a
function z. The thick line is the summation of all components.
the speed of light. As a result, the radiated field will spread in space as time goes
on. At t much greater than the relaxation time, the resonance field is well separated
from the origin, and the field at origin is dominated by the Zeno field which is power
decay as shown in Eq. (4-32).
4.4 Discussion
Let us discuss the time evolution of the resonance field and Zeno field in
detail. The dressing cloud is negligible as it is O(λ3) and λ ∼ 10−6 for the clas-
sical case. Let us first focus our attention on the resonance field ARTE . Under the









3This condition is satisfied even in the extreme case that ω1 = ωc + λ.
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where χmn is defined in Eq. (4-15). With this approximation, we have the resonance
field in Eq. (4-28) written as




























Figure 4.7: Distribution of Resonance field. We plot the x component of
ARTE01(a/2, b/2, z, t = 35) as function of z.
In Figure 4.7, we plot the distribution of the resonance fieldARTE01(a/2, b/2, z, t)
in space (with z measured in b) at time t = 35 according to Eq. (4-28). We have
chosen the same setting as before, that cα01 < ω1 < cα10. Therefore the resonance
field in this case contains only TE01 mode. In general, for larger ω1, the resonance
field is superposition of each mode up to (m,n) = (ms, ns) as shown in Eq. (4-30).
One can see the resonance field of a given mode (it is TE01 in Figure 4.7)
consists of an oscillating function cos(ω̃1χmn(z − ct/χmn)/c) modulated by an ex-
ponential profile exp[−γ(cχmnt− z)/cχmn]. The “group velocity” for this profile
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is given by cχmn < c, which shows the resonance field inside the waveguide travel
slower than the speed of light. Moreover, we can slow down the speed by choosing
appropriate size of waveguide so that χmn ¿ 1. Recall if we consider for the case
ω1 = cαmn + λ, then χmn ∼
√
λ ∼ 10−4. This show the group velocity of the
resonance field can be slower down to 10−4c! Combining with the fast decay rate
we obtained for HCl in Section 4.2 (i.e.,10−7s), the size of the exponential profile is
about 10cm for a classical HCl dipole. This is relatively large compared with the
quantum case where the wavepacket of emitted by the electron in hydrogen atom is
about 1m.
For the oscillating factor, the number of peaks distributed inside the expo-
nential profile increases in time. Since the wavelength of the oscillations is given by
2πc/ω̃1χmn, therefore the total number of peaks inside the exponential shape can
be estimated by (cχmn/γ)/(2πc/ω̃1χmn) ≈ ω1χ2mn/2πγ. The phase velocity of these
oscillations is given by c/χmn > c which is greater than speed of light, especially it
can be reached to 104c for the case χmn ∼
√
λ.
In Figure 4.7, we divide the field distribution into three regions. Outside
the lightcone, as we have mentioned in previous section, that there is no resonance
field. Inside the lightcone, for cχ01 < z < ct, one can see the exponential factor in
Eq. (4-30) become positive. This means the region will grow exponentially in time.
However as shown in Figure 4.8, that this part will be cancelled out by the Zeno
field which has an opposite phase (see Figure 4.8). As a result, the remaining part
(z < cχ01t) will travel will the group velocity cχ01 < c.
For the Zeno field inside the lightcone, it was given in Eq. (4-28) (outside
the light cone, the contour will be different. Also, it can be shown numerically up to
O(λ2) that the Zeno field vanishes outside the lightcone). By explicitly evaluating
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Figure 4.8: Distribution of Zeno field. We plot the x component of AZTE01(a/2, b/2, z, t) at
time t = 35 as a function of z.
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for |z| < ct.
In Figure 4.8 we plot the distribution of the Zeno field AZTE01(a/2, b/2, z, t)
in space at time t = 35 according to Eq. (4-31), whose integration is performed
numerically. Here we see in the intermediate region where cχ01t < z < ct, the Zeno
field has an opposite phase with the resonance field shown in Figure 4.7. Therefore
they cancel each other. As time goes on, we see this out-of-phase region which
proportional ct(1 − χ01) will grow linearly in time. This indicates that it is highly
possible to detect this region in experiment , which is a sign of the existence of Zeno
field, thus Zeno effect.
Near the origin, we again apply the stationary phase approximation. For
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the case |z|/ct¿ 1, the leading term of AZTE is given by































which is the same as ATE,Z in Eq. (3-37). As a result the amplitude of A
Z
TE at
origin decays in 1/
√
ω1t. It is much slower than the exponential decay of the dressing
cloud ACTE , and the resonance field A
R
TE . Therefore as tÀ 1/γ the field around the
origin is dominated by the Zeno field.
Figure 4.9: Stationary phase approximation of AZTE(r, t). We show the x component of
the AZTE01(a/2, b/2, 0, t) as a function of time at the center of mass of the dipole. The solid
line corresponds to Eq. (4-31) with the integration performed numerically, and the dashed
line corresponds to the stationary phase approximation given in Eq. (4-32).
In Figure 4.9 we compare the Zeno field obtained from stationary phase ap-
proximation with the Zeno field obtained from Eq. (3-31) with the integration per-
formed numerically. We plot the x component vector potential AZTE01(a/2, b/2, 0, t)
as a function of time at the center of mass of the dipole molecule. The time is
The solid line is given by numerical integration of the form in Eq. (4-31)while the
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dashed line is the stationary phase approximation given by Eq. (4-32). We see the
stationary phase approximation again gives good approximation at the larger time
scale ω1tÀ 1. The oscillation period is given by 2π/cα01.
As a summary, we have shown that not only our result in classical radiation
damping does not show any unphysical effect, but also thank to the Friedrichs
solution, we are able to analyze the time evolution in detail. Also due to the cut-off
frequency of the waveguide, we can increase the decay rate for a classical dipole
inside the waveguide 105 times faster than that in the free space, at the same time





Decoherence in the Field Bath
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Chapter 5
Quantum decoherence in the field
5.1 Motivation
In previous chapters we have discussed a system in which the time evolution
can be mapped into Friedrichs model. We now turn our interests to the quantum
mechanics.
In this chapter we shall discuss a Hamiltonian which is very similar to the
classical Friedrichs model. By replacing the normal modes qα by annihilation oper-
ators aα (and creation operators a
+
α for the q
∗
α) and dropping the virtual processes




1 term in the classical Friedrichs model in Eq. (2-17),
we come to the Hamiltonian in Eq. (5-1) of our 1D quantum system.
Here we especially focus our attention on the problem of quantum deco-
herence as it is also an important concept of irreversibility. Recent development
on the complex spectral representation of the Liouville-von Neumann equation in
non-equilibrium statistical dynamics reveals the fact that irreversibility is a rigorous
dynamical process coming from the resonance singularity.
To deal with the irreversible processes in non-equilibrium statistical physics
there are two essential elements; the “extensivity” of the systems and the “non-
integrability.” In both equilibrium and nonequilibrium statistical mechanics, one
deals with infinitely large systems which are characterized by extensive quantities
that are proportional to the size of the system, such as the total number of particles
or the total energy of the system. For this case, one can define the thermodynamic
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limit through the introduction of non-vanishing “intensive quantities,” such as num-
ber density per volume. As we shall see later, an important consequence of the ex-
istence of the thermodynamic limit is that density matrices in quantum mechanics
(or distribution functions in classical mechanics) do not belong to a Hilbert space.
For this case, the Liouville-von Neumann operator (the Liouvillian in short) may
have complex eigenvalues that break time-symmetry without adding any dissipative
terms to the Hamiltonian or the Liouvillian.
However, the extensivity itself alone is not sufficient to have irreversibil-
ity as it is well-known that the ideal gas is impossible to approach to equilib-
rium. This leads to the second ingredient of the irreversible processes, which is
the non-integrability of the system. The interactions lead to the “small denomina-
tor” singularity (or resonance singularity) which prevents us from diagonalizing the
Hamiltonian through a canonical (or unitary) transformation that is analytic with
respect to a coupling constant (non-integrability in the sense of Poincaré) [4] . As a
consequence, invariants of motion other than the total Hamiltonian are destroyed.
Combining with the thermodynamic limit, the resonance singularities thus lead to
contributions that break time-symmetry. In this situation, it had been shown that
one can obtain the irreversible dynamics through the complex spectral representa-
tion of the Liouvillian [32, 33].
In section 5.2, we introduce our bilinear system which is Friedrichs model in
the non-integrable case. In order to deal with thermodynamic situation, we adopt
the box normalization formalism for this model. Then we specify the meaning of
the thermodynamic limit. Under this limit, we show that it is necessary to deal
with a larger class of density matrices which are not in the Hilbert space. More-
over, we show the failure of Bogoliubov transformation due to the resonance and
the thermodynamic limit. An important consequence of the failure of the Bogoli-
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ubov transformation is that in the thermodynamic limit one cannot reduce the time
evolution of the state to the level of wave function.
In section 5.3, we overview the Liouvillian formulation of quantum mechan-
ics. In this formulation, the bra-ket notation in wave function space is generalized
to the double bra-ket notation in density matrices of Liouville space. The opera-
tor acting on wave functions is generalized to the super-operator acting on density
matrices. We introduce the projection operators associated with the correlation
between the particle and the field.
In section 5.4 we solve the eigenvalue problem of the Liouvillian outside the
Hilbert space, which gives us the complex spectral representation. We show the
eigenvalue problem of the Liouvillian is reduced to the eigenvalue problem of the
collision operator that commonly appears in the kinetic theory in non-equilibrium
statistical physics. We also introduce the concept of subdynamics which enable us
to evaluate the non-Markovian effect (i.e. memory effect) in a systematic way.
In section 5.5, we apply the complex spectral representation to our system.
Our result shows that already in a weak coupling limit, there exists a signature of
decoherence in the field that appears through the secular effect coming from the
resonances. This effect can only be observed if we start from a non-equilibrium
thermodynamic field.
In section 5.6, We evaluate the non-Markovian effect that can be seen by
going beyond the weak coupling limit (or the so-called λ2t limit). By adding the non-
Markovian effect, we have a complete description of the decoherence that incorporate
both the short time non-Markov processes dominated quantum Zeno effect and the
Markov processes of order O(λ−2) which is dominated by the resonance effect.




We consider a one-dimensional system which consists of a quantum harmonic
oscillator linearly coupled to a bosonic massless scalar field. One can view it as a
simplified version of a multi-level atom coupled with a surrounding field in the dipole
approximation of the multipolar scheme [29]. By the rotating wave approximation





Hamiltonian of our system is given by the second quantization form1,


















with units ~ = c = 1 where ω1 > 0 and λ is dimensionless positive coupling constant.






As a convention, we shall call the harmonic oscillator “particle” and the quanta of
the field “photons.” The spectrum of the field is given by the dispersion relation,
ωkj = |kj | > 0 (5-3)
In order to deal with thermodynamic situation, we use the box normalization for-
malism. We impose the periodic boundary condition , as usual. Then the spectrum





where Ω ≡ L/2π is a volume factor and j is arbitrary integer ranges from −∞ to
∞. To simplify the notation, we hereafter ignore the index j in all of our notations,
1An extension of our argument to the case including virtual process is straightforward [35].
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Given a form factor, one can obtain vk explicitly. In the continuous limit Ω → ∞,







dk, Ωδk,0 → δ(k) (5-7)
where δk,0, δ(k) are the Kronecker delta, and Dirac delta function, respectively.
In the Hamiltonian in Eq. (5-1), the creation and annihilation operators for
the particle a+1 , a1 and the field a
+
k , ak obey the canonical commutation relations
[a1, a
+
1 ] = 1, [a1, a
+
k ] = 0, [ak, a
+
k′ ] = δk,k′ (5-8)
Due to the rotating wave approximation, the total number of the unperturbed
quanta are conserved, i.e
[H, a+1 a1 +
∑
k
a+k ak] = 0 (5-9)
Due to the bilinear form of our Hamiltonian Eq. (5-1), it could be completely







with the renormalized field Ak







ωk − ωl + iε
al) (5-11)
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l 6=k, but it will be replaced by Ω
∫
dl after we take the
continuous limit. The η(z) is defined by






where η±(ωk) ≡ η(ωk ± iε) with a positive infinitesimal ε→ 0+
We note that there is no renormalized particle such as A1 in the new Hamil-
tonian Eq. (5-10), which is a characteristic property of the unstable system [36].
This is the same situation as in the case ω1 > ωc for the waveguide. If one follows
the usual perturbation theory approach to diagonalize the Hamiltonian Eq. (5-1)
in the Hilbert space, there appears 1/(ωk − ω1) resonance singularity in the de-
nominator which destroys the renormalized particle A1, similar to the classical case




k′ ] = δk,k′ (5-13)
∑
k
A+k Ak = 1 (5-14)
It is obvious the renormalized fields in Eq. (5-11) approach to unperturbed field
under the limit λ → 0. We therefore lose the invariant a+1 a1 due to the resonance
between the particle and the fields, then our system is non-integrable in the sense of
“Poincare”. Moreoever, we shall see this resonance singularity also leads to a non-
factorizable dynamical description of the system under the thermodynamic limit.
Let us first specify the meaning of the thermodynamic limit. To this end, we
focus our attention on a complete orthonormal basis of the unperturbed Hamiltonian
H0 given by
H0|n1, {nF }〉 = (ω1n1 +
∑
k
ωknk)|n1, {nF }〉 (5-15)
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where {nF } ≡ {nk1 , nk2 , ...nk}, and nα is the occupation number for the state of
particle (α = 1) and field (α = k), respectively. This basis spans a Hilbert space
(Fock space) with the usual Hilbert norm |||n1, {nF }〉||2 = 1, where
||Ψ||2 ≡ 〈Ψ|Ψ〉 (5-16)
Let us then consider an expectation value of the total Hamiltonian 〈H〉, where
〈A〉 ≡ Tr(Aρ) with a given density matrix ρ. For example, if the density matrix is




where we assume that
∫
dkωk〈nk〉 <∞. We consider two different situations,
〈nk〉 ∼ O(Ω−1) (5-18a)
〈nk〉 ∼ O(Ω0) (5-18b)
In the first case in Eq. (5-18a) with the condition 〈H〉 < ∞, we have a situation
which is considered in a problem of a stimulated or spontaneous emission of photon
from the excited particle.
For the second case in Eq. (5-18b), the total energy is an extensive quan-
tity (as it is proportional to the volume) that characterizes the thermodynamic
situations. We call that the limit Ω → ∞ with the condition Eq. (5-18b) as the
“thermodynamic limit.” We note that in order to satisfy the condition of the ther-
modynamic limit it is not necessary for the density matrix ρ to be a mixed state.
Indeed, as we shall see later that one can construct a pure state that satisfies the
condition of the thermodynamic limit by a superposition of coherent states of the
field.
An important consequence of the thermodynamic limit is that the time evo-
lution of states cannot be described in terms of the states in the Hilbert space.
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Indeed, one can easily verify that the Hilbert norm of a state |Φ〉 ≡ H|n1, {nF }〉
diverges as O(Ω)in the thermodynamic limit Ω → ∞. Hence we have to solve the
time evolution of the state in an extended space that lies outside the Hilbert space.
As we have mentioned before, another important consequence of the thermo-
dynamic limit, is whenever combined together the resonance singularity, one cannot
reduce the time evolution of the state to the level of wave functions.
Due to the Bogoliubov transformation, we then have an infinite set of in-
variants of motion 〈A+k Ak〉. However, this diagonalization of the Hamiltonian loses
its meaning in the thermodynamic limit. Indeed, in the continuous spectrum limit
the invariant 〈Ã+k Ãk〉 = Ω〈A+k Ak〉 involves a singular product of the distribution
|ωk − ωk′ + iε|−2. In the non-thermodynamic case Eq. (5-18a), this product is neg-
ligible in the limit Ω → ∞ because of an extra volume factor Ω−1 in Eq. (5-18a).










The divergence comes from the contribution at the resonance ωk = ωk′ , which
destroys the invariant of motion. we also show
We also show in Appendix E that Bogoliubov transformation gives inconsis-
tent result to the conservation law of the total number of the unperturbed particle
and photons in the thermodynamic limit. As a result one cannot follow the time
evolution of the field through the diagonalization of the Hamiltonian as Eq. (5-10)
in the thermodynamic limit.
Since the Hamiltonian in Eq. (5-1) is bilinear in the annihilation and creation
operators, the nonexistence of a diagonal form of the total Hamiltonian through a
linear transformation in the thermodynamic limit is a nontrivial result. As a con-
sequence of the failure of the diagonalization, one cannot reduce the time evolution
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of a given density matrix to an evolution of a product of the renormalized normal
modes, or a product of wave functions. One has to deal with a non-factorizable evo-
lution of the density matrix, even though one starts with a pure state as an initial
condition.
5.3 Liouville equation
Since one cannot follow the time evolution of the system in terms of the wave
functions in the thermodynamic limit, one has to directly deal with the evolution of
the density matrices in Liouville space. This space is spanned by the basis formed
by dyadic operators generated from the basis in wave function space. The density




ρ(t) = LHρ(t) (5-20)
where LHρ ≡ Hρ− ρH. Corresponding to the decomposition of the Hamiltonian in
Eq. (5-1), we have the Liouvillian decomposed into an unperturbed part L0 and an
interaction part LV ,
LH = L0 + λLV (5-21)
whereL0 and LV are given by
L0 = H0 × 1− 1×H0 (5-22)
LV = V × 1− 1× V (5-23)
Here a factorizable superoperator A×B operating on the density matrix is defined
as
(A×B)ρ = AρB (5-24)
where A and B are linear operators acting in wave functions space. The Liouville
space is spanned by the linear operators A,B,... of the wave function space. We
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define the inner product in the Liouville space as
〈〈A|B〉〉 = Tr(A+B) (5-25)
where A+ is the hermitian conjugate of the linear operator A in the wave function




To distinguish a state in Liouville space from a state in the wave function space,
we have adopted the double-ket notation |A〉〉 for the former, and the single-ket
notation |k〉 for the latter. We denote S+ as the adjoint of the superoperator S with
the definition
〈〈ρ′|S+|ρ〉〉 = 〈〈ρ|S|ρ′〉〉∗ (5-27)
where the superscript ∗ is the complex conjugate. Let us denote the complete
orthogonal set of the eigenstates of the unperturbed Hamiltonian by {|α〉}, i.e.,
H0|α〉 = ωα|α〉 (5-28)
where |α〉 = |n1, {nF }〉 in Eq. (5-15) for our system. They form a complete or-
thonormal basis in wave function space. For the case of Liouville space, we have the
dyads |α;β〉〉 ≡ |α〉〈β| = [〈〈α;β|]+ as a complete orthonormal basis, i.e.,
∑
α,β
|α;β〉〉〈〈α;β| = 1, 〈〈α;β|α′;β′〉〉 = δα,α′δβ′,β (5-29)
with
L0|α;β〉〉 = w(α,β)|α;β〉〉 (5-30)
where w(α,β) ≡ ωα − ωβ . The matrix element of the usual operator A in the wave
function space is given by
〈〈α;β|A〉〉 = 〈α|A|β〉 (5-31)
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while the matrix element of a superoperator S is given by
Sα′β′:αβ = 〈〈α′;β′|S|α;β〉〉 (5-32)
For a factorizable superoperator we have
(A×B)α′β′:αβ = Aα′αBβ′β (5-33)
We note that the eigenstates of the unperturbed Liouvillian are infinitely degener-
ate as L0|ν〉〉 = w(ν)|ν〉〉 where |ν〉〉 ≡
∑
α |να〉〉 and α is a degeneracy index. For
example, all diagonal dyads |α;α〉〉 belong to zero eigenstate of L0, i.e., we have
|0〉〉 ≡∑α |α;α〉〉. These degeneracies lead to a quite rich structure of the eigenvalue
problem of the total Liouvillian LH , as we shall see in the next section.
The eigenstates of L0 define a complete orthogormal set of eigen-projection
operators of L0 as




P (ν) = 1, P (ν)P (µ) = δν,µP
(ν) (5-35)
Its complementary operator Q(ν) ≡ 1− P (ν) satisfies
(Q(ν))2 = Q(ν), Q(ν)P (ν) = P (ν)Q(ν) = 0 (5-36)
We recall that each projection operator P (ν) defines the ν-th “correlation subspace”
of the density matrix [33]. Of special interest is the “vacuum-of-correlation” sub-
space P (0) that extracts uncorrelated components of the density matrix among the
particle and the field. Other components extract particle-field correlation compo-
nents, field-field correlation components, and so on. With the interaction potential
λV these P (ν) are no longer eigen-projection operators of the Liouvillian. We shall
formulate the new set of eigen-projection operators Π(ν) of the Liouvillian in the
following section.
71
5.4 Complex spectral representation of the Liouvillian
In [33], Petrosky and Prigogine have extended the eigenvalue problem of the
Liouvillian LH to a class of density matrices that do not belong to the Hilbert space,
and have shown that the Liouvillian may have complex eigenvalues that break time
symmetry. The complex spectral representation of the Liouvillian then leads to
the “dynamics of correlations [37].” In the correlation dynamics the non-Markovian
evolution is described in terms of a set of infinite number of Markovian equations.
This set includes the Pauli master equation. The detailed derivation of the solution
of the eigenvalue problem of the Liouvillian as well as the derivation of the correlation
dynamics has been given in [33]. Here we briefly summarize the complex spectral
representation, the reader should consult the original article [33] for detail.
Let us now consider the eigenvalue problem of the Liouvillian2. Let us
denote |F (ν)α 〉〉, and 〈〈F̃ (ν)α | as the right and left eigenstates of the total Liouvillian
LH respectively, [33],
LH |F (ν)α 〉〉 = z(ν)α |F (ν)α 〉〉, 〈〈F̃ (ν)α |LH = 〈〈F̃ (ν)α |z(ν)α (5-37)
where we assume that they satisfy bi-orthogonality and bi-completeness relations,
〈〈F̃ (ν)α |F
(µ)





|F (ν)α 〉〉〈〈F̃ (ν)α | = 1 (5-38)
The index α together with ν is a parameter characterizing the eigenfunctions, and
we assume there is no degeneracy with respect to different indices of α and ν . As
mentioned before, since we consider the eigenvalue problem of the Liouvillian LH
2We formulate the eigenvalue problem of LH in the thermodynamic limit. In this limit, special
care is necessary for a general Hamiltonian, as the perturbed Liouvillian LV usually gives rise to
divergence due to disconnected processes (see connected and disconnected diagrams in Refs.[33, 37]).
However, in the case of our Hamiltonian we do not encounter this divergence as all processes are




outside Hilbert space, the left-eigenstate is generally different from the hermitian
conjugate of the right-eigenstate. Moreover the eigenvalues z
(ν)
α are complex, and
the time evolution of the system splits into two semigroups. For the semigroup
corresponding to t > 0, the eigenstates are associated with the eigenvalues with
Imz
(ν)
α ≤ 0 and equilibrium is reached in our future for t → +∞, while for the
other the eigenvalues are the complex conjugate of z
(ν)
α and equilibrium is reached
in our past. Experience shows that all irreversible processes have the same time
orientation.
To be self-consistent, we have to choose the semigroup oriented towards our
future. We consider the case where the eigenstates are analytic with respect to the
coupling constant λ, i.e.,
lim
λ→0
|F (ν)α 〉〉 = lim
λ→0
P (ν)|F (ν)α 〉〉, lim
λ→0
〈〈F̃ (ν)α | = lim
λ→0






Using P (ν) +Q(ν) = 1 in Eq. (5-37) one can find the Q(ν) component of the eigen-
states as
Q(ν)|F (ν)α 〉〉 = C(ν)(z(ν)α )P (ν)|F (ν)α 〉〉 (5-41)




















This operator is an off-diagonal operator as it describes an “off-diagonal transition”
between the different subspace Q(ν) and P (ν). Care has to be taken in the analytic
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continuation of z to have the time evolution approaching equilibrium in our future
t > 0.
Substituting Eq. (5-41) into the eigenvalue equation in Eq. (5-37), we obtain
ψ(ν)(z(ν)α )|u(ν)α 〉〉 = z(ν)α |u(ν)α 〉〉 (5-43)
where
|u(ν)α 〉〉 ≡ [N (ν)α ]−1/2P (ν)|F (ν)α 〉〉 (5-44)
Here N
(ν)
α is a normalization constant, and ψ(ν)(z) are the collision operators defined
by
ψ(ν)(z) ≡ P (ν)L0P (ν) + P (ν)λLV C(ν)(z)P (ν) (5-45)
This operator is extension of the collision operator that appears in the kinetic theory
in non-equilibrium statistical physics. The collision operator is a “diagonal opera-
tor” since it describes a “diagonal transition” within the same subspace P (ν). As
indicated in Eq. (5-43), the eigenvalue problem of the Liouville operator is then
reduced to the eigenvalue problem of the collision operator which has the same
eigenvalues z(ν) as LH . The eigenvalue equation Eq. (5-43) is “non-linear” as the
eigenvalue appears in the collision operator.
Using Eq. (5-41), we obtain the right-eigenstates of LH from the correspond-
ing right-eigenstates of ψ(ν)(z
(ν)
α ) as
|F (ν)α 〉〉 = [N (ν)α ]1/2(P (ν) + C(ν)(z(ν)α ))|u(ν)α 〉〉 (5-46)




〈〈F̃ (ν)α | = 〈〈ṽ(ν)α |(P (ν) + D(ν)(z(ν)α ))[N (ν)α ]1/2 (5-47)
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where the “destruction operator” is defined by
D















and 〈〈ṽ(ν)α | ≡ 〈〈F̃ (ν)α |P (ν)N (ν)α
−1/2
are the left-eigenstates of the collision operator,
〈〈ṽ(ν)α |ψ(ν)(z(ν)α ) = 〈〈ṽ(ν)α |z(ν)α (5-49)
Since the collision operator depends on the eigenvalue z
(ν)
α , the state 〈〈ṽ(ν)α | is
generally not bi-orthogonal to |u(ν)α 〉〉. Assuming, however, bi-completeness of these
states in each P (ν) subspace, we may always construct sets of states {〈〈ũ(ν)α |} and
{|v(ν)α 〉〉} bi-orthogonal to {|u(ν)α 〉〉} and {〈〈ṽ(ν)α |}, respectively,
〈〈ũ(ν)α |u
(µ)
β 〉〉 = δν,µδα,β
∑
α
|u(ν)α 〉〉〈〈ũ(ν)α | = P (ν) (5-50)
and similarly for |v(ν)α 〉〉 and 〈〈ṽ(ν)α |.
In order to connect the kinetic theory to the eigenvalue problem of LH , we









|v(ν)α 〉〉〈〈ṽ(ν)α |D(ν)(z(ν)α ) (5-52)
Then, we can write the eigenstates as
|F (ν)α 〉〉 = [N (ν)α ]1/2(P (ν) +C(ν))|u(ν)α 〉〉 (5-53)
〈〈F̃ (ν)α | = 〈〈ṽ(ν)α |(P (ν) +D(ν))[N (ν)α ]1/2 (5-54)
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The normalization constant can be found from the bi-orthonormality condition in
Eq. (5-38) of the eigenstates,
[N (ν)α ]
−1 = 〈〈ṽ(ν)α |[(P (ν) +D(ν)C(ν))]|u(ν)α 〉〉 (5-55)





ψ(ν)(z(ν)α )|u(ν)α 〉〉〈〈ũ(ν)α | (5-56)
Then we have
θ(ν)|u(ν)α 〉〉 = z(ν)α |u(ν)α 〉〉 (5-57)
Substituting Eq. (5-45) into Eq. (5-48), we have
θ(ν) = P (ν)L0P
(ν) + P (ν)λLVC
(ν)P (ν) (5-58)
Now we define the dressed projection operators in each subspace in terms of eigen-




|F (ν)α 〉〉〈〈F̃ (ν)α | (5-59)
This leads to the relation
e−iLH tΠ(ν) = Π(ν)e−iLH t
= (P (ν) +C(ν))e−iθ
(ν)tA(ν)(P (ν) +D(ν)) (5-60)
with




N (ν)α |u(ν)α 〉〉〈〈ṽ(ν)α | (5-62)
3One could also define another global collision operator associated with the destruction operator
D(ν), see Ref.[33]
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where Eq. (5-62) is not a spectral representation of super-operator A(ν) as the state
|u(ν)α 〉〉 generally different from |v(ν)α 〉〉 . From Eq. (5-37) and Eq. (5-38) we have
LHΠ
(ν) = Π(ν)LH ,
∑
ν
Π(ν) = 1, Π(ν)Π(µ) = Π(ν)δν,µ (5-63)
Hence, Π(ν) is a generalization of P (ν) for the total Liouvillian LH , and each of the
correlation subspace evolves independently in time under LH . For this reason Π
(ν) is
associated with subdynamics. However Eq. (5-59) shows that Π(ν) is not a hermitian
super-operator. We call the component P (ν)ρ(ν) as the “privileged” component of




= θ(ν)P (ν)ρ(ν)(t) (5-64)
There is an infinite set of Markovian processes associated with each Π(ν) subspace.
Recall that we are interested in the weak coupling case. In that case, we apply series
expansion in terms of λ up to O(λ2) which gives us
θ(ν) = P (ν)L0P
(ν) + λ2P (ν)LV
−1
L0 − (w(ν) + iε)
Q(ν)LV P
(ν) +O(λ4) (5-65)
where we have analytically continued z
(ν)
α from the upper-half plane to ensure that
the time evolution is oriented to our future t > 0. Similarly, we have the global



















n are the n-th order
terms of the expansion of C(ν), and D(ν) in Eq. (5-42) and Eq. (5-48), respectively.
By perform the same expansion of operator A(ν) in Eq. (5-62), we have





5.5 Markovian kinetic equation
In this section, we shall apply our complex spectral analysis to the problem
of quantum decoherence. We shall first demonstrate the decoherence appearing in
the particle by obtaining a Markov approximation for the off-diagonal component
of the reduced density function associated with the particle.
An important consequence of the complex spectral represention of the Liou-
villian is that non-Markov processes can be written as a superposition of Markov
process of each subspace. For example, let us consider a subspace P (ν1) with
ν1 ≡ (n1,m1) where the field components are diagonal so that it is associated to the
eigenvalue of the unperturbed Liouvillian as
L0P









(µ)tA(µ)(P (µ) +D(µ))|ρ(0)〉〉 (5-70)
The so-called Markov approximation corresponds to neglecting the second line in
the right-hand side of Eq. (5-70). For the case where the expansion parameter of
the perturbation analysis is the coupling constant λ, this approximation is valid
only for the weakly coupling limit called as the “λ2t limit [37].” In this Markov
approximation the first line in Eq. (5-70) obeys Eq. (5-64), which leads to the fol-

















(n1 + 1)(m1 + 1)(〈nk(t)〉+ 1)fn1+1,m1+1(t)] (5-71)
Here the reduced density functions for the particle is defined as
fn1,m1(t) = 〈n1|TrF [P (ν1)ρ(t)]|m1〉, (5-72)
where TrF means that the partial trace is taken with respect to all field components,
and 〈nk(t)〉 is the average number of the field at time t.
In the lowest order approximation in λ, γk in ν1 subspace is given by
γk ≈ 2πλ2|vk|2δ(ωk − ω1) (5-73)
If we incorporate higher order correction in this subspace, δ(ωk − ω1) should be
replaced by a Lorentzian distribution that has a peak at the shifted frequency ωk =
ω1 + δω1 and the width Γ ≡ Ω−1
∑
k γk. A detailed derivation of Eq. (5-71) has
been presented in [35].It was shown that the Eq. (5-71) in the Wigner representation
indeed describes the decoherence as a result of the irreversible diffusion processes
that come from the resonance effect between the particle and the field.
In the kinetic theory, to go beyond the λ2t limit including memory effects
(non-Markovian effects) has been a long standing extremely difficult problem. Our
complex spectral representation gives a consistent description of the non-Markovian
effects by systematically evaluating the second line in Eq. (5-70). For example,
applying the expression Eq. (5-70) to our system, we have shown that the memory
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effect dies out in the time scale of the order 1/ω1 ¿ λ−2 [35], [38]. Therefore, 1/ω1
gives a time scale of transition of the evolution from the non-Markovian regime to the
Markovian regime. This transition time scale is just quantum Zeno time mentioned
in previous chapter, only after the Zeno time does the first term in Eq. (5-70)
dominate. Hence, the Zeno time serves as a lower bound for the decoherence time
[35], [38].
In the following, we shall focus ourselves on the time evolution of the field,
which was commonly neglected in the literature [15–19]. We derive a closed set of
equation for the reduced number density of the field, and the particle.
The reduced number densities of the particle and the field are belong to
the vacuum of correlation subspace, i.e., P (0) component of the density matrix.
By applying the completeness relation of Π(ν) in Eq. (5-63), the reduced number
densities are decomposed into





for α = 1, and k correspond to the reduced number density of the particle, and the
field. Here we denote
〈nα(t)〉Π(ν) ≡ Tr(a+αaαP (0)Π(ν)ρ(t)) , α = 1, k (5-75)
The decomposition in Eq. (5-74) is parallel with Eq. (5-70) that the first term follows
the Markov kinetic equation in Eq. (5-64), and the second term is the non-Markov





= 0 , α = 1, k (5-76)
which corresponds to the quantum Zeno effect [14]. This result is incompatible with
the exponential decay obtained from the Markov approximation. Therefore we have
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to analyze carefully the non-Markov effect coming from subspaces other than Π(0)
in the Eq. (5-74).
We first obtain a Pauli type of master equation in the weak coupling limit
(λ2t approximation) for the first Markovian term in Eq. (5-74). In the next section,
we shall calculate the correction from non-Markov effect which is non-negligible in
the time scale of O(1/ω1).
By multiplying a+αaα at both sides of Eq. (5-64) with ν = 0, we then have























where the matrix elements θ
(0)
αβ:α′β′ ≡ 〈〈α;β|θ(0)|α′;β′〉〉, and we abbreviate |1〉 ≡
|11, {0F }〉, and |k〉 ≡ |01, ...0kj−1 , 1kj , 0kj+1 ...〉. To derive the above equations, we
have used a formula for an arbitrary superoperator S of the function of LH(including





which is valid for our Friedrichs model that dose not involve the virtual processes.
For example, one can easily verify Eq. (5-79) for the case S is LH itself, hence it valid
for the any power of LH . From the expansion of θ
(0) in Eq. (5-65) , we calculate the
matrix elements of the collision operator up to O(λ2). The derivation is presented
in Appendix F. Substituting Eqs. (F-3)–(F-5) into Eq. (5-77), and Eq. (5-78), we














γk[〈n1(t)〉Π(0) − 〈nk(t)〉Π(0) ] (5-81)
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Recall that Γ ≡ Ω−1∑k γk. These equations correspond to the well-known Uhling-
Uhlenbeck equation for the average number of particles and the field for the case of
nonlinear interaction. The solutions of these equations up to O(Ω−1) are given by,





γl 〈nl(0)〉Π(0)(1− e−Γt) (5-82)




















Let us first focus our attention on the decoherence of the particle by assuming the
initial background field is in a thermal equilibrium in a given temperature where
the photon probability density is given by the Plank distribution. We assume the
particle is initially in the ground state. This situation is often considered in the
phenomenological approaches of decoherence problem.
In Figure 5.1, we compare the theoretical result of the time evolution of
the number density of particle 〈n1(t)〉 in Eq. (5-82) with the numerical simulation.
The detail discussion of the numerical simulation will be given in Section 5.7. We
choose the dimensionless coupling constant λ = 0.1, and the temperature of the
background field T = 1 in the unit of ω1/kB where kB is the Boltzmann constant.
The dotted line is the numerical result while the solid line is the theoretical prediction
from the solution of the Markovian kinetic equation. It shows that the Markovian
approximation that leads to the exponentially decay of the particle gives very good
approximation in the time scale t ∼ O(1/Γ).
In Figure 5.2, we show a magnification of the early stage t ∼ 1/ω1 of figure
Figure 5.1. In this short time period, we see the non-Markov contribution is non-
negligible which leads to the deviation of exponential processes. It is associated with
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Figure 5.1: Decoherence of bare particle in thermal heat bath which obey Plank distribu-
tion. We plot the time evolution of the number density of the particle. The solid line is the
theoretical prediction in Eq. (5-82) obtained through Markovian approximation, while the
dotted line is the numerical simulation.
the well-known quantum Zeno effect. Petrosky and Barsegov [35] have shown that
the memory effect follows a power law decay, then the time evolution undergoes a
transition from non-Markovian regime to the Markovian regime. As a result the
transition time t ∼ 1/ω1 gives a lower bound for the decoherence time. Only after
this time scale, the results obtained from the Markovian kinetic equation become
valid.
Let us next consider the time evolution of the field. Under the thermo-
dynamic limit Eq. (5-18b), the last term of our solution in Eq. (5-83) has a non-
negligible t-linear contribution as compared with the first term. This is a secular
effect that appears through the resonance effect that destroys the factorizability to
the evolution of the density matrix into the product of the wave functions.
However if the initial condition of the field is in thermal equilibrium of the
unperturbed system (which is a common setting of phenomenological environmental
approach [15–19]), the secular effect vanishes due to the symmetric dependence of
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Figure 5.2: Magnification of a portion of the short time scale (the Zeno period) of t ∼ 1/ω1.
〈nk(0)〉 with respect to an interchange of k to −k in the equilibrium state. Hence,
in order to see this effect, we have to choose a non-equilibrium initial condition. In
the next section, we shall consider a far-from-equilibrium case where the initial field
is a pure state, and show how it evolves to mixed state dynamically through the
secular effect due to the resonance between the particle and the field.
5.5.1 Decoherence in a scattered field
In this section, we shall calculate explicitly the t-linear effect for the case
where initial field is in a far-from-equilibrium situation. Let us assume the initial
state is in a pure state given by
ρ(0) = |Φ(0)〉〈Φ(0)| (5-84)
To achieve the thermodynamic limit of the field in a pure state, we consider a
case with a large rectangular shaped wavepacket of the field with a size L21 ≡
L2 − L1 > 0 in one dimensional coordinate space shown in Figure 5.3 that consists
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|01, {0F }〉 (5-87)
where 01 and {0F } denote the vacuums of the particle and the field, respectively.
We have
ak|Φ(0)〉 = αkΦk|α̂k〉 (5-88)
〈α̂k|α̂l〉 = δkl (5-89)
We assume that αk =
√
nL21 for all modes k, where n is a number density of
the photon per unit length. Then the total number of the photon in the initial




To observe the spatial structure, we introduce the x representation of cre-






The x representation of our wavepacket is then given by
〈x|Φ〉 =
√





a+(x)|n1, {0F }〉 (5-92)
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and θS(x) is the step function
θS(x) =
{
0 : x < 0
1 : x ≥ 1 (5-93)






Figure 5.3: The diagram of the scattering of a rectangular wavepacket with a particle. The
atom is located at the origin which the size of the wavepacket is L21 ≡ L2 − L1
same order of L, then the field satisfies the thermodynamic condition Eq. (5-18b).
For the special case L1 = −L2 = L/2, Eq. (5-86) reduces to Φk = δk,k0 , i.e.,
the density matrix becomes ρ(0) = δk,k0 |α̂k0〉〈α̂k0 |. This corresponds to a “plane
wave.” In Appendix F and Appendix H, we have calculated 〈nk(0)〉Π(0) for both the
rectangular wavepacket and the plane wave. Both have the same dominate term in
O(λ0), i.e.
〈nk(0)〉Π(0) ≈ nL12|Φk|2 (5-94)
Since 〈nk(0)〉Π(0) is not symmetry under the changing from k to −k, we have the




t(|Φ−k|2 − |Φk|2) (5-95)
However, cares have to be taken to analyze the evolution. From Eq. (5-95) the
t-linear term contributed from Π(0) subspace itself does not obey the causality. The
expression does not contain the information of when the rectangular wave starts to
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hit the particle at the origins. To be consistence with the causality, we must include
the contribution from other subspaces. In the λ2t approximation the non-Markov
effects coming from the subspaces other than Π(0) has been neglected. Only by going
beyond the λ2t approximation, one can consistently discuss the decoherence process
in the field evolution. In next section we shall explicitly calculate the corrections
from other subspaces.
5.6 Non-Markovian corrections
In this section we calculate the non-Markov contribution coming from sub-
spaces other than Π(0). From Eq. (5-75), we have the reduced number density
contributed from P (ν) subspace as




〈〈k; k|eiLH tΠ(ν)|β;β′〉〉Tr(a+β′aβρ(0)) (5-96)
where we have again applied the formula from Eq. (5-79).
In the following, we shall calculate the reduced number density of the field
corresponds to these subspaces. The calculation for the special case of a plane wave
is presented separated in Appendix H.
Substituting the initial condition from Eq. (5-84), and Π(ν) from Eq. (5-60)







(ν)tA(ν)(P (ν)+D(ν))|l; l′〉〉 (5-97)
Let us first consider the case ν = (1k). From the expansion of A(ν), C(ν), and D(ν)
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ω1 − ωl + iε
(5-98)
By using the expansion from Eq. (5-65), we have
θ
(1k)
1k:1k ≈ 〈〈1; k|P (1k)L0P (1k)|1; k〉〉
+λ2〈〈1; k|P (1k)LV
−1
L0 − w(1k) − iε
Q(1k)LV P
(1k)|1; k〉〉





w(αβ) − w(1k) − iε〈〈α;β|LV |1; k〉〉




w(lk) − w(1k) − iε (5-99)
= ω̃1 − iγ − ωk (5-100)
where we have taken the continuous limit in the last step. The ω̃1, and γ are defined
by









γ = 2πλ2v2ω1 (5-102)
where Pr[...] denotes the principal part of the integration. Compare with Eq. (5-73),
we have γ =
∑
k γk/sΩ = Γ/2. Substituting θ
(1k)












(ωl − ω1 − iε)
(5-103)
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For the Π(k1) subspace, one can verify that 〈nk(t)〉Π(k1) is the complex conjugate of
Eq. (5-103). The same relationship applies to the Π(kl) and Π(lk) cases. We apply















L0 − w(lk) + iε
λLV |1; k〉〉
×〈〈1; k| −1














(ωk − ωl + iε)(ωl − ω1 − iε)
(5-104)




l as the one point contribution is negligible under
the continuous limit where the summation is replaced by integration. This formula
does not satisfy the causality for the evolution of 〈nk(t)〉. Indeed if we use this ap-
proximated forms in Eq. (5-103) and Eq. (5-104), 〈nk(t)〉 has already the interaction
before the wavepacket reaches to the particle. Therefore we have to incorporate the
higher order contribution and renormalize the denominator incorporating the effect
of interaction in such a way ω1 is replaced by ω̃1 − iγ. Then we obtain





































(ωk − ωl + iε)(ωl − ω1 + iγ)+
+ c.c
(5-107)
Here we have chosen the analytic continuation of the denominator in the integral over
l as 1/(ωl − ω1 + iγ)+ where superscript “+” means that the analytic continuation
4For the case of plane wave, 〈nk(t)〉Π(lk) ∼ λ
6 which was neglected in Appendix H
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is taken from the upper-half plane of z to the lower half plane. As we shall see later
that this analytic continuation guarantees the causality of 〈nk(t)〉. In the following
section, we shall compare our theoretical results with the numerical simulation.
5.7 Numerical simulation
To verify our theoretical predictions, we have performed the numerical sim-
ulation which is presented in Appendix I. In the simulation, we consider the system
of a finite box with size L. For this case our system is exactly diagonalizable through
the linear transformation. In order to compare our numerical result with the case
with continuous spectrum, we restrict our observation time to t ¿ L/c. We have








cut-off frequency ωM is introduced to avoid the ultraviolet divergence. We have
used a unit system where the length is measured by the unit c/ω1, while the time is
measure by the unit 1/ω1. We have used a fixed size of box L = 209, the coupling
constant λ = 0.1 and the cut-off frequency ωM = 10 in all cases. The relaxation
time scale is given by 1/Γ = 9.3 (see Eq. (5-73)) in all these figures.
In Figure 5.4 we plot the numerical result of the time evolution of the number
density 〈n(x, t)〉 ≡ Tr(a+(x)a(x)ρ(t)) of the photon from t = 0 to t = 5/Γ, starting
at t = 0 with 〈n1〉 = 0 and 〈nk〉 ≡ 1/(exp(βωk)− 1) is the Plank distribution with
the temperature β1 ≡ 1/kBT1 = 1/ω1. The particle is located at x = 0. At t = 0
we have a constant density 〈n(x, 0)〉 = 1.52. About t = 1/Γ a non-negligible steady
cloud of field surrounding the particle with a size of c/ω1 has been established.
Generally the size of this cloud is much larger than the size of the molecule, and
it causes the long-range van der Waals forces or Casimir-Polder forces [29]. One
can see the propagation of the fronts of the field, obeying causality. The shape of
the fronts generally depends on the initial condition of 〈n1〉. Due to the dispersion
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Figure 5.4: Scenario of time evolution of 〈n(x, t)〉. The particle located at ground state is
surrounded initially by a thermodynamics field initially.
relation ωk = |k|, the fronts do not change their shape for the one-dimensional case.
The field has a non-negligible time evolution , which is commonly neglected in the
decoherence problem [15–19],
From Figure 5.5 – Figure 5.8, we show several results in the case of the
scattering of a rectangular wavepacket by the particle, whose initial condition is
given by Eq. (5-86).
In Figure 5.5, we plot 〈nk=k0(t)〉 with the mode k0 = 5 as a function of time
t. We have chosen 〈n1(0)〉 = 0 and 〈nk(0)〉 is the plane wave. The dashed line is the
91
numerical result. The theoretical result due to the Markov approximation Eq. (5-
83) with intial condition given in Appendix H is plotted by the thick line, while the
theoretical result including a dominant correction due to the non-Markovian effects
coming from Eq. (H-6) is plotted by the thin line. In the Markovian approximation,
we have taken account of the higher order effect of λ in such a way that the delta
function δ(ωk0 − ω1) in Eq. (5-73) is replaced by the Lorentzian with the width of
Γ. Since the k0 À ω1 = 1 in our case ,we are far from the peak of the Lorentzian
shape. After a time scale of a few oscillations of the particle, one can clearly see the
t-linear secular effect.
Figure 5.5: Time evolution of the number density of 〈nk(t)ket. The theoretical result due
to the Markovian approximation Eq. (5-83) is plotted by the thick line, while the theoretical
result including corrections from non-Markov effects is plotted by the thin line. The dashed
line is the numerical simulation.
In Figure 5.6, we magnify the Zeno period t ∼ 1/ω1 in the early stage of
the time evolution in Figure 5.5. We show the numerical result (the dotted line)
and the theoretical result (the solid line) with non-Markov effects. These results
shows that the time derivative of 〈nk(t)〉 vanishes at t = 0, which consistent with
the Zeno effect shown in Eq. (5-76). Our theoretical result consistently recovers this
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well-known non-Markov effect by going beyond λ2t approximation.
Figure 5.6: Magnification of the early time scale t ∼ 1/ω1 of Figure 5.5. It shows our
theoretical result with non-Markovian terms (solid line) included is in good agreement with
numerical result (dashed line).
In Figure 5.7 we plot the numerical result of the line shape 〈nk(t)〉 for several
times t = 10, 20, 30, and 40. Here we choose the wave packet of size L21 = 35, and
k0 = ω1 = 1. It evolves from the thinnest line to the thickest line. During the
moment the wave packet overlaps with the particle, the height of the line shape
grows linearly in time in the negative direction as predicted by our theory in Eq. (5-
95), then the height is saturated after the moment the wave packet is dissociated
from the particle.
In Figure 5.8 we plot the numerical simulation of the time evolution of
the number density of particle. The parameters of incident wavepacket are given
L1 = −52, L2 = 0, and k0 = ω1. During the moment (0 < t < 52) when the
wavepacket interacts with the particle, we see the particle is excited from the ground
state whose time evolution is proportional to (1 − exp(−Γt)) given in Eq. (5-82).
After the wavepacket passes through (t > 52), it decays exponential in time. The
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Figure 5.7: Line shape of the scattered field at several times t = 10, 20, 30, and 40. It
evolves from the thinnest line to the thickest line
numerical result shows the saturation of the particle and then decay exponentially
after the passage of the wave packet.
Figure 5.8: Time evolution of 〈n1(t)〉 in the scattering of wavepacket
In summary we have obtained that there is non-negligible t-linear time evo-
lution of 〈nk(t)〉 in the field. This contribution comes from the secular effect of
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resonance that breaks the purity of the state in decoherence process. We have in-
deed shown that this secular effect does not disappear even by adding non-Markovian





Electromagnetic field in rectangular waveguide
In this appendix, we shall show the field inside the waveguide can be ex-
panded into TE wave and TM wave [11] with the form given in Eq. (2-10) and
Eq. (2-11).











~5 ·E = 0 (A-3)
~5 ·B = 0 (A-4)
Since the waveguide is open in z direction, we expanded the z dependence
part in terms of plane wave with wave vector k and oscillation frequency ωk,
E(x, y, z, t) = ~E(x, y)eikz−iωkt (A-5)
B(x, y, z, t) = ~B(x, y)eikz−iωkt (A-6)










1Unless otherwise specified, we use gaussian unit as default unit in the waveguide problem
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By decomposing the fields into z components ~Ez, ~Bz, and transverse components











êz × ~Et = ~5tBz (A-9)
















which shows the relationship of transverse components and z components. Assuming
the waveguide is made of perfect conductor, we then have the boundary conditions
Ez = 0 on surface (A-14)
ên · ~5tBz = 0 on surface (A-15)
with ên defined as the unit vector perpendicular to the surface. According to
these two independent boundary conditions, the solutions are divided into two
independent groups of wave, i.e. Transverse Electric(TE) wave, and Transverse
Magnetic(TM) wave, which are subjected to the following conditions,
TE wave
{
Ez = 0 everywhere




Bz = 0 everywhere
Ez = 0 on boundary
(A-17)
Substituting the conditions Eq. (A-16) and Eq. (A-17) into Eq. (A-13), the equations

















































− k2)Ez = 0
(A-19)
For TE modes we solve the wave equation for Bz with the boundary condition in
Eq. (A-16), which gives






) m,n ∈ {0, 1, 2..} (A-20)
with Bmn(k) is the coefficient associated to each mode. The number m, n can be
any combination of integers from 0 to ∞ besides (m,n) = {0, 0}. The dispersion















From the formulae we obtained in Eq. (A-18) with the ~Bz in Eq. (A-20), we have
the electric field ~ETE associated with the TE modes,



































where the summation goes from 0 to ∞ besides (m,n) = {0, 0}. Finally, we derive
the vector potential ~ATE of the TE modes
~ATE(x, y, z, t) = −
∫
































ikz + c.c (A-25)
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The constant factor ∆mn is defined by
∆mn ≡
{
1 m,n 6= 0
1
2 min(m,n) = 0
(A-26)
with min(m,n) returns the smaller one of m,n. Notice in Eq. (A-25) we have







For the case where there exists interaction between the fields and the particle, the
time evolution of these normal modes are given by Hamiltonian equations. We
therefore turn our problem of solving Maxwell equations into solving Hamiltonian
equations of these normal modes.











which shares the same form of the energy of harmonic oscillator in quantum theory.
However in the second quantization of quantum theory there is an additional term
related to quantum vacuum energy which is absence in our classical regime. For
TM wave we apply the same procedure, which gives







































ikz + c.c (A-29)















One can show from the canonical relationship of (A(r), ∂A(r)/∂t), these normal
modes obey
{qσ,k, q∗σ,k′}PB = −iδσσ′δ(k− k′) (A-32)






















Calculation of N1 and ω̃1
In this appendix we calculate the perturbed frequency ω̃1 and normalization
constant N1 for the stable regime ω1 < ωc.











By restricting ω̃1 is analytic in coupling constant λ,
lim
λ→0
ω̃1 = ω1 (B-2)
All the negative solutions in Eq. (B-1) are exlucded. Then we solve ω̃1 perturbatively.
For the O(λ0) we have ω̃1 ≈ ω1. Substituting this lowest order approximation into
the L.H.S of Eq. (B-1), it gives








With the potential given in Eq. (2-19a), and Eq. (2-19b), we perform the integration
over k, which gives the frequency shift up to O(λ2),





























with the first line and second line in the parenthesis associated to TE wave and TM
wave respectively. If there is no cut-off for the
∑
m,n, then ω̃1 diverges, which is
so-called ultra-violet divergence. We shall discuss this in Appendix C.
In the following, we calculate the normalization factor N1 up to O(λ
2). From


























where we have applied the expansion of ω̃1 in Eq. (B-3). Again we substitute the
interaction potentials of both TE and TM waves and carry out the integration of k
explicitly, then we have











α2mn − 2(ω1c )2





















Frequency shift in classical regime
In this appendix, we propose an alternative way to overcome this divergence
without introducing a cut-off factor 1proportional to mc/~.
As shown in Appendix B, the frequency shift up to O(λ2) is given as









From Eq. (2-19a) and Eq. (2-19b) one can verify the asymptotic form of potential













To remove this divergence, we follow a treatment similar to the quantum case pro-
posed by Bethe [40], that he removed the divergence by subtractions. The divergence









1In general, the ultra-violet divergence occurs in other quantity such as the vector potential. We
only focus on removing the divergence in frequency shift as it is one of the most direct observed
quantities in experiment.
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Subtracting it out from Eq. (C-1), we have finite δω1,finite





























where we assume ω1 ¿ πc/b and the center of mass of the dipole is located at the
center of the waveguide. This summation does not diverge. Hence in the Friedrich
model with virtual process, we obtained a finite δω1,Obs by applying removal by
subtraction once2. By letting a = 0.5b, we sum the right hand side in Eq. (C-6) up
to m = n = 1000 which gives
δω1,finite
ω1
| ≈ −4.412λ2 bω1
π2c
(C-7)
with 4 effective digits. As a conclusion we have proposed a non-diverging frequency
shift in classical mechanics. We shall comment this method also work for the 3D
Friedrichs model in free space. However we have verified δω̃1,Obs ∼ O(λ4) in that
situation.
2For the case of neglecting virtual process, the summation after the substraction still diverge in
logarithmic. Hence the virtual processes play a subtle role here.
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Appendix D
Bogoliubov transformation of two dipoles case
For the case of two dipole molecules inside the rectangular waveguide, the














dk(V1σ,kqσ,k − V ∗1σ,kq∗σ,k)(q1 − q∗1)
+λ2
∫ ′
dk(V2σ,kqσ,k − V ∗2σ,kq∗σ,k)(q2 − q∗2) (D-1)
which is an extension of Friedrichs model [5]. It can be diagonalized by Bogoliubov






































































































1σ,+(ωk) [(ω1 + ωk)q1 + (ω1 − ωk)q∗1] (D-5)
+λ2γ
∗












































































































































The functions ξ1(ωk), ξ2(ωk),ζ(ωk), χ(ωk), γ1σ,±, γ2σ,± are defined by










































ζ∗±(ωk) ≡ ζ∗(ωk ± iε) (D-15)
χ±(ωk) ≡ ξ1,±(ωk)ξ2,±(ωk)− 4λ4ω1ω2ζ∗±(ωk)ζ±(ωk) (D-16)
Notice the complex conjugate is taken before the analytic continuation. Hence we
have ζ∗−(ωk) 6= ζ+(ωk). The perturbed frequencies are given by the solution of
ξ(ω̃1) = ξ(ω̃2) = 0 (D-17)



















































































































Due to the symmetry between particle 1 and 2, we have these formulae invariant
under permuting label 1 and 2. One can also verify these formulae reduce to the
one dipole case by taking the limit λ2 → 0, together with ω2 → 0.
109
Appendix E
Failure of Bogoliubov transformation
In this appendix, we show under the thermodynamic condition as Eq. (5-18b)
, the Bogoliubov transformation shown in Eq. (5-11) leads to the divergence of the
total photon number density, i.e., 〈nk(t)〉.











η−(ωl)(ωk − ωl + iε)
Al (E-2)
where the time evolution of renormalized field is given by
Ak(t) = e
−iωktAk(0) (E-3)
In the following, let us calculate the time evolution of 〈nk(t)〉, which is defined by
〈nk(t)〉 = 〈a+k (t)ak(t)〉 (E-4)
with the initial condition
〈a+1 (0)a1(0)〉 = 0
〈a+k (0)al(0)〉 = δkl〈nk(0)〉
(E-5)
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Substituting Eq. (E-2) into Eq. (E-4), we have














′ V 2k Vl1Vl2〈A+l1(t)Al2(t)〉
η+(ωl1)η
−(ωl2)(ωl1 − ωk + iε)(ωl2 − ωk − iε)
= 〈nk(t)〉I + 〈nk(t)〉II + 〈nk(t)〉III (E-6)
where 〈nk(t)〉I , 〈nk(t)〉II , and 〈nk(t)〉III correspond with the terms 〈A+k (t)Ak(t)〉,
〈A+k (t)Al(t)〉, and 〈A+l1(t)Al2(t)〉 respectively. Here we present the detail calcula-
tion of the first term. Substituting the Bogoliubov transformation and the initial
condition Eq. (E-5), Eq. (E-5) into 〈nk(t)〉I ,


















ωl − ωk + iε
− 1
ωl − ωk − iε
)
(E-8)
where we have used the partial fraction formula
1






ωl − ωk + iε
− 1
ωl − ωk − iε
)
(E-9)
Notice the second term in Eq. (E-8) proportional to O(1/Ωε), which causes 1/ε
divergence in total photon number. By taking the continuous limit, we replace the
Vk = vk/
√

















ωl − ωk + iε
− 1

















1We omit the hole l = k as it is O(1/Ω) smaller as compare to the dominant summation.
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where the subscript ε denotes the 1/ε divergence related terms in 〈nk(t)〉I . Similarly,





















































where we have taken the pole approximation of the integration, with the pole of
1/η+(ωk) located at ωk = ω1− iγ, and γ ≈ 2πλ2v2ω1 . Hence we show the Bogoliubov






F.1 Calculation of θ
(0)
αβ:α′β′
In this appendix we calculate of matrix elements of the collision operator
θ(ν) appeared in the kinetic equations Eqs. (5-77) and (5-78).
From Eq. (5-65) with ν = 0, we have the collision operator up to O(λ2)
θ(0) = P (0)λLV
−1
L0 − w(0) − iε
Q(0)λLV P
(0) (F-1)
where we have dropped P (0)L0P
(0) = 0. Due to the diagonal transition of colli-













ll:kk. The last two terms are O(λ
4) since it takes four
interactions to convert two l-mode photons to two k-mode photons. Recall that
|1〉 ≡ |11, {0F }〉, and |k〉 ≡ |01, ...0kj−1 , 1kj , 0kj+1 ...〉
We shall demonstrate the calculation of θ
(0)






L0 − w(0) − iε
Q(0)λLV |1; 1〉〉
= λ2〈〈k; k|LV |1; k〉〉
−1
w(1k) − iε〈〈1; k|LV |1; 1〉〉
+λ2〈〈k; k|LV |k; 1〉〉
−1
w(k1) − iε〈〈k; 1|λLV |1; 1〉〉
=
λ2V 2k
ω1 − ωk − iε
− c.c (F-2)
The calculation of all other matrix elements can be performed in the same way, here
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ω1 − ωk − iε
− c.c (F-5)
(F-6)
Substituting these matrix elements into Eq. (5-77) and Eq. (5-78), we obtain the
Markovian kinetic equations Eq. (5-80), Eq. (5-81) under the limit ε→ 0.
F.2 Calculation of 〈nα(0)〉Π(0)
In the following we calculate the initial condition 〈nα(0)〉Π(0) for the case of
the scattering of wavepacket discussed in Section 5.5.1. The initial density matrix
is in a pure state given by Eq. (5-84). From Eq. (5-60), Eq. (5-42), Eq. (5-48) we
have the 〈nα(0)〉Π(0) up to O(λ2)









with α = 1, and k. The first term is the free motion, while the interaction terms start
from O(λ2). Since the last term is diagonal transition, it is O(1/Ω) smaller than
the off diagonal transition term D
(0)
2 unless the D
(0)
2 contribution vanishes. That
corresponds to the special case of a plane wave which we shall discuss separately in
Appendix H. Let us first consider the general case that L1, L2 6= ±L/2. In this case,

























|l; l′〉〉Tr(a+l′ alρ(0)) (F-8)
where we have applied the iε rule [33] in order to obtain a consistent time ordering
in the analytical continuation. By substituting the initial ρ(0), and the complete













(ωl − ωk + iε)
+ c.c (F-9)
























Pole approximation of 〈nk(t)〉
In this appendix we present the 〈nk(t)〉 based on the pole approximation
of the integral in Eq. (5-105), Eq. (5-106), Eq. (5-107) after taking the continuous
limit. We specify L1 < L2 < 0. From Eq. (5-83) and Eq. (5-105) we have 〈nk(t)〉Π(0)
under pole approximation as

















In the calculation of Π(kl), and Π(lk), the contour deformation depends on the time


















































































0 0 < (L1 + t) < (L2 + t)
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0 < (L1 + t) < (L2 + t)
Since the number density does not evolve before the wavepacket hits the particle,
this indicates our result obeys causality.
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Appendix H
Calculation of 〈nk(t)〉Π(ν) for plane wave
In this appendix we calculate 〈nk(t)〉Π(ν) for the special case of Section 5.5.1
where the incident wave is a plane wave, i.e., L2 = −L1 = L/2. Recall that in this
case we have the initial density matrix as
ρ(0) = δk,k0 |α̂k0〉〈α̂k0 | (H-1)
Let us first calculate the initial condition for Π(0) subspaces, i.e., 〈nα(0)〉Π(0) with
α = 1, k. According to Eq. (F-7), we have






Compare with Eq. (F-7), the D
(0)
2 term vanishes here due to the initial condition
ρ(0) given in Eq. (H-1) is in P (0). Substituting the expansions in λ from Eq. (5-42)















where we again used the iε rule[33]. Applying the same approach used in Ap-





(ωk0 − ω1 − iε)2
+ c.c (H-4)




(ωk0 − ω1 − iε)2
+ c.c (H-5)
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For the case 〈nk 6=k0(0)〉Π(0) , the contribution from the right hand side of Eq. (H-2)
vanishes, as it is higher order effect proportional to λ4. Substituting these initial
conditions into Eq. (5-83), we obtain the Markovian contribution to 〈nk0(t)〉.
For the non-Markovian correction, it is dominated by contributions from
Π(1k), and Π(k1) subspaces. In contrast to the general case discussed in Section 5.6,
the contribution from Π(lk), and Π(kl) subspaces for the case of plane wave is order
of λ6, which can be neglected. Here we follow the same procedure which was used
in obtaining Eq. (5-98). Then we have 〈nk0(t)〉Π(1k) up to O(λ2),









(ωk0 − ωl + iε)2
ei(ωk−ω̃1)t−γt (H-6)




In this appendix, we shall show the numerical simulation method we used
in Section 5.7.
We first construct the numerical model corresponding to the Hamiltonian in
Eq. (5-1). We confine our system inside a 1−D box with the size L with periodic
boundary condition. The x-space is discretized into 2N+1 points with the resolution
δx = L/(2N). The periodic condition gives the discretized wavevector kj ≡ 2πj/L





















According to our dispersion relation ωkj = |kj |, we have N 2-fold degeneracies in


















































, i = 1, ..N (I-4)
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and the modified potential
Wkj =
{
Vkj , j = 0
√
V 2kj + V
2
−kj
, j = 1, ..N
(I-5)
In this form it is clearly s+kiski form N invariants of motion with the same fre-
quency wki = |ki|. The rest of the bilinear Hamiltonian is diagonalized by linear















where the renormalized frequencies {ω̃α} are given by the solutions of the charac-
teristic equation,













< ω1, one can show Eq. (I-7)
has N + 2 real solutions1 which are different from the unperturbed frequency ωkj .
The interaction removes all degeneracies in the original spectrum. The eigenvectors
correspond to these new frequencies are,




cα,kiuki α = 0, ....(N + 1) (I-8)


















1For the case where Vkj=0 = 0, there is only N+1 real solutions of this transcendental equation.
Then the u+kj=0ukj=0 becomes invariant of motion in this case.
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Due to the completeness, and orthonormal properties of the new canonical variables












cα,kjcα,kj′ = δj,j′ − δ̄j,0
V 2−kjδj,j′ + VkjV−kjδj,−j′




where δ̄j,0 ≡ 1− δj,0. The time evolution is simply
Aα(t) = e
−iω̃αtAα(0) , α = 0, 1...N + 1 (I-12)
ski(t) = e
−iωkj tski(0) , i = 1, 2...N (I-13)




















(δi,j − δ−i,j)ski ,j = −N...N (I-15)













































Hence we obtain the explicit expression of the exact solution of this system. Given
the interaction potential Vk, we solve numerically the renormalized frequencies ω̃α
for once. Then we just substitute them together with the initial conditions into
Eq. (I-16) and Eq. (I-17), to evaluate the time evolution of the system. For the case
of a pure state such as rectangular wavepacket, we have the the time evolution of





























with Φkj given in Eq. (5-86). Notice there is no iterations of time in our method.
Therefore we can obtain the asymptotic result of large t without iteration.
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