Abstract-Simultaneous sparse approximation is a generalization of the standard sparse approximation, for simultaneously representing a set of signals using a common sparsity model. Generalizing the compressive sensing concept to the simultaneous sparse approximation yields distributed compressive sensing (DCS). DCS finds the sparse representation of multiple correlated signals using the common + innovation signal model. However, DCS is not efficient for joint recovery of a large number of signals since it requires large memory and computational time. In this paper, we propose a new hierarchical algorithm to implement the jointly sparse recovery framework of DCS more efficiently. The proposed algorithm is applied to video background extraction problem, where the background corresponds to the common sparse activity across frames.
I. INTRODUCTION

S
PARSE signal approximation problem has been identified and addressed several years ago. Then, it has been used in many applications such as signal compression. Sparse signal approximation describes a signal using a linear combination of some basic signals, a.k.a. bases, such that the approximation error and the number of bases are kept small. While sparse signal approximation has many advantages, it only considers one signal at a time. Simultaneous sparse approximation, a.k.a. jointly sparse recovery, is the extension of sparse approximation to several observations of a single phenomena. Given several observations of a single phenomena, simultaneous sparse approximation finds sparse representations of all signals simultaneously in terms of a unique set of bases, or a common support set [1] , [2] , [3] . Jointly sparse recovery has found its way in many applications such as sensor networks [4] , neuroelectromagnetic imaging [5] , [6] , source localization [7] , and image restoration [8] .
Tropp et al. [1] initially came up with this idea, and extended the orthogonal matching pursuit to simultaneous sparse approximation. A convex relaxation approach to find the sparse representation of multiple signals was also proposed [2] . Similarly, hard thresholding pursuit was extended to jointly sparse recovery problem [9] , [10] . Later, Blanchard et al. [11] extended five well-known sparse approximation, iterative hard thresholding, normalized iterative hard thresholding, hard thresholding pursuit, normalized hard thresholding pursuit, and Compressive Sampling Matching Pursuit, to the jointly sparse recovery problem. Ollila [12] used Hubers criterion as a loss function and greedy pursuit normalized iterative hard thresholding algorithm to find the sparse representation of multiple observations simultaneously.
Distributed compressive sensing (DCS) was proposed as an extension of compressive sensing to the multiple observations problem [13] , [14] . Even though distributed compressive sensing is proposed as a distributed source coding method, its decoding algorithm recovers multiple signals jointly, which is why distributed compressive sensing has been used not only for compressing jointly distributed signals but also for extracting the common component of highly correlated signals in many applications such as video processing [15] , [16] , [17] and Time-varying networks [18] . In [] .... , [18] . The main assumption of distributed compressive sensing is that the multiple signals are jointly sparse in terms of a unique support set and there is an inter-signal correlation among the signals since they are observing the same phenomena.
In spite of all nice properties of distributed compressive sensing, it suffers a major recovery problem. The size of the dictionary required for recovering J N -dimensional signals is at least JN × (J + 1)N . As J and N become larger, the optimization algorithm has to search for the sparse representation of signals over a much larger set of bases, which increases the amount of time required for convergence. The way distributed compressive sensing handle large data has been a barrier preventing it from finding its way to many applications. Our contribution in this paper is to propose an algorithm which recovers jointly distributed signals in a more efficient way. We propose to consider a nested subspace for the set of jointly distributed signals, and classify them arbitrary into several subsets. The sparse common component is extracted for each subset. Assuming the extracted common component of subsets as a new set of jointly distributed signals, the signals can be recovered by searching the sparse representation of this new set. The analytical and experimental results show a considerable decrease in the computational cost despite a rise in the error.
II. DISTRIBUTED COMPRESSIVE SENSING Distributed compressive sensing assumes that multiple signals acquired across multiple sensors are sparse in a collection of bases, it i.e. the set of signals is jointly sparse. Due to the inter-signal correlation, jointly sparse signals usually are assumed to be composed of a common sparse component which is shared by all signals, and an innovation component which is unique to each signal [19] . The encoding part of distributed compressive sensing is not different from CS in that each signal is separately projected onto some random, incoherent bases. However, the decoding is based on simultaneous sparse recovery of all signals, which can be used for various purposes including the common component extraction. In this paper, we only focus on the sparse recovery part of distributed compressive sensing.
A. Joint Sparsity Model
Let's assume that the set of signals Λ = {x j ∈ R N ; ∀j ∈ (1, 2, . . . , J)} are jointly sparse. It is assumed that there is an inter-signal correlation among the signals. The common/innovation component is proposed as the joint sparsity model (JSM) [20] , [14] , which includes a common component z c ∈ R N and an innovation component z j ∈ R N , as:
The common component represents the inter-signal correlation among the signals while the innovation component is the unique part of each signal. The set of signals Λ is assumed to be sparse. The common and innovation components are sparse with respect to two different sets of bases, φ c and φ j , respectively, as:
where θ c and θ j are the coefficient vectors. Since the signal x j is sparse, the coefficient vectors have a small number of nonzero entities, θ c 0 = K c ≪ N and θ j 0 = K j ≪ N . In order to recover the sparse representation of the set of signals Λ, all signals are stacked to each other to form a single optimization problem. Eq. 3 shows the compact representation of all signals and their sparse representations in matrix format.
The goal is to find the coefficient vector Θ such that the error between the signal X and the sparse representation ΦΘ is zero:Θ = arg min Θ 0 s.t. X = ΦΘ
The optimization problem in Eq. 5 is l 0 -norm minimization problem which is NP-hard. The l 0 -norm minimization is usually relaxed to l 1 -norm minimization problem. However, in order to make the optimization problem more general and flexible, λ − weighted l 1 -norm minimization problem is proposed [20] , [14] , as:
The estimated coefficients,Θ, can be used for the sparse representation of the set of signals, or for recovering the common component z c .
III. SIGNAL RECOVERY USING HIERARCHICAL DISTRIBUTED COMPRESSIVE SENSING
A. Joint Sparsity Model of Hierarchical Distributed Compressive Sensing
The joint sparsity model assumed for the set of signals, Λ = {x j ∈ R N ; ∀j ∈ (1, 2, . . . , J)}, is the common/innovation component, as Eq. 1. In this paper, we partition the set of signals, Λ, into Γ arbitrary, non-overlap subsets, Λ γ , such that:
Once the sparse recovery procedure is explained, the way these subsets are selected will be clarified in Section III-C.
All signals x j ∈ Λ have a common component, z c , due to the inter-signal correlation. Consequently, all signals within each subset x j ∈ Λ γ ⊂ Λ also have the same common component, z c . In addition, the signal within each subset may have an additional inter-signal correlation, which leads to the common component within the subset Λ γ . Thus, this model includes a global common component z c ∈ R N , a withinsubset common component w c,γ ∈ R N , and a within-subset innovation component w j ∈ R N , as:
u γ = z c + w c,γ is the common component of the signals within the subset x j ∈ Λ γ while z c is the global common component. Thus, z j = w c,γ + w j is the global innovation component. Since we assume the same joint sparsity model as Eq. 1, the common and innovation components are sparse on two sets of bases, φ c and φ j , respectively, as:
where θ c and θ j are the coefficient vectors, with θ c 0 = K Wγ and θ wj 0 = K wj .
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B. Signal Recovery
The goal is to extract the common component z c when J is large. First of all, the common component of each subset Λ γ is extracted similar to distributed compressive sensing through l 1 -norm optimization algorithm by searching for the components with the sparsest coefficient vectors and minimum error. All signals of the subset Λ γ are stacked to form a vector as follows:
where {l 1 , l 2 , . . . , lγ} is the set of indices for the signals of the γth subset, andγ is the number of signals of the γth subset. The common component u γ is estimated usingû γ = φ cθWγ through solving the following optimization equation:
Once the common components of all subsets u γ ; ∀γ ∈ {1, 2, . . . , Γ} are extracted, they are considered as a new set of jointly sparse signals with the common/innovation model: W γ = z c + w c,γ , where z c is their common component. z c is recovered through another l 1 -norm optimization algorithm.
After recovering the common component z c , the sparse representation of the innovation components, z j , are estimated through a single signal recovery:
C. Subset Selection
In order to implement the proposed algorithm, the set of J signals has to be split into Γ groups. Here, we do not assume any a priori information regarding grouping the signals. Indeed, there is no need for the set of signals to be classified in a specific manner. Random grouping of the set of signals into Γ subsets leads to the same results. We illustrate this through an example.
Let's assume a set of 4 jointly sparse signals, Λ = {x 1 , x 2 , x 3 , x 4 }. Our goal is to find the joint sparse representation of this set of signals. We assume that there is an intersignal correlation across the whole collection of signals, the global common component z c , and x 4 . In addition, we assume that there is an additional inter-signal correlation, within-subset common component w c,1 , between x 1 and x 2 which does not exist between these two signals and the rest of signals, x 3 and x 4 . Similarly, we assume an additional inter-signal correlation, within-subset common component w c,2 , between x 3 and x 4 .
However, we do not have any information regarding these inter-signals a priori. The set of signals can be written in terms of their components as follows:
where
Even if there is not any inter-signal correlation within the subsets, u 1 = u 2 = 0, the common component of the subsets (regardless of its members) are u 1 = z c and u 2 = z c .
D. Computational Cost
The proposed algorithm is significantly faster than other existing simultaneous sparse representation algorithms. However, the computational cost mainly depends upon the algorithm used in solving the optimization problem. The optimization problems can be implemented through either the vector-matrix multiplication or fast operators [21] .
The joint sparse recovery of J signals with N samples requires a JN × (J + 1)N dictionary, Φ, to be multiplied by a (J + 1)N -dimensional coefficient vector Θ. The cost of this vector-matrix multiplication is ϑ = O ((J + 1)N log ((J + 1)N )). The reason hierarchical DCS is able to reduce the computational cost significantly is that it splits the dictionary to Γ matrices so that the optimization algorithm looks for the sparse representation of signals over a smaller set of bases.
In the worst case scenario, DCS implemented using the l 1 -norm minimization costs I (2(J+1)N ) 3 
3
+O(J(J +1)N
2 ), where I is the number of iterations and assumed to be fixed for all cases [21] . The advantage of hierarchical DCS is that it can be implemented through multiple steps, and the J signals can be categorized into Γ groups. Let's assume also that one level of partitioning is adequate to compute the joint sparse recovery of signals, which means the common components of 2 ). Thus, the total computational cost required to recover the common component jointly using Hierarchical DCS is upper bound by
The computational cost has decreased by a factor of Γ 2 . For instance, let's suppose that the sparse representation of J = 20 jointly sparse signals with N = 256 is required to be recovered. DCS with l 1 -norm minimization costs I4.14 × 10 11 + O(2.75 × 10 7 ). If we divide the set of signals to Γ = 4 groups, I4.43 × 10 10 + O 3.28 × 10 6 . The computational cost of regular implementation is 9.36 + O(8.4) times greater than the hierarchical-based implementation, which is more than 10 times faster.
OMP is estimated to cost 
E. Error Bound
Jointly recovering the sparse representation of a set of signals faster is not costless in that since the problem of finding the sparse representation of the set of signals jointly is divided to Γ different jointly sparse recovery problem, thus increasing the reconstruction error.
Assuming we want to recover Θ from the observation vector X, it is shown [22] that the reconstruction error from the l 1 -norm optimization problem min Θ 1 s.t. X = ΦΘ is bounded by:
where X − ΦΘ 2 ≤ ǫ, and the constant C v depends on δ 4v the 4v-restricted isometry constant of Φ.
However, most signals are not exactly sparse, rather approximately sparse. The coefficient vector Θ of such signals can be truncated with the v largest coefficients, Θ v . Then, the error bound for the approximately sparse signals follows:
DCS recovers the common component and innovation components jointly within one l 1 -norm optimization problem, which means the vector Θ incudes the sparse coefficients of all signals. Thus, the error bound for DCS joint recovery can be computed in terms of its components, z c , w c,γ and w j , using Eq. 14.
where we define the truncated vector Θ v as a vector with Jv nonzero entities. Each coefficient vector inΘ corresponding to J signals are truncated using the v largest values. The truncated vector Θ v is built from the these J truncated coefficient vectors. The upper bound for DCS is:
In order to calculate the upper error bound of the hierarchical DCS, we partition the dataset into Γ subsets. Each subset requires a l 1 -norm optimization problem, and the global common component is recovered through another l 1 -norm optimization problem, which leads to the total Γ + 1 optimization problem.
Theorem A: Let's assume that X = ΦΘ is a vector of J jointly sparse signals following the signal model in Eq. 7, Φ is the dictionary built from φ c , ψ i s, and φ j s. Φ has v-restricted isometry constant δ v , and X − ΦΘ 2 ≤ ǫ. Then, the error made by the hierarchical DCS recovering the jointly sparse representation of J signals is bounded by:
where C 1,v and C 2,v depend on δ 4v [22] .
Proof : Following the upper bound error provided by Eq. 14, the upper error bound for the γ − th subset is:
The constants C 1,v,γ and C 2,v,γ depend on the v-restricted isometry constant, δ v,γ , of the matrix Φ γ . Since Φ γ is the submatrix of Φ, the relationship between the local isometry δ v,γ and the global isometry δ v , the v-restricted isometry constant of the matrix Φ, is as follows [23] :
Therefore, we can conclude that:
(20) After calculating the sparse representation of Γ subsets, the last l 1 -norm optimization step finds the common part among their outputs. The recovery error from this last step is calculated similarly using Eq. 14, as follows:
Therefore, the total recovery error for the proposed algorithm is bounded by:.
Comparing the error bounds of DCS and hierarchical DCS in Eq. 16 and Eq. 17 imply that the upper error bound of hierarchical DCS is larger than that of DCS by
IV. APPLICATIONS In the first experiment, a sequence of 9, 512×512-images of the toy vehicles is chosen for background extraction purposes [24] , where the images consist of a common background scene and moving objects. The images are downsampled to 80 × 80 due to computation time and memory limitations. All 9 images are vectorized, Λ = {x j ∈ R 6400 ; ∀j ∈ {1, 2, . . . , 9}} with x j = b c + f j where b c is the background scene and f j is the moving object corresponding to the jth frame. The 6400 × 6400 identity matrix I 6400 is used as the bases for the common and innovation components (background and foreground), φ c = φ j = I 6400 . The background of the set of images, Λ, is extracted first using DCS method.
The same set of 80 × 80 images is then used to evaluate the performance of the H-DCS algorithm. The set of 9 images are partitioned into Γ = 3 sets by placing the consecutive images into the same subset. The identity matrix is selected as the bases for the common and innovation components, φ c = φ j = I 6400 . The common component of each subset is extracted separately through the l1-norm optimization problem (Eq. 10), yielding u γ , γ ∈ {1, 2, 3}. We use the common components of these three subsets to extract the global common component, b c , the background solving another l1-norm optimization problem.
H-DCS is also applied to the same sequence of images downsampled to 128 × 128. All images are vectorized to form the signal set Λ = {x j ∈ R 6400 ; ∀j ∈ {1, 2, . . . , 9}}. Every three consecutive images are grouped into one subset. Fig. ? ? shows the three frames from the original sequence and the foreground extracted by DCS and H-DCS for different image sizes. The original DCS is not capable of extracting the background from images with size 128 × 128 due to memory and computational time requirements. The downsampled background obtained from hierarchical DCS is compared with the background extracted using DCS. Table I shows the computational time and PSNR for this set of experiments. By comparing the third and fourth rows of Fig. ? ?, we can see that there is some misidentification of the moving objects in the hierarchical DCS method, which can be justified through the larger error bound of hierarchical DCS. In the fourth row, there are some artifacts or distortion between the two vehicles, mostly due to the different location of the vehicles. These distortions show the movement of the vehicles in the sequence of the images. These distortions do not exist in the foreground detected using DCS. However, as the dimension of the images grows, the distortion from H-DCS decreases (the fifth row of Fig. ??) since there are a larger number of coefficients in Θ which allows the optimization problem to find a better combination of coefficients to reduce the error. This explains the improvement in MSE and PSNR in Table I . Note that the distortion can also be decreased through tightening the conditions of the optimization problem, which will slightly increase the convergence time.
In the second experiment, a sequence of 11 frames of a surveillance video showing pedestrians is considered and downsampled to 64 × 64 (first row of Fig. ??) [?]. 11 images are vectorized, as Λ = {x j ∈ R 4096 ; ∀j ∈ {1, 2, . . . , 11}}, and stacked to form X in Eq. 3. First, the 4096×4096 identity matrix I 4096 is used as the bases for the common and innovation components (background and foreground), φ c = φ j = I 4096 . The background of the same set of images are extracted using H-DCS by partitioning the set of images into three subsets, Γ = 3. The bases for common and innovation components are chosen to be the identity matrix, I 4096 . Next, the same experiments are performed using different bases; DCT for the common component and identity for the innovation component, for both DCS and H-DCS methods. Table II summarizes the computational time and PSNR for the two methods. Fig. ? ? shows the detected moving objects for three different frames. By comparing the second and fourth rows, it can be seen that the visual quality of the background is improved by changing the bases. The same improvement is visible in the fifth row compared to the third row; the misidentified moving objects are less when the bases of the common component is DCT. Nevertheless, H-DCS still has more misidentified moving objects compared to DCS method. 
V. CONCLUSIONS
Joint sparse recovery approximates a set of input signals simultaneously through linear combinations of dictionary elements. The joint sparse recovery algorithm uses the minimum number of bases while it keeps the error between the approximation and the input signals small. In this paper, we proposed a hierarchical DCS algorithm to jointly recover the set of signals. The experimental results on video data illustrate the reduced computational cost with some increased distortion in the recovered foreground objects. Future work will consider multi-stage implementations of H-DCS to further reduce the computational time.
