Abstract: We consider asymptotic hypothesis testing (or state discrimination with asymmetric treatment of errors) between an arbitrary fixed bipartite pure state |Ψ and the completely mixed state under one-way LOCC, two-way LOCC, and separable POVMs. As a result, we derive the Hoeffding bounds under twoway LOCC POVMs and separable POVMs. Further, we derive a Stein's lemma type of optimal error exponents under one-way LOCC, two-way LOCC, and separable POVMs up to the third order, which clarifies the difference between one-way and two-way LOCC POVM. Our study gives a very rare example in which the optimal performance under the infinite-round two-way LOCC is also equal to the one under separable operations, and can be attained with two-round communication, but cannot be attained with the one-way LOCC.
Introduction
When a distant bipartite system is given as two parties, Alice and Bob, it is natural to restrict their operations to local operation and classical communication (LOCC) because it is not so easy to realize a quantum operation across both of the distant systems. LOCC operations can be classified by the direction of classical communication. When the direction of classical communication is restricted to only one direction, the LOCC operation is called a one-way LOCC. Otherwise, it is called a two-way LOCC. Indeed, although a one-way LOCC operation requires only one-round classical communication, a two-way LOCC operation does plural-round classical communication. In this case, a two-way LOCC protocol with k-round classical communication has k + 1 steps For example, in the case of 2-round classical communication, the total protocol is given as follows when the initial operation is done by Alice: First, Alice performs her operation with her measurement and sends her outcome to Bob. Second, Bob receives Alice's outcome, performs his operation with his measurement, and sends his outcome to Alice. Third, Alice receives Bob's outcome and performs her measurement.
To consider the relation between accessible information and these kinds of restrictions for the operations, many studies investigated hypothesis testing for the quantum state with LOCC restriction for our measurement [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] . When our operations are limited to one-way LOCC operations or two-way LOCC operations, the hypothesis testing is called local hypothesis testing. If we do not impose any constraint for our measurement, a general asymptotic theory has been established even for the quantum case when multiple copies of the unknown states are available. For example, Hiai et al. [51] and Ogawa et al. [48] derived the quantum version of Stein's bound [37] , i.e., the optimal exponent of the second error under the constant constraint for the first error. Audenaert et al. [33] and Nussbaum et al. [43] did the quantum version of the Chernoff bound [37] , i.e., the optimal exponent of the sum of the first and second errors. Other papers [34, 42] did the quantum version of the Hoeffding bound [44, 49, 50] , i.e., the optimal exponent of the second error under the exponential constraint for the first error. However, when we impose the one-way or two-way LOCC constraint on our measurement, these problems become very difficult, and they have not been solved completely. In particular, it is quite difficult to solve these problems in a general setting.
To avoid a difficulty caused by generality, this paper discusses the problem of distinguishing a given pure entangled state |Ψ from the white noise state, i.e., the completely mixed state. In the non-asymptotic setting, [15] addressed the problem under the constraint that the given pure entangled state is detected with probability 1, and [36] did it in a more general setting. In particular, [36] proposed concrete two-round classical communication two-way LOCC protocols that are not reduced to one-way LOCC. Then, [38] extended the problem to the case when the entangled state is given as the n-copy state of a certain entangled state. As asymptotic results, it showed that there is no difference between one-way and two-way LOCC for the Stein's bound, i.e., the optimal exponent of the second error under the constant constraint for the first error. To make an upperbound of the optimal performance in the two-way LOCC case, these papers [15, 36, 38] also considered the performance of the case of separable measurements, which can be easily treated because of their mathematically simple forms.
However, [38] could not derive the Hoeffding bound for two-way LOCC, i.e., the optimal exponent of the second error under the exponential constraint for the first error, while it derived it for one-way LOCC. Further, even under the constant constraint for the first error, the paper did not consider the higher order of the decreasing rate of the second error. Indeed, in information theory, Strassen [41] derived the decreasing rate of the second error up to the third-order log n under the same constraint in the classical setting when n is the number of available copies. Tomamichel et al [46] and Li [45] extended this result up to the second order √ n. In this paper, we derive the Hoeffding bound for two-way LOCC and the optimal decreasing rate of the second error under the constant constraint for the first error up to the third-order log n for one-way and two-way LOCC. We also derive them for separable measurements. Then, we find the following:
(1) There is a difference in the Hoeffding bound between the one-way and twoway LOCC constraints unless the entangled state |Ψ is maximally entangled.
(2) There is no difference in the Hoeffding bound between two-way LOCC and separable constraints. (3) The optimal decreasing rate of the second error under the constant constraint for the first error has no difference between the one-way and two-way LOCC constraints up to the second order √ n. (4) The optimal decreasing rate of the second error under the constant constraint for the first error has a difference between the one-way and two-way LOCC constraints in the third order log n. unless the entangled state |Ψ is maximally entangled. (5) The optimal decreasing rate of the second error under the constant constraint for the first error has no difference between the two-way LOCC and separable constraints up to the third order log n. (6) Three-step two-way LOCC protocol proposed in [36] can achieve the Hoeffding bound for two-way LOCC. (7) The three-step two-way LOCC protocol proposed in [36] can achieve the optimal decreasing rate of the second error under the constant constraint for the first error up to the third-order log n for two-way LOCC.
The organization of the paper is as follows: In Section 2, we summarize the known results for simple hypothesis testing, and explain the main results with preparing the mathematical descriptions of our hypothesis testing problem. Then, we derive the analytical expressions of the optimal error exponents under one-way LOCC POVMs in Section 3. Next, in Section 4, we derive the analytical expressions of the optimal error exponents under separable LOCC POVMs. For this derivation, we discuss a specific composite hypothesis testing.
In Section 5, we analyze a special class of two-round classical communication LOCC (thus, two-way LOCC) protons for this local hypothesis testing problem. Finally, we summarize the results of our paper in Section 6. Our notation is the same as our previous paper [38] . So, it might be helpful for readers to refer the list of notations given in the appendix of [38] .
Preliminary and main results
2.1. Preliminary I: General quantum hypothesis testing. This paper mainly treats the hypothesis testing in a bipartite quantum system and its n-copies extension. For this purpose, we firstly discuss the hypothesis testing in a general quantum system H and its n-copies extension. In quantum hypothesis testing, we consider two hypotheses, the null hypothesis and the alternative hypothesis. When the hypothesis consists of one element, it is called simple. Otherwise, it is called composite. This paper mainly addresses simple hypotheses, but discusses a composite hypothesis partially. Here, we assume that the null hypothesis is a state ρ and the alternative hypothesis is state σ. In the n-copies setting, the quantum system is given by H ⊗n . Then, the null and alternative hypotheses are the states ρ ⊗n and σ ⊗n . Our decision is given by a two-valued POVM consisting of two POVM elements T n and I n − T n , where I n is the identity operator on H ⊗n and T n is an positive-semi definite operator on H ⊗n . When the measurement outcome corresponds to T n , we judge an unknown state as σ ⊗n , and when the measurement outcome is I n − T n , we judge the unknown state as ρ ⊗n . Thus, type-1 error is written as
and type-2 error is written as
The optimal type-2 error under the condition that the type-1 error is no more than a constant α ≥ 0 is written as
Now, we give the asymptotic properties of β n (α|ρ σ). For this purpose, we introduce the cumulative distribution function (CDF) of the standard normal
dy, the quantum relative entropy D(ρ σ) := Trρ(log ρ − log σ), and the quantities V (ρ σ) := Trρ(log ρ − log σ − D(ρ σ)) 2 , and ψ(s|ρ σ) := − log Trρ 1−s σ s . Then, we have the asymptotic expansions [41, 44, 49, 50] 
when V (ρ σ) > 0. The expansions (4) and (5) In this paper, we define d defined by
and consider asymptotic hypothesis testing between n-copies of an arbitrary known pure-bipartite state |Ψ with the Schmidt decomposition as
and n-copies of the completely mixed state (or the white noise)
under the various restrictions on available POVMs: global POVMs, separable POVMs, one-way LOCC POVMs, and two-way LOCC POVMs [56, 57] . We choose the completely mixed state ρ ⊗n mix as a null hypothesis and the state |Ψ ⊗n as an alternative hypothesis. As variants of β n (α|ρ σ), the optimal type-2 error under the condition that the type-1 error is no more than a constant α ≥ 0 is written as
where C is either →, ↔, Sep, or g corresponding to a classes of one-way LOCC, two-way LOCC, separable and global POVMs, respectively. Here, we note that although →, Sep, and g are compact sets, ↔ is not compact by its original definition [52] . Further, we denote the class of two-way LOCCs with k-round classical communication by ↔, k. In this notation, ↔, 1 is equivalent to →. Hence, in this paper, the class ↔ is defined as a closure of the set of all twoway LOCC POVMS, which involves infinite-step LOCC protocols as well [3, 25, 53, 54, 55] . This definition of the class ↔ justifies the use of min in Eq.(10) in the case of C =↔. In the global POVMs g, since
as is shown in [38] , we have
and the following expansions
To discuss the remaining cases, we introduce the Rényi entropy H 1−s (Ψ ) of the entangled state |Ψ and its derivative as follows.
and H 1 (Ψ ) is defined as the limit lim s→0 H 1−s (Ψ ). By using the Rényi entropy H 1−s (Ψ ), the entropy of the entanglement E (|Ψ ), the Schmidt rank R S (|Ψ ) [56, 57] , and the logarithmic robustness of entanglement LR(|Ψ ) [58, 59] are characterized as
In the following, for the unified treatment, we only use the notation H 1−s (Ψ ). We also prepare the quantity V (Ψ ) :
2 . Then, our previous paper [38] showed the following propositions. The Stein bounds are given as follows. 
for n ≥ N . Further, for a given ǫ > 0, we have the following expansion.
The Hoeffding bounds are characterized as follows.
Proposition 2.
[38, (40) and (110)] We have the following relation.
This relation implies the following equation for r ≥ r
Further, when r ≥ log d − H 1/2 (Ψ ) we have
2.3. Main results. In this subsection, we give a short description of the main results of this paper. As a refinement of Proposition 1, we obtain the following theorem for Stein-Strassen bounds.
Theorem 1. For a given ǫ > 0, we have the following expansion.
The relations (24) and (25) show that the difference between log β n,→ (ǫ|Ψ ρ mix ) and log β n,↔ (ǫ|Ψ ρ mix ) exists only in the order log n. For the Hoeffding bounds of two-way LOCC and separable cases, we obtain the following theorem.
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Since H 1+s 2 (Ψ ) is monotone decreasing for s, the supremum sup 0≤s<1
In this case, the Hoeffding bounds for two-way LOCC and separable cases coincide with the right hand side of (23) . Since the convexity of sH 1+s (Ψ )
this argument can be regarded as an extension of (23) in Proposition 2.
The right hand sides of (21) and (26) are numerically calculated as Figs. 1 and 2 when the pure entangled state |Ψ is given as a pure state |Ψ (λ) :
where 
Hypothesis testing under one-way LOCC POVMs
In this section, we consider the case of C =→, that is, the local hypothesis testing under one-way LOCC POVMs. In this case, we focus on the state
where {|i ⊗ |j } i,j is the Schmidt basis of |Ψ (see Eq. (8)). Then, our hypothesis testing is reduced to that with states σ Ψ and ρ mix . That is, the last paper [38] showed the following lemma: 
where the optimal type-2 error probability β n,→ (α|ρ σ) are defined by Eq. (10).
applying (6) to the commutative states ρ = ρ mix and σ = σ Ψ , Proposition 3 yields (24) . Similarly, applying (5), Proposition 3 reproduces the existing result (21) . Therefore, we obtain the results for the one-way LOCC case.
Hypothesis testing under separable POVM
4.1. Hypothesis testing with a composite hypothesis. In this subsection, in order to consider the hypothesis testing under separable POVM for a pure state
we consider a specific composite hypothesis testing on (C d ) ⊗n as follows. The following type of composite hypothesis testing plays a key role for our analysis on our hypothesis testing in the bipartite system. The null hypothesis is given as the pure state |ψ ⊗n in the n-tensor product system (C d ) ⊗n . To give the alternative hypothesis, we introduce a notation. In the quantum system (C d ) ⊗n , the basis |i 1 ⊗ · · · ⊗ |i n is simplified to |J by using J ∈ {1, . . . , d} n . Hence, the quantum system (
, where |φ
where
d ⊗n , the type-1 error α n (S n ) and the type-2 error β n (S n ) are defined as
where I n d is an identity operator on (C d ) ⊗n . The optimal type-2 error under the restriction of the condition that the type-1 error is no more than α ≥ 0 can be written as
In the following part of this subsection, we often abbreviate β n (α|ψ) as β n (α). Now, we define the subset S n (R) := {J ∈ D n | − log p n J ≤ R} of D n , and the normalized vector |ψ n (R) := J ψ n,J (R)|J as
We also employ the notations a n (R) :
Then, we have the following theorem.
Proposition 4 (Theorem 4 of [36] ). For any n and R > 0, we have
Now, we regard D n as the probability space with the distribution p n J . Then, − log p n J can be regarded as a random variable on the probability space D n . Then, we define the distribution function:
Since F n is not continuous or one-to-one, we introduce two kinds of the inverse functions as follows.
We also consider measuresP 1/2 aŝ
on D. We define
Since a n (R) = 1 − (
Hence, log β n (ǫ|ψ) = 2 log β n (ǫ|P P 1/2 ) − n log d + O(1). Then, applying (6) to β n (ǫ|P P 1/2 ), we have log β n (ǫ|ψ) = 2 log β n (ǫ|P
=n(
because D(P P 1/2 ) = −H(P )/2 and V (P P 1/2 ) = V (P )/4. Now, we define the Rényi entropy
Then, we have ψ(s|P 1/2 P ) = − 1−s 2 H 1+s 2 (P ). Applying (5) to log β n (e −nr |P P 1/2 ), we have log β n (e −nr |ψ) = 2 log β n (e 
of |Ψ . Then, we have the following theorem.
Proposition 5 (Theorem 5 of [36] ).
where d max is defined as
Combining (51) and (48), we find that β n,sep (ǫ|Ψ ρ mix ) can be given by (25) 
Similarly, combining (51) and (50), we find that β n,sep (e −nr |Ψ ρ mix ) can be given by (26).
Hypothesis testing under two-way LOCC POVM
5.1. Construction of two-round classical communication protocol. In this section, we consider the case of C =↔, that is, the local hypothesis testing under two-way LOCC POVMs. In the previous paper [36] , we proposed a specific class of tworound classical communication two-way LOCC protocols that are not reduced to one-way LOCC. In this subsection, we review the construction of this kind of two-round classical communication two-way LOCC protocols. Then, in the latter subsections, we show that this kind of two-round classical communication two-way LOCC protocols can achieve the Hoeffding bound and Stein-Strassen bound for the class C = sep. For the state entangled state |Ψ := x∈X √ λ x |x ⊗ |x and the completely mixed state ρ mix , we choose a collection {m ω } ω∈Ω of non-negative measures on X satisfying that ω∈Ω m ω (x) ≤ 1 for any x ∈ X . Here, ω ∈ Ω is an index indicating the measure m ω . For a measure m ω on X , we denote the cardinality of the support of m ω by |m ω | and define the operator
Then, for a collection {m ω } ω∈Ω of non-negative measures on X , we define the operator M c def
Then, we can define the POVM M := {M ω } ∪ {M c }. Using the collection {m ω } ω∈Ω , we give a tree-step LOCC protocol to distinguish the two states |Ψ and ρ mix as follows: 
where σ A def = Tr B |Ψ Ψ |, and T is the transposition in the Schmidt basis of |Ψ . When Alice's measurement result k is 0, Alice and Bob conclude the unknown state to be |Ψ , and otherwise they conclude the unknown state to be ρ mix .
Here, the above two-round classical communication protocol depends only on the collection {m ω } ω∈Ω of non-negative measures on X . Hence, we denote the test given above by T [{m ω } ω∈Ω ]. Then, we have the following proposition.
Proposition 6 (Lemma 4 of [36]). The first and second error probabilities of the test T [{m
5.2. Hoeffding bound. Now, we apply the above two-round classical communication protocol to the case of |Ψ = |Ψ ⊗n with |Ψ := x∈X √ λ x |x, x . Then, we give a two-round classical communication protocol to achieve the Hoeffding bound sup 0≤s<1 
Hence, it is enough to give the following two kinds of protocols; One is a protocol, in which, the exponential decreasing rates of the first and the second kinds of error probabilities are r and sup 0≤s≤1/2 −s(r−log dAdB+H1−s(Ψ )) 1−2s
′ . The other is a protocol, in which, the first kind of error probability is zero and the exponential decreasing rate of the second kind of error probability is log d A d B − H 1/2 . Before constructing the protocol, we prepare the following lemma.
In particular,
min
Using the above lemmas and the type method, we make a protocol as follows. For this purpose, we prepare notations for the type method. When an n-trial data
n is given, we focus on the distribution p(x) := #{i|xi=x} n , which is called the empirical distribution for the data x n . In the type method, an empirical distribution is called a type. In the following, we denote the set of empirical distributions on X with n trials by T n . The cardinality |T n | is bounded by (n + 1) |X |−1 [47] , which increases polynomially with the number n. That is,
This property is the key idea in the type method. When T n (Q) represents the set of n-trial data whose empirical distribution is Q, the cardinality |T n (Q)| can be evaluated as [47] :
where ⌈a⌉ is the minimum integer m satisfying m ≥ a, and ⌊a⌋ is the maximum m satisfying m ≤ a. Since any element x ∈ T n (Q) satisfies
we obtain an important formula
Now, we are ready to mention the main theorem of this subsection.
Theorem 3. For any r < − 1 4 H 1/2 (Ψ ) ′ and n, there is a collection {m n,ω } ω of non-negative measures on X n such that
For any n, there is a collection {m n,ω } ω of non-negative measures on X n such that
This theorem guarantees that
Since lim sup n→∞
n log β n,sep (e −nr |Ψ ρ mix ) = H ↔ (r|Ψ ρ mix ), we obtain (26) . Construction of a collection of non-negative measures with r < log d−
′ : First, we consider the case r < log d −
′ . We choose a collection of nonnegative measures on X n by employing the type method as follows. We give three disjoint subsets of types as follows.
We choose the element P n ∈ T ′ n that is closest to P among elements in T ′ n . We define the subset T ′′ n := T ′ n \ {P n }. Then, we divide the set T n (P n ) to |T n,r | disjoint sets T n (P n ) Q ( Q ∈ T n,r ) whose cardinalities are ⌈|T n (P n )|/|T n,r |⌉ or ⌊|T n (P n )|/|T n,r |⌋. For a type Q ∈ T n,r , we divide the set T n (Q) to ⌈|T n (Q)|/|T n (P n ) Q |⌉ disjoint sets T n (Q) 1 , . . . , T n (Q) ⌈|Tn(Q)|/|Tn(Pn)Q|⌉ whose cardinalities are less than |T n (P n )|.
Hence, for Q ∈ T n,r , (64) yields that
and (62) yields that
For a subset T n (Q) with Q ∈ T ′′ n , we define the non-negative measure m Q,1 on X n as
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For a subset T n (Q) j , we define the non-negative measure m Q,j on X n as
Hence, the cardinality |m Q,j | is less than 2|T n (P n ) Q |. We have
and
The above discussion gives the collection {m Q,j } Q,j of non-negative measures on X n .
Proofs of (65) and (66): Now, we evaluate the two kinds of errors for the above collection of non-negative measures. The first kind of error probability is evaluated as
where (a) follows from (74) and (75), (b) follows from (70) and (71), and (c) follows from the inequality min Q∈Tn,r D(
The second kind of error probability is evaluated as
where (a) follows from (64). Construction of another type of collection of non-negative measures: Next, we consider the case r = log d A d B − H 1/2 (Ψ ). In this case, we choose the three disjoint subsets of types as follows.
Then, we define the collection {m Q,j } Q,j of non-negative measures on X n in the same way. Proofs of (67) and (68): Trivially, we have (68). Due to (82), we have (67).
5.3.
Proof of Lemma 1. Now, we show Lemma 1. For θ, we define the distribution P θ as
Then, for r < −H 1 (Ψ ), we define θ(r) ∈ (0, 1] as
Lemma 2. For r < −H 1 (Ψ ), we have
Proof: Define the function ϕ(θ) := log x∈X P 1−θ (x). Since ϕ ′′ (θ) > 0, the function ϕ(θ) is strictly convex. We have
. The derivative of the numerator is −θϕ ′′ (θ) < 0 when
f (θ) is realized when f ′ (θ) = 0, which is equivalent with ϕ(θ) + r − θϕ ′ (θ) = 0, i.e., D(P θ P ) = r. This condition is equivalent with θ = θ(r). Therefore, sup 0≤s≤ 
Combining Lemma 2 and 3, we obtain Lemma 1. Proof: When a distribution Q satisfies H(Q) = H(P θ ) with θ ∈ [0, 1], we have
Hence,
Now, we proceed to the proof of (82). (83) implies that
Since min
In the proof of Lemma 2, we show that
, we obtain (82). such that
(87)
Now, we are ready to mention the main theorem of this subsection. Applying Proposition 6 to the collection of measures given in Lemma 4, we have the following lemma.
Theorem 4.
There is a collection {m n,ω } ω of non-negative measures on X n such that
In Subsection 4.2, we have already shown that β n,sep (ǫ|Ψ ρ mix ) can be given by (25) . Hence,
. Theorem 4 guarantees the opposite inequality. Hence, we obtain the remaining part of (25) .
Construction of a collection of measures:
Now, to show Lemma 4, we construct a collection of measures {m k } Mn k=0 as follows. For this purpose, we define the real number c as the maximum real number c 0 such that log P (x) − log P (x ′ ) is an integer times of c 0 for any x, x ′ ∈ X . When such a real number c 0 exists, we call the random variable log P (x) − log P (x ′ ) lattice. When such a real number c 0 does not exist, it is called non-lattice, and we choose c to be an arbitrary positive real number. We fix a, b > 0 such that c > a.
Then, we have the following lemma.
Lemma 5. The function f (t) := min s≥0 −sH 1+s (Ψ ) + (1 + s)(H 1 (Ψ ) − ct) − (H 1 (Ψ ) − b − at) monotone decreasing for t > 0, and there uniquely exists t 0 > 0 such that f (t 0 ) = 0.
Proof: Since f (t) = b+min s≥0 s(H 1 (Ψ )−H 1+s (Ψ ))−(sc+c−a)t and sc+c−a > 0, f (t) is strictly monotone decreasing for t > 0. Since H 1 (Ψ )− H 1+s (Ψ ) ≥ 0 with s ≥ 0 and its equality holds only with s = 0, we have f (0) = b + min s≥0 s(H 1 (Ψ ) − H 1+s (Ψ )) = b > 0. On the other hand, for a fixed s ≥ 0, b + s(H 1 (Ψ ) − H 1+s (Ψ )) − (sc + c − a)t goes to −∞ when t goes to the infinity. Hence, f (t) goes to −∞ when t goes to the infinity. Thus, there uniquely exists t 0 > 0 such that f (t 0 ) = 0.
Then, we choose t ∈ (0, t 0 ), and define
For k ≤ k n , we define M n subsets R k,n,1 , . . . , R k,n,Mn of R k,n , whose cardinalities are N k,n . We define the measure m j (j = 1, . . . , M n ) as follows. The support of m j is S j,n := ∪ kn k=0 R k,n,j . For x ∈ ∪ kn k=0 R k,n , the relation Mn j=1 m j (x) = 1 holds. Proofs of (88) and (89):
For proofs of (88) and (89), we prepare the following lemma.
Lemma 6.
log max k=0,...,kn
Proof: Define
Then, we have
Similarly,we can show that
Define the distribution function
In the following, we consider the non-lattice case. Now, we employ the saddle point approximation method given in [61, Theorem 2.3.6], [60] . As is known as Cramér-Esséen theorem [39] [p. 538], there exist a constant S and a function c n such that
and |c n (t)| → 0, which is uniformly convergent on compact sets. Thus, we obtain (97). Hence,
Thus,
with v 0 = ck/ √ n, which implies (96). Further,
Therefore, the combination of (98) and (103) yields (94), and the combination of (99), (100) and (104) does (95). Now, we consider the lattice case. The range of the map v is contained in {a n + ck √ n } k by choosing a suitable real number a n with |a n | ≤ 
Hence, (105) implies (96). Further, the combination of (98) and (105) yields (94), and the combination of (99), (100) and (106) does (95).
Using Lemma 6, we can show the following lemma.
Lemma 7.
There exist an integer N and a real number C such that any integer n ≥ N satisfies the following conditions. The inequalities
hold.
Therefore, we obtain (88) and (89) 
As is shown in Lemma 6, we have lim n→∞ 1 n log |R 0,n | = H 1 (Ψ ).
Hence, we have lim n→∞ 1 n log |R t ′ n,n | N t ′ n,n = f (t ′ ) > 0 (112) for t ′ < t. Hence, when n is sufficiently large, we have (107). Therefore, for
x ∈ R k,n and k ≤ k n , the relation ⌊ 
N n e −ka ) 4e c kn k=0 P n (R k,n ) N k,n ) x∈X n P n (x)m j (x) x∈X n P n (x)m j (x) 2 =nH 1 (Ψ ) + √ n V (Ψ )Φ −1 (ǫ) − 1 2 log n − 1 2 log n + O(1).
Hence, we obtain (108).
Conclusion
In this paper, we have treated local asymptotic hypothesis testing between an arbitrary known bipartite pure state |Ψ and the completely mixed state ρ mix . As a result, we have clarified the difference between the optimal performance of one-way and two-way LOCC POVMs. Under the exponential constraint for the type-1 error probability, there clearly exists a difference between the optimal exponential decreasing rates of the type-2 error probabilities under one-way and two-way LOCC POVMs. However, when we surpass the constraint for the type-1 error probability, this kind of difference is very subtle. That is, there exists a difference only in the third order for the optimal exponential decreasing rates of the type-2 error probabilities under one-way and two-way LOCC POVMs. This difference has been given as Theorem 1, which is called Stein-Strassen bound. Further, it is remarkable that the optimal performance under the two-way LOCC POVMs can be attained with two-round communication. That is, we do not need to apply many times communication to achieve the optimal bound. This suggest that the optimal testing can be experimentally realized. To show the achievability by two-round communication, we employ the saddle point approximation method given in [61, Theorem 2.3.6], [60] . We believe that this method becomes very strong approach for several topics in quantum information.
