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How well is the vacuum Kerr geometry a good description of the dark, compact objects in our
universe? Precision measurements of accreting matter in the deep infrared and gravitational-wave
measurements of coalescing objects are finally providing answers to this question. Here, we study
the possibility of resonant excitation of the modes of the central object – taken to be very com-
pact but horizonless – during an extreme-mass-ratio inspiral. We show that for very compact
objects resonances are indeed excited. However, the impact of such excitation on the phase of the
gravitational-wave signal is negligible, since resonances are crossed very quickly during inspiral.
I. INTRODUCTION
A remarkable feature of classical General Relativity
is that vacuum spacetime can be curled to the extreme
point of producing horizons, the boundaries of causally
disconnected regions of spacetime that cloak singulari-
ties from far away observers. Such extraordinary prop-
erty requires strong observational evidence for black holes
(BHs), a quest that should be placed alongside tests of
the equivalence principle. In addition, dark compact
objects are predicted to arise, at a phenomenological
level, either when quantum effects are included or when
beyond-the-standard model of particle physics is consid-
ered [1].
Thus far, tests of the BH nature of compact objects
which are based on gravitational-wave (GW) observa-
tions rely on i. small corrections to the GW phase as two
compact bodies inspiral, driven by different multipolar
structure, tidal deformation and heating [2–8]; ii. echoes
of the merger stage, induced by the presence of structure
close to the gravitational radius of the final object [9–18].
For a review see Ref. [1].
Here, we study instead the possibility that the proper
modes of oscillation of compact objects are excited and
play a role in the inspiralling process. Previous studies
focused on a special class of solutions – boson stars –
which have a well defined underlying theory and are of
interest from a particle-physics point of view. Resonant
excitation of modes was found to be possible [19]. How-
ever, such self-gravitating solutions are never as compact
as to be able to mimic the ringdown stage of BHs [1].
Therefore, here we turn to a (artificial) model describing
the physics of objects whose surface sits deep down the
gravitational potential 1. The compact object is assumed
1 Ultracompact objects – so-called gravastars – were investigated
in Ref. [20]; it was shown that resonances can be excited during
inspiral, but a proper detectability analysis was not performed.
to be spherically symmetric. The exterior is vacuum and
therefore described by the Schwarzschild geometry, down
to the (hard) surface at
r0 = 2M(1 + ǫ) . (1)
We consider both a toy model where a scalar particle
orbits the compact object and a more realistic extreme-
mass-ratio inspiral, driven by GW emission.
II. RESULTS
We used matched asymptotic expansions to solve the
relevant wave equations describing linearized scalar (s =
0) and gravitational (s = 2, odd parity only) fields, ex-
cited by a pointlike charge γ and mass m0, respectively.
The pointlike object orbits the central mass M on a cir-
cular geodesic of radius rp ≫ M . The technical details
are relegated to appendices. The system emits scalar
and gravitational waves. We are mostly interested in the
possibility of excitation of the internal degrees of free-
dom of the massive object, and on the possibility that
such excitations show up in the detected signal. We will
assume, for simplicity, Dirichlet boundary conditions on
the relevant master variables at the surface of the com-
pact object. Gravitational fluctuations will most likely
not interact significantly with any putative surface, but
would cross unimpeded towards the center of the star,
where they would be reflected. Thus, these artificial con-
ditions are expected to mimic the physics we want to
study.
A. Resonant frequencies
The angular dependence of the fields is separated using
spin-s spherical harmonics labeled by an angular number
ℓ and an azimuthal number m. Define ̟ = 2Mω. In the
2small ǫ regime, we find resonant or quasinormal frequen-
cies ω = ωR + iωI at (n = 1, 2, ...)
̟s=0 ≈ nπ
log ǫ
− i (2nπ)
2ℓ+2Γ(ℓ+ 1)6
4| log ǫ|2ℓ+3Γ(2ℓ+ 1)2Γ(2ℓ+ 2)2 ,
̟s=2 ≈ nπ
log ǫ
− i (2nπ)
2ℓ+2Γ(ℓ + 1)2Γ(ℓ− 1)2Γ(ℓ+ 3)2
8| log ǫ|2ℓ+3Γ(2ℓ+ 1)2Γ(2ℓ+ 2)2 .
These results agree with previous studies [1, 21].
To excite such quasinormal modes, the orbital fre-
quency Ω of the particle needs to be tuned, ωR = mΩ.
Thus, resonances occur when the radius of the circular
orbit is rp = M
1/3/|ωR/m|2/3 (see (A7)) with r0ωR ≃
nπ/ log ǫ. For the orbit to be stable, the radius should
be r > 6M , which implies that we focus on
ǫ < e−6
√
6nπ/m . (2)
B. Fluxes on and off resonance
In the absence of resonance with the central object, a
particle on a circular orbit of radius rp gives rise to a flux
whose dominant component is
E˙s=0 =
γ2m20M
2
24π2 r4p
, (3)
E˙s=2 =
32
5
m20M
3
r5p
. (4)
These fluxes correspond to the dominant dipolar and
quadrupolar modes of the field for s = 0, 2 respectively
and agree with known expressions in the literature (most
notably Einstein’s quadrupole formula). The structure of
the central object is irrelevant in this regime (and thus a
central BH would give rise to identical fluxes) [22].
However, when the orbital frequency approaches a res-
onance frequency, the flux has a sharp peak equal to
E˙s=0 ≈ γ
2m20m
2ℓ/3
M2214ℓ/3+2
Γ(2ℓ+ 2)3Γ(2ℓ+ 1)4(γ + ψ(ℓ+ 1))2 (log ǫ)
10ℓ/3
(nπ)10ℓ/3Γ(ℓ+ 1)12
, (5)
E˙s=2 ≈ m
2
0
M2
m4ℓ/3
(nπ)10ℓ/3
(log ǫ)10ℓ/3
2πΓ(2ℓ+ 2)3Γ(2ℓ+ 1)2(ℓ+ 1)4[2γ + ψ(ℓ− 1) + ψ(ℓ+ 3)]2
22ℓ/3Γ(−ℓ+ 1/2)2Γ(ℓ + 3)5Γ(ℓ− 1)3Γ(ℓ+ 1)2 . (6)
These resonances have a radial width in orbital frequency
of δΩ ∼ ωI , see (A51). Notice that for most parameters
of interest and for the dominant modes E˙ at resonance
is indeed larger than off-resonance.
C. Impact of resonances on EMRIs
The pace at which inspiral proceeds is determined –
within a quasi-adiabatic approach – by energy conser-
vation. An increased flux at resonance implies that the
inspiral towards an exotic horizonless objects proceeds
faster, when compared to BH binaries. In turn, this effect
might lead to an observable dephasing in gravitational
waveforms. On the other hand, these are very narrow
resonances and thus the accumulated energy release may
be small enough that the effect is negligible.
To estimate the impact on the GW phase, one can
compute the number of cycles accumulated during the
resonant stage,
Nres ∼
∫ ff
fi
f
f˙
df , (7)
where ff − fi ∼ ωI/2π is the resonance width and the
variation of the frequency can be computed from the or-
bital parameters in a quasi-adiabatic fashion,
f˙ ∼ −3f
2r
(
dEorb
dr
)−1
E˙ . (8)
Here
Eorb = m0
1− 2M/r√
1− 3M/r , (9)
is the gravitational binding energy of the small point par-
ticle.
The number of cycles should be compared to those in
a BH vacuum spacetime, NBH, obtained by using the
flux (4) in the previous expressions (we ignore fluxes
through the horizon, since these are subdominant [22]).
We find, for l = m = 2 and for the dominant fundamental
n = 1 mode
Nres ∼ 2.4× 10−11 10
−6
q
(
10
| log ǫ|
)43/3
, (10)
Nres
NBH
∼ 9.5× 10−11
(
10
| log ǫ|
)10
, (11)
3where q ≡ m0/M is the mass ratio. Thus, the small
object passes through resonances without any noticeable
effect on the GW output. Higher modes are necessarily
suppressed even further, since Eq. (2) forces ǫ to decrease
exponentially with n.
It is, in principle, possible that the number of cycles
spent in resonance is small, yet the signal is observ-
able. However, the time δt that it takes to cross the
resonance can be estimated using δt ∼ ωI/Ω˙orb, with
Ω˙orb = dΩ/dr dr/dEorbE˙. We find
δt ∼ 2.5× 10−8 M
106M⊙
10−6
q
(
10
| log ǫ|
)40/3
s . (12)
This corresponds to a high-frequency “glitch”, inaccessi-
ble by current or planned GW detectors.
D. Discussion
In conclusion, the inspiral of a small pointlike particle
around an ultracompact object can excite the character-
istic modes of the central object, which carry important
information on the nature of the latter. However, our
results indicate that such excitation does not have a sig-
nificant impact of the phase of the GW, and leads to only
a very high-frequency glitch. Thus, resonant excitation
of modes during inspiral is not a promising mechanism
to help constraining the nature of dark, ultracompact ob-
jects. Our results are based on a simple-minded model for
the supermassive object, it would certainly be desirable
to extend the analysis to other self-gravitating objects
whose surface lies extremely close to the Schwarzschild
radius.
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Appendix A: Scalar case
1. The setup
We start with a very simple toy problem, that of a
massless scalar field Φ around a compact horizonless ob-
ject of mass M in a spacetime background of metric gµν .
The scalar field will be excited by introducing a point-
like particle of massm0 coupled to it and orbiting around
the central object. The full dynamics is described by the
action
S[g,Φ] =
∫
d4x
√−g
(
R[g]
16π
− gµν∂µΦ∂νΦ∗ − 2γΦT
)
.
(A1)
Here R[g] denotes the Ricci scalar of the metric, γ > 0
is a coupling constant, and T is the trace of the stress
tensor of the particle.
We consider the point particle to be a small perturba-
tion. Thus, the background spacetime is fixed and taken
to be described by Schwarzschild exterior geometry, with
coordinates {t, r, θ, φ}. All that remains is to solve the
scalar field equation of motion coupled to the point-like
particle:
1√−g∂µ
(√−ggµν∂νΦ) = γT , (A2)
For this matter we expand the fields in Fourier modes of
frequency ω and in spherical harmonics Yℓm as:
Φ =
∑
ℓ,m
∫
dω√
2π
e−iωt
Zℓm(ω, r)
r
Yℓm(θ, φ) , (A3)
r2T =
∑
ℓ,m
∫
dω√
2π
e−iωtTℓm(ω)Yℓm(θ, φ) . (A4)
where ℓ ≥ 0, −ℓ ≤ m ≤ ℓ. For static backgrounds, one
finds the equation
d2Zℓm
dr2∗
+
(
ω2 − f
(
ℓ(ℓ+ 1)
r2
+ f ′/r
))
Zℓm = f
γ
r
Tℓm ,
(A5)
with f = 1− 2M/r, and r∗ denoting the tortoise coordi-
nate. The object has a surface at r = r0, or in tortoise
coordinates r∗ = r0∗, where we shall impose reflective
conditions.
2. The source
If τ denotes the proper time of the point particle along
the world line zµ(τ) = (T (τ), R(τ), ϑ(τ), ϕ(τ)), the cor-
responding stress-energy tensor is given by
T µν(x) = m0
∫ +∞
−∞
δ(4)(x − z(τ))dz
µ
dτ
dzν
dτ
dτ (A6)
= m0
dt
dτ
dzµ
dt
dzν
dt
δ(r −R(t))
r2
δ(2)(Ω− Ω(t)) ,
where the definition of the Dirac delta is taken as∫ ∫ ∫ ∫
δ(4)(x)
√−gd4x = 1. We shall consider a sta-
ble circular geodesic taking place in the equatorial plane.
4The particle will have an orbit of radius r = rp > 6M
and an orbital frequency given by Kepler’s law,
Ω2 =
M
r3p
. (A7)
Then
gµνTµν(x) =
−m0√−gU t δ(r−rp)δ(θ−π/2)δ(φ−Ωt) , (A8)
where U t(r) = (1− 3M/r)−1/2.
We can now solve the multipolar moments Tℓm(ω).
Equating (A4) with (A8), multiplying both sides by
eiω
′tY ∗ℓ′m′ and integrating on the sphere and in time, we
get2
Tℓm(ω) = −
√
2π
m0Y
∗
ℓm(π/2)
U t
δ(r− rp)δ(mΩ−ω) . (A9)
3. The formal solution
Define two independent solutions of the homogeneous
ODE (A5) as
Z1 ∼ e−iω(r∗−r
0
∗
) − eiω(r∗−r0∗) , r∗ → r0∗ , (A10)
∼ Aine−iωr∗ +Aouteiωr∗ , r∗ → +∞ (A11)
Z2 ∼ eiωr∗ , r∗ → +∞ (A12)
The former one is considered to have reflective bound-
ary conditions on the central object surface r0∗, while the
latter describes purely outgoing waves at spatial infinity.
The two of them are found to be linearly independent
by computing their Wronskian, which gives 2iωAin. The
Green’s function reads
G(r, r′) =
θ(r′ − r)Z2(r′)Z1(r) + θ(r − r′)Z2(r)Z1(r′)
2iωAin
Then it is easy to show that, at large distances, the in-
homogeneous solution is
Zℓm = e
iωr∗Z∞ℓmδ(mΩ− ω) (A13)
≡ −eiωr∗
√
2πm0Y
∗
ℓm(π/2)
rpU t
γZ1(rp)
2iωAin
δ(mΩ− ω) .
4. Energy flux
The energy flux emitted to infinity by the scalar field
is determined by
E˙s=0 ≡ dEs=0
dt
= lim
r→∞
∫
S2
dθdφ
√−gTrt , (A14)
where Trt is the relevant component of the scalar stress-
energy tensor,
Tµν = ∇µΦ∇νΦ∗ − 1
2
gµν∇αΦ∇αΦ∗ . (A15)
Taking into account the expansion in spherical harmonics
(A3) and the asymptotic behavior Zℓm ∼ Z∞ℓmeiωrδ(mΩ−
ω) at large radial distances, we find
d2Es=0
dtdΩ
=
1
2π
∑
ℓ′m′
∑
ℓm
∫
dωdω′ωω′ YℓmYℓ′m′ei(ω−ω
′)(r−t)Z∞Z ′∞ δ(m
′Ω− ω′)δ(mΩ− ω) . (A16)
The normalization condition for the spherical harmonics
reduce this to
E˙s=0 =
1
2π
∑
ℓm
(mΩ)
2 |Z∞ℓm|2 . (A17)
5. Matched asymptotic expansions
We now want to have an analytical understanding of
the solutions of the homogeneous equation at small fre-
quencies. The homogeneous equation can be written in
2 We take the normalization of the spherical harmonics as∫
S2
dΩYlmY
∗
ℓ′m′
= δl′lδm′m. We use the convention δ(x−x0) =
1
2π
∫
eit(x−x0)dt.
two equivalent forms
d2Z
dr2∗
+
[
ω2 − f
(
ℓ(ℓ+ 1)
r2
+ f ′/r
)]
Z = 0 , (A18)
(
r2f(Z/r)′
)′
+
[
r2
f
ω2 − ℓ(ℓ+ 1)
]
(Z/r) = 0 ,(A19)
where primes stand for radial derivatives.
a. The near-region solution
We follow the procedure in Refs. [21, 23]. Consider
first a “near-region” where r − r0 ≪ 1/ω (we assume
r0 ∼ 2M to good approximation). Then, the second
5equation above can be written as
x
(
Z
r
)′′
+
(
Z
r
)′
+
(
̟2
x
− ℓ(ℓ+ 1)
(1− x)2
)(
Z
r
)
= 0 , (A20)
where now primes are derivatives with respect to x ≡ f ,
and we introduced the dimensionaless frequency ̟ ≡
ωrH . Notice that at the object surface r = r0, x0 =
1 − rH/r0, where rH = 2M . For r0 = rH(1 + ǫ), then
x0 ∼ ǫ.
Defining now Z/r = xi̟(1− x)ℓ+ǫ+1F , and neglecting
O(̟2) and O(ǫ) terms in the coefficient of F , one finds
the standard hypergeometric equation,
x(1−x)∂2xF +(c− (a+ b+ 1)x) ∂xF −abF ≈ 0 , (A21)
with
a = ℓ+ǫ+1+i2̟, b = ℓ+ǫ+1 , c = 1+i2̟. (A22)
Given that c is not an integer, around x = 0 two linearly
independent solutions are 2F1(a, b, c, x) and x
1−c
2F1(a−
c+1, b− c+1, 2− c, x). The general solution in the near-
region is then
Z = Ax−i̟(1− x)ℓ+ǫF (a− c+ 1, b− c+ 1, 2− c, x)
+ Bxi̟(1− x)ℓ+ǫF (a, b, c, x) . (A23)
For BHs one imposes boundary conditions correspond-
ing to purely ingoing waves at the horizon, and that im-
plies B = 0. For “exotic compact objects” (ECOs) with
Dirichlet BCs at the surface x ∼ 0, Z = Ax−i̟0 +Bxi̟0 ,
thus B = −Ax−2i̟0 .
To understand the far-region behavior of the above so-
lution we use the transformation properties of hypergeo-
metric functions,
F (a, b, c, z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)F (a, b, a+ b− c+ 1, 1− z) (A24)
+(1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
F (c− a, c− b, c− a− b+ 1, 1− z) .
Therefore, the large r behavior is
Z ∼ r
ℓ
HΓ(−1− 2ℓ− 2ǫ)
rℓΓ(−ℓ− ǫ)
[
AΓ(1 − 2i̟)
Γ(−ℓ− ǫ− 2i̟) +
B Γ(1 + 2i̟)
Γ(−ℓ− ǫ+ 2i̟)
]
+
rℓ+1Γ(1 + 2ℓ+ 2ǫ)
rℓ+1H Γ(ℓ + ǫ+ 1)
[
B Γ(1 + 2i̟)
Γ(ℓ+ ǫ+ 1 + 2i̟)
+
AΓ(1 − 2i̟)
Γ(ℓ+ ǫ+ 1− 2i̟)
]
. (A25)
b. The far-region solution
In the far-region (i.e. when r ≫ r0), the wave equation
reduces to
∂2rZ +
(
ω2 − ℓ(ℓ+ 1)/r2)Z = 0 , (A26)
with solutions
Z = r1/2
(
αJℓ+1/2(ωr) + βJ−ℓ−1/2(ωr)
)
, (A27)
which for small r reduces to
Z ∼ α ω
ℓ+1/2rℓ+1
2ℓ+1/2Γ(ℓ+ 3/2)
+ β
2ℓ+1/2r−ℓ
ωℓ+1/2Γ[−ℓ+ 1/2] . (A28)
c. Matching
From the behavior of the Bessel functions at r → ∞,
the solution (A27) is asymptotic to
Z ∼ ei(ωr+π2 ℓ)
√
2
πω
β − iα(−1)ℓ
2
+ (i→ −i) ,
and by demanding now the behaviour (A11) we get
Ain =
e−iℓπ/2
(
β + iαeiℓπ
)
√
2πω
. (A29)
Now we want to express α and β in terms of the boundary
parametersA, B. In order to do this we proceed to match
the small r behaviour of the far-region solution to the
large r behaviour of the near-region solution.
First of all, we use the result
Γ(−2ℓ− 1− 2ǫ)
Γ(−ℓ− ǫ) =
(−1)ℓ+1Γ(ℓ+ 1)
2Γ(2ℓ+ 2)
+O(ǫ) .(A30)
On the other hand, we can also expand the Gamma func-
tion to find
Γ(ℓ− ǫ− 2i̟)
Γ(−ℓ− ǫ− 2i̟) =
(ǫ+ 2i̟)(−1)ℓ+1
ℓ− ǫ − 2i̟
ℓ∏
k=1
(k2+(ǫ+2i̟)2) .
(A31)
Then, in the limit in which ̟ ≪ 1, we get
α ≈ 2
ℓ+1/2(A+B)Γ(ℓ + 3/2)Γ(2ℓ+ 1)
̟ℓ+1/2
√
rHΓ(ℓ+ 1)2
, (A32)
β ≈ i(A−B)̟
ℓ+3/2ℓ!Γ(−ℓ+ 1/2)Γ(ℓ+ 1)
21/2+ℓ
√
rH(2ℓ+ 1)!
(A33)
Finally, we can write
6Ain ≈ i ̟
2ℓ+2(A−B)Γ(−ℓ+ 1/2)Γ(ℓ+ 1)52−1 + eiℓπℓ√π(A+B)Γ(2ℓ)Γ(2ℓ+ 2)2
(2i)ℓ̟ℓ+1
√
πΓ(ℓ + 1)3Γ(2ℓ+ 2)
. (A34)
6. The black hole flux formulas
As mentioned before, for BHs B = 0. If we focus on
the small-frequency regime ̟ ≪ 1, the second term in
(A27) is suppressed against the first, and [24]
Z(rp) ≈ α√rpJℓ+1/2(ωrp) ∼ α√rp
(ωrp)
ℓ+1/2
2ℓ+1/2Γ(ℓ+ 3/2)
.
From (A17) and (A13) we find,
E˙s=0 ≈
∑
ℓm
m20γ
2|Yℓm(π2 , 0)|2
4r2p|Ain|2
|Z1(rp)|2 , (A35)
where we used ω = mΩ.
We can explicitly write Yℓm(π/2, 0) using
Yℓm(π/2, 0) =
√
(ℓ+m)!(ℓ −m)!
× (−1)
(ℓ+m)/2(1 + (−1)ℓ+m)√1 + 2ℓ
22+ℓ
√
π ((ℓ+m)/2)!((ℓ−m)/2)! . (A36)
For definiteness, focus on the m = ℓ modes, for which
Yℓℓ(π/2, 0) = (−1)ℓ/(2ℓℓ!)
√
(2ℓ+ 1)!/(4π). Using now
the expressions for Ain and α, in the limit in which ̟ ≪
1,
E˙s=0 ≈ m
2
0γ
2
4π
ω2ℓ+2r2ℓp
Γ(2l + 2)
. (A37)
Using Kepler’s law (A7), ω = ℓΩ, this can also be ex-
pressed as
E˙s=0 ≈ m
2
0γ
2
4π
ℓ2ℓ+2M ℓ+1
rℓ+3p Γ(2ℓ+ 2)
. (A38)
In particular, for ℓ = m = 1 one finds
E˙s=0 ≈ γ
2m20M
2
24π2 r4p
. (A39)
This result agrees very well with full numerical solu-
tions of the inhomogeneous wave equation (at a radius
rp = 50M the simple analytical formula yields the cor-
rect result with 8% accuracy).
7. The QNMs of ECOs
For ECOs we have B = −Ax−2i̟0 . The energy flux is
determined by (A17) with (A13). We expect resonances
then at the poles of (A34). These are the quasi-normal
mode (QNM) frequencies of these objects [1, 21].
ℓ Approximate formula Numerical calculation
0 0.237 − 7.486 × 10−3i 0.220 − 8.646 × 10−3i
1 0.237 − 1.075 × 10−5i 0.260 − 4.113 × 10−5i
2 0.237 − 2.471 × 10−9i 0.284 − 2.590 × 10−8i
TABLE I. The value of QNM frequencies ωQNM × rH for a
scalar field and for an ultracompact object with ǫ = 10−6.
We compute the QNM frequencies as the roots of
Ain(̟) = 0. By setting (A34) equal to zero we can write
ei2̟ log x0R(̟) = 1 , R(̟) =
1− Fs=0(ℓ)̟2ℓ+2
1 + Fs=0(ℓ)̟2ℓ+2
,
with
Fs=0(ℓ) =
Γ(1/2− ℓ)Γ(ℓ+ 1)5
2ℓΓ(2ℓ)Γ(2ℓ+ 2)2
√
π(−1)ℓ+1 . (A40)
We proceed to solve the equation iteratively, by solving
ei2̟i+1 log x0R(̟i) = 1 for ̟i+1, with the initial input
̟0 = 0. In the first iteration one obtains
̟1 =
nπ
| log x0| , (A41)
for all n ∈ Z. The second iteration gives (since x0 < 1
the logarithm is negative)
̟2 =
nπ
| log x0| − i
1
2| logx0| log

1− Fs=0(ℓ)
(
nπ
log x0
)2ℓ+2
1 + Fs=0(ℓ)
(
nπ
log x0
)2ℓ+2

 .
As argued in the main text x0 ≪ e−6
√
6nπ/m, so
| log x0| ≫ nπ, and we can approximate
̟2 ≈ nπ| log x0| + i
Fs=0(ℓ)(nπ)
2ℓ+2
| log x0|2ℓ+3 . (A42)
Fs=0(ℓ) can be further simplified and then the next-to-
leading order result for the QNMs is
̟s=0 ≃ nπ| log x0| − i
(2nπ)2ℓ+2(ℓ!)6
4(1 + 2ℓ)2((2ℓ)!)4
1
| log x0|3+2ℓ .
(A43)
The presence of a non-vanishing imaginary part with the
correct sign accounts for the exponential decay of the
mode in time (stability). This analytical prediction works
reasonably well, as checked with the numerical implemen-
tation (see Table I).
8. The ECO flux formulas
For B = −Ax−2i̟0 (A34) gives
7|Ain|2 ≈ |A|2̟
4ℓ+4 cos2(̟ log x0)Γ(1/2− ℓ)2Γ(ℓ+ 1)10 + 4ℓ2π sin2(̟ log x0)Γ(2ℓ)2Γ(2ℓ+ 2)4
4ℓ̟2ℓ+2πΓ(ℓ + 1)6Γ(2ℓ+ 2)2
. (A44)
where we neglected the imaginary part of ̟ to write
|1 + x2i̟0 |2 = 2 + 2 cos(2̟ log x0) = 4 cos2(̟ log x0) and
| − 1 + x2i̟0 |2 = 2− 2 cos(2̟ log x0) = 4 sin2(̟ log x0).
On the other hand, notice from (A32) that the leading
order behaviour of α is ∼ (1 − x2i̟0 ), but around QNM
frequencies this is highly suppressed3. Hence we need to
go back to the exact expression for α,
α =
2ℓ+1/2Γ(ℓ + 3/2)Γ(2ℓ+ 1)
̟ℓ+1/2
√
rHΓ(ℓ+ 1)2
×
[
B Γ(1 + 2i̟)
Γ(ℓ + 1 + 2i̟)
+
AΓ(1− 2i̟)
Γ(ℓ+ 1− 2i̟)
]
,
and work out the subsequent leading order behaviour.
This will dominate Z1(rp), in contrast to the BH case.
Doing this, and neglecting the β contribution again:
|Z1(rp)|2 ≈ |α|2
ω2ℓ+1r2ℓ+2p
22ℓ+1Γ(ℓ+ 3/2)2
(A45)
=
(
rp
rH
)2ℓ+2
16|A|2 cos2(̟ log x0)̟2Γ(2ℓ+ 1)2(γ + ψ(ℓ + 1))2
Γ(ℓ+ 1)4
where we introduced the function ψ(x) = Γ′(x)/Γ(x).
Using (A35), near these QNM frequencies, the leading
order flux reads
E˙s=0 ≈
(
rP
rH
)2ℓ
γ2m20̟
2ℓ+4 cos2 (̟ log x0)(γ + ψ(ℓ+ 1))
2Γ(2ℓ+ 1)2Γ(2ℓ+ 2)3
r2H
(
̟4ℓ+4 cos2 (̟ log x0)Γ(−ℓ+ 1/2)2Γ(ℓ + 1)10 + 4ℓ2πΓ(2ℓ)2Γ(2ℓ+ 2)4 sin2 (̟ log x0)
) . (A46)
At the QNM frequencies the flux is maximum and yields
E˙s=0 ≈ γ
2m20m
−2ℓ/3
M2214ℓ/3+2
× (A47)
Γ(2ℓ+ 2)3Γ(2ℓ+ 1)4(γ + ψ(ℓ+ 1))2 (log ǫ)
10ℓ/3
(nπ)10ℓ/3Γ(ℓ+ 1)12
,
where we used the orbital parameters to excite the reso-
nance at (A41).
9. Resonance widths
Given the Kepler relation (A7), the energy flux (A46)
is a function of the radial distance only. To find the width
of the ECO resonances we look for a value r of the radial
distance that fulfills E˙(r) = 12 E˙(rQNM), where rQNM de-
notes the value that gives the resonant frequencies ̟QNM
written in (A41), i.e. ̟2QNMm
2 = 4M3/r3QNM.
We assume that the frequency band will be small, so
that we can expand the function m̟(r) =
√
4M3/r3 in
Taylor series at rQNM as:
̟(r) = ̟QNM
[
1− 3
2
r − rQNM
rQNM
+
15
4
(
r − rQNM
rQNM
)2]
+. . .
(A48)
The scalar flux (A46) can be written now as
E˙s=0(r) =
aℓm̟
2ℓ/3+4(r) cos2(̟(r) log x0)
bℓ̟4ℓ+4(r) cos2(̟(r) log x0) + cℓ sin
2(̟(r) log x0)
,
with bℓ ≡ Γ(−ℓ + 1/2)2Γ(ℓ + 1)1 > 0 and cℓ ≡
4ℓ2πΓ(2ℓ)2Γ(2ℓ + 2)4 > 0 (aℓm will not be needed).
The flux peaks at rQNM, and gives E˙s=0(rQNM) =
aℓm
bℓ
̟
−10/3ℓ
QNM . By expanding the energy flux up to sec-
ond order we get4
E˙s=0(r)
E˙s=0(rQNM)
=
[
1 + 5ℓ
r − rQNM
rQNM
+
(
r − rQNM
rQNM
)2(−35ℓ+ 50ℓ2
4
− 9cℓn
2π2̟−4−4ℓQNM
4bℓ
)]
+O
(
r − rQNM
rQNM
)3
.
3 It is proportional to Im̟ log x0, and according to (A43) it is tiny.
4 That the coefficient in front of r−rQNM is not identically zero is
just a residue due to the approximations. In an exact approach
Demanding now E˙s=0(r) =
1
2 E˙s=0(rQNM) one gets a
this term would not appear. It does not play any role in what
follows.
8quadratic equation for (r − rQNM)/rQNM ≡ y,
y2
[
−35ℓ+ 50ℓ2
4
− 9cℓn
2π2̟−4−4ℓQNM
4bℓ
]
+ y(5ℓ) +
1
2
= 0 ,
which leads to two solutions, r+ and r−, corresponding
to the outer and inner radius of the width, respectively.
The solution, in the approximation in which ̟QNM ≪ 1
(recall (A43)), takes the simple form:
y± ≈ ±
̟2ℓ+2QNM
nπ
√
2bℓ
9cℓ
. (A49)
From Eq. (A40) it can be readily checked that
√
bℓ
cℓ
=
Fs=0(ℓ)(−1)ℓ+1. Thus we finally arrive at∣∣∣∣r+ − r−rQNM
∣∣∣∣ ≈
√
8
9
Im̟QNM
Re̟QNM
(A50)
≈
√
8
9
(2nπ)2ℓ+1Γ(ℓ+ 1)6
2| logx0|2ℓ+2(2ℓ+ 1)2Γ(2ℓ+ 1)4 ,
where we used the form (A42). The width in frequency
around the value ̟QNM can be inferred from (A48) and
(A50). It reads:
2|̟QNM −̟(r+)| ≈ 3̟QNM |r+ − rQNM|
rQNM
≈
√
2Im̟QNM . (A51)
Appendix B: Gravitational case
1. The setup
We consider gravitational radiation within the frame-
work of metric perturbations around the Schwarzschild
geometry. These perturbations are excited by the inspi-
ral of a small mass around the Schwarzschild BH. We will
study these perturbations using the Newman-Penrose
formalism combined with the Regge-Wheeler analysis,
following Ref. [25].
The fundamental perturbation field is the Weyl scalar
Ψ4, which is well adapted to analyze outgoing GWs. We
expand it as
r4Ψ4 =
∑
ℓ,m
∫ ∞
−∞
dωRωℓm(r)e
−iωt −2Y ℓm(θ, φ) ,(B1)
where −2Y ℓm denote the spherical harmonics of spin-
weight s = −2 [26]. The sums are restricted to ℓ ≥ 2
and −ℓ ≤ m ≤ ℓ. With this ansatz for the Weyl scalar,
the linearised Newman-Penrose equations lead to[
r2f
d2
dr2
− 2(r −M) d
dr
+ U(r)
]
Rωℓm(r) = Tωℓm ,
(B2)
with
U(r) = f−1[(ωr)2− 4iω(r− 3M)]− (ℓ− 1)(ℓ+2) , (B3)
and source term Tωℓm given in detail in (2.6) of [25].
We employ the Green’s function method to obtain a
solution of the previous equation. To build the Green’s
function we need two linearly independent solutions of
the homogeneous equation. We take RHωℓm and R
∞
ωℓm.
The latter one will describe purely outgoing waves es-
caping to infinity. The former one shall denote purely
ingoing waves in the BH case (corresponding to a per-
fect absorber), and purely reflected waves in the ECO
case (corresponding to a perfect mirror). For the consid-
ered ODE the Wronskian of these two solutions must be
a constant, and so it can be evaluated at any value of
r. According the their definitions, these solutions should
have the following asymptotic behaviours
RHωℓm(r → +∞) ∼
1
r
Binωℓme
−iωr∗ +Boutωℓmr
3eiωr∗ , (B4)
R∞ωℓm(r → +∞) ∼ r3eiωr∗ , (B5)
and the Wronskian yields,
lim
r→∞
RHωℓmR
∞ ′
ωℓm −RH
′
ωℓmR
∞
ωℓm
r2f(r)
= 2iωBinωℓm . (B6)
Here, primes denote differentiation with respect to r.
Thus, both solutions are linearly independent as long as
Binωℓm 6= 0 and ω 6= 0. The Green’s function is
G(r, r′) =
[
θ(r′ − r)R∞(r′)RH (r)r′2f(r′) + θ(r − r′)R∞(r)RH(r
′)
r′2f(r′)
]
2iωBinωℓm
.
Following the standard theory, we can write the inhomo-
geneous solution as
Rωℓm(r) =
∫ ∞
2M
dr′
G(r, r′)Tωℓm(r′)
r′2f(r′)
(B7)
∼ r
3eiωr∗
2iωBinωℓm
∫ ∞
2M
dr′
RHωℓm(r
′)Tωℓm(r′)
r′4f2(r′)
where in the last step we considered the limit r →∞.
2. Energy flux
To calculate the energy flux it is helpful to introduce an
auxiliary quantity Zℓm by Rωℓm(r →∞) = m0Zℓmδ(ω−
mΩ)r3eiωr∗ . Then the flux formula reads
E˙s=2 = m
2
0
∑
ℓm
|Zℓm|2
4πω2
. (B8)
The auxiliary function can be calculated from the stress-
energy tensor of a point particle orbiting around a
Schwarzschild BH and the result is [25]
9Zℓm =
π
iωr2pB
in
ωℓm
[(
0bℓm + 2i−1bℓm
[
1 +
iωrp
2f(rp)
]
− i−2bℓm
[
1− M
rp
+
iωrp
2
])
RHωℓm(rp)
−
(
i−1bℓm −−2 bℓm(1 + iωrp
f(rp)
)
)
rpR
H ′
ωℓm(rp)−
1
2
−2bℓmr2pR
H ′′
ωℓm(rp)
]
, (B9)
with coefficients
0bℓm =
√
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
2
√
1− 3Mrp
0Yℓm
(π
2
, 0
)
,(B10)
−1bℓm =
√
M(ℓ− 1)(ℓ+ 2)
rp − 3M −1Yℓm
(π
2
, 0
)
, (B11)
−2bℓm =
√
Mr2p
rp − 3M −2Yℓm
(π
2
, 0
)
Ω . (B12)
From the identity sYℓ−m
(
π
2 , 0
)
= sY ℓm
(
π
2 , 0
)
(−1)s+ℓ it
is easy to see that Zℓ−m = (−1)ℓZ¯ℓm. Consequently, the
final expression for the energy flux is
E˙s=2 = m
2
0
∞∑
ℓ=2
ℓ∑
m=1
|Zℓm|2
2πω2
. (B13)
with ω = mΩ.
3. Reducing the problem to solving the
Regge-Wheeler equation
Chandrasekhar [27] showed that if Xωℓm(r) is a solu-
tion to the Regge-Wheeler equation{
d2
dr2∗
+ ω2 − V (r)
}
Xωℓm(r) = 0 . (B14)
with effective potential
V (r) = f
[
ℓ(ℓ+ 1)
r2
− 6M
r3
]
. (B15)
then
Rωℓm(r) = r
3V (r)Xωℓm(r) (B16)
+ r3
[
2
r
(
1− 3M
r
)
+ 2iω
] [
∂
∂r∗
+ iω
]
Xωℓm(r)
is a solution to the homogeneous equation (B2). So
rather than working with the ODE derived from the
Newman-Penrose formalism, it is more convenient to
solve the Regge-Wheeler equation first and then apply
the Chandrasekar transformation to obtain the Weyl
component RHωℓm(r) that governs the energy flux (B13).
The relevant solution XHωℓm(r) for our problem has the
following asymptotic conditions, inherited from (B4):
XHωℓm(r → 2M) ∼ Ae−iωr∗ +Beiωr∗ , (B17)
XHωℓm(r → +∞) ∼ Ainωℓme−iωr∗ +Aoutωℓmeiωr∗ ,(B18)
where [25, 27]
Binωℓm =
[12iMω − (ℓ − 1)ℓ(ℓ+ 1)(ℓ + 2)]
4ω2
Ainωℓm .(B19)
Boutωℓm = −4ω2Aoutωℓm . (B20)
As in the scalar case, for BHs we shall fix B = 0, while
for ECOs we have B = −Ax−2iω0 .
4. Some simplifications
Although equation (B9) seems complicated at first, it
can be further simplified. Recall that we consider the
problem of having the particle far away from the BH, so
that rp ≫ M . Using the Kepler Law Mω/m = MΩ =
(M/rp)
3/2 this automatically implies that ̟ = 2Mω ≪
1. Inspection of (B10)-(B12) shows that
0bℓm ∼ O(̟0) , (B21)
−1bℓm ∼ O(̟1/3) , (B22)
−2bℓm ∼ O(̟2/3) . (B23)
This means that Zℓm in (B9) is dominated by the contri-
bution involving 0bℓm, unless 0Yℓm
(
π
2 , 0
)
vanishes, which
according to (A36) happens when ℓ+m is an odd num-
ber. When this happens, Zℓm is dominated by the term
involving −1bℓm, but this is suppressed in our approxi-
mation. For a given ℓ therefore, the energy flux (B13)
will be dominated by modes for which ℓ+m is even. The
leading order expression for Zℓm is then
Zℓm ≈ π
iωr2pB
in
ωℓm
0bℓmR
H
ωℓm(rp) . (B24)
All that remains now is to calculate Ain(ω) and
XHωℓm(r). From (B19) and (B16), we get Bin(ω) and
RHωℓm, respectively. Then finally we will use (B24) to
calculate (B13). For the purpose of calculating Ain(ω)
and XHωℓm(r) we shall follow closely the strategy done in
the scalar case.
5. Matched asymptotic expansions
The homogeneous Regge-Wheeler equation can be
written in two equivalent forms
d2X
dr2∗
+
(
ω2 − f
(
ℓ(ℓ+ 1)
r2
+ (1− s2)f ′/r
))
X = 0 , (B25)
(
r2f
[
X
r
]′)′
+
(
r2
f
ω2 − ℓ(ℓ+ 1) + s2rf ′
)
X
r
= 0 , (B26)
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where primes stand for radial derivatives, and s = 2. The
scalar case is recovered by taking s = 0.
a. Near-region solution
We analyze first the regime in which ω ≪ 1r−2M . Com-
paring (B26) with (A19) it is clear that we can recycle
the results done for the scalar case, as long as we keep
track of the new factor s2. Equation (A20) reads now
x
(
X
r
)′′
+
(
X
r
)′
+
[
̟2
x(1 − x)4 −
ℓ(ℓ+ 1)
(1− x)2 +
s2
1− x
]
X
r
= 0 ,
where here primes are derivatives with respect to x ≡ f
and ̟ ≡ ωrH . Making the substitution X/r = xi̟(1 −
x)ℓ+ǫ+1F we find, after neglectingO(̟2) andO(ǫ) terms,
x(1− x)∂2xF + (c− (a+ b+ 1)x) ∂xF − (ab − s2)F = 0 ,
with a, b, c the parameters (A22). Now we want to reab-
sorbe the s2 term into these parameters. Define a′ and b′
by ab− s2 = a′b′ and a+ b = a′+ b′. Solving this system
leads to
a′ = ℓ+ ǫ+ 3 + i̟ +O(̟2) ,
b′ = ℓ+ ǫ− 1 + i̟ +O(̟2) .
The general solution in the near-region is then
Xωℓm = Ax
−i̟(1 − x)ℓ+ǫF (a′ − c+ 1, b′ − c+ 1, 2− c, x)
+ Bxi̟(1− x)ℓ+ǫF (a′, b′, c, x) . (B27)
To study the far-region behavior of the above solution
use again the transformation properties of hypergeomet-
ric functions (A24). Then, we find the large r behavior
(x ∼ 1)
Xωℓm ∼
[rH
r
]ℓ
Γ(−1− 2ℓ− 2ǫ)
(
BΓ(1 + 2i̟)
Γ(−ℓ− ǫ+ 2 + i̟)Γ(−ℓ− ǫ− 2 + i̟) +
AΓ(1− 2i̟)
Γ(−ℓ− ǫ + 2− i̟)Γ(−ℓ− ǫ− 2− i̟)
)
+
[
r
rH
]ℓ+1
Γ(1 + 2ℓ+ 2ǫ)
(
BΓ(1 + 2i̟)
Γ(ℓ+ ǫ+ 3 + i̟)Γ(ℓ + ǫ− 1 + i̟) +
AΓ(1− 2i̟)
Γ(ℓ+ ǫ + 3− i̟)Γ(ℓ+ ǫ− 1− i̟)
)
.(B28)
b. The far-region solution
In the far-region (i.e. when r ≫ r0), the wave equation
(B25) reduces to
∂2rX +
(
ω2 − ℓ(ℓ+ 1)/r2)X = 0 , (B29)
with solutions
Xωℓm = r
1/2
(
αJℓ+1/2(ωr) + βJ−ℓ−1/2(ωr)
)
, (B30)
and for small r reduces to
Xωℓm ∼ α ω
ℓ+1/2
2ℓ+1/2Γ(ℓ+ 3/2)
rℓ+1+β
2ℓ+1/2
ωℓ+1/2Γ[−ℓ+ 1/2]r
−ℓ .
(B31)
c. Matching
From the behavior of the Bessel functions at r → ∞,
the solution (B30) is asymptotic to
Xωℓm ∼ ei(ωr+π2 ℓ)
√
2
πω
β − iα(−1)ℓ
2
+ (i→ −i) .(B32)
and by demanding now the behaviour (B18) we get
Ainωℓm =
e−iℓπ/2
(
β + iαeiℓπ
)
√
2πω
. (B33)
Now we want to express α and β in terms of the boundary
parameters A, B. As in the scalar case, we proceed to
match the small r behaviour of the far-region solution to
the large r behaviour of the near-region solution.
First, we use the approximation (correct up toO(̟, ǫ))
Γ(−2ℓ− 2ǫ− 1)
Γ(2− ℓ− ǫ+ i̟) =
(−1)ℓ+1Γ(ℓ − 1)
2Γ(2ℓ+ 2)
. (B34)
In addition, we can use
Γ(1 + 2i̟)
Γ(−ℓ− ǫ+ i̟) =
Γ(1 + 2i̟)(i̟ − ǫ)(−1)ℓ
Γ(−ℓ+ i̟)Γ(ℓ− ǫ +̟i+ 1)
×
ℓ∏
k=1
[k2 − (i ̟ − ǫ)2] , (B35)
to show that, up to O(̟2, ǫ),
Γ(1 + 2i̟)
Γ(−2− ℓ− ǫ+ i̟) = (−1)
ℓi̟Γ(ℓ+ 3) . (B36)
Using the above results, we find, in the limit ̟ ≪ 1,
α ≈ 2
ℓ+1/2
√
rH̟ℓ+1/2
Γ(1 + 2ℓ)Γ(ℓ+ 3/2)
Γ(ℓ+ 3)Γ(ℓ− 1) (A+B) ,
β ≈ ̟
ℓ+3/2Γ(−ℓ+ 1/2)Γ(ℓ+ 3)Γ(ℓ− 1)i
2ℓ+3/2
√
rHΓ(2ℓ+ 2)
(A−B) .
Putting these expressions into (B33) we find
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Ainωℓm = i
(A+B)Γ(1 + 2ℓ)4ℓ+1Γ(ℓ+ 3/2)Γ(2ℓ+ 2)(−1)ℓ + (A−B)Γ(−ℓ+ 1/2)̟2(ℓ+1)Γ(ℓ+ 3)2Γ(ℓ− 1)2
2ℓ+2iℓ
√
π̟ℓ+1Γ(ℓ+ 3)Γ(ℓ− 1)Γ(2ℓ+ 2) .(B37)
6. The black hole flux formulas
For BHs, B = 0. Equation (B37) together with (B19)
gives, in the approximation ̟ ≪ 1,
|Binωℓm|2 ≈ |A|2
Γ(1 + 2ℓ)24ℓ−2Γ(ℓ+ 3/2)2
πω4̟2(ℓ+1)Γ(ℓ− 1)4 . (B38)
From (B16), the Weyl scalar function can be calculated
as
RH(rp) ≈ rpℓ(ℓ+1)X(rp)+2r2p
(
d
dr
+ iω
)
X |rp , (B39)
where we notice that ̟ = (M/rp)
3/2 ≪ M/rp. To cal-
culate the derivative we use equation (B27), and then
we take the large distance limit with (A24). The large
distance limit of Xωℓm is taken from (B28). Doing the
calculation in detail, and staying always in the approx-
imation in which ̟ ≪ 1 (or equivalently rp ≫ rH), we
end up with
X(rp) ≈
(
rp
rH
)ℓ+1
A
Γ(1 + 2ℓ)
Γ(ℓ+ 3)Γ(ℓ− 1) , (B40)
d
dr
X |rp ≈
(
rp
rH
)ℓ+1
A
rp
(ℓ+ 1)Γ(1 + 2ℓ)
Γ(ℓ+ 3)Γ(ℓ− 1) . (B41)
Then it is straightforward to write from (B39)
RHωℓm(rp) ≈
(
rp
rH
)ℓ+1
Arp
Γ(1 + 2ℓ)
Γ(ℓ + 1)Γ(ℓ− 1) . (B42)
From (B24), (B10) and using (A36) for odd m + ℓ, we
get, after several simplifications,
|Zℓm|2 ≈ m
2ℓ+4M ℓ+2
rℓ+6p
4πΓ(ℓ+ 3)Γ(ℓ− 1)
Γ(2ℓ+ 2)Γ(ℓ+ 1)2
, (B43)
and the energy flux (B13) is finally:
E˙s=2 ≈ m20
∞∑
ℓ=2
ℓ∑
m=even
m2ℓ+2M ℓ+1
rℓ+3p
2Γ(ℓ+ 3)Γ(ℓ− 1)
Γ(2ℓ+ 2)Γ(ℓ+ 1)2
.
Note that for the leading order contribution, ℓ = m =
2, we get
E˙s=2 ≈ 32
5
m20M
3
r5p
=
32
5
(m0
M
)2
(MΩ)10/3 , (B44)
which agrees with the well-known Einstein’s quadrupole
formula.
7. The QNMs of ECOs
Following the same reasoning as in the scalar case, we
derive the QNM frequencies as the roots of Ainωℓm = 0.
By setting (B37) equal to zero we can write
ei2̟ log x0R(̟) = 1, R(̟) =
1− Fs=2(ℓ)̟2ℓ+2
1 + Fs=2(ℓ)̟2ℓ+2
,
now with
Fs=2(ℓ) =
Γ(1/2− ℓ)Γ(ℓ+ 3)2Γ(ℓ− 1)2(−1)ℓ+1
4ℓ+1Γ(ℓ+ 3/2)Γ(2ℓ+ 1)Γ(2ℓ+ 2)
.
(B45)
We solve the equation iteratively, by solving
ei2̟i+1 log x0R(̟i) = 1 for ̟i+1, with the initial
condition ̟0 = 0. The solution is given in (A42),
but with the new Fs=2. After some simplifications,
the result for the quasi-normal modes of gravitational
perturbations is
̟s=2 ≃ nπ
log x0
−i (2nπ)
2ℓ+2Γ(ℓ+ 1)2Γ(ℓ− 1)2Γ(ℓ+ 3)2
8| logx0|2ℓ+3(2ℓ+ 1)Γ(2ℓ+ 1)3Γ(2ℓ+ 2) .
(B46)
Again, the non-vanishing imaginary part has the correct
sign and takes into account the exponential decay of the
mode in time (stability).
8. The ECO flux formulas
For ECOs we have B = −Ax−2i̟0 . Equation (B37)
yields
|Ain(ω)|2 ≈ |A|2Γ(1 + 2ℓ)
242ℓ+2Γ(ℓ+ 3/2)2Γ(2ℓ+ 2)2 sin2(̟ log x0) + Γ(−ℓ+ 1/2)2̟4(ℓ+1)Γ(ℓ+ 3)4Γ(ℓ− 1)4 cos2(̟ log x0)
4ℓ+1π̟2(ℓ+1)Γ(ℓ+ 3)2Γ(ℓ− 1)2Γ(2ℓ+ 2)2 ,
where we neglected the imaginary part of ̟2ℓ+2.
In order to get the energy flux, we need to calculate now (B16). First of all, the solution (B27) reads
Xωℓm(x) = A(1 − x)ℓx−i̟
[
F (ℓ+ 3− i̟, ℓ− 1− i̟, 1− 2i̟, x)− x
2i̟
x2i̟0
F (ℓ+ 3 + i̟, ℓ− 1 + i̟, 1 + 2i̟, x)
]
,
(B47)
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and from (B28) we find the asymptotic behaviour to be dominated by
X(rp) = A
[
rp
rH
]ℓ+1
Γ(1 + 2ℓ)
(
1− x−2i̟0
Γ(−1 + ℓ)Γ(3 + ℓ) +
i(2γ + ψ(−1 + ℓ) + ψ(3 + ℓ))(1 + x−2i̟0 )̟
Γ(ℓ− 1)Γ(3 + ℓ)
)
+ ...
where ”...” denotes higher order terms in rH/rp and ̟. Because ̟ ≈ nπ| log x0| the first term in the parenthesis is
clearly subdominant, and we shall neglect it. In the BH case this would have been the dominant contribution, but
because of the different boundary conditions now chosen, it is the subsequent leading term what dominates now.
On the other hand, we calculate the derivative from (B47),
d
dr
X |rp =
2M
r2p
[
−X
(
ℓ
1− x +
i̟
x
)
− 2i̟A(1− x)ℓ x
i̟−1
x2i̟0
F (ℓ+ 3 + i̟, ℓ− 1 + i̟, 1 + 2i̟, x)
+A(1− x)ℓx−i̟
(
(ℓ+ 3− i̟)(ℓ− 1− i̟)
1− 2i̟ F (ℓ + 4− i̟, ℓ− i̟, 2− 2i̟, x)−
x2i̟
x2i̟0
c.c.
)]
, (B48)
and analyze the large distance behaviour using (A24). Taking care of the issues commented above, the leading order
contribution is
d
dr
X |rp =
2M
r2p
A
[
rp
rH
]ℓ+2
2i(2γ + ψ(−1 + ℓ) + ψ(3 + ℓ))̟
Γ(ℓ− 1)Γ(3 + ℓ) Γ(1 + 2ℓ)(1 + ℓ) + ... (B49)
Consequently, from (B39) we get
RHωℓm ≈ (ℓ(ℓ+ 1) + 1)2rHA
[
rp
rH
]l+2
2i(2γ + ψ(−1 + ℓ) + ψ(3 + ℓ))̟
Γ(ℓ− 1)Γ(3 + ℓ) Γ(1 + 2ℓ) . (B50)
Finally, from (B24), (B10), (B19) and (A36), we get the energy flux after several simplifications:
|Zℓm|2 ≈
42π2̟2ℓ+6r2ℓp r
−2ℓ−4
H Γ(2ℓ+ 2)
3Γ(2ℓ+ 1)2Γ(ℓ− 1)(ℓ+ 1)4[2γ + ψ(ℓ− 1) + ψ(ℓ + 3)]2/Γ(ℓ+ 1)2/Γ(ℓ+ 3)
Γ(1 + 2ℓ)242ℓ+2Γ(ℓ+ 3/2)2Γ(2ℓ+ 2)2 sin2(̟ log x0) + Γ(−ℓ+ 1/2)2̟4(ℓ+1)Γ(ℓ+ 3)4Γ(ℓ− 1)4 cos2(̟ log x0)
.
(B51)
Near the QNM frequencies, this is
E˙s=2 ≈ m
2
0
M2
m4ℓ/3
(nπ)10ℓ/3
(log ǫ)10ℓ/3
2πΓ(2ℓ+ 2)3Γ(2ℓ+ 1)2(ℓ+ 1)4[2γ + ψ(ℓ− 1) + ψ(ℓ+ 3)]2
22ℓ/3Γ(−ℓ+ 1/2)2Γ(ℓ + 3)5Γ(ℓ− 1)3Γ(ℓ+ 1)2 . (B52)
9. The resonance width
We follow the same method as in the scalar case. As-
suming the frequency band to be narrow around the res-
onance modes, we can expand as in (A48). On the other
hand, the gravitational flux (B51) can be written as
E˙s=2(r) =
aℓm̟
2ℓ/3+4(r)
bℓ̟4ℓ+4(r) cos2(̟(r) log x0) + cℓ sin
2(̟(r) log x0)
,
now with bℓ ≡ Γ(−ℓ + 1/2)2Γ(ℓ − 1)4Γ(ℓ + 3)4 > 0 and
cℓ ≡ 42ℓ+2Γ(2ℓ + 2)2Γ(2ℓ+ 1)2Γ(ℓ + 3/2)2 > 0 (aℓm will
not be needed). The flux peaks at rQNM, and reads
E˙s=2(rQNM) =
aℓm
bℓ
̟
−10/3ℓ
QNM . By expanding the energy
flux up to second order we get
E˙s=2(r)
E˙s=2(rQNM)
=
[
1 + 5ℓ
r − rQNM
rQNM
+
(
r − rQNM
rQNM
)2(
9n2π2 − 35ℓ+ 50ℓ2
4
− 9cℓn
2π2̟−4−4ℓ0
4bℓ
)]
+ . . . (B53)
Demanding now E˙s=2(r) =
1
2 E˙s=2(rQNM) one gets a
quadratic equation for (r − rQNM)/rQNM ≡ y,
y2
[
9n2π2 − 35ℓ+ 50ℓ2
4
− 9cℓn
2π2̟−4−4ℓQNM
4bℓ
]
+ y(5ℓ) = −1
2
,
which again leads to two solutions, r+ and r−, corre-
sponding to the outer and inner radius of the width. The
13
solution, in the approximation in which ̟QNM ≪ 1 (re-
call (B46)), takes the simple form:
y± ≈ ±
̟2ℓ+2QNM
kπ
√
2bℓ
9cℓ
. (B54)
Using (B45) it can be checked that
√
bℓ/cℓ =
Fs=2(ℓ)(−1)ℓ+1. Thus we finally arrive at∣∣∣∣r+ − r−rQNM
∣∣∣∣ ≈
√
8
9
Im̟QNM
Re̟QNM
(B55)
≈
√
8
9
(2nπ)2ℓ+1Γ(ℓ+ 1)2Γ(ℓ− 1)2Γ(ℓ+ 3)2
4| log x0|2ℓ+2(2ℓ+ 1)Γ(2ℓ+ 1)3 ,
where we used the form of (A42). The width in frequency
follows the same ideas as in (A51), yielding the same
relation.
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