Abstract. The interplay between two-dimensional percolation growth models and one-dimensional particle processes has always been a fruitful source of interesting mathematical phenomena. In this paper we develop a connection between the construction of Busemann functions in the Hammersley last-passage percolation model with i.i.d. random weights, and the existence, ergodicity and uniqueness of equilibrium measures for the related (multi-class) interacting particle process. As we shall see, in the classical Hammersley model where each point has weight one, this approach brings a new and rather geometrical solution of the longest increasing subsequence problem, as well as a detailed description of the scaling behavior of the Busemann function along different directions.
1. Introduction
Busemann functions on the Hammersley model with random weights.
In the middle of the fifties H. Busemann (1955) introduced a collection of functions to study geometrical aspects of metric spaces. These functions are induced by a metric d, and by a collection of rays (semiinfinite geodesics) as follows: the Busemann function b ̟ (·), with respect to a ray (̟(r)) r≥0 , is the limit of d(̟(r), ̟(0)) − d(̟(r), ·) as r goes to infinity. Along a ray ̟ the metric d becomes additive. By using the triangle inequality, this implies that the defining sequence is nondecreasing and bounded from above, and so it always converges. Using analogous considerations, one can construct Busemann functions over spaces equipped with a super-additve "metric" L (one needs the reversed triangle inequality). In this work we are particularly interested in geometrical aspects of the following stochastic two-dimensional last-passage (super-additive) percolation model: Let P ⊆ R 2 be a two-dimensional Poisson random set of intensity one. On each point p ∈ P we put a random positive weight ω p and we assume that {ω p : p ∈ P} is a collection of i.i.d. random variables, distributed according to a distribution function F , which are also independent of P. When F is the Dirac measure concentrated on 1 (each point has weight 1), then we refer to this model as the classical Hammersley model (Aldous & Diaconis 1995) . For each p, q ∈ R 2 , with p ≤ q (in each coordinate), let Π(p, q) denote the set of all up-right paths, consisting of points in P, from p to q. In this probabilistic model, the "metric" (or last passage time) L between p ≤ q is defined by L(p, q) := max
Then L is super-additive,
and provided that we can construct semi-infinite geodesics, a very natural object to study is the Busemann function. In our set-up, a finite geodesic is given by the lowest path that attains the maximum in the definition of L(p, q), which we will denote by ̟(p, q) (this is well defined for any
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1 ordered pair (p, q), but we do not specify the order). From these finite geodesics, we should be able to construct a semi-infinite geodesic by first fixing one of the end-points, and then sending the other extremity to infinity in a clever way.
Semi-infinite geodesics with an asymptotic direction. To handle this problem, a key notion in this paper will be an α-ray: for each angle α ∈ (π, 3π/2) and for each point x ∈ R 2 , this is an ordered sequence (p i ) i≥0 in R 2 , with p 0 = x, p i ∈ P and p i ≥ p j whenever i ≤ j (a down-left path). Furthermore, ̟(p j , p i ) = (p j , . . . , p i ) (every part of the path is a geodesic), and finally we must have that (1.1) lim i→∞ p i p i = (cos α, sin α) .
The existence of α-rays and the construction of Busemann functions for percolation like models has already been extensively study by Newman and coauthors (see Newman 1995) . They developed a general approach that is based on what they called the δ-straightness property of geodesics. A crucial step for this method to work is the following shape theorem: set 0 = (0, 0), n = (n, n),
F (x) = P(ω p ≤ x) and γ = γ(F ) = sup n≥1 E(L(0, n)) n > 0 . This is because under this map, the distribution of the Poisson process does not change, and the up-right paths are preserved. The almost sure convergence is a standard consequence of the subadditive ergodic theorem, once we have a bound on E(L(0, n)), linear in n. In the Appendix, we show that (1.2) is a sufficient condition to have that. For fixed δ ∈ (0, 1), we say that the geodesics are δ-straight if for each p ∈ R 2 there exists M > 0 such that for all q ∈ P, with q − p ≥ M , the set composed by vertices z such that q ∈ ̟(p, z) is a subset of the cone through the axis from p to q and of angle q − p −δ . Once we have δ-straightness, existence of α-rays follows from simple geometrical considerations. Another important aspect about α-rays that we will explore is their coalescence behavior. The following theorem states precisely the properties that we will be interested in afterwards. To avoid repetitions, and to concentrate on the original part, we do not attemp to prove it in this paper. For a quite detailed proof in the classical Hammersley model we refer to Wütrich (2002) 1 . He actually proved a stronger version with δ ∈ (0, 1/3), based on the Baik, Deift & Johanssen (1999) results. The proof for δ ∈ (0, 1/4) works mutatis mutandis with Theorem 1.1 (and Lemma 2.2) in hands. Before we state the theorem, we shall define what we mean by convergence of paths: we say that a sequence of paths ̟ n = (p n 0 , p n 1 , . . . , p n mn ) converges to ̟ = (p 0 ,p 1 ,p 2 , . . . ), and denote lim n→∞ ̟ n = ̟, if for all k ≥ 0 there exists n 0 = n 0 (k) such that p n j =p j for all j ∈ [0, k] and n ≥ n 0 .
Theorem 1.2.
Assume that for some a > 0,
Then for fixed α ∈ (π, 3π/2) the following holds with probability one:
(1) For each x ∈ R 2 there exists a unique α-ray starting from x, which we denote by ̟ α (x).
(2) For any sequence (z n ) n≥0 of points in R 2 with z n → ∞,
(3) For all x, y ∈ R 2 there exists c = c(α, x, y) such that ̟ α (x) and ̟ α (y) coalesce at c:
where ⊔ denotes the concatenation operater for paths.
As before, the proof of the coalescence property (3) follows Newmann (1995). His method was based on an adaptation of the elegant Burton & Keane (1989) argument, to prove uniqueness of percolation clusters, applied to the forest composed of edges e ∈ ̟ α (x) for some x ∈ R 2 (α is fixed). We will not repeat it here and we refer to Wütrich (2002) for a complete proof in the classical model. From now on, we assume that (1.4) holds, except to prove Theorem 1.1 in the Appendix.
The Busemann function. Using the concept of α-rays, we will study the function B α (x, y), which is defined by taking the coalescence point c = c(α, x, y) between the α-ray that starts from x and the one that starts from y (remember that these two rays coalesce), and setting
Let (z n ) n≥1 be any unbounded decreasing sequence that follows direction (cos α, sin α), and let c(z n , x, y) denote the coalescence point between ̟ (z n , x) and ̟ (z n , y). By Theorem 1.2, with probability one, there exists n 0 > 0 such that
Therefore, in geometrical terms, B α (x, ·) can be seen as the Busemann function along the ray ̟ α (x). Next, we will see how these functions provide a different, and rather geometrical, construction of equilibrium measures in the related interacting fluid system. Let us briefly mention that the classical Hammersley model emerged from a hydrodynamical argument proposed by Hammersley (1972) to prove that the size of a longest increasing subsequence of a random permutation of (1, 2, . . . , m) grows like c √ m, for some c > 0. He showed that this problem was equivalent to L(0, n) ∼ cn, and based on hydrodynamic evidence, he conjectured that c = 2. Applying sub-additive arguments, he could prove that L(0, n) ∼ γ(1)n (our notation), although he could not produce a proof that γ(1) = 2 from the hydrodynamical intuition. As we shall see, our geometrical approach will not only give a very intuitive proof of this, but it gives new insight into the classical Hammersley process, for example for the multi-class Hammersley interacting particle process.
1.2.
The interacting fluid system formulation. It is well known that the classical Hammersley model, where all weights are 1, described in Aldous & Diaconis (1995) , has a representation as an interacting particle system. The Hammersley process with random weights has a similar description, although a better name might be an interacting fluid system. We start by restricting the weighted Poisson process {ω p : p ∈ P} to R × R + . Then we choose a (positive) measure ν defined on R. Usually, these measures will be purely atomic, but this is not necessary. To each measure ν we associate a non-decreasing process ν(·) defined by
Note that ν(·) is a cadlag function. The Hammersley interacting fluid system (M ν t : t ≥ 0) is a stochastic process with values in the space of measures on R (or non-decreasing processes as above). Its evolution is defined as follows: if there is a Poisson point with weight ω at a point (x 0 , t), then It is not true that such a processes is well defined for all measures ν (e.g. if we start with a finite number of particles to the left of 0, every particle would be pulled instantaneously to −∞). In this paper we follow the Aldous & Diaconis (1995) graphical representation in the last-passage model (compare to the result in the classical case, found in their paper): Proposition 1.3. Let N be the set of all measures ν on R such that
For each ν ∈ N , the process defined by
is well defined and the measure defined by
) , evolves according to the Hammersley interacting fluid process.
Proof: Recall that, by Theorem 1.1,
Using the Markov inequality and monotonicity of L, this implies that, with probability one,
In view of (1.8), this in turn implies that L ν (x, t) is a.s. well defined. To see that M ν t follows the Hammersley interacting fluid dynamics that we have just defined, suppose that there is a Poisson point in (x 0 , t) with weight ω. For x < x 0 , this Poisson point has no effect, so
, then the longest path to (x, t) that attains the supremum in (1.9) can either use the weight in (x 0 , t), which would give M ν t ((x 0 , x]) = 0, or it could ignore the weight in (x 0 , t), which would give
It was this interplay between the longest path description and the (invariant) interacting particle process that proved very fruitful in the results for the classical Hammersley process in Cator & Groeneboom (2006) . We will attempt the same in the interacting fluid process, but since the invariant solution is unknown, we needed to develop new tools and ideas, which in fact also had interesting applications for the classical case.
Time-invariance and interchangeability. Consider ν as a random measure belonging to N . We say that ν is time invariant if 
The intensity is given by
Finally, consider a time invariant measure ν with stationary and ergodic space increments. Define α ∈ (π, 3π/2) by
Given ν ∈ N we define the measure ν * on R by interchanging space and time as follows: For general weight distributions F , we were not able to get more information on ν α (not even a guess for a good candidate). In particular, we do not know how to calculate γ(F ). This does seem to be the most important contribution of the interacting fluid representation: once we have a good candidate for ν α , we can check it by showing that it is invariant under the evolution of the interacting fluid. In fact, even in the results for the classical Hammersley case found in Aldous & Diaconis (1995) and Cator & Groeneboom (2005 , 2006 , this is where the interacting particle process proves its worth.
1.3.
Back to the Busemann function. Some elementary properties are given by:
, and additive,
Furthermore, B α 0, (x, t) = L να (x, t) for all x ∈ R and t ≥ 0.
Proof: The Busemann function obviously inherits translation invariance from the Poisson weighted process. The anti-symmetry also follows from its definition, while the additivity follows from the fact that, for a point m belonging to ̟ α (p), ̟ α (x) and ̟ α (q) (they will coalesce eventually), the difference in the right hand side of (1.5) does not change when the respective coalescence point is replaced by m. Now, let z ∈ R be a maximizer in (1.9) and z ′ be the crossing point between ̟ α ((x, t)) and R × {0}. Then for some m that belongs to ̟ α (0), ̟ α ((z, 0)) and ̟ α ((x, t)) we have that
which immediately implies the last assertion. 2
Finally we address a conjecture in the first passage percolation and last passage percolation concerning the Busemann function • If β ∈ [0, π/2] then, as processes in r ≥ 0,
• If β ∈ [π/2, π] then, as processes in r ≥ 0,
2 It makes sense in any percolation model in which Theorem 1.2 holds.
To obtain the second distributional relation note that, by additivity and anti-symmetry, Overview. We prove Theorem 1.4 in Section 2. After that, in Section 3, we discuss some applications of our method to construct invariant measures for the multi-class process, and to describe the behavior of second-class particles. Finally, in the Appendix, we give the proof of Theorem 1.1.
Exit points and equilibrium
where we chose Z ν to be the lowest right-most point that attains the above maximum (the exit point). For each angle α ∈ (π, 3π/2), let Z α (x, t) denote the crossing point between the α-ray starting from (x, t) and R × {0}. By Proposition 1.6,
We can also define Z * α (x, t) to be the crossing point between ̟ α (x, t) and {0} × R (duality). Since ̟ α (t, t) has asymptotic angle α, we must have that, for any ǫ > 0,
The following Lemma states a sufficient condition on a deterministic measure ν to control its exit point (compare this to Lemma 3.3 in Ferrari, Martin & Pimentel 2007):
Then, with probability one,
Proof: Without loss of generality, assume α = 5π/4. The proof of this lemma is based on the following estimate for the shape function f (x, t) = γ √ xt: for s ∈ [0, t]
Now, fix ε > 0 and suppose that Z ν (t) := Z ν (t, t) ≥ εt + 1. Then there exists k ∈ [εt, t] ∩ N and n = ⌊t⌋ such that
By adding f (n, n) − f (n − k, n) − γ 2 k to both sides of the above inequality and applying (2.4), we get
Now, we require some control on the fluctuations of L about its asymptotic shape. The next lemma gives a diffusive upper bound for that, and it is a consequence (after some digression) of very general results on concentration of measures on product spaces (see Chapter VIII of Talagrand's book 1995):
Using Lemma 2.2 and Borel-Cantelli, it is not hard to show that for any δ, η > 0, there exists n 0 such that
This is enough to prove that the set {t ≥ 0 : Z ν (t, t) ≥ εt} is bounded with probability 1. The proof that the set {t ≥ 0 : Z ν (t, t) ≤ −εt} is bounded with probability 1 follows the same line. 
which yields time-invariance. For each x, h ≥ 0, define the space-increments
where c = c α, (0, x), (0, x + h) (we again use Proposition 1.6). Clearly, in distribution, this does not depend on x. Now, let
where c x (α, h) is the coalescence point of the geodesic connecting (h, −(tan α)x) to (x, 0) and the geodesic connecting (h, −(tan α)x) to (x + h, 0). Notice that ∆(0, h) and ∆ ′ (x, h) are independent whenever x > h. Therefore, mixing would hold as soon as we can prove that P ∆(x, h) = ∆ ′ (x, h) goes to one as x goes to infinity, which follows by combining translation invariance and (1.6) 3 .
The intensity (1.11). Fix α ∈ (π, 3π/2) and set ρ = ρ(α) := √ tan α. Since the model is invariant under the map (x, t) → (ρx, t/ρ),
.
On the other hand, if Z 5π/4 (t) < 0 then Z * 5π/4 (t) ≥ 0, and hence (by applying the same argument), one finally obtains that
Together with (2.2), this yields that
By Proposition 1.6, EL ν 5π/4 (t, t) = 2tEν 5π/4 (1) .
The sub-additive ergodic theorem applied to L 5π/4 (t, t) implies that, with probability one, lim t→∞ L 5π/4 (t, t) t = 2Eν 5π/4 (1) .
Combining this with Theorem 1.1 and (2.6), one gets (1.11).
Uniqueness. Assume that ν is a time-invariant measure with ergodic increments and of intensity ν(1) = γ 2 √ tan α. By time invariance, for any t, h > 0, ν(h) is the same, in distribution, as the total mass in the interval [0, h] at time 0 of the fluid process started at the space-time corner (−t, −(tan α)t). Let Z ′ ν (t, t) and Z ′ ν (t + h, t) be the exit points with respect to the last-passage model with measure ν, started at the corner (−t, −(tan α)t). Let ̟ t (0) and ̟ t (h) be the geodesics connecting Z ′ ν (t, t) to (0, 0) and Z ′ ν (t + h, t) to (h, 0), respectively. By the ergodic theorem (and our choice of α), ν satisfies (2.3). By Lemma 2.1, this yields that the distance from the exit points to (−t, −(tan α)t) is sub-linear. By (1.6) (note that Z ′ ν (t, t) and Z ′ ν (t + h, t) are going in the direction α), this implies that, for large enough t, the mass in the interval [0, h] at time 0 (and started at (−t, −(tan α)t)) will be exactly ν α (h), and this proves uniqueness. Note that we have also proved that if we start with any deterministic ν satisfying (2.3), then M ν (tan α)t ([t, t + h]) converges in distribution to ν α h). This shows that in a rarefaction fan, the fluid process converges locally to the correct equilibrium measure.
Multi-class processes and second-class particles
For two positive measures ν andν on the same space, we say thatν dominates ν, notationν ≥ ν, wheneverν(A) ≥ ν(A) for all measurable A. . This means that we are only dealing with a finite number of Poisson points, so if we can prove that the premise "Mν s ≥ M ν s for all s < t" implies that Mν t ≥ M ν t , we will have proved the first statement, since it is obviously true for t = 0. So suppose there exists a Poisson point at (x 0 , t) with weight ω for some x 0 ∈ [−M, K], since otherwise the implication is immediate. We then know, using Proposition 1.8 and (1.7), that if
The inequality follows from the fact that if
The second statement follows from a similar reasoning: suppose there is a Poisson point at (x 0 , t) with weight ω. If x > x 0 ≥ 0,
The inequality follows from the fact that (A − c) + − (B − c) + ≤ A + − B + whenever c ≥ 0 and
Now suppose x 0 < 0 and x ≥ 0. Note that under the condition onν, we have that for all s ≥ 0 and all ε > 0,
When Lν(x, t) does not use the weight at (x 0 , t), we know that Lν (x, t) = Lν(x, t−) and that L ν (x, t) ≥ L ν (x, t−), which implies the desired result. If Lν(x, t) does use the weight at (x 0 , t), then it is not hard to see that L ν (x, t) will also use the weight at (x 0 , t) (the longest path corresponding toν is always to the right of the path corresponding to ν), which means that only the mass on the x-axis strictly to the left of 0 is used, and therefore
In other words, Proposition 3.1 tells us that the interacting fluid system is monotone: if one starts the fluid process with the same Poisson weights (basic coupling) and with ordered initial configurations, then the order is preserved for all t ≥ 0. This coupled process is called the multiclass fluid system. The multi-class process is just a convention to describe a coupled process with ordered initial configurations (Ferrari & Martin 2008 ). Law of large numbers for second-class particles. Proposition 3.1 can be used to define the notion of second-class particles. In the interacting fluid process we can define it analogously to the interacting particle case, with a slight adaptation due to the continuous weights. We start by changing ν intoν, by putting an extra weight ε > 0 in 0, sō ν([0, x]) = ν([0, x]) + ε for x ≥ 0 .
With this new measure, and using the same Poisson weights, we define Mν t , and then define the location of the second class particle X ν (t) as X ν (t) = inf{x ≥ 0 : Mν t (x) = M ν t (x) + ε} . By Proposition 3.1, X ν (t) is a non-decreasing function of t, meaning that the second class particle moves to the right. We note that it does not depend on ε! There is the following important connection between the longest path description and the second class particle. Let ν + be the measure defined by ν + (x) = ν(x) for x ≥ 0, and by ν + (x) = −∞ for x < 0. We also define the measure ν − by setting ν − (x) = 0 for x ≥ 0, and by ν − (x) = ν(x) for x < 0. Then L ν (x, t) = max L ν + (x, t), L ν − (x, t) .
If L ν + (x, t) ≥ L ν − (x, t), there exists a longest path that does not use any weight of ν on (−∞, 0). This means that if we add a weight ε > 0 in the origin, Lν (x, t) = Lν+(x, t) = L ν (x, t) + ε. Using Proposition 1.3, we see that this means that Mν t (x) = M ν t (x) + ε, so X ν (t) ≤ x. If on the other hand we start with X ν (t) ≤ x, we conclude that Mν t (x) = M ν t (x) + ε, using Proposition 3.1 and the fact that M ν t and Mν t are right-continuous. This in turn means that Lν(x, t) = L ν (x, t) + ε, which is only possible if L ν + (x, t) ≥ L ν − (x, t). We have shown that (3.1) {X ν (t) ≤ x} = {L ν + (x, t) ≥ L ν − (x, t)} .
This means that the path of the second class particle corresponds to a competition interface, a fact well known for the totally asymmetric exclusion process (Ferrari & Pimentel 2005) . This allows us to show that the second class particle satisfies a strong law whenever ν + and ν − have asymptotic intensities. The proof of this does not use a coupling of two invariant versions of the fluid process, as is usual in the interacting particle case, but it uses the longest path description in a direct way. We would like to point out that in our general set-up, with random weights on the Poisson points, we do not have an equivalent of Burke's Theorem. This means that the time-reversed process is not a Hammersley interacting fluid process. Therefore, the path of a second class particle in general does not coincide in law with a longest path in the interacting fluid process, in contrast to the classical case, where the statement is true. However, we do have the following connection. Recall that Z α (x, t) denotes the crossing of the α-ray starting at (x, t) with the x-axis R × {0}. Proof: This follows almost immediately from (3.1), since that equality, using (2.1), can be rewritten as {X να (t) − t/ tan α ≤ h} = {Z α (t/ tan α + h, t) ≥ 0}. Now use translation invariance to see that Z α (t/ tan α + h, t) D = Z α (t/ tan α, t) + h.
Combining these two equations proves the proposition. 2
When we consider all α-rays starting at the line R×{t} and we move from left to right, (X να (t), t) is the first point where the α-ray passes the origin. It is tempting to think that the α-ray starting at (X να (t), t) actually passes through the origin, but this is false in general. In fact, after time t, most α-rays will have coalesced with other rays, and the crossings with the x-axis will be quite far apart; we would conjecture they are order t 2/3 apart. Proposition 3.3 allows us to use Theorem 1.1 and Lemma 2.3 to prove a strong law for the second class particle for the invariant case. However, we are able to prove a strong law even for deterministic initial conditions that satisfy a density property: Then, with probability one,
