Abstract. A Borel (or even analytic) subring of R either has Hausdorff dimension 0 or is all of R. Extensions of the method of proof yield (among other things) that any analytic subring of C having positive Hausdorff dimension is equal to either R or C.
Preliminaries
We begin with a few definitions, notations, and results as preliminary material. If E is a set and k is a positive integer, we write E k for the k-fold Cartesian product E × E × · · · × E.
The set R of real numbers has various structures: it is a field; it is a ring; it is a group (under addition); it is a metric space. The set C of complex numbers also has all these structures. Let k be a positive integer. The Cartesian power R k is a metric space, a group, and an R-vector space, and C k is a metric space, a group, a C-vector space, and an R-vector space.
If X is a metric space and A ⊆ X, then A is called a Borel set in X iff A belongs to the σ-algebra generated by the open sets in X. If X and Y are metric spaces, then a function ϕ : X → Y is called Borel measurable iff for every Borel set B in Y , the inverse image ϕ −1 (B) is a Borel set in X. If X is a complete separable metric space, and A ⊆ X, then A is called an analytic set in X if A is the continuous image of some Borel set in some Euclidean space R k . (Analytic sets are also known as Suslin sets or Souslin sets. ) We write dim for Hausdorff dimension. 
Therefore the sequence (1/n) dim(A n ) converges as n → ∞ to sup n (1/n) dim(A n ). Call this limit the Cartesian-Hausdorff dimension of A, or the CH dimension of A. All we need to know is that the CH dimension of A is 0 iff dim(A n ) = 0 for all positive integers n. This implies in particular that dim A = 0.
Main theorem
We improve the main result of our paper [6] , using some of the same methods for the proof.
Theorem 1.
Let E ⊆ R be a subring and a Borel set. Then either E has CH dimension zero or E = R.
Historical remarks. In 1960, Volkmann [17] noted that all known examples of subfields of R had Hausdorff dimension either 0 or 1. He showed that if a subfield K ⊆ R existed with dim K = s, 0 < s < 1, then it would be "dimensionslos"-for every open set U , the s-dimensional Hausdorff measure H s (K ∩ U ) is either 0 or ∞. In 1966, Erdős and Volkmann [7] showed that for every s, 0 ≤ s ≤ 1, there is G ⊆ R an additive subgroup and a Borel set, with dim G = s. (See also [10, Ex. 12.4 [8] showed that if E ⊆ R is a subring and a Borel set (or an analytic set), then dim E ≤ 1/2 or dim E = 1. He gave a second proof in [9] . The authors [6] recently showed that if K ⊆ R is a real-closed subfield and a Borel set (or an analytic set), then either dim K = 0 or K = R.
The proof of Theorem 1 will be subdivided into lemmas. The set of linear functionals on R k is naturally identified with R k . When we say "almost all" linear functionals, we mean almost all with respect to k-dimensional Lebesgue measure. 
is a subgroup, it is equal to its difference set. Every element of R is an integer multiple of an element of the neighborhood ϕ(E k ) of zero. But then since it is a group, R = ϕ(E k ).
Lemma 1.3. Let E ⊆ R be a subring. Assume there is a positive integer k and a linear functional
Then such k and ϕ may be found so that ϕ also maps E k bijectively onto R.
Proof. Let k be the least positive integer such that there is a linear functional ϕ :
Assume ϕ is not injective on E k . We will show that one of the r j may be dropped, while retaining the equality ( * ). Since ϕ is not injective, there are b 1 , · · · , b k ∈ E, not all zero, so that b j r j = 0. By re-labeling, if necessary, we may assume b k = 0. So
We claim
This proves ( * * ). So if we restrict ϕ to the remaining k − 1 coordinates, we have a linear functional R k−1 → R that maps E k−1 onto all of R. This contradicts the minimality of k. So ϕ is injective on E k . 
Lemma 1.4. Let E ⊆ R be an additive subgroup and a Borel set. Let k be a positive integer and ϕ
for all x, y, and τ is Borel measurable. Therefore there is a constant c such that for all x ∈ R, τ (x) = cx ([1, Ex. 11, p. 117], [16, p. 307, Ex. 9(e)], [14, (9.10), p. 61]). Now τ (r 1 ) = 0, so c = 0; but if k > 1, then there would be r 2 = 0 with τ (r 2 ) = 0, a contradiction. Therefore k = 1, so the linear functional ϕ : R → R has the form ϕ(x) = ax for some constant a. But ϕ maps E onto all of R, so E = R.
Proof of Theorem 1. Let E ⊆ R be a subring and a Borel set with nonzero Cartesian-Hausdorff dimension. Then k and ϕ exist as in Lemma 1.2. By Lemma 1.3, we may assume ϕ maps E k bijectively onto R. Then by Lemma 1.4, E = R. If X ⊆ R is an analytic set, then the ring generated by it, Z[X], is an analytic set. (This shows one of the reasons why we are interested in the analytic case: the ring generated by a Borel set is not necessarily Borel.) If dim X k > 0 for some k, then by our results Z[X] = R: every real is a finite sum of finite products of elements of X or their negatives. If X is also compact, we may use the Baire Category Theorem on this. There is n and an open interval I, so that every element of I is a sum of at most n terms, each of which is (plus or minus) a product of at most n elements of X. (Empty sum is 0, empty product is 1.)
The groups of Erdős and Volkmann are not divisible (it is easy to check that e belongs to all of them, but e/2 belongs to none of them). One might ask whether a divisible additive subgroup of R (a vector space over Q) can have Hausdorff dimension strictly between 0 and 1. This can, indeed, happen. If G is any additive subgroup that is Borel, then its divisible hull
is a divisible additive subgroup of R, is still a Borel set, and has the same Hausdorff dimension as G. Apply this observation to the Erdős-Volkmann groups.
Subrings of the complex numbers
The method above may be adapted to prove similar results.
Theorem 2. Let E ⊆ C be a subring and a Borel set. Then E has zero CH dimension or
The proof will use lemmas analogous to the lemmas for Theorem 1. We will need a special case of the complex version of the Projection Theorem (which is proved in the same way as the real Projection Theorem, using the complex Grassmannian in place of the real Grassmannian). Since we did not find it in print, we include here the special case (1-complex-dimensional range) that is to be used in this paper. We follow the proof given by Mattila [15] for R. 
Proof. Define the inner product on
Each fixed v ∈ C k induces a linear functional ϕ v by ϕ v (u) = u, v . All linear functionals are of this form. The norm for C k is u = u, u . A unitary operator is a linear map T :
Unitary maps on C k may be identified with k × k unitary matrices. There is a transitivity property: if u, v ∈ C k and u = v , then there is a unitary T such that T (u) = v.
In C k , the unit sphere S = S 2k−1 is S = u ∈ C k : u = 1 . Write σ for the (2k − 1)-dimensional surface area on S. Sometimes we act as though σ is a measure on all of C k by letting the complement of S have measure zero. Note that σ is invariant under unitary transformation: if H ⊆ C k and T is unitary, then σ T (H) = σ(H).
Write u 1 = (1, 0, · · · , 0) for a "north pole" of S. A calculus exercise shows us that a band around the "equator" of S has area σ { v ∈ S : | v, u 1 | ≤ r } ≤ πr 2 C 2k−3 , where C 2k−3 is the (2k − 3)-dimensional volume of the unit (2k − 3)-ball. By the transitivity and invariance, for any y ∈ S,
and so for any nonzero
(This inequality corresponds to Mattila's [15, Lemma 3.11, p. 50], and will be used in the same way.) Now let A ⊆ C k be a Borel set with dim A > 2. Then by [5, (3.2.7) , p. 121] there is a probability measure µ with compact support ⊆ A so that
For v ∈ S, let µ v be the image of µ under the linear functional ϕ v , defined as follows: for H ⊆ C, let µ v (H) = µ x ∈ C k : x, v ∈ H . So if v ∈ S, t ∈ C, and r > 0, the measure of a disk in the complex plane is
Of course the 2-dimensional Lebesgue measure of a disk is
Therefore the lower density of µ v with respect to λ 2 is
Now imitate the proof of [15, Thm. 9.7, p. 130] : 
Lemma 2.2. Let E ⊆ C be an additive subgroup and a Borel set with nonzero CH dimension. Then there is a positive integer k and a complex-linear functional
Proof. Since E has nonzero CH dimension, there is n so that dim(E n ) > 0. So (by the Dimension Inequality) there is k with dim(E k ) > 2. By Lemma 2.1, there is a C-linear functional ϕ : C k → C such that ϕ(E k ) has positive 2-dimensional Lebesgue measure. The rest is the same as before. We need the 2-dimensional version of Steinhaus's Theorem (due to Ruziewicz): 
Then such k and ϕ may be found so that ϕ also maps E k bijectively onto C.
Proof. The proof is as before, using C-linear instead of R-linear. In case (1), we conclude k = 1 as before and therefore E = C. Case (3) is ruled out since S(r 1 ) = 1 = 0. So in the case where E = C we have case (2) . This means {r 2 , · · · , r k } all lie in this one line through 0. Repeating with the other coordinates, we conclude k = 2 and r 1 , r 2 are not real multiples of each other. Now the nullspace of τ = π 1 • ψ is, on the one hand, a 1-real-dimensional subspace of C, but on the other hand, it is all E-multiples of a fixed element r 2 . Each E-multiple of r 2 is a real multiple, and vice versa. Divide by r 2 to conclude that E = R.
