Abstract-Environmental perception systems are often built using technologies that operate in a sequential manner. In the task of tracking in particular, where the classical detectortracker interaction is a serial process, it is viable to break this design rule by introducing information loops. This is especially feasible in a tracker that operates in a prediction-update cycle. Tracking predictions can steer object detection towards regions where an object is anticipated and, in turn, tracking updates can be improved by incorporating reinforced detections. In this paper we propose a novel detector-tracker feedback loop for information exchange based on spatio-temporal similarity of detections and tracklets. We reinforce pedestrian detections that have weak confidence scores by matching their bounding boxes to estimated tracklets with high tracking confidence. The proposed system has several compelling advantages: based on a positive feedback principle it extracts the maximum detection and tracking information, while operating transparently and with minimal computational load. In a controlled ablation study we evaluate our feedback mechanism using the KITTI object tracking dataset. We show that our system gains significant performance increase over the baseline in both frame-by-frame detection and tracking quality.
I. INTRODUCTION
Environmental perception systems in autonomous vehicles are tasked with the challenging problem of traffic situational awareness. Understanding the environment is necessary so that the vehicle can reliably identify objects and make informed predictions and actions. Contemporary autonomous research platforms consist of heterogeneous sensor arrays, all of which operate in different modalities, at different sensitivity levels while covering only parts of the vehicle's surrounding. In this context, different computer vision algorithms have to be designed to co-operate using available data. On the downside, sensors are less than perfect and computer algorithms often have practical limitations. For example, cameras don't work well at nighttime, or in dazzling sunlight. LiDAR has trouble with rain, fog, and dust, because the laser bounces off the particles in the atmosphere. Radar can be confused by small but highly reflective metal objects, like a soda can on the street etc. In that sense, the system must intelligently combine the modalities in order to counter weaknesses of one sensor using the advantages of the other.
The principle of tracking by detection combines an object detector to detect candidate targets with temporal reasoning in order to connect detections into trajectories through a certain optimization algorithm. Therefore, continuous predictions of object positions in the future can be made with relative certainty. Due to the diversity and complex occlusions of objects, the ability to detect all relevant traffic users (recall) often requires setting a very low detection threshold. Achieving high recall rates usually has the negative consequence of creating more false positives and decreases the efficiency of the later tracking algorithm. To mitigate the effects of limited object detection performance we propose a novel information sharing technique by utilizing a feedback mechanism between the object detector and tracker.
Our method adds a loop in the perception system by reinforcing detections using tracking estimates. More specifically, our system consists of an object detector that operates in the image plane, which then feeds candidate detections to a 2D/3D object tracker. The object detector operates at a near 100% recall rate producing up to 10 3 candidate objects at the cost of reduced precision. At the same time, feed back information from the tracker is used to increase the precision of candidate objects that closely match with expected tracking positions. These reinforced detection scores are then re-introduced into the tracker during the update step. Our proposed information feedback mechanism is designed to be agnostic of the design of object detector or tracker. We only require that the detector operates at a high recall rate and the that tracker works in a standard estimation-update cycle.
In the following section we give a brief overview of several information feedback mechanisms from the literature. Then, in section §III we discuss the design of a generic multi-object detection and tracking pipeline where we incorporate our novel feedback loop mechanism. Next, in section §IV we perform rigorous ablation experiments which single out the performance gains coming from our feedback loop mechanism over the baseline, and finally in section §V we conclude with some remarks on the fail cases of the system and how they can be remedied.
II. RELATED WORK
Various tracking by detection and detection by tracking feedback methods have already been considered in the literature. Tian et al. [1] perform multi-category multi-object tracking in traffic surveillance videos. They define two distinct situations where an image region is considered as a detection result. At initialization the region is detected when it is predicted from a tracklet and estimated as a foreground region at the same time even if it is not classified into object by the detector. During sequential tracking, the probability of detection is a product of both former terms and also the object detector. The downside of this approach is in the binary mathematical apparatus as well as that it relies heavily on background subtraction and is thus only applicable in static scenes. Furthermore, the paper is focused on measuring absolute tracking performance and lacks an ablation study to quantify the relative gain from the feedback loop.
Another approach by Li et al. [2] proposes a detection and tracker mutual feedback where detection is done by a Gaussian mixture model (GMM) of principal component analysis (PCA) features. Tracking is performed by computing the Bhattacharyya distance of the detected object and the tracklet which predicts the position of the tracking object based on expectation maximization (EM) Kalman filter. The feedback loop consists of detection of future candidate objects based on estimated tracklet positions and computed differences in the PDFs of the target and candidate regions. One drawback of this approach is the estimation of object motion by simple intensity difference between consecutive frames which can easily fail in presence of occlusions. This paper also lacks an evaluation which separates the gains obtained by using a detector-tracker feedback loop.
Balntas et al. [3] propose a novel single object tracking method by online learning. The input detector is a high recall fern based classifier that returns a large set of candidate regions using the sliding window approach. Candidates, which the authors call pointers, are fused to form an estimated object position using a voting scheme in the Hough space. The maximum in the voting space is detected and target detections that overlap with this maximum are considered as valid. Experimental evaluation concludes a significant increase in precision and recall rates over the baseline detector and tracker, however this approach is limited in a sense that it is only applicable in single object tracking problems. Additionally, the method requires memory to store pointers from previous frames which hinders performance.
Ingersoll et al. [4] also investigate the tracker sensor feedback in stationary object detection from a UAV platform. Tracking information is sent back through a loop to inform the detector, which is a GMM for ROI estimation. They do so by a so-called conservative scheme for updating the background model where they set an adaptive threshold for the minimum blob area, i.e. the extent of their target. At each step, a Kalman filter is updated with every ROI (blob) and keeps track of the object position and size. The feedback loop consists of setting the minimum blob area threshold in the GMM detector equal to three variances below the mean. By exploiting the feedback loop these authors report a significant improvement over their baseline which is measured by higher MOTA and MOTP tracking scores and lower false positive rate in detection. One serious limitation of this approach is that it assumes a static camera and heavily relies on the GMM foreground background detector for generating candidate objects.
An approach that adapts the appearance model for each particular object using on-line learning techniques is proposed in [5] . Authors demonstrate the effectiveness of the approach in a state-of-the-art object detector based on deformable template models, the parameters of which are adapted on-line using a structured SVM. They further improve the performance of the model-based tracker by online learning a prior distribution over the size of objects. Parameter updates are performed only if the base detector and the updated detector agree on the particular bounding box for which the Intersection over Union (IoU) of 50% is used. Evaluation on the ETH pedestrian database [6] shows that the adapted detector outperforms the baseline on some of the tested sequences. The biggest issue with this technique is that it tightly couples the design of the detector with the information propagated back from the tracker. The same concept is therefore difficult to re-implement in a different system environment.
Lastly, a method that exploits the sequential nature of videos to improve the quality of proposals based on the available information on previous frames determined by detector outputs is proposed in [7] . This method is actually independent of tracking as it re-ranks object proposals based on the overlap with detections and detector scores obtained by a state-of-the-art Convolutional Neural Network (CNN) approach, [8] , in the previous frame. The authors propose a score re-weighting scheme based on the IoU measurement between ROIs in the current and the previous frame. This paper contains an ablation study where the performance of the proposed feedback loop is evaluated against detection of objects in the YouTube Objects dataset [9] . The downside of this method is the rather simplistic model of the feedback loop which doesn't exploit motion information of objects. Additionally, it lacks speciffic performance analysis for the class pedestrian.
III. TRACKING BY DETECTION

A. Practical considerations
In autonomous driving, tracking objects from a moving sensor is a difficult task since the static background assumption becomes invalid. Object detection must be performed by scanning every image position for possible object occurrences (objectness). Sliding window approaches in general are not able to recall 100% of the pedestrians due to performance limitations. Additionally, object detection on a frame-byframe basis is not able to detect 100% of the objects in the presence of occlusions. A typical multi-object tracker such as the MDP [10] , which utilizes ACF [11] object detector as input must then try to estimate the position of missed pedestrians using various temporal consistency mechanisms.
More recently, object detectors based on CNNs have been shown to be able to achieve close to 100% recall rates with varying degrees of precision. However, even using powerful GPU devices these CNNs tend to have slow execution times, which makes real-time tracking infeasible. The advent of Region Proposal Networks (RPNs), [8] , solves this problem by designing a pre-processing CNN that produces region proposals which are later classified as objects. In a typical camera frame there are around 10 3 ∼ 10 4 region proposals which usually cover close to 100% of all objects in the scene. The task of the object tracker then is to select how, and which of these regions to track. In order not to overwhelm the tracker, MOT methods customarily employ gating to accept only highly confident ROIs. A kinematic and appearance based model then deals with any missed detections by exploiting their spatio-temporal and appearance based correlation from previous frames, figure 1 .
Measuring the performance of MOT methods reveals the differences of how each one handles missed detections, unpredictable motion, background motion, occlusions, etc. Most importantly, the better the input object detections are, the better tracking becomes. It thus becomes imperative to design an object detector with 100% recall rate and as high as possible precision. In the following sub-section we introduce our feedback loop mechanism, exemplified by the item 3 in algorithm 1.
B. Proposed feedback loop method
Contemporary object detectors based on region proposal CNNs such as Regionlets [12] , Faster R-CNN [8] , SubCNN [13] , etc. already perform at close to 100% recall on standard pedestrian detection benchmarks. One issue is that this is done at a great cost of precision where more than 10 3 object proposals can classified as pedestrians with low detection scores. It is therefore difficult to set the optimal gating threshold balancing between precision and recall. Given an image 
1) Apply an object detector to the frame I t :
foreach detection y i ∈ {y 1 , y 2 , ..., y n }:
a) Hungarian algorithm region x, a typical detector output y is an object proposal defined by a bounding box with image plane parameters:
f (x) = y i : {u, v, width, height, label, s} , where the score s is a classifier metric that represents certainty that the ROI belongs to a specific class (label). Conversely, a typical tracker output k is a tracked object represented by a bounding box, vectors of motion, appearance model and metrics for the tracking certainty:
k : {u, v, width, height,u,v, appearance, label, χ} .
The tracker usually cycles between an estimation and an update step, the former computes the most probable state of each object given the past states and measurements, while the later integrates the new data into the state estimate to create an updated and more accurate estimate. Our method interfaces with the detector-tracker system at the point where object detection and a tracking estimation is already performed and before the final update of tracking states is made. We use the set of tracking estimates S k : {k j } j=1...m to adjust confidence scores s yi (or s i ), i.e. we force the detector to look closer into regions where we expect to find tracked objects. We suspect that adjusting the classifier model parameters will yield higher precision improvements, but this will break the transparency assumption of our feedback loop and any gains will thus be difficult to measure objectively. To that end we use an off-the-shelf object detection algorithm for which we focus on adjusting the confidence scores after detection. Since all proposed detections are later passed through a second gate, this process can also be thought of as an adaptive detection threshold using the tracking information. In figure 2 we present a schematic depiction of the proposed feedback loop (in red). Formally, at time t we employ gating g (y i ) to the set of initial object detections S y : {y i } i=1...n such that S y → {S strong ∨ S weak }:
where τ 1 is the gating threshold manually adjusted so that it splits approximately 20% of the detections into the set S strong and the rest in S weak . At this point the object detector is operating at close to 100% recall rate and thus we are motivated in finding and boosting the true positives in the many (80%) weak candidates S weak . Next, weak detections are matched against tracklet estimates k j using the Jaccard index, i.e. Intersection over Union:
where the intersection and union operations are computed over the image bounding boxes of both detections and tracklets. At this stage it's important to understand that this method works for both static and moving objects since the tracklet estimates k j are already updated with their respective motion vectors. We exploit this "closeness" information for detections that happen to fall very close to expected pedestrian positions, J ≥ 0.8, in a way that we adjust weak detection confidence values s i |y i ∈ S weak in the following manner:
; χ j > 0.9
where σ controls the spread of the effect of the "closeness" between object and tracklet, while χ allows confidence boosting based only on accurately tracked objects. When the IoU is close to 1 and tracking confidence χ is above 0.9, the boosting of detection scores is maximal. Contrarily, as the IoU decreases, the effect of the boosting diminishes.
The motivation behind this mechanism lies in the hypothesis of temporal stability when observing pedestrians in high frame-rate video sequences. Once we are certain that we are tracking a pedestrian, χ > 0.9, then we can be sure that it will be detected at or near the expected location by the tracker. If for some reason (camera noise, jitter, occlusion, shadows, etc.) the object detector is not very certain anymore, we can reinforce the score by factoring in how close it is to an expected tracklet. Finally, our method concatenates the boosted and originally confident object detections into a list that is passed to the standard detection-tracking architecture, i.e. a second gating is applied which removes any remaining false positives and the update step of the tracking is performed transparently.
IV. EXPERIMENTAL RESULTS
In order to evaluate the effectiveness of the proposed feedback loop mechanism we performed a series of experiments using prerecorded video sequences in real traffic environments, namely the object tracking benchmark of the KITTI [14] dataset. For brevity, in our experiments we focus on the sequences {13, 15, 16, 17, 19} of the training set since they contain most of the pedestrians while the rest are mainly sequences containing cars and other motorized vehicles. The chosen set consists of a total of 10312 instances from 143 unique pedestrians within the 2129 frames with a duration of 3.5 minutes. The chosen sequences provide traffic situations with a spectrum of difficulty such as moving camera, occlusions, difficult lighting, object interaction, etc. Using this dataset we can test for object detection precision and recall, various tracking performance metrics, but also evaluate the robustness of our feedback mechanism. A single set of hyper-parameters (τ 1 = 0.8, χ th = 0.9, σ = 0.4), optimized rationally for the detection and tracking setup, was used for processing each and every frame of the selected dataset.
We evaluate on a state-of-the-art pedestrian detection and tracking system built from the Regionlets [12] and SubCNN [13] object detectors and our own 2D-3D multi-object tracker based on the MDP [10] method. The input frame is processed with a CNN to detect ROIs with labels and detection scores Figure 3 . Evaluation of detection precision of the baseline (blue) against the same method using our proposed feedback loop (red) at IoU > 0.5. Left: Regionlets [12] and right: SubCNN [13] .
which are then gated and passed to the tracker which tracks pedestrians based on position, appearance and motion. In all experiments, the baseline method uses a sequential processing pipeline, whereas the proposed method additionally incorporates our feedback loop mechanism to adjust the detection scores. Up to 10 3 candidate bounding boxes are generated by the detector which are then subject to our proposed confidence boosting algorithm, equation (3), and later passed to the object tracker.
The effectiveness of the proposed method is tested by evaluation of both object detection and object tracking through ablation experiments where we measure precision, recall and Multiple Object Tracking Accuracy (MOTA). Precision and recall are detection specific metrics of how many detections are relevant and how many of the relevant detections are selected. MOTA combines false positives (FP), False Negatives (FN) and tracking identity switches IDS to indicate overall performance of the tracker. Formally MOTA is the ratio:
where t is the time step (frame index) and GT is number of Ground Truth objects. Value of MOTA can also be negative if the number of errors exceeds the number of actual objects. Most trackers in the literature are compared primarily using this metric since it represents a good balance between tracking precision, recall and temporal stability. Firstly, we test the raw pedestrian detection performance of the baseline detectors against the performance of their boosted detections using our feedback loop. In figure 3 we report results for two experiments, one using Regionlets as a baseline (left plot) and the other using SubCNN as a baseline (right plot). Pedestrians are split into three categories {easy, medium, hard} depending on their occlusion level and distance to the camera according to KITTI. We show that, in all three cases, pedestrian detection is significantly improved when using our proposed feedback loop. The precision rates, summarized in table I, of the Regionlets detector are improved by 8.4% on average while the SubCNN, which is originally the better performing detector, is further improved by 6.8%.
Next, we evaluated the impact on sensitivity that our feedback loop has on pedestrian detection. For this experiment we measured the recall rate at a fixed detection threshold. We used a threshold that produces 65% and 80% precision for the Regionlets and SubCNN detectors respectively. These are the critical points in the precision/recall curve where detection performance starts to deteriorate, as seen on the vertical axis in figure 3 . In order to demonstrate the sensitivity more clearly, in this experiment we used a ground truth matching threshold of IoU = 0.7. This way we stress out the quality of the tracking information which is fed back into the detection score. We show that, results in average recall rates by 20.9% and 45.2% respectively. This result shows that by using the same detection threshold, our boosted detector can detect more of the pedestrians present in the scene without producing additional false positives.
Lastly, we compare the tracking performance gains when turning on our feedback loop in the system. First, we performed tracking using the raw pedestrian detections of Regionlets and SubCNN while setting all tracker hyperparameters the same value for each run of the system. Then, in both object detectors, we turned on our proposed feedback loop and fed the boosted object detections back into the tracker. We compare the measured MOTA scores of both baseline detector-tracker pairs to the MOTA of the trackers that use our feedback loop. On average, MOTA scores improved by 3.9% when applying the feedback loop on the Regionlets object detections, and 3.5% when applying to the SubCNN detections. These results are summarized in table III where improvements are shown in bold.
V. CONCLUSION
In this paper we show that tracking by detection in an autonomous vehicle environment can greatly benefit from adding an information feedback loop between the tracker and detector. Our tracker state estimates contain a non-trivial amount of information that we are able to use and steer the object detector into regions of high probability of containing a pedestrian. We proposed an effective mechanism for reweighting scores of object detections that lie near positions of expected pedestrians. Using a custom closeness metric we are able to proportionally reinforce weak detections in areas of high likelihood for detecting a pedestrian. Experiments show that our detector-tracker system is more precise and at the same time has a greater pedestrian recall rate. Thus, pedestrians can be detected with more confidence at a fixed recall rate, or more pedestrians can be detected at the same precision level.
On the tracker side, adding the feedback loop shows that tracking performance also improves by a non-trivial amount. We observed an increase in overall tracking accuracy, explained by higher MOTA scores, but also higher tracking quality, i.e. longer tracked trajectories and less track fragmentations. All of these improvements upon the baseline system come at a minimal computational penalty. The computational burden of the added feedback loop block using our Quasar [15] GPU implementation is around 785µs per KITTI frame processed with Regionlets object detector and 729µs for the SubCNN detector.
We note that one of the most important assumptions is that our object detector operates at close to 100% recall rate. This way, it is theoretically possible to reinforce the weakly detected objects. In cases when perfect recall is not possible, our feedback loop will provide less than optimal results in a sense that completely missed objects cannot directly be recovered using the feedback information. Such cases indeed exist in reality and we suspect that they are later handled, to some degree, by the temporal mechanisms of the object tracker. Nonetheless, these effects shouldn't be ignored and will be the subject of our further study.
