1. Introduction. Let Pn(x) be a polynomial of degree n(n = 0,1, • • •) with leading coefficient unity. Then (Favard [2] ) a sufficient (as well as necessary) condition for the Pn(x) to be real orthogonal polynomials is that they satisfy a recurrence formula of the form We are thus led to consider the following more general situation. Given the Pn(x) satisfying (1.1) (without the restriction bn = 0), let the "co-recursive" polynomials P*(x)=P*(x, c) be defined by
where P0*(x) = l, P*(x) =Pi(x) -c. We then seek to determine the properties of the P*(x) from those of the P"(x). In order to have orthogonal polynomials, we will restrict c to be real.
where Qn(x) is a polynomial of degree n, satisfying
where Q-i(x) =0, Qo(x) = 1.
Comparison of the recurrence formulas shows that Qn-i(x)/Pn(x) and Qn-i(x)/P*(x) are the nth convergents, respectively, of the continued fractions
The Qn(x) are the "numerator polynomials" studied by Shohat and Sherman [4] and Sherman [3] ; Qn(x) is itself the denominator of the wth convergent of the continued fraction
We will denote by ^(x), \p*(x)=\f/*(x, c) and ^i(x), respectively, solutions of the moment problems associated with the above continued fractions and write F(z), F*(z) and Fi(z) for the corresponding Stieltjes transforms:
3. Zeros. By Favard's theorem, the sets {Pn(x)}, {P*(x)} and {Qn(x)} are orthogonal with respect to the distributions ^(x), i^*(x) and ^i(x), respectively; hence the zeros of the individual polynomials are real and simple.
If we multiply (1.1) by P*-i(x) and (1.3) by Pn_i(x) and subtract, we obtain
Iterating this relation yields
denotes the zeros of Pn(x) in ascending order of magnitude, then Pn*(xn,,)Fn-i(^n,y) = -cHt_i X*, so P*(xn.j) alternates in sign with P"_i(x",y). By the well known separation of the zeros of consecutive orthogonal polynomials, it follows that the zeros of P"(x) and P*(x) are mutually separated. Moreover, P"_i(x",n) >0, hence sgn P"*(x",") = -sgn c. Therefore if x*j (j= 1, • • ■ , n) denotes the zeros of P*(x) in ascending order of magnitude, we have
with the roles of xn,j and x*j interchanged for c<0. Finally, let #n-usy»,y 0 = 1.
• • • . » -1) denote the zeros of Qn-i(x) in ascending order. Then it is well known (e.g. [6] ) that
Combining (3.1) and (3.2), we have Theorem 1. The zeros of Pn(x), P*(x, c) and Qn-i(x) (n^2) are mutually separated in the following manner:
with the roles of xn,j and x*>} reversed for c<0.
Corollary. The zeros of P"*(x, c) are increasing functions of c and the zeros of any two distinct co-recursive orthogonal polynomials of the same degree n(n^ 1) are mutually separated.
Proof. Let P*(x, Ci) and P"*(x, c2) be any two-recursive polynomials. Let P*(x, Ci)=Pn,i(x) and P"*(x, c2)=P"i2(x). Then Pn,s(x, ci -c2)=Pn,i(x).
Next let [a, b] , [a*, b*] and [a', b'] denote the "true" intervals of orthogonality of {Pn(x)j, {Pn*(x)} and {(?"(*)}. respectively; that is [4] , a = lim"^0O x",i, b = limn^x x",n, etc. Then by Theorem 1, for c>0, a^a*^a'<b'^b^b*, and for c<0, a*^a^a'<b'^b*^b. Here A (B) must be replaced by -00 (+ 00) in case a= -co(&=-f-oo).
Proof. Suppose a is finite. Then it follows from the "determinant formula" for continued fractions [6] that for x%a, Pn(x)/Qn-i(x) <Pn+i(x)/Qn(x) <0 (as is known). Hence A exists and by (2.1)
Thus P*(a)/Qn-i(a) <0 and P*(x) does not change sign for xga (for all n) if and only if A^c. 4 . On the distribution functions. Sherman [3] has shown that the complete convergence of (2.3) implies the complete convergence of (2.5). By a theorem of Carleman (cf. [5] ) or by direct verification, the complete convergence of (2.3) is seen to imply the complete convergence of (2.4) also. Thus if \p(x) is a solution of a determined moment problem, and hence is uniquely determined up to an additive constant at all points of continuity [5] , then so is \{/*(x) (as well as \[/i(x)). Moreover, if we define Henceforth, we assume (2.3) corresponds to a determined moment problem so that by [3] , the continued fractions (2.3), (2.4) and (2. can be determined by (4.5).
5. Examples. The Tchebicheff polynomials furnish simple examples for which P*(x) can be determined explicitly and for which \p*(x) is of "mixed type," that is, ^*(x) is absolutely continuous on part of the orthogonality interval and is a step function (with a single jump) on the remainder. Here -A=B = l/2 so\p*(x) is constant for all x (£ (-1, 1) except for \c\ >l/2 when it has a jump at % = c + l/4c which is found by (4.5) to be 1 -l/4c2. ^*(x) is continuous at +1 except possibly when c = +1/2. However, in this case, F*(x, c) reduces to a Jacobi polynomial: P*n(x, c) = 2»(nV2/(2n)\Pn'~C\x), c = ± 1/2.
(b) Pn(x)=21-"F"(x)=21-"cosw(?. HereZ>n = 0 (n^l), X" = l/4 for k^3 butX2 = l/2; F(z) = (z2-1)-1'2 [3] . Thus Qn(x)=2-"Un(x) and we have P*n(x, C) = 21-"[F"(X) -cUn-l(x)}, 1 rz (1 -t2Yn t*(x) -<P*(x0) = ----dt, -1< xo < x < 1. [l]) furnish another simple example where P*(x) can be explicitly
given. Since &i = 6" = 0, X"=X",,= [4(n+v -l)(n+v -2)]-1=X"_i,"+i Remark. It may be noted that in the preceding examples, P*(x, c) satisfies Dickinson's relation (1.2) (since 6» = 0 (w^l)).
