Abstract-A study on the use of vector rational interpolation for the estimation of erroneously received motion fields of MPEG-2 predictively coded frames is undertaken in this paper, aiming further at error concealment (EC). Various rational interpolation schemes have been investigated, some of which are applied to different interpolation directions. One scheme additionally uses the boundary matching error and another one attempts to locate the direction of minimal/maximal change in the local motion field neighborhood. Another one further adopts bilinear interpolation principles, whereas a last one additionally exploits available coding mode information. The methods present temporal EC methods for predictively coded frames or frames for which motion information pre-exists in the video bitstream. Their main advantages are their capability to adapt their behavior with respect to neighboring motion information, by switching from linear to nonlinear behavior, and their real-time implementation capabilities, enabling them for real-time decoding applications. They are easily embedded in the decoder model to achieve concealment along with decoding and avoid post-processing delays. Their performance proves to be satisfactory for packet error rates up to 2% and for video sequences with different content and motion characteristics and surpass that of other state-of-the-art temporal concealment methods that also attempt to estimate unavailable motion information and perform concealment afterwards.
Vector Rational Interpolation Schemes for Erroneous Motion Field Estimation Applied to MPEG-2 Error Concealment
I. INTRODUCTION T RANSMISSION of highly compressed video bitstreams (e.g., MPEG-2 video bitstreams) through physical communication channels is liable to errors, being either packet/cell loss or bit errors (isolated or in bursts). These types of errors are usually referred to as bitstream errors and they frequently result in loss of the decoder synchronization, which becomes unable to decode until the next resynchronization codeword in the received bitstream. Since resynchronization points are placed at Manuscript received October 3, 2001 ; revised January 7, 2003 . This work was supported by the European RTN Project RTN1-1999-00177 -MOUMIR. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Heather Hong.
S. Tsekeridou is with the Electrical and Computer Engineering Department, Democritus University of Thrace, 67100 Xanthi, Greece (e-mail: tsekerid@ee.duth.gr). the header of each slice by an MPEG-2 coder, unless otherwise specified, transmission errors may lead to partial or entire slice information loss (loss of prediction errors, coding modes, motion vectors). Such loss of synchronization leads to observable deterioration of the decoded sequence quality, which, in the case of MPEG-2 coding, is further attributed to the use of VLC and differential coding. Furthermore, due to the use of motion-compensated prediction, temporal error propagation to predictively coded frames inside a group of pictures (GOP), i.e., propagation errors, leads to even worse results.
A number of methods have been proposed in the literature to achieve error resilience and thus deal with the above-mentioned problem. A nice overview of such methods is given in [1] . One of the ways to solve this problem is the implementation of error concealment (EC) methods at the decoder side. Such methods exploit the spatial and/or temporal correlations inside and among correctly received neighboring regions/frames [2] - [12] . A subclass of EC methods focuses on the "optimal" estimation of erroneously received motion fields based on available surrounding information. Among the methods belonging in this subclass, one may distinguish:
• the zero motion EC (ZM EC), which sets lost motion vectors to zero and, thus, performs temporal replacement; • the motion-compensated EC (MC-AV or MC-VM EC), which calculates the average or vector median of adjacent predictively coded motion vectors; • the boundary matching algorithm EC (BMA EC), which defines a number of motion vector candidates and selects the optimal one that minimizes the boundary matching error [13] [12] . Motivated by the introduction of vector rational interpolation in [14] - [16] and its remarkable performance in the case of color image interpolation/resampling, a study on its use for the estimation of erroneously received motion fields of predictively coded frames inside an MPEG-2 compressed video bitstream is undertaken in this paper. It is evident that the presented methods may be used alongside any hybrid coder that uses predictive coding. A number of different motion vector rational interpolation schemes are investigated in this paper for EC purposes. Initially, four distinct interpolation schemes are presented differing in which pairs of adjacent motion vectors are used in the vector rational interpolation function, i.e., toward which direction the interpolation takes place. Then, the additional concept of boundary matching error minimization is incorporated in the presented approaches to select the optimal estimation out of the four estimated motion vector candidates. Another scheme attempts to locate the direction of minimum change in the local motion field neighborhood, based on adjacent information, and to perform vector rational interpolation in that direction. Another variant has introduced concepts similar to the ones presented in [12] by including bilinear interpolation principles to the motion vector rational interpolation approach and by introducing a finer interpolation grid in order to further exploit existing spatial correlations. Finally, existing information about the coding modes of adjacent macroblocks (MBs) is exploited and motion vector rational interpolation is employed only among the available inter-coded neighbors. The performance of all presented schemes is compared against that of the motion-compensated temporal ECs mentioned above by judging from the achieved visual quality of the concealed video sequences and by comparing the processing time required for concealment and the accuracy of the restored motion field. Such concealment methods perform satisfactorily in cases of low-to medium-valued packet error rates (PER). For higher PERs, a satisfactory solution is the combination of layered coding with EC methods [7] , [17] .
The organization of the paper is as follows. In Section II, the mathematical definition and the principles of vector rational interpolation are briefly summarized. In Section III, a variety of motion vector rational interpolation methods are presented for EC of predictively coded frames. Simulation results are reported in Section IV and conclusions are drawn in Section V.
II. VECTOR RATIONAL INTERPOLATION
Vector rational interpolation has been introduced in [14] - [16] for color image interpolation/resampling applications, where every pixel is represented as a 3-component vector in a color space, in order to exploit the inherent correlations among different color components. The input/output relationship of a vector rational function (VRF), according to the definition given in [14] , is given by (1) where are -component input vectors to the filter, is a vector-valued polynomial, a scalar one and the th component of the VRF output given by (2) where (3) (4) denotes the vector norm, denotes integer part, the coefficients , are constant real numbers, whereas the coefficients are expressed as a nonlinear function of the input vectors 
III. MOTION VECTOR RATIONAL INTERPOLATION EC SCHEMES
In this section, we investigate the use of properly defined vector rational interpolation functions in the estimation process of erroneously received motion fields of predictively coded video frames. Information loss due to transmission errors in MPEG-2 compressed video data translates to missing motion vectors, coding modes and prediction errors of the respective MBs. If default synchronization is used by the MPEG-2 encoder, i.e., resynchronization points exist at the start of each slice, which is an entire row of MBs, only correctly received top and bottom adjacent block data is available for the estimation of the lost one. In subsequent subsections, a number of different motion vector rational interpolation approaches are introduced. The aim of all presented schemes is to estimate the lost motion vector(s) in the best possible way by using information from available adjacent motion vectors. The neighborhood considered in all interpolation schemes is shown in Fig. 1 . After the lost motion vector has been estimated in the way presented in subsequent subsections, concealment of predictively coded frames is performed by copying the displaced block of the previously decoded frame with respect to the estimated motion vector to the current lost one. In the case of B-frames, where two motion fields are available (forward and backward), lost motion vector estimation is accomplished in both fields and the estimate that leads to the minimum boundary matching error (refer below for definition) is selected for concealment. Intra-coded frames are concealed by the F-B BM EC [10] . Motion vector rational interpolation can also be employed for recovering lost concealment motion vectors of I-frames when such are generated and transmitted.
A. Introduction of Four Distinct Approaches
In a first approach, four different interpolation schemes have been considered [18] , differing only in the neighboring pairs of available motion vectors used, that is, in which direction the interpolation is applied, as is shown in (7) where , and coefficients , , , are defined by (8) In (8), denotes the vector norm and is a positive constant that controls the degree of nonlinearity of the rational filter.
Vertical Interpolation of Horizontal Estimates:
The lost motion vector is finally estimated by averaging the horizontal estimates and (9) 2-D Case [Fig. 2(b) ]: This interpolation scheme estimates the lost motion vector by employing the expression (10) where and is given by (8).
2-Stage Combined 1-D and 2-D Case [Fig. 2(c)]:
Horizontal Interpolation: It is performed in the same way as in the 1-D case.
Combined Interpolation: The horizontal estimates of the previous stage are used as input motion vectors along with the input motion vectors of the 2-D case to estimate the lost motion vector (11) where and is again given by (8) .
2-D Case of All Directions [Fig. 2(d)]:
This interpolation scheme is an extension of the 2-D case, in the sense that almost all directions between neighbors are considered in the final estimation (12) where now All interpolation schemes attempt to estimate lost motion information in such a way that motion field smoothness is attained in smooth motion areas, while at the same time irregular motion of adjacent blocks does not result in high estimation errors. Intra-coded neighbors are simply considered here as having zero valued motion vectors. No coding mode information of adjacent blocks is exploited at this point. In smooth motion areas, where Euclidean distances between adjacent vectors are small, the weights are close to 1.0, thus leading to an averaging interpolator. When Euclidean distances increase, the respective weights decrease, thus limiting the contribution of the respective candidate neighboring pair in the final motion vector estimate.
B. Boundary Matching Error Minimization
In a second approach, the boundary matching criterion has been employed in order to locate that interpolation scheme out of the four above-mentioned ones that estimates the "optimal" motion vector with respect to the minimum boundary matching error [13] and thus leads to the best possible concealment, as shown in (13) , at the bottom of the page, where denotes the block size, the spatial coordinates of the top-left pixel of the lost block, the reference frame (forward or backward), the current frame, and , the estimated motion vector by each one of the four interpolation schemes.
C. Interpolation in the Direction of Minimum Change
In a third approach, interpolation has been attempted in the direction of minimal change while preserving the transition in the direction of maximal change inside a predefined motion field neighborhood, in an inverse manner than that of method [19] , which aims at image enhancement using rational control functions of the rate of change of the local image content. In order to find the rate and direction of change (maximal or minimal) inside a predefined motion vector neighborhood, an approach similar to the one proposed in [20] has been adopted. Let , be a two-valued two-dimensional function denoting the estimated motion field of a frame, i.e.,
, where and , , represent the functions of the horizontal and vertical displacements composing the motion vectors at points . When the Euclidean distance of two points and tends to zero, the difference of the values of at those points, , becomes the arc element (14) Its squared norm, known as the first fundamental form, is given by (15) where (16) According to [20] , is a measure of the rate of motion field change in a prespecified direction. The extrema of (15) are obtained in the direction of the eigenvectors of the matrix and the values attained there are the corresponding eigenvalues. Thus, the eigenvectors provide the direction of maximal/minimal change at a given point ( and , respectively), whereas the eigenvalues present the maximal/minimal rate of change ( and , respectively). The latter, as reported in [20] , are estimated by (17) For the calculation of the maximal/minimal rates of change, (17) implies the prior estimation of the local gradients within the expressions of , where . For such purpose, directional operators (referred to as convolution kernels as well) are defined for each one of six preselected directions within the local motion vector neighborhood: horizontal, vertical, diagonals 45 , 135 , 30 , and 120 , in a manner similar to the one presented in [21] , which targets edge detection in color images. Such preselection is deemed necessary since no a priori knowledge exists on which direction the local motion field attains the best smoothness properties. For each direction type, due to the vector-valued case, there is more than one rate of change since the minimal rate of change is not 0 [20] . The selection of the "edge-sensing" masks was done bearing in mind the particulars of the lost motion information problem (e.g., missing horizontal neighboring motion vectors). The masks are shown in Table I . The local motion field neighborhood employed for gradient estimation (where the directional operators are applied) is of size 3 3. The goal is to locate that direction toward which the local motion field neighborhood presents the best smoothness properties. Thus, for every gradient direction type, a minimum and a maximum rate of change, and , , are estimated by (17) , based on the already undertaken approaches of [20] , [21] for vector-valued cases. For single-valued cases, the minimum rate of change is 0 and only the maximum rate of change is applicable. The differences present an appropriate criterion for detecting transitions in the local motion field, as already stated in [20] , since a large difference value means that an irregular motion region exists in this position (the change in motion is significant toward every direction), while a small value means that we are in a smooth motion region (the change in motion is similar toward all directions). Our aim is to locate such smoothness properties, if existent within the local neighborhood, and perform interpolation toward that direction (the respective rational weight will be of large value in this case, as it will be later shown). For such purpose, such differences have been chosen to control the estimation of the rational weights in the motion vector rational interpolation approach. Specifically, candidate motion vector estimates are defined for every direction type as the average of those neighboring motion vectors employed by the respective mask (nonzero elements).
(13) 
D. Incorporation of Bilinear Interpolation Principles
Motivated by the approach of [12] , the MVRI EC has been extended to include bilinear interpolation principles in order to further exploit spatial correlations. The neighborhood employed in the motion vector rational-bilinear interpolation approach is shown in Fig. 3 . The only difference with the neighborhood of where . Equation (20) is an extension of the vector rational interpolation case, presented previously.
are the rational interpolation weights evaluated by (8) , which are calculated only once per lost MB, since they are independent of spatial locations. represent weights based on spatial locations. For each , a 2 3 matrix , , is defined that contains the spatial location weights. The structure of is proportional to the spatial localization of with respect to the motion vector neighborhood in Fig. 3 . Obviously, 16 such matrices, one per , have to be calculated. They are defined as spatial location look-up tables, because they need to be estimated only once, due to the identical spatial structure of each inside the motion vector neighborhood for dinstinct lost MBs. This results in computational savings. The spatial weight calculation is done in an identical manner as in bilinear interpolation. Distances from the estimated motion vector to its neighbor estimator are measured in the motion vector coordinate system (see Fig. 3 ). These are converted to integers for faster computations and less memory requirements. To help the reader understand the estimation process of , we present an example of how is estimated, as follows: (21) When an array term is derived from the multiplication of two individual terms, the first one corresponds to the horizontal spatial distance from the existing neighboring motion vector subtracted from 1 and the second one to the vertical such distance subtracted from 1.
This interpolation scheme attempts to estimate lost motion information in such a way that motion smoothness is attained in smooth motion areas (linear operation performs best in such a case), whereas irregular motion of adjacent blocks does not result in high estimation errors (spatial correlations perform well in such cases). Thus, the method attains good motion field characteristics: motion smoothness and motion discontinuity, as long as adjacent motion data is sufficient for correct estimation. Again, intra-coded neighbors are simply considered as having zero valued motion vectors and no coding mode information of adjacent blocks is actually exploited in the estimation process. 
E. Exploitation of Available Coding Mode Information
This scheme additionally exploits available neighboring coding mode information in order to consider solely the inter-coded neighbors in the motion vector rational interpolation approach. Thus, estimation errors due to the intra-coding of neighboring blocks are avoided. The final estimate is evaluated by (22) additionally constraining , to be the motion vectors of intercoded neighbors. After the latter have been singled out based on coding mode information, all possible pairs are constructed and employed in (22). The additional use of coding mode information proves to enhance the estimation accuracy.
IV. SIMULATION RESULTS
In order to evaluate the performance of the motion vector rational interpolation methods for EC, three different CCIR 601 sequences at 4:2:0 chroma sampling format have been used, namely the Flower Garden (125 frames), the Mobile & Calendar (40 frames), and the Football (50 frames) sequences. These sequences differ in the type of observed motion, as well as content. The first one is characterized by large uniform global motion (moving camera), the second one by medium-valued nonuniform motion (three objects moving differently), while the last one is characterized by highly irregular motion in many directions. They have been coded at 5 Mbps at 25 fps (PAL) using slice sizes equal to an entire row of MBs and setting the number of frames in a group of pictures (GOP) equal to 12 and the number of frames between successive I-and P-frames or P-and P-frames equal to 3. Layered coding is not employed and motion compensation is performed on a MB basis during encoding (one motion vector per 16 16 block for the luminance component). MPEG-2 transport packets are considered, which are 188 bytes long composed by 4 bytes of header information and 184 bytes of payload. A PER value of 2% has been considered. Errors may result from either isolated bit errors or packet loss. The error locations are assumed known and it is assumed that, once an error is detected, all packets are discarded until the decoder is able to resynchronize. In order to help the reader quickly understand the abbreviations used in the sequel for the methods introduced in this paper, Table II is presented. Objective performance evaluation of the presented concealment method is based on average PSNR values, whereas subjective evaluation is achieved by observing the visual quality of the concealed sequence. In order to assess the performance of the various motion field estimation processes, the Motion Field Estimation Error [ ] is used (23) In (23), represents the total number of block motion vectors in a frame.
represents the original coding mode of the considered MB, which should actually indicate to an inter-coded MB, i.e., forward predicted (F), backward predicted (B), or bi-directionally predicted (D) (original motion information available in this case).
is the original motion field of the current frame , whereas is the estimated one. Finally, since fast concealment is a requirement for real-time decoding capabilities, the execution time for each of the concealment methods under study is measured. using all the motion field estimation EC methods under study. It can be seen that, in almost all cases, the motion vector rational interpolation EC schemes as well as the F-B BM EC method attain the best result. The one that distinguishes itself, with respect to PSNR values, among the motion vector rational interpolation approaches is the MVRI-CodM EC method. Its performance is attributed to the fact that this method additionally exploits available neighboring coding mode information, which proves not to be redundant but rather of significance. Their rather satisfactory performance, compared with that of the other motion estimation EC methods under study, can be further established by observing the achieved visual quality of the concealed test sequences. In Figs. 4-6 , certain frames of the concealed test sequences Flower Garden, Mobile & Calendar, and Football, respectively, are shown. The methods used for concealment are the MC-VM EC, the BMA EC, the Combined BMFI EC and the MVRI-CodM EC, which lead to the best results with respect to PSNR values shown in Table III. The conclusion is that the motion vector rational interpolation EC schemes lead to satisfactory concealment for cases of medium PER values and achieve smooth concealment, edge and line reconstruction, even in strong motion or irregular motion areas, provided that the neighboring motion information is adequate for the estimation of the lost data. In regions of strong or irregular motion, many of the other state-of-the-art temporal EC methods lead to observable frame content shifts. Table IV illustrates the temporal MFE average values evaluated on the estimated motion fields of predictively coded frames and only for the predictively coded MBs. It is easily observed that the MVRI EC methods, especially the one exploiting available coding mode information, lead to small error values, a fact TABLE IV  AVERAGE MFE VALUES MEASURED ON THE ESTIMATED MOTION FIELDS OF  THE PREDICTIVELY CODED FRAMES OF THE THREE TEST that justifies their remarkable property of being able to nonlinearly adapt their behavior with respect to local motion information and further establishes the observation that coding mode information is rather significant for EC purposes. In order to visually comprehend the performance of the motion field estimation methods, Fig. 7 shows the original, the erroneous, and the estimated motion fields produced by the MC-VM EC and MVRI-CodM EC methods. The erroneous or estimated part is included in a drawn rectangular with dashed lines. The observation of the estimated motion fields leads to the conclusion that the MVRI EC methods manage to retain the two characteristics of motion fields: motion uniformity in uniformly moving regions and motion discontinuity in irregularly moving regions, provided that the available neighboring motion information is adequate for estimating lost motion information. Since real-time implementation capabilities are of great importance in order to allow decoding and concealment in realtime and in parallel, e.g., in digital TV signal transmission and reception, the processing time requirements of the presented EC Table V . It is seen that the MVRI EC methods are rather fast, combining good performance and fast implementation, compared with other motion estimation EC methods under study. The MVE-BO EC and F-B BM EC methods present the slowest solutions due to the search they perform to re-estimate lost motion information.
Finally, performance comparison among the different presented motion vector rational interpolation EC schemes follows aiming at clarifying which may actually be used under certain conditions. By observing all tables with PSNR, MFE, and execution time values and having visually compared many concealed frames by each one of the presented methods, we are led to the following remarks.
• The MVRI method that further exploits coding mode information achieves the best results with respect to PSNR and MFE values with only a small increase in the required computational time which still is low compared to the one required by state-of-the-art concealment methods.
• The second best proves to be the one interpolating in the direction of minimum change along with the one further using bilinear interpolation aspects, the latter being only slightly slower than the former.
• The MVRI method that also uses coding mode information leads to enhanced visual quality of the concealed frames.
• The above performances are almost similarly monitored for all test sequences considered. Based on the above remarks, one could concluded that the best option among the MVRI methods to be used is the one exploiting coding mode information. However, when time constraints are rather demanding and since the performance of the other MVRI methods is not far behind, faster MVRI methods could be used.
V. CONCLUSIONS
Motion field estimation by motion vector rational interpolation has been investigated for EC purposes. A number of such interpolation schemes have been introduced. Motion vector rational interpolation achieves to capture neighboring motion smoothness or irregularities and adapt its behavior with respect to the available information. It is proven that all MVRI schemes perform satisfactorily and are remarkably fast compared with other motion field estimation EC methods under study. The MVRI EC scheme that has the best interpolation performance additionally uses available adjacent coding mode information. The presented methods are able to deal with cases of low to medium PER values.
Another possible application of motion vector rational interpolation, apart from EC, could be the smoothing of motion fields, evaluated, e.g., by block matching approaches which are known to lead to many estimation errors, and their improved conversion from coarser to finer ones. 
