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Résumé : Ce travail de thèse a pour objectif de fournir un outil de modélisation
rapide de l'interaction d'une source électromagnétique 3D avec une pièce de géo-
métrie ou de propriétés physiques complexes dans le domaine des basses fréquences
(régime quasi-statique). La principale application est la simulation d'un procédé
de Contrôle Non Destructif d'une pièce conductrice présentant une surface ou des
propriétés physiques perturbées. En eﬀet, les modèles semi-analytiques actuels sont
limités aux géométries canoniques (plan, cylindre, sphère).
Aﬁn de lever ce verrou, on utilise une approche novatrice basée sur l'écriture des
équations de Maxwell dans un système de coordonnées curvilignes non-orthogonal
associé à la géométrie de la pièce : on parle alors des équations de Maxwell Co-
variantes, déjà très utilisées dans le domaine optique pour la caractérisation des
réseaux de diﬀraction (méthode C).
Ces équations sont ici transposées au domaine des basses fréquences et per-
mettent d'obtenir une généralisation du formalisme en potentiel vecteur du second
ordre (SOVP) des équations de Maxwell classiques développé initialement aﬁn de
traiter le cas de conducteurs de formes canoniques. On détermine alors numérique-
ment une base de potentiels scalaires, solutions propres des équations de Maxwell
covariantes et ne dépendant pas des champs d'excitation qui nous permet de repré-
senter les champs électromagnétiques inconnus sous la forme d'expansions modales.
Les coeﬃcients de ces expansions sont calculés en introduisant le champ excitateur
et en imposant les conditions de passage adéquates entre les diﬀérents milieux.
Ensuite, cette approche est couplée d'une part à un algorithme récursif (les pa-
ramètres S) aﬁn de prendre en compte la présence d'interfaces internes complexes
dans la pièce, et d'autre part à une méthode numérique d'ordre élevé (Méthode
pseudo-Spectrale) aﬁn de prendre en compte de façon rigoureuse des variations des
propriétés physiques (conductivité et/ou perméabilité) du matériau avec la profon-
deur.
Enﬁn, les codes obtenus sont validés par comparaison avec des acquisitions ex-
périmentales et à l'aide d'un logiciel commercial de calcul par éléments ﬁnis. La
comparaison des temps de calcul montre en outre la grande eﬃcacité de ces modèles
par rapport aux méthodes numériques classiques.
Mots clés : Électromagnétisme, Modélisation, Courants de Foucault, Contrôle
Non Destructif, Coordonnées Curvilignes, Méthode C, Méthode Spectrale.
Abstract : This PhD work concerns the development of fast numerical tools, dedi-
cated to the computation of the electromagnetic interaction between a low frequency
3D current source and a complex conductor, presenting rough interfaces and/or
conductivity variations. The main application concerns the simulation of the Eddy
Current non destructive testing process applied to complex specimens. Indeed, the
semi-analytical models available today are restricted to canonical geometries.
The proposed method is based on the covariant form of Maxwell's equations,
which translate the physical equations and relationships in a non-orthogonal coordi-
nate system depending on the geometry of the specimen. Historically, this method
(Curvilinear Coordinate Method, CCM or C-method) has been developed in the
framework of optical applications, particularly for the characterization of diﬀrac-
tion gratings. Here, we transpose this formalism into the quasi-static regime and we
extend the Second Order Vector Potential formalism, initially dedicated to ortho-
normal curvilinear coordinates systems, to general curvilinear coordinate systems.
Thanks to this change of base, we are able to determine numerically a set of modal
solutions of the source-free Maxwell equations in the new coordinate system intro-
duced, and this allows us to represent the unknown ﬁelds as modal expansions in
source-free domains. Then, the coeﬃcients of these expansions are computed by in-
troducing the source ﬁelds and by enforcing the boundary conditions that the total
ﬁelds must verify at interfaces between the diﬀerent media.
In order to tackle the case of a layered conductor presenting rough interfaces, the
generalized SOVP formalism is coupled with a recursive routine called the S-matrix
algorithm. On the other hand, the application case of a complex shape specimen
with depth-varying physical properties is treated by coupling the modal method we
developed with a high-order numerical method : pseudo-spectral method.
The validation of these codes is carried out numerically by comparison with a
commercial ﬁnite element software in some particular conﬁgurations. Besides, the
homogeneous case is also validated by comparison with experimental data.
Keywords : Electromagnetism, Modelisation, Eddy Current, Non Destructive
Testing, Curvilinear Coordinates, C Method, Spectral Method.
Table des matières
1 Introduction et contexte 1
1.1 Généralités sur le contrôle non destructif . . . . . . . . . . . . . . . . 2
1.2 Le Contrôle Non destructif par courants de Foucault . . . . . . . . . 3
1.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Domaines d'application du CND CF et contexte industriel de
la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Modélisation du contrôle non destructif par courants de Foucault . . 5
1.4 Diﬀraction des champs électromagnétiques par des surfaces rugueuses 7
1.5 Modiﬁcations des propriétés physiques du conducteur . . . . . . . . . 8
1.6 Organisation du manuscrit . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Les équations de Maxwell : introduction et présentation de diﬀé-
rents formalismes 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Les lois de l'électromagnétisme . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 La force de Lorentz . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Loi de Gauss . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Absence de monopole magnétique . . . . . . . . . . . . . . . . 13
2.2.4 Conservation de la charge électrique . . . . . . . . . . . . . . 13
2.2.5 Loi de Faraday . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.6 Loi d'Ampère modiﬁée . . . . . . . . . . . . . . . . . . . . . . 13
2.2.7 Forme Locale : les équations de Maxwell . . . . . . . . . . . . 14
2.2.8 Relations de milieu . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.9 Conditions de passage . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Formulations en Potentiels . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Potentiels Vecteurs . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Potentiel vecteur magnétique du Second Ordre . . . . . . . . 18
3 Les équations de Maxwell covariantes 23
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Notions d'électrodynamique relativiste . . . . . . . . . . . . . . . . . 24
3.2.1 Quelques rappels sur l'espace de Minkowski . . . . . . . . . . 25
3.2.2 Équations de Maxwell-Minkowski . . . . . . . . . . . . . . . . 28
3.2.3 Relations de milieux . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Cas particulier tridimensionnel . . . . . . . . . . . . . . . . . . . . . 30
3.3.1 Identiﬁcation des champs tridimensionnels . . . . . . . . . . . 30
3.3.2 Caractérisation des composantes des tenseurs électromagné-
tiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.3 Relations de milieu tridimensionnelles . . . . . . . . . . . . . 33
3.4 Formulations en potentiels . . . . . . . . . . . . . . . . . . . . . . . . 35
vi Table des matières
3.4.1 Potentiel Vecteur . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.2 Potentiel Vecteur du Second ordre . . . . . . . . . . . . . . . 36
4 Calcul des champs induits dans un demi-espace conducteur de géo-
métrie complexe 41
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Mise en équations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Changement de coordonnées . . . . . . . . . . . . . . . . . . . 42
4.2.2 Équations Physiques . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.3 Conditions de passage . . . . . . . . . . . . . . . . . . . . . . 45
4.2.4 Décomposition et réduction des équations . . . . . . . . . . . 46
4.3 Formulation en Potentiels du Second Ordre Généralisée . . . . . . . . 48
4.3.1 Approche matricielle . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.2 Approche tensorielle . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.3 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 Résolution numérique . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4.1 Description du problème et stratégie . . . . . . . . . . . . . . 56
4.4.2 Ré-écriture de l'équation de Helmholtz en coordonnées curvi-
lignes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4.3 Discrétisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4.4 Implémentation et troncature . . . . . . . . . . . . . . . . . . 62
4.4.5 Représentation modale . . . . . . . . . . . . . . . . . . . . . . 65
4.4.6 Calcul du champ incident . . . . . . . . . . . . . . . . . . . . 71
4.4.7 Calcul des coeﬃcients . . . . . . . . . . . . . . . . . . . . . . 76
4.4.8 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.5 Calcul de l'impédance de la bobine . . . . . . . . . . . . . . . . . . . 78
5 Calcul des champs induits dans un conducteur stratiﬁé de géomé-
trie complexe 81
5.1 Cas 1 : conducteur de géométrie complexe avec strates parallèles . . 82
5.1.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.2 Mise en équations . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.3 Résolution numérique . . . . . . . . . . . . . . . . . . . . . . 83
5.1.4 Stratégie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.1.5 Un premier algorithme pour le calcul des coeﬃcients . . . . . 84
5.1.6 Matrices S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.1.7 Algorithme récursif . . . . . . . . . . . . . . . . . . . . . . . . 87
5.1.8 Calcul des coeﬃcients et reconstruction des solutions . . . . . 90
5.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 Cas 2 : conducteur de géométrie complexe avec strates non-parallèles 92
5.3.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.2 Changements de coordonnées . . . . . . . . . . . . . . . . . . 92
5.3.3 Nouvelles expansions modales . . . . . . . . . . . . . . . . . . 93
5.3.4 Résolution numérique . . . . . . . . . . . . . . . . . . . . . . 95
Table des matières vii
6 Validation des modèles développés 97
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Cas # 1 : demi-espace complexe . . . . . . . . . . . . . . . . . . . . . 98
6.2.1 Validation Expérimentale . . . . . . . . . . . . . . . . . . . . 98
6.2.2 Validation Numérique . . . . . . . . . . . . . . . . . . . . . . 109
6.3 Cas # 2 : pièce avec interfaces complexes parallèles . . . . . . . . . . 115
6.4 Cas # 3 : pièce à interfaces complexes non-parallèles . . . . . . . . . 122
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7 Modèle dédié aux conducteurs non-homogènes et/ou de Géométrie
Complexe 131
7.1 Présentation du problème . . . . . . . . . . . . . . . . . . . . . . . . 132
7.1.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.1.2 Première tentative : résolution par une méthode modale . . . 132
7.2 Stratégie de résolution retenue . . . . . . . . . . . . . . . . . . . . . . 133
7.2.1 Domaines non-homogènes . . . . . . . . . . . . . . . . . . . . 133
7.2.2 Domaines homogènes . . . . . . . . . . . . . . . . . . . . . . . 137
7.3 Discrétisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.3.1 Méthodes spectrales . . . . . . . . . . . . . . . . . . . . . . . 138
7.3.2 Méthode pseudo-spectrale de Chebyshev . . . . . . . . . . . . 139
7.4 Implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.4.1 Déﬁnition des vecteurs de coeﬃcients inconnus . . . . . . . . 142
7.4.2 Opérateurs de dérivation . . . . . . . . . . . . . . . . . . . . . 143
7.4.3 Opérateurs de convolution . . . . . . . . . . . . . . . . . . . . 143
7.4.4 Conditions de passage et assemblage de la matrice . . . . . . 143
7.5 Calcul des solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7.6 Résultats et Validations . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Conclusions et Perspectives 157
A Notions d'algèbre vectorielle et tensorielle 161
A.1 Espace vectoriel et espace dual . . . . . . . . . . . . . . . . . . . . . 161
A.2 Covariance et Contravariance . . . . . . . . . . . . . . . . . . . . . . 162
A.3 Cas des espaces euclidiens . . . . . . . . . . . . . . . . . . . . . . . . 162
A.4 Coordonnées covariantes et contravariantes d'un vecteur . . . . . . . 163
A.5 Notions d'algèbre vectorielle . . . . . . . . . . . . . . . . . . . . . . . 164
A.5.1 Espace vectoriel et espace dual . . . . . . . . . . . . . . . . . 164
A.5.2 Covariance et Contravariance . . . . . . . . . . . . . . . . . . 164
A.5.3 Cas des espaces euclidiens . . . . . . . . . . . . . . . . . . . . 165
A.5.4 Coordonnées covariantes et contravariantes d'un vecteur . . . 166
A.6 Notions d'algèbre tensorielle . . . . . . . . . . . . . . . . . . . . . . . 166
A.6.1 Déﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A.6.2 Composantes d'un tenseur . . . . . . . . . . . . . . . . . . . . 167
viii Table des matières
A.6.3 Produit contracté simple de tenseurs . . . . . . . . . . . . . . 167
A.6.4 Le tenseur métrique . . . . . . . . . . . . . . . . . . . . . . . 168
A.6.5 Changement de coordonnées : repère naturel . . . . . . . . . . 169
A.7 Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
A.8 Formulaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.8.1 Tenseur d'orientation et produit vectoriel . . . . . . . . . . . 173
A.8.2 Symboles de Christoﬀel et opérateurs diﬀérentiels . . . . . . . 173
B Communications relatives au travail de thèse 175
B.1 Articles de revue avec comité de lecture publiés ou acceptés . . . . . 175
B.2 Présentations orales dans des conférences inernationales . . . . . . . 175
B.3 Présentation de poster dans des conférences inernationales . . . . . . 176
Bibliographie 177
Table des ﬁgures
1.1 Schéma de principe des méthodes de ﬂux. . . . . . . . . . . . . . . . 3
1.2 Schéma de principe du procédé de coulée continue (source : ssab.com) 5
1.3 Images de réseaux réels . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.1 Exemple de conﬁguration considérée : une sonde CF 3D scanne un
demi-espace 2D extrudé. . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Représentation schématique en coupe du problème numérique. . . . . 57
4.3 Illustration des limites du calcul des convolutions numériques avec
une matrice de convolution. En haut nous avons représenté les deux
fonctions f1 et f2 que l'on souhaite convoluer. En bas, les résultats
donnés par une convolution numérique complète et tronquée (matrice
de convolution). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 Proﬁl considéré (vu en coupe x2 = 0) pour le calcul des éléments
propres. On considère 8 périodes de longueur T = 5 mm et une
profondeur des dents valant 1 mm. . . . . . . . . . . . . . . . . . . . 65
4.5 Comparaison des parties imaginaires des valeurs propres dans le conduc-
teur (après tri). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.6 Visualisation des modules de quatre modes centraux. Cas du proﬁl
triangulaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.7 Visualisation des arguments de quatre modes centraux. Cas du proﬁl
triangulaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.8 Visualisation des modules de quatre modes centraux. Cas du proﬁl
plan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.9 Visualisation des arguments de quatre modes centraux. Cas du proﬁl
plan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.10 Visualisation des modules des quatre derniers modes. Cas du proﬁl
triangulaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.11 Visualisation des arguments des quatre derniers modes. Cas du proﬁl
triangulaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.12 Visualisation des modules des quatre derniers modes. Cas du proﬁl
plan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.13 Visualisation des arguments des quatre derniers modes. Cas du proﬁl
plan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.14 Module de la composante Ex du champ électrique créé par une bobine
dans l'espace libre. Cette quantité est calculée sur un plan horizontal,
perpendiculaire à l'axe de la bobine et situé à 1 mm de celle-ci. . . . 73
4.15 Erreur introduite par le calcul de la transformée de Fourier du champ
source en espace libre en fonction du nombre de fréquences spatiales
considérées. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
x Table des ﬁgures
4.16 Module de la composante Ex du champ électrique créé par une bobine
éclairant un plan de conductivité 1 MS/m situé à 1 mm de celle-ci. . 74
4.17 Erreur introduite par le calcul de la transformée de Fourier du champ
de référence en présence d'une plaque conductrice en fonction du
nombre de fréquences spatiales considérées. . . . . . . . . . . . . . . 75
4.18 Schéma en coupe de la conﬁguration de référence. On considère une
plaque plane conductrice située à l'altitude la plus basse du proﬁl
perturbé. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.19 Vue en coupe de la surface fermée SF . . . . . . . . . . . . . . . . . . 79
5.1 Conﬁguration stratiﬁée considérée. . . . . . . . . . . . . . . . . . . . 82
5.2 Schéma en coupe du problème à résoudre : dans chaque strate, les co-
eﬃcients inconnus, stockés dans des vecteurs, sont séparés en contri-
butions progressives et régressives. . . . . . . . . . . . . . . . . . . . 85
5.3 Conﬁguration comportant des strates complexes non parallèles. . . . 93
5.4 Schéma illustrant les diﬀérents types de coeﬃcients existant dans une
strate formée par deux interfaces non-parallèles. . . . . . . . . . . . . 96
6.1 Vue de dessus de l'une des deux maquettes utilisées pour la validation
expérimentale du code. . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2 Paramètres géométriques du capteur utilisé pour les acquisitions . . 100
6.3 Schéma électrique représentant la chaîne d'acquisition. . . . . . . . . 100
6.4 Parties réelle et imaginaire de l'impédance brute mesurée dans l'air. . 102
6.5 Parties réelle et imaginaire de l'impédance corrigée dans l'air. . . . . 102
6.6 Trajectoires de la fonction objectif et du rayon extérieur eﬀectif au
cours de l'algorithme d'optimisation. . . . . . . . . . . . . . . . . . . 104
6.7 Trajectoire suivie par la conductivité et l'entrefer durant la recherche. 105
6.8 Évolution de la fonction objectif fobj2(σ, l0) durant la recherche conjointe
de la conductivité et de l'entrefer. . . . . . . . . . . . . . . . . . . . . 105
6.9 Évolutions mesurée et calculée de ∆R en fonction de la fréquence. . 106
6.10 Évolutions mesurée et calculée de ∆X en fonction de la fréquence. . 106
6.11 Paramètres de la conﬁguration utilisée pour la validation expérimen-
tale du modèle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.12 Impédance obtenue pour f = 350 kHz . . . . . . . . . . . . . . . . . 108
6.13 Impédance obtenue pour f = 600 kHz . . . . . . . . . . . . . . . . . 108
6.14 Paramètres de la conﬁguration utilisée pour la validation du modèle. 110
6.15 Paramètres numériques utilisés pour la validation du modèle dédié
aux demi-espaces et temps de calcul correspondants. . . . . . . . . . 110
6.16 Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ électrique calculées sur l'interface x3 = −0.8 mm. . 111
6.17 Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ magnétique calculées sur l'interface x3 = −0.8 mm. 112
6.18 Cartographie des erreurs relatives sur les modules des composantes. . 113
Table des ﬁgures xi
6.19 Extraction des composantes covariantes du champ électrique calculées
sur les interfaces x3 = 0 et x3 = −0.8 mm. . . . . . . . . . . . . . . . 114
6.20 Paramètres numériques utilisés pour la validation du modèle stratiﬁé
parallèle et temps de calcul correspondants. . . . . . . . . . . . . . . 116
6.21 Paramètres de la conﬁguration utilisée pour la validation du modèle. 117
6.22 Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ électrique calculées sur l'interface x3 = 0 mm. . . . 118
6.23 Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ magnétique calculées sur l'interface x3 = −0.8 mm. 119
6.24 Cartographie des erreurs relatives sur les modules des composantes. . 120
6.25 Extraction des composantes covariantes du champ électrique calculées
sur les interfaces x3 = 0 et x3 = −1.0 mm. . . . . . . . . . . . . . . . 121
6.26 Paramètres de la conﬁguration utilisée pour la validation du modèle. 122
6.27 Paramètres numériques utilisés pour la validation du modèle stratiﬁé
non-parallèle et temps de calcul correspondants. . . . . . . . . . . . . 123
6.28 Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ électrique calculées sur l'interface x3 = −1.5 mm. . 124
6.29 Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ magnétique calculées sur l'interface x3 = −1.5 mm. 125
6.30 Cartographie des erreurs relatives sur les modules des composantes. . 126
6.31 Extraction des composantes covariantes du champ électrique calculées
sur les interfaces x3 = 0 et x3 = −1.0 mm. . . . . . . . . . . . . . . . 127
6.32 Comparaison des parties réelles et imaginaires de l'impédance simulée
par les deux modèles (FEM et CCM). . . . . . . . . . . . . . . . . . 128
7.1 Conﬁguration non-homogène considérée : plaque conductrice formée
de deux interfaces complexes non-parallèles. . . . . . . . . . . . . . . 132
7.2 Conﬁguration non-homogène considérée : plaque conductrice formée
de deux interfaces complexes non-parallèles. . . . . . . . . . . . . . . 137
7.3 Tracé des fonctions cardinales associées aux polynômes de Chebyshev
pour N = 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.4 Représentation en coupe de la grille de calcul. À gauche, nous avons
représenté la grille dans le système de coordonnées cartésiennes. À
droite, la grille après transformation. . . . . . . . . . . . . . . . . . . 142
7.5 Conﬁguration utilisée pour la validation de la méthode S-CCM. . . . 148
7.6 Test de Convergence de la méthode M-CCM en fonction du nombre
de strates Nm considéré. . . . . . . . . . . . . . . . . . . . . . . . . . 149
7.7 Approximations du proﬁl de conductivité . . . . . . . . . . . . . . . 150
7.8 Paramètres numériques utilisés pour la validation du modèle stratiﬁé
non-parallèle et temps de calcul correspondants. . . . . . . . . . . . . 150
7.9 Comparaison des parties réelles et imaginaires des composantes co-
variantes du champ électrique calculées sur l'interface x3 = 0 mm. . . 152
7.10 Comparaison des parties réelles et imaginaires des composantes co-
variantes du champ magnétique calculées sur l'interface x3 = 0 mm. . 153
xii Table des ﬁgures
7.11 Extraction des composantes dans des plans x1 = cste, visualisation
dans la strate non-homogène. Pour chaque ﬁgure : en haut est repré-
senté le résultat S − CCM , en dessous le résultat M − CCM et en
bas la diﬀérence des deux. . . . . . . . . . . . . . . . . . . . . . . . . 154
7.12 Extraction des composantes dans des plans x2 = cste, visualisation
dans la strate non-homogène. Pour chaque ﬁgure : en haut est repré-
senté le résultat S − CCM , en dessous le résultat M − CCM et en
bas la diﬀérence des deux. . . . . . . . . . . . . . . . . . . . . . . . . 154
A.1 Exemple de surface complexe considérée : surface inﬁnie dans les di-
rection X1 et X2 et d'équation de la forme X3 = a(X1, X2) qui
sépare le milieu conducteur de l'air. . . . . . . . . . . . . . . . . . . . 170
A.2 Illustration en 3D des bases covariantes et contravariantes d'un repère
naturel. On considère ici une surface d'équation x3 = cste dans la base
naturelle. Le plan (P) est le plan tangent à la surface au point M . . 172
Chapitre 1
Introduction et contexte
Sommaire
1.1 Généralités sur le contrôle non destructif . . . . . . . . . . . 2
1.2 Le Contrôle Non destructif par courants de Foucault . . . . 3
1.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Domaines d'application du CND CF et contexte industriel de
la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Modélisation du contrôle non destructif par courants de
Foucault . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Diﬀraction des champs électromagnétiques par des surfaces
rugueuses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Modiﬁcations des propriétés physiques du conducteur . . . 8
1.6 Organisation du manuscrit . . . . . . . . . . . . . . . . . . . . 9
2 Chapitre 1. Introduction et contexte
1.1 Généralités sur le contrôle non destructif
Déﬁnition :  On regroupe sous le vocable  essais non destructifs  ou encore
 contrôles non destructifs  l'ensemble des techniques et procédés aptes à fournir
des informations sur la santé d'une pièce ou d'une structure sans qu'il en résulte
d'altération préjudiciable à leur utilisation ultérieure. 
source : Techniques de l'Ingénieur [Dumont-Fillon 2014]
Au travers de cette déﬁnition générale, il apparaît que l'enjeu du contrôle non
destructif est de détecter les modiﬁcations de la structure d'une pièce qui peuvent
apparaître tout au long de son cycle de vie, de sa fabrication à sa mise au re-
but, et qui sont susceptibles de perturber son comportement au sein d'un système
(risque de rupture, de déformation, mauvais comportement mécanique, etc...). Ces
modiﬁcations structurelles peuvent avoir des causes diverses dépendant du maté-
riau constituant la pièce (ex : aciers, matériaux composites...), de son processus de
fabrication (ex : moulage, usinage, forgeage traitements thermiques...), de son envi-
ronnement d'utilisation (conditions de pression et de température, milieu agressif,
bombardement neutronique...), de ses conditions d'utilisation (sollicitations méca-
niques...), etc...et prennent donc des formes variées.
Les défauts surfaciques ou les inclusions sont les plus courantes (et les plus sur-
veillées) et correspondent à des modiﬁcations locales de la structure du matériau :
il s'agit d'un retrait de la matière qui augmente grandement le risque de rupture.
La détection de modiﬁcations des propriétés physiques (mécaniques, électromagné-
tiques...), induites le plus souvent par des sollicitations thermiques importantes,
constitue elle aussi un enjeu industriel majeur notamment dans le domaine de la mé-
tallurgie où les procédés de traitement thermique sont très souvent employés durant
le processus de fabrication des pièces. Ce type de modiﬁcation est plus compliqué à
détecter et à quantiﬁer puisque les techniques de contrôle actuelles ne permettent
pas de remonter directement aux propriétés mécaniques du matériau. Cependant,
celles-ci étant liées à sa structure microscopique, la connaissance précise des carac-
téristiques physiques du matériau (très étroitement liées, pour certaines, au réseau
cristallin) peut permettre d'obtenir des informations sur ces propriétés mécaniques.
Ce point sera discuté dans la suite.
Les techniques de contrôle les plus répandues sont les méthodes dites  de ﬂux 
qui englobent les techniques de contrôle ultrasonore, par rayon X ou par courants
de Foucault. La ﬁgure 1.1 illustre le principe de ces méthodes. Elles consistent de
façon simpliﬁée à envoyer un  ﬂux  Φ0 sur le specimen à tester et à mesurer le
ﬂux réﬂéchi par la pièce (ultrasons et courants de Foucault), ou le ﬂux transmis à
travers la pièce (rayons X). Le ﬂux ainsi relevé a interagi avec la pièce et contient
donc des informations sur sa structure interne qui permettent de remonter à son
état de santé.
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Figure 1.1  Schéma de principe des méthodes de ﬂux.
1.2 Le Contrôle Non destructif par courants de Foucault
Mon travail de thèse au sein du Laboratoire de Simulation et de Modélisation en
Électromagnétisme du centre CEA de Saclay s'inscrit dans le contexte du Contrôle
Non Destructif par Courants de Foucault (CNDCF), qui exploite le phénomène
d'induction apparaissant dans des milieux conducteurs plongés dans un champs
électromagnétique variable.
1.2.1 Principe
Découvert en 1831 par Michael Faraday, le phénomène d'induction électroma-
gnétique lui permit d'expliquer l'apparition d'une tension aux bornes d'un circuit
électrique plongé dans un champ magnétique variable. L'expérience qu'il mit en
÷uvre s'apparente à ce qui est aujourd'hui communément appelé un transforma-
teur : une pile alimente un solénoïde (le circuit primaire) qui est relié à un deuxième
solénoïde par le biais d'un matériau magnétique (ces matériaux permettent de ca-
naliser le ﬂux du champ magnétique). Il observa alors une tension aux bornes du
secondaire lorsqu'il ouvrait et fermait le circuit primaire, créant ainsi un champ
magnétique variable.
En 1855, Léon Foucault observe qu'un disque en rotation placé entre des ai-
mants permanents subit un ralentissement et une augmentation de sa température :
les électrons en mouvement de rotation par rapport au champ magnétique sont sou-
mis à la force magnétique (v × B) et se déplacent dans le référentiel du disque
formant ainsi des courants. Durant leur déplacement, les électrons se heurtent aux
atomes formant le réseau cristallin du conducteur, conduisant à un échauﬀement de
celui-ci. Le ralentissement peut quant à lui être expliqué par l'apparition d'une force
de Laplace sur les boucles de courant ainsi formées (F =
∫
Idl). Suivant le principe
de moindre action, cette force va s'opposer à la cause lui ayant donné naissance : le
mouvement du disque.
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Le même phénomène apparaît lorsque le conducteur est en mouvement et que
le champ magnétique est variable (tout comme dans l'expérience de Faraday). C'est
alors le champ électrique qui crée le mouvement des électrons (la force de Lorentz
s'écrit qE+v×B) créant ainsi les courants de Foucault dans le conducteur immobile.
Ces courants donnent alors naissance à un champ magnétique qui s'oppose au champ
leur ayant donné naissance : il rayonne à l'extérieur de la pièce, s'opposant au champ
rayonné par la sonde.
Les procédés de CNDCF exploitent l'information contenue par ce champ réﬂé-
chi : il dépend fortement du parcours des électrons dans le conducteur, lui-même
conditionné par la structure interne de la pièce et permet donc de rendre compte de
la présence d'inclusions ou de variations des propriétés électromagnétiques.
On voit donc que cette technique de contrôle ne peut être appliquée qu'à des
pièces conductrices. De plus, pour des conducteurs usuels (conductivité de l'ordre
du MS/m), la densité de courant induite est d'autant plus conﬁnée à la surface
du conducteur que la fréquence (et la perméabilité) est grande (eﬀet de peau).
Ceci impose de travailler à des fréquences suﬃsamment basses (de quelques kHz à
quelques MHz) aﬁn d'assurer une profondeur de pénétration suﬃsante : on parle
de régime quasi-statique. Il s'agit donc d'une méthode de contrôle de surface. De
plus, l'interprétation du signal obtenu (impédance du capteur le plus souvent) est
diﬃcile.
1.2.2 Domaines d'application du CND CF et contexte industriel
de la thèse
Cette technique est néanmoins très utilisée dans diﬀérents domaines de l'indus-
trie : aéronautique, nucléaire, ferroviaire, industrie pétrolière, métallurgie, etc... car
elle permet une mise en ÷uvre simple (dispositif d'acquisition facilement transpor-
table) et que le contrôle ne nécessite pas de contact physique avec la pièce (contrai-
rement à la technique utilisant les ultrasons qui nécessite la mise en place d'un
couplant).
Le premier objectif de mon travail de thèse est le développement d'un modèle
rapide permettant de calculer la réponse d'un capteur inductif durant le balayage
d'une pièce conductrice présentant une surface ondulée suivant une direction et
extrudée dans la direction transverse. Ceci répond à un besoin de l'industrie métal-
lurgique, et en particulier de la société Arcelor Mittal, qui souhaite contrôler par
cette méthode les tôles d'alliage fer carbone obtenues par un procédé de fabrication
particulier nommé la  coulée continue . Les étapes de ce processus sont représen-
tées schématiquement sur la ﬁgure 1.2 : le métal fondu est coulé dans un refroidisseur
où il se solidiﬁe partiellement avant d'être mis en forme lors de son passage entre
des rouleaux en rotation. Il continue à se refroidir durant toute la chaîne et il est
ﬁnalement découpé, formant ainsi des tôles de la dimension désirée.
Ces tôles peuvent ensuite être contrôlées par une méthode de courants de Fou-
cault ou par ultrasons une fois complètement refroidies aﬁn d'éliminer celles qui
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Figure 1.2  Schéma de principe du procédé de coulée continue (source : ssab.com)
présentent des défauts. Aﬁn d'augmenter le rendement de ce procédé de fabrica-
tion, les métallurgistes souhaitent eﬀectuer ce contrôle avant de découper les tôles,
c'est-à-dire directement en sortie du refroidisseur, où le métal est encore très chaud
et non-solidiﬁé (ceci impose une méthode de contrôle à distance) : il présente alors
une surface ondulée en raison de son passage entre les rouleaux. Ces ondulations
perturbent fortement le signal de réponse de la sonde et rend l'interprétation des
résultats très compliquée. L'utilisation d'un modèle rapide permettant de prédire la
réponse du capteur à l'ondulation géométrique permettrait donc de développer une
méthode de diagnostic plus appropriée s'appuyant sur la modélisation.
Avant de présenter la méthode que nous avons choisie aﬁn d'implémenter ce mo-
dèle, nous exposerons rapidement les principales méthodes de modélisation utilisées
pour le contrôle non destructif par courants de Foucault.
1.3 Modélisation du contrôle non destructif par courants
de Foucault
À l'instar des autres disciplines de la physique, la modélisation des phénomènes
électromagnétiques a connu un essor considérable avec l'augmentation des capacités
de calcul des machines. Elle est devenue un outil majeur du CND-CF qui permet aux
industriels de remplacer en partie les études expérimentales coûteuses nécessaires
à la conception de nouveaux procédés de contrôle (nouveaux capteurs, nouvelles
géométries de pièces, études de sensibilité, études paramétriques etc...). De plus, elle
constitue une aide précieuse à l'interprétation des signaux qui est particulièrement
délicate. En outre, il est clair que le développement de modèles rapides et précis
constitue une étape fondamentale en vue de l'inversion des signaux de contrôle :
opération qui consiste à reconstruire directement les propriétés internes du specimen
à partir des mesures eﬀectuées.
Aujourd'hui, les modèles existants sont essentiellement basés sur deux groupes
de méthodes : les méthodes numériques, générales mais souvent coûteuses (temps
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de calcul et mémoire) et les méthodes semi-analytiques, moins générales mais plus
légères.
Appartenant à la première catégorie, la méthode des éléments ﬁnis a été ini-
tialement introduite dans les années 50 par des ingénieurs aﬁn de résoudre des
problèmes de mécanique des milieux déformables. Depuis lors, ses bases théoriques
ont été considérablement consolidées et son champ d'applications s'est élargi à la
plupart des domaines de la physique moderne et plus particulièrement à l'électroma-
gnétisme. En eﬀet, de nombreux travaux théoriques [Nédélec 1973, Bossavit 1993]
ont permis le développement de modèles numériques, notamment dans le domaine
des courants de Foucault [Albanese 1997, Dular 2003, Sabariego 2007], où cette mé-
thode est rapidement devenue incontournable. Son avantage principal réside dans sa
généralité qui lui permet de traiter des conﬁgurations présentant des caractéristiques
géométriques et physiques très variées. Cependant, elle conduit pour la plupart des
conﬁgurations industrielles (grandes dimensions, multi-échelles etc...), à la résolu-
tion numérique d'un système de grande taille (mais creux), ce qui peut conduire à
des temps de calcul importants (utilisation d'un solveur itératif).
S'appuyant sur une formulation intégrale des équations de Maxwell développée
à la ﬁn du XIXe siècle, les méthodes intégrales de volumes (VIE) et de surfaces
(SIE) ont elles aussi connu un développement important à la ﬁn du siècle dernier.
Elles appartiennent au groupe des méthodes semi-analytiques car elles reposent
sur l'utilisation des dyades de Green dont les expressions analytiques sont connues
dans l'espace libre et pour certaines conﬁgurations présentant une géométrie simple
(géométrie canonique : plans, cylindres, sphères).
La méthode SIE [Hiptmair 2005, Chew 2008] repose sur une représentation en
sources de courants surfaciques magnétique et électrique équivalentes des champs
électromagnétiques et sur l'utilisation du noyau de Green de l'espace libre. Ainsi, le
problème volumique est ramené à un problème surfacique, ne nécessitant de mailler
que les interfaces des parties actives de la conﬁguration, ce qui conduit à la réso-
lution d'un système de taille réduite par rapport à la méthode des éléments ﬁnis.
Elle permet donc de traiter des conﬁgurations de géométries complexes. Cependant,
cette formulation n'est valable que pour des matériaux homogènes. De plus, le sys-
tème obtenu étant nécessairement plein, la résolution directe peut être lourde pour
certaines conﬁgurations et nécessite l'utilisation de techniques de compression spé-
ciﬁques.
La formulation VIE implémentée dans le module dédié au contrôle par courants
de Foucault de la plateforme CIVA développée au CEA LIST repose sur l'écriture
analytique de la dyade de Green associée à la géométrie de la conﬁguration consi-
dérée [Chew 1995, chap. 7]. Cette méthode est très rapide puisque seul le défaut est
discrétisé en cellules élémentaires. La résolution se décompose alors en trois étapes
distinctes [Bowler 1991, Nair 1990]. Premièrement, le champ primaire correspondant
au champ créé par la sonde dans la pièce en l'absence de défaut est calculé. Puis,
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la perturbation de ce champ primaire, induite par la présence du défaut volumique
est obtenue en superposant les champs rayonnés par les diﬀérentes cellules formant
le défaut, qui sont vues comme des sources secondaires. Finalement, la réponse du
capteur à cette perturbation est calculée. On voit donc que l'eﬃcacité de cette mé-
thode est tributaire d'une part de la connaissance de l'expression analytique de la
dyade de Green associée à la géométrie (limitée à l'heure actuelle aux géométries
canoniques) et d'autre part de l'eﬃcacité du modèle utilisé pour le calcul du champ
primaire dans la conﬁguration sans défaut.
Ce dernier point s'inscrit lui aussi dans la première problématique de mon
travail de thèse. En eﬀet, les géométries traitées à l'heure actuelle par cette mé-
thode étant canoniques (plans ou cylindres stratiﬁés...), le calcul du champ primaire
est eﬀectué à l'aide de méthodes semi-analytiques limitées à ce type de géomé-
tries [Dodd 1968, Theodoulidis 2006, Theodoulidis 2005]. Aﬁn de traiter eﬃcace-
ment des conﬁgurations de géométries plus complexes, il est donc nécessaire de
développer un modèle rapide permettant de calculer le champ primaire induit dans
une pièce saine de géométrie complexe. Ainsi, comme nous l'avons déjà dit dans la
section précédente, je me suis intéressé au développement d'un modèle dédié aux
pièces présentant des interfaces irrégulières extrudées.
1.4 Diﬀraction des champs électromagnétiques par des
surfaces rugueuses
La modélisation de l'interaction d'un champ électromagnétique avec des obs-
tacles présentant des surfaces rugueuses ou irrégulières est à l'origine de nombreux
travaux de recherche dans le domaine de l'optique et de la photonique, plus par-
ticulièrement pour l'étude des réseaux de diﬀraction, outil incontournable de la
spectroscopie. Les applications technologiques sont nombreuses [Antonakakis 2012,
chap. 1] : séparation du faisceau laser de la tête de lecture des lecteurs DVD, amé-
lioration de l'absorption de cellules photovoltaïques, augmentation de la résolution
des écrans LCD, etc... Sur les ﬁgures 1.3(a) et 1.3(b), nous avons représenté deux
images de réseaux optiques 1D et 2D réels.
Ainsi, de nombreux travaux de recherche ont conduit au développement de dif-
férents modèles numériques aﬁn de simuler le comportement de ces réseaux. De
même que dans le domaine du contrôle non destructif, on compte parmi les princi-
pales des méthodes purement numériques, telles que les éléments ﬁnis [Nicolet 2004,
Bao 2005] ou des méthodes semi-analytiques basées sur des formulations intégrales
[Maystre 1972, Déchamps 2006]. Des méthodes modales ont aussi été développées et
permettent d'obtenir des codes de simulation très rapides. Parmi cette classe de mo-
dèles, on compte principalement la méthode de Fourier-Rayleigh [Maystre 1984] et
la méthode des Coordonnées Curvilignes (méthode C ou CCM) [Chandezon 1980,
Granet 1998, Li 1994]. Ces deux approches modales reposent sur des formalismes
très similaires mais des études de convergence montrent que suite à la discrétisa-
tion des équations eﬀectuées lors de l'implémentation, la méthode C présente une
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(a) Réseau 1D pour écran LCD (source :
Plymouth Grating Laboratory)
(b) Réseau 2D pour cellule photovol-
taïque (source : Holographix LLC )
Figure 1.3  Images de réseaux réels
meilleure convergence pour des réseaux de formes arbitraires [Popov 1986], principa-
lement car elle repose sur l'écriture des équations dans un système de coordonnées
lié à la géométrie du réseau (équations de Maxwell covariantes [Chandezon 1979,
Post 1997]). Elle a de plus été utilisée avec succès pour d'autres applications, no-
tamment pour l'étude des surfaces agricoles (décrites par des variables aléatoires)
[Dusséaux 2008, Braham 2007]. Nous avons donc opté pour cette dernière que nous
avons transposée au domaine du contrôle Non Destructif par courants de Foucault.
1.5 Modiﬁcations des propriétés physiques du conduc-
teur
Comme nous l'avons expliqué dans la présentation générale du Contrôle Non
Destructif, un autre enjeu de ce procédé consiste à détecter d'éventuelles modiﬁca-
tions des propriétés physiques de la pièce contrôlée. Dans le cadre du CND-CF, les
travaux actuels visent à reconstruire les gradients de conductivité et/ou de perméa-
bilité pouvant apparaître en surface d'une pièce, suite à des traitement thermiques
volontaires (on vériﬁe donc le bon déroulement de cette opération) ou involontaires
(dus à l'opération d'usinage, à l'environnement de la pièce durant son utilisation...).
En eﬀet, des travaux ont montré qu'il existe une forte corrélation entre ces pro-
priétés électromagnétiques et les propriétés mécaniques des alliages, notamment les
contraintes résiduelles de surface [Blodgett 2004, Hillmann 2008, Yu 2005]. La dé-
termination préliminaire d'un proﬁl de conductivité à partir de mesures physiques
est un problème complexe d'inversion et constitue un sujet de recherche très actif
dans le domaine du contrôle non destructif par courants de Foucault.
Ce procédé d'inversion vise donc, à partir de la mesure de la réponse d'un cap-
teur courants de Foucault, à remonter au proﬁl de conductivité de la pièce. Ainsi,
il nécessite un modèle direct rapide, capable de calculer la réponse du capteur à
diﬀérentes fréquences et pour diﬀérents proﬁls de conductivité.
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Diﬀérents modèles existent dans la littérature, qui permettent de prédire la ré-
ponse d'un capteur éclairant une pièce plane présentant un gradient de conducti-
vité surfacique. Certains sont basés sur une hypothèse forte concernant le proﬁl de
conductivité qui est alors approché par une fonction analytique connue dont on peut
faire varier certains paramètres [Lambert 2011, Theodoulidis 1995], ce qui permet
d'obtenir une solution analytique des équations, au prix d'une perte de généralité.
D'autres méthodes peuvent être envisagées en eﬀectuant une expansion en série de
Taylor des inconnues et des paramètres [Khalaj-Amirhosseini 2007]. Ceci permet-
trait de prendre en compte des proﬁls quelconques mais nécessiterait une procédure
de résolution itérative qui se révèlera lourde en 3D. Une autre solution consiste à ap-
procher le proﬁl de conductivité par une fonction constante par morceaux, ramenant
le problème à une plaque plane composée de strates homogènes.
Il existe des travaux portant sur un algorithme d'inversion basé sur cette der-
nière méthode et qui utilise donc un modèle direct dédié à des pièces planes ho-
mogènes stratiﬁées [Dodd 1968]. Une version simpliﬁée de cet algorithme a été dé-
veloppée [Yu 2004] puis améliorée [Abu-Nabah 2006] par la suite. Cependant, il ne
permet pas de prendre en compte l'inﬂuence de l'état de surface de la pièce (forte-
ment altéré dans le cas de pièces soumises à du grenaillage ou à du martèlement à
froid) sur la mesure du proﬁl de conductivité [Blodgett 2003].
Le second objectif de mon travail de thèse est donc le développement d'un modèle
rapide permettant de calculer les champs et la réponse d'un capteur inductif lors
du contrôle par courants de Foucault d'une pièce de géométrie complexe (extrudée)
présentant un gradient de conductivité.
1.6 Organisation du manuscrit
Ce manuscrit s'organise en sept chapitres.
Dans le chapitre suivant, nous présentons rapidement les équations de Maxwell
et les principaux formalismes utilisés dans les modèles actuels. Ceci nous conduit
à un formalisme particulièrement intéressant pour notre application (formalisme en
potentiel vecteur du second ordre) qui a initialement été utilisé aﬁn de calculer les
champs primaires dans des systèmes de coordonnées curvilignes orthogonaux et que
nous souhaitons généraliser aﬁn d'utiliser la méthode C.
Le troisième chapitre concerne la théorie des équations de Maxwell covariantes
que nous souhaitons introduire dans le formalisme en potentiel vecteur. Nous pré-
sentons ici l'origine de ces équations ainsi que les propriétés mathématiques des
inconnues qu'elles mettent en jeu.
Dans le chapitre suivant, nous présentons le formalisme en potentiels que nous
avons développé et nous l'appliquons à une géométrie constituée d'un demi-espace
présentant une surface complexe. Ensuite, nous détaillons la stratégie de discrétisa-
tion adoptée ainsi que la méthode de résolution du problème.
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Le chapitre 5 concerne l'extension du modèle obtenu à des conﬁgurations présen-
tant des interfaces parallèles et non-parallèles. Nous détaillons alors les algorithmes
particuliers utilisés et leur implémentation.
Dans le chapitre 6, nous présentons les résultats obtenus pour diﬀérentes conﬁ-
gurations et leur comparaison avec des signaux de référence. Nous présentons tout
d'abord des comparaisons avec des acquisitions expérimentales eﬀectuées au labo-
ratoire sur des maquettes fournies par la société Arcelor Mittal dans le cadre du
projet européen SIMPOSIUM [sim ]. Le dispositif d'acquisition ainsi que le traite-
ment préalable des données expérimentales sont détaillés. Ensuite, nous comparons
les champs électromagnétiques calculés dans des conﬁgurations plus complexes avec
ceux obtenus à l'aide d'un logiciel commercial de calcul par éléments ﬁnis.
Dans le chapitre 7, nous présentons le modèle développé aﬁn de prendre en
compte un gradient de conductivité dans la pièce. Le formalisme des équations de
Maxwell covariantes est étendu à des transformations de coordonnées plus générales
et la résolution par un couplage avec une méthode numérique des équations ainsi
obtenues est détaillée. De même que précédemment, des résultats de validations
numériques du modèle sont présentés.
Chapitre 2
Les équations de Maxwell :
introduction et présentation de
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Chapitre 2. Les équations de Maxwell : introduction et présentation de
diﬀérents formalismes
2.1 Introduction
Le but de ce chapitre est de rappeler brièvement les diﬀérentes lois décrivant
les phénomènes électromagnétiques auxquels nous nous intéressons et les diﬀérentes
équations, tirées de ces lois, qui sont le plus souvent utilisées aﬁn de modéliser numé-
riquement ces phénomènes. En eﬀet, bien que l'état électromagnétique d'un milieu
puisse être décrit intégralement par la donnée conjointe du champ électrique E(r, t)
et de l'induction magnétique B(r, t) en tout point r de ce milieu et à tout instant
t, les diﬀérentes méthodes de calcul numérique ou analytique actuelles reposent le
plus souvent sur le calcul d'une ou plusieurs grandeurs intermédiaires, vectorielles
ou scalaires, que l'on nommera potentiels.
2.2 Les lois de l'électromagnétisme
Nous présentons très rapidement ici les lois bien connues de l'électromagnétisme
en commençant par leurs formes intégrales. En eﬀet, bien que les méthodes de modé-
lisation actuelles permettent de calculer directement les grandeurs locales que sont
les champs électriques et magnétiques, les signaux expérimentaux obtenus dans le
domaine du contrôle non destructif (l'impédance de la sonde par exemple) sont le
plus souvent rattachés à des grandeurs énergétiques et donc intégrales.
2.2.1 La force de Lorentz
La force de Lorentz permet de décrire en un point r de l'espace et à un instant t
l'action de la répartition totale des charges électrostatiques et courants de l'univers
sur une charge ponctuelle q que l'on placerait au point r. Les notions de champ
électrique et d'induction magnétique sont introduites au travers de la déﬁnition de
cette force qui s'écrit :
F (r, t) = q
(
E(r, t) + v(r, t)×B(r, t)), (2.1)
où v(r, t) représente le vecteur vitesse de la charge q.
2.2.2 Loi de Gauss
La première loi de l'électromagnétisme décrit le ﬂux du champ électrique E à
travers une surface fermée δΩ ne possédant pas de densité de charge surfacique et
formant un volume Ω contenant une charge électrique QΩ. La loi de Gauss s'écrit
alors (dans le vide) : {
∂Ω
E ·dS = QΩ
ε0
, (2.2)
où ε0 est la permittivité électrique du vide. Il est important de noter ici que la charge
QΩ peut être ponctuelle, mais peut aussi être créée par une densité volumique de
charges ρ(r). On a donc :
QΩ =
y
Ω
ρ(r)dV (2.3)
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2.2.3 Absence de monopole magnétique
La recherche d'une version analogue au théorème de Gauss pour le champ ma-
gnétique se heurte à un constat expérimental sans équivoque : aucune charge ma-
gnétique (ou monopole) n'a été découvert à l'heure actuelle. Ceci se traduit par
le fait que le ﬂux du champ magnétique au travers d'une surface fermée ∂Ω est
inconditionnellement nul : {
∂Ω
B ·dS = 0. (2.4)
Néanmoins, sans s'étendre outre mesure sur ce sujet, il est important de noter qu'il
existe des formalismes mathématiques des lois de l'électromagnétisme s'appuyant sur
l'analogie électrique-magnétique et faisant ainsi intervenir des densités de charges
magnétiques ﬁctives aﬁn d'utiliser les résultats connus de l'électrostatique pour la
résolution de problèmes de magnétostatique.
2.2.4 Conservation de la charge électrique
À l'instar de la relation précédente, la loi de conservation de la charge électrique
repose sur une réalité physique simple : la présence d'un courant électrique (ﬂux de
charges électriques) traversant une surface fermée ∂Ω formant un volume Ω contenant
une charge QΩ(t) conduit nécessairement à une variation de QΩ(t) aﬁn de compenser
la charge sortante (ou entrante), i.e. :
{
∂Ω
J ·dS = − d
dt
QΩ(t). (2.5)
2.2.5 Loi de Faraday
La seconde loi est dite loi de Faraday et décrit un phénomène dynamique qui
est à l'origine même de la création des courants de Foucault. En eﬀet, elle postule
que pour toute surface S s'appuyant sur un contour fermé Γ, les champs E et B
vériﬁent : ∮
Γ
E(r, t) · dr = d
dt
(x
S
B(r, t)dr
)
. (2.6)
Le terme de gauche représente la circulation du champ électrique le long du contour
Γ et est souvent appelé la force électromotrice e. Le terme de droite représente la
dérivée temporelle du ﬂux du champ magnétique à travers la surface S.
2.2.6 Loi d'Ampère modiﬁée
La dernière loi est attribuée à Ampère et s'écrit, en conservant les mêmes nota-
tions que précédemment et en se plaçant dans le vide :∫
Γ
B(r, t).dr = µ0
x
S
J(r, t).dr + µ0ε0
d
dt
(x
S
E(r, t)dr
)
, (2.7)
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où J(r, t) désigne la densité de courant.
En réalité, la loi d'Ampère telle qu'il l'a formulée ne contient pas la deuxième
intégrale du terme de droite. C'est Maxwell qui, s'apercevant de l'incohérence des
équations ainsi obtenues (la conservation de la charge n'était pas assurée en régime
dynamique) postula la présence de courants de déplacement (ε0
d
dt
E dans le vide),
uniﬁant alors les trois lois que nous venons de voir.
2.2.7 Forme Locale : les équations de Maxwell
La forme locale de ces équations a été décrite en tout premier lieu par Maxwell au
XIXe siècle, dans son ouvrage intitulé "Electricity and Magnetism" [Maxwell 1892]
sous la forme d'un système de huit équations couplées. C'est Heaviside qui a par
la suite réduit ce système aux quatre équations diﬀérentielles que nous connaissons
aujourd'hui :
∇ ·D = ρ (2.8)
∇ ·B = 0 (2.9)
∇×E = − ∂
∂t
B (2.10)
∇×H = J + ∂
∂t
D, (2.11)
où l'opérateur∇ est un opérateur diﬀérentiel qui prend la forme∇ = [∂x, ∂y, ∂z]T
en coordonnées cartésiennes, avec la convention ∂α ≡ ∂
∂α
.
À ces équations, on peut ajouter la forme locale de l'équation de conservation
de la charge (qui est déjà contenue par ces équations) :
∇ ·J + ∂ρ
∂t
= 0. (2.12)
2.2.8 Relations de milieu
Les équations (2.8) à (2.11) mettent en jeu 5 grandeurs vectorielles E, D, B,H
et J qui sont appelées respectivement le champ électrique, l'induction électrique, le
champ d'induction magnétique, le champ magnétique et la densité de courant élec-
trique ainsi qu'une grandeur scalaire, la densité volumique de charges électriques ρ
du milieu. Elles sont reliées entre elles par les relations de milieu qui font intervenir
des objets mathématiques représentant les propriétés électromagnétiques du milieu
à l'échelle macroscopique.
Dans le cas général, ces objets sont des tenseurs d'ordre 2 et de rang trois que l'on
repèrera par le symbole¯ . Ces relations relient les diﬀérentes grandeurs vectorielles
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que l'on vient de citer et s'écrivent sous la forme suivante pour un matériau linéaire :
D(r, t) = ε¯(r, t)E(r, t), (2.13)
Ji(r, t) = σ¯(r, t)E(r, t), (2.14)
B(r, t) = µ¯(r, t)H(r, t), (2.15)
où le terme Ji(r, t) représente la densité de courant résultant uniquement du mou-
vement des charges soumises à la force de Lorentz. En présence d'une source de
courant, la densité de courant totale dans le milieu source s'écrit :
J(r, t) = Ji(r, t) + Je(r, t), (2.16)
où Je représente la densité de courant "externe", c'est à dire imposée au niveau de
la source.
Dans le cas d'un matériau homogène et isotrope tel que l'air ou le vide, on peut
remplacer les tenseurs de permittivité, de conductivité et de perméabilité par des
grandeurs scalaires, ce qui simpliﬁe grandement le problème à résoudre.
Au sens large, la modélisation des phénomènes électromagnétiques repose sur la
résolution numérique des équations de Maxwell aﬁn de calculer les champs vecto-
riels en tout point de l'espace et à tout instant t. À partir de la connaissance de ces
grandeurs, il est possible de calculer numériquement des grandeurs intégrales telles
que l'impédance d'un capteur, ou le ﬂux du champ magnétique etc... en utilisant
la forme intégrale des lois de l'électromagnétisme aﬁn de confronter les résultats de
simulation aux acquisitions expérimentales.
Dans la plupart des conﬁgurations, diﬀérents matériaux cohabitent et des do-
maines présentant des propriétés électromagnétiques diﬀérentes sont donc mis en
jeu. Ainsi, plutôt que de résoudre un problème complexe global, on résout souvent
les équations de Maxwell dans chaque milieu et l'on assure l'unicité de la solution
en imposant des conditions de passage entre les diﬀérents milieux.
2.2.9 Conditions de passage
Si l'on considère une surface S séparant un milieu 1 d'un milieu 2, les relations
de passage entre les champs électromagnétiques s'écrivent :
(E1 −E2)× n = 0, (2.17)
(D1 −D2) ·n = ρS , (2.18)
(H1 −H2)× n = Js, (2.19)
(B1 −B2) ·n = 0, (2.20)
où ρS représente la densité surfacique de charges présentes sur la surface S et Js, la
densité de courant surfacique sur cette même surface.
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Une densité de charge est par nature volumique et le second membre de l'équation
(2.18) est nul au sens strict. Néanmoins, dans certains cas (pour des matériaux très
conducteurs par exemple, ou pour des fréquences très élevées), la densité volumique
de charge devient très grande au voisinage de l'interface et décroît très rapidement
en s'éloignant de cette interface, entraînant une variation locale des champs très
importante sur une très faible épaisseur (quelques angströms pour un conducteur
classique). Ainsi, si l'on observe la variation de la composante normale deD sur une
distance supérieure, il est possible d'observer un saut. Le "modèle" de la densité de
charge surfacique permet donc une représentation plus ﬁdèle à la réalité dans ces cas.
De même, une densité de courant surfacique ne peut apparaître que dans un
conducteur parfait, c'est-à-dire un matériau qui repousse de façon idéale les lignes
des champs électromagnétiques : les charges et courants sont repoussés au niveau
des surfaces du matériau et s'organisent de sorte à annuler les champs à l'intérieur
du matériau (les champs d'excitation sont compensés par les champs créés par ces
nouvelles distributions de charges et courants).
Le modèle de conducteur parfait est d'autant plus réaliste que l'épaisseur de peau
δ = 1/
√
σµpif est faible. En eﬀet, dans ce cas, on a vu que l'on pouvait approcher
les densités de charge et de courant par des grandeurs surfaciques et considérer les
champs nuls à l'intérieur du conducteur. Néanmoins, notre domaine d'application
étant le contrôle non destructif par courants de Foucault, nous travaillons ici dans le
cadre des basses fréquences (régime quasi-statique) et nous considèrerons donc que
ρs = 0 et Js = 0 dans toute la suite de ce document.
2.3 Formulations en Potentiels
Nous proposons ici une brève présentation des formulations en potentiels (sca-
laires ou vecteurs) des équations de Maxwell qui sont souvent considérées pour la
résolution des problèmes d'électromagnétisme. Nous ne prétendons pas ici donner un
cadre théorique complet à ces formulations mais simplement en détailler les points-
clés. En eﬀet, la méthode de résolution que nous proposons dans les chapitres sui-
vants repose sur un formalisme en potentiels scalaires obtenu dans de nouveaux sys-
tèmes de coordonnées et constitue donc une généralisation des formulations usuelles.
De plus, les résultats de simulation que nous obtenons avec les modèles développés
ont été validés numériquement par comparaison avec des modèles numériques exis-
tants (de type éléments ﬁnis [Multiphysics 2012]) reposant sur de tels formalismes.
Le cadre de ce travail étant le Contrôle Non Destructif par courants de Foucault,
nous présenterons ici les formulations en potentiels dites de la magnétodynamique
qui s'obtiennent en supprimant la contribution des courants de déplacement dans
les équations de Maxwell. En eﬀet, les fréquences d'excitation mises en jeu dans ce
type d'applications sont faibles et permettent donc de considérer que ces courants
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sont négligeables devant les courants de conduction.
Dans ce cadre, les équations que nous considérons ici s'écrivent :
∇ ·B = 0, (2.21)
∇×E = − ∂
∂t
B, (2.22)
∇×H = J . (2.23)
2.3.1 Potentiels Vecteurs
Ce type de formulation, très utilisé pour la méthode des éléments ﬁnis, s'appuie
sur les propriétés suivantes de l'opérateur ∇ :
∇× (∇f) = 0, pour toute fonction f
∇ · (∇× F ) = 0, pour tout champ vectoriel F .
Il en existe de plusieurs types, suivant que l'on travaille avec le champ magnétique
ou la densité de courant. L'introduction d'un vecteur potentiel permet d'imposer de
façon forte une divergence nulle au champ vectoriel considéré et ainsi de réduire le
nombre d'inconnues recherchées.
2.3.1.1 Formulation en potentiel vecteur électrique
Cette formulation est dédiée à un milieu conducteur et exploite le fait que dans
un tel milieu, la densité de courant J est à ﬂux conservatif. On l'écrit alors sous la
forme :
J = ∇× T , (2.24)
où T est appelé le vecteur potentiel électrique. Le champH est obtenu via la relation
de Maxwell-Ampère et s'écrit donc :
H = T −∇φ, (2.25)
où φ est un potentiel scalaire. On assure l'unicité de la solution (T , φ) en imposant
une condition de jauge sur T .
2.3.1.2 Formulations en potentiel vecteur magnétique
Formulation A − φ Cette formulation est dédiée au cas d'un milieu conducteur
quelconque (ρ = 0). Elle permet de se ramener à un problème à quatre inconnues
en introduisant un potentiel vecteur magnétique A déﬁni à partir de l'équation
de Maxwell-Thomson (2.21), traduisant la propriété de divergence nulle du champ
magnétique qui est automatiquement vériﬁée en posant
B = ∇×A. (2.26)
De façon analogue, en appliquant l'opérateur∇× à l'équation de Maxwell-Faraday (2.22),
on voit directement que ∇× (E − ∂tA) = 0.
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On introduit donc un potentiel scalaire φ tel que :
E − ∂A
∂t
= −∇φ. (2.27)
L'unicité du couple de potentiels A, φ est ﬁnalement obtenue en ajoutant une
condition de jauge, les plus utilisées étant la jauge de Lorentz (∇ ·A+µ0ε0∂φ
∂t
= 0)
et celle de Coulomb (∇ ·A = 0). Les champs électromagnétiques peuvent tous être
déduits de ces deux potentiels dans un milieu conducteur.
Cette formulation est la formulation duale de celle en potentiel vecteur élec-
trique : pour un problème donné, ces deux solutions convergent vers la solution
exacte en l'encadrant.
Formulation A∗ Dans le cas où le conducteur est homogène, on peut utiliser
une formulation dite en potentiel vecteur modiﬁé qui est déﬁnie comme ceci :
B = ∇×A∗
E = −∂A
∗
∂t
,
(2.28)
et l'on rajoute la jauge de Coulomb dans les milieux non-conducteurs :
∇ ·A∗ = 0.
Cette dernière n'est pas nécessaire dans les milieux conducteurs homogènes puisque
la jauge implicite ∇ · (σA∗) = 0 est assurée par la déﬁnition de A∗. En eﬀet, en
régime harmonique (on choisit une convention en exp(−jωt) des champs électroma-
gnétiques, que l'on utilisera dans tout le manuscrit), on a :
J = jωσA∗ et ∇ ·J = 0. (2.29)
Ainsi, la détermination du seul potentiel vecteur A∗ permet de reconstruire
l'ensemble des champs E seulement en utilisant (2.29) et B, d'où l'intérêt d'un tel
formalisme.
2.3.2 Potentiel vecteur magnétique du Second Ordre
Ce formalisme porte le nom anglais de Second Order Vector Potential (SOVP).
Lorsque l'on souhaite calculer les champs créés par une source extérieure dans un
conducteur homogène, la formulation en potentiel vecteur modiﬁé semble être le
meilleur candidat puisqu'elle conduit à la recherche d'une seule inconnue vectorielle.
En eﬀet, si l'on considère une excitation harmonique en exp(−iωt), le problème de
magnétodynamique est ramené à la recherche des solutions de l'équation suivante :
∆A∗ − k2A∗ = 0, (2.30)
où ∆ désigne l'opérateur Laplacien vectoriel et k2 = iωµσ est le carré du nombre
d'onde.
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Si l'on se place dans le repère cartésien formé par la base canonique de R3,
l'opérateur Laplacien vectoriel appliqué à un champ de vecteurs F donne :
∆F |x = ∂2xFx + ∂2yFx + ∂2zFx,
∆F |y = ∂2xFy + ∂2yFy + ∂2zFy,
∆F |y = ∂2xFz + ∂2yFz + ∂2zFz,
(2.31)
et la résolution de l'équation (2.30) se réduit donc à la résolution de trois équa-
tions scalaires indépendantes.
En revanche, dans un système de coordonnées curvilignes orthogonales (cylin-
driques, paraboliques, sphériques, etc...), les trois équations scalaires obtenues par
projection de l'équation (2.30) sur les vecteurs de base ne sont plus indépendantes.
Donnons leurs expressions dans un repère cylindrique (r, θ, z) de vecteurs de base
(r,uθ,uz) : 
∆F |ur =
(
∂2r +
1
r2
∂2θ +
1
r
∂r + ∂
2
z −
1
r2
)
Fr − 2
r2
∂θFθ,
∆F |uθ =
(
∂2r +
1
r2
∂2θ +
1
r
∂r + ∂
2
z −
1
r2
)
Fθ +
2
r2
∂θFr,
∆F |uz =
(
∂2r +
1
r2
∂2θ +
1
r
∂r + ∂
2
z −
1
r2
)
Fz,
(2.32)
La résolution d'un tel système couplé de trois équations à trois inconnues pouvant
être lourde en pratique, on va introduire deux champs scalaires de l'espace dits
potentiels de Hertz. Comme nous allons le voir, le choix judicieux de ces grandeurs
va nous permettre de nous ramener à deux équations diﬀérentielles découplées (et
identiques).
Cette stratégie a été adoptée à plusieurs reprises dans le domaine du contrôle
non destructif par courants de Foucault et a donné naissance à des méthodes de cal-
cul des champs primaires très eﬃcaces [Theodoulidis 1997, Theodoulidis 2005]. On
se propose d'en donner les principales étapes puisque nous proposons de généraliser
cette méthode pour le cas de systèmes de coordonnées curvilignes générales. Nous
détaillerons les résultats obtenus dans le cas de repères cylindrique et sphérique qui
constitueront un point de validation pour notre formulation.
L'idée charnière est de choisir une direction de décomposition ud que l'on nom-
mera longitudinale par abus de langage. Un nouveau potentielW est introduit, dont
on séparera les composantes transverses de la composante longitudinale. Celui-ci est
déﬁni à partir du potentiel vecteur :
A∗ = ∇×W , (2.33)
et il est décomposé à l'aide de deux nouveaux potentiels scalaires Wa et Wb de la
façon suivante :
W = gWaud + ud ×∇(gWb). (2.34)
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Ainsi, pour le cas cylindrique (avec une base curviligne déﬁnie par (ur,uθ,uz))
par exemple, en choisissant ud = uz et g=1, et en réinjectant l'expression du po-
tentiel vecteur magnétique ainsi obtenu dans l'équation (2.30), on obtient ﬁnalement
deux equations, identiques et découplées pourWa etWb, qui s'écrivent [Jackson 1962,
Theodoulidis 1997] :
∇2Wa − k2Wa = 0
∇2Wb − k2Wb = 0. (2.35)
Notons que le signe − est dû à la convention temporelle particulière que nous avons
choisie.
À partir de Wa(r, θ, z) et Wb(r, θ, z), on peut remonter à toutes les composantes
du potentiel vecteur A∗(r, θ, z). En eﬀet, par déﬁnition, on a :
A∗r =
1
r
∂Wa
∂θ
− ∂
2Wb
∂r∂z
,
A∗θ = −
∂Wa
∂r
− 1
r
∂2Wb
∂θ∂z
,
A∗z =
∂2Wb
∂r2
+
1
r
∂Wb
∂r
+
1
r2
∂2Wb
∂θ2
.
(2.36)
On peut alors exprimer les composantes du champ magnétique B(r, θ, z) =
∇×A∗ dans tous les domaines (conducteur ou air) :
Br =
k2
r
∂Wb
∂θ
+
∂2Wa
∂r∂z
,
Bθ = −k2∂Wb
∂r
+
1
r
∂2Wa
∂θ∂z
,
Bz = −k2Wa + ∂
2Wa
∂2z
.
(2.37)
On peut aussi calculer les composantes du champ E(r, θ, z) = jωA∗ dans le
milieu conducteur.
Dans les milieux non conducteurs (σ = 0 ⇒ k2 = 0), les équations (2.35) sont
des équations de Laplace. Leurs solutions générales séparables dans un système de
coordonnées cylindriques prennent la forme suivante [Theodoulidis 2002] :
Wa,b(r, θ, z) =
∫ +∞
−∞
∑
m
(CmIm(|αr|) + DmKm(|αr|)) ejmθejαzdα,
où Im et Km sont des fonctions de Bessel modiﬁées de première et seconde es-
pèce respectivement. Dans les domaines conducteurs, on retrouve des équations de
Helmholtz ayant pour solutions générales [Moon 1971] :
Wa,b(r, θ, z) =
∫ +∞
−∞
∑
m
(RmIm(α1r) + TmKm(α1r)) e
jmθejαzdα,
avec α21 = α
2 + k2. Le problème est donc ramené à la détermination des coeﬃcients
Cm et Dm dans les milieux non-conducteurs ainsi que Rm et Tm dans les milieux
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conducteurs. On doit aussi assurer les conditions de passage du champ magnétique
au niveau des interfaces entre les diﬀérents milieux.
Ainsi, la résolution du problème pour un tube creux d'épaisseur ﬁnie et de lon-
gueur inﬁnie, dans lequel est placée une bobine cylindrique peut être résumée de la
façon suivante :
 Calcul des solutions propres de l'équation (2.35) dans chaque domaine,
 Décomposition modale des potentiels scalaires inconnus : choix d'un nombre
de modes et troncature,
 Calcul du champ incident créé par la bobine seule,
 Application des conditions aux limites sur les diﬀérentes interfaces → calcul
des coeﬃcients des diﬀérentes décompositions,
 Calcul de A∗, puis de E (dans le conducteur) et B.
Le cas de coordonnées sphériques (de base ur, uθ, uφ) est traité de manière
analogue. On ne rappellera ici que les expressions des champs en fonction des po-
tentiels aﬁn de disposer d'un point de comparaison avec le formalisme développé.
Le potentiel vecteur magnétique du second ordre est, dans ce cas, décomposé de la
manière suivante [Theodoulidis 1997] :
W = rWaur + ur ×∇(rWb), (2.38)
c'est-à-dire en posant ud = ur et g = r dans la décomposition générale présentée
ci-dessus, et les composantes du champ B sont obtenues par les formules suivantes :
Br = r
∂2Wa
∂r2
+ 2
∂Wa
∂r
+ k2rWa,
Bθ =
∂2Wa
∂θ∂r
+
1
r
∂Wa
∂θ
− k
2
sin(θ)
∂Wb
∂φ
,
Bφ =
1
sin(θ)
(
∂2Wa
∂φ∂r
+
1
r
∂Wa
∂φ
)
+ k2
∂Wb
∂θ
.
(2.39)
Dans la suite, nous allons voir que ce formalisme peut être étendu à des systèmes
de coordonnées curvilignes non orthogonales et qu'il permet ainsi de calculer les cou-
rants induits dans des conducteurs homogènes de géométrie complexe en se limitant
au calcul numérique des deux potentiels de Hertz. Les équations de Maxwell dans
de tels systèmes de coordonnées prennent une forme particulière mettant en jeu les
composantes covariantes et contravariantes des champs ainsi que le tenseur métrique
de la transformation permettant de passer du système de coordonnées cartésiennes
au système de coordonnées curvilignes générales (cf. annexe A).
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3.1 Introduction
Nous présentons dans ce chapitre les diﬀérentes formulations tensorielles des
équations de Maxwell et le cheminement conduisant à la formulation tridimension-
nelle utilisée dans le cas des coordonnées curvilignes générales qui nous intéresse.
Dans son ouvrage intitulé  Formal Structure of Electromagnetics. General Co-
variance and Electromagnetics  [Post 1997], E. J. Post étudie l'invariance naturelle
par toute transformation de Lorentz de l'équation de propagation des champs E et
H dans le vide à l'origine de la théorie de la relativité restreinte d'Albert Einstein
(dont nous rappelons ici le cadre mathématique proposé par Minkowski).
Post remarque alors que cette équation n'est plus un invariant de Lorentz lorsque
l'on se place dans un matériau diélectrique ou conducteur. L'invariance des équations
de propagation est cependant conservée en introduisant les champs B et D dans
les équations de Maxwell. Ceux-ci sont alors reliés aux champs E et H (cf chapitre
précédent) par les relations constitutives du matériau qui ne sont pas invariantes par
une transformation de Lorentz mais sont transformées d'une manière particulière.
On dit qu'elles sont  covariantes .
En d'autres termes, l'invariance de Lorentz des équations de Maxwell dans le
vide est généralisée par la covariance de Lorentz de l'ensemble des équations de
Maxwell et des relations constitutives dans un matériau (cf [chap. 3][Post 1997]).
S'inspirant des travaux de Post, J. Chandezon [Chandezon 1979] s'est intéressé à
la façon dont se transformaient les relations constitutives par un changement de co-
ordonnées tri-dimensionnel. Il en a déduit une formulation tensorielle covariante des
équations de Maxwell tridimensionnelles (associées aux relations de milieu), faisant
intervenir la métrique du changement de coordonnées opéré. Ces équations consti-
tuent le fondement théorique de la méthode des coordonnées curvilignes que nous
souhaitons utiliser.
Ainsi, après avoir introduit le formalisme quadri-dimensionnel de l'espace-temps
de Minkowski, nous détaillerons le cas particulier des transformations tridimension-
nelles conduisant aux équations de Maxwell covariantes. Enﬁn, nous ré-écrirons ces
équations en y introduisant le formalisme en potentiels vecteurs (SOVP) que nous
généralisons ici.
3.2 Notions d'électrodynamique relativiste
Au début du XXe siècle, un mathématicien allemand nommé Hermann Min-
kowski s'intéresse de près aux travaux menés par Albert Einstein, notamment sa
théorie de la relativité restreinte. Considérant les équations de l'électrodynamique
et les transformations de Lorentz, il s'aperçoit que le temps et les coordonnées d'es-
pace y jouent des rôles analogues. En eﬀet, les transformations de Lorentz sont les
premières à impliquer une transformation linéaire du temps, au même titre qu'une
coordonnée d'espace qui peut être modiﬁée de façon linéaire lorsqu'elle est mesurée
par un opérateur en mouvement rectiligne uniforme. Il a alors l'idée de considérer
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le temps comme une coordonnée à part entière dans un espace à 4 dimensions que
l'on connaît sous le nom d'espace-temps ou espace de Minkowski et qui permet de
réécrire les équations de l'électrodynamique sous une forme tensorielle.
3.2.1 Quelques rappels sur l'espace de Minkowski
De même que la notion de vecteur émane de la façon dont ces objets sont trans-
formés par toute rotation du système de coordonnées, la notion de quadrivecteur
découle de la façon dont ces grandeurs se transforment par une transformation de
Lorentz.
3.2.1.1 Transformation de Lorentz et quadrivecteur :
On appelle transformation de Lorentz, la transformation spatio-temporelle sui-
vante :
t
′
=
t− v
c2
x√
1−
(v
c
)2 ,
x
′
=
x− vt√
1−
(v
c
)2 ,
y
′
= y,
z
′
= z,
(3.1)
où v est une vitesse supposée constante et c la vitesse de la lumière dans le vide.
Cette transformation relie deux systèmes de coordonnées de l'espace-temps qui sont
en mouvement rectiligne uniforme l'un par rapport à l'autre à la vitesse v. Ici, l'axe
x a été choisi de sorte que le vecteur vitesse s'écrive v = vex.
Lorentz a montré que les équations de Maxwell étaient invariantes par toute
transformation de ce type ce qui conduisit Einstein à postuler que toutes les lois
de la physique devaient être invariantes par ce type de transformation et à corriger
les équations de la mécanique classique, ou Newtonienne, aﬁn qu'elles soient inva-
riantes par toute transformation de Lorentz : il aboutit ainsi à sa fameuse théorie
de la relativité restreinte.
C'est alors que Minkowski intervient et développe un formalisme mathématique
permettant d'écrire de façon simpliﬁée et plus compréhensible les théories déve-
loppées par Einstein. Pour ce faire, il introduisit la notion d'espace-temps et de
quadrivecteur que nous résumons ici.
L'espace de Minkowski est un espace aﬃne de dimension 4 que l'on noteraM4. Un
quadrivecteur est un objet deM4 dont la première composante est dite  temporelle 
et les trois autres  spatiales . L'exemple le plus simple est le quadrivecteur position
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qui s'écrit
xµ = [x0, x1, x2, x3]T = [ct, x, y, z]T ,
où c est la vitesse de la lumière dans le vide. Il porte aussi le nom d' évènement .
On peut alors réécrire la transformation de Lorentz (3.1) sous forme matricielle.
En eﬀet, en posant :
Lµν =

γ −βγ 0 0
−βγ γ 0 0
0 0 1 0
0 0 0 1
 ,
où γ = 1/
√
1− v
2
c2
et β =
v
c2
, la transformation spéciale (3.1) s'écrit directement
x
′µ = Lµνxν .
Nous avons considéré le cas particulier d'une translation uniforme suivant l'axe x
mais ce formalisme peut être aisément élargi à toutes les transformations de Lorentz
ainsi qu'aux rotations. L'ensemble de ces transformations est alors nommé le groupe
de Lorentz complet.
3.2.1.2 Métrique de l'espace-temps :
La forme bilinéaire suivante, notée q, et appliquée ici à deux quadrivecteurs
quelconques aµ = [a0, a1, a2, a3]T et bµ = [b0, b1, b2, b3]T :
q(aµ, bµ) = a0b0 − (a1b1 + a2b2 + a3b3) , (3.2)
est d'un intérêt tout particulier pour l'epace-temps de Minkowski, puisque bien que
n'étant pas déﬁnie positive, elle joue le rôle de produit scalaire pour cet espace.
En eﬀet, la déﬁnition même de la notion de vecteur repose sur deux points :
 tous les vecteurs se transforment de la même manière par une rotation du
système de coordonnée,
 la norme d'un vecteur est invariante dans n'importe quel système de coordon-
née.
La généralisation de ces deux points est obtenue pour les quadrivecteurs. En eﬀet, les
composantes d'un quadrivecteur quelconque aµ = [a0, a1, a2, a3]T sont transformées
de la manière suivante par la transformation de Lorentz (3.1) :
a
′µ = Lµνaν , (3.3)
et toute grandeur vectorielle de dimension 4 se transformant de cette manière est
nommée quadrivecteur. On dit aussi que c'est un covariant de Lorentz (qui diﬀère
des invariants de Lorentz tels que le temps propre).
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Pour un quadrivecteur aµ, la quantité q(aµ, aµ) = (a0)2−((a1)2 + (a2)2 + (a3)2)
est invariante par toute transformation de Lorentz. Elle constitue le carré de la
pseudo-norme de aµ dans M4. En particulier, on a l'égalité :
ds2 = c2dt
′2 − (dx′2 + dy′2 + dz′2) = c2dt2 − (dx2 + dy2 + dz2),
où ds est l'intervalle élémentaire dansM4, qui permet de déﬁnir une métrique propre
à M4 puisque l'on déﬁnit le tenseur métrique associé par :
gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 et gµν = gµν . (3.4)
On a donc bien : ds2 = gµνdxµdxν .
3.2.1.3 Tenseurs et pseudo-tenseurs
Nous avons vu que la déﬁnition de quadrivecteur émane directement de la façon
dont ces quantités se transforment par le groupe de Lorentz. Nous avons vu éga-
lement qu'une fois que l'on a choisi un système de coordonnées ainsi qu'une base
covariante, on pouvait représenter les tenseurs par leurs composantes. Mais comment
savoir si un ensemble de coeﬃcients est un tenseur ? Cette question est très impor-
tante dans le cadre de l'électrodynamique relativiste (et dans celui de la physique
en général) puisqu'avant de développer les équations régissant le comportement de
grandeurs physiques telles que les potentiels, les champs électromagnétiques, etc...
il nous faut leur donner une structure mathématique.
Encore une fois, le caractère tensoriel d'un ensemble de coeﬃcients est déter-
miné par son comportement sous une transformation décrite par une matrice. On
considère pour simpliﬁer des tenseurs d'ordre deux et la transformation déﬁnie par
la donnée de sa matrice de changement de base : Aλλ′ et son déterminant ∆.
Par déﬁnition, un ensemble de coeﬃcients Tλβ se transformant en suivant la
règle :
Tλ′β′ = A
λ
λ′A
β
β′Tλβ = A
λ β
λ′ β′Tλβ, (3.5)
représente les composantes covariantes d'un tenseur.
On déﬁnit aussi les pseudo-tenseurs, qui vériﬁent la loi de transformation sui-
vante :
Tλ′β′ = signe(∆)|∆|Aλ βλ′ β′Tλβ, (3.6)
et qui présentent un poids ±1 qui est donné par le signe du déterminant ∆ de la
matrice de changement de base (c'est le jacobien dans le cas d'un repère naturel).
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De plus, nous manipulerons dans la suite un objet particulier dont les com-
posantes sont invariantes par toute transformation. Il s'agit du tenseur-densité de
Lévi-Civita dont les composantes dans un espace à n dimensions sont données par :
ξ1...n =

+1, pour une permutation paire des indices 1 . . . n
−1, pour une permutation impaire des indices 1 . . . n
0 sinon
.
En particulier, dans un espace de dimension 3, où nous l'utiliserons, ces composantes
vériﬁent :
ξijk = det
δi1 δi2 δi3δj1 δj2 δj3
δk1 δk2 δk3
 . (3.7)
Dans son ouvrage portant sur le caractère intrinsèquement covariant des équa-
tions de Maxwell, E. J. Post [Post 1997] a observé la façon dont se transformaient
les diﬀérentes grandeurs physiques mises en jeu dans les équations de Maxwell. Il en
a déduit un classement des grandeurs physiques mises en jeu dans les équations de
Maxwell-Minkowski que nous présentons succinctement dans la prochaine section.
3.2.2 Équations de Maxwell-Minkowski
Aﬁn de réécrire les équations de Maxwell dans l'espace à 4 dimensions, Min-
kowski a construit diﬀérents objets mathématiques à partir des grandeurs physiques
intervenant dans les équations de Maxwell classiques.
La première grandeur est le quadri-potentiel-vecteur, noté Aµ dont les compo-
santes contravariantes sont déﬁnies par [Feynman 1969, chap. 25] :
Aµ = [A0, A1, A2, A3]T = [φ/c,A]T , (3.8)
où φ est le potentiel scalaire électrostatique et A le potentiel vecteur classique. On
montre que ce quadri-potentiel se transforme en vériﬁant les formules de transfor-
mations des quadrivecteurs (3.3). C'est donc bien un quadrivecteur.
À partir de Aµ, on peut construire une grandeur d'ordre deux, que l'on note Fµν
et qui vériﬁe :
Fµν = ∂µAν − ∂νAµ, (3.9)
où le signe ∂µ désigne la dérivée partielle par rapport à la composante contravariante
de l'évènement xµ, i.e.
∂
∂xµ
. F est un tenseur d'ordre deux antisymétrique. Par
déﬁnition des potentiels scalaire et vecteur classiques (cf (2.26) et (2.27)), on peut
écrire directement que :
Fµν =

0 −E1/c −E2/c −E3/c
−E1/c 0 −B3 B2
−E2/c B3 0 −B1
−E3/c −B2 B1 0
 , (3.10)
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où les indices 1, 2 et 3 désignent les composantes spatiales des champs E et B dans
la base de l'espace de Minkowski. Cette base étant orthonormée, on ne distingue
pas ici les composantes covariantes ou contravariantes. C'est pourquoi tous les in-
dices sont écrits en bas (ceci est faux pour un système non-orthogonal comme nous
l'expliquons dans la suite). Cette étude sera faite lorsque nous nous intéresserons à
des systèmes de coordonnées non-orthogonales. On peut vériﬁer que l'égalité (3.9),
contient à elle seule les deux relations (2.26) et (2.27).
La première équation de Maxwell-Minkowski découle de la relation (3.9) et
s'écrit :
∂κFµν + ∂νFκµ + ∂µFνκ = 0. (3.11)
Elle traduit le fait que le tenseur électromagnétique dérive d'un (quadri)potentiel
vecteur (le terme de droite de la relation (3.9) n'est autre que la généralisation du
rotationnel en dimension 4) et donc que sa divergence doit être nulle.
La seconde équation de Maxwell-Minkowski fait intervenir deux autres quantités
analogues. On introduit donc un quadrivecteur contenant les éventuelles sources de
charges et de courant. On pose donc :
J µ = [cρ,J ], (3.12)
où ρ et J sont respectivement la densité volumique de charge et la densité de courant
classiques. De même que le quadri-potentiel-vecteur, on montre que J µ est bien un
quadrivecteur.
Comme précédemment, on construit aussi un objet d'ordre deux déﬁni par :
Gµν =

0 D1/c D2/c D3/c
D1/c 0 H3 −H2
D2/c −H3 0 H1
D3/c H2 −H1 0
 , (3.13)
où les composantes Dα et Hα correspondent respectivement aux composantes du
vecteur déplacement électrique et champ magnétique. Post a montré que cet objet
était un pseudo-tenseur d'ordre 2.
La deuxième équation de Maxwell-Minkowski s'écrit alors :
∂νG
µν = J ν . (3.14)
Il est relativement aisé de montrer que l'équation (3.11) contient à la fois les
équations de Maxwell-Thomson et de Maxwell-Faraday, tandis que (3.14) contient
directement les équations de Maxwell-Gauss et Maxwell-Ampère. Il reste un point
que nous n'avons pas abordé aﬁn que l'équivalence soit complète : la condition de
jauge portant sur les potentiels. La condition de jauge de Lorentz prend une forme
très simple en dimension 4, puisqu'elle s'écrit directement :
∂µAµ = 0. (3.15)
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Remarque : dans cette présentation des équations de Maxwell-Minkowski, les
tenseurs et pseudo-tenseurs sont représentés soit par leurs composantes covariantes,
soit par leurs composantes contravariantes. Lorsque l'on travaille dans un système
de coordonnées orthogonales tel que l'espace de Minkowski, le passage d'une repré-
sentation à l'autre est immédiat puisque le tenseur métrique est diagonal. Ici, il suﬃt
donc de changer le signe des composantes spatiales des tenseurs introduits. Dans la
suite, ces équations seront considérées dans des systèmes de coordonnées plus com-
plexes (car non-orthogonaux) où l'on verra que la notation tensorielle prend tout
son sens.
3.2.3 Relations de milieux
De même que l'on a écrit les équations de Maxwell classiques sous forme ten-
sorielle dans l'espace de Minkowski, on doit écrire les relations de milieux dans cet
espace. Pour ce faire, on suppose qu'il existe une relation entre les deux tenseurs F
et G, qui s'écrit :
Gµν = 1
2
ΞµνρσFρσ, (3.16)
où l'objet Ξ est un pseudo-tenseur d'ordre 4. Cette relation permet donc de généra-
liser les relations de milieu exprimées au chapitre 2 dans un espace tridimensionnel.
En raison des propriétés d'antisymétrie de F et G, le pseudo-tenseur Ξ possède
des propriétés de symétrie particulières. En eﬀet, on a [Post 1997, chap 6] :
Ξλνσκ = −Ξλνκσ, Ξλνσκ = −Ξνλσκ,
et
Ξλνσκ = Ξσκλν .
3.3 Cas particulier tridimensionnel
À partir des résultats précédents, il nous est possible d'obtenir une formulation
tensorielle tridimensionnelle des équations de Maxwell. On se place alors dans R3
muni de sa base canonique et de son produit scalaire canonique.
3.3.1 Identiﬁcation des champs tridimensionnels
On a vu que les composantes non-nulles des tenseurs F et G s'identiﬁaient avec
les composantes spatiales des champs électromagnétiques. Cette identiﬁcation prend
la forme suivante : 
Ei = cF0i,
Bi =
1
2
ξijkFjk,
Di = cG0i,
Hi =
1
2
ξijkGjk,
(3.17)
où ξ désigne l'indicateur de Lévi-Cività que l'on a déjà déﬁni(cf. (3.7)).
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En présence de sources, on identiﬁe aussi les composantes du quadrivecteur J :{
ρ = cJ 0
Ji = J i (3.18)
Les équations de Maxwell covariantes tri-dimensionnelles s'écrivent donc en uti-
lisant ces identiﬁcations :
ξijk∂jEk = −c∂0Bi = −∂tBi,
∂iB
i = 0,
ξijk∂jHk = c∂0D
i + J i = ∂tD
i + J i,
∂iD
i = ρ.
(3.19)
Rappelons que ces équations ont été obtenues dans l'espace de Minkowski, c'est-
à-dire avec des vecteurs de base de type spatial orthogonaux. Elles ne diﬀèrent donc
en rien des équations de Maxwell tridimensionnelles classiques écrites dans un sys-
tème orthonormé, si ce n'est par leurs notations tensorielles. Cependant, c'est bien
ce caractère tensoriel qui va nous permettre de les transposer à un système de co-
ordonnées non-orthogonales obtenu par une transformation de la base orthonormée
spatiale.
Dans ce cas, il est important de préciser si les composantes des champs mises
en jeu dans les équations (3.19) sont covariantes ou contravariantes (elles étaient
confondues dans l'espace de Minkowski). En eﬀet, la position des indices que nous
avons adoptée ici n'a pas été justiﬁée.
3.3.2 Caractérisation des composantes des tenseurs électromagné-
tiques
E. J. Post et J. Chandezon [Chandezon 1979] ont donné la structure tensorielle
des composantes des champs F et G que nous avons identiﬁées aux composantes
spatiales des champs électromagnétiques. Pour ce faire, la stratégie est toujours la
même : on observe comment sont transformées ces composantes, le postulat de base
étant que Fµν et Gµν sont respectivement les composantes covariantes et contra-
variantes de deux tenseurs d'ordre deux de l'espace de Minkowski. Ajoutons qu'on
se limite ici à des transformations spatiales et holonômes, c'est-à-dire pouvant être
représentées par des matrices agissant sur les vecteurs de base de type spatial uni-
quement.
Autrement dit, la caractérisation de ces composantes dans ce cadre se ramène à
l'étude de leur transformation par un changement de base à 4 dimensions, représenté
par une matrice de changement de base de la forme :
A˜µν =

1 0 0 0
0
0
0
Aij
 , (3.20)
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où Aij est une matrice de changement de base tri-dimensionnelle. Sa matrice inverse
est notée Cij .
Chandezon donne les résultats de l'étude de ces transformations sur les diﬀé-
rentes composantes des champs :
Comportement Type de composante Type d'objet
Ei E
′
j = A
i
jEi covariantes tenseur
Hi H
′
j = A
i
jHi covariantes tenseur
Bi B′j = |∆|CjiBi contravariantes pseudo-tenseur
Di D′j = |∆|CjiDi contravariantes pseudo-tenseur
On se propose d'en faire la démonstration pour les composantes Ei. Ce n'est
qu'un exercice calculatoire, mais il permet de faire apparaître explicitement l'in-
ﬂuence des hypothèses que l'on a formulées quant aux transformations que l'on
considère dans le cadre de cette étude (pour rappel : holonomie et invariance tem-
porelle) et donc le domaine de validité de celle-ci.
On recherche donc comment les composantes F0i sont modiﬁées par le change-
ment de base déﬁni par la matrice A˜µν . On part du postulat que F est un tenseur
et donc que ses composantes sont transformées suivant la règle de transformation
des tenseurs. On a donc :
F ′κλ = A˜µ νκ λFµν . (3.21)
On s'intéresse aux composantes du type F ′0i, avec i = 1, 2, 3. En développant, on a
alors :
F ′0i = A˜00
(
A˜0iF00 + A˜1iF01 + A˜2iF02 + A˜3iF03
)
+A˜10
(
A˜0iF10 + A˜1iF11 + A˜2iF12 + A˜3iF13
)
+A˜20
(
A˜0iF20 + A˜1iF21 + A˜2iF22 + A˜3iF23
)
+A˜30
(
A˜0iF30 + A˜1iF31 + A˜2iF32 + A˜3iF33
)
Cette expression peut être simpliﬁée en remarquant d'une part que A˜i 0 = δ
0
i
donc seule la première ligne est conservée, puis que Fµµ = 0, ∀µ, ce qui conduit
ﬁnalement à :
F ′0i = A˜1iF01 + A˜2iF02 + A˜3iF03,
soit ﬁnalement en identiﬁant les termes du tenseurs électromagnétique dans les
deux bases :
E′i = A˜
j
iEj , i, j = 1, 2, 3,
ce qui conduit, en remarquant que
[
A˜ji
]
i,j 6=0
= Aji, à :
E′i = A
j
iEj .
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Le même traitement peut être appliqué pour les autres composantes des tenseurs
champs électromagnétiques.
3.3.3 Relations de milieu tridimensionnelles
En appliquant la même démarche, on se propose d'obtenir des relations de milieu
tridimensionnelles à partir de l'équation (3.16) et des identiﬁcations des composantes
de F et G que l'on vient de faire, de sorte à obtenir une formulation générale des
relations (2.13) à (2.15) dans un système de coordonnées quelconque.
Suivant la démarche de Chandezon, on déﬁnit donc deux tenseurs ε et χ de
composantes εij et χij , d'ordre 2 déﬁnis à partir de Ξ de la façon suivante :
εij = Ξ0i0j , et χij = ξijkξjmnΞ
klmn. (3.22)
Après calcul, on a ﬁnalement :
Di = εijEj ,
Hi = χijB
j .
soit ﬁnalement en posant µij = χ−1ij , on obtient les relations de milieu classiques de
l'espace à trois dimensions :
Di = εijEj ,
Bj = µijHj .
(3.23)
Si le milieu considéré est conducteur, on peut introduire un tenseur de conduc-
tivité d'ordre 2, dont les composantes contravariantes seront notées σij et on a :
J i = σijEj . (3.24)
On a donc obtenu les relations de milieu sous une nouvelle forme tensorielle. Une
question s'impose alors : qu'ont-elles de plus intéressant que les équations (2.13)
à (2.15) ? La réponse réside dans la façon dont on a construit ces relations : on est
parti d'un formalisme portant sur des tenseurs et pseudo-tenseurs de l'espace de
Minkowski et on en a déduit des relations dans l'espace tridimensionnel. Ainsi, bien
que le système de coordonnées spatiales considéré pour l'obtention de ces relations
soit composé de vecteurs de bases orthogonaux (il s'agit de l'espace tridimensionnel
issu de l'espace de Minkowski), celles-ci restent invariantes par toute transformation
spatiale. En d'autres termes, elles restent valables pour des systèmes de coordonnées
non-orthogonales.
On voit alors la diﬀérence majeure entre les relations tensorielles explicitées ici et
celles que l'on considère classiquement puisque ici, le caractère tensoriel transcrit à
la fois les propriétés physiques du milieu ainsi que le système de coordonnées général
dans lequel on a choisi de travailler.
De la même façon que pour les champs électromagnétiques, on peut caractéri-
ser le comportement tensoriel des tenseurs que l'on vient d'introduire. Résumons
ceci dans le tableau suivant en conservant la même notation pour la matrice de
changement de base A et son inverse C :
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Comportement Type de composante Type d'objet
εij ε
′mn = |∆|Cm ni jεij 2-contravariantes pseudo-tenseur
µij µ
′mn = |∆|Cm ni jµij 2-contravariantes pseudo-tenseur
χij χ′mn = |∆|Ai jm nχij 2-covariantes pseudo-tenseur
Cas particulier d'un milieu conducteur homogène et isotrope : Dans le
cas où l'on est en présence d'un milieu homogène isotrope, les tenseurs que l'on vient
d'introduire prennent une forme particulière. En eﬀet, dans le cadre classique, les
équations (2.13) à (2.15) deviennent :
D = εE, (3.25)
B = µH, (3.26)
J = σE, (3.27)
où ε, µ et σ sont des grandeurs scalaires. On s'est ici placé dans un système de
coordonnées cartésiennes orthonormé. Suivant J. Chandezon [Chandezon 1979], on
peut donc réécrire ces relations sous la forme (les composantes covariantes et contra-
variantes sont confondues pour un système orthonormé) :
Di = εδijEj , (3.28)
Bi = µδijHj , (3.29)
J i = σδijEj . (3.30)
Comme gij = δij pour un système orthonormé, on peut écrire que l'on a :
εij = εδij = εgij , (3.31)
µij = µδij = µgij , (3.32)
σij = σδij = σgij , (3.33)
dans ce cas particulier.
Si on applique un changement de coordonnées quelconque, de matrice de chan-
gement de base Aij et de tenseur métrique inverse g
′ij , et si l'on considère le com-
portement pseudo-tensoriel des tenseurs de propriétés physiques et les lois de trans-
formation des tenseurs, on a :
ε
′mn = |∆|Am ni jεij , (3.34)
ou, si la transformation est appliquée au système de coordonnées cartésien :
ε
′mn = ε|∆|Am ni jgij = ε|∆|g
′mn. (3.35)
Finalement, si l'on considère un repère naturel, dont la matrice de changement de
base est la jacobienne de la transformation, on a
∆ =
√
g,
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ce qui conduit ﬁnalement à une expression générale des tenseurs εij , µij et σij :
εij = ε
√
ggij , (3.36)
µij = µ
√
ggij , (3.37)
σij = σ
√
ggij . (3.38)
Cas particulier d'un milieu conducteur non-homogène et isotrope : Il
est tout à fait possible à ce stade de considérer un matériau non-homogène, qui
présenterait par exemple une conductivité variant dans l'espace : σ(x, y, z) (ou une
permittivité ou une perméabilité ou les trois variant simultanément) dans le repère
cartésien orthonormé. En eﬀet, nous avons déjà dit que lorsque l'on se plaçait dans
un repère naturel, les bases covariantes et contravariantes dépendaient du point où
celles-ci étaient calculées et que le tenseur métrique était en réalité un champ de
tenseur (les composantes de g dépendent des coordonnées d'espace). Ainsi, les rela-
tions précédentes restent valables dans le cas plus général où les propriétés physiques
du matériau ne sont plus des constantes scalaires mais des fonctions scalaires des
variables de l'espace.
Cas particulier d'un milieu conducteur homogène et anisotrope : On
considère ici le cas où le matériau est anisotrope et plus particulièrement, où il
présente une conductivité diﬀérente suivant la direction considérée. Ce cas est très
intéressant puisqu'il peut représenter un matériau composite homogénéisé.
Dans ce cas, on représente la conductivité par un tenseur d'ordre deux dans le
système cartésien orthonormé :
σ¯ =
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 .
Les formules de changement de base donnent alors :
σ¯
′mn = |∆|Am ni j σ¯ij .
Ce type de transformation est particulièrement utilisé pour modéliser le compor-
tement des métamatériaux [Diatta 2012] et pourrait aussi permettre d'utiliser ce
formalisme aﬁn de calculer les champs induits dans un matériau composite homo-
généisé. Cependant, dans le cadre de ma thèse, je me suis restreint aux matériaux
isotropes.
3.4 Formulations en potentiels
3.4.1 Potentiel Vecteur
On se propose ici de développer un nouveau formalisme des équations de Max-
well covariantes qui est basé sur l'introduction d'un potentiel vecteur A, analogue
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au potentiel A∗. La diﬀérence majeure réside dans le fait que l'on considère ici des
relations plus générales car tensorielles entre le potentiel et le champ dérivant de ce
potentiel.
On se place dans un milieu conducteur homogène, et l'on écrit de façon analogue
à la théorie classique que :
B = ∇×A.
Les formules des opérateurs diﬀérentiels dans des systèmes de coordonnées non-
orthogonaux généraux, et plus particulièrement pour des systèmes de coordonnées
naturels (c'est le cas qui nous intéresse) sont rappelées dans l'annexe A. On en
déduit directement l'expression des composantes contravariantes de B :
Bk = −∂iAjhijk, (3.39)
où les hijk sont les composantes contravariantes du tenseur d'orientation déﬁni dans
l'annexe A.
3.4.2 Potentiel Vecteur du Second ordre
On peut alors de façon analogue déﬁnir un potentiel-vecteur du second ordre
W :
A = ∇×W ,
et de même que précédemment, décomposer ce potentiel suivant un axe privilégié
u en introduisant deux potentiels scalaires Γ et Π (tenseurs d'ordre 0), qui sont la
généralisation à des repères naturels quelconques de Wa et Wb :
W = Πu+ u×∇Γ. (3.40)
De même que précédemment, on se propose de développer l'expression des com-
posantes de A en fonction de Γ et Π. Pour ce faire, on utilise les expressions des
opérateurs gradient et rotationnel ainsi que du produit vectoriel dans des systèmes
de coordonnées naturels.
3.4.2.1 Expression des composantes de W
Posons l = ∇Γ et z = u× l. Les formules du gradient nous permettent d'écrire :
li = ∂iΓ,
et celles du produit vectoriel :
zk = hkijuilj ,
soit ﬁnalement :
zk = hkijui∂jΓ. (3.41)
On peut donc écrire directement :
W k = Πuk + hkijui∂jΓ, (3.42)
et Wp = gpkW k, g étant le tenseur métrique de la transformation.
3.4. Formulations en potentiels 37
3.4.2.2 Expression des composantes de A
Les composantes de A se déduisent directement du résultat précédent en appli-
quant l'opérateur rotationnel à W . En eﬀet, on a par déﬁnition :
Ap = −∂nWmhmnp.
En injectant les expressions de Wj obtenues, on peut donc écrire :
Ap = −∂ngmkW khmnp = −∂ngmk
(
Πuk + hkijui∂jΓ
)
hmnp,
soit ﬁnalement en remarquant que gmkuk = um, on obtient :
Ap = −∂n
(
Πum + gmkh
kijui∂jΓ
)
hmnp, (3.43)
qui constitue une généralisation aux systèmes de coordonnées naturels non-
orthogonaux du formalisme en potentiel vecteur du second ordre.
Aﬁn de vériﬁer (en partie) cette relation, on se propose de détailler le cas d'un
repère cylindrique et de comparer les expressions obtenues avec celles de la littérature
que l'on a déjà explicitées dans le chapitre 2. Une justiﬁcation plus complète sera
présentée dans le chapitre suivant.
3.4.2.3 Cas particulier : repère cylindrique
Dans le cas d'un repère cylindrique, le changement de repère naturel par rapport
à la base canonique de R3 (dont les vecteurs normés seront notés Xi, i = 1, 2 ou 3)
où un point M est représenté par ses coordonnées (X1, X2, X3) s'écrit :
X1 = rcos(θ)
X2 = rsin(θ)
X3 = z.
(3.44)
Le point M peut alors être repéré de façon équivalente par la donnée de (r, θ, z). La
matrice jacobienne de ce changement de base s'écrit :
J(M) =
cos(θ) −rsin(θ) 0sin(θ) rcos(θ) 0
0 0 1
 ,
et l'on peut donc exprimer les vecteurs de la base covariante du repère naturel
dans la base canonique :
e1 = cos(θ)X1 + sin(θ)X2
e2 = −rsin(θ)X1 + rcos(θ)X2
e3 = E3
(3.45)
on peut noter que les vecteurs e1 et e2 correspondent respectivement à er et reθ
qui forment la base orthonormée du système cylindrique classique. La base naturelle
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ainsi obtenue est donc orthogonale mais n'est pas normée : on peut cependant obtenir
une base orthonormée (e1, e′2, e3) à partir de la base naturelle posant e′2 =
e2
||e2|| =
e2
r
. On retombe alors sur la base cylindrique  classique .
Remarque : Ceci soulève un point important lorsque l'on travaille dans des re-
pères naturels : les vecteurs de base n'étant pas forcément normés, les grandeurs
physiques que l'on calculera à partir des composantes des champs vectoriels ne
seront donc pas directement comparables : une opération de normalisation sera né-
cessaire. Nous reviendrons sur ce point dans le chapitre 4, lorsque nous aborderons
le calcul de l'impédance d'un capteur inductif à partir des composantes covariantes
des champs électromagnétiques.
On calcule maintenant les composantes covariantes du tenseur métrique (notées
gij) que l'on stocke dans une matrice G :
G =
1 0 00 r2 0
0 0 1
 , (3.46)
où l'on voit que g = det(G) = r2, et ses composantes contravariantes (notées gij) :
G−1 =
1 0 00 1
r2
0
0 0 1
 . (3.47)
Choisissons le même axe de décomposition que dans le cas classique : u = e3 =
E3, ce qui conduit à la déﬁnition de deux tenseurs d'ordre 0, Γ et Π. Explicitons
alors les composantes contravariantes du potentiel vecteur en utilisant la formule
générale (3.43). On se propose de détailler le calcul pour A1, les autres composantes
étant obtenues de façon analogue :
A1 = −∂n
(
Πum + gmkh
kijui∂jΓ
)
hmn1.
Les composantes de hmnp étant nulles si l'un des trois indices est répété, A1 se
compose de deux contributions : l'une pour m = 2, n = 3, l'autre pour m = 3, n = 2.
On a :
A1(m=2,n=3) = −∂3
(
Πu2 + g2kh
kijui∂jΓ
)
h231,
qui se simpliﬁe en remarquant que h231 =
1√
g
=
1
r
et u2 = 0 :
A1(m=3,n=2) = −
1
r
∂3 g2kh
kijui∂jΓ,
soit en développant les termes de sommation et en remarquant que g est diagonal
(g2k = r2δ2k) et que ui = δi3 :
A1(m=3,n=2) =
1
r
∂3g22
(
h231u3∂1Γ
)
= ∂3∂1Γ.
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Suivant le même type de raisonnement, on explicite la contribution pour m = 3
et n = 2 :
A1(m=3,n=2) = −∂2
(
Πu3 + g3kh
kijui∂jΓ
)
h321,
et l'on a donc :
A1(m=3,n=2) = ∂2
Π + g33 h3ijδi3︸ ︷︷ ︸
=0
∂jΓ
 1
r
=
1
r
∂2Π.
Soit ﬁnalement :
A1 = −∂3∂1Γ + 1
r
∂2Π. (3.48)
Le même exercice pour les autres composantes de A donne :
A2 = −1
r
∂3∂2Γ +
1
r2
∂1Π, (3.49)
et
A3 =
1
r
∂1Γ + ∂
2
1Γ +
1
r2
∂22Γ, (3.50)
ce qui conduit, en remarquant que Aθ =
1
r
A2 =
1
r
g22A
2 = rA2 (on a vu que
la base naturelle n'était pas normée), Ar = A1 = A1 et Az = A3 = A3, au même
résultat que la littérature.
On pourrait de la même manière expliciter les composantes de B dans la base
cylindrique classique en utilisant ce formalisme tensoriel. Ceci conduit à des calculs
lourds que l'on ne mènera pas ici. Dans le chapitre suivant, en revanche, on se
propose de résoudre les équations de Maxwell covariantes par une méthode modale
faisant intervenir le formalisme en potentiel vecteur généralisé que nous venons de
voir. On se placera alors dans un système de coordonnées curvilignes non-orthogonal
où l'on exploitera pleinement ce formalisme tensoriel.
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4.1 Introduction
Comme nous l'avons vu dans le chapitre 1, la simulation rapide du contrôle par
courants de Foucault de pièces de géométrie complexe est un sujet de recherche
crucial en raison des forts besoins industriels.
Nous proposons ici une méthode modale permettant de calculer les champs in-
duits par une sonde courants de Foucault 3D quelconque (non-magnétique et non
blindée) dans un demi-espace conducteur homogène, linéaire et isotrope et présen-
tant une surface complexe. On s'intéresse à des surfaces 2D extrudées, c'est-à-dire
que la conﬁguration totale à traiter est dite 2D1/2. Ce type de conﬁguration est
représenté sur la ﬁgure 4.1.
Figure 4.1  Exemple de conﬁguration considérée : une sonde CF 3D scanne un
demi-espace 2D extrudé.
4.2 Mise en équations
4.2.1 Changement de coordonnées
On fait l'hypothèse que dans le plan yOz, l'interface air-conducteur s'identiﬁe
au graphe d'une fonction z = α(x), dérivable au sens des distributions.
On applique alors le changement de base suivant, dont le rôle principal est de
simpliﬁer l'équation de l'interface :
x = x1
y = x2
z = x3 + α(x1)
, (4.1)
ce qui conduit à l'obtention d'un nouveau système de coordonnées naturel et non-
orthogonal (cf. Annexe A), dans lequel l'équation de l'interface air-conducteur s'écrit
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simplement x3 = 0. Les composantes covariantes du tenseur métrique (notées gij) en
un point M repéré par ses coordonnées contravariantes (x1, x2, x3) dans ce nouveau
système s'identiﬁent aux coeﬃcients de la matrice G déﬁnie par :
G =
1 + (∂1α(x1))2 0 ∂1α(x1)0 1 0
∂1α(x
1) 0 1
 , (4.2)
où, de même que précédemment, ∂i ≡ ∂
∂xi
. On voit directement que g = det(G) = 1.
Ses composantes contravariantes gij au même point M s'identiﬁent aux coeﬃcients
de la matrice inverse de G :
G−1 =
 1 0 −∂1α(x1)0 1 0
−∂1α(x1) 0 1 + (∂1α(x1))2
 , (4.3)
et les vecteurs de la base covariante (notés ei) s'écrivent de la façon suivante en
fonction des vecteurs de la base cartésienne (notés Xi) :
e1 = X1 +
(
∂1α(x
1)
)
X3
e2 = X2
e3 = X3
. (4.4)
Les vecteurs de la base duale ou contravariante s'écrivent quant à eux :
ei = gijej ⇒

e1 = e1 − ∂1α(x1)e3 = X1,
e2 = e2 = X2,
e3 = −∂1α(x1)e1 +
(
1 + (∂1α(x
1))2
)
e3
= X3 − ∂1α(x1)X1.
(4.5)
Dans la suite, s'il n'y a pas d'ambiguité possible, nous désignerons ∂1α(x1) par α˙.
4.2.2 Équations Physiques
Les équations de Maxwell, ainsi que les relations de milieu doivent être considé-
rées sous leur forme covariante dans ce nouveau système de coordonnées. Comme
nous l'avons déjà vu, les équations de Maxwell covariantes s'écrivent de façon géné-
rale : 
ξabc∂bEc = −∂tBa,
∂aB
a = 0,
ξabc∂bHc = ∂tD
a + Ja,
∂iD
i = ρ,
(4.6)
où a, b, c = 1, 2 ou 3 et ξabc désigne l'indicateur de Lévi-Cività que nous avons déjà
introduit, et Ja = Jas +J
a
i , où Js désigne la densité de courant au niveau de la sonde
(source) et Ji la densité de courants induits au niveau du conducteur.
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La densité de courant Js est imposée au niveau de la sonde et celle-ci est nulle
dans toute autre zone de l'espace. On cherche à calculer les champs dans les zones
extérieures à la sonde. La densité de courant source peut donc être supprimée des
équations que l'on considère. Nous verrons que la prise en compte des champs d'ex-
citation peut être eﬀectuée lors de l'application des conditions de passage (cf section
suivante).
De plus, dans le cadre du contrôle non destructif par courants de Foucault clas-
sique, le courant d'injection imposé au niveau de la sonde est sinusoïdal de pulsation
ω. On travaillera alors en régime harmonique et la dépendance en t des diﬀérentes
grandeurs physiques sera représentée par le facteur exp(−jωt), avec j = √−1. On
considère alors les trois équations suivantes :
ξabc∂bEc = jωB
a,
∂aB
a = 0,
ξabc∂bHc = J
a
i − jωDa,
(4.7)
que l'on se propose de résoudre ici. On verra même par la suite que l'on n'aura que
deux de ces trois équations à résoudre numériquement.
Les relations de milieu dans le cas d'un matériau homogène, linéaire et isotrope
et ne comportant pas de source de courant s'écrivent :
Da = εgabEb,
Ba = µgabHb,
Jai = σg
abEb,
(4.8)
où ε, µ et σ désignent respectivement la permittivité électrique, la perméabilité ma-
gnétique et la conductivité électrique du matériau.
On peut alors ré-injecter ces expressions dans les équations (4.7) et l'on obtient
des équations portant uniquement sur les composantes covariantes des champs E et
H :
µ∂ag
abHb = 0, (4.9)
ξabc∂bEc = jωµg
adHd, (4.10)
ξabc∂bHc = (σ − jωε)gadEd. (4.11)
On pose alors σ˜ = σ − jωε aﬁn de simpliﬁer les relations. On peut noter que dans
le cadre du contrôle non destructif par courants de Foucault, les ordres de grandeur
des conductivités et des fréquences d'excitation mises en jeu permettent d'écrire
que σ˜ ' σ dans le milieu conducteur. En revanche, dans l'air, on considèrera que
σ˜ = −jωε, et non σ˜ = 0. Ce choix nous permet de développer un formalisme valable
à la fois dans l'air et dans le conducteur.
On peut utiliser une notation compacte des deux dernières équations (en ro-
tationnel) en posant : ∇˜ = [∂1, ∂2, ∂3]T : attention, il ne s'agit pas de l'opéra-
teur classique exprimé en coordonnées curviligne mais plutôt d'un opérateur ∇ que
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l'on qualiﬁera de  naturel . De même, le symbole × utilisé ici ne représente pas
le produit vectoriel généralisé au système de coordonnées non-orthogonal (cf. An-
nexe A) mais un produit vectoriel  naturel . On déﬁnit aussi E• = [E1, E2, E3]T
et H• = [H1, H2, H3]T . Les deux équations peuvent alors être représentées sous la
forme : [ ∇˜× −jωµG•
−σ˜G• ∇˜×
] [
E•
H•
]
=
[
0
0
]
,
que l'on peut symétriser comme suit, en posant k =
√
jωµσ˜, Z =
ωµ
k
et H˜ =
jZH, puis en multipliant la deuxième ligne par
jωµ
k
:
[ ∇˜× −kG•
−kG• ∇˜×
] [
E•
H˜•
]
=
[
0
0
]
. (4.12)
4.2.3 Conditions de passage
Aux équations physiques que doivent satisfaire les champs électromagnétiques
s'ajoutent des conditions de passage particulières au niveau de l'interface air-conducteur.
On a déjà vu que dans le cas d'un matériau conducteur de conductivité ﬁnie, celles-ci
s'écrivaient : (
E(1) −E(2)
)
× n = 0,(
D(1) −D(2)
)
.n = 0,(
H(1) −H(2)
)
× n = 0,(
B(1) −B(2)
)
.n = 0,
(1) et (2) désignent respectivement l'air et le milieu conducteur et n est le vecteur
unitaire normal à l'interface entre ces deux milieux. Ces relations, qui permettent
d'assurer l'unicité des solutions des équations physiques que l'on vient de voir ne
sont néanmoins pas exploitables sous cette forme : il faut déterminer exactement
quelles composantes (covariantes ou contravariantes) des champs sont conservées à
la traversée de l'interface. Pour ce faire, déterminons quelles sont les composantes
tangentielles et normales d'un vecteur quelconque u de composantes (u1, u2, u3) et
(u1, u2, u3).
On a vu que l'on avait :
u = uie
i = uiei,
et, par déﬁnition du repère naturel que l'on a choisi, on a (cf. Annexe A) :
ei =
∂OM
∂xi
.
Il est donc clair que, par construction, les vecteurs de base e1 et e2 sont tangents à
l'interface au point courant M. Ainsi, les composantes tangentielles à l'interface ut1
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et ut2 d'un vecteur quelconque u doivent vériﬁer :
ut1 = u · e1 = (uiei) · e1 = uiδ1i = u1,
et de même ut2 = u2. Les composantes tangentielles d'un champ de vecteurs sur
l'interface sont donc les composantes covariantes 1 et 2.
De façon analogue, le calcul de e1 × e2 (en passant par la base cartésienne ou
directement en utilisant les formules du produit vectoriel de tenseurs) montre que e3
est normal à la surface. La composante d'un champ de vecteur normale à la surface
est donc la troisième composante contravariante.
On peut donc écrire les conditions de passage sous la forme :
E
(1)
1 = E
(2)
1 , (4.13)
E
(1)
2 = E
(2)
2 , (4.14)
H
(1)
1 = H
(2)
1 , (4.15)
H
(1)
2 = H
(2)
2 , (4.16)
D3(1) = D3(2), (4.17)
B3(1) = B3(2). (4.18)
(4.19)
Elles constituent donc six équations supplémentaires que les champs doivent satis-
faire au niveau de l'interface air-conducteur. Nous verrons par la suite qu'en réalité
seules quatre de ces équations sont nécessaires. En eﬀet, de même que lorsque l'on
travaille dans un repère orthonormé, on peut exprimer les deux composantes des
champs E et H suivant cet axe en fonction des quatre autres. C'est l'objet de la
section suivante.
4.2.4 Décomposition et réduction des équations
On impose ici une direction de décomposition privilégiée. On choisit naturelle-
ment e2 qui est l'axe d'invariance de notre specimen. On déﬁnit alors les grandeurs :
Et = E• − E2e2, (4.20)
et
H˜t = H˜• − H˜2e2. (4.21)
L'opérateur naturel ∇ peut être décomposé de manière analogue en écrivant :
∇˜t = ∇˜− ∂2e2. (4.22)
Suivant le raisonnement présenté dans [Bowler 1987, Prémel 2012], appliquons
alors l'opérateur e2× à la première ligne de l'équation (4.12). On a donc :
e2 × ∇˜E• = e2 ×
(
kG•H˜•
)
, (4.23)
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et l'on montre (en notant que G•e2 = e2 = e2) que ceci conduit à :
∇˜tE2 − ∂2Et = e2 ×
(
kG•H˜t
)
. (4.24)
En faisant de même avec la seconde ligne de (4.12), et en séparant les contribu-
tions transverses de celles suivant e2, on obtient alors le système compact suivant
(cf. [Prémel 2012]) :[
∂2 e
2 × kG•
e2 × kG• ∂2
] [
Et
H˜t
]
=
[∇˜t 0
0 ∇˜t
] [
E2
H˜2
]
. (4.25)
Aﬁn de découpler les champs Et et H˜t, on peut appliquer l'opérateur :[
∂2 −e2 × kG•
−e2 × kG• ∂2
]
à la relation (4.25), ce qui conduit à un système du second ordre de la forme :
[
C
] [Et
H˜t
]
=
[
M
] [E2
H˜2
]
,
où C et M sont des  matrices  symétriques de taille 4× 4 dont les coeﬃcients Cij
et Mij s'écrivent : {
M11 = M22 = ∂2∇t
M12 = M21 = −(e2 × kG•)∇˜t
et {
C11 = C22 = ∂
2
2 + e
2 × (kG•(e2 × kG•))
C12 = C21 = ∂2(e
2 × kG•)− (e2 × kG•)∂2.
En raison du choix particulier de l'axe de décomposition (e2), et parce que
les composantes du tenseur métrique ne dépendent pas de la variable x2, on voit
directement que l'on a C12 = C21 = 0 [Prémel 2012]. De plus, on peut montrer que
l'on a :
∀u = uiei,
(
kG•(e2 × kG•u)) = u− u2e2 = ut.
Ainsi, en développant les diﬀérentes expressions, on obtient ﬁnalement un système
de quatre équations aux dérivées partielles du second ordre non triviales :
(∂22 + k
2)E1 = ∂2∂1E2 − k
(
(1 + α˙2)∂3 − α˙∂1
)
H˜2,
(∂22 + k
2)E3 = ∂2∂3E2 − k (∂1 − α˙∂3) H˜2,
(∂22 + k
2)H˜1 = ∂2∂1H˜2 − k
(
(1 + α˙2)∂3 − α˙∂1
)
E2,
(∂22 + k
2)H˜3 = ∂2∂3H˜2 − k (∂1 − α˙∂3)E2.
(4.26)
Finalement, les deux autres équations étant triviales, on peut ré-écrire le système
précédent sous la forme compacte suivante (cf. [Prémel 2012]) :
(
∂22 + k
2
) [E
H˜
]
=
[
∂2∇˜ −ke2 ×G•∇˜
−ke2 ×G•∇˜ ∂2∇˜
] [
E2
H˜2
]
. (4.27)
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On a donc exprimé toutes les composantes en fonction des deux seules com-
posantes E2 et H2 et l'on retrouve les mêmes relations que celles de la littéra-
ture [Aït Braham 2008]. Ainsi, on a ramené le problème comportant six inconnues
à un problème n'en comportant plus que deux puisque la détermination des seules
composantes E2 et H˜2 nous permet de calculer toutes les composantes.
Néanmoins, on voit dans le système (4.27) que la détermination des autres com-
posantes n'est pas directe en raison de la présence de l'opérateur ∂22 + k
2.
4.3 Formulation en Potentiels du Second Ordre Généra-
lisée
4.3.1 Approche matricielle
Aﬁn de s'aﬀranchir de ce problème, on peut imaginer qu'il existe deux potentiels
du second ordre W1 et W2 tels que l'on ait directement :[
E
H˜
]
=
[
∂2∇˜ −ke2 ×G•∇˜
−ke2 ×G•∇˜ ∂2∇˜
] [
W1
W2
]
. (4.28)
Cette approche est détaillée dans [Prémel 2012] et conduit, en posant W1 =
−jωµΓ et W2 = jZΠ, aux expressions matricielles suivantes pour les champs :
E = jωµ∇˜×
(
e2 ×G•∇˜Γ + ∇˜×G•e2Π
)
, (4.29)
et
H = −∇˜×
(
k2G•e2Γ + e2 ×G•∇˜Π
)
. (4.30)
En réinjectant ces expressions dans l'équation (4.12), on peut montrer que les
potentiels Γ et Π vériﬁent tous les deux la même équation aux dérivées partielles :
[
∂21 + ∂
2
2 + (1 + α˙
2)∂23 − (α˙∂1 + ∂1α˙)∂3 + k2
] [Γ
Π
]
=
[
0
0
]
. (4.31)
De plus, les expressions des champs (4.29) et (4.30) sont les mêmes que celles
obtenues en utilisant le formalisme SOVP appliqué à des systèmes de coordonnées
orthogonaux (on peut refaire le même raisonnement en se plaçant dans une base
cylindrique naturelle et choisir ez comme axe de décomposition).
On peut alors se demander si ces potentiels sont les mêmes que ceux que l'on
a introduit par le biais d'un tenseur potentiel vecteur magnétique dans le chapitre
précédent. Aﬁn de répondre à cette question et ainsi justiﬁer pleinement la géné-
ralisation du formalisme SOVP, on se propose d'utiliser une approche purement
tensorielle.
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4.3.2 Approche tensorielle
Dans cette section, aﬁn de généraliser le formalisme SOVP, on se propose de
repartir des équations physiques générales sous leur forme tensorielle et d'étendre
les mêmes raisonnements que ceux présentés dans la littératures [Bowler 1987] aux
équations tensorielles. Pour ce faire, on va utiliser les formules des opérateurs diﬀé-
rentiels dans des systèmes de coordonnées généraux (cf. Annexe A).
4.3.2.1 Décomposition et calculs tensoriels
Comme précédemment, on choisit un axe de décomposition déﬁni par sa direction
u = uie
i = uiei . On rappelle que l'introduction d'un tenseur potentiel vecteur
magnétique du second ordre W sous la forme :
W k = Wau
k + hkijui∂jWb, (4.32)
et déﬁni à partir du potentiel vecteur magnétique par A = ∇ ×W , conduit à
l'expression suivante pour le potentiel vecteur magnétique (cf. (3.43)) :
Ap = −∂n
(
Waum + gmkh
kijui∂jWb
)
hmnp, (4.33)
où l'on rappelle que les coeﬃcients hmnp sont les composantes contravariantes du
tenseur d'orientation.
En considérant la transformation (4.1), et en choisissant l'axe e2 pour axe de
décomposition, on montre, en développant la relation précédente, que l'on obtient
alors les relations suivantes pour les composantes contravariantes de A :
A1 = ∂3Wa + α˙∂2 (∂3 − ∂1)Wb
A2 =
[
(1 + α˙2)∂23 + ∂
2
1 − (∂1α˙+ α˙∂1) ∂3
]
Wb
A3 = −∂1Wa + (α˙∂1 − (1 + α˙2)∂3)∂2Wb
. (4.34)
Ses composantes covariantes s'expriment donc comme suit (Aj = gijAi) :
A1 = −∂2∂1Wb +
(
(1 + α˙2)∂3 − α˙∂1
)
Wa,
A2 = A
2,
A3 = (α˙∂3 − ∂1)Wa − ∂3∂2Wb.
. (4.35)
Par déﬁnition, le potentiel vecteur magnétique A vériﬁe B = ∇ × A et E =
−∂tA = jωA. Ainsi, on peut obtenir les composantes contravariantes de B en
calculant directement le rotationnel de A dans le système de coordonnées considéré.
En eﬀet, on a :
(∇×A)p = −∂nAmhmnp,
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soit, après calculs :

B1 =
[−(1 + α˙2)∂33 + (∂1α˙+ α˙∂1)∂23 − ∂3(∂21 + ∂22)]Wb + (∂1 + α˙∂3)∂2Wa,
B2 =
[
(1 + α˙2)∂23 + ∂
2
1 − (∂1α˙+ α˙∂1) ∂3
]
Wa,
B3 =
[
(1 + α˙2)− 3(∂1α˙)− 2α˙
]
∂23∂1Wa
+
[
2∂23 α˙(∂1α˙)− (∂12α˙)∂3 + ∂21(∂21 + ∂22)
]
Wb.
(4.36)
et les composantes covariantes de B s'écrivent :

B1 =
[
(1 + α˙2)
(− (1 + α˙2)∂23 + (∂1α˙+ α˙∂1)∂3 − ∂3(∂21 + ∂22))
+ α˙
(
2∂23 α˙(∂1α˙)− (∂12α˙)∂3 + ∂21(∂21 + ∂22)
)]
Wb
+
[
(1 + α˙2)(∂1 + α˙∂3)∂2 + α˙
(
(1 + α˙2)− 3(∂1α˙)− 2α˙
)
∂23∂1
]
Wa,
B2 = B
2,
B3 =
[
α˙
(− (1 + α˙2)∂23 + (∂1α˙+ α˙∂1)∂3 − ∂3(∂21 + ∂22))
+
(
2∂23 α˙(∂1α˙)− (∂12α˙)∂3 + ∂21(∂21 + ∂22)
)]
Wb
+
[
α˙(∂1 + α˙∂3)∂2 +
(
(1 + α˙2)− 3(∂1α˙)− 2α˙
)
∂23∂1
]
Wa.
(4.37)
Toujours en suivant le même raisonnement que J. Bowler [Bowler 1987], on cal-
cule maintenant les composantes contravariantes de ∇×B que l'on notera rotBp.
On obtient :

rotB1 =
[− (1 + α˙2)∂33 + (α˙∂1 + ∂1α˙)∂23 − (∂21 + ∂22)∂3]Wa
+
[− (1 + α˙2)α˙∂33∂2 + 3α˙2∂23∂2∂1 + 3 α˙(∂1α˙)∂3∂2
− 3α˙∂3∂2∂21 − α˙∂23∂2∂1 + (∂22 + ∂23 − 3∂1(α˙)∂3)∂2∂1
− ((∂21 α˙)∂3 − ∂31)∂2]Wb,
rotB2 =
[
− 3(∂1α˙)2)∂23 − 12α˙(∂1α˙)∂3∂1 − 4α˙(∂21 α˙∂33
− ∂3∂22 − ∂43 − 2∂23∂21 − ∂22∂21 − ∂41
+ 6(∂1α˙)∂
3
3∂
2
1 + (∂1α˙)∂3∂
2
2 + 4(∂
2
1 α˙)∂1∂3 + (∂
3
1 α˙)∂3 − 2α˙2
+ 4α˙(∂33∂1 + ∂
3
3∂1)− (∂31 α˙)∂43 + 4(∂21 α˙)∂33∂1
− 6α˙2∂23∂21 − α˙2∂23∂22 + 2α˙∂3∂22∂1 + 2(∂1α˙)∂33
]
Wb,
rotB3 =
[
3α˙(∂1α˙)∂3∂2∂1 + α˙(∂
2
1 α˙)∂3∂2 − 3α˙2(∂1α˙)∂2∂23 − α˙∂31∂2
+ α˙4∂33∂2 − 3α˙3∂23∂2∂1 + 3α˙2∂3∂2∂21 + (1 + α˙2)∂3∂32
− α˙∂32∂1 + ∂3∂2∂21 + ∂33∂2 +−(∂1α˙)∂23∂2
+ 2α˙2∂2∂
2
3∂1
]
Wb
+
[
(∂22 + ∂
2
2)∂1 + 2α˙(∂1
˙alpha)∂23 + α˙
2∂23∂1
− 3(∂1α˙)∂3∂1 − 2α˙∂3∂21 − (∂21 α˙)∂3 + ∂31
]
Wa.
(4.38)
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4.3.2.2 Équations physiques
Maintenant que l'on connait les composantes de ∇×B = ∇×∇×A et de A,
considérons l'équation de Maxwell-Ampère sous la forme :
eq = ∇×B − k2A = 0, (4.39)
qui doit être satisfaite par les champs tensoriels (on montre aisément en utilisant
la formule du rotationnel en coordonnées naturelles qu'elle est équivalente à la qua-
trième équation de Maxwell covariante). On va montrer que par un raisonnement
analogue à celui présenté dans [Bowler 1987], on peut déduire de tout ce qui précède
des équations aux dérivées partielles découplées pour les potentiels scalaires Wa et
Wb.
Pour ce faire, la première étape est de calculer la quantité u×eq, où × désigne le
produit vectoriel entre deux tenseurs (on rappelle que (u× v)k = hkijuivj pour des
tenseurs d'ordre un et (u × v)k = hkijuivj) et u est la direction de décomposition
(donc e2 ici). On notera :
eq× = e2 × eq,
dont on ne détaillera pas ici l'expression qui est très lourde.
Équation du mode TE (Wa) :
Dans [Bowler 1987], aﬁn d'obtenir une équation portant sur Wa uniquement, les
auteurs appliquent l'opérateur divergence tangentielle. Cependant, nous proposons
de calculer la divergence totale de eq× que l'on notera ici ∇ · eq×.
Dans un système de coordonnées variant dans l'espace, les opérateurs diﬀérentiels
comportent une contribution supplémentaire qui émane de la variation spatiale de la
base naturelle. Cette contribution particulière est prise en compte par l'introduction
des symboles de Christoﬀel, notés Γkij (cf Annexe A).
On montre que dans le cas de la transformation considérée ici, seul Γ311 est
non-nul et l'on a :
Γ311 =
d2
dx12
α(x1) =
d
dx1
α˙(x1).
La formule générale de la divergence ne faisant intervenir que les symboles de
Christoﬀel du type Γkik , on voit directement que cette contribution est nulle dans
ce cas.
On a donc plus simplement :
∇ · eq× = ∂keqk× + eqi×Γkik = ∂keqk×,
et puisque physiquement on doit avoir eq = 0, on a a fortiori ∇ · eq× = 0.
On montre alors que l'équation ∇ · eq× = 0 ne fait intervenir que le potentiel
Wa et qu'elle prend la forme :
(d21 + k
2)(d22Wa) = 0, (4.40)
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où :
d21 =
(
1 + α˙2
)
∂23 + ∂
2
1 + ∂
2
2 − (α˙∂1 + ∂1α˙) ∂3,
et
d22 = d
2
1 − ∂22 .
Il s'agit donc d'une équation aux dérivées partielles d'ordre 4 en Wa.
Équation du mode TM (Wb) :
On poursuit l'analogie avec [Bowler 1987] et on cherche donc une équation por-
tant sur Wb : on va donc calculer le rotationnel de eq×. On a déjà vu que les
composantes du rotationnel d'un vecteur (tenseur d'ordre 1) v, de composantes
covariantes vm étaient obtenues par :
(∇× v)p = −∂nvmhmnp.
On peut donc calculer les composantes contravariantes de ∇× eq× et on en déduit
ensuite ses composantes covariantes en eﬀectuant le produit tensoriel avec gij . Après
de lourds calculs, on montre ﬁnalement que l'on a :
(∇× eq×)2 = ∂2
(
d21 + k
2
)
d22Wb. (4.41)
De même que l'on avait ∇ · eq× = 0, on a ∇ × eq× = 0 et, en projetant cette
équation sur le vecteur de base e2 (ou, de façon plus générale sur le vecteur utilisé
pour la décomposition du potentiel vecteur), on en déduit donc une équation aux
dérivées partielles d'ordre 5 sur Wb, qui prend la forme :
∂2(d
2
1 + k
2)(d22Wb) = 0. (4.42)
De même que dans [Bowler 1987], nous avons obtenu deux équations découplées
d'ordre 4 et 5, portant respectivement sur Wa et Wb. Aﬁn d'obtenir des solutions à
ces équations, nous allons nous restreindre, de façon analogue à la littérature, aux
solutions vériﬁant l'équation aux dérivées partielles suivante :
(d21 + k
2)(f) = 0. (4.43)
En eﬀet, si f est solution de (4.43), f est solution des deux équations (4.40) et (4.42)
puisqu'alors on a d22(f) = (d
2
1 − ∂22)f = −(k2 + ∂22)f donc :
(d21 + k
2)(d22f) = (d
2
1 + k
2)(−(k2 + ∂22)f),
et comme il est évident que les opérateurs d21 et ∂
2
2 commutent, on a ﬁnalement :
(d21 + k
2)(d22f) = −(k2 + ∂22)
(
(d21 + k
2)(f)
)
= 0.
On se limitera alors à la recherche des solutions Wa et Wb de (4.40) et (4.42) qui
vériﬁent la même équation d'ordre 2 :[ (
1 + α˙2
)
∂23 + ∂
2
1 + ∂
2
2 − (α˙∂1 + ∂1α˙) ∂3 + k2
] [Wa
Wb
]
=
[
0
0
]
. (4.44)
On retrouve exactement la même équation que (4.31), portant sur les potentiels Γ
et Π introduits intuitivement.
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4.3.2.3 Opérateur de Laplace-Beltrami
Il est intéressant, aﬁn de compléter la généralisation du formalisme SOVP, de
calculer l'opérateur Laplacien en coordonnées curvilignes générales qui est commu-
nément appelé l'opérateur de Laplace-Beltrami, en hommage à ce mathématicien
italien qui l'a introduit au XIXe siècle.
Cet opérateur qui s'applique à un champ scalaire f et dont l'action sur f sera
notée ∆f permet de généraliser le laplacien pour des systèmes de coordonnées gé-
néraux.
Dans un système de coordonnées locales, présentant une métrique gij , l'opérateur
de Laplace-Beltrami s'écrit :
∆f =
1√|g|∂i√|g|gij∂jf, (4.45)
où g = det(gij) et gij désigne les composantes contravariantes du tenseur métrique.
Pour la transformation que nous avons déﬁnie ici (cf. (4.1)), la relation géné-
rale (4.45) conduit à :
∆ ≡ ∂21 + ∂22 + (1 + α˙2)∂23 − (α˙∂1 + ∂1α˙) ∂3. (4.46)
Ainsi, en déﬁnissant également l'opérateur Laplace-Beltrami transverse, noté ∆t
et déﬁni ici par ∆t = ∆ − ∂22 , on peut réécrire les équations (4.40) et (4.42) sous
la même forme que celles obtenues dans [Bowler 1987] pour le cas particulier d'une
géométrie canonique. Il est évident en eﬀet que l'on a :
(4.40) ⇔ (∆ + k2)∆tWa = 0, (4.47)
et
(4.42) ⇔ ∂2
(
∆ + k2
)
∆tWb = 0. (4.48)
Ainsi, comme on l'a dit précédemment on se limitera à la recherche des potentiels
Wa et Wb solutions de la même équation scalaire :
(∆ + k2)W = 0,
qui est l'équation de Helmholtz en coordonnées curvilignes générales.
4.3.2.4 Relations Champs-Potentiels
Nous verrons dans la section suivante la stratégie que nous avons adoptée aﬁn
de calculer numériquement les solutions de cette équation aux dérivées partielles.
Un fois les solutions obtenues dans les diﬀérents domaines considérés (ici l'air et le
specimen conducteur), on pourra alors remonter aux quantités physiques qui nous
intéressent : les champs électromagnétiques E et H. On a vu que la formulation en
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potentiel-vecteur modiﬁée que l'on a utilisée ici est déﬁnie par les relations vecto-
rielles :
A = ∇×W , (4.49)
B = ∇×A, (4.50)
E = jωA. (4.51)
On se propose dans un premier temps de simpliﬁer les relations entre les compo-
santes des champs que l'on en déduit et les potentiels scalaires introduits avant de
les implémenter.
Les expressions des composantes de A sont détaillées dans (4.35) et (4.34) où
l'on peut voir en particulier que l'on a :
A2 = A2 = ∆tWb.
Comme on a vu que Wb devait être solution de l'équation (∆ + k2)Wb = 0, on peut
alors simpliﬁer l'expression de A2 qui devient directement :
A2 = −(∂22 + k2)Wb.
Les autres composantes de A ne seront pas modiﬁées.
Ceci conduit à une expression plus simple des composantes contravariantes de
B = ∇×A, puisque l'on obtient :
B1 = k2Wb + (α˙∂3∂2 − ∂2∂1)Wa,
B2 = ∆tWa,
B3 =
(−(1 + α˙2)∂2∂3 + α˙∂2∂1)Wa − k2∂1Wb,
et l'on peut donc simpliﬁer B2 de même que A2 :
B2 = −(∂22 + k2)Wa.
Finalement, il reste à calculer les composantes covariantes de E et H qui sont
les grandeurs d'intérêt (car elles sont continues à l'interface).
Les composantes de H sont obtenues en utilisant la relation de milieu et l'on a :
H• =
1√|g|G•µ−1B•,
ce qui conduit à :
H1 = µ
−1[− ∂2∂1Wa + k2 ((1 + α˙2)∂3 − α˙∂1)Wb],
H2 = −µ−1(∂22 + k2)Wa,
H3 = µ
−1[− ∂2∂3Wa + k2 (−∂1 + α˙∂3)Wb]. (4.52)
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Finalement, on posera Wa = −µΠ et Wb = µΓ, ce qui conduit aux expressions
suivantes pour les composantes covariantes des champs électromagnétiques :
E1 = −jωµ
[
∂2∂1Γ +
(
(1 + α˙2)∂3 − α˙∂1
)
Π
]
, (4.53)
E2 = −jωµ(∂2 + k2)Γ, (4.54)
E3 = −jωµ
[
∂3∂2Γ + (α˙∂3 − ∂1) Π
]
, (4.55)
H1 = ∂2∂1Π + k
2
(
(1 + α˙2)∂3 − α˙∂1
)
Γ, (4.56)
H2 = (∂
2
2 + k
2)Π, (4.57)
H3 = ∂2∂3Π + k
2 (−∂1 + α˙∂3) Γ. (4.58)
On peut vériﬁer également que la première équation de (4.6) est directement
vériﬁée en raison du formalisme en potentiel vecteur (B = rot(A)). De façon ana-
logue, la formulation en potentiel vecteur du second ordre conduit à la déﬁnition
implicite de la jauge de Coulomb :
∂aA
a = 0.
4.3.2.5 Autres conﬁgurations
Nous avons ici détaillé le cheminement conduisant à la généralisation du forma-
lisme en potentiels du second ordre. Pour ce faire, on a ﬁxé la direction de décom-
position en posant ud = e2, mais ce n'est pas le seul cas possible.
En eﬀet, considérant d'abord le même type de géométrie, on montre de la même
manière que l'on peut eﬀectuer une décomposition suivant la direction e3. En suivant
exactement le même raisonnement, ceci conduit à de nouvelles relations champs-
potentiels, où les potentiels sont bien entendu diﬀérents (on les notera avec un ′
pour éviter toute confusion). Ces relations s'écrivent alors :
E1 = −jωµ
[− ∂2Π′ + (∂3∂1 + α˙k2)Γ′], (4.59)
E2 = −jωµ
[
∂3∂2Γ
′ + (∂1 − α˙∂3)Π′
]
, (4.60)
E3 = −jωµ(∂23 + k2)Γ′, (4.61)
H1 = (∂1∂3 + α˙k
2)Π′ − k2∂2Γ′, (4.62)
H2 = ∂3∂2Π
′ + k2(∂1 − α˙∂3)Γ′, (4.63)
H3 = (∂
2
3 + k
2)Π′. (4.64)
Cette formulation est équivalente à celle obtenue avec une décomposition suivant e2
et conduit à la détermination des mêmes solutions modales puisqu'il est évident que
l'opérateur de Laplace-Beltrami est inchangé.
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4.3.3 Bilan
En s'inspirant du formalisme en potentiel vecteur du second ordre, que l'on a
généralisé à un système de coordonnées non-orthogonales présentant une direction
d'invariance, on a ramené le problème décrit par le système d'équations (4.6), couplé
aux relations de milieu (4.8) comportant 6 inconnues (deux vectorielles) dans chaque
domaine, à un problème à deux inconnues scalaires par domaine, ces potentiels étant
solutions de la même équation aux dérivées partielles.
Nous allons maintenant détailler la résolution numérique du problème d'intérêt
(où l'on a α(x1)) que l'on a eﬀectuée en utilisant une méthode modale. En eﬀet, nous
avons ici considéré les équations de Maxwell en l'absence de source : on va rechercher
des solutions modales de l'équation de Helmholtz scalaire en coordonnées curvilignes
qui vont nous fournir une base optimale pour représenter les solutions réelles. Cette
méthode (CCM) a été utilisée, comme nous l'avons vu, aﬁn de calculer les eﬃcacités
de réseaux de diﬀraction éclairés par des ondes planes. La résolution est alors menée
sur les composantes de champ directement en séparant les polarisations TE et TM
et en exploitant la pseudo-périodicité des solutions recherchées qui sont représentées
comme des séries d'harmoniques de Floquet.
Dans le contexte du CNDCF, la source est une sonde inductive 3D localisée : on
ne peut plus séparer les polarisations TE et TM lors de l'application des conditions
de passage. Le formalisme en potentiels du second ordre nous permet cependant de
déterminer des solutions modales séparément : les modes ne sont alors couplés que
lors du calcul des coeﬃcients des expansions modales représentant les composantes
des champs comme nous allons le voir.
4.4 Résolution numérique
4.4.1 Description du problème et stratégie
Le problème mathématique que l'on a à résoudre est représenté en coupe sur la
ﬁgure 4.4.1.
En eﬀet, on recherche quatre champs scalaires (Γ1(x1, x2, x3),Π1(x1, x2, x3))
dans l'air et (Γ2(x1, x2, x3),Π2(x1, x2, x3)) dans le conducteur vériﬁant deux à deux
la même équation :
(∆ + k2p)f = 0, dans Ωp (4.65)
où l'indice p désigne le numéro du milieu (1 pour l'air et 2 pour le conducteur).
Nous allons rechercher des solutions modales de ces équations.
De plus, on recherche des solutions de (4.65) vériﬁant les conditions de radia-
tions à l'inﬁni, notamment dans la direction x3 (les bords du type ∂(x
3) sont situés
à l'inﬁni). Ces solutions sont repérées par l'indice + dans l'air (x3 > 0) et par l'in-
dice − dans le conducteur (x3 < 0). Nous verrons dans la suite comment elles sont
obtenues. Suivant les directions x1 et x2, les bords du domaine (notés ∂(x
1)
± et ∂
(x2)
± )
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Figure 4.2  Représentation schématique en coupe du problème numérique.
sont quant à eux situés à une distance ﬁnie de la source. Des conditions de bords
spéciﬁques seront donc appliquées aux potentiels au niveau de ces bords. On voit
donc que le domaine de calcul que l'on considère est un parallélépipède inﬁni dans
la direction x3.
Le long de l'interface ∂Ω12, on a vu que les composantes des champs devaient
vériﬁer les relations de passage (4.13) à (4.18). Les quatre potentiels doivent donc
vériﬁer des conditions traduisant ces relations de passage et seules quatre équations
supplémentaires sont nécessaires. On choisit d'imposer la continuité des composantes
covariantes suivant x1 et x2, et en injectant les relations champs-potentiels corres-
pondantes (cf. (4.53) à (4.58)) dans les relations de passage, on obtient (sans oublier
la contribution de la source !) quatre relations supplémentaires qui seront explicitées
dans la suite de ce document.
Enﬁn, les champ électromagnétiques d'excitation, désignés par E(inc) et H(inc)
et créé par la source de courant harmonique est introduit dans l'air. Ces champs
seront calculés, suivant le type de sonde considéré, par des modèles semi-analytiques
existants.
4.4.2 Ré-écriture de l'équation de Helmholtz en coordonnées cur-
vilignes
Comme nous l'avons vu, la première étape consiste à déterminer des solutions
modales de l'équation de Helmholtz en coordonnées curvilignes dans chaque do-
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maine. Mathématiquement, ceci revient à dire que l'on va rechercher les solutions
propres de l'opérateur de Laplace-Beltrami dans le cas particulier des coordonnées
curvilignes générales.
On cherche donc les fonctions Ψ(p)(x1, x2, x3) telles que :
(∂21 + ∂
2
2 + (1 + α˙
2)∂23 − (α˙∂1 + ∂1α˙)∂3 + k2p)Ψ(p) = 0.
En posant Φ(p) = ∂3Ψ(p), on peut écrire cette équation du second ordre sous la
forme du système du premier ordre augmenté suivant [Chandezon 1980] :[
(1 + α˙2) 0
0 1
]
∂3
[
Φ(p)
Ψ(p)
]
=
[
(α˙∂1 + ∂1α˙) −(∂21 + ∂22 + k2p)
1 0
] [
Φ(p)
Ψ(p)
]
, (4.66)
Les solutions générales d'un tel système s'écrivent sous la forme [Aït Braham 2008] :[
Φ(p)
Ψ(p)
]
=
[
φ(p)
ψ(p)
]
exp(jλ(p)x3),
où j =
√−1. ψ(p)(x1, x2) et φ(p)(x1, x2) sont solutions de l'équation :[
(1 + α˙2) 0
0 1
]
λ(p)
[
φ(p)
ψ(p)
]
=
[−j(α˙∂1 + ∂1α˙) j(∂21 + ∂22 + k2p)
−j 0
] [
φ(p)
ψ(p)
]
. (4.67)
On voit que l'on a obtenu un comportement d'onde plane dans la direction x3 et
que les solutions du système augmenté (4.66) que l'on recherche s'écrivent sous la
forme séparable :
Ψ(p)(x1, x2, x3) = ψ(p)(x1, x2)ejλ
(p)x3 ,
Φ(p)(x1, x2, x3) = φ(p)(x1, x2)ejλ
(p)x3 = jλ(p)Ψ(p)(x1, x2, x3).
Ainsi, on voit que suivant les valeurs de la partie imaginaire de λ(p), ces solutions
s'atténuent ou divergent lorsque x3 → ±∞. En eﬀet, en posant λ(p) = <(λ(p)) +
j=(λ(p)), on voit que l'on a :
Ψ(p)(x1, x2, x3) = ψ(p)(x1, x2)ej<(λ
(p))x3e−=(λ
(p))x3 ,
et donc que le facteur d'amortissement de l'onde est : e−=(λ(p))x3 . On peut donc
d'ores et déjà éliminer les solutions non physiques.
Ainsi, dans le milieu Ω1, x3 → +∞ : on ne conservera que les solutions associées
aux λ(1) telles que =(λ(1)) > 0 et dans le milieu Ω2, on ne conservera que les solu-
tions associées aux λ(2) telles que =(λ(2)) < 0. On notera ces valeurs particulières de
λ(1) et λ(2) respectivement λ(1)+ et λ(2)− et leurs solutions associées seront notées
Ψ(1)+ et Ψ(2)−.
Il reste alors à déterminer les solutions ψ(p) et φ(p) du système (4.67) ainsi que les
valeurs de λ(p). Nous proposons d'utiliser la méthode des moments aﬁn d'en déduire
une approximation discrète sous la forme d'un système matriciel de dimension ﬁnie
que l'on pourra résoudre numériquement.
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4.4.3 Discrétisation
Le système (4.67) est constitué de deux équations aux dérivées partielles cou-
plées. {
λ(p)cφ(p) = (∂1α˙+ α˙∂1)φ
(p) + (∂21 + ∂
2
2 + k
2
p)ψ
(p)
φp = jλ
(p)ψ(p),
(4.68)
où l'on a posé c(x1) = 1 + α˙(x1)2.
On choisit de discrétiser ce système en utilisant une méthode de Galerkin avec
pour fonctions tests et base les fonctions (cette méthode porte aussi le nom de
méthode de Fourier) :
Tmn : R2 → C
(x1, x2) 7→ ejumx1ejvnx2 .
Les grandeurs um et vn (où m et n sont des entiers relatifs) sont respectivement
les pulsations spatiales discrètes selon les directions x1 et x2. On ﬁxe donc à ce stade
les résolutions spectrales δu et δv, et l'on considère une inﬁnité de fonctions Tmn.
Le choix de ces fonctions de base a été fait d'une part pour des raisons historiques
(la méthode C a été développée initialement pour des conﬁgurations périodiques,
cf [Granet 1995]), et d'autre part car elles permettent une implémentation simple
ainsi qu'un temps de calcul réduit pour les applications visées. Il est clair que d'autres
fonctions de bases peuvent être envisagées, notamment des polynômes de Legendre
ou des B-splines.
On considère aussi le produit scalaire canonique de l'espace des fonctions conti-
nues à valeurs dans C, noté C(R2,C). On le notera <,> et on rappelle sa déﬁnition :
∀ (f, g) ∈ C(R2,C)2, < f, g >=
∫ ∫
f(x1, x2)g(x1, x2)dx1dx2,
où g(x1, x2) désigne le conjugué du nombre complexe g(x1, x2).
Les diﬀérentes fonctions inconnues sont donc écrites sous la forme de sommes in-
ﬁnies de fonctions T , c'est-à-dire que les solutions seront approchées par des sommes
d'ondes planes (l'indice du milieu p est ici supprimé dans un souci de clarté) :
ψ(x1, x2) =
∑
k
∑
l
ψˆklTkl(x
1, x2), (4.69)
φ(x1, x2) =
∑
k
∑
l
ψˆklTkl(x
1, x2). (4.70)
Les inconnues du problème sont donc désormais les coeﬃcients ψˆkl et φˆkl.
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En réinjectant ces expressions dans les équations (4.68), et en les projetant (au
sens du produit scalaire <,>) sur la base des mêmes fonctions Tmn, on obtient le
système d'équations suivant, de taille inﬁnie :{
λ < cφ, Tmn >=< (∂1α˙+ α˙∂1)φ, Tmn > + < (∂
2
1 + ∂
2
2 + k
2
p)ψ, Tmn >
< φ, Tmn >= jλ < ψ, Tmn >,
(4.71)
Développons alors les diﬀérents termes en commençant par < cφ, Tmn >. Par
déﬁnition, celui-ci s'écrit :
< cφ, Tmn > =
∫ ∫
c(x1)
∑
k,l
φˆklTkl(x
1, x2)Tmn(x
1, x2).dx1dx2
=
∑
k,l
φˆkl
∫ ∫
c(x1)Tkl(x
1, x2)Tmn(x
1, x2)dx1dx2
=
∑
k,l
φˆkl
(∫
ej(vl−vn)x
2
dx2
)(∫
c(x1)ej(uk−um)x
1
.dx1
)
=
∑
k,l
φˆklδl,n
∫
c(x1)ej(uk−um)x
1
dx1
=
∑
k
φˆkn
∫
c(x1)ej(uk−um)x
1
dx1
Les quantités
∫
c(x1).ej(uk−um)x1 .dx1 peuvent être calculées analytiquement pour
certaines fonctions α(x1). Néanmoins, aﬁn de conserver une robustesse importante
du code pour les diﬀérentes fonctions de proﬁl, on choisit de calculer numérique-
ment ces intégrales. Pour ce faire, on va approcher la fonction c(x1) par l'expression
suivante :
c(x1) =
∑
q
cˆqe
juqx1 ,
qui ne nécessite qu'une hypothèse d'intégrabilité sur c (on a cˆq =
∫
T q(x
1)c(x1)dx1,
qui est la transformée de Fourier de c). Ceci conduit à :
< cφ, Tmn > =
∑
k
φˆkn
∑
q
cˆq
∫
ej(uq+uk)x
1
.e−jumx
1
.dx1,
=
∑
k
φˆkn
∑
q′
cˆq′−k.
∫
ejuq′x
1
ej(−um)x
1
.dx1,
=
∑
k
φˆkn
∑
q′
cˆq′−kδq′,m,
=
∑
k
φˆkncˆm−k.
On voit alors apparaître un produit de convolution 1D. On déﬁnit donc la matrice
de convolution 1D inﬁnie associée à c, que l'on note C(∞) et qui vériﬁe :
∀xˆ = (xˆm)m∈Z/xm ∈ C, yˆ = C(∞)xˆ⇒ ∀m ∈ Z, yˆm =
∑
k
xˆk cˆm−k.
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On peut donc écrire, pour chaque valeur de n :
< cφ, Tmn >= C
(∞)
m φˆn,
où φˆn = [φˆ−∞n . . . , φˆ−1n, φˆ0n, φˆ1n, . . . , φˆ+∞n]T et C
(∞)
m désigne la mième ligne de
C(∞).
Les autres termes sont calculés de manière analogue. On a directement :
∂1φ =
∑
kl
jukψˆklTkl,
∂21φ = −
∑
kl
(uk)
2ψˆklTkl,
∂2φ =
∑
kl
jvlψˆklTkl,
∂22φ = −
∑
kl
(vl)
2ψˆklTkl,
d'où l'on tire :
< ∂21φ, Tmn >= −(um)2φˆmn,
< ∂22φ, Tmn >= −(vn)2φˆmn,
et il est évident que :
< k2ψ, Tmn >= k
2ψˆmn,
et que :
< φ, Tmn > −jλ < ψ, Tmn >= 0 = φˆmn − jλψˆmn.
On déﬁnit aussi la matrice de convolution de taille inﬁnie associée à α˙, et on la
note A(∞). On a donc pour ﬁnir :
< α˙∂1φ, Tmn >= − A(∞)m (juφˆn),
où u = diag([u−∞, . . . , u−1, u0, u1, . . . , u+∞]) et
< ∂1α˙φ, Tmn >= −jum(A(∞)m φˆn).
Comme on l'a dit lorsque l'on a introduit C, le calcul de la matrice de convolution
associée à α˙ ne nécessite qu'une hypothèse d'intégrabilité de α˙ (la dérivée est ici
déﬁnie au sens des distributions). On a en eﬀet :
ˆ˙αq =
∫
α˙(x1)T q(x
1)dx1.
De plus, le calcul de A nous permet aussi de calculer directement C. En eﬀet, puisque
c(x1) = 1 + α˙2, on peut écrire directement que C(∞) = I(∞)d + A
(∞)A(∞), où I(∞)d
est la matrice identité de taille inﬁnie.
Ainsi, pour le cas considéré ici où la pièce est invariante suivant la direction
x2, on peut résoudre un système pour chaque valeur de n et l'on obtient donc une
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inﬁnité de systèmes matriciels de taille inﬁnie à résoudre. Pour chaque valeur de n,
le système à résoudre s'écrit d'après ce que l'on vient de dire :[
I
(∞)
d +A
(∞)A(∞) 0
0 I
(∞)
d
]
λ
[
φˆn
ψˆn
]
=
[
−j (A(∞)u+ uA(∞)) j(u2 + v2n + k2)
−jI(∞)d 0
][
φˆn
ψˆn
]
.
(4.72)
Il est important de noter que si la géométrie considérée est caractérisée par une
interface coïncidant avec une fonction 2D α(x1, x2), on ne peut plus traiter le pro-
blème de façon découplée : il faudrait considérer des produits de convolution 2D,
ce qui conduirait à la résolution d'un système global. Dans le cadre de l'application
visée, nous nous sommes restreints aux proﬁls 1D.
4.4.4 Implémentation et troncature
Aﬁn de résoudre numériquement le système aux valeurs propres (4.72) de taille
inﬁnie, il est nécessaire de se limiter à un nombre ﬁni de fonctions Tmn : on eﬀectue
donc une troncature de la base d'ondes planes choisie pour représenter les solutions.
On déﬁnit donc, en plus des résolutions spectrales δu et δv, des nombres de modes
Mu et Mv dans chaque direction. Il est clair que la précision de la méthode dépend
grandement du choix de ces paramètres numériques. De plus, comme nous l'avons
vu, l'implémentation nécessite le calcul de la matrice de convolution (tronquée elle
aussi) associée à la fonction α˙(x1). Pour cela, on doit en tout premier lieu calculer
les coeﬃcients ˆ˙αq déﬁnis à l'aide de la transformée de Fourier 1D :
ˆ˙αq =
∫
α˙(x1)e−juqx
1
dx1.
En outre, de même que l'axe spectral, l'axe spatial est discrétisé et borné : on
ﬁxe des bornes ﬁnies [x1m, x
1
M ] et [x
2
m, x
2
M ] (il s'agit des bords désignés par ∂
x1± et ∂x
2
±
sur la ﬁgure 4.4.1) et deux résolutions spatiales ∂1x et ∂
2
x. La transformée de Fourier
1D est alors remplacée par une Transformée de Fourier discrète, et l'on obtient :
ˆ˙αq =
N1−1∑
n=0
α˙(nδx1)e−jqnδuδx
1
=
N1−1∑
n=0
α˙ne
−jqn2pi/N1 ,
où N1 est le nombre de points suivant x1 et δuδx1 = 2pi/N1.
Remarque : On voit alors que l'on  périodise artiﬁciellement la géométrie et
donc les solutions du problème. Il en résulte que les conditions implicites sur les bords
∂x
1
± et ∂x
2
± sont des conditions de périodicité : par ce schéma numérique, on impose
que les solutions soient périodiques de périodes spatiales T1 = x1M − x1m suivant x1
et T2 = x2M−x2m. Ceci n'est pas gênant si l'on s'assure que les solutions soient nulles
sur les bords, c'est-à-dire si l'on choisit un domaine numérique suﬃsamment grand.
Ce point sera discuté lorsque l'on abordera le calcul des champs sources (champs
d'excitation rayonnés par la sonde).
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Finalement, on construit la matrice de convolution associée à α˙ à l'aide des
2Mu + 1 coeﬃcients ˆ˙αq que l'on a calculés. Pour ce faire, on eﬀectue un bourrage
de zéros, c'est à dire que l'on construit un vecteur [α˜] de la manière suivante :
[α˜] = [0, . . . , 0︸ ︷︷ ︸
×2Mu+1
, ˆ˙αMu , . . . , ˆ˙α−Mu , 0, . . . , 0︸ ︷︷ ︸
×2Mu+1
],
ce qui revient à imposer la nullité des coeﬃcients non calculés (on voit encore l'im-
portance du choix des paramètres numériques). Puis on calcule la matrice de toeplitz
construite à partir de [α˜]. On la note A˜. Cette matrice carrée de taille 3(2Mu + 1)
est alors tronquée et l'on a ﬁnalement :
Aij = A˜mi,nj , avec
{
nj = 3Mu + 1 + j, j = 1, . . . , 2Mu + 1
mi = i, i = 1, . . . , 2Mu + 1
.
Il est alors clair que les troncatures opérées nécessitent une attention particulière
lors du choix des paramètres numériques, notamment des bornes spectrales puisque
c'est dans le domaine de Fourier que l'on eﬀectue le produit de convolution. En
eﬀet, le produit de convolution réalisé avec les matrices de convolution ainsi déﬁnies
ne sera exact que si les fonctions mises en jeu (la dérivée du proﬁl géométrique
notamment) possèdent un spectre de largeur suﬃsamment étroit devant le domaine
spectral considéré. Ceci peut être illustré sur l'intervalle [−1, 1] en déﬁnissant deux
fonctions f1(η) et f2(η), où η ∈ [−1, 1]. On choisit, pour illustrer notre propos, des
fonctions de la forme :
f1(η) = (sin(2piη) + η
3)e−λη2
f2(η) = e
−2η2/σ.
Les grandeurs λ et σ sont ici deux paramètres réels qui nous permettent de faire
varier le support de f1 et f2 aﬁn d'illustrer la précision du calcul d'un produit de
convolution à l'aide de notre matrice de convolution. Ces fonctions sont échantillon-
nées aux points ηn et l'on obtient alors deux vecteurs f1n et f2n dont on veut calculer
la convolution numérique f1 ∗ f2. Cette convolution est alors calculée d'une part à
l'aide de la matrice de convolution associée à f1 et d'autre part avec un produit
de convolution numérique classique entre les deux vecteurs. On eﬀectue alors ces
calculs pour deux couples de valeurs de σ et λ. Les comparaisons des produits de
convolution ainsi que les fonctions considérées sont représentées sur la ﬁgure 4.3.
On a ainsi approché les systèmes de taille inﬁnie (4.72) par un ensemble de
Mv + 1 systèmes matriciels de dimension ﬁnie 2(2Mu + 1), qui prennent la forme
suivante dans le milieu p :[
C 0
0 Id
]
λ(p)
[
φˆ(p)
ψˆ(p)
]
=
[−j(Au+ uA) j(k2p − u2 − v2n)
−jId 0
][
φˆ(p)
ψˆ(p)
]
, (4.73)
où Id est la matrice identité de taille 2Mu + 1. On ne considère que Mv + 1
systèmes (et non pas 2Mv + 1) car la fréquence spatiale vn intervient au carré.
64
Chapitre 4. Calcul des champs induits dans un demi-espace conducteur
de géométrie complexe
(a) Cas favorable (b) Cas critique
Figure 4.3  Illustration des limites du calcul des convolutions numériques avec
une matrice de convolution. En haut nous avons représenté les deux fonctions f1
et f2 que l'on souhaite convoluer. En bas, les résultats donnés par une convolution
numérique complète et tronquée (matrice de convolution).
On a donc Mv + 1 systèmes aux valeurs propres à résoudre dans chaque milieu
et chaque système conduit à la détermination de 2Mu + 1 vecteurs propres et de
leurs valeurs propres associées. On eﬀectue ensuite un tri de ces éléments propres en
observant le signe de =(λ(p)) suivant le milieu considéré comme on l'a déjà expliqué.
Ceci conduit à la suppression de Mu éléments propres dans chaque domaine.
On propose maintenant de donner un exemple des éléments propres obtenus
dans une conﬁguration particulière représentée sur la ﬁgure 4.4 et de les comparer
à ceux obtenus pour un demi-espace présentant une interface plane (α˙ = 0). On
ﬁxe pour cela vn = v0 = 0 et on s'intéresse en particulier aux vecteurs ψm0 et aux
valeurs propres λm0 associées. Les paramètres numériques, choisis selon les critères
déjà discutés, et physiques sont rassemblés dans le tableau suivant (où l'on note L1
la largeur du domaine spatial suivant x1) :
Paramètre Valeur
Mu 85
δ1 0.15 mm
L1 60 mm
freq 100 kHz
σ 1 MS/m
µ µ0
ε ε0
Sur la ﬁgure 4.5, on a tracé les parties imaginaires des valeurs propres pour
v = 0 dans le cas du plan et du proﬁl triangulaire. Il est aisé de montrer que les
valeurs propres dans le cas où cas α˙ = 0 s'écrivent λmn =
√
j(k2 − u2m − v2n), ce
qui pour vn = 0 conduit bien à la droite observée sur la ﬁgure 4.5. De plus, on
voit que les parties imaginaires les moins grandes tendent vers celles du plan : les
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solutions propres associées sont les moins atténuées lorsque l'on se déplace vers les
x3 croissants. Il est en eﬀet logique que les modes existants en profondeur (à plus
grande distance de la perturbation géométrique) tendent vers ceux du demi-espace
plan.
Figure 4.4  Proﬁl considéré (vu en coupe x2 = 0) pour le calcul des éléments
propres. On considère 8 périodes de longueur T = 5 mm et une profondeur des
dents valant 1 mm.
Figure 4.5  Comparaison des parties imaginaires des valeurs propres dans le
conducteur (après tri).
Sur les ﬁgures 4.6 à 4.13, on a tracé les modules et phases de huit vecteurs propres
calculés dans le domaine conducteur pour un proﬁl plan et le proﬁl triangulaire
considéré. Les quatre premiers ont été choisis dans une zone  centrale  du spectre,
où les parties imaginaires des valeurs propres diﬀèrent le plus. Les quatre autres
vecteurs propres choisis sont les quatre derniers correspondant aux valeurs propres
les plus proches.
4.4.5 Représentation modale
Une fois que l'on a obtenu les solutions propres des équations de Helmholtz
dans chaque milieu et que l'on en a exclu celles qui n'étaient pas physiquement
acceptables, on obtient alors deux bases de fonctions propres dans chaque domaine
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Figure 4.6  Visualisation des modules de quatre modes centraux. Cas du proﬁl
triangulaire.
Figure 4.7  Visualisation des arguments de quatre modes centraux. Cas du proﬁl
triangulaire.
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Figure 4.8  Visualisation des modules de quatre modes centraux. Cas du proﬁl
plan.
Figure 4.9  Visualisation des arguments de quatre modes centraux. Cas du proﬁl
plan.
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Figure 4.10  Visualisation des modules des quatre derniers modes. Cas du proﬁl
triangulaire.
Figure 4.11  Visualisation des arguments des quatre derniers modes. Cas du proﬁl
triangulaire.
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Figure 4.12  Visualisation des modules des quatre derniers modes. Cas du proﬁl
plan.
Figure 4.13  Visualisation des arguments des quatre derniers modes. Cas du proﬁl
plan.
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que l'on notera ψ(p)mn(x1, x2) et φ
(p)
mn(x1, x2), où les indicesm et n désignent le numéro
de la fonction propre considérée : elles sont au nombre exact de (Mv + 1)(2Mu + 1)
dans chaque domaine puisque l'on a ψ(p)mn = ψ
(p)
m(−n) et φ
(p)
mn = φ
(p)
m(−n) (la fréquence
spatiale vn intervient au carré dans le système matriciel, ce qui émane du caractère
extrudé de la géométrie : ce n'est plus vrai pour une surface complexe 2D). On
représente alors les potentiels inconnus comme des expansions modales en utilisant
ces fonctions propres et on écrit :
Γ+1 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
γ(1)+mn ψ
(1)
mn(x
1, x2)ejλ
(1)+
mn x
3
,
Π+1 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
pi(1)+mn ψ
(1)
mn(x
1, x2)ejλ
(1)+
mn x
3
,
(4.74)
dans l'air et :
Γ−2 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
γ(2)−mn ψmn(x
1, x2)ejλ
(2)−
mn x
3
,
Π−2 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
pi(2)−mn ψmn(x
1, x2)ejλ
(2)−
mn x
3
,
(4.75)
dans le demi-espace conducteur.
On a aussi :
∂3Γ
+
1 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
γ(1)+mn φ
(1)
q (x
1, x2)ejλ
(1)+
mn x
3
,
∂3Π
+
1 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
pi(1)+q φ
(1)
mn(x
1, x2)ejλ
(1)+
mn x
3
,
(4.76)
dans l'air et :
∂3Γ
−
2 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
γ(2)−mn φq(x
1, x2)ejλ
(2)−
mn x
3
,
∂3Π
+
1 (x
1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
pi(2)−mn φmn(x
1, x2)ejλ
(2)−
mn x
3
,
(4.77)
dans le demi-espace conducteur. Dans la suite, il sera sous-entendu que les indices
m et n prennent des valeurs entières de −Mu à Mu et de −Mv à Mv et les symboles
de sommes respectifs seront simplement écrits
∑
m
et
∑
n
.
Les quantités γ(p)±mn et pi
(p)±
mn sont des coeﬃcients inconnus qu'il reste à détermi-
ner aﬁn d'obtenir les solutions du problème complet. Ils sont au nombre exact de
4(2Mv + 1)(2Mu + 1) et, aﬁn de les déterminer numériquement, on va construire un
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nouveau système d'équations. Celles-ci sont obtenues en écrivant la continuité des
composantes tangentielles des champs électromagnétiques à l'interface x3 = 0. En
eﬀet, en injectant les représentations modales des potentiels dans les relations dif-
férentielles champs-potentiels (4.53) à (4.58), on en déduit des expansions modales
des champs dans les diﬀérents domaines. On a, en eﬀet :
E
(p)
1 = −jωµ
∑
n
∑
m
[
∂2∂1γ
(p)±
mn ψmn + (c∂3 − α˙∂1)pi(p)±mn ψ(p)mn
]
ejλ
(p)±
mn x
3
, (4.78)
E
(p)
2 = −jωµ
∑
n
∑
m
(∂2 + k
2)γ(p)±mn ψqe
jλ
(p)±
mn x
3
, (4.79)
E
(p)
3 = −jωµ
∑
n
∑
m
[
∂3∂2γ
(p)±
mn ψmn + (α˙∂3 − ∂1)pi(p)±mn ψ(p)mn
]
ejλ
(p)±
mn x
3
, (4.80)
H
(p)
1 =
∑
n
∑
m
[
∂2∂1pi
(p)±
mn ψ
(p)
mn + k
2 (c∂3 − α˙∂1) γ(p)±mn ψmn
]
ejλ
(p)±
mn x
3
, (4.81)
H
(p)
2 =
∑
n
∑
m
(∂22 + k
2)pi(p)±mn ψ
(p)
mne
jλ
(p)±
mn x
3
, (4.82)
H
(p)
3 =
∑
n
∑
m
[
∂2∂3pi
(p)±
q ψ
(p)
mn + k
2 (−∂1 + α˙∂3) γ(p)±mn ψmn
]
ejλ
(p)±
mn x
3
, (4.83)
où les dépendances en x1 et x2 n'ont pas été écrites dans un souci de clarté des
formules. On a vu que les composantes E1, E2, H1 et H2 devaient être continues à
la traversée de l'interface. Ces conditions supplémentaires conduisent aux 4(2Mv +
1)(Mu + 1) relations recherchées qui s'écrivent donc :
E
(1)
1 (x
1, x2, x3 = 0) + E
(inc)
1 (x
1, x2, x3 = 0) = E
(2)
1 (x
1, x2, x3 = 0), (4.84)
E
(1)
2 (x
1, x2, x3 = 0) + E
(inc)
2 (x
1, x2, x3 = 0) = E
(2)
2 (x
1, x2, x3 = 0), (4.85)
H
(1)
1 (x
1, x2, x3 = 0) +H
(inc)
1 (x
1, x2, x3 = 0) = H
(2)
1 (x
1, x2, x3 = 0), (4.86)
H
(1)
2 (x
1, x2, x3 = 0) +H
(inc)
2 (x
1, x2, x3 = 0) = H
(2)
2 (x
1, x2, x3 = 0), (4.87)
où l'indice (inc) désigne le champ créé par la source. Avant d'expliquer comment ces
équations sont résolues, il est indispensable de présenter la stratégie adoptée pour
le calcul du champ incident.
4.4.6 Calcul du champ incident
4.4.6.1 Champ dans l'espace libre
Dans un premier temps, le champ incident est considéré comme étant le champ
créé par la bobine seule rayonnant dans l'espace libre. Dans le cas d'une bobine
cylindrique, on peut calculer ce champ en utilisant une méthode analytique formulée
dans [Moon 1971] où il est démontré que le potentiel vecteur créé par une telle bobine
dans l'air s'écrit dans un repère cylindrique As = ∇×Wasez, avec :
Was(r, θ, z) = DS
∫ +∞
−∞
∑
m
Km(|a|r)ejmθejazda, (4.88)
où DS désigne un coeﬃcient dépendant de la géométrie de la bobine et du cou-
rant d'excitation (voir [Theodoulidis 2002] pour le détail du calcul de DS) et Km
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désignent les fonctions de Bessel modiﬁées de deuxième espèce. Ainsi, connaissant
As(r, θ, z), on est capable de calculer les composants des champs créés par ce type
de bobine en tout point de l'espace, et plus particulièrement le long de l'inter-
face z = a(x) ou x3 = 0. Cependant, nous avons choisi de discrétiser le système
d'équations traduisant la continuité des composantes tangentielles en utilisant la
même stratégie que précédemment, c'est-à-dire par une méthode de Galerkin en
utilisant des fonctions de base exponentielles complexes. Il est donc nécessaire, aﬁn
de construire le second membre, de calculer les transformées de Fourier discrètes des
composantes covariantes des champs incidents et la précision de cette opération (ou
sa réversibilité) dépend grandement de l'expansion spatiale de ces champs ainsi que
de leur contenu spectral.
Sur la ﬁgure 4.14, nous avons représenté le module de la composante Ex dans
le domaine spatial, du champ créé par une bobine cylindrique formée de N = 328
spires dont les rayons externe et interne valent 1.6 mm et 1.0 mm respectivement.
Le courant d'excitation est de 1 A et la fréquence vaut 100 kHz. On représente ici
le champ calculé sur un plan horizontal situé sous une bobine, à une distance de
0.3 mm. On remarque que son support est très important devant le rayon de la
bobine, ce qui conduit à une taille de domaine numérique très importante suivant
x1 et x2 et donc à un nombre de fonctions de base (et donc un nombre de modes)
important aﬁn de s'assurer que la transformée de Fourier discrète de ce champ est
bien calculée.
En eﬀet, la résolution spectrale étant déﬁnie par δu = 2pi/L1 (et de façon ana-
logue suivant x2), où L1 représente la longueur du domaine spatial considéré, il est
clair que le choix de L1 inﬂue grandement sur la précision du calcul de la transformée
de Fourier discrète : plus L1 sera grand et meilleure sera la résolution spectrale. Mais
pour un nombre de fonctions Mu donné, augmenter L1 conduit aussi à tronquer le
spectre de la transformation de Fourier discrète ce qui peut conduire à de fortes
pertes d'information.
La précision de ce calcul est illustrée sur la ﬁgure 4.15, où l'on a tracé l'erreur
ξ, déﬁnie par :
ξ =
∫ ∫
|T F−1(T F(Ex(x1, x2))| − |Ex(x1, x2)|.dx1dx2∫ ∫
|Ex(x1, x2)|.dx1dx2
∗ 100
en fonction de M (on a choisi pour illustrer ce point Mu = Mv = M). On a au
préalable ﬁxé la valeur de L1 et L2 à 90 mm et les résolutions spatiales δx1 et δx2 à
0.16 mm.
On peut voir que l'erreur décroît lentement et qu'il est nécessaire de conserver
un nombre assez important de modes (> 80) aﬁn d'obtenir une erreur inférieure à
0.1 %, ce qui conduit à une taille importante des matrices et donc à une réduction
des performances du code. Aﬁn de réduire ce nombre de modes, on propose donc
une méthode de perturbation.
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Figure 4.14  Module de la composante Ex du champ électrique créé par une bobine
dans l'espace libre. Cette quantité est calculée sur un plan horizontal, perpendicu-
laire à l'axe de la bobine et situé à 1 mm de celle-ci.
Figure 4.15  Erreur introduite par le calcul de la transformée de Fourier du champ
source en espace libre en fonction du nombre de fréquences spatiales considérées.
4.4.6.2 Problème de perturbation
La méthode de perturbation consiste à remplacer le champ créé par la source
dans l'espace libre par le champ total obtenu dans une conﬁguration  proche 
de celle d'intérêt. Ceci conduit à ne calculer, in ﬁne, que la variation des solutions
par rapport à la conﬁguration de référence choisie, ce qui nécessite un nombre de
modes moins important : une partie de l'information est en eﬀet contenue dans le
champ de référence. Cette méthode a été utilisée à plusieurs reprises dans l'étude
des réseaux de diﬀraction, notamment au travers de la méthode de source géné-
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ralisée [Tishchenko 1998, Shcherbakov 2010] et également pour la modélisation de
conﬁgurations de contrôle non destructif par courants de Foucault [Sabariego 2007]
où elle a permis d'augmenter la vitesse de convergence des modèles utilisés.
Pour la conﬁguration qui nous intéresse, on choisit une géométrie de référence
canonique aﬁn d'utiliser un modèle de calcul des champs de référence performant.
En eﬀet, des méthodes de calcul semi-analytique des champs dans des conﬁgura-
tions canoniques ont déjà été implémentées au laboratoire : on utilise le modèle bien
connu de Dodd et Deed [Dodd 1968] pour calculer les champs de référence lorsque
l'on considère une sonde cylindrique et aﬁn de traiter le cas de sondes de géomé-
tries plus complexes, la sonde est décomposée en cellules trapézoïdales élémentaires
dont l'expression analytique du champ est connue [I Babic 2005], ce qui permet,
par superposition, de calculer les champs totaux créés par des sondes de formes plus
complexes [Theodoulidis 2006, Reboud 2012] éclairant des pièces de géométrie plane.
Aﬁn d'illustrer dans un premier temps le gain apporté par cette méthode de
perturbation, nous avons représenté sur la ﬁgure 4.16 le champ créé par la même
bobine cylindrique sur le même plan horizontal que lors du calcul dans l'espace libre.
De plus, nous avons considéré un demi-espace conducteur de conductivité 1 MS/m
situé à une distance de 1 mm au dessous de la sonde. Le champ observé est donc
la somme du champ incident dans l'espace libre et du champ réﬂéchi par la plaque.
Celui-ci présente une expansion spatiale très inférieure puisque le champ créé par
les courants induits dans la pièce tend à réduire la source lui ayant donné naissance.
Figure 4.16  Module de la composante Ex du champ électrique créé par une bobine
éclairant un plan de conductivité 1 MS/m situé à 1 mm de celle-ci.
Ceci nous permet alors de réduire le domaine numérique considéré et d'accroitre
fortement les performances de la méthode. En eﬀet, sur la ﬁgure 4.17, nous avons
représenté l'erreur ξ déﬁnie de la même manière que précédemment en fonction du
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nombre de modes considéré. La taille de la boîte numérique a été réduite dans ce
cas à 30 mm suivant les directions x1 et x2. On observe une convergence nettement
plus rapide que précédemment puisque l'erreur est nulle à partir de M = 15.
Figure 4.17  Erreur introduite par le calcul de la transformée de Fourier du champ
de référence en présence d'une plaque conductrice en fonction du nombre de fré-
quences spatiales considérées.
Comme nous l'avons déjà dit, ce champ de référence est composé en tout point
situé au-dessus du conducteur plan, de la somme du champ créé dans l'espace libre
par la sonde et du champ réﬂéchi par la plaque. On a donc :
E(inc) = E(ref) −E(R)plan,
et
H(inc) = H(ref) −H(R)plan,
que l'on ré-injecte dans les équations (4.13) à (4.16). Pour la première, on obtient
par exemple sur l'interface x3 = 0 :
E
(1)
1 − E(R)1,plan + E(ref)1 = E(2)1 . (4.89)
On pose alors : E˜1
(1)
= E
(1)
1 − E(R)1,plan, qui constitue la perturbation du champ ré-
ﬂéchi par le conducteur de géométrie complexe par rapport au champ réﬂéchi par le
conducteur plan. C'est la grandeur que l'on cherchera à déterminer désormais. On
introduit de même les quantités E˜2
(1)
, H˜1
(1)
et H˜2
(1)
dans le milieu (1). On a vu que
les champs réﬂéchis dans l'air dérivent des deux potentiels inconnus Γ(1)+ et Π(1)+.
On postule alors que les champs de perturbation dérivent quant à eux de deux po-
tentiels de perturbation Γ˜(1)+ et Π˜(1)+, que l'on décomposera en utilisant les mêmes
fonctions modales ψ(1)+mn (et φ
(1)+
mn pour leur dérivée suivant x3) puisqu'ils vériﬁent
de même l'équation de Helmholtz en coordonnées curvilignes : ce sont les coeﬃcients
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inconnus γ(1)mn et pi
(1)
mn de ces décompositions qui sont modiﬁés. Les champs inconnus
dans le milieu conducteur ne sont pas modiﬁés et le calcul des coeﬃcients dans le
milieu (2) conduit donc directement à la détermination du champ total dans ce do-
maine.
En résumé, nous avons remplacé le champ incident créé par la bobine dans
l'espace libre par un champ de référence constitué de la somme de ce champ incident
et du champ réﬂéchi par un conducteur plan. Ce champ de référence doit donc être
calculé dans l'air et en tout point de l'interface complexe d'intérêt. Ainsi, pour la
conﬁguration de référence, on considèrera une pièce plane située à l'altitude la plus
basse du proﬁl géométrique. Cette conﬁguration est illustrée sur la ﬁgure 4.18.
Figure 4.18  Schéma en coupe de la conﬁguration de référence. On considère une
plaque plane conductrice située à l'altitude la plus basse du proﬁl perturbé.
Dans un soucis de clarté, nous écrirons les champs de perturbation inconnus
dans l'air sans le signe˜ : on gardera à l'esprit que dans toute la suite, les champs
inconnus dans le milieu (1) sont des champs de perturbation.
4.4.7 Calcul des coeﬃcients
On peut donc s'intéresser à nouveau aux équations issues de l'application des
conditions de passage. Aﬁn d'en déduire un système matriciel, on va adopter la même
stratégie que lorsque l'on a discrétisé le système aux valeurs propres. On remplace
donc les fonctions ψ et φ par leurs expansions dans les équations (4.78) à (4.83) et
on les projette sur les mêmes fonctions exponentielles complexes au sens du même
produit scalaire. On introduit alors les opérateurs matriciels suivants pour chaque
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valeur vn de v (et pour tous les um) :
M(p)n = −jωµp
[
−vnuψˆ(p)n
]
,
N (p)n = −jωµp
[
−Ajuψˆ(p)n + Cφˆ(p)n
]
,
O(p)n = −jωµp
[−v2n + k2p] ψˆ(p)n ,
P(p)n = k2p
[
−Ajuψˆ(p)n + Cφˆ(p)n
]
,
Q(p)n = −vnuψˆ(p)n ,
R(p)n =
[−v2n + k2p] ψˆ(p)n .
(4.90)
Ces opérateurs sont obtenus en discrétisant les opérateurs diﬀérentiels continus in-
tervenant dans les équations (4.78) à (4.83) de la même manière que lors de la dis-
crétisation des opérateurs intervenant dans l'équation de Helmholtz eﬀectuée aﬁn
d'obtenir des solutions propres numériquement (cf. section 4.4.3). On exploite en-
core une fois l'invariance de la géométrie suivant x2 : on eﬀectue une boucle sur les
valeurs de vn de la fréquence spatiale associée à la direction x2.
En utilisant ces opérateurs, on peut écrire les quatre relations (4.13), (4.14),
(4.15) et (4.16) sous la forme de 2Mv + 1 systèmes matriciels de taille 4(2Mu + 1).
On a en eﬀet, pour chaque valeur vn de v :
M(1)n N (1)n −M(2)n −N (2)n
O(1)n 0 −O(2)n 0
P(1)n Q(1)n −P(2)n −Q(2)n
R(1)n 0 −R(2)n 0

︸ ︷︷ ︸
=Mn

γ
(1)+
n
pi
(1)+
n
γ
(2)−
n
pi
(2)−
n
 =

Eˆ
(ref)
1,n
Eˆ
(ref)
2,n
Hˆ
(ref)
2,n
Hˆ
(ref)
2,n
 , (4.91)
qui constitue la version discrétisée des équations (4.13), (4.14), (4.15) et (4.16).
Les seconds membres étant obtenus par le calcul des champs de référence que l'on
a présenté dans la partie précédente, la résolution numérique de ce système conduit
directement à la détermination des coeﬃcients recherchés sur l'interface x3. On peut
alors reconstruire les potentiels scalaires sur toute surface parallèle à l'interface (donc
en tout point de l'espace) en propageant les expansions modales à l'aide des opé-
rateurs exponentiels. Finalement, on peut calculer les composantes covariantes des
champs partout en utilisant les opérateurs (5.3) pour les composantes tangentielles
et en introduisant les opérateurs suivants pour le calcul des composantes E3 et H3 :
S(p)n = jvnφˆ(p)n ,
T (p)n = Aφˆ(p)n − juψˆ(p)n ,
(4.92)
puisque l'on a, au niveau de l'interface :
Eˆ
(p)
3,n = −jωµ
[S(p)n γ(p)±n + T (p)n pi(p)±n ],
et
Hˆ
(p)
3,n = S(p)n γ(p)±n + k2pT (p)n pi(p)±n .
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4.4.8 Bilan
On vient de décrire la méthode modale développée pour traiter le cas d'un demi-
espace conducteur présentant une interface complexe 1D extrudée et éclairée par
une source inductive 3D qui est supposée ne pas être modiﬁée par le champ réﬂéchi
par la plaque (elle ne comporte donc ni blindage, ni noyau de ferrite).
Cette méthode comporte deux étapes principales qui sont d'une part le calcul
des solutions propres des équations de Helmholtz scalaires sans source dans les deux
milieux homogènes mis en jeu puis le calcul des solutions du problème complet expri-
mées comme des expansions modales de ces solutions propres. Il est alors important
de noter que durant la première étape, on résout des équations ne comportant pas
de terme source. Il est donc clair que les solutions propres obtenues ne dépendent
pas du champ d'excitation de la sonde mais seulement des propriétés physiques du
matériau, du système de coordonnées choisi (donc de l'équation de l'interface) et de
la fréquence d'excitation.
Cette caractéristique de la méthode est très intéressante dans le cadre du contrôle
non destructif par courants de Foucault puisque l'on voit alors que la simulation
d'un balayage de la pièce par une sonde ne nécessitera d'eﬀectuer la première étape
qu'une seule fois. En d'autres termes, l'assemblage des matricesMn introduites lors
de l'application des conditions de passage et donc de la détermination des coeﬃ-
cients inconnus (cf. (4.91)) n'est eﬀectué qu'une seule fois pour un specimen et une
fréquence d'excitation donnés. Lors d'un déplacement ou d'une modiﬁcation de la
sonde, seul le second membre de (4.91) est modiﬁé aﬁn de calculer les nouveaux
coeﬃcients.
4.5 Calcul de l'impédance de la bobine
On a vu comment obtenir les composantes covariantes des champs dans tout
l'espace en résolvant un problème de perturbation. On s'intéresse maintenant au
calcul de l'impédance de la sonde en présence du demi-espace perturbé. En par-
ticulier, on recherche la variation d'impédance ∆Z par rapport à la conﬁguration
plane de référence que l'on a utilisée pour la détermination des champs de référence
(l'impédance Zref de la sonde dans cette conﬁguration est donnée par les mêmes
modèles semi-analytiques utilisés pour le calcul des champs).
On s'intéresse dans un premier temps à la variation d'impédance pour une conﬁ-
guration du type de celle représentée sur la ﬁgure 4.1. Dans ce cas, l'unique sonde
présente joue à la fois le rôle d'émetteur et de récepteur. Dans ce cas, B. A. Auld
et J. C. Moulder ont montré [Auld 1999] que la variation d'impédance de la sonde
entre la conﬁguration complète et la conﬁguration avec une pièce perturbée s'écrit :
∆Z = Z − Zref = 1
I20
{
SF
(
E(ref) ×H −H(ref) ×E
)
·nds, (4.93)
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où I0 désigne l'amplitude du courant imposé dans la sonde, SF la surface fermée
représentée en coupe sur la ﬁgure 4.19 et n le vecteur unitaire normal et sortant de
la surface SF .
Figure 4.19  Vue en coupe de la surface fermée SF .
Le choix de la surface SF étant arbitraire, on peut faire tendre le rayon du demi-
cylindre ainsi que sa hauteur vers l'inﬁni ou, en pratique vers des valeurs assurant
que les champs électromagnétiques soient nuls sur la partie cylindrique de SF ainsi
que sur ses parois verticales (parallèles au plan xOz). La seule contribution restante
est alors la quantité
I =
x
Sc
(
E(ref) ×H −H(ref) ×E
)
·nds,
où Sc désigne l'interface air-conducteur.
On a déjà vu que le vecteur de la base curviligne normal à l'interface Sc était e3.
On va donc calculer les produits vectoriels dans cette base, en utilisant les formules
générales, et les projeter sur e3. On a en eﬀet :
(H(ref) ×E)a = habcH(ref)i Ej ,
où les quantités habc représentent les composantes contravariantes du tenseur d'orien-
tation déjà présenté. On a alors :
(H(ref) ×E)3 = (H(ref) ×E) · e3 = H(ref)1 E2 −H(ref)2 E1. (4.94)
Il est important de noter ici que lorsque l'on travaille dans des bases de coor-
données naturelles, les vecteurs de bases que l'on utilise ne sont pas nécessairement
normés, ce qui signiﬁe que les composantes de champ calculées ne représentent pas
directement des grandeurs physiques : il faut les diviser par la norme des vecteurs de
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base. Jusqu'ici, ce problème n'était pas apparu puisque les coeﬃcients de normali-
sation apparaissaient des deux côtés des équations que l'on souhaitait résoudre (no-
tamment le système traduisant la continuité des composantes tangentielles (4.91)).
Ici, on doit travailler avec les champs  physiques , c'est-à-dire normalisés et on
doit donc considérer les quantités :
E =

E1
||e1|| =
E1√
1 + α˙2
E2
||e2|| = E2
E3
||e3|| = E3
 et H =

H1
||e1|| =
H1√
1 + α˙2
H2
||e2|| = H2
H3
||e3|| = H3

De plus, on a dit que le vecteur n était un vecteur unitaire. Il vériﬁe donc :
n =
e3
||e3|| =
e3√
1 + α˙2
.
On a donc obtenu :
∆Z =
E
(ref)
1 H2 − E(ref)2 H1 +H(ref)1 E2 −H(ref)2 E1
1 + α˙2
ds.
De plus, il faut calculer l'élément inﬁnitésimal de surface en fonction des élé-
ments inﬁnitésimaux de longueur dx1 et dx2. Étant donné que les vecteurs de la
base naturelle e1 et e2 sont naturellement tangents à l'interface, on a directement
l'égalité :
ds = ||e1 × e2||dx1dx2 =
√
1 + α˙2dx1dx2.
Finalement, l'expression exacte donnant la variation d'impédance du capteur s'écrit :
∆Z =
1
I20
∫
x1
∫
x2
E
(ref)
1 H2 − E(ref)2 H1 +H(ref)1 E2 −H(ref)2 E1√
1 + α˙2
dx1dx2. (4.95)
Une fois les composantes covariantes des champs déterminées, on peut donc
calculer directement la variation d'impédance en calculant l'intégrale précédente
numériquement.
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5.1 Cas 1 : conducteur de géométrie complexe avec strates
parallèles
5.1.1 Présentation
Dans le chapitre précédent, nous avons présenté la méthode de résolution des
équations de Maxwell covariantes pour le cas d'un demi-espace conducteur. Néan-
moins, ce cas ne permet qu'une approximation des conﬁgurations réelles pour les-
quelles il est possible de négliger l'inﬂuence de l'interface inférieure de la plaque
(comme nous le ferons pour eﬀectuer les validations expérimentales dans le chapitre
suivant), ce qui revient à dire que l'épaisseur de la pièce est très grande devant
l'épaisseur de peau.
On se propose maintenant d'étendre les conﬁgurations traitées par le code aﬁn
de prendre en compte la présence d'interfaces supplémentaires dans la pièce. On
considère donc une pièce extrudée suivant la direction transverse et présentant des
interfaces complexes parallèles. Ce type de conﬁguration est représenté sur la ﬁ-
gure 5.1. Les diﬀérentes strates composant la pièces sont considérées comme étant
homogènes, linéaires et isotropes.
Figure 5.1  Conﬁguration stratiﬁée considérée.
La stratégie que l'on va exposer ici s'appuie fortement sur la méthode de réso-
lution utilisée pour traiter le cas d'un demi-espace complexe. En eﬀet, la première
étape du calcul consiste à déterminer des solutions propres de l'équation de Helm-
holtz en coordonnées curvilignes générales dans chacune des strates composant le
specimen. Les solutions complètes seront alors de la même manière exprimées comme
des sommes pondérées de ces fonctions modales dans chaque strate. Le calcul des
coeﬃcients est quant à lui plus complexe puisqu'il est ici nécessaire de considérer
toutes les interactions entre les modes. Cette étape sera réalisée en introduisant un
algorithme récursif que nous détaillerons.
5.1.2 Mise en équations
Dans cette section, on présente le formalisme physique que l'on propose d'utiliser
aﬁn de traiter le cas représenté sur la ﬁgure 5.1. Celui-ci reste très similaire à celui
développer pour traiter le cas du demi-espace.
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5.1.2.1 Changement de coordonnées
Les interfaces étant parallèles, elles sont déﬁnies par des équations de la forme :
z = α(x) + Cp,
avec Cp une constante pour la strate séparant les milieux p et p + 1 , l'indice p
désignant le numéro du domaine considéré : 0 pour le domaine supérieur et N pour
le domaine inférieur (on a donc N interfaces séparant N + 1 domaines).
On applique donc le même type de transformation que précédemment, c'est-à-
dire : 
x = x1
y = x2
z = x3 + α(x1)
, (5.1)
qui conduit au même repère naturel et à la même métrique que celle du chapitre
précédent.
5.1.2.2 Équations physiques
On utilise le même formalisme en potentiels que précédemment et on déﬁnit donc
deux potentiels scalaires Γp et Πp dans chaque couche p (où aucune source n'est
présente). Ces potentiels doivent vériﬁer chacun la même équation de Helmholtz
curviligne :
(∆ + k2p)f = 0,
qui est alors diﬀérente pour chaque couche homogène puisque k2p = jωµpσp. Il est
clair que Γ(p) et Π(p) ne sont déﬁnis qu'à l'intérieur de la couche p.
Au niveau des interfaces, les composantes tangentielles des champs doivent être
continues.
5.1.3 Résolution numérique
5.1.4 Stratégie
Les potentiels étant tous solutions de l'équation de Helmholtz, on les représente
donc comme des sommes pondérées des solutions propres de ces équations qui sont
composées des solutions progressives (notées − et régressives +) que l'on séparera
ici. Contrairement au cas du demi-espace, dans une strate enfouie au centre de la
pièce, les deux types de contributions co-existent et sont inconnues.
Pour la couche p, on écrit donc :
Γ±p (x1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
γ(p)±mn ψ
(1)
mn(x
1, x2)ejλ
(p)±
mn x
3
,
Π±p (x1, x2, x3) =
+Mv∑
n=−Mv
+Mu∑
m=−Mu
pi(p)±mn ψ
(p)
mn(x
1, x2)ejλ
(p)±
mn x
3
,
(5.2)
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En regroupant les coeﬃcients de type TE et TM deux à deux, on déﬁnit des
vecteurs colonnes b(p)±n contenant les coeﬃcients :
b(p)±n =
[
γ
(p)±
1,n . . . γ
(p)±
Mu,n
pi
(p)±
1,n . . . pi
(p)±
Mu,n
]T
.
Ce point est illustré sur la ﬁgure 5.2. Le problème consiste donc à calculer tous
les coeﬃcients en prenant en compte toutes les réﬂexions internes se produisant
dans chaque strate. Les coeﬃcients inconnus sont au nombre de 2(2N − 1)(2Mu +
1)(2Mv + 1) : l'onde incidente dans le milieu 0 est une entrée du problème et il est
clair qu'aucune onde réﬂéchie dans le milieu inférieur n'est physiquement admissible
(b+2 = 0). Les nombresMu etMv désignent de même que précédemment les nombre
de fonctions exponentielles complexes de fréquence spatiale positive utilisées pour
discrétiser les équations de Helmholtz.
Comme nous l'avons dit plus haut, aﬁn d'assurer les conditions de passage des
champs au niveau des interfaces parallèles, on utilise les opérateurs de passage déﬁnis
dans (5.3) dont on sépare les contributions progressives et régressives. On considère
alors, pour chaque valeur vn de v, les opérateurs numériques suivant :
M(p)±n = −jωµp
[
−vnuψˆ(p)±n
]
,
N (p)±n = −jωµp
[
−Ajuψˆ(p)±n + Cφˆ(p)±n
]
,
O(p)±n = −jωµp
[−v2n + k2p] ψˆ(p)±n ,
P(p)±n = k2p
[
−Ajuψˆ(p)±n + Cφˆ(p)±n
]
,
Q(p)±n = −vnuψˆ(p)±n ,
R(p)±n =
[−v2n + k2p] ψˆ(p)±n .
(5.3)
qui vont nous permettre de relier les approximations numériques des potentiels dans
chaque couche aux approximations des composantes covariantes des champs dans la
couche correspondante, et plus particulièrement au niveau des interfaces communes
à deux couches adjacentes. L'écriture de la continuité des composantes tangentielles
des champs directement en fonction des potentiels et donc des coeﬃcients va nous
permettre d'obtenir des relations entre ces coeﬃcients et in ﬁne de les calculer. La
partie suivante présente deux stratégies d'obtention de ces relations.
5.1.5 Un premier algorithme pour le calcul des coeﬃcients
Intuitivement, l'écriture de la continuité des composantes tangentielles sur les N
interfaces parallèles successives formant le specimen conduit à l'obtention de (2Mv+
1)N systèmes d'équations de taille 4(2Mu + 1) (on déﬁnit un système pour chaque
valeur de fréquence spatiale v) reliant les coeﬃcients de deux strates adjacentes. Une
fois discrétisées de la même manière que dans le cas du demi-espace, ces équations
sont alors approchées par des relations matricielles prenant la forme suivante sur
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Figure 5.2  Schéma en coupe du problème à résoudre : dans chaque strate, les
coeﬃcients inconnus, stockés dans des vecteurs, sont séparés en contributions pro-
gressives et régressives.
l'interface entre les strates p− 1 et p :
[
L(p−1)+n L(p−1)−n
]
ξ+p−1(Cp) 0 0 0
0 ξ+p−1(Cp) 0 0
0 0 ξ−p−1(Cp) 0
0 0 0 ξ−p−1(Cp)

[
b
(p−1)+
n
b
(p−1)−
n
]
=
[
L(p)+n L(p)−n
]
ξ+p (Cp) 0 0 0
0 ξ+p (Cp) 0 0
0 0 ξ−p (Cp) 0
0 0 0 ξ−p (Cp)

[
b
(p)+
n
b
(p)−
n
]
, (5.4)
où les opérateurs L(p)±n sont déﬁnis par la relation générale :
L(p)±n =

M(p)±p−1 N (p)±n
O(p)±n 0
P(p)±n Q(p)±n
0 R(p)±n
 . (5.5)
Les matrices ξ sont des matrices diagonales contenant les exponentielles com-
plexes permettant de propager les modes au sein des strates. Elles sont déﬁnies
par :
ξ±p (x
3) = diag[ejλ
±
1,px
3
, . . . , ejλ
±
Mu,p
x3 ]. (5.6)
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Ainsi, si on connait les coeﬃcients dans la strate (p), on peut calculer directement
les coeﬃcients dans la strate (p− 1) en inversant la matrice globale devant le terme
de gauche et en calculant une matrice de transmission Tn(p− 1, p) telle que :[
b
(p−1)+
n
b
(p−1)−
n
]
= Tn(p− 1, p)
[
b
(p)+
n
b
(p)−
n
]
.
On peut alors construire une matrice T globale reliant directement les coeﬃcients
de la strate supérieure à ceux de la strate inférieure en multipliant les diﬀérentes
matrices Tn(p− 1p, p), avec p variant de Np à 0. Cette méthode très intuitive n'est
cependant pas utilisée en pratique car elle présente une instabilité importante lorsque
l'épaisseur de la pièce augmente. En eﬀet, lors de la construction de la matrice globale
T , les termes exponentiels croissants avec l'épaisseur deviennent très grands par
accumulation, conduisant à une instabilité numérique lors du calcul des coeﬃcients.
Suivant l'analyse de Li [Li 1996], nous avons utilisé l'algorithme des matrices S
que nous présentons dans la section suivante.
5.1.6 Matrices S
L'algorithme des matrices S [Cotter 1995] est basé sur une représentation de
type entrée-sortie des diﬀérentes interfaces formant la plaque stratiﬁée. En eﬀet, si
l'on considère l'interface séparant les milieux p − 1 et p, les coeﬃcients b(p−1)−n et
b
(p)+
n peuvent être vues comme les amplitudes des ondes  entrantes  tandis que les
coeﬃcients b(p−1)+n et b
(p)+
n sont associés à des ondes  sortantes . Dans la suite,
aﬁn d'alléger les notations, on n'explicitera plus l'indice n et on écrira les vecteurs
de coeﬃcients de la strate p sous la forme b±p .
On déﬁnit alors une matrice S d'interface, pour l'interface entre les milieux p−1
et p par : [
b+p−1
b−p
]
︸ ︷︷ ︸
Entrées
= S(p, p− 1)
[
b+p
b−p−1
]
︸ ︷︷ ︸
Sorties
, (5.7)
qui relie les ondes sortantes aux ondes entrantes. Ces matrices sont construites
simplement en ré-arrangeant la relation matricielle (5.4) et en l'écrivant sous la
forme :
[
L(p−1)+n −L(p)−n
]
ξ+p−1(Cp) 0 0 0
0 ξ+p−1(Cp) 0 0
0 0 ξ−p (Cp) 0
0 0 0 ξ−p (Cp)

[
b
(p−1)+
n
b
(p)−
n
]
=
[
L(p)+n −L(p−1)−n
]
ξ+p (Cp) 0 0 0
0 ξ+p (Cp) 0 0
0 0 ξ−p−1(Cp) 0
0 0 0 ξ−p−1(Cp)

[
b
(p)+
n
b
(p−1)−
n
]
, (5.8)
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d'où l'on tire directement la matrice désirée en inversant le bloc de gauche. De
plus, on déﬁnit des matrices S globales, qui relient directement les coeﬃcients entre
deux strates n'étant plus nécessairement adjacentes : ceci revient à considérer le
groupement de strates comprises entre la strate l et la strate p, par exemple, avec
l > p, comme une boîte noire dont les entrées sont les coeﬃcients b−p et b+l , et les
sorties sont les coeﬃcients b+p et b
−
l . On déﬁnit alors cette matrice de façon analogue
à la matrice d'interface présentée ci-avant et l'on écrit :[
b+p
b−l
]
= S(l, p)
[
b+l
b−p
]
.
L'idée est alors de déterminer la matrice S(N, 0) qui va nous permettre de relier
directement les coeﬃcients dans la strate inférieure aux coeﬃcients de la strate
supérieure. Celle-ci étant connue, on peut alors considérer la pièce entière comme
une boîte noire dont les entrées sont le champ incident sur l'interface supérieure et
les sorties le champ transmis dans la strate N et le champ réﬂéchi dans la strate 0.
5.1.7 Algorithme récursif
On recherche une relation directe reliant b+0 et b
−
N à b
+
N et b
−
0 . L'idée de l'al-
gorithme stable présenté dans [Li 1996] et [Cotter 1995] est alors de partir de la
relation de continuité des composantes sur la strate inférieure, qui nous permet de
relier les coeﬃcients des strates N − 1 et N , puis d'écrire les conditions de passage
des champs sur l'interface entre les milieux N − 2 et N − 1 aﬁn d'en déduire une
relation entre les coeﬃcients de ces strates. Ensuite, en éliminant les coeﬃcients de
la strate N − 1 dans les diﬀérentes relations obtenues, on peut obtenir une relation
directe entre les coeﬃcients de la strate N et ceux de la strate N − 2 : on construit
alors la matrice S(N,N − 2). Il est donc clair qu'en appliquant de façon récursive
ce raisonnement, on aboutit à la construction de la matrice convoitée S(N, 0).
Aﬁn d'obtenir la relation de récursivité permettant l'implémentation de l'algo-
rithme considérons la relation traduisant les conditions de passage des champs au
niveau de l'interface inférieure. On a, par déﬁnition :[
b+N−1
b−N
]
= S(N,N − 1)
[
b+N
b−N−1
]
, (5.9)
et sur l'interface entre les milieux N − 2 et N − 1, on a :[
b+N−2
b−N−1
]
= S(N − 1, N − 2)
[
b+N−1
b−N−2
]
. (5.10)
Les deux matrices S mises en jeu ici sont calculées en utilisant la relation géné-
rale (5.8) et on souhaite donc calculer la matrice S(N,N − 2) déﬁnie par :[
b+N−2
b−N
]
= S(N,N − 2)
[
b+N
b−N−2
]
. (5.11)
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(5.9) nous donne les relations suivantes :
b+N−1 = S11(N,N − 1)b+N + S12(N,N − 1)b−N−1 (5.12)
b−N = S21(N,N − 1)b+N + S22(N,N − 1)b−N−1 (5.13)
et (5.10) conduit à :
b+N−2 = S11(N − 1, N − 2)b+N−1 + S12(N − 1, N − 2)b−N−2 (5.14)
b−N−1 = S21(N − 1, N − 2)b+N−1 + S22(N − 1, N − 2)b−N−2 (5.15)
En injectant (5.15) dans (5.12), on obtient :
b+N−1 = S11(N,N − 1)b+N + S12(N,N − 1)
(
S21(N − 1, N − 2)b+N−1
+ S22(N − 1, N − 2)b−N−2
)
, (5.16)
soit ﬁnalement :
b+N−1 = [Id − S12(N,N − 1)S21(N − 1, N − 2)]−1
(
S11(N,N − 1)b+N
+ S12(N,N − 1)S22(N − 1, N − 2)b−N−2
)
, (5.17)
où Id est la matrice identité de taille 2(2Mu + 1). On injecte alors cette équation
dans (5.14), ce qui conduit à :
b+N−2 = S11(N−1, N−2)[Id−S12(N,N−1)S21(N−1, N−2)]−1
(
S11(N,N−1)b+N
+ S12(N,N − 1)S22(N − 1, N − 2)b−N−2
)
+ S12(N − 1, N − 2)b−N−2 (5.18)
d'où l'on déduit directement par identiﬁcation :
S11(N,N − 2) = S11(N − 1, N − 2)[Id − S12(N,N − 1)S21(N − 1, N − 2)]−1
× S11(N,N − 1), (5.19)
et
S12(N,N − 2) = S11(N − 1, N − 2)[Id − S12(N,N − 1)S21(N − 1, N − 2)]−1
× S12(N,N − 1)S22(N − 1, N − 2) + S12(N − 1, N − 2). (5.20)
Aﬁn de déterminer les autres sous-blocs, on développe l'expression de b+N . En posant
U = [Id − S12(N,N − 1)S21(N − 1, N − 2)]−1], on a en eﬀet :
b−N = S21(N,N − 1)b+N + S22(N,N − 1)
[
S21(N − 1, N − 2)U
× (S11(N,N − 1)b+N + S12(N,N − 1)S22(N − 1, N − 2)b−N−2)
+ S22(N − 1, N − 2)b−N−2
]
, (5.21)
d'où l'on déduit directement :
S21(N,N − 2) = S21(N,N − 1)
+ S22(N,N − 1)S21(N − 1, N − 2)US11(N,N − 1), (5.22)
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et
S22(N,N − 2) = S22(N,N − 1)
(
S21(N − 1, N − 2)US12(N,N − 1)
+ Id
)
S22(N − 1, N − 2). (5.23)
Nous avons donc construit la matrice S(N,N − 2) en utilisant les matrices d'in-
terfaces S(N,N − 1) et S(N − 1, N − 2). À partir de là, on peut calculer la matrice
d'interface suivante (S(N − 2, N − 3)) et construire la matrice globale S(N,N − 3)
à partir de S(N − 2, N − 3) et S(N,N − 2).
La matrice globale S(N, p− 1) est construite en utilisant les mêmes relations de
récursivité. On écrit en eﬀet :
S11(N, p− 1) = S11(p, p− 1)UpS11(N, p), (5.24)
S12(N, p− 1) = S11(p, p− 1)UpS12(N, p)S22(p, p− 1) + S12(p, p− 1), (5.25)
S21(N, p− 1) = S21(N, p) + S22(N, p)S21(p, p− 1)UpS11(N, p), (5.26)
et
S22(N, p− 1) = S22(N, p)
(
S21(p− 1, p)UpS12(N, p) + Id
)
S22(p, p− 1), (5.27)
où Up = [Id − S12(N, p)S21(p, p− 1)]−1.
On peut donc écrire un algorithme récursif nous permettant de construire pas à
pas les diﬀérentes S matrices et ainsi de relier les coeﬃcients de la strate courante
aux coeﬃcients de la strate inférieure directement. L'initialisation de cet algorithme
est la donnée de S(N,N), qui est égale à la matrice identité de taille 8(2Mu + 1)
puisqu'elle relie les coeﬃcients de la strate inférieure directement à eux-mêmes.
L'algorithme que nous avons implémenté est le suivant :
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Algorithme Calcul des Matrices S
Début
Initialisation: S(N,N) ← Id[8(2Mu + 1)]
Pour p variant de N à 1 faire
Calculer S(p, p− 1)
Calculer S(N, p− 1) en utilisant S(p, p− 1) et S(N, p):
Up ←
[
Id[2(2Mu + 1)]− S12(N, p)S21(p, p− 1)
]−1
S11(N, p− 1) ← S11(p, p− 1)UpS11(N, p)
S12(N, p− 1) ← S11(p, p− 1)UpS12(N, p)S22(p, p− 1) + S12(p, p− 1)
S21(N, p− 1) ← S21(N, p) + S22(N, p)S21(p, p− 1)UpS11(N, p)
S22(N, p− 1) ← S22(N, p)
(
S21(p− 1, p)UpS12(N, p) + Id
)
S22(p, p− 1)
Stocker S(N, p− 1)
p = p− 1
FinPour
Fin
On note que cette procédure conduit au calcul et au stockage de l'ensemble
des matrices S. Ainsi, une fois que l'on aura calculé les coeﬃcients dans la strate
inférieure en introduisant le champ d'excitation créé par la bobine, on sera à même
de calculer les coeﬃcients dans n'importe quelle strate p à l'aide de la matrice S
intermédiaire S(N, p). Cependant, ceci n'est utile que si l'on souhaite eﬀectivement
calculer les champs dans la pièce : si seule la réponse du capteur nous intéresse, on
peut ne conserver que la matrice globale qui nous permet de calculer les champs
réﬂéchis inconnus dans l'air et donc la variation d'impédance de la sonde.
De plus, il est clair que ces matrices ne dépendent pas des champs excitateurs
et permettent de décrire la pièce de manière globale à l'aide d'une seule matrice S
qui regroupe toutes les interactions entre les modes propres vivant dans les strates.
Cette caractéristique de la méthode est très intéressante pour notre application (le
contrôle non destructif par courants de Foucault) puisque de même que pour le cas
du demi-espace, ce calcul ne doit être eﬀectué qu'une seule fois pour un balayage
spatial du capteur.
5.1.8 Calcul des coeﬃcients et reconstruction des solutions
Pour une position du capteur (considéré comme une source de courant traver-
sée par un courant sinusoïdal de pulsation ω), on peut calculer les coeﬃcients des
expansions modales représentant le champ réﬂéchi dans l'air et le champ transmis
dans la strate inférieure en utilisant la matrice S(N, 0).
Cependant, cela nécessiterait de calculer les coeﬃcients b−0 associés aux champs
créés par la sonde dans l'espace libre et, comme nous l'avons dit, cela conduirait
à une augmentation du nombre de modes nécessaire. Nous avons donc préféré ré-
soudre un problème de perturbation comme précédemment et nous choisissons une
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conﬁguration de référence constituée d'un demi-espace conducteur plan dont l'inter-
face est située à l'altitude la plus basse du proﬁl supérieur. De plus, les propriétés
physiques de ce demi-espace sont choisies comme étant celles de la couche supérieure
du conducteur stratiﬁé.
L'inconvénient est alors que l'on ne peut plus représenter le champs de référence
comme une expansion modale des seules fonctions propres régressives obtenues dans
l'air : ceci peut s'expliquer physiquement par le fait que le champ de référence est
constitué de la somme d'un champ régressif (champ de l'espace libre) et d'un champ
progressif (le champ réﬂéchi par le demi-espace plan). On choisit donc de travailler
directement avec les champs de référence obtenus par les modèles semi-analytiques
introduits précédemment.
Aﬁn de pouvoir introduire directement les champs de référence dans la procédure
de calcul des coeﬃcients, nous avons dû modiﬁer l'algorithme utilisé. La stratégie
adoptée consiste à s'arrêter juste après l'itération N − 1, c'est-à-dire une fois que
l'on a obtenu la matrice globale S(N, 1). On écrit alors les relations matricielles
traduisant la continuité des composantes tangentielles des champs sur l'interface
supérieure de la même manière que lorsque l'on était en présence d'un demi-espace
(cf. relation (4.91)), ce qui nous permet d'obtenir des relations entre les coeﬃcients
inconnus b+0 et b
±
1 . Cette fois-ci cependant, il faut tenir compte des composantes
réﬂéchis par les N − 1 strates présentes sous la première strate : les coeﬃcients b+1
sont évidemment non-nuls. On obtient donc l'égalité suivante :

M+0 N+0 −M−1 −N−1
O+0 0 −O−1 0
P+0 Q+0 −P−1 −Q−1
0 R+0 0 −R−1
[b+0b−1
]
=

M+1 N+1
O+1 0
P+1 Q+1
0 R+1
 [b+1 ]−

E
(ref)
1
E
(ref)
2
H
(ref)
1
H
(ref)
2
 , (5.28)
où l'indice n correspondant à la fréquence spatiale vn n'est pas explicité dans un
soucis de clarté des formules. Les indices portés par les opérateurs correspondent
donc ici au numéro du milieu considéré.
Ensuite, on introduit la matrice S(N, 1) aﬁn d'exprimer les contributions b±1 en
fonctions des seuls coeﬃcients b−N . En eﬀet, on a par déﬁnition (et puisque b
+
N = 0) :
{
b+1 = S12(N, 1)b
−
1
b−N = S22(N, 1)b
−
1
⇐⇒
{
b+1 = S12(N, 1)S22(N, 1)
−1b−N
b−1 = S22(N, 1)
−1b−N
. (5.29)
Ceci conduit à ré-écrire (5.28) sous la forme suivante :
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
M+0 N+0
O+0 0
P+0 Q+0
0 R+0
 [b+0 ]−


M+1 N+1
O+1 0
P+1 Q+1
0 R+1
 [S12(N, 1)]
+

M−1 N−1
O−1 0
P−1 Q−1
0 R−1

 [S22(N, 1)−1][b−N ] = −

E
(ref)
1
E
(ref)
2
H
(ref)
1
H
(ref)
2
 . (5.30)
Pour chaque fréquence spatiale vn, on obtient alors un système de 8(2Mu + 1)
équations, que l'on discrétise toujours de la même manière et qui nous permettent
donc de calculer les 2 × 4(2Mu + 1) coeﬃcients b+0 et b−N . Comme nous l'avons
dit, une fois ces coeﬃcients calculés, on peut calculer les coeﬃcients dans n'importe
quelle strate p en utilisant la matrice S(N, p) que l'on a au préalable stockée. On
peut alors calculer les champs en n'importe quel point de l'espace.
5.2 Résultats
5.3 Cas 2 : conducteur de géométrie complexe avec strates
non-parallèles
5.3.1 Présentation
On considère maintenant le cas d'une pièce composée de strates homogènes pré-
sentant des interfaces non parallèles. Cette conﬁguration particulière est représentée
sur la ﬁgure 7.1 pour le cas particulier d'une plaque présentant deux interfaces com-
plexes non parallèles. Nous choisissons de traiter ce cas aﬁn d'illustrer la méthode
de résolution choisie, qui sera générale et permettra de traiter le cas plus général
d'un nombre arbitraire de strate non parallèles.
5.3.2 Changements de coordonnées
Lorsque la pièce est formée de strates non parallèles, on doit appliquer un change-
ment de coordonnées diﬀérent lié à chaque interface. En eﬀet, chacune des interfaces
peut être décrite par une équation de la forme z = ap,p+1(x) +Cp,p+1, où p et p+ 1
désignent les numéros des domaines séparés par la strate considérée. On applique
alors un changement de coordonnées de la forme suivante pour chaque interface
entre les domaines p et p+ 1 :
x1 = x,
x2 = y,
x3p,p+1 = z + ap,p+1(x
1).
(5.31)
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Figure 5.3  Conﬁguration comportant des strates complexes non parallèles.
Ceci conduit à la construction de plusieurs repères naturels (formés chacun d'une
base covariante et de sa base duale). Ainsi, dans la strate p délimitée par deux inter-
faces non-parallèles, les potentiels inconnus vériﬁeront les équations de Helmholtz
covariantes associées à chaque système de coordonnées (formées à partir des opéra-
teurs de Laplace-Beltrami correspondants).
Aﬁn de décrire la méthode de résolution dans ce cas, on considère la conﬁguration
particulière de la ﬁgure 7.1 où la pièce est formée de deux interfaces non parallèles.
L'équation de l'interface supérieure est z = aα(x), et celle de l'interface inférieure
est z = aβ(x) + Cβ , où Cβ est une constante. Les potentiels scalaires vivant dans
la strate 1 (la strate 0 étant l'air et la strate 2 la strate inférieure : air ou substrat)
sont alors approchés par deux types d'expansions modales. En eﬀet, à chaque chan-
gement de coordonnées correspond une équation de Helmholtz covariante, que l'on
discrétise par la méthode de Galerkin déjà présentée et dont on obtient des solutions
propres (cf chapitre précédent). Dans un soucis de clarté, les coordonnées associées
à l'interface supérieure seront repérées par l'indice α et les coordonnées associées à
l'interface inférieure seront repérées par l'indice β.
5.3.3 Nouvelles expansions modales
On déﬁnit alors les deux couples d'expansions modales, vivant dans la strate (1)
et déﬁnis par :

Γ
(1)
α (x1α, x
2
α, x
3
α) =
∑
n
∑
m
γ(1)±mn,αψ
(1)±
mn,α(x
1
α, x
2
α)e
jλ
(1)±
mn,αx
3
α
Π
(1)
α (x1α, x
2
α, x
3
α) =
∑
n
∑
m
pi(1)±mn,αψ
(1)±
mn,α(x
1
α, x
2
α)e
jλ
(1)±
mn,αx
3
α
, (5.32)
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et 
Γ
(1)
β (x
1
β, x
2
β, x
3
β) =
∑
n
∑
m
γ
(1)±
mn,βψ
(1)±
mn,β(x
1
β, x
2
β)e
jλ
(1)±
mn,βx
3
β
Π
(1)
β (x
1
β, x
2
β, x
3
β) =
∑
n
∑
m
pi
(1)±
mn,βψ
(1)±
mn,β(x
1
β, x
2
β)e
jλ
(1)±
mn,βx
3
β
. (5.33)
En remarquant que l'on a z = x3α + aα(x
1
α) = x
3
β + aβ(x
1
β), on déﬁnit deux types de
potentiels transformés (on ne détaillera les formules que pour Γ, celles pour Π étant
analogues) :
Γ
(1)+
β→α(x
1
β, x
2
β, x
3
α) = Γ
(1)+
β (x
1
β, x
2
β, x
3
α + aα(x
1
α)− aβ(x1β)) =∑
n
∑
m
γ
(1)+
mn,βψ
(1)±
mn,β(x
1
β, x
2
β)e
jλ
(1)+
mn,β(aα(x
1
α)−aβ(x1β))ejλ
(1)+
mn,βx
3
α , (5.34)
et
Γ
(1)−
α→β(x
1
α, x
2
α, x
3
β) = Γ
(1)−
α (x
1
α, x
2
α, x
3
β + aβ(x
1
β)− aα(x1α)) =∑
n
∑
m
γ(1)−mn,αψ
(1)±
mn,α(x
1
α, x
2
α)e
jλ
(1)−
mn,α(aβ(x1β)−aα(x1α))ejλ
(1)−
mn,αx
3
β . (5.35)
On déﬁnit alors les fonctions propres transformées de la façon suivante :
ψ
(1)+
mn,β→α(x
1
β, x
2
β) = ψ
(1)+
mn,β(x
1
β, x
2
β)e
jλ
(1)+
mn,β(aα(x
1
α)−aβ(x1β)), (5.36)
et
ψ
(1)−
mn,α→β(x
1
α, x
2
α) = ψ
(1)−
mn,α(x
1
α, x
2
α)e
jλ
(1)−
mn,α(aβ(x1β)−aα(x1α)). (5.37)
À partir de ces expressions, on va construire une matrice S particulière, dite matrice
d'interface qui va nous permettre de relier les coeﬃcients inconnus de la strate (1)
liés à l'interface α à ceux liés à l'interface β. Pour ce faire, on va exprimer le fait que
les deux représentations des potentiels de la strate 1 doivent être égales lorsqu'elles
sont calculées au même point de l'espace. Cela s'écrit sous la forme :
Γ
(1)+
β→α(x
1, x2, x3α) = Γ
(1)+
α (x1, x2, x3α),
Γ
(1)−
α→β(x
1, x2, x3β) = Γ
(1)−
α (x1, x2, x3β).
(5.38)
En discrétisant ces relations dans le domaine de Fourier (ainsi que celles pour Π(1),
obtenues de façon analogue), et en remarquant que l'on a :
ψˆ
(1)+
mn,β→α = T F
(
ψ
(1)+
mn,β
)
∗ T F
(
ejλ
(1)+
mn,β(aα(x
1
α)−aβ(x1β))
)
, (5.39)
et
ψˆ
(1)−
mn,α→β = T F
(
ψ(1)−mn,α
)
∗ T F
(
ejλ
(1)−
mn,α(aβ(x1β)−aα(x1α))
)
, (5.40)
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où T F désigne la transformée de Fourier et ∗ le produit de convolution, on construit
la matrice S de couche S˜(1) déﬁnie par :
[
b
(1)+
α
b
(1)−
β
]
=
[
S˜
(1)+
β→α 0
0 S˜
(1)−
α→β
]
︸ ︷︷ ︸
˜S(1)
[
b
(1)+
β
b
(1)−
α
]
, (5.41)
où les sous-blocs sont déﬁnis par :
[
b+α
]
=
[
S˜+β→α
] [
b+β
]
et
[
b−β
]
=
[
S˜−α→β
] [
b−α
]
.
On voit donc que le calcul de ces matrices S d'interfaces permet de passer d'une
base modale à une autre. On peut alors imaginer une autre utilisation de ces ma-
trices. En eﬀet, les champs obtenus par cette méthode sont calculés sous forme
modale dans les systèmes de coordonnées naturels associés aux interfaces complexes
considérées. L'inconvénient est alors que les composantes de champs sont obtenues
nécessairement sur des surfaces parallèles à l'interface considérée. L'utilisation de
ces matrices S peut alors nous permettre de propager la solution obtenue sur ce
type de surface vers une autre surface d'observation : un plan par exemple, ou un
demi-cylindre, ce qui permet de faciliter le couplage éventuel avec d'autres modèles
travaillant sur des grilles cartésiennes.
5.3.4 Résolution numérique
La stratégie de résolution consiste en une extension de celle que l'on a utilisée
pour calculer les solutions dans le cas d'une pièce présentant des interfaces complexes
parallèles : on va calculer une matrice S globale permettant de représenter la pièce
comme une boîte noire avec 2 entrées et deux sorties. La diﬀérence ici est que la
matrice d'interface S˜(p) doit être incorporée lors du calcul de la matrice globale
S(N, p− 1).
En eﬀet, la matrice S(p, p− 1) est calculée en exprimant la continuité des com-
posantes tangentielles des champs sur l'interface entre les milieux p et p − 1. Elle
relie donc les coeﬃcients des expansions modales des potentiels exprimées dans le
repère lié à cette interface. Par déﬁnition, la matrice S(N, p) relie, quant à elle, les
coeﬃcients de la strate inférieure aux coeﬃcients de la strate p associés au repère
lié à l'interface entre les milieux p et p+ 1. Il est donc nécessaire aﬁn de compléter
le schéma de relier les coeﬃcients associés aux deux repères diﬀérents présents dans
le milieu p. Ce point est illustré, pour la conﬁguration simpliﬁée ne présentant que
deux interfaces, sur la ﬁgure 5.4.
L'algorithme de calcul des matrices S ainsi modiﬁées est le suivant :
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Algorithme Calcul des Matrices S modiﬁées
Début
Initialisation: S(N,N) ← Id[8(2Mu + 1)]
Pour p variant de N à 1 faire
Calculer S(p, p− 1)
Calculer S˜−(p,p−1)→(p+1,p) et S˜
+
(p+1,p)→(p,p−1):
S˜+(p+1,p)→(p,p−1) ← [ψˆ
(p)+
(p,p−1)]
−1[ψˆ(p)+(p+1,p)→(p,p−1)]
S˜−(p,p−1)→(p+1,p) ← [ψˆ
(p)−
(p+1,p)]
−1[ψˆ(p)−(p,p−1)→(p+1,p)]
Calculer S˜(N, p)
S˜(N, p) ←
[
S˜+(p+1,p)→(p,p−1) 0
0 Id
]
S(N, p)
[
Id 0
0 S˜−(p,p−1)→(p+1,p)
]
Calculer S(N,p) en utilisant S(p, p− 1) et S˜(N, p):
Up ←
[
Id[2(2Mu + 1)]− S12(N, p)S21(p, p− 1)
]−1
S11(N, p− 1) ← S11(p, p− 1)UpS˜11(N, p)
S12(N, p− 1) ← S11(p, p− 1)UpS˜12(N, p)S22(p, p− 1) + S12(p, p− 1)
S21(N, p− 1) ← S˜21(N, p) + S˜22(N, p)S21(p, p− 1)UpS˜11(N, p)
S22(N, p− 1) ← S˜22(N, p)
(
S21(p− 1, p)UpS˜12(N, p) + Id
)
S22(p, p− 1)
Stocker S(N, p− 1)
p = p− 1
FinPour
Fin
Celui-ci généralise le calcul des matrices S au cas d'un conducteur présentant plu-
sieurs interfaces non parallèles. Un fois ces matrices obtenues, le calcul des coeﬃ-
cients et la reconstruction des champs se fait de la même manière que pour le cas
parallèle.
Figure 5.4  Schéma illustrant les diﬀérents types de coeﬃcients existant dans une
strate formée par deux interfaces non-parallèles.
Chapitre 6
Validation des modèles développés
Sommaire
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Cas # 1 : demi-espace complexe . . . . . . . . . . . . . . . . 98
6.2.1 Validation Expérimentale . . . . . . . . . . . . . . . . . . . . 98
6.2.2 Validation Numérique . . . . . . . . . . . . . . . . . . . . . . 109
6.3 Cas # 2 : pièce avec interfaces complexes parallèles . . . . 115
6.4 Cas # 3 : pièce à interfaces complexes non-parallèles . . . . 122
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
98 Chapitre 6. Validation des modèles développés
6.1 Introduction
Nous présentons dans ce chapitre les diﬀérents résultats de validation obtenus
pour le modèle développé. Pour les trois classes de conﬁguration que nous avons
abordé dans les chapitres précédents, nous avons en eﬀet comparé le modèle à des
solutions de référence. Dans le cas du demi-espace, nous avons tout d'abord comparé
le modèle à des résultats expérimentaux dans une conﬁguration correspondant à un
besoin industriel. J'ai eﬀectué ces acquisitions au laboratoire et nous présentons
ici la chaîne d'acquisition utilisée ainsi que les diﬀérents traitements nécessaires à
la validation. Cette validation m'a permis de m'assurer que le modèle donnait des
résultats corrects et qu'il répondait ainsi au besoin industriel. Néanmoins, elle ne
permet de valider que le calcul de l'impédance puisque le capteur utilisé pour la
mesure est une bobine.
Ainsi, aﬁn de valider pleinement le modèle, nous avons choisi de comparer les
résultats à ceux obtenus grâce à un logiciel commercial de calcul par éléments ﬁ-
nis [Multiphysics 2012]. Les composantes covariantes des champs complexes obte-
nues sont alors comparées à celles données par notre modèle sur des interfaces paral-
lèles aux proﬁls géométriques (plans d'équation x3 = cste) et nous eﬀectuons aussi
des extractions de ces composantes dans des plans x1 = cste et x2 = cste. Enﬁn,
nous calculons l'erreur relative commise sur chaque composante Xi, i = 1, 2, 3 en
utilisant la formule suivante :
ξ =
∥∥∥∥∥X(CCM)i −X(FEM)iX(FEM)i
∥∥∥∥∥ , (6.1)
où |.‖ désigne le module du nombre complexe ..
La machine utilisée pour le calcul par éléments ﬁnis possède deux c÷eurs d'une
fréquence d'horloge de 3.1 GHz et 32 Gb de mémoire RAM. Celle utilisée pour les
calculs avec la méthode semi-analytique (que l'on nommera CCM pour Curvilinear
Coordinate Method) possède deux c÷urs de 3.1 GHz de fréquence d'horloge et 8 Gb
de mémoire vive. Nous présentons, en plus des résultats obtenus, les paramètres
numériques ainsi que les temps de calcul de la méthode CCM dans les diﬀérentes
conﬁgurations considérées. Concernant le modèle éléments ﬁnis, le temps de calcul
pour chacune des conﬁgurations est sensiblement le même. En eﬀet, la conﬁguration
implémentée (notamment le maillage) conduit à la détermination de près de 5 mil-
lions de degrés de liberté dans chaque cas. Le temps de calcul pour chaque position
du capteur est de l'ordre de la quinzaine de minutes.
6.2 Cas # 1 : demi-espace complexe
6.2.1 Validation Expérimentale
6.2.1.1 Conﬁguration
Comme nous l'avons vu dans l'introduction, l'application industrielle visée par
ces développements s'inscrit dans le cadre du projet européen SIMPOSIUM. Notre
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principal partenaire industriel est la société Arcelor Mittal (AMMR) qui souhaite
simuler le contrôle par une méthode électromagnétique de plaques d'alliage fer-
carbone obtenues par une méthode de coulée continue (cf Introduction). Le point
de contrôle visé se situe durant la phase de refroidissement du métal et celui-ci y
présente une surface ondulée périodique et extrudée suivant la direction transverse,
résultant de son roulement entre des rouleaux. De plus, sa température y est estimée
à 1500◦C et sa conductivité avoisine 1MS/m.
Aﬁn de valider expérimentalement le modèle développé en se rapprochant le plus
possible des conditions réelles, des maquettes en titane ont été usinées aﬁn de créer
une surface périodique triangulaire (cf. ﬁgure 6.1). La conductivité du titane à tem-
pérature ambiante est de l'ordre de 0.6MS/m. Bien qu'il existe des acier inoxydables
dont la conductivité à température ambiante soit plus proche de celle du matériau
réel, ceux-ci présentent l'inconvénient de subir une transformation de surface lors
des procédés d'usinage. Cette transformation dite  martensitique , résultant de la
variation rapide de température induite par le procédé d'usinage, conduit à l'appa-
rition d'un comportement ferromagnétique du matériau, qui perturberait fortement
le signal de la sonde.
Figure 6.1  Vue de dessus de l'une des deux maquettes utilisées pour la validation
expérimentale du code.
6.2.1.2 Caractérisation de la chaine d'acquisition
Concernant la partie acquisition, nous avons utilisé une bobine cylindrique sans
noyau de ferrite dont les paramètres géométriques sont présentés sur la ﬁgure 6.2.
Il est important de noter que la chaine d'acquisition réelle comporte des éléments
parasites qui sont représentés sur la ﬁgure 6.3. Ce modèle électrique a été initiale-
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Paramètre Valeur
Rayon externe (rext) 1.75 mm
Rayon interne (rint) 1.0 mm
Hauteur (H) 2.0 mm
Nombre de spires (N) 328
Entrefer interne (ei) 0.1 mm
Figure 6.2  Paramètres géométriques du capteur utilisé pour les acquisitions
ment proposé par D. J. Harrison et al. [Harrison 1996]. Les diﬀérents composants
introduits ici représentent chacun une contribution particulière à l'impédance totale
de l'ensemble sonde et chaîne d'acquisition. En eﬀet, les composants Rs et Cs repré-
sentent respectivement la résistance et la capacité interne du capteur tandis que R0
et L0 représentent la résistance et l'inductance de la sonde en régime continu (DC).
La capacité CL modélise l'eﬀet capacitif parasite dû au câbles de connexion. Tous
les autres parasites que l'on ne sait pas identiﬁer de manière précise sont regroupés
sous la forme d'une impédance Zc (elle prend en compte par exemple l'inductance
linéique des câbles). Finalement, l'impédance Z représente la variation d'impédance
due à l'induction de courants de Foucault dans le conducteur sous test (c'est la
grandeur que l'on aimerait isoler lors de la mesure eﬀectuée à l'aide d'un impédan-
cemètre).
Finalement, suivant [Harrison 1996], nous regroupons toutes les impédances pa-
rasites dûes à la chaîne d'acquisition (hormis la sonde) sous la forme d'une seule
impédance Zp comme on peut le voir sur la ﬁgure 6.3. Cette impédance Zp permet
de prendre en compte tous les eﬀets capacitifs, résistifs et inductifs parasites de la
chaîne d'acquisition. Elle est donc inﬁnie lorsque la fréquence tend vers 0.
Figure 6.3  Schéma électrique représentant la chaîne d'acquisition.
Aﬁn de réaliser une validation expérimentale, il faut nous assurer que la conﬁgu-
ration simulée correspond bien aux conditions expérimentales. Nous avions vu que
le champ de référence que nous utilisons dans le modèle développé était calculé par
un module semi-analytique permettant de calculer le champ rayonné par une sonde
inductive (considérée comme une source de courant parfaite) au-dessus d'un plan
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conducteur. Il est clair que les impédances parasites ne sont pas prises en compte
dans notre modèle en l'état actuel. Deux solutions s'oﬀrent à nous : modiﬁer le
modèle en prenant en compte les impédances parasites (il existe des travaux à ce
sujet [Skarlatos 2012]) ou  ﬁltrer  les contributions des éléments parasites sur le
signal expérimental. Notre connaissance grossière des diﬀérentes impédances para-
sites nous conduit à opter pour la deuxième option.
On va maintenant chercher à identiﬁer les diﬀérents éléments de la chaîne d'ac-
quisition aﬁn de les soustraire à la mesure et donc d'isoler l'impédance Z. Moulder
et al. [Moulder 1998] ont proposé un protocole que nous résumons ici.
La première étape consiste à eﬀectuer des mesures de l'impédance en l'absence
du specimen à des fréquences les plus basses possibles. L'impédance mesurée dans
ces conditions est notée ZA(ω). On peut alors en déduire les valeurs de R0 et L0.
En eﬀet, pour R0, on choisira la valeur moyenne de la partie réelle de ZA. Pour
déterminer L0, on eﬀectue une régression linéaire (=(ZA) est considérée comme
étant sensiblement égale à jL0ω), la pente de la droite nous donnant L0. Ainsi, on
peut donc directement obtenir l'admittance Yp = 1/Zp parasite en écrivant :
Yp(ω) = YA(ω)− Y0(ω), (6.2)
ce qui nous permettra par la suite de corriger les acquisitions en écrivant que l'im-
pédance corrigée Zcorr(ω) = 1/Ycorr(ω) vériﬁe :
Zcorr(ω) =
1
Y (ω)− Yp(ω) , (6.3)
où Y (ω) = 1/Z(ω) désigne l'admittance brute mesurée.
Aﬁn d'illustrer ce traitement, nous avons dans un premier temps eﬀectué la
correction sur le signal brut obtenu dans l'air pour des fréquences comprises entre
100 Hz et 4 MHz. Les valeurs de R0 et L0 sont obtenues par des acquisitions à
des fréquences comprises entre 100 Hz et 25 kHz qui donnent R0 = 24.018 Ω et
L0 = 0.179 mH.
Sur la ﬁgure 6.4, nous avons tracé les parties réelle et imaginaire de la mesure
brute dans l'air. On observe un comportement fortement résonnant autour de la
fréquence de 2.7 MHz, ce qui conﬁrme bien la présence d'eﬀets capacitifs parasites
dans la chaîne d'acquisition. Rappelons ici que nous souhaitons valider un modèle
permettant de calculer la réponse d'une sonde durant le scan d'un demi espace de
géométrie complexe. La maquette dont nous disposons présentant une épaisseur de
l'ordre de deux millimètres, nous allons donc nous placer à des fréquences impor-
tantes aﬁn de limiter la profondeur de pénétration des champs et ainsi d'éviter une
réﬂexion non désirée sur la deuxième interface. On travaillera donc entre 250 kHz
et 1 MHz.
Sur la ﬁgure 6.5, nous avons représenté les données obtenues dans l'air après
correction (cette fois ci avec une échelle de fréquence linéaire). Il s'agit donc, idéa-
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Figure 6.4  Parties réelle et imaginaire de l'impédance brute mesurée dans l'air.
lement de l'impédance de la sonde seule dans l'air et l'on peut noter la disparition
de la résonnance et donc la compensation de tout eﬀet capacitif.
Figure 6.5  Parties réelle et imaginaire de l'impédance corrigée dans l'air.
6.2.1.3 Caractérisation de la sonde
Nous venons de voir comment procéder aﬁn de s'aﬀranchir des eﬀets parasites de
la chaîne d'acquisition. Nous souhaitons maintenant corriger encore les mesures aﬁn
de s'aﬀranchir d'un eﬀet parasite que le modèle utilisé pour le calcul des champs de
référence ne prend pas en compte. Il s'agit de l'eﬀet de peau apparaissant dans le
bobinage même de la sonde lorsque l'on y impose un courant variable. En eﬀet, la
densité de courant dans le bobinage en cuivre n'est pas uniforme : elle est d'autant
plus concentrée à l'extérieur du ﬁl que la fréquence d'excitation est importante. Aﬁn
de tenir compte de cet eﬀet à l'échelle du capteur, nous avons choisi de déterminer
un rayon extérieur eﬀectif de la bobine (qui sera donc nécessairement plus faible que
le rayon extérieur indiqué par le constructeur) qui sera par la suite utilisé comme
donnée d'entrée pour le modèle. Le rayon intérieur restera quant à lui inchangé.
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Aﬁn de déterminer le rayon eﬀectif optimal, nous avons utilisé une méthode
d'optimisation stochastique (recuit simulé) qui nous permet de déterminer le rayon
extérieur qui minimise l'écart entre la mesure de l'inductance corrigée par la mé-
thode précédente et l'inductance L0 d'une bobine idéale calculée par un modèle
analytique [Dodd 1974]. La procédure exacte est la suivante :
Routine recherche(Tinit,Tfinal,rmin,rmax,λ,fobj ):(reff ,fobj(reff ))
Initialisation: T ← Tinit
Initialisation: r ← rmin + (rmax − rmin)× random(0, 1)
Initialisation: z ← fobj(r)
TantQue T > Tfinale faire
r+ ← rmin + (rmax − rmin)× random(0, 1)
z+ ← fobj(r+)
g ← e−(z+−z)/T
Si z+ < z ou random(0, 1) < g Alors
r ← r+
z ← z+
FinSi
T = λT
FinTantQue
Retourner r
Retourner z
Fin
Les grandeurs d'entrée Tinit, Tfinal, rmin, rmax, λ et fobj désignent respectivement
les températures initiales et ﬁnales, les bornes de l'espace de recherche (1D ici)
du rayon eﬀectif, un paramètre de décroissance de l'algorithme (0 < λ < 1) et
la fonction objectif permettant de calculer l'erreur entre la mesure et la solution
courante du modèle analytique. La routine renvoie donc le rayon eﬀectif calculé
ainsi que la valeur de la fonction objectif pour ce rayon. La fonction objectif est ici
déﬁnie sous la forme de l'erreur suivante :
fobj(rext) =
∣∣∣∣L0(rext)− LmesureLmesure
∣∣∣∣ , (6.4)
On choisit les bornes 1.0 mm et 3.0 mm pour l'espace de recherche et on ﬁxe les
autres paramètres aux valeurs suivante : Tini = 100, Tfinale = 10−8 et λ = 0.75.
Avec ces valeurs, on obtient un rayon extérieur eﬀectif d'une valeur de 1.56 mm
qui permet d'obtenir une valeur minimale de 6.10−3 pour la fonction objectif. Les
évolutions de ces deux grandeurs au cours de la recherche sont représentées sur la
ﬁgure 6.6.
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Figure 6.6  Trajectoires de la fonction objectif et du rayon extérieur eﬀectif au
cours de l'algorithme d'optimisation.
6.2.1.4 Caractérisation du specimen
La dernière étape avant de comparer les résultats de simulation aux résultats
expérimentaux consiste à déterminer conjointement la conductivité exacte de la
pièce ainsi que l'entrefer réel durant l'acquisition. La stratégie que l'on adopte ici
est sensiblement la même que pour la détermination du rayon eﬀectif de la sonde,
mais cette fois-ci, nous avons deux paramètres à estimer et les mesures utilisées à
cette ﬁn doivent bien entendu être eﬀectuées en présence de la pièce. Nous avons donc
eﬀectué des mesures de l'impédance de la sonde à plusieurs fréquences en l'ayant au
préalable plaquée sur la zone plane du specimen (zone bleue sur la photo 6.1).
De plus, le modèle direct utilisé ici est le même modèle que celui utilisé pour
le calcul des champs de référence de notre modèle [Dodd 1968] : il permet de tenir
compte de la présence d'une pièce plane conductrice. Les paramètres que l'on fait va-
rier ici sont donc la conductivité du specimen ainsi que l'entrefer de la conﬁguration.
On explore un espace de recherche à deux dimensions et l'on cherche à minimiser
une nouvelle fonction objectif fobj2 déﬁnie cette fois-ci par :
fobj2(σ, l0) =
(
R0(σ, l0)−Rmesure)
Rmesure
)2
+
(
L0(σ, l0)− Lmesure
Lmesure
)2
.
L'algorithme de type recuit simulé est donc étendu aﬁn de rechercher deux pa-
ramètres et est utilisé de la même manière que précédemment. En utilisant notre
connaissance a priori de la conductivité de la pièce de titane, on restreint le domaine
de recherche de la valeur de la conductivité à l'intervalle [0.1, 0.7]MS/m et celui de
l'entrefer à [0.05, 0.5]mm. Les fréquences d'acquisition considérées sont équi-réparties
entre 100 kHz et 900 kHz. Les paramètres numériques de l'algorithme d'optimisa-
tion sont les mêmes que pour le cas précédent.
On obtient alors une conductivité d'une valeur de 0.580 MS/m et un entrefer de
0.254 mm qui conduisent à une valeur minimale de 2.910−2 de la fonction objectif.
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La trajectoire suivie par la conductivité et par l'entrefer durant l'algorithme de re-
cherche dans l'espace 2D est représentée sur la ﬁgure 6.7 et l'évolution de la fonction
objectif correspondant sur la ﬁgure 6.8.
Figure 6.7  Trajectoire suivie par la conductivité et l'entrefer durant la recherche.
Figure 6.8  Évolution de la fonction objectif fobj2(σ, l0) durant la recherche
conjointe de la conductivité et de l'entrefer.
On peut noter que l'espace de recherche est en grande partie exploré, ce qui
permet de s'assurer que le résultat obtenu ne correspond pas à un minimum local
de la fonction objectif. C'est l'intérêt principal des algorithmes stochastiques qui
en revanche s'avèrent très lourds dès lors que la dimension de l'espace de recherche
augmente.
Finalement, aﬁn de s'assurer que tous les paramètres estimés sont exacts, on peut
comparer les évolutions fréquentielles des impédances mesurée et calculée lorsque le
capteur est placée sur la partie plane de la pièce. On représente alors les évolutions
de ∆R = R − R0 et de ∆X = X − X0 = jLω − jL0ω respectivement sur les
ﬁgures 6.9 et 6.10.
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Figure 6.9  Évolutions mesurée et calculée de ∆R en fonction de la fréquence.
Figure 6.10  Évolutions mesurée et calculée de ∆X en fonction de la fréquence.
6.2.1.5 Comparaisons
Aﬁn de comparer les résultats obtenus avec le modèle aux acquisitions, nous
avons donc considéré la conﬁguration dont les paramètres sont donnés sur la ﬁ-
gure 6.11. De plus, les paramètres numériques utilisés pour le modèle sont les sui-
vants :
Paramètre Valeur
Mu 85
Mv 25
δ1 0.2 mm
δ2 0.2 mm
L1 44 mm
L2 30 mm
Sur la ﬁgure 6.12 et 6.13, nous avons tracé les parties réelles et imaginaires de
l'impédance simulée et du signal expérimental corrigé obtenues lors du balayage
d'une période du proﬁl triangulaire aux fréquences d'excitation 350 kHz et 600 kHz.
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(a) Schéma en coupe de la géométrie
Tp 11 mm
hp 0.5 mm
σ 0.580 MS/m
(b) Paramètres de la
pièce
(c) Schéma 3D du capteur
rext 1.56 mm
rint 1.0 mm
H 2.0 mm
l0 0.254 mm
Nt 328
I0 1 A
f 350 et 600 kHz
xc 1 mm
(d) Paramètres du capteur
Figure 6.11  Paramètres de la conﬁguration utilisée pour la validation expérimen-
tale du modèle.
On peut voir un très bon accord des résultats et notamment de leur valeur
moyenne (très sensible à la valeur de l'entrefer), ce qui montre l'intérêt de déterminer
avec soin les paramètres réels et eﬀectifs de la conﬁguration. Ces résultats ont été
obtenus sur une machine possédant deux coeurs de 2.8 GHz et 8 Gb de mémoire
vive. Les temps de calculs pour les diﬀérentes étapes de la résolution sont présentés
dans le tableau 6.1.
Opération Temps CPU (s)
Calcul des modes 23.36
1er Calcul du champ de référence 34.07
Interpolation du champ de référence 5.46
Calcul des coeﬃcients et de Z 10.06
Total 1er point 72.95
Total points suivants 15.35
Table 6.1  Détail (par position du capteur) du temps de calcul de l'impédance
simulée.
On remarque que le temps de calcul du champ de référence est séparé en deux.
En eﬀet, étant donné que ce champ est calculé sur l'interface complexe mais en pré-
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(a) Partie Réelle
(b) Partie Imaginaire
Figure 6.12  Impédance obtenue pour f = 350 kHz
(a) Partie Réelle
(b) Partie Imaginaire
Figure 6.13  Impédance obtenue pour f = 600 kHz
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sence d'une pièce plane, nous avons choisi de le calculer sur une grille rectangulaire
englobant la surface complexe. Le calcul est alors stocké et lors d'un déplacement du
capteur, c'est en fait la surface d'intérêt que l'on déplace et le champ de référence
est simplement ré-interpolé.
6.2.2 Validation Numérique
Nous présentons ici les résultats de validation numérique pour le cas d'un demi-
espace présentant une interface complexe. Les champs calculés par notre méthode
sont comparés à ceux obtenus par la méthode des éléments ﬁnis. Nous considérons
la conﬁguration représentée sur la ﬁgure 6.14(a) et dont les diﬀérents paramètres
sont détaillés sur la ﬁgure 6.14. La fréquence choisie ici est arbitraire et on choisira
des fréquences diﬀérentes pour chaque conﬁguration traitée. Le proﬁl considéré est
une période de cosinusoïde.
Les tableaux de la ﬁgure 6.15 recensent les paramètres numériques utilisés pour
le calcul ainsi que les diﬀérents temps de calcul obtenus pour cette conﬁguration. Ces
paramètres doivent être ajustés en fonction de la fréquence : comme nous l'avons déjà
vu, l'expansion spatiale des champs est d'autant plus importante que la fréquence est
basse et l'on doit s'assurer que ceux-ci sont bien nuls sur les extrémités de la boîte. En
d'autres termes, plus la fréquence est basse et plus les paramètres L1 et L2 devront
être grands (pour rappel, ces paramètres désignent les tailles du domaine numérique
considéré dans les directions x1 et x2 respectivement). On doit alors augmenter le
nombre de modes aﬁn d'assurer la convergence de la méthode. Ce point constitue
l'inconvénient majeur de la stratégie de discrétisation que nous avons choisie : les
paramètres numériques sont très fortement dépendant de la fréquence considérée.
Concernant les temps de calcul, nous avons séparé les diﬀérentes contributions.
Pour cette validation numérique, nous ne nous sommes intéressés qu'au calcul des
champ pour une seule position du capteur et donc l'intégralité du calcul a dû être ef-
fectué. Cependant, le temps de calcul des champs pour une nouvelle position du cap-
teur serait nettement plus faible comme on peut le remarquer dans le tableau 6.15(b).
Sur la ﬁgure 6.16, nous avons représenté les cartographies des parties réelles et
imaginaires des composantes du champ électriques obtenues par les deux méthodes
sur une surface d'équation x3 = −0.8 mm. De même, les cartographies des compo-
santes deH apparaissent sur la ﬁgure 6.17. On voit un très bon accord des résultats
et pour s'en assurer, nous avons tracé les erreurs relatives correspondantes sur la
ﬁgure 6.18. Celles-ci sont très faibles puisqu'elles sont inférieures à 1% hormis en
des points isolés où elles atteignent 2%.
Aﬁn de compléter la validation numérique, nous avons représenté sur la ﬁ-
gure 6.19 les diﬀérentes composantes calculées sur les lignes formées par les inter-
sections des plans x1 = cste (ou x2 = cste) et des surfaces x3 = 0 et x3 = −0.8 mm.
Les diﬀérentes sous-ﬁgures montrent ces composantes dans le plan complexe et on
peut voir un très bon accord entre les deux résultats quelque soit la profondeur
d'observation.
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(a) Schéma en coupe de la géométrie
Lp 10 mm
hp 1.2 mm
σ 1 MS/m
(b) Paramètres de la
pièce
(c) Schéma 3D du capteur
rext 1.6 mm
rint 1.0 mm
H 2.0 mm
l0 0.3 mm
Nt 328
I0 1 A
f 50 kHz
xc 0 mm
(d) Paramètres du
capteur
Figure 6.14  Paramètres de la conﬁguration utilisée pour la validation du modèle.
Paramètre Valeur
Mu 85
Mv 55
L1 90 mm
L2 90 mm
δx1 0.1 mm
δx2 0.2 mm
(a) Paramètres numériques
utilisés pour la validation
Opération Temps CPU (s)
Calcul des modes 26.3
1er Calcul du champ de référence 36.2
Interpolation du champ de référence 3.6
Calcul des coeﬃcients et de Z 13.8
Total 1er point 76.3
Total points suivants 17.4
(b) Détail des temps de calcul de la méthode CCM
Figure 6.15  Paramètres numériques utilisés pour la validation du modèle dédié
aux demi-espaces et temps de calcul correspondants.
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(a) Cartographie de E1
(b) Cartographie de E2
(c) Cartographie de E3
Figure 6.16  Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ électrique calculées sur l'interface x3 = −0.8 mm.
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(a) Cartographie de H1
(b) Cartographie de H2
(c) Cartographie de H3
Figure 6.17  Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ magnétique calculées sur l'interface x3 = −0.8 mm.
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(a) Erreur relative sur E1 (b) Erreur relative sur E2
(c) Erreur relative sur E3 (d) Erreur relative sur H1
(e) Erreur relative sur H2 (f) Erreur relative sur H3
Figure 6.18  Cartographie des erreurs relatives sur les modules des composantes.
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(a) Extraction de E1 dans le plan x1 = 0 (b) Extraction de H1 dans le plan x2 = 0
(c) Extraction de E2 dans le plan x2 = 0 (d) Extraction de H2 dans le plan x1 = 0
(e) Extraction E3 dans le plan x1 = 2 mm (f) Extraction H3 dans le plan x1 = 0
Figure 6.19  Extraction des composantes covariantes du champ électrique calculées
sur les interfaces x3 = 0 et x3 = −0.8 mm.
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Ces résultats montrent que le modèle développé permet un calcul des champs
électromagnétiques en tout point du demi-espace conducteur (et de l'air) avec une
bonne précision et un temps de calcul très faible en comparaison du modèle utilisé
comme référence. Il est donc tout à fait adapté à des études paramétriques ou à de
l'inversion (portant sur le proﬁl géométrique par exemple...). De plus, la validation
expérimentale du calcul de l'impédance montre que ce modèle permet de traiter
eﬃcacement des conﬁgurations réalistes (pour des plaques d'épaisseur importante
devant l'épaisseur de peau tout du moins) et qu'il répond donc à un besoin industriel.
Nous proposons maintenant d'eﬀectuer le même type de comparaisons dans le
cas où la géométrie est formée de strates complexes parallèles. Dans ce cas, nous
avons vu que le modèle était basé sur un couplage du formalisme SOVP généralisé
avec un algorithme récursif.
6.3 Cas # 2 : pièce avec interfaces complexes parallèles
Aﬁn de valider le modèle implémenté, nous avons eﬀectué les calculs des champs
électromagnétiques pour une pièce présentant trois interfaces parallèles dont la géo-
métrie et les paramètres sont présentés sur la ﬁgure 6.21. Le proﬁl géométrique est
le même que dans la conﬁguration précédente, et le capteur est excentré.
Les paramètres numériques que nous avons utilisés ainsi que les diﬀérents temps
de calcul sont recensés dans les deux tableaux de la ﬁgure 6.20. On note que la
fréquence est plus élevée que lors de la validation précédente, ce qui permet de
choisir des bornes spatiales moins grandes et donc de réduire le nombre de modes
nécessaires à la convergence du modèle.
Le calcul des éléments propres nécessite davantage d'opérations numériques que
pour la conﬁguration précédente, d'une part car il est nécessaire de calculer les
vecteurs propres dans chacune des strates, et d'autre part car le temps de calcul
correspondant inclut le calcul des matrices S. L'ensemble reste très rapide pour une
conﬁguration comportant peu de strates. Nous verrons dans la suite que ce calcul
peut se révéler lourd lorsque le nombre de strates est très important (> 50).
De même que précédemment, nous avons tracé les cartographies des parties
réelles et imaginaires des composantes covariantes obtenues sur la surface d'équation
x3 = 0. Les composantes du champE sont représentées sur la ﬁgure 6.22, et celles du
champ H sur la ﬁgure 6.23. Les erreurs relatives sont quant à elles représentées sur
la ﬁgure 6.24. Celles-ci sont encore une fois globalement faible, avec des pics locaux.
Étant donné que nous approchons les solutions par des sommes tronquées d'ondes
planes, l'erreur commise par la méthode CCM doit correspondre à la partie tronquée
de cette somme. Il semble donc que cette erreur doit avoir un support important,
et que la méthode ne peut introduire de pics de fréquence spatiale importante (les
harmoniques de très hautes fréquences sont tronquées). Ce type d'erreur doit donc
être causé par la méthode de calcul choisie pour référence.
Si l'on observe la ﬁgure 6.24(a), on peut remarquer deux types d'erreurs : l'une
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Paramètre Valeur
Mu 65
Mv 35
L1 70 mm
L2 70 mm
δx1 0.1 mm
δx2 0.2 mm
(a) Paramètres numériques
utilisés pour la validation
Opération Temps CPU (s)
Calcul des modes et matrices S 38.5
1er Calcul du champ de référence 37.6
Interpolation du champ de référence 3.6
Calcul des coeﬃcients et de ∆Z 5.8
Total 1er point 81.9
Total points suivants 9.4
(b) Détail des temps de calcul de la méthode CCM
Figure 6.20  Paramètres numériques utilisés pour la validation du modèle stratiﬁé
parallèle et temps de calcul correspondants.
oscillante de support important (et d'amplitude très faible) et l'autre formée de pics
très locaux et d'amplitude plus forte. Nous pensons donc que la première émane de
la troncature eﬀectuée lors de la discrétisation et que l'autre émane de la solution
éléments ﬁnis (on pourrait s'en aﬀranchir en augmentant la densité du maillage).
Finalement, nous comparons les composantes de champs sur des lignes d'inter-
section entre les surfaces x3 = cste et des plans x1 = cste ou x2 = cste suivant
les cas. Les résultats obtenus par les deux modèles pour les interfaces x3 = 0 et
x3 = −1.5 mm sont représentés sur la ﬁgure 6.31. On peut noter un très bon accord
et on remarque l'inﬂuence du dé-centrage du capteur qui conduit à des courbes de
Lissajous dissymétriques.
Ainsi, ces résultats montrent la validité du couplage du formalisme avec l'algo-
rithme des paramètres S. Ce modèle permet ainsi de traiter des cas plus réalistes de
pièces d'épaisseur ﬁnie. Il constitue en outre une première solution aﬁn de traiter
le cas de conducteurs présentant des propriétés variant avec la profondeur. Ceux-
ci peuvent alors être approchés par une pièce présentant un nombre important de
strates homogènes. Cette solution conduit cependant à des temps de calcul impor-
tant si le nombre de strates nécessaires est important. Cependant, il est important
de remarquer que le temps de calcul impacté est uniquement celui du calcul des élé-
ments propres (et des matrices S). Ainsi, une fois ces grandeurs calculées et stockées,
le calcul des solutions reste très léger.
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(a) Schéma en coupe de la géométrie
Lp hp C1 C2 σ1 σ2 σ3
10 mm 1 mm 0.8 mm 1.5 mm 1 MS/m 0.5 MS/m 0.1 MS/m
(b) Paramètres de la pièce
(c) Schéma 3D du capteur
rext 1.6 mm
rint 1.0 mm
H 2.0 mm
l0 0.3 mm
Nt 328
I0 1 A
f 100 kHz
xc 1 mm
(d) Paramètres du
capteur
Figure 6.21  Paramètres de la conﬁguration utilisée pour la validation du modèle.
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(a) Cartographie de E1
(b) Cartographie de E2
(c) Cartographie de E3
Figure 6.22  Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ électrique calculées sur l'interface x3 = 0 mm.
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(a) Cartographie de H1
(b) Cartographie de H2
(c) Cartographie de H3
Figure 6.23  Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ magnétique calculées sur l'interface x3 = −0.8 mm.
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(a) Erreur relative sur E1 (b) Erreur relative sur E2
(c) Erreur relative sur E3 (d) Erreur relative sur H1
(e) Erreur relative sur H2 (f) Erreur relative sur H3
Figure 6.24  Cartographie des erreurs relatives sur les modules des composantes.
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(a) Extraction de E1 dans le plan x1 = 0 mm (b) Extraction de H1 dans le plan x2 = 0 mm
(c) Extraction de E2 dans le plan x2 = 0 mm (d) Extraction de H2 dans le plan x1 = 0 mm
(e) Extraction E3 dans le plan x2 = 2 mm (f) Extraction H3 dans le plan x1 = 0 mm
Figure 6.25  Extraction des composantes covariantes du champ électrique calculées
sur les interfaces x3 = 0 et x3 = −1.0 mm.
122 Chapitre 6. Validation des modèles développés
6.4 Cas # 3 : pièce à interfaces complexes non-parallèles
Considérons maintenant le dernier cas que l'on propose de traiter par notre
méthode modale. Il s'agit de la conﬁguration représentée sur la ﬁgure 6.26, qui
présente deux interfaces non parallèles. L'interface supérieure est encore une fois
une portion de sinusoïde tandis que l'équation de l'interface inférieure s'écrit :
z =

hp1
2
(
1 + cos
(
2pi
x1 − d
Lp2
))
0.141exp
(
10
x1 − d
Lp2
)
, si |x1 − d| < Lp2
2
,
0 sinon .
(a) Schéma en coupe de la géométrie
Lp1 hp1 Lp2 hp2 C d σ1 σ2
10 mm 0.8 mm 10 mm 0.7 mm 1.5 mm 2 mm 1 MS/m 0MS/m
(b) Paramètres de la pièce
(c) Schéma 3D du capteur
rext 1.6 mm
rint 1.0 mm
H 2.0 mm
l0 0.3 mm
Nt 328
I0 1 A
f 150 kHz
xc 2 mm
(d) Paramètres du
capteur
Figure 6.26  Paramètres de la conﬁguration utilisée pour la validation du modèle.
Comme nous l'avons vu, la méthode de calcul développée pour traiter ce type
de conﬁguration nécessite de calculer deux types de solutions propres dans la pièce,
chacun étant associé à une interface. Nous avions alors généralisé l'algorithme des
matrices S aﬁn de traiter ce cas particulier. Le temps de calcul reste cependant très
faible.
Nous avons représenté les cartographies des composante de champs calculées
sur l'interface inférieure par les deux méthodes. Le champ E est représenté sur
la ﬁgure 6.28 et le champ H sur la ﬁgure 6.29. On note un très bon accord des
résultats. Ici, la dissymétrie des composantes est due à la fois à celle de l'interface
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Paramètre Valeur
Mu 85
Mv 45
L1 50 mm
L2 50 mm
δx1 0.2 mm
δx2 0.3 mm
(a) Paramètres numériques
utilisés pour la validation
Opération Temps CPU (s)
Calcul des modes et matrices S 69.8
1er Calcul du champ de référence 39.21
Interpolation du champ de référence 3.50
Calcul des coeﬃcients et de ∆Z 11.9
Total 1er point 120.9
Total points suivants 15.4
(b) Détail des temps de calcul de la méthode CCM
Figure 6.27  Paramètres numériques utilisés pour la validation du modèle stratiﬁé
non-parallèle et temps de calcul correspondants.
inférieure (on calcule ces composantes sur l'interface x32 = −1.5 mm où l'indice 2
indique que l'on s'est placé dans le repère naturel associé à l'interface inférieure)
et au dé-centrage du capteur. L'erreur relative est quant à elle représentée sur la
ﬁgure 6.30.
Le même type d'extraction que précédemment a été réalisé ici et on a tracé sur
la ﬁgure 6.31 les composantes de champs obtenues sur les deux interfaces x31 = 0 et
x32 = −1.5 mm. Ainsi, ces composantes ne correspondent pas au même système de
coordonnées.
Nous avons donc obtenu des résultats en très bon accord avec ceux calculés par
la méthode des éléments ﬁnis. On complète ﬁnalement cette validation par le calcul
de l'impédance de la sonde pour diﬀérentes positions. Nous avons déjà détaillé le
calcul de l'impédance en utilisant le théorème de réciprocité dans le chapitre 4. Pour
la solution donnée par les éléments ﬁnis, la méthode de calcul est diﬀérente et est
basée sur une approche énergétique. On a en eﬀet :
PJ =
∫ ∫ ∫
Ωc
J .Edν,
où PJ est la puissance dissipée par les courants de Foucault et J la densité de
courants induits dans le conducteur. Ωc désigne le domaine de la pièce conductrice.
De plus, on a :
PM =
1
2
∫ ∫ ∫
Ω
H.Bdν,
où PM désigne la puissance magnétique et Ω l'ensemble de l'espace.
Ainsi, le calcul numérique de ces deux intégrales volumiques nous permet de
calculer directement l'impédance de la sonde dans la conﬁguration considérée. On a
en eﬀet <(ZFEM ) = PJ
I2
, et =(ZFEM ) = 4pif PM
I2
.
La comparaison des deux résultats est représentée sur la ﬁgure 6.32 pour un
déplacement du capteur de 0 à 7 mm et montre un très bon accord.
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(a) Cartographie de E1
(b) Cartographie de E2
(c) Cartographie de E3
Figure 6.28  Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ électrique calculées sur l'interface x3 = −1.5 mm.
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(a) Cartographie de H1
(b) Cartographie de H2
(c) Cartographie de H3
Figure 6.29  Comparaison des parties réelles et imaginaire des composantes cova-
riantes du champ magnétique calculées sur l'interface x3 = −1.5 mm.
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(a) Erreur relative sur E1 (b) Erreur relative sur E2
(c) Erreur relative sur E3 (d) Erreur relative sur H1
(e) Erreur relative sur H2 (f) Erreur relative sur H3
Figure 6.30  Cartographie des erreurs relatives sur les modules des composantes.
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(a) Extraction de E1 dans le plan x1 = 0 mm (b) Extraction de H1 dans le plan x2 = 0 mm
(c) Extraction de E2 dans le plan x1 = 0 mm (d) Extraction de H2 dans le plan x1 = 0 mm
(e) Extraction E3 dans le plan x2 = 2 mm (f) Extraction H3 dans le plan x1 = 0 mm
Figure 6.31  Extraction des composantes covariantes du champ électrique calculées
sur les interfaces x3 = 0 et x3 = −1.0 mm.
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(a) Parties réelles de l'impédance durant un scan. Erreur re-
lative moyenne : 0.199 %
(b) Parties imaginaires de l'impédance durant un scan. Er-
reur relative moyenne : 0.016 %
Figure 6.32  Comparaison des parties réelles et imaginaires de l'impédance simulée
par les deux modèles (FEM et CCM).
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6.5 Conclusion
Nous avons donc validé le modèle développé aﬁn de traiter des pièces conductrices
homogènes extrudées présentant des interfaces complexes. La comparaison avec une
solution numérique obtenue par une méthode des éléments ﬁnie montre que ce mo-
dèle permet de calculer les champs électromagnétiques induits dans la pièce, ainsi
que l'impédance de la sonde de manière rapide et précise pour diﬀérentes positions
du capteur et pour diﬀérentes fréquences de travail.
Ce modèle constitue de plus une première approximation pour des pièces de
géométrie complexe présentant des propriétés variant dans la profondeur. Comme
nous l'avons déjà expliqué dans l'introduction, ce type de conﬁguration présente un
intérêt important dans la communauté du contrôle non destructif par courants de
Foucault, en particulier pour l'inversion du proﬁl de conductivité. Cependant, cette
solution approchée ne permettrait pas d'obtenir de performances suﬃsantes et nous
proposons dans le chapitre suivant une approche hybride permettant de traiter ce
cas plus eﬃcacement.
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7.1 Présentation du problème
7.1.1 Problématique
Figure 7.1  Conﬁguration non-homogène considérée : plaque conductrice formée
de deux interfaces complexes non-parallèles.
On se propose ici de détailler la méthode développer aﬁn de modéliser la conﬁ-
guration représentée sur la ﬁgure 7.1 : une pièce présentant des interfaces complexes
ainsi qu'un gradient de conductivité (et/ou de perméabilité) suivant la profondeur
est éclairée par une bobine.
7.1.2 Première tentative : résolution par une méthode modale
Partant de notre expérience acquise lors du calcul des champs électromagnétiques
dans le cas d'une pièce complexe homogène, nous avons essayé, dans un premier
temps, d'étendre le formalisme en potentiels vecteurs du second ordre au cas d'un
demi-espace non-homogène présentant une conductivité variant suivant x3 et une
interface de géométrie complexe.
Dans ce cas, suivant le même raisonnement que pour le cas homogène, introduit
un potentiel vecteur du second ordre W tel que A = ∇ ×W . Dans le milieu
homogène, où aucune source n'est présente, le potentiel vecteur magnétiqueA vériﬁe
alors l'équation :
∇×∇×A− k2(x3)A = 0, (7.1)
où k2(x3) = jωµσ(x3). Si on poursuit le raisonnement de manière analogue au cas
homogène (on écritW = Wae2 +e2×∇Wb, l'équation de l'interface complexe étant
z = α(x)), on aboutit aux équations scalaires suivantes pour les potentiels :
(∆ + k2(x3))∆tWa +
d
dx3
(k2(x3))
(
(1 + α˙2)∂3Wa − α˙∂1Wa − ∂2∂1Wb
)
= 0, (7.2)
et
∂2(∆ + k
2(x3))∆tWb +
d
dx3
(k2(x3))
(
(1 + α˙2)∂2∂3Wb − α˙∂2∂1Wa + ∂1Wa
)
= 0,
(7.3)
où ∆ est l'opérateur de Laplace-Beltrami associé au changement de repère naturel
eﬀectué.
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On voit donc que la dépendance en x3 du nombre d'onde introduit des termes
supplémentaires dans les équations vériﬁées par les potentiels. Ces termes ne per-
mettent plus de se limiter à la recherche des solutions de l'équation de Helmholtz
et font de plus apparaître un couplage entre les deux potentiels [Prémel 2012] : on
perd donc l'intérêt même du formalisme en potentiels vecteur du second ordre. Nous
n'avons donc pas poursuivi dans cette voie.
7.2 Stratégie de résolution retenue
Nous avons vu que dans une strate non-homogène présentant un gradient de
conductivité, le formalisme en potentiels vecteur ne conduisait pas à une simpliﬁca-
tion du problème. Dans ce type de domaine, nous chercherons donc directement à
déterminer les champs électromagnétiques en tout point en résolvant les équations
de Maxwell à l'aide d'un schéma numérique que nous allons détailler.
De plus, la conﬁguration considérée (représentée sur la ﬁgure 7.1) comporte
aussi des domaines homogènes (l'air et le substrat) dans lesquels le formalisme pré-
cédent reste applicable et permet une représentation optimale des potentiels à l'aide
des solutions propres de l'équation de Helmholtz en coordonnées curvilignes. Nous
conserverons donc ce formalisme dans tous les domaines homogènes que comporte
la conﬁguration et nous le couplerons à celui utilisé dans la strate non-homogène.
7.2.1 Domaines non-homogènes
7.2.1.1 Choix de la méthode de discrétisation
Ne disposant pas de représentation modale des solutions dans la strate non-
homogène, nous choisissons de résoudre le problème en utilisant une méthode nu-
mérique. Plusieurs solutions sont alors disponibles. On pourrait, par exemple, utiliser
une méthode d'éléments ﬁnis avec une formulation de type A− φ classique, néces-
sitant un maillage de la strate et utiliser des fonctions de base nodales déﬁnies sur
les n÷uds de chaque maille 3D par le produit tensoriel de polynômes de Lagrange
ou des éléments d'arêtes. On discrétiserait alors les équations de Maxwell exprimées
sous forme variationnelle par une méthode de Galerkin par exemple.
Cette stratégie est cependant coûteuse puisqu'elle nécessite un maillage ﬁn des
interfaces de géométrie complexe aﬁn que celles-ci soient correctement représentées
et que les conditions de passage des champs électromagnétiques y soient bien impo-
sées.
Aﬁn d'obtenir une résolution numérique plus légère, et ne nécessitant pas de
maillage, nous avons choisi d'utiliser une méthode pseudo-spectrale (que nous pré-
sentons ci-après) aﬁn de discrétiser les équations suivant la profondeur. Il est clair
que la convergence rapide de ces méthodes n'est vériﬁée que dans le cas où les
quantités recherchées ne présentent pas de discontinuité sur le domaine numérique
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considéré (c'est le cas des champs électromagnétiques dans un milieu non-homogène
présentant un proﬁl de conductivité continu). Cependant, la méthode développée ici
peut être étendue au cas de deux couches (ou plus) non-homogènes adjacentes. On
discrétiserait alors séparément ces deux couches et on imposerait les conditions de
passage des champs le long de leur interface commune. Nous nous limiterons ici au
développement de ce modèle dans le cas d'une seule couche non-homogène.
De plus, il est clair que l'application directe aux équations de Maxwell "clas-
siques" ne serait pas optimale, puisque de même que pour la méthode des éléments
ﬁnis, il faudrait discrétiser ﬁnement la géométrie.
Aﬁn d'obtenir une résolution eﬃcace du problème, nous utilisons une nouvelle
fois le formalisme covariant des équations de Maxwell, que nous généralisons à des
systèmes de coordonnées étendus permettant de prendre en compte directement
les deux interfaces extrêmes de la strate non-homogène. La déﬁnition de ce type de
système est réalisée par une méthode de raccordement de coordonnées (ou coordinate
matching en anglais) qui est détaillée dans la partie suivante.
7.2.1.2 Raccordement de systèmes de coordonnées
Ce type de raccordement a été utilisé pour l'étude de réseaux de diﬀraction à
deux dimensions avec la méthode modale de Fourier [Weiss 2009] dont elle a permis
d'étendre le domaine d'application. Nous proposons de l'utiliser ici avec la méthode
CCM qui est plus appropriée à notre problème.
Aﬁn d'illustrer le principe du raccordement de coordonnées que nous avons uti-
lisé, on considère l'exemple représenté sur la ﬁgure 7.1, où la pièce est composée de
deux interfaces complexes d'équations respectives z = α1(x)+C1 et z = α2(x)+C2,
où C1 et C2 sont des constantes qui désignent l'altitude moyenne des proﬁls.
L'opération de raccordement de systèmes de coordonnées consiste à déﬁnir un
changement de coordonnées de la forme :
x = x1,
y = x2,
z = a(x1, x3),
(7.4)
où a est une fonction de l'espace vériﬁant les deux égalités suivantes :
a(x1, x3 = C1) = α1(x) + C1, (7.5)
et
a(x1, x3 = C2) = α2(x) + C2. (7.6)
On obtient alors un système de coordonnées naturelles associées à ce changement
de coordonnées dont les composantes covariantes du tenseur métrique peuvent être
regroupées dans la matrice suivante :
G = (gab) =
1 + a˙21 0 a˙1a˙30 1 0
a˙1a˙3 0 a˙
2
3
 ,
7.2. Stratégie de résolution retenue 135
où a˙i ≡ ∂ia. Son déterminant vaut g = a˙23 et ses composantes contravariantes
s'écrivent (nous verrons lors de la construction de la fonction a que l'on a nécessai-
rement a˙3 6= 0 si les deux proﬁls sont distincts) :
G−1 = (gab) =

1 0 − a˙1
a˙3
0 1 0
− a˙1
a˙3
0
1 + a˙21
a˙23
 .
Les vecteurs de la base covariante sont déﬁnis de la façon suivante :
e1 = X1 + a˙1X3,
e2 = X2,
e3 = a˙3X3
,
où les vecteurs Xi désignent les vecteurs de la base canonique orthonormée de R3.
Les vecteurs de base contravariants s'écrivent quant à eux :
e1 = X1,
e2 = X2,
e3 = − a˙1
a˙3
X1 +
1
a˙3
X3,
.
On vériﬁe donc directement, en utilisant (7.5) et (7.6), que sur les deux interfaces
extrêmes, ces vecteurs de base s'identiﬁent à ceux des repères naturels associés aux
transformations par translation suivantes :
x = x1,
x = x2,
z = x3i + αi(x
1),
avec i = 1 pour l'interface supérieure et i = 2 pour l'interface inférieure. Ceci prouve
donc que les vecteurs de base e1 et e2 que nous venons de déﬁnir sont tangents aux
deux interfaces.
Il existe une inﬁnité de fonctions a(x1, x3) vériﬁant les deux conditions (7.5)
et (7.6). Nous avons choisi de la construire en utilisant une fonction de transition
tn(x
3) de la forme :
tn : x
3 7→
(
x3 − C2
C1 − C2
)n
, (7.7)
avec n, un entier naturel. On voit aussi qu'il est nécessaire d'imposer C1 − C2 6= 0
aﬁn que les fonctions tn soient bien déﬁnies. Il est clair que ces fonctions valent 1 en
x3 = C1 et 0 en x3 = C2. On construit alors a(x1, x3) de la façon suivante :
a(x1, x3) : (x1, x3) 7→ tn(x3)(α1(x1) + C1) + (1− tn(x3))(α2(x1) + C2). (7.8)
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7.2.1.3 Équations physiques
Nous re-détaillons rapidement ici les équations physiques que l'on se propose de
résoudre. Comme précédemment, nous allons considérer les équations de Maxwell
sous forme tensorielle. Cependant, les inconnues recherchées dans la strate non-
homogène ne seront plus les potentiels de Hertz mais directement les composantes
covariantes tangentielles des champs électromagnétiques. En eﬀet, dans le nouveau
repère introduit dans la partie précédente, les équations de Maxwell covariantes pour
un domaine sans source, couplées aux relations de milieu (cf. equations (4.9), (4.10),
(4.11) et (4.8)) conduisent aux relations générales suivantes :
∂2E3 − ∂3E2 = jωµ√g(g11H1 + g13H3), (7.9)
∂3E1 − ∂1E3 = jωµ√gH2, (7.10)
∂1E2 − ∂2E1 = jωµ√g(g31H1 + g33H3), (7.11)
∂2H3 − ∂3H2 = σ√g(g11E1 + g13E3), (7.12)
∂3H1 − ∂1H3 = σ√gE2, (7.13)
∂1H2 − ∂2H1 = σ√g(g31E1 + g33E3), (7.14)
d'où l'on peut éliminer les composantes E3 et H3 en écrivant (on a g33 =
1 + a˙21
a˙23
6= 0
et
√
gg33 = 1 + a˙21 6= 0) :
E3 =
1
σ
√
gg33
[∂1H2 − ∂2H1]− g
31
g33
E1
H3 =
1
jωµ
√
gg33
[∂1E2 − ∂2E1]− g
31
g33
H1,
(7.15)
et en ré-injectant ces expressions dans les relations précédentes, on peut les écrire
sous la forme d'un système de quatre équations indépendantes que l'on peut repré-
senter sous la forme compacte suivante :
0 σA B ∂2∂1
B ∂2∂1 0 jωµA
C 0 F(σ) D(σ, µ)
F(µ) D(µ, σ) C 0


E1
E2
H1
H2
 =

0
0
0
0
 , (7.16)
avec
A = −√g (g33∂3 + g13∂1) ,
B = −
(
∂22 + jωµσ g
(
g11g33 − (g13)2)) ,
C = ∂3 + ∂1 g
31
g33
,
D(ζ, ξ) = −
(
∂1
1
ζ
√
gg33
∂1 + jωξ
√
g
)
, ∀ (ζ, ξ),
et F(ϑ) = ∂1 1
ϑ
√
gg33
∂2, ∀ ϑ.
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Figure 7.2  Conﬁguration non-homogène considérée : plaque conductrice formée
de deux interfaces complexes non-parallèles.
On propose donc de déterminer numériquement les quatre composantes des champs
vériﬁant ces équations au sein de la strate non-homogène. Aﬁn d'obtenir des so-
lutions uniques à ce problème, il est nécessaire d'imposer des conditions de bords
à ces quatre composantes. De même que lorsque nous avions traité le cas d'une
pièce stratiﬁée, les conditions que l'on impose ici sont de type Dirichlet puisqu'elles
traduisent la continuité de ces quatre composantes au niveau des deux interfaces
extrêmes. En eﬀet, nous avons vu lors de la construction du repère étendu utilisé
ici, que ces composantes sont bien tangentes aux deux interfaces complexes formant
la strate.
On obtient de cette manière des relations entre les composantes des champs
inconnus vivant dans la strate non-homogène et celles des champs inconnus vivant
dans les strates homogènes (air et substrat).
7.2.2 Domaines homogènes
Dans les domaines homogènes, le formalisme en potentiels vecteur du second
ordre généralisé est utilisé de la même manière que précédemment. Nous nous pla-
cerons alors dans les systèmes de coordonnées de translation associés respectivement
à l'interface supérieure dans l'air et à l'interface inférieure dans le substrat et l'on re-
présentera les potentiels inconnus réﬂéchis dans l'air et transmis dans le substrat de
la même manière que précédemment. Ce point ne sera donc pas détaillé ici. Le pro-
blème global que l'on se propose alors de résoudre est représenté schématiquement
en coupe sur la ﬁgure 7.2.
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7.3 Discrétisation
Aﬁn de déterminer numériquement les diﬀérentes inconnues du problème (co-
eﬃcients des expansions modales dans les couches homogènes et composantes co-
variantes des champs dans la couche non-homogène), nous utilisons, suivant les
directions x1 et x2, la même stratégie de discrétisation que celle introduite lors
de l'étude du demi-espace conducteur. En revanche, la discrétisation de la couche
non-homogène suivant l'axe vertical est eﬀectuée en utilisant une méthode pseudo-
spectrale, présentant une convergence rapide pour la classe de problèmes considérée
(proﬁls de conductivité et/ou de perméabilité continus).
7.3.1 Méthodes spectrales
7.3.1.1 Introduction
Les méthodes spectrale et pseudo-spectrale [Boyd 2001, Trefethen 2000] ont été
largement utilisées aﬁn de résoudre des équations aux dérivées partielles dans divers
domaines de la physique tels que la géophysique [Hung 1998] , la mécanique quan-
tique [Rawitscher 2005], la mécanique des ﬂuides [Malik 1985] etc...Leur avantage
principal réside dans leur convergence très rapide (on parle de convergence spec-
trale) lorsque la solution est douce. Lorsque l'on recherche une solution discontinue
ou variant rapidement, ces méthodes ne sont cependant pas les plus appropriées.
Nous considérons ici des proﬁls de conductivité (ou de perméabilité) continus. Les
champs électromagnétiques sont donc eux aussi continus à l'intérieur de tels milieux
non-homogènes : nous avons donc opté pour ce type de méthode aﬁn d'exploiter leur
convergence rapide. De plus, si l'on souhaite considérer un proﬁl de conductivité
discontinu, on peut étendre cette méthode en divisant le domaine en deux sous-
domaines au niveau de la discontinuité et en l'appliquant dans chaque domaine.
On raccorde alors les solutions (qui sont continues dans chaque sous-domaine) en
imposant des conditions de passage au niveau de l'interface ﬁctive.
7.3.1.2 Principe général
L'idée générale aﬁn de déterminer les valeurs aux N + 1 n÷uds de discrétisation
xk de la solution f(x) d'une équation diﬀérentielle par une méthode spectrale est
d'approcher cette fonction par une série de fonctions ρk(x). On obtient alors un
interpolant de f , que l'on notera fˆ et qui s'écrit sous la forme :
fˆ(x) =
N∑
k=0
f(xk)ρk(x).
Les fonctions ρk(x) sont appelées les fonctions cardinales et vériﬁent la propriété
suivante ∀(k, l) ∈ N2 :
ρk(xl) =
{
1, si k = l
0, sinon
.
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Il est alors immédiat que f(xm) = fˆ(xm).
On approxime alors la dérivée de f par celle de fˆ , c'est à dire que l'on fait
l'hypothèse que l'on a f ′(x) '
∑
k
f(xk)ρ
′
k(x). On souhaite de plus obtenir les
coeﬃcients vk de l'interpolant de f ′ déﬁni par :
fˆ ′(x) =
N∑
k=0
vkρk(x).
Aﬁn d'obtenir une relation entre les f ′k et les f(xk), nous introduisons une base
de N + 1 fonctions tests notées ηm(x) déﬁnies sur l'intervalle I que nous choisirons
dans un premier temps égal à [−1, 1]. On introduit aussi une fonction de pondération
w(x) et on considère le produit scalaire sur l'espace C0(I,R) déﬁni par :
< f, g >=
∫ 1
−1
w(x)f(x)g(x)dx.
On projette alors la relation fˆ ′(x) =
N∑
k=0
f ′kρk(x) =
∑
k
f(xk)ρ
′
k(x) sur la base des
fonctions η au sens de ce produit scalaire. On obtient donc N + 1 relations entre les
coeﬃcients f ′k et les f(xk) :
N∑
k=0
f(xk) < ρ
′
k, ηm > =
N∑
k=0
f ′k < ρk, ηm >, ∀ m ∈ J0, NK.
Ces relations peuvent être exprimées sous la forme matricielle suivante :
[Mij ][f(xj)]
N
0 = [Lij ][vj ]
N
0 ,
avec
Mij =
∫ 1
−1
w(x)ρ′i(x)ηj(x)dx et Lij =
∫ 1
−1
w(x)ρi(x)ηj(x)dx.
On peut donc déﬁnir une matrice dite de diﬀérenciation DN = L−1M . On a donc
[vj ] = DN [f(xj)]. De plus, les coeﬃcients d'interpolation des dérivées d'ordre supé-
rieur de f , que l'on note f (q)j peuvent être calculés par la relation [f
(q)
j ] = D
q
N [fj ].
7.3.2 Méthode pseudo-spectrale de Chebyshev
Aﬁn d'obtenir une résolution très rapide du problème, nous avons opté pour
une méthode dite pseudo-spectrale qui consiste à choisir comme fonctions test des
impulsions de Dirac et une fonction de pondération valant un sur I. Ceci conduit à
un calcul très rapide des coeﬃcients de la matrice DN .
Il est clair que ce type de méthode conduit à minimiser l'erreur commise sur
les valeurs de la fonction f au niveau des points de collocation seulement. Cepen-
dant, suivant le couple fonctions cardinales et points de discrétisation choisi, l'erreur
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commise entre les n÷uds de discrétisation peut être plus ou moins importante : des
oscillations importantes peuvent apparaître (phénomène de Runge). Aﬁn de limiter
au maximum ce phénomène, une solution communément employée est d'utiliser une
base de polynômes de Chebyshev déﬁnis sur l'intervalle [−1, 1] par :
Tk(x) = cos(k arcos(x)), ∀ k ∈ N.
En eﬀet, l'une des propriétés de ces polynômes est qu'ils présentent une oscillation
minimale (par rapport à n'importe quel polynôme de même degré) sur l'intervalle
[−1, 1] [Boyd 2001, chap. 4]. Aﬁn de discrétiser les équations que l'on a obtenu par le
formalisme covariant des équations de Maxwell suivant la direction x3, on utilisera
donc une base de N+1 polynômes de Chebyshev associés aux noeuds de Chebyshev
déﬁnis par :
xk = cos(
kpi
N
). k = J0, NK. (7.17)
Les fonctions cardinales associées à cette base sont déﬁnies de la façon sui-
vante [Boyd 2001, chap. 5] :
ρk(x) =
(−1)(k+1)(1− x2)T ′N (xk)
ckN2(x− xk) , ck = 1 + δk,0 + δk,N ,
où les xk sont leurs zéros déﬁnis par :
xk = cos(
kpi
N
), n = J0, NK.
Ils correspondent aux extrema des polynôme de Chebyshev et sont appelés les noeuds
de Chebyshev ou de Gauss-Lobatto-Chebyshev. Ils constitueront donc la grille de
discrétisation de l'axe x3. Sur la ﬁgure 7.3, nous avons représenté ces fonctions,
obtenues pour N = 6 sur l'intervalle [−1, 1]. Les noeuds ont été représentés par des
croix noires et l'on peut voir que leur densité est accrue aux extrémités du domaine :
cette particularité contribue à minimiser le phénomène de Runge qui est d'autant
plus important que l'on s'éloigne de l'axe x = 0.
Les coeﬃcients de la matrice de diﬀérenciation correspondante sont les sui-
vants [Trefethen 2000] :
Dkj =
ck(−1)j+k
cj(xk − xj) ,
Dkk =
−xk
2(1− x2k)
,
D00 = −DNN = 2N
2 + 2
6
.
(7.18)
Nous avons ici présenté la méthode de discrétisation en raisonnant sur l'intervalle
I = [−1, 1] mais tout ceci est aisément transposable à tout intervalle I2 = [a, b] en
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Figure 7.3  Tracé des fonctions cardinales associées aux polynômes de Chebyshev
pour N = 6.
appliquant la transformation déﬁnie par le diﬀéomorphisme suivant :
G : I → I2
x→ G(x) = a− b
2
x+
a+ b
2
,
dont le jacobien est J = (a−b)/2. La matrice de diﬀérenciation associée à l'intervalle
[a, b] s'écrit donc D˜N = JDN et elle est associée aux nouveaux n÷uds
{
x3j
}N
0
=
{G(xj)}N0 .
Ainsi, dans la strate non-homogène, on déﬁnit une grille de points selon l'axe x3
dans le système de coordonnées étendu :
{
x3j
}N
0
=
{
C2 − C1
2
cos(
jpi
N
) +
C1 + C2
2
}N
0
.
Les axes transverses x1 et x2 sont discrétisés uniformément de même que précédem-
ment : les noeuds dans ces directions sont identiques à ceux des domaines homogènes.
Sur la ﬁgure 7.4, nous avons représenté la grille obtenue dans le repère cartésien à
gauche et dans le repère étendu à droite. On voit alors tout l'intérêt du formalisme
covariant puisque celui-ci nous permet de résoudre les équations sur une simple grille
rectangulaire et l'on s'aﬀranchit donc de toute complexité géométrique lors de la dis-
crétisation des équations. Cette complexité est cependant reportée sur le formalisme
utilisé.
7.4 Implémentation
Dans cette section, nous décrivons l'implémentation du modèle que nous avons
réalisée. Comme nous l'avons vu, deux formalismes diﬀérents sont utilisés dans les
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Figure 7.4  Représentation en coupe de la grille de calcul. À gauche, nous avons
représenté la grille dans le système de coordonnées cartésiennes. À droite, la grille
après transformation.
diﬀérents domaines et la résolution des équations qui en découlent nécessite un
couplage obtenu par l'application des conditions de passages au niveau des deux
interfaces ∂Ω01 et ∂Ω12.
7.4.1 Déﬁnition des vecteurs de coeﬃcients inconnus
On peut voir dans (7.18) que la matrice de diﬀérenciation ainsi obtenue est
pleine, ce qui signiﬁe que le calcul de chacun des coeﬃcients de la décomposition
en série de f (p) fait intervenir l'ensemble des coeﬃcients de f (p−1). Il en résulte que
la détermination des coeﬃcients inconnus suivant x3 ne peut pas être eﬀectuée de
manière séquentielle : les valeurs des champs inconnus le long d'une ligne verticale
seront donc calculées simultanément. La même constatation peut être faite suivant
l'axe x1 en raison cette fois-ci des opérations de convolution qui sont réalisées à
l'aide d'opérateurs matriciels (cf.chapitre 4, eq. 5.3). Pour ces raisons, les coeﬃcients
inconnus associés à une grandeur quelconque X sont stockés de la manière suivante :
[
Xˆ(u,x3)
]
= T F [X(x1, x3)] =[
[Xˆ(u−Mu , x30) . . . Xˆ(uMu , x30)] . . . [Xˆ(u−Mu , x3N ) . . . Xˆ(uMu , x
3
N )]
]T
, (7.19)
où les ui désignent les fréquences spatiales associées à l'axe x1.
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7.4.2 Opérateurs de dérivation
On déﬁnit alors les opérateurs de dérivation suivant x1 et x3 respectivement de
la manière suivante :
Du = IN ⊗ diag(ju) =
j

u−Mu . . . 0... . . . ...
0 . . . uMu
 0
. . .
0
u−Mu . . . 0... . . . ...
0 . . . uMu


,
et :
D3 = DN ⊗ Iu =
D11Iu . . . D1NIu... . . . ...
DN1Iu . . . DNNIu
 ,
où le symbole ⊗ désigne le produit de Kronecker et, Iu et IN les matrices identité
de taille 2Mu + 1 et N + 1 respectivement.
7.4.3 Opérateurs de convolution
En raison du choix des schémas de discrétisation, le produit entre deux fonctions
quelconques f(x1, x3) and g(x1, x3) est approché par une convolution numérique de
leurs coeﬃcients suivant l'axe x1 et un produit terme à terme suivant x3.Ainsi, nous
déﬁnissons l'opérateur numérique F (u,x3), associé à f(x1, x3), et qui réalise :
 un produit de convolution numérique suivant x1,
 un produit terme à terme suivant x3.
On déﬁnit au préalable les vecteurs Fj(u) correspondant aux coeﬃcients des fonc-
tions 1D f(x1, x3j ), et on construit F de la manière suivante :
F (u,x3) = diag (F1(u)...FN (u)) .
En ce qui concerne les coeﬃcients suivant la direction x2, associés aux fréquences
spatiales vm, m ∈ J−Mv,MvK, ils seront calculés séparément (on exploite ici l'inva-
riance de la pièce dans cette direction) dans un soucis de gain de mémoire physique.
Nous allons donc construire une matrice globale pour chaque valeur vm.
7.4.4 Conditions de passage et assemblage de la matrice
On présente ici l'assemblage de la matrice globale représentant l'ensemble du
problème discrétisé ainsi que le vecteur d'excitation contenant le champ rayonné
par la sonde dans une conﬁguration de référence (demi-espace plan). Rappelons au
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préalable que les inconnues recherchées dans les deux couches homogènes sont les
coeﬃcients pi+(0),γ+(0), pi+(2) et γ+(2) des décompositions modales des potentiels de
Hertz déﬁnis dans ces couches. De plus, les composantes covariantes tangentielles
(dans le système de coordonnées particulier associé) des champs inconnus dans ces
domaines sont obtenues à partir des potentiels en utilisant les opérateurs numériques
suivants (cf. Chap. 4) :
M(p)±n = −jωµp
[
−vnuψˆ(p)±n
]
,
N (p)±n = −jωµp
[
−Ajuψˆ(p)±n + Cφˆ(p)±n
]
,
O(p)±n = −jωµp
[−v2n + k2p] ψˆ(p)±n ,
P(p)±n = k2p
[
−Ajuψˆ(p)±n + Cφˆ(p)±n
]
,
Q(p)±n = −vnuψˆ(p)±n ,
R(p)±n =
[−v2n + k2p] ψˆ(p)±n ,
(7.20)
où p = 0 ou 2 dans le cas considéré ici (cf. ﬁgure 7.2).
Résumons le problème mathématique que nous souhaitons résoudre. Dans la
couche non-homogène, on recherche les valeurs des composantes tangentielles des
champs dans le domaine de Fourier pour les directions x1 et x2 et sur les points de
Chebyshev utilisés pour discrétiser l'axe x3. On a donc 4(2Mu+1)(2Mv+1)(N+1)
inconnues dans la couche homogène, qui sont stockées dans les vecteurs Eˆ1(u,x3)m,
Eˆ2(u,x
3)m, Hˆ1(u,x3)m et Hˆ2(u,x3)m, avec m = −Mv . . .Mv.
Ces champs inconnus doivent être solutions du système (7.16) dont les opéra-
teurs sont discrétisés sur la grille de calcul. Ils doivent de plus vériﬁer des conditions
de continuité au niveau des interfaces complexes aﬁn d'assurer leur unicité. Numé-
riquement, on impose donc à ces composantes de vériﬁer les équations de Maxwell
covariantes sur les N−1 surfaces d'équation x3 = x3j , j = 1 . . . N−1 (plans internes
à la couche (1)) et les conditions de continuité sur les deux interfaces d'équation
x3 = C1 et x3 = C2.
Concernant les notations utilisées, un opérateur diﬀérentiel quelconque D est
discrétisé en utilisant les opérateurs de dérivation et de convolution numériques in-
troduits ci-dessus. L'opérateur numérique obtenu sera alors noté [D], et sa restriction
aux N − 1 plans internes de la couche (1) sera noté par [D]N−11 . Cette restriction
est une matrice rectangulaire de taille (N − 1)(2Mu + 1) obtenue en ne conservant
que les (N − 1)(2Mu + 1) lignes centrales de l'opérateur total. Les lignes que l'on a
exclues forment les restrictions de cet opérateur aux deux interfaces extrêmes que
l'on note respectivement [D]0 et [D]N .
Dans les deux couches homogènes, les inconnues sont les coeﬃcients des décom-
positions modales des potentiels scalaires, γ(0)+, pi(0)+, γ(2)− et pi(2)−, qui sont au
nombre de 4(2Mu + 1)(2Mv + 1) et ils sont stockés dans les vecteurs γ
(0)+
m , pi
(0)+
m ,
γ
(2)−
m et pi
(2)−
m . De la même manière que pour les modèles dédiés aux pièces formées
de couches homogènes, les composantes tangentielles des champs sont construites
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à partir de ces coeﬃcients en utilisant les opérateurs de passage champs-potentiels
discrétisés que l'on a déjà présentés.
Ainsi, l'écriture des conditions de passage au niveau des deux interfaces conduit
à 4(2Mu+1) relations entre les coeﬃcients et les valeurs des champs sur les surfaces
d'équation x3 = C1 et x3 = C2 pour chaque valeur de vm. La discrétisation du
système (7.16), sur les N − 1 surfaces internes d'équations x3 = x3j conduit quant
à elle à (N − 1)4(2Mu + 1) relations entre les valeurs des composantes covariantes
des champs à l'intérieur de la couche non-homogène pour chaque valeur de vm. On
doit donc ajouter 4(2Mu + 1) relations indépendantes au système matriciel obtenu
comportant en tout 4(2Mu + 1)(N + 1) + 4(2Mu + 1) inconnues.
Aﬁn d'obtenir des équations supplémentaires sur les coeﬃcients des expansions
modales dans les couches homogènes, nous écrivons les équations de Maxwell cova-
riantes obtenues dans la couche non-homogène le long des deux interfaces x3 = C1
et x3 = C2 (et portant sur les seules composantes tangentielles des champs vivant
dans cette couche). Ces deux équations n'ont pas encore été utilisées : elles ont été
remplacées par les conditions de passage des composantes tangentielles le long de
ces interfaces. De plus, aﬁn d'obtenir des relations portant sur les coeﬃcients des ex-
pansions modales, nous écrirons ces équations sur les composantes tangentielles des
champs vivant dans les strates homogènes (elles doivent être égales à celles vivant
dans la strate non-homogène). En d'autres termes, nous appliquons les restrictions
aux deux interfaces x3 = C1 et x3 = C2 de l'opérateur déﬁni dans (7.16), respecti-
vement aux composantes tangentielles à l'interface supérieure du champ total dans
l'air (cette équation fait donc intervenir le champ de référence) et aux composantes
tangentielles du champ transmis dans le milieu inférieur.
Numériquement, ceci se traduit par les relations numériques suivantes :
n
(0)
11 γ
(0)+
m + n
(0)
12 pi
(0)+
m + s
(0)
1 = 0, (7.21)
n
(0)
21 γ
(0)+
m + n
(0)
22 pi
(0)+
m + s
(0)
2 = 0, (7.22)
n
(2)
11 γ
(2)−
m + n
(2)
12 pi
(2)−
m = 0, (7.23)
n
(2)
21 γ
(2)−
m + n
(2)
22 pi
(0)−
m = 0, (7.24)
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avec :
n
(0)
11 = [C]1M(0)+m + [F(σ)]1 P(0)+m ,
n
(0)
12 = [C]1N (0)+m + [F(σ)]1Q(0)+m + [D(σ, µ)]1R(0)+m ,
n
(0)
21 = [F(µ)]1M(0)+m + [D(µ, σ)]1O(0)+m + [C]1 P(0)+m ,
n
(0)
22 = [F(µ)]1N (0)+m + [C]1Q(0)+m ,
n
(2)
11 = [C]NM(2)+m + [F(σ)]N P(2)+m ,
n
(2)
12 = [C]N N (2)+m + [F(σ)]N Q(2)+m + [D(σ, µ)]N R(2)+m ,
n
(2)
21 = [F(µ)]NM(2)+m + [D(µ, σ)]N O(2)+m + [C]N P(2)+m ,
n
(2)
22 = [F(µ)]N N (2)+m + [C]N Q(2)+m ,
et
s
(0)
1 = [C]1 Eˆ(ref)1 (u, vm) + [F(σ)]1 Hˆ(ref)1 (u, vm) + [D(σ, µ)]1 Hˆ(ref)2 (u, vm),
s
(0)
2 = [F(µ)]1 Eˆ(ref)1 (u, vm) + [D(µ, σ)]1 Eˆ(ref)2 (u, vm) + [C]1 Hˆ(ref)1 (u, vm).
Ces deux dernières relations traduisent l'application de l'opérateur diﬀérentiel au
champ de référence. Elles ne font pas intervenir les inconnues et apparaîtront donc
au second membre du système matriciel à résoudre.
Finalement, nous pouvons construire 2Mv + 1 matrices carrées Zm de taille
4(2Mu + 1)(N + 2) dont la structure générale est donnée en bas de page. Ces diﬀé-
rentes matrices sont creuses.
7.5 Calcul des solutions
L'introduction du champ de référence calculé pour une géométrie présentant une
plaque plane homogène de même que précédemment conduit à la construction d'un
Zm =

n
(0)
11 n
(0)
12 0 . . . . . . . . . . . . . . . 0 0
n
(0)
21 n
(0)
22 0 . . . . . . . . . . . . . . . 0 0
M(0)+ N (0)+ −Iu . . . . . . . . . . . . . . . 0 0
0 O(0)+ − Iu . . . . . . . . . . . . . . . 0 0
P(0)+ Q(0)+ − Iu . . . . . . . . . . . . . . . 0 0
0 R(0)+ − Iu . . . . . . . . . . . . . . . 0 0
0 0 . . . 0 [σA]N−12 [B]
N−1
2 jvm [Du]
N−1
2 . . . 0 0
0 0 . . . [B]N−12 jvm [Du]
N−1
2 0 [jωµA]
N−1
2 . . . 0 0
0 0 . . . [C]N−12 0 [F(σ)]
N−1
2 [D(σ, µ)]
N−1
2 . . . 0 0
0 0 . . . [F(µ)]N−12 [D(µ, σ)]
N−1
2 [C]
N−1
2 0 . . . 0 0
0 0 . . . . . . . . . . . . . . . −Iu M(2)− N (2)−
0 0 . . . . . . . . . . . . . . . − Iu 0 O(2)−
0 0 . . . . . . . . . . . . . . . − Iu P(2)− Q(2)−
0 0 . . . . . . . . . . . . . . . − Iu 0 R(2)−
0 0 . . . . . . . . . . . . . . . 0 n
(2)
11 n
(2)
12
0 0 . . . . . . . . . . . . . . . 0 n
(2)
21 n
(2)
22

.
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second membre prenant la forme suivante :
Ym =

−s(0)1
−s(0)2
−Eˆ(ref)1 (u, vm)
−Eˆ(ref)2 (u, vm)
−Hˆ(ref)1 (u, vm)
−Hˆ(ref)2 (u, vm)
0
0
0
0
0
0
0
0
0
0

. (7.25)
Comme nous l'avons vu, les deux premières lignes sont constituées par les restrictions
de l'opérateur (7.16) aux deux interfaces appliquées au champ de référence dans l'air.
La structure choisie pour la matrice Zm conduit à la détermination d'un vecteur
inconnu Xm déﬁni par :
Xm =

γ
(0)+
m
pi
(0)+
m
E1(u, vm, x
3
1)
E2(u, vm, x
3
1)
H1(u, vm, x
3
1)
H2(u, vm, x
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. (7.26)
On résout alors 2Mv + 1 systèmes matriciels de la forme ZmXm = Ym à l'aide
d'un solveur direct. Les matrices Zm ne dépendant pas de l'excitation, il n'est pas
nécessaire de les recalculer pour un déplacement de la sonde : on construit une
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matrice d'excitation en concaténant les diﬀérents vecteurs colonnes Ym construits
pour chaque position du capteur, ce qui nous permet de calculer les solutions pour
l'ensemble des positions du capteur d'un coup.
Dans la section suivante, nous présentons la stratégie adoptée aﬁn de valider
ce modèle, ainsi que les résultats obtenus. Nous expliciteront aussi les paramètres
numériques utilisés ainsi que les temps de calcul obtenus.
7.6 Résultats et Validations
Aﬁn de valider le code développé pour traiter des conﬁgurations présentant des
gradients de conductivité (nous ne mêlerons pas ici gradient de conductivité et de
perméabilité), nous allons le comparer au résultat donné par une autre méthode
de calcul. Cependant, le logiciel commercial de calcul par éléments ﬁnis que nous
avions utilisé aﬁn de valider les codes dédiés aux pièces stratiﬁées ne m'a pas donné
satisfaction dans ce cas : j'ai rencontré des problèmes de convergence lorsque j'ai
introduit un gradient de conductivité dans la strate. Ainsi, j'ai ﬁnalement choisi de
valider ce code à l'aide de la méthode précédente que l'on utilisera aﬁn d'approcher
la couche non-homogène par une couche formée de couches homogènes très ﬁnes.
Cela revient à dire que l'on va approcher le proﬁl de conductivité par une fonction
constante par morceau : on va donc comparer une méthode d'ordre 0 à une méthode
d'ordre élevé.
Dans un premier temps, vériﬁons que cette méthode converge bien vers la so-
lution donnée par notre code hybride basé sur la méthode spectrale (et que l'on
dénotera par S-CCM dans la suite). Pour ce faire, on considère la conﬁguration
représentée en coupe sur la ﬁgure 7.5(a).
(a) Vue en coupe de la conﬁguration (b) Proﬁl de conductivité
considéré
Figure 7.5  Conﬁguration utilisée pour la validation de la méthode S-CCM.
Les dimensions sont en millimètres. La couche inférieure est considérée comme
étant un substrat et on ﬁxe sa conductivité à la dernière valeur prise par le proﬁl
de la strate non-homogène (ce qui doit être le cas dans un matériau ayant subi des
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traitements de surface). On choisit alors un proﬁl de la forme :
σ(x3) = σ0 Arctan(3(x
3 + c)/b), (7.27)
avec c et b, deux constantes que l'on ﬁxe à 0.5 mm et 1 mm, et σ0 = 2 MS/m. Ce
proﬁl particulier est représenté sur la ﬁgure 7.5(b).
Cette conﬁguration est approchée par un empilement de Nm + 1 couches homo-
gènes (en plus de l'air) aﬁn d'être traitée par le code développé pour les conﬁgura-
tions stratiﬁées à interfaces parallèles (que l'on nommera M-CCM). Dans un premier
temps, nous avons observé l'erreur entre les résultats donnés par les deux codes pour
diﬀérentes valeurs de Nm (nombre de strates approchant la strate non-homogène).
Étant donné que les deux méthodes développées calculent une perturbation par rap-
port à la même conﬁguration de référence, nous avons choisie de comparer l'erreur
relative commise sur la perturbation ∆Z de l'impédance (l'impédance de référence
étant la même pour les deux conﬁgurations). Nous avons ﬁxé le nombre de points de
collocation à N + 1 = 7 pour la méthode S-CCM, en ayant au préalable vériﬁé que
le résultat avait convergé. La formule de l'erreur relative choisie est donnée par :
ξ =
∥∥∥∥∆ZS −∆ZM∆ZS
∥∥∥∥ .
Sur la ﬁgure 7.6, nous avons tracé l'évolution de l'erreur et du temps de calcul en
fonction de Nm. On voit bien que le résultat approché par la méthode converge vers
celui obtenu lorsque l'on augmente la valeur de Nm, ce qui justiﬁe son utilisation
comme solution de référence ici. Le temps de calcul devient très vite important : il
est fortement impacté par le calcul d'un grand nombre de fonctions propres et de
matrices S, ce qui montre que cette méthode n'est pas idéale pour traiter ce genre
de conﬁguration (tout dépend en fait de la précision recherchée). En rouge, sur la
ﬁgure 7.6(b) nous avons repéré le temps de calcul obtenu avec la méthode spectrale.
(a) Évolution de l'erreur relative (b) Évolution du temps de calcul
Figure 7.6  Test de Convergence de la méthode M-CCM en fonction du nombre
de strates Nm considéré.
Nous choisissons ﬁnalement de ﬁxer Nm à une valeur de 55 et N à 7 aﬁn de
comparer les champs calculés par les deux méthodes. Les paramètres numériques
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sont ﬁxés à : Mu = Mv = 35, δx1 = δ
2
x = 0.2 mm, L1 = L2 = 50 mm, où L− 1 et L2
désignent la taille de la boîte numérique considérée suivant les directions x1 et x2
respectivement. Sur la ﬁgure 7.7, nous avons tracé le proﬁl analytique ainsi que les
approximations obtenues d'une part avec la méthode modale et d'autre part avec
une interpolation sur les polynômes de Chebychev en utilisant ces valeurs. Le tracé
du bas représente les deux erreurs.
Figure 7.7  Approximations du proﬁl de conductivité
Les paramètres numériques utilisés, ainsi que les temps de calcul sont donnés
dans les tableaux de la ﬁgure 7.8.
Paramètre Valeur
Mu 45
Mv 45
L1 50 mm
L2 50 mm
δx1 0.15 mm
δx2 0.2 mm
Nm (M − CCM) 55
N (S − CCM) 7
(a) Paramètres numériques utilisés
pour la validation.
M−CCM
Opération TCPU (s)
Calcul des modes et matrices S 3062
Calcul des coeﬃcients et de ∆Z 609
Calcul des champs dans la strate 2124
S−CCM
Calcul des modes 12
Assemblage des matrices 42
Calcul des solutions et de ∆Z 112
Calcul des champs dans la strate 12
Calcul du champ de référence et Zref 49
(b) Détail des temps de calcul pour les deux méthodes.
Figure 7.8  Paramètres numériques utilisés pour la validation du modèle stratiﬁé
non-parallèle et temps de calcul correspondants.
Nous avons volontairement choisi d'augmenter les nombres de modes pour le
calcul des champs aﬁn de s'assurer que les deux méthodes convergent bien (le cal-
cul des champs est plus sensible à ces paramètres que le calcul de l'impédance qui
est une grandeur intégrée). On note tout d'abord que la méthode modale est très
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lourde dans cette conﬁguration. En eﬀet, elle nécessite de calculer 56 matrices S ce
qui impacte le temps de calcul des éléments propres. De plus, le calcul des champs
dans la profondeur de la strate non-homogène (on a choisi de calculer les champs
sur 31 surfaces x3 = cste réparties uniformément dans cette strate) est lui aussi très
lourd pour cette méthode puisque l'on doit recalculer les coeﬃcients dans chaque
strate concernée en utilisant les matrices S intermédiaires. Cette opération est parti-
culièrement rapide pour la méthode spectrale puisque l'étape de résolution conduit
directement à la détermination des champs sur les points de collocation : ils sont
ensuite interpolés sur les points souhaités à l'aide des fonctions cardinales déjà pré-
sentées.
Sur les ﬁgures 7.9 et 7.10 nous avons représenté, de même que précédemment, les
cartographies des composantes covariantes des champs électriques et magnétiques
calculées sur l'interface supérieure. Ces ﬁgures montrent un très bon accord. Comme
nous l'avons dit, nous avons aussi calculé les champs sur des plans en profondeur dans
la strate non-homogène puisque leur variation dans cette direction est particulière-
ment dépendante du proﬁl de conductivité. Les résultats obtenus sont représentés
sur les ﬁgures 7.11 et 7.12. Sur la première, nous avons représenté les extractions de
certaines composantes dans des plans d'équation x1 = cste. Les deux premières car-
tographies de chaque sous image représentent le module de la composante calculée
par la méthode spectrale en haut et par la méthode modale en dessous. La troisième
cartographie représente la diﬀérence de ces deux modules.
Sur la ﬁgure 7.12, nous avons représenté de façon analogue les diﬀérentes com-
posantes dans des plans x2 = cste cette fois-ci.
Tous ces résultats montrent un très bon accord des deux approches, les erreurs
relatives restant faibles (elles sont de l'ordre de 1%) et nous avons montré que
l'on pouvait encore les réduire en augmentant le nombre de strates utilisé pour la
méthode modale (ceci conduirait cependant à des temps de calcul très importants
pour cette méthode).
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(a) Cartographie de E1
(b) Cartographie de E2
(c) Cartographie de E3
Figure 7.9  Comparaison des parties réelles et imaginaires des composantes cova-
riantes du champ électrique calculées sur l'interface x3 = 0 mm.
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(a) Cartographie de H1
(b) Cartographie de H2
(c) Cartographie de H3
Figure 7.10  Comparaison des parties réelles et imaginaires des composantes co-
variantes du champ magnétique calculées sur l'interface x3 = 0 mm.
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(a) Vue en coupe de E1 (plan x1 = 0) (b) Vue en coupe de E3 (plan x1 = 2 mm)
(c) Vue en coupe de H2 (plan x1 = 0) (d) Vue en coupe de H3 (plan x1 = 0)
Figure 7.11  Extraction des composantes dans des plans x1 = cste, visualisation
dans la strate non-homogène. Pour chaque ﬁgure : en haut est représenté le résultat
S − CCM , en dessous le résultat M − CCM et en bas la diﬀérence des deux.
(a) Vue en coupe de E2 (plan x2 = 0) (b) Vue en coupe de E3 (plan x2 = 2)
(c) Vue en coupe de H1 (plan x2 = 0) (d) Vue en coupe de H3 (plan x2 = 0)
Figure 7.12  Extraction des composantes dans des plans x2 = cste, visualisation
dans la strate non-homogène. Pour chaque ﬁgure : en haut est représenté le résultat
S − CCM , en dessous le résultat M − CCM et en bas la diﬀérence des deux.
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7.7 Conclusion
Nous avons présenté ici le modèle développé aﬁn de calculer la réponse d'une
sonde et les champs induits par celle-ci lors du contrôle d'une pièce complexe (ex-
trudée) présentant un gradient de conductivité dans la profondeur. Il est clair que la
méthode modale précédemment développée peut donner une approximation ﬁdèle
de ce cas à l'ordre 0 en considérant un nombre de strates suﬃsant. Néanmoins, le
calcul devient alors très lourd : il faut un grand nombre de strates pour obtenir une
précision suﬃsante.
La méthode hybride (obtenue par un couplage de la méthode modale précédente
et d'une approche pseudo-spectrale) présentée ici s'appuie quant à elle sur le même
formalisme des équations de Maxwell dans les domaines homogènes (air et substrat
par exemple). Les équations régissant le comportement des champs dans la zone
non-homogène sont discrétisées par une méthode numérique d'ordre élevé présentant
une convergence très rapide (méthode pseudo-spectrale de Chebyshev) et les deux
formalismes sont couplés par l'application des conditions de passage des champs aux
deux interfaces séparant les milieux homogènes de la strate non-homogène.
Nous avons validé ce modèle en utilisant le cas limite de la méthode modale
précédente et nous avons montré qu'elle était beaucoup plus adaptée à ce type de
conﬁguration. Nous avons choisi un proﬁl de conductivité arbitraire (en arc tangente)
pour la validation mais n'importe quel forme de proﬁl de conductivité peut être
considéré. Cependant, plus les variations du proﬁl seront importantes et plus l'ordre
choisi pour la méthode devra être important.

Conclusions et Perspectives
Conclusions
Au cours de cette thèse, j'ai développé des codes de simulation aﬁn de calculer les
champs induits par un capteur inductif 3D dans une pièce conductrice de géométrie
et/ou de propriétés physiques complexes.
Le premier code développé permet de calculer les champs réﬂéchis et transmis
ainsi que la réponse (impédance) d'un capteur éclairant des pièces extrudées présen-
tant des interfaces complexes. Il répond tout d'abord à un besoin industriel puisqu'il
permet de simuler la réponse d'un capteur lors du contrôle de pièces présentant une
surface ondulée, situation rencontrée lors du procédé de coulée continue présenté
dans l'introduction de ce manuscrit. Il a été validé expérimentalement et numérique-
ment et je l'ai intégré à une version de développement de la plateforme de simulation
CIVA développée au CEA LIST qui a été livrée à la société Arcelor Mittal dans le
cadre du projet européen SIMPOSIUM [sim ]. En outre, il permet un calcul complet
des champs électromagnétiques dans des conﬁgurations plus complexes où les pièces
sont formées de plusieurs interfaces irrégulières et non-parallèles. Les temps de cal-
cul obtenus sont très faibles en comparaison des méthodes numériques classiques.
Ce code constitue donc une extension des méthodes semi-analytiques de calcul de
champ actuelles et une première étape charnière (calcul du champ primaire) en vue
du calcul de la simulation de la réponse d'une pièce complexe comportant un défaut
par une méthode de type intégrale de volume (VIE).
Le deuxième code de simulation que j'ai développé repose sur un couplage entre
le formalisme en potentiels vecteurs du second ordre généralisé aux systèmes de
coordonnées non-orthogonaux et une méthode numérique d'ordre élevé présentant
une convergence rapide. Il permet de calculer les champs induits par une source
électromagnétique 3D dans des pièces présentant des interfaces complexes ainsi que
des gradients de conductivité et/ou de perméabilité. Les résultats obtenus ont été
comparés à ceux donnés par le code précédemment développé que l'on a utilisé pour
approcher un proﬁl de conductivité par une fonction constante par morceaux. Ce
code permet de traiter de façon eﬃcace des conﬁgurations de contrôle impliquant
des pièces comportant des propriétés physiques et géométriques complexes et peut
donc être utilisé aﬁn de prendre en compte l'inﬂuence de l'état de surface de la pièce
lors des processus de caractérisation des matériaux par inversion.
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Perspectives
Les codes de simulation que j'ai développé traitent des conﬁgurations extrudées
(ou 2D1/2), qui correspondent à un besoin industriel. Cette particularité des conﬁ-
gurations traitées est exploitée dans l'implémentation du code, ce qui contribue à
son eﬃcacité (mémoire et temps de calcul).
Néanmoins, le formalisme particulier introduit aﬁn de développer ces codes per-
met de traiter le cas d'une pièce présentant un proﬁl variant suivant deux directions.
En eﬀet, les calculs tensoriels présentés dans le chapitre 4 peuvent tout à fait être
généralisés à une interface décrite par une équation du type z = α(x, y). Nous avons
eﬀectué cette généralisation et nous en présentons ici les étapes principales ainsi que
les expressions qui en découlent.
Dans ce cas, la transformation associée (cf. Annexe A) présente une métrique
dépendant des deux coordonnées puisque l'on a :
gij = (G)ij , avec G =
1 + (∂1α)2 (∂1α)(∂2α) (∂1α)(∂1α)(∂2α) 1 + (∂2α)2 (∂2α)
(∂1α) (∂2α) 1
 . (7.28)
Ici, seule la décomposition suivant e3 reste valable puisqueG dépend à la fois de x1 et
x2. Le même raisonnement que celui appliqué dans le cas d'une interface extrudée
suivant la direction x2 conduit alors à des relations champs-potentiels prenant la
forme suivante, où l'on a posé ∂1α = α˙1 et ∂2α = α˙2 :
E1 = −jωµ
[
(α˙2∂3 − ∂2)Π′′ + (∂3∂1 + α˙1k2)Γ′′], (7.29)
E2 = −jωµ
[
(∂3∂2 + α˙2k
2)Γ′′ + (∂1 − α˙1∂3)Π′′
]
, (7.30)
E3 = −jωµ(∂23 + k2)Γ′′, (7.31)
H1 = (∂1∂3 + α˙1k
2)Π′′ − k2(∂2 − α˙2∂3)Γ′′, (7.32)
H2 = (∂3∂2 + k
2α˙2)Π
′′ + k2(∂1 − α˙1∂3)Γ′′, (7.33)
H3 = (∂
2
3 + k
2)Π′′. (7.34)
Les potentiels Γ′′ et Π′′ vériﬁent toujours l'équation (∆ + k2). = 0 où l'opérateur de
Laplace-Beltrami s'écrit alors sous la forme :
∆ ≡ ∂21 + ∂22 + (1 + α˙22 + α˙21)∂23 − (α˙1∂1 + ∂1α˙1 + α˙2∂2 + ∂2α˙2)∂3. (7.35)
L'implémentation d'un code de simulation reposant sur ce formalisme et sur la
même stratégie de discrétisation que celle adoptée pour traiter des géométries ex-
trudées (cf. 4) conduit alors à la construction de matrices de convolution à deux
dimensions. En eﬀet, il est clair que la dépendance en x2 du proﬁl géométrique ne
permet plus de traiter le problème de façon séquentielle comme nous l'avions fait.
En d'autres termes, le calcul numérique des éléments propres de cet opérateur de
Laplace-Beltrami doit être eﬀectué en une seule étape qui consiste en la recherche
des vecteurs propres et valeurs propres d'une matrice de taille (2Mu + 1)(2Mv + 1).
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D'un point de vue pratique, il est donc nécessaire ici de construire des matrices de
convolution 2D. En outre, la détermination des coeﬃcients des expansions modales
doit elle aussi être eﬀectuée en une seule opération qui consiste en la résolution d'un
système matriciel de taille 4(2Mu + 1)(2Mv + 1). Cette opération peut s'avérer très
lourde si le nombre de modes est important.
Nous avons vu que ce nombre de modes correspond exactement au nombre de
fonctions exponentielles (ou de fréquences spatiales discrètes) que l'on ﬁxe aﬁn de
représenter les solutions. Il constitue donc le paramètre numérique principal de cette
méthode de résolution et dépend fortement des autres paramètres numériques qu'il
faut choisir : la résolution spatiale et la taille du domaine numérique. Nous avions
vu également que ces derniers paramètres devaient être choisis aﬁn d'assurer une
bonne représentation du proﬁl géométrique ainsi que du champ de référence. L'incon-
vénient est alors que plus la fréquence est faible et plus l'expansion de ce champ est
importante : il faut alors augmenter la taille du domaine numérique ce qui conduit
à une augmentation du nombre de modes nécessaires et donc à une baisse des per-
formances. De plus, il est clair qu'un nombre de modes important est nécessaire aﬁn
de représenter des proﬁls présentant de forte variations, ainsi que leur dérivée. Il
serait alors très intéressant d'utiliser une autre base de fonctions aﬁn de représenter
les solutions. On peut penser par exemple à discrétiser les équations à l'aide d'une
méthode de Galerkin basée sur l'utilisation de B-Splines, qui permettrait certaine-
ment une réduction de la taille des systèmes matriciels.
Comme nous l'avons dit, le code de simulation développé constitue la première
étape (calcul du champ primaire) du calcul de la réponse d'un capteur durant le
contrôle d'une pièce complexe présentant un défaut par une méthode de type inté-
grale de volume. L'étape suivante nécessite la connaissance de la dyade de Green
associée à une pièce de géométrie complexe. Il pourrait alors être intéressant de cal-
culer numériquement cette dyade en résolvant le problème en remplaçant la source
3D par un point source enfoui dans la pièce. Une autre solution qui mérite d'être
explorée consiste à généraliser à un système de coordonnées non-orthogonales le cal-
cul de la dyade de Green associée à un demi-espace décrit dans [Bowler 1987] (de
la même manière que nous l'avons fait pour le formalisme en potentiel vecteur du
second ordre).

Annexe A
Notions d'algèbre vectorielle et
tensorielle
Nous présentons ici les notions algébriques nécessaires à l'écriture des équations
de Maxwell dans un repère non-orthogonal. Cette annexe s'inspire très largement
du cours d'algèbre tensorielle de J Garrigues [Garrigues ]. Nous en avons extrait
les éléments nécessaires au développement du formalisme en potentiels vecteurs du
second ordre dans des systèmes de coordonnées curvilignes non-orthogonaux.
A.1 Espace vectoriel et espace dual
On se place dans un espace vectoriel E de dimension n sur un corps K, dont les
vecteurs de base sont notés ei. Un élément quelconque x de E s'écrira donc sous la
forme :
x = x1e1 + ...+ x
nen,
ou plus simplement, en utilisant la convention de sommation d'Einstein qui sera
utilisée dans toute la suite :
x = xiei.
On peut alors déﬁnir l'espace dual de E (noté E∗) et représentant l'ensemble
des formes linéaires u de E dans K qui satisfont aux conditions suivantes :
∀x ∈ E,∀y ∈ E,∀λ ∈ K, u(λx + y) = λu(x) + u(y).
Considérons maintenant les éléments particuliers de E∗ que l'on notera ei et qui
sont déﬁnis sous la forme suivante :
∀x ∈ E/ x = xiei, ei(x) = xi.
En d'autres termes, les ei sont les formes linéaires sur E qui à tout vecteur x de
E associent sa ième coordonnée dans la base des ei.
Par déﬁnition, ces éléments particuliers ei de E∗ sont associés aux éléments ei
de E. Ils sont au nombre de n et vériﬁent :
ej(ei) = δ
j
i =
{
1 si i = j
0 sinon
On montre alors qu'ils forment une base de E∗, généralement appelée  base
duale de la base des ei. E∗ est donc de dimension n.
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A.2 Covariance et Contravariance
Déﬁnissons maintenant une nouvelle base de E que l'on notera e′i et qui se déduit
de la précédente par les relations linéaires :
e′j = B
i
jei et ei = A
j
ie
′
j , (A.1)
où Bij et A
j
i forment des matrices inverses l'une de l'autre.
Les bases duales de ces deux bases se déduisent alors l'une de l'autre par des
relations analogues mais en inversant les deux matrices mises en jeu, i.e :
ej
′
= Ajie
i et ei = Bije
j′ . (A.2)
Ceci se montre aisément en considérant un vecteur quelconque x de E et en
écrivant que :
ej
′
(x) = ej
′
(xiei) = e
j′(Aike
′
k)x
i = Aike
j′(e′k)x
i = Aikδ
j
kx
i = Ajix
i.
Or, on a xi = ei(x) par déﬁnition. Comme l'égalité est vériﬁée quelque soit x,
on a donc montré la première relation de (A.5). La seconde se démontre de manière
analogue.
Si on considère maintenant deux éléments quelconques : l'un de E (noté x) et
l'autre de E∗ (noté x), et que l'on déﬁnit leurs coordonnées respectives dans les
diﬀérentes bases considérées comme suit :{
u = xiei = x
i′ej′ ,
x = xie
i = x′ie
i′ ,
on montre en réinjectant les diﬀérentes expressions de changement de base dans
les expressions précédentes que l'on a :{
xi = Bijx
j′
xj
′
= Ajix
i et
{
xi = A
j
ix
′
j
x′j = B
i
jxi
(A.3)
Où l'on voit que les composantes de x évoluent dans le même  sens que les
vecteurs de base de E. On dit qu'elles évoluent de façon  covariante par rapport
à ces vecteurs. Inversement, les composantes de x évoluent dans le sens contraire
des vecteurs de base de E. On dit qu'elles évoluent de façon  contravariante par
rapport à ces vecteurs.
A.3 Cas des espaces euclidiens
Lorsque E a une structure d'espace Euclidien, on peut déﬁnir dans cet espace
une loi de composition interne appelée  produit scalaire  notée  .  et faisant
correspondre à tout couple de vecteur x et y un élément du corps K = < (corps des
réels pour un espace euclidien).
Ce produit scalaire satisfait de plus les conditions suivantes :
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 ∀x ∈ E,∀y ∈ E,x.y = y.x
 ∀λ ∈ <,∀x ∈ E,∀y ∈ E, (λx) .y = λ (y.x)
 ∀x ∈ E,∀y ∈ E,∀z ∈ E,x.(y+ z) = x.y+ x.z
 si x 6= 0, alors x.x > 0.
Le caractère euclidien de E (ou même pré-euclidien le cas échéant) a une consé-
quence importante sur E∗. En eﬀet, chaque élément ei de E∗ est une forme linéaire
de E dans <. On a donc : ∀x ∈ E, ei(x) = ei.x où les ei s'obtiennent par la
déﬁnition :
ei(ej) = δ
i
j = e
i.ej .
On vient donc de montrer que les ei sont des éléments de E orthogonaux aux ej
et qu'ils forment donc une autre base de E. Ainsi, la base des ei sera nommée base
covariante et la base des ej sera la base contravariante (à ne pas confondre avec les
composantes covariantes et contravariantes qui seront présentées ci-après) et on
peut écrire un vecteur x ∈ E sous la forme :
x = xiei = xje
j
ce qui permet de remplacer les éléments de E∗ par leur correspondant dans E
et donc de ne travailler que dans l'espace E. La base des ei sera aussi appelée base
duale de la base des ei.
A.4 Coordonnées covariantes et contravariantes d'un vec-
teur
On a donc montré que tout vecteur x appartenant à un espace vectoriel E
euclidien était déﬁni de manière équivalente par la donnée de ses composantes dans
une base de E et par ses composantes dans la base duale associée. On a vu de plus
(cf. (A.6)) que les premières évoluent de façon contravariante par un changement
de base, alors que les seconde évoluaient de façon covariantes. Elles seront donc
nommées respectivement les composantes contravariantes et covariantes du vecteur
x par analogie avec les vecteurs de base.
En conclusion, les composantes contravariantes d'un vecteur x sont ses compo-
santes "naturelles", associées aux vecteurs de base de l'espace vectoriel considéré.
Elles sont communément notées avec un indice en haut de telle sorte que l'on ait :
x = xiei.
Les composantes covariantes de x correspondent aux produit scalaire de x avec
la base de E considérée (xi = x.ei) et sont aussi les coordonnées du vecteur dans la
base duale. Elles sont notées avec un indice en bas :
x = xie
i.
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A.5 Notions d'algèbre vectorielle
Nous présentons ici les notions algébriques nécessaires à l'écriture des équations
de Maxwell dans un repère non-orthogonal.
A.5.1 Espace vectoriel et espace dual
On se place dans un espace vectoriel E de dimension n sur un corps K, dont les
vecteurs de base sont notés ei. Un élément quelconque x de E s'écrira donc sous la
forme :
x = x1e1 + ...+ x
nen,
ou plus simplement, en utilisant la convention de sommation d'Einstein qui sera
utilisée dans toute la suite :
x = xiei.
On peut alors déﬁnir l'espace dual de E (noté E∗) et représentant l'ensemble
des formes linéaires u de E dans K qui satisfont aux conditions suivantes :
∀x ∈ E,∀y ∈ E,∀λ ∈ K, u(λx + y) = λu(x) + u(y).
Considérons maintenant les éléments particuliers de E∗ que l'on notera ei et qui
sont déﬁnis sous la forme suivante :
∀x ∈ E/ x = xiei, ei(x) = xi.
En d'autres termes, les ei sont les formes linéaires sur E qui à tout vecteur x de
E associent sa ième coordonnée dans la base des ei.
Par déﬁnition, ces éléments particuliers ei de E∗ sont associés aux éléments ei
de E. Ils sont au nombre de n et vériﬁent :
ej(ei) = δ
j
i =
{
1 si i = j
0 sinon
On montre alors qu'ils forment une base de E∗, généralement appelée  base
duale de la base des ei. E∗ est donc de dimension n.
A.5.2 Covariance et Contravariance
Déﬁnissons maintenant une nouvelle base de E que l'on notera e′i et qui se déduit
de la précédente par les relations linéaires :
e′j = B
i
jei et ei = A
j
ie
′
j , (A.4)
où Bij et A
j
i forment des matrices inverses l'une de l'autre.
Les bases duales de ces deux bases se déduisent alors l'une de l'autre par des
relations analogues mais en inversant les deux matrices mises en jeu, i.e :
ej
′
= Ajie
i et ei = Bije
j′ . (A.5)
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Ceci se montre aisément en considérant un vecteur quelconque x de E et en
écrivant que :
ej
′
(x) = ej
′
(xiei) = e
j′(Aike
′
k)x
i = Aike
j′(e′k)x
i = Aikδ
j
kx
i = Ajix
i.
Or, on a xi = ei(x) par déﬁnition. Comme l'égalité est vériﬁée quelque soit x,
on a donc montré la première relation de (A.5). La seconde se démontre de manière
analogue.
Si on considère maintenant deux éléments quelconques : l'un de E (noté x) et
l'autre de E∗ (noté x), et que l'on déﬁnit leurs coordonnées respectives dans les
diﬀérentes bases considérées comme suit :{
u = xiei = x
i′ej′ ,
x = xie
i = x′ie
i′ ,
on montre en réinjectant les diﬀérentes expressions de changement de base dans
les expressions précédentes que l'on a :{
xi = Bijx
j′
xj
′
= Ajix
i et
{
xi = A
j
ix
′
j
x′j = B
i
jxi
(A.6)
Où l'on voit que les composantes de x évoluent dans le même  sens que les
vecteurs de base de E. On dit qu'elles évoluent de façon  covariante par rapport
à ces vecteurs. Inversement, les composantes de x évoluent dans le sens contraire
des vecteurs de base de E. On dit qu'elles évoluent de façon  contravariante par
rapport à ces vecteurs.
A.5.3 Cas des espaces euclidiens
Lorsque E a une structure d'espace Euclidien, on peut déﬁnir dans cet espace
une loi de composition interne appelée  produit scalaire  notée  .  et faisant
correspondre à tout couple de vecteur x et y un élément du corps K = < (corps des
réels pour un espace euclidien).
Ce produit scalaire satisfait de plus les conditions suivantes :
 ∀x ∈ E,∀y ∈ E,x.y = y.x
 ∀λ ∈ <,∀x ∈ E,∀y ∈ E, (λx) .y = λ (y.x)
 ∀x ∈ E,∀y ∈ E,∀z ∈ E,x.(y+ z) = x.y+ x.z
 si x 6= 0, alors x.x > 0.
Le caractère euclidien de E (ou même pré-euclidien le cas échéant) a une consé-
quence importante sur E∗. En eﬀet, chaque élément ei de E∗ est une forme linéaire
de E dans <. On a donc : ∀x ∈ E, ei(x) = ei.x où les ei s'obtiennent par la
déﬁnition :
ei(ej) = δ
i
j = e
i.ej .
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On vient donc de montrer que les ei sont des éléments de E orthogonaux aux ej
et qu'ils forment donc une autre base de E. Ainsi, la base des ei sera nommée base
covariante et la base des ej sera la base contravariante (à ne pas confondre avec les
composantes covariantes et contravariantes qui seront présentées ci-après) et on
peut écrire un vecteur x ∈ E sous la forme :
x = xiei = xje
j
ce qui permet de remplacer les éléments de E∗ par leur correspondant dans E
et donc de ne travailler que dans l'espace E. La base des ei sera aussi appelée base
duale de la base des ei.
A.5.4 Coordonnées covariantes et contravariantes d'un vecteur
On a donc montré que tout vecteur x appartenant à un espace vectoriel E
euclidien était déﬁni de manière équivalente par la donnée de ses composantes dans
une base de E et par ses composantes dans la base duale associée. On a vu de plus
(cf. (A.6)) que les premières évoluent de façon contravariante par un changement
de base, alors que les seconde évoluaient de façon covariantes. Elles seront donc
nommées respectivement les composantes contravariantes et covariantes du vecteur
x par analogie avec les vecteurs de base.
En conclusion, les composantes contravariantes d'un vecteur x sont ses compo-
santes "naturelles", associées aux vecteurs de base de l'espace vectoriel considéré.
Elles sont communément notées avec un indice en haut de telle sorte que l'on ait :
x = xiei.
Les composantes covariantes de x correspondent aux produit scalaire de x avec
la base de E considérée (xi = x.ei) et sont aussi les coordonnées du vecteur dans la
base duale. Elles sont notées avec un indice en bas :
x = xie
i.
A.6 Notions d'algèbre tensorielle
On se limitera ici au cas des espaces vectoriels euclidiens et l'on se placera di-
rectement dans un R-espace vectoriel euclidien de dimension n.
A.6.1 Déﬁnition
Un tenseur T d'ordre p est une application p-linéaire de Ep dans R.
La p-linéarité signiﬁe que T est linéaire par rapport aux p vecteurs auquel il
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s'applique :
∀xp ∈ Ep et x′k ∈ E,
T (x1, . . . ,xk + x
′
k, . . . ,xp) = T (x1, . . . ,xk, . . . ,xp) + T (x1, . . . ,x
′
k, . . . ,xp)
et
∀λ ∈ R, T (x1, . . . , λxk, . . . ,xp) = λT (x1, . . . ,xk, . . . ,xp). (A.7)
A.6.2 Composantes d'un tenseur
Comme nous allons le voir, un tenseur peut être représenté par diﬀérentes com-
posantes traduisant l'action de cette forme p-linéaire sur les vecteurs de l'espace de
E. Aﬁn d'illustrer ceci, prenons le cas d'un tenseur T d'ordre 3. Considérons ensuite
trois vecteurs quelconques de E que l'on notera x, y et z. On a vu que ces vecteurs
pouvaient s'écrire dans une base covariante {ei}i=1,...,n de E de la façon suivante :
x = xiei, y = y
jej , et z = z
kek, i, j, k = 1, . . . , n.
Comme T est trilinéaire, on a :
T (x,y, z) = T (ei, ej , ek)x
iyjzk.
On déﬁnit alors les nombres Tijk = T (ei, ej , ek) qui sont appelés les composantes
123-covariantes du tenseur T et qui sont au nombre de n3.
Si on est capable de calculer ces composantes, on peut alors calculer l'image de
tout triplet de vecteurs de E par T , puisque l'on a :
∀ x,y, z ∈ E, T (x,y, z) = Tijkxiyjzk.
De plus, on peut par exemple déﬁnir les composantes 12-covariantes et 3-contravariantes
de T qui sont déﬁnies par T kij = T (ei, ej , e
k). On voit qu'il existe alors 23 types de
composantes pour un tenseur d'ordre 3 et pour une base de E (associée à sa base
duale). De façon générale, un tenseur d'ordre p possède 2p types de composantes
diﬀérentes pour une seule base de E.
A.6.3 Produit contracté simple de tenseurs
On se limite ici à une présentation du produit contracté simple (un produit
contracté double peut aussi être déﬁni) puisque nous l'utiliserons de façon intensive
dans la suite aﬁn de parvenir à un formalisme compact des équations de Maxwell
covariantes.
Le produit contracté simple de deux tenseurs P et Q d'ordres p et q se note
R = P .Q de même que le produit scalaire sur les vecteurs. Ses composantes
sont déﬁnies en sommant sur les composantes de premier indice de Q et sur les
composantes de premier indice de P :
Ri1...ip−1j2...jq = Pi1...ip−1kQ
k
j2...jq . (A.8)
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Le résultat est donc un tenseur d'ordre p+ q − 2.
Voyons maintenant le cas particulier qui nous intéresse. Notons tout d'abord
qu'un vecteur v de E constitue un tenseur d'ordre 1. En eﬀet, on peut déﬁnir
l'application linéaire qui à tout vecteur u de E associe sont produit scalaire avec v :
v : x ∈ E → v(x) = v.x. (A.9)
Considérons maintenant un tenseur S d'ordre 2. Par déﬁnition, le produit contracté
de S et v est un tenseur d'ordre 1 (donc un vecteur) déﬁni comme ceci :
S.v : ∀x ∈ E, (S.v)(x) = Sijvjxi. (A.10)
Il apparaît alors clair que le produit contracté simple de tenseurs est une géné-
ralisation du produit matriciel.
A.6.4 Le tenseur métrique
Le tenseur métrique est le tenseur G d'ordre deux déﬁni par :
G : x,y ∈ E × E, → G(x,y) = x.y, (A.11)
où  . désigne le produit scalaire sur les éléments de E déﬁni dans la section A.5.3
qui est bien une forme bilinéaire sur R.
Ce tenseur étant d'ordre 2, il possède 4 types de composantes :
gij = G(ei, ej) g
j
i = G(ei, e
j) = δji ,
gij = G(ei, ej) gij = G(ei, e
j) = δij .
(A.12)
Puisque le produit scalaire est commutatif, on voit directement que ce tenseur est
symétrique.
De plus, on peut montrer directement que le tenseur métrique est l'élément
neutre du produit tensoriel contracté simple. En eﬀet, on a :
∀ x ∈ E, (G.x) : ∀y ∈ E → (G.x)(y) = gixjyi = δixjyi = xiyi = x.y. (A.13)
Ceci peut être facilement généralisé à tout tenseur T d'ordre >1 : G.T = T .G = T .
Cette propriété du tenseur métrique nous permet d'exprimer les composantes
covariantes d'un vecteur quelconque en fonction de ses coordonnées contravariantes.
En eﬀet, si l'on considère un vecteur x = xiei = xiei, on a :
G.x = gijxjei = x = x
iei et G.x = gijx
jei = x = xie
i, (A.14)
d'où l'on tire par identiﬁcation xi = gijxj et inversement, xi = gijxj . En particulier,
on peut donc exprimer les vecteurs de la base contravariante en fonction de ceux de
la base covariante et l'on a :
ei = gije
j et ei = gijej . (A.15)
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A.6.5 Changement de coordonnées : repère naturel
On se place ici dans R3, muni de sa base canonique (que l'on notera E1, E2 et
E3), d'une origine O et du produit scalaire canonique.
Nous nous intéressons ici à un système de coordonnées (xi) associées à un
point M de E et décrivant le vecteur position de M par rapport à l'origine O,
i.e. OM = x = XiEi.
Considérons la transformation qui associe au système de coordonnées (X1, X2, X3)
un nouveau système de coordonnées (x1, x2, x3) de l'espace tel que l'on ait :
X1 = f1(x1, x2, x3)
X2 = f2(x1, x2, x3)
X3 = f3(x1, x2, x3),
où les f i sont des fonctions continûment dérivables et inversibles.
On appelle base naturelle du changement de base déﬁni par les fonctions f i, les
trois vecteurs (e1, e2 et e3) déﬁnis par
dOM = dxiei, (A.16)
c'est-à-dire qu'une variation inﬁnitésimale du vecteur position de M doit être égale
à la somme des variations inﬁnitésimale de ses nouvelles coordonnées portées par
les vecteurs de base que l'on recherche. Il vient alors immédiatement que l'on a :
ei =
∂OM
∂xi
. (A.17)
Les ei ne formant pas une base orthonormée dans le cas général, on peut donc
déﬁnir une base duale diﬀérente ei et un tenseur métrique G non trivial. Comme le
stipule la déﬁnition des vecteurs de la base covariante, celle-ci dépend de la position
du point M. Donc le tenseur métrique dépend lui aussi du point M : il s'agit alors
d'un champ de tenseurs, noté G(M). Aﬁn de calculer ses composantes covariantes,
exprimons les vecteurs de base.
Pour ce faire, on exprime la matrice jacobienne du changement de base, déﬁnie
par :
J(M) =

∂X1
∂x1
∂X1
∂x2
∂X1
∂x3
∂X2
∂x1
∂X2
∂x2
∂X2
∂x3
∂X3
∂x1
∂X3
∂x2
∂X3
∂x3
 . (A.18)
Par commodité, la dérivée partielle par rapport à la composante contravariante
xi du vecteur OM sera écrite ∂i et les dépendances en xi n'apparaîtront plus ex-
plicitement si il n'y a pas de risque d'ambiguité. On obtient donc :
J(M) =
∂1f1 ∂2f1 ∂3f1∂1f2 ∂2f2 ∂3f2
∂1f
3 ∂2f
3 ∂3f
3
 . (A.19)
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A.7 Surfaces
Dans le cadre de nos travaux, nous nous intéressons tout particulièrement aux
conducteurs présentant une surface complexe. On considèrera dans un premier temps
un demi-espace présentant une conductivité σ non-nulle et dont la frontière avec l'air
présente une équation du type X3 = a(X1, X2) dans le repère cartésien, a étant une
fonction C1 au minimum.
Figure A.1  Exemple de surface complexe considérée : surface inﬁnie dans les
direction X1 et X2 et d'équation de la forme X3 = a(X1, X2) qui sépare le milieu
conducteur de l'air.
Dans ce cas, on recherche un nouveau système de coordonnées (x1, x2, x3) aﬁn
de se ramener à une équation de la surface du type xk = cste, où k = 1, 2 ou 3.
Ceci permet en eﬀet de simpliﬁer la description de l'interface air-conducteur condui-
sant à une écriture très naturelle des conditions de passage à travers la surface des
grandeurs physiques que l'on souhaite calculer dans tout l'espace (dans notre cas, il
s'agit des champs électromagnétiques).
On choisit donc le changement de base suivant :

X1 = x1
X2 = x2
X3 = x3 + a(x1, x2)
, (A.20)
où il apparaît bien que l'équation de la surface s'écrit x3 = 0.
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On construit alors la matrice jacobienne de ce changement de base, qui s'écrit :
J =
 1 0 00 1 0
∂1a ∂2a 1
 , (A.21)
dont le déterminant est ∆ = 1 et qui nous permet de déterminer les composantes
des vecteurs de la base naturelle dans la base canonique. En eﬀet, par déﬁnition de
la base naturelle, on a directement :
ei =
(
JT
)
ij
Ej , (A.22)
où l'indice T désigne l'opération de transposition. On obtient donc les trois vecteurs
de base covariante déﬁnis par :
e1 = E1 + (∂1a)E3
e2 = E2 + (∂2a)E3
e3 = E3
(A.23)
On peut alors construire les composantes covariantes du tenseur métrique au point
M, que l'on représente sous forme matricielles :
gij = (ei.ej)⇒ gij = (G)ij , avec G =
1 + (∂1a)2 (∂1a)(∂2a) (∂1a)(∂1a)(∂2a) 1 + (∂2a)2 (∂2a)
(∂1a) (∂2a) 1
 . (A.24)
Le déterminant de cette matrice est g = 1 dans ce cas particulier. On remarque
aussi que gij =
(
JTJ
)
ij
, qui est donc une autre façon de construire les composantes
du tenseur métrique, et on vériﬁe que g = ∆2 = 1.
Pour calculer les composantes contravariantes du tenseur métrique, on utilise le
fait qu'il soit l'élément neutre du produit tensoriel contracté simple. En particulier,
on peut donc écrire :
G.G = G⇒ gikgkj = gij = δij , (A.25)
où il apparaît directement que la matrice formée par les composantes contravariantes
est l'inverse de celle formée par les composantes covariantes.
On a donc :
gij =
(
G−1
)
ij
, avec G−1 = g−1
g22g33 − g23g32 g13g32 − g12g33 g12g23 − g13g22g31g23 − g21g33 g11g33 − g13g31 g13g21 − g11g23
g21g32 − g31g22 g31g12 − g11g32 g11g22 − g12g21
 ,
soit ﬁnalement :
G−1 =
 1 0 −∂1a0 1 −∂2a
−∂1a −∂2a 1 + (∂1a)2 + (∂2a)2
 . (A.26)
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Figure A.2  Illustration en 3D des bases covariantes et contravariantes d'un repère
naturel. On considère ici une surface d'équation x3 = cste dans la base naturelle. Le
plan (P) est le plan tangent à la surface au point M .
On peut donc ﬁnalement construire la base duale du repère naturel :
ei = gijej ⇒

e1 = e1 − (∂1a) e3 = E1,
e2 = e2 − (∂2a) e3 = E2,
e3 = − (∂1a) e1 − (∂1a) e2 + (1 + (∂1a)2 + (∂2a)2)e3
= E3 − (∂1a)E1 − (∂2a)E2.
(A.27)
Remarque : Nous avons ici utilisé des matrices 3× 3 (G et G−1) aﬁn de stocker
les composantes covariantes et contravariantes du tenseur métrique associé à la base
naturelle du changement de coordonnées que nous avons considéré. Cette représen-
tation matricielle va nous permettre dans la suite de développer une formulation
compacte des équations physiques de notre problème. En eﬀet, nous avons déjà vu
qu'un vecteur v était un tenseur d'ordre un et que G.v = v.
Ainsi, si l'on stocke les composantes covariantes de v associées à la base naturelle
du point courant dans une matrice de dimension 3 × 1 que l'on notera v•, et ses
composantes contravariantes correspondantes dans une matrice de même dimension
que l'on notera v•, on a la relation matricielle : v• = Gv•. Ceci revient à dire qu'en
chaque point M, où est déﬁni un repère naturel particulier, on identiﬁe le tenseur
G(M), valeur prise par le champ tensoriel G au point M par une matrice G, conte-
nant ses composantes covariantes et dépendant donc du point M (en toute rigueur
on devrait écrire G(M)). On voit donc que les matrices G sont une représentation lo-
cale, associée à un point et à une certaine base, d'un objet mathématique beaucoup
plus général (un champ tensoriel). On voit encore une fois que le produit contracté
simple tensoriel est une généralisation du produit matriciel.
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A.8 Formulaire
Aﬁn de compléter cette annexe, nous donnons ici les formules tensorielles per-
mettant de généraliser aux tenseurs les opérations classiques de l'algèbre vectoriel
telles que le produit vectoriel. De plus, nous donnons les formules généralisées des
opérateurs diﬀérentiels que nous avons utilisés aﬁn d'étendre le formalisme en po-
tentiel vecteur du second ordre.
A.8.1 Tenseur d'orientation et produit vectoriel
Tout comme le tenseur métrique, le tenseur d'orientation est d'un intérêt tout
particulier lorsque l'on travaille dans des systèmes de coordonnées naturels. Dans
l'espace à trois dimensions qui nous intéresse, c'est un tenseur d'ordre 3 déﬁni par
ses composantes covariantes non-nulles qui s'écrivent :
h123 = h231 = h312 = −h132 = −h321 = −h213 = √g,
ou g est le déterminant du tenseur métrique associé à la transformation. Ses com-
posantes contravariantes s'écrivent alors :
h123 = h231 = h312 = −h132 = −h321 = −h213 = 1√
g
.
Ce tenseur permet de généraliser le produit vectoriel z = x × y de deux tenseurs
d'ordre 1, x et y de la façon suivante :
(x× y)k = hkijxiyj ,
et
(x× y)k = hkijxiyj .
Il permet également le calcul du produit mixte de trois tenseurs d'ordre 1 x, y et
z :
[x,y, z] = hijkxiyjzk.
A.8.2 Symboles de Christoﬀel et opérateurs diﬀérentiels
Ces symboles représentent les projections des dérivées partielles des vecteurs de
la base sur eux-mêmes. On a donc par déﬁnition :
∂jei = Γ
k
ijek ⇒ Γkij = (∂jei).ek. (A.28)
Ils permettent notamment d'obtenir les formules des opérateurs diﬀérentiels di-
vergent et gradient dans un système de coordonnées général. En eﬀet, les vecteurs
de base d'un tel système varient dans l'espace et la dérivation des composantes d'un
champ vectoriel comporte alors une contribution supplémentaire induite par la seule
variation des vecteurs de base.
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Le gradient d'un champ vectoriel v dans un tel système est alors un tenseur
d'ordre deux dont les composantes covariantes s'écrivent :
(∇v)ij = ∂jvi − vkΓkij , (A.29)
et sa divergence est le champ scalaire déﬁni par :
∇ ·v = ∂ivi + vkΓiki. (A.30)
Le rotationnel de ce champ de vecteur fait quant à lui intervenir à la fois les symboles
de Christoﬀel et le tenseur d'orientation. En eﬀet, c'est un tenseur d'ordre un déﬁni
par :
(∇× v)k = (∇v)ijhjik = ∂jvihjik − vmΓmijhjik. (A.31)
Cette dernière relation est générale et dans le cas des systèmes de coordonnées
naturels auquel on se limite ici, elle peut être simpliﬁée. En eﬀet, pour ces systèmes
particuliers, on peut montrer que le produit tensoriel Γmijh
jik s'annule et on a donc
ﬁnalement :
(∇× v)k = −∂jvihijk, (A.32)
en remarquant que hjik = −hijk.
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B.1 Articles de revue avec comité de lecture publiés ou
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 F. Caire, D. Prémel, G. Granet, Semi-analytical compution of a quasi-static
ﬁeld induced by an eddy current probe in a conductor with an irregular surface,
European Physical Journal : Applied Physics, vol. 64, pp. 24511-24520, 2013,
 F. Caire, D. Prémel, G. Granet, Semi-analytical computation of a quasi-static
ﬁeld induced by a 3D EC probe scanning a 2D layered conductor with parallel
rough interfaces, International Journal of Numerical Modelling : Electronic
Networks, Devices and Fields, vol. 27, Issue 3, pp. 600-613, 2014,
 F. Caire, G. Granet, D. Prémel, G. Rubinnacci, A. Tamburrino, S. Ventre,
The simposium project : numerical modeling of a carbon steel manufacturing
benchmark case, Studies in Applied Electromagnetics and Mechanics, vol. 39,
pp. 93-100, 2014,
 F. Caire, D. Prémel, G. Granet, Fast computation of the ﬁelds diﬀracted by a
multilayered conductor with non-parallel rough interfaces. Application to Eddy
Current Non Destructive Testing simulation, IEEE Transactions on Magnetics,
conf. series, 2014 (accepté).
B.2 Présentations orales dans des conférences inernatio-
nales
 F. Caire, D. Prémel, G. Granet, Application de la méthode des coordonnées
curvilignes pour le calcul de la distribution des courants induits dans une pièce
plane présentant une irrégularité de surface, 7ème Conférence Européenne sur
les Méthodes Numériques en Electromagnétisme (NUMELEC 2012),
 F. Caire, G. Granet, D. Prémel, G. Rubinnacci, A. Tamburrino, S. Ventre,
The simposium project : numerical modeling of a carbon steel manufacturing
benchmark case, The 18th International Workshop On Electromagnetic Non-
destructive Evaluation (ENDE 2013),
 F.Caire, D.Prémel, G.Granet, Computation of a quasistatic ﬁeld induced by
two long straight parallel wires in a inhomogeneous layered conductor, Progress
In Electromagnetism Research Symposium, (PIERS 2013),
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 F.Caire, D.Prémel, G.Granet, Fast computation of the ﬁelds diﬀracted by a
multilayered conductor with non-parallel rough interfaces. Application to Eddy
Current Non Destructive Testing simulation, The 16th Biennial IEEE Confe-
rence on Electromagnetic Field Computation (CEFC 2014),
B.3 Présentation de poster dans des conférences inerna-
tionales
 F. Caire, D. Prémel, G. Granet, Semianalytical computation of a quasistatic
ﬁeld induced by a 3D EC probe scanning a 2D layered conductor with parallel
rough interfaces, The 9th International Symposium on Electric and Magnetic
Fields (EMF 2013),
 F. Caire, D. Prémel, G. Granet,  New methods based on matched coordinates
for the computation of quasistatic ﬁelds induced in a layered conductor with a
rough surface and a continuous depth proﬁle of conductivity, 19th Internatio-
nal Conference on the Computation of Electromagnetic Fields, (COMPUMAG
2013).
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