We prove that, there are universal constants c, c ′ such that for every n ∈ N there is a Nn so that for every N ≥ Nn there is a polytope Pn in R n with N facets and
Introduction
Let K be a convex body in R n with C 2 boundary ∂K, we assume that the boundary has a strictly positive curvature κ everywhere. In [Ludwig, 1999] , it was shown that for general polytopes the where µ ∂K denotes the surface measure of ∂K and ldiv n−1 is a positive constant that depends only on the dimension n. In Ludwig et al. [2006] , Ludwig showed that ldiv n−1 ≥ c, in the following way: Ludwig chose K = D n and showed, that when N ≥ 10 n all polytopes P in R n with N facets, satisfy:
|D n ∆P | ≥ c|D n |N − 2 n−1 , (for more details see theorem 2 in Ludwig et al. [2006] ). Until now it was known that c ≤ ldiv n−1 ≤ Cn. In this paper we show that ldiv n−1 ≤ C, where C is a universal constant. In order to do that, we prove an "opposite" result, i.e we show that for N ≥ 10 n there is a polytope P n in R n with N facets that satisfies:
Moreover we also show that ldiv n−1 ≤ 3, when the dimension n is sufficiently large.
In Hoehner et al. [2015] it was shown that for all polytopes Q in R n with N ≥ N n facets (N n is a natural number that dependents on the dimension), the following holds:
where c ′ is an absolute constant. We show the other direction, which means that there exist a polytope Q n in R n that satisfies:
∆ s (Q n , ∂D n ) ≤ (3 + 2e −1 )N − 2 n−1 |∂D n |.
Main results
Theorem 1.1. Let P N,n be the the best approximating polytope for the n-dimensional euclidean ball with N facets with respect to the symmetric volume difference. When the dimension is sufficiently large and N > n n ,the following holds:
Remark 1.1. We can improve the bound on N n from N > n n to N n ≥ 10 n and it causes a slight change to the constants before N − 2 n−1 , we prove this in the appendix. Remark 1.2. It can be proven that for N > n n the following holds:
which mean that ldiv n−1 ≥ 1 2 . Using Theorem 1.1 we prove the following: Theorem 1.2. Let Q N,n be the best approximating polytope for n-dimensional euclidean ball with N facets with respect to the symmetric surface area deviation. When the dimension is sufficiently large and N > n n the following holds:
Remark 1.3. Also in theorem 1.2, we can improve the bound on N n from N > n n to N n ≥ 10 n and it causes a slight change to the constants before N − 2 n−1 .
Remark 1.4. We provide a random construction that generates a "good" polytope with high probability.
Remark 1.5. The constant before N − 2 n−1 in theorem 1.2 can be improved.
An immediate consequence of remark 1.1 and theorem 2 in Ludwig et al. [2006] is the following asymptotic result: Corollary 1.1. Let A > 10 , and let P N,n to be defined as in theorem 1. Then following holds:
Remark 1.6. As a result of remark 1.1 and theorem 1.1, is the following: Let f (n) ∈ ω(e a0n ) ∀a 0 ∈ (1, ∞), the following holds:
Remark 1.7. It can be proven that for f (n) ∈ o(e an ) ∀a ∈ (1, ∞), the following holds:
2 Proof of Theorem 1.1
We define a random slab with width t as follows: we choose a random y ∈ S n−1 from the uniform distribution on the sphere, and the random slab is the set {x : | x, y | ≤ t}. The probability of a point x ∈ R n to be outside of a random slab with width t ∈ (0, 1) is the following:
where the first term is the volume of the cap, the second term is volume of the the cone, both have the same base {x 1 = t x 2 } ∩ D n (w.l.o.g), and the apex of the cone is the origin. We denote r = x 2 and the probability Pr y∈S n−1 (| x, y | ≥ t) by α n,r,t .
Let us denote by P the random polytope that is generated by the intersection of N 2 slabs with the same width t, chosen independently (observe that with probability one P has N facets). The following expression is the probability of a point x ∈ R n to be inside the polytope P
We express the exception of the volume of P in the following way:
where we used Fubini and polar coordinates. Similarly we calculate E[|D n ∆P |] :
Now we set the width t to be t 0 = 1 − |∂Dn| N |Dn−1| 2 n−1 . From now on we use the notation α n,r for α n,r,t0 .
Remark 2.1. Observe that for a polytope in R n with N facets and a surface area of ∂D n ,
is the average volume radius of the facets. The reasons that lead us to choose a uniform width for all the slabs and t 0 are the following: If a polytope approximates the unit ball well, then two conditions need to hold:
1. The surface area of the polytope is approximately ∂D n .
2. "Most" of it's facets are a good approximation to the intersection of the hyperplane that contains the facet, and the unit ball.
Lemma 2.1.
Proof. Let us split the expectation to two parts:
Observe that 1 − α n,r is a decreasing function in r on [0, 1], which implies that 1
is an increasing function in r on [0, 1] . From lemma 3.3 (see appendix), we derive the following evaluation for α n,r , when
We give an upper bound to the second integral in (6), denote by δ = (n − 1)
In ( * ) we used the equality (1
, where x n = O( 1 n ) and in ( * * ) we used the inequality 1 − x ≤ e −x on [0, 1]. In order to give an upper bound for the first integral on (6), we use lemma 3.3 with r = 1 − δ:
We bound the first integral using a similar technique as before:
( * ) came from the fact that tD n ⊂ P and t = 1 − (
n−1 ). Now we combine both (7) and (8) to derive the following upper bound:
Lemma 2.2.
Proof. Let us split E[|P \ D n |] to five parts:
(10) Observe that unlike the previous lemma, we need to derive a lower bound for α n,r . Also observe that (1 − α n,r ) is decreasing in r. Using lemma 3.3 we derive the following evaluation to α n,r , when
Now we show an upper bound for the first integral on (10), denote by δ = (n − 1)
(11) In (*) we used the following inequality e −x ≤ 1 ex on [1, ∞). Now we want to derive an upper bound for the second integral in (10), to achieve that we use lemma 3.3 with r = 1 + δ, which gives us the following evaluation on α n,r :
and then:
Now we give an upper bound third integral in (10):
in (*) we used the following inequality (1 + b) n ≥ 1 + nb on [0, ∞).
We give an upper bound for the forth integral in (10):
In order to bound the last integral in (10), we use lemma 3.4 from the appendix to get a lower bound on α n,r when r in [n 2 , ∞)
Using equations: (11), (12), (13), (14), (15), we derive the following upper bound for
To conclude we use both lemmas 2.1 and 2.2 to derive the following upper bound:
and the fact that we can a find a polytope P N,n that satisfies
3 Proof of theorem 1.2
Let us choose a polytope P from our random construction in theorem 1.1 such that
In order to give an upper bound on ∆ s (Q n,N , ∂D n ), we give an upper bound on |∂(P ∪ D n )| and a lower bound on |∂(P ∩ D n )|. First we derive a lower bound on |∂(P ∩ D n )| in the following way:
We use the triangle inequality (with respect to the symmetric volume difference) to get
and by the isoperimetric inequality the following holds:
Now we derive an upper bound on |∂(P ∪ D n )|, first we use again the triangle inequality to derive
Since all the facets have the same height we deduce the following:
We know that t = 1 −
which implies that
Now we have an upper bound for the surface area of the polytope, in order to achieve our target (i.e an upper bound on |∂(P ∪ D n )|) we use the following identity:
where T : (∂P ∩ D n ) → ∂D n is such that it maps an element x ∈ ∂P ∩ D n with a unique outer normal N (x) of the facet onto the following element of ∂D n :
both the identities used in ( * ), ( * * ) proved in lemma 9 in Hoehner et al. [2015] . For conclusion since
|T (F i )|, and the claim follows. Now we use lemma 3.1 and (19) to derive the following upper bound on |∂P ∩ D n |:
We conclude the theorem using both (20) and (13) |∂
2 n−1 , and recall that the first term is the volume of the cap and the second is the volume of the cone with the common base {x 1 = t r ∩ D n }. Under the conditions of theorem 1.1 t is very close to 1. When r is also close to 1, the volume of the cone is much larger then the volume of the cap. The following lemma formalize this
] under the conditions of theorem 1.1, the following holds:
Proof. Observe that under the conditions theorem, N
] then the following holds:
Proof. We use lemma 3.2, and remind that both t, r are 1
Lemma 3.4. When r ≥ n 2 the following holds:
Proof.
Sketch of proof to remark 1.1
First we need to change lemma 3.2 to the following one:
] and 10 n ≤ N ≤ n n and the dimension is sufficiently large, then the following holds:
Proof. First observe that t ≥ 1 − 1 200 when N = 10 n . We use lemma 3.9 with a = t r , to derive the following:
Now we modify lemma 3.3, the proof is a simple modifications of the original lemma.
Lemma 3.6. Assume that r ∈ [1 − min{
100n }] and 10 n ≤ N ≤ n n then the following holds:
Now we need to change lemma 2.1. The proof is similar to the original, with the modification of α n,r , to the upper bound that was derived in lemma 3.6. We also need to change the limits of the integrals to 1 − min{
. The upper bound is the following:
A true modification is required in lemma 2.2
Proof. Now we split E[|P \ D n |] to three parts:
We handle the last integral in the same way as before. Now we prove that the second integral is ≤ |D n |O(n −100 ) ≤ |D n |N
Finally , we handle the first integral similar to the original one, we use the lower bound for α n,r that was proven in lemma 3.6, and follow the proof of the original lemma. We derive the following upper bound:
For conclusion we prove lemma 3.9. In order to this, we use theorem 1 from Kolokoltsov and Lapinski [2015] , which is an extension of the Laplace method. 3. f is three times continuously differentiable in some closed neighborhood a, we denote it by ω(a).
Then the following holds:
b a e nf (x) dx = e nf (a) 1 n
where W (n) is a bounded function that depends on f, f ′ , f ′′ , f ′′′ on ω(a).
Lemma 3.9. 
and the lemma follows.
