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Bounded Extremal Problems in Bergman and
Bergman-Vekua spaces
Briceyda B. Delgado∗ Juliette Leblond†
Abstract
We analyze Bergman spaces Apf (D) of generalized analytic functions of solutions to
the Vekua equation ∂w = (∂f/f)w in the unit disc of the complex plane, for Lipschitz-
smooth non-vanishing real valued functions f and 1 < p <∞. We consider a family of
bounded extremal problems (best constrained approximation) in the Bergman space
Ap(D) and in its generalized version Apf (D), that consists in approximating a function
in subsets of D by the restriction of a function belonging to Ap(D) or Apf (D) subject
to a norm constraint. Preliminary constructive results are provided for p = 2.
Keywords: Generalized holomorphic functions; pseudo-holomorphic / pseudo-analytic
functions; Bergman spaces; Vekua equation; Bergman-Vekua spaces; bounded extremal
problems.
Classification: 30G20, 30H20, 30E10, 41A29.
1 Introduction
Solutions to the general Vekua equation ∂w = αw + βw, whose theory was introduced in [11,
38] in the complex plane, are the so-called pseudo-holomorphic (or generalized holomorphic,
or analytic) functions, see also [16, Ch. 6]. In this work, we study the Bergman spaces
Apf (D) of generalized holomorphic functions solutions to ∂w = αfw in the unit disc D, with
αf = ∂f/f = ∂ log f , where f is a non-vanishing Lipschitz-smooth real valued function,
whence αf is uniformly bounded in D, and establish some of their basic properties. Whenever
w = w0+ iw1 satisfies ∂w = αf w, the real and imaginary parts of w0/f + ifw1 are solutions
to the elliptic conductivity equation ∇ · (σ∇u) = 0 with conductivities σ = f 2 and 1/f 2,
respectively, see e.g. [8, 30]. This generalizes the links between holomorphic and harmonic
functions.
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In [8], Hardy spaces of generalized holomorphic functions were studied on D and on Dini-
smooth simply connected domains (see also references therein and [6] for an extension to
finitely connected domains). Generalized Smirnov-Hardy spaces of Lipschitz simply con-
nected domains were further considered in [4]. Boundary value problems were considered as
well in [4, 6, 8] either of Dirichlet or Neumann type, or from partial overdetermined Cauchy
type data, which is handled through best constrained approximation problems (bounded
extremal problems, BEP) in these Hardy classes. In [27, Th. 4.2], necessary and sufficient
conditions to guarantee the uniqueness of the solution to Dirichlet problem in Bergman and
Sobolev spaces of Lipschitz domains were provided.
The present work is an extension to Bergman spaces Ap(D) and generalized Bergman spaces
Apf (D), 1 < p < ∞, of results obtained for Hardy spaces H
p(D) in [3, 5, 7], and for Hardy
spaces of generalized holomorphic functions in [22]. More precisely, we formulate and solve
best constrained approximation problems in these Bergman spaces. They could furnish
an appropriate setting to formulate inverse problems for some elliptic partial differential
equations (PDE) in D, or conformally equivalent smooth enough domains, of conductivity
or Shro¨dinger type, when not only partial boundary Cauchy data are available but also some
measurements within the domain.
The bounded extremal problems f -BEP under study are as follows. Being given a partition
D in two (non-empty) domains K ⊆ D and J = D \ K, let hK ∈ L
p(K) and hJ ∈ L
p(J),
1 < p <∞. We aim at finding a function belonging to Apf(D) whose distance to hJ in L
p(J)
does not exceed some fixed positive real-valued quantity and which is as close as possible to
hK in L
p(K) under this constraint. Whenever f ≡ 1, it holds that Apf(D) = A
p
0(D) = A
p(D),
and we will refer to the corresponding problem as BEP.
This work is structured as follows. In Section 2, we recall a few classical results concerning
Bergman and Hardy spaces, mostly on the disc, but on other domains as well. Section 3
contains an analysis of the Bergman-Vekua spaces Apf (D) of pseudo-holomorphic functions.
In Section 4, we consider bounded extremal problems BEP in Bergman spaces Ap(D) and
related constructive issues for the case p = 2, for which an explicit formula is obtained in
terms of the Bergman projection. We also provide a preliminary study of the corresponding
problem f -BEP in generalized Bergman-Vekua spaces Apf (D). Finally, a brief conclusion is
given in Section 5.
2 Preliminaries
We first introduce some notation, then recall some results concerning Bergman and Hardy
spaces, as well as some density properties in these spaces of analytic functions.
2.1 Notation
Let C0,γ(D) be the space of Ho¨lder-continuous functions on the closure D of D, with exponent
0 < γ < 1. For 1 < p ≤ ∞, the classical Sobolev spaceW 1,p(D) denotes the space of functions
in Lp(D) such that their derivatives (in the distribution sense) also belong to Lp(D), see [1, 12]
(W 1,∞(D) is the space of Lipschitz-smooth functions on D). Let W 1,p0 (D) be the closure of
the set of C∞-smooth functions with compact support in D, taken in W 1,p(D).
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A domain Ω is a Lipschitz domain if its boundary ∂Ω can be viewed as the graph of Lipschitz-
smooth function up to a rotation and if the domain is on one side of its boundary only, see
[25, Sec. 1.1], [33].
Let χΩ be the characteristic function of Ω ⊂ D. For h1 defined on Ω and h2 defined on D\Ω,
let h1 ∨ h2 be the function defined on D which coincides with h1 on Ω and with h2 on D \Ω.
On C ≃ R2, define the derivative ∂ with respect to z¯, by ∂ = 1/2(∂x + i∂y), where ∂x and
∂y are the partial derivatives w.r.t. the variables x and y, respectively, and similarly for the
derivative w.r.t. z, ∂ = 1/2(∂x − i∂y). We will designate the operators div and grad by ∇·
and ∇, respectively, for ∇ = (∂x, ∂y).
2.2 Bergman spaces
The theory of Bergman spaces in this preliminary subsection is based on [28, Chap. 1, Sec.
1.1, 1.2]. Other references are [2, 20]. Let dA(z) = 1
pi
dxdy = 1
pi
rdrdθ be the normalized
Lebesgue measure on the unit disc D ⊆ C, with z = x + iy = reiθ. For 1 ≤ p < ∞, the
Bergman space Ap(D) is the subspace of analytic functions in Lp(D) = Lp(D, dA) with the
usual norm given by:
‖g‖pAp(D) = ‖g‖
p
Lp(D) =
∫
D
|g(z)|p dA(z) =
1
π
∫ 1
0
(∫ 2pi
0
|g(reiθ)|p dθ
)
r dr.
By [28, Prop. 1.2], the Bergman space Ap(D) is closed in Lp(D) (for 0 < p < ∞). The
following integral operator P is the orthogonal projection from L2(D) onto A2(D) [28, Prop.
1.4]:
P g(z) =
∫
D
g(ζ)
(1− zζ¯)2
dA(ζ), (1)
for all z ∈ D and for all g ∈ L2(D). Moreover, P is a bounded projection operator from
L2(D) to A2(D). The operator P is the known Bergman projection over D and for every
z, ζ ∈ D, the function K(z, ζ) = 1/(1− z¯ζ)2 is called the Bergman reproducing kernel on D.
The following orthogonal decomposition holds (see [27, Lemma 2.1]):
L2(D) = A2(D)⊕ ∂W 1,20 (D),
Although the Bergman projection P is originally defined on L2(D), the integral formula can
be extended to L1(D), using that A2(D) is dense in A1(D). Furthermore, for 1 < p <∞, P
is a bounded projection operator from Lp(D) onto Ap(D), see [28, Th. 1.10].
We may also analyze Bergman spaces Ap(Ω) for any bounded domain (open connected set)
Ω ⊆ C, that consist in the space of all analytic functions in Ω such that:
‖g‖pAp(Ω) = ‖g‖
p
Lp(Ω) =
∫
Ω
|g(z)|p dA(z) <∞,
see [10, 27]. Notice that Ap(Ω) is non-empty if Ω has at least one boundary component that
consists of more than a single point. Moreover, Ap(Ω) is closed in Lp(Ω).
More is needed for Ap(Ω) to be non-trivial, like C \ Ω thick enough, see [27] and references
therein.
In the development of this work, we will use the well-known following uniqueness principle
for analytic functions:
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Lemma 2.1. ([35, Th. 10.18], [26, Th. 9.15]). Let Ω be a domain of C. Let g be an analytic
function in Ω, and Z(g) = {z ∈ Ω: g(z) = 0} be the set of zeros of g. Then either Z(g) = Ω
or Z(g) has no limit point in Ω.
2.3 Hardy spaces
Now we will see some aspects of the classical theory of Hardy spaces on the unit disc. For
references about Hardy spaces consult [18, Ch. 20], [21, 24, 29]. For 1 ≤ p <∞, the Hardy
space Hp(D) is the space of analytic functions g : D→ C such that:
‖g‖Hp(D) = sup
0<r<1
[
1
2π
∫ 2pi
0
∣∣g (reiθ)∣∣p dθ
]1/p
<∞.
Moreover, every analytic function g ∈ Hp(D) has a radial limit [29, p. 70], that is gb(e
iθ) :=
limr→1− g(re
iθ) exists for almost all eiθ in T = ∂D. The Hardy space Hp(D) is a closed
subspace of Lp(T), p ≥ 1, [18, Th. 1.5]. Further, since ‖g‖Ap(D) ≤ ‖g‖Hp(D), H
p(D) ⊂ Ap(D)
continuously. Analogously to (1), there exists an orthogonal projection PH2 : L
2(T)→ H2(D)
given by:
PH2g(z) =
1
2π
∫ 2pi
0
g(eiθ)
1− ze−iθ
dθ =
1
2iπ
∫
T
g(ζ)
ζ − z
dζ .
In particular, the reproducing kernel on H2(D) is given by KH2(z, ζ) = 1/(1− z¯ ζ).
Remark 2.2. One important difference between the Hardy and Bergman spaces is that
functions in the Bergman space Ap(D) do not necessarily have radial limit or non-tangential
limit almost everywhere on T. In fact, there exists a function in A2(D) which fails to have
radial limits at every point of T [32].
The projection operator PH2 can also be extended from L
p(T) to Hp(D) whenever 1 < p <∞
(as for the projection P from Lp(D) to Ap(D)). In Hardy spaces as in Bergman spaces,
the uniqueness property holds true from (non-empty) open subsets of D (see Lemma 2.1).
However, for Hardy spaces Hp(D), it remains valid on subsets of T of positive measure.
2.4 Bergman and Hardy spaces, density results
The following significant density result of polynomials holds in Bergman classes:
Proposition 2.3. Let Ω ⊂ C be a bounded simply connected Lipschitz domain. Then the
set P of polynomials is dense in Ap(Ω), for 1 ≤ p <∞.
Proof. In particular, ∂Ω is a rectifiable Jordan curve whence Ω is a Carathe´odory domain,
see [4, 25, 33]. The result then follows from [34, Sec. 5].
As a consequence of Mergelyan’s theorem [35, Th. 20.5] or Nehari’s criteria, we also have:
Lemma 2.4. ([2, Ch. 10]). Let Ω ⊂ C be a bounded domain (resp. compact subset) such
that C \ Ω is connected (resp. the closure of a domain). Then the set P of polynomials is
dense in A2(Ω).
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Remark 2.5. Actually, that Ω is a Carathe´odory domain is a sufficient condition for the
conclusion of Proposition 2.3 to hold true.
However, it turns out that under the present assumptions, Ω is also a Smirnov domain
(bounded by a Jordan curve and such that both the conformal map Ω → D and its inverse
are outer Hp functions), see [4, Lem. 5.1], [21, 25]. We then deduce from [21, Th. 10.6] that
P is also dense in Hardy-Smirnov spaces. This is the framework in which inverse boundary
value problems and their extensions to interior data can be set.
Finally, in the Hilbert case p = 2 and if C \ Ω is connected, the density result holds true
from Lemma 2.4 (using the reproducing kernel). Notice that more can be said for p close to
2, see [27].
Examples of subsets of D that satisfy the assumptions of the above Proposition 2.3 and
Lemma 2.4 are balls Ω = aD with 0 < a < 1 (simply connected radial subsets), and “angu-
lar subsets” Ω = {z ∈ D : − θ < arg(z) < θ}, with θ ∈ (0, π).
Let us denote by Hp(D)|Ω and A
p(D)|Ω, the spaces of restrictions on Ω ⊆ D of H
p(D) and
Ap(D) functions, respectively. Notice that Ap(D)|Ω ⊂ A
p(Ω) is a proper subset if Ω ⊂ D is
a strict subset because not all the functions in Ap(Ω) admit an analytic continuation to D
[17, Ch. 9, Sec. 3]. However:
Proposition 2.6. Let 1 ≤ p <∞ and let Ω ⊆ D be a (non-empty) domain. Then,
(a) Hp(D) is dense in Ap(D) in Lp(D) norm.
If besides the assumptions of Proposition 2.3, Lemma 2.4, or Remark 2.5 are satisfied, then:
(b) Ap(D)|Ω is dense in A
p(Ω) in Lp(Ω) norm.
Proof. (a) Since P ⊂ Hp(D) ⊂ Ap(D) and P is dense in Ap(D) (see [39, Prop. 2.6]), we
have:
Ap(D) = P ⊆ Hp(D) ⊆ Ap(D).
Thus, because Ap(D) is a closed subset of Lp(D), we get that Hp(D) = Ap(D) in Lp(D).
(b) By Proposition 2.3 or Lemma 2.4, taking the closure in Lp(Ω), we have:
Ap(Ω) = P|Ω ⊆ Ap(D)|Ω ⊆ Ap(Ω) in L
p(Ω) .
Finally, because Ap(Ω) is a closed subset of Lp(Ω), we obtain Ap(D)|Ω = A
p(Ω) in Lp(Ω).
3 Generalized Bergman-Vekua spaces
Let now 1 < p < ∞ and let f ∈ W 1,∞(D) be a Lipschitz-smooth real valued function on D
with 0 < 1/k ≤ |f | ≤ k < 1 in D. The generalized Bergman-Vekua spaces Apf(D) consists in
those Lebesgue measurable functions w = w0 + iw1 ∈ L
p(D) such that:
∂w = αf w, with αf =
∂f
f
∈ L∞(D) , (2)
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in the sense of distributions on D.
Notice that (2) is equivalent to the system of generalized Cauchy-Riemann equations:
∂x(fw1) = −f
2∂y
(
w0
f
)
, ∂y(fw1) = f
2∂x
(
w0
f
)
.
It is worth mentioning that given α = α0+ iα1 such that ∂xα1−∂yα0 = 0, then it is possible
to construct a real valued function f in terms of α satisfying the ∂¯ problem: ∂¯(log f) = α.
Moreover, Apf (D) is a non-trivial subspace over R because of f, i/f ∈ A
p
f(D). The equation
(2) was called the main Vekua equation in [30], which plays an important role in the theory
of pseudo-analytic functions [11] (generalized analytic functions [38]).
We define some integral operators as in [8, 26], which will be useful in the development of this
work. Remind that in the complex case, for w ∈ Lp(D) (with 1 < p < ∞), the Teodorescu
transform is defined as follows, for z ∈ D:
TD[w](z) =
∫
D
w(ζ)
z − ζ
dA(ζ), (3)
(using that dζ ∧dζ¯ = −2πidA(ζ)). The boundedness of TD : L
p(D)→W 1,p(D) as well as the
compactness of TD in L
p(D) were established in [8, Prop. 5.2.1]. Furthermore, the operator
TD is a right inverse of the ∂ operator, which means ∂TD[w] = w, for all w ∈ L
p(D) and
1 < p <∞.
Lemma 3.1. Let αf ∈ L
∞(D) and w ∈ Lp(D). Then:
w ∈ Apf(D)⇔ w − TD[αfw] ∈ A
p(D).
Proof. Let w ∈ Lp(D). From the fact that ∂TD = I, if w is a weak solution of (2) on
D, then ∂(w − TD[αfw]) = 0 on D, so by the Weyl’s Lemma [23, Th. 24.9] we have that
w − TD[αfw] is analytic on D. Moreover, since TD : L
p(D) → Lp(D) and αfw ∈ L
p(D), we
have w − TD[αfw] ∈ L
p(D). Conversely, if w − TD[αfw] ∈ A
p(D), then w is a solution to
(2).
3.1 Properties of Apf(D)
In the literature, the term “similarity principle” is used to refer to the factorization of pseudo-
analytic functions through analytic functions. See for example [11, 16, 38], [30, Sec. 4.3], for
the similarity principle of the general Vekua equation:
∂w = αw + βw, (4)
with coefficients α and β satisfying a Ho¨lder condition and vanishing outside a large disk.
Notice that our Bergman-Vekua spaces Apf(D) are introduced in the particular case of equa-
tion (4), where β = 0 and α = αf , see equation (2). In this case, another version of
the similarity principle was given in [8, Th. 4.2.1] for Hardy spaces of generalized analytic
functions. Here, we have:
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Theorem 3.2. (Similarity principle) [11, 16, 30, 38] Let 1 < p < ∞ and let w ∈ Apf (D).
Then w can be represented as
w(z) = es(z) F (z), z ∈ D, (5)
where s ∈ W 1,l(D) for all l ∈ (1,∞) and F is holomorphic in D. Moreover, F ∈ Ap(D).
Reciprocally, let F ∈ Ap(D) and f be such that αf ∈ C
0,ρ(D) for 0 < ρ < 1. Then there
exists a function s ∈ C0,γ(D), with 0 < γ < 1, such that w = esF ∈ Apf(D).
We omit the proof of this theorem. Indeed, the proof of the first part is analogous to the
one given in the previous references, see [16, Th. 6.4]. The second part, a partial converse
of the first part, was proved in [16, Th. 6.5]. Since s ∈ L∞(D), it holds that w ∈ Apf(D) if,
and only if, F ∈ Ap(D).
A sufficient condition in order to ensure αf ∈ C
0,ρ(D) is that f ∈ C1,ρ(D), together with the
boundedness assumptions on |f |.
By the Sobolev imbedding Theorem [12, Cor. 9.14], if l > 2 then W 1,l(D) →֒ C0,γ(D), with
0 < γ = 1− 2/l < 1.
Notice that the function s in the factorization (5) is a solution of the ∂-problem:
∂s(z) = αf(z)
w(z)
w(z)
, in D, (6)
whence s is unique up to a holomorphic additive function. In [8, Th. 4.2.1] the function
s was given in terms of the Teodorescu operator TD plus a strategic holomorphic function.
Furthermore,
‖s‖L∞(D) ≤ 4 ‖αf‖L∞(D) .
The following result is a consequence of Lemma 3.1.
Proposition 3.3. Let 1 < p <∞ and f be such that αf ∈ L
∞(D). Then Apf (D) is closed in
Lp(D).
Proof. Let {wn} ⊆ A
p
f (D) be a sequence such that wn → w in L
p(D). By Lemma 3.1,
wn − TD[αfwn] ∈ A
p(D). Further, it converges to w − TD[αfw] in L
p(D). Indeed, we have:
‖wn − TD[αfwn]− w + TD[αfw]‖Lp(D) ≤ ‖wn − w‖Lp(D) + ‖TD[αf (wn − w)]‖Lp(D) ,
which goes to 0 as wn → w in L
p(D), by the continuity of the Teodorescu transform TD.
Consequently, using the closedness of the classical Bergman spaces Ap(D) in Lp(D), we get
that w − TD[αfw] ∈ A
p(D). Again by Lemma 3.1, w ∈ Apf (D).
From Proposition 3.3 and because closed subsets of reflexive (separable) spaces are reflexive
(separable) [9, Part 1, Ch. III, Sec. 1, Cor. 3] ( [9, Part 1, Ch. III, Sec. 2, Prop. 2]), we have:
Corollary 3.4. Let αf ∈ L
∞(D) and 1 < p < ∞. Then Apf (D) is a reflexive and separable
Banach space.
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Remark 3.5. Following Theorem 3.2 and Remark 2.2, functions in the Bergman-Vekua
space A2f(D) do not necessarily admit a radial or non-tangential limit almost everywhere on
T. This represents an important difference between the spaces Apf(D) and the generalized
Hardy spaces defined in [8], where the non-tangential limit always exists [8, Prop. 4.3.1].
However, many other properties are preserved, for example, the zeroes of w ∈ Apf (D), w 6≡ 0,
are isolated in D [30, Cor. 59], which generalizes the uniqueness principle (Lemma 2.1).
Furthermore, G = w0/f + ifw1 is a solution of the conjugate Beltrami equation:
∂G =
1− f 2
1 + f 2
∂G, (7)
for every w = w0 + iw1 ∈ A
p
f (D), which establishes a correspondence between the solutions
of (2) and (7). If G ∈ W 1,p(D) is a solution of (7), then G belongs to the Hardy space
of solutions of the conjugate Beltrami equation analyzed in [8]. Therefore, G satisfies the
maximum principle, that is, |G| cannot assume a relative maximum in D unless it is constant
[8, Prop. 4.3.1].
We know that given an arbitrary real valued harmonic function in a simply connected do-
main, we can construct a conjugate harmonic function explicitly such that the resultant
pair of harmonic functions represent the real and imaginary parts of a complex holomorphic
function. Since the real and imaginary parts of a solution to the main Vekua equation (2)
are solutions of stationary Schro¨dinger equations (see Lemma 3.6), they are called conjugate
metaharmonic functions, see [19, 30].
Lemma 3.6. [30, Th. 33]
Let w = w0 + iw1 ∈ A
p
f (D). Then w0 and w1 are weak solutions in D of the following
equations:
∇ ·
(
f 2∇
(
w0
f
))
= 0, ∇ ·
(
f−2∇(fw1)
)
= 0,
or, equivalently:
∆w0
w0
−
∆ f
f
= 0,
∆w1
w1
−∆
(
1
f
)
f = 0.
Notice that whenever w is a solution to (2) with real and imaginary parts no identically
vanishing, then w can not be harmonic in D except if f is constant. It is a direct consequence
of Lemma 3.6 and the identity ∆(f−1) = −f−2∆f + 2 f−3 |∇f |2.
3.2 Dual space of A2f(D)
By Proposition 3.3, A2f(D) ⊆ L
2(D) is a real Hilbert space and there exist orthoprojections:
Pf : L
2(D)→ A2f(D),
Qf : L
2(D)→ A2f(D)
⊥;
such that Pf +Qf = I in L
2(D). We call Pf to the Bergman-Vekua projection. Expressions
of the projection Pf can be obtained, that may help to characterize A
2
f(D) and A
2
f (D)
⊥.
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Proposition 3.7. The restriction of Pf to A
2
f (D) can be written as:
Pf w = P w +Q [TD[αfw]] , (8)
with P the Bergman projection given by (1) and Q = I−P its corresponding orthoprojection.
Proof. By Lemma 3.1, we get that w ∈ A2f (D) if, and only if, w − TD[αfw] ∈ A
2(D), which
implies that:
w − TD[αfw] = P [w − TD[αfw]] .
From (5), for w ∈ A2f(D), we obtain the following implicit reproducing relation:
w(z) = es(z) F (z) = es(z) 〈F (·), K(z, ·)〉L2(D) = e
s(z) 〈w(·) e−s(·), K(z, ·)〉L2(D)
= 〈w(·), es(z)−s(·)K(z, ·)〉L2(D).
However, observe that s depends on w.
Unfortunately, we do not know how to characterize the orthogonal complement subset
A2f (D)
⊥ explicitly. Some orthogonal decompositions of generalized Vekua spaces are given
in [36], in the context of Clifford algebras (when α = 0, β = ∂p/p in (4), and p be a positive
C∞ scalar function).
The following invariance formula for the Bergman-Vekua space A2f(D) is an immediate con-
sequence of the orthogonality of the projections Pf and Qf :
Re
∫
D
g(z)h(z) dA(z) = Re
∫
D
g(z)Pf h(z) dA(z). (9)
for every h ∈ L2(D) and g ∈ A2f (D). When f ≡ 1, (9) reduces to the real part of the known
invariance formula for Bergman spaces.
It is well-known that the dual space (Ap(D))∗ is isomorphic to Aq(D) [28, Th. 1.16], for
1 < p < ∞ and q be the conjugate exponent of p, i.e. 1/p + 1/q = 1. For the generalized
Bergman-Vekua spaces, this result still holds for p = 2:
Proposition 3.8. Let αf ∈ L
∞(D). The dual of A2f(D) coincides with itself.
Proof. Let Ψ be a real valued bounded linear functional on A2f (D). By the Hahn-Banach
extension theorem [35, Th. 5.16], Ψ can be extended to L2(D). Using that L2(D) is the dual
space of L2(D), there exists a function h ∈ L2(D) such that:
Ψ(g) = Re
∫
D
g(z)h(z) dA(z), ∀g ∈ A2f(D) .
By the invariance formula (9), we have:
Ψ(g) = Re
∫
D
g(z)Pf h(z) dA(z), ∀g ∈ A
2
f(D),
and the result follows from the fact that Pf h ∈ A
2
f (D).
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From the fact that A2f(D) is separable (see Corollary 3.4), it is straightforward that A
2
f (D)
has an orthonormal basis [12, Th. 5.11], namely {en} ⊂ A
2
f (D). That is, the space spanned
by {en} is dense in A
2
f(D).
Example 3.9. Assume that f admits the separable form f(z) = ̺(x)/τ(y), z = x+iy, where
̺ and τ are C2 non-vanishing functions on [−1, 1]. By [13, Th. 33], any solution of the main
Vekua equation (2) in D can be approximated arbitrarily closely on any compact subset of
D by a finite real linear combination of the usual formal powers. Related examples together
with approximation issues in Hardy spaces are considered in [6, 22] for f(x, y) = ̺(x).
4 Bounded extremal problems in Bergman spaces
Let 1 < p <∞. Let K ⊂ D and J = D \K be two (non-empty) domains. Let hJ ∈ L
p(J),
0 < M <∞, and let us introduce the family of functions:
FpM,hJ :=
{
g ∈ Ap(D) : ‖hJ − g‖Lp(J) ≤M
}
. (10)
Let hK ∈ L
p(K). The bounded extremal problem BEP in Bergman spaces consists in finding
g0 ∈ F
p
M,hJ
such that:
‖hK − g0‖Lp(K) = min
{
‖hK − g‖Lp(K) : g ∈ F
p
M,hJ
}
. (11)
Similar BEP have been studied for example in [3, 7, 5] in the Hardy spaces Hp(D) with
1 ≤ p ≤ ∞, where K and J are complementary subsets of the unit circle T with positive
measure.
4.1 Existence and uniqueness
Observe first that for the approximation set FpM,hJ to be non-empty, it has to be assumed
that M is larger than the distance of hJ to the closure of A
p(D)|J in L
p(J). If hJ ∈ A
p(D)|J ,
whence in particular if hJ = 0, this is of course granted for all M > 0 (actually for all
M ≥ 0). We also see from the density result of Proposition 2.6, (b), that if J is a bounded
simply connected Lipschitz domain or if p = 2 and C \ J is a connected set, this can also be
ensured for all M > 0 by assuming that hJ ∈ A
p(J) (see also Proposition 2.3, Lemma 2.4,
Remark 2.5). In such situations, the projection operator Lp(J) → Ap(J) is bounded, and
if hJ ∈ L
p(J), we can replace it by its projection h+J onto A
p(J) provided that M is large
enough (M > ‖hJ − h
+
J ‖Lp(J)).
In the remaining of this section, we assume that M > 0, ∞ > p > 1, and hJ ∈ L
p(J) are
such that FpM,hJ 6= ∅.
We need the following result:
Lemma 4.1. The approximation set FpM,hJ |K is closed in L
p(K).
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Proof. The convex set FpM,hJ is a closed subset of A
p(D), as follows from the closedness of
Ap(D) in Lp(D) and the weak-closedness of balls in Lp for 1 < p < ∞, [12, Th. 3.17]. It
is therefore weakly-closed, see [12, Th. 3.7]. Let then fK,n ∈ F
p
M,hJ
|K such that fK,n → fK
in Lp(K). Therefore, there exists {fn} ⊆ F
p
M,hJ
such that fK,n = fn|K and this sequence
is bounded in Lp(D), since it converges on K and satisfies the norm constraint on J . The
weak-compactness of balls in Lp(D) [12, Th. 3.17] yet ensures that {fn} admits a weakly-
convergent subsequence, say to some limit f ∈ Lp(D). Since FpM,hJ is weakly-closed, we must
have f ∈ FpM,hJ ; furthermore, fK = f |K then belongs to F
p
M,hJ
|K . We could also argue using
Montel’s theorem [17].
Theorem 4.2. There exists a unique solution g0 ∈ F
p
M,hJ
to the BEP (11). Moreover, if
hK 6∈ F
p
M,hJ
|K, then the constraint is saturated:
‖g0 − hJ‖Lp(J) = M.
Proof. Since FpM,hJ |K is a closed and convex subset of the uniformly convex space L
p(K),
there exists a best approximation projection on FpM,hJ |K , see [9, Part 3, Ch. II, Sec. 1, Prop.
5]. This ensures the existence of a minimizing element g0 ∈ F
p
M,hJ
, while uniqueness is then
granted by uniform convexity and Lemma 2.1.
Notice that the last conclusion still holds if hK ∈ F
p
M,hJ
|K and but is such that the function
h ∈ FpM,hJ such that h|K = hK satisfies ‖h− hJ‖Lp(J) =M ; in this case of course g0 = h.
The BEP (11) is a particular extremal problem of the family studied in [14, 15] in Banach
spaces, of which constructive aspects are developed in [15, Sec. 7.3]. We now consider its
solution when p = 2.
4.2 Constructive aspects for p = 2
Let p = 2. Let M > 0, hJ ∈ A
2(J) and hK ∈ A
2(K) \ F2M,hJ |K .
Theorem 4.3. The solution g0 to the BEP (11) is given by:
g0 = (I + λP χJ )
−1 P (hK ∨ (λ+ 1) hJ) , (12)
for the unique λ ∈ (−1,∞) such that ‖g0 − hJ‖L2(J) = M .
Proof. For p = 2, the BEP (11) has a solution given by [15, Th. 7.3.2], since PχK · and
PχJ · are the adjoint operators of the restriction operators from A
2(D) to A2(K) and A2(J),
respectively. This is to the effect that:
(λ+ 1)P (χJg0 − 0 ∨ hJ) = −P (χKg0 − hK ∨ 0) , (13)
holds true for the unique λ > −1 such that ‖g0−hJ‖L2(J) =M . This can also be written as:
(I + λP χJ) g0 = P (hK ∨ (λ+ 1) hJ) .
The Toeplitz operator Tφ : A
2(D) → A2(D), with symbol φ ∈ L∞(D) is defined as follows,
[31, 37]:
Tφ(g) = P (φ g) ,
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where P is the Bergman projection, defined in (1). Since the Bergman projection P has
norm 1 in L2(D) [40, Ch. 7], we have:
‖Tφ‖ ≤ ‖φ‖L∞(D).
Take φ = χJ . Since ‖P (χJ ·)‖ ≤ 1 and the Toeplitz operator TχJ · = P (χJ ·) is self-adjoint
on A2(D), its spectrum is contained in [0, 1], see [31]. Therefore, I + λ TχJ is invertible in
A2(D) for every λ > −1. Thus the solution g0 to the BEP (11) satisfies (12).
Furthermore, (13) implies that if M → 0, then λ→∞, while if M →∞, then λ→ −1.
Observe that formula (12) is similar to the expression obtained in the context of Hardy
spaces in [7, Th. 4].
Example 4.4. Suppose that J is a radial subset of D, that is J = aD where 0 < a < 1. The
radial symbol χJ is defined as from [37, Cor. 6.1.2], the Toeplitz operator TχJ is compact in
A2(D), an its discrete spectrum is given by {an+1 : n ∈ Z+} ∪ {0} ⊂ [0, 1].
4.3 Bounded extremal problem in Bergman-Vekua spaces
Let hJ ∈ L
p(J), 0 < M < ∞, and introduce the family of functions in the Bergman-Vekua
space Apf(D):
F f,pM,hJ :=
{
w ∈ Apf(D) : ‖hJ − w‖Lp(J) ≤M
}
, (14)
that generalizes FpM,hJ = F
1,p
M,hJ
. For let hK ∈ L
p(K), the f -bounded extremal problem
f -BEP consists in finding w∗ ∈ F
f,p
M,hJ
such that:
‖hK − w∗‖Lp(K) = min
{
‖hK − w‖Lp(K) : w ∈ F
f,p
M,hJ
}
. (15)
Analogously to BEP, problem (15) is still a particular case of the general bounded extremal
problems considered in [15].
Let us denote by TJ the operator defined on L
p(J) by TJ h = TD(0∨h) for h ∈ L
p(J), where
TD is defined by: (3). Notice that there exists a relation between the families of functions (10)
and (14) provided by Lemma 3.1. More precisely, if w ∈ F f,pM,hJ , then w−TD[αfw] ∈ F
p
M∗,h∗
J
,
with h∗J = hJ − TJ(αfhJ) and M
∗ = M ̺, where ̺ is equal to the norm of the operator
h 7→ h− TJ(αfh) from L
p(J) to itself.
Theorem 4.5. The approximation set F f,pM,hJ |K is closed in L
p(K). Moreover, there exists
a unique solution w∗ ∈ F
f,p
M,hJ
to the f-BEP (15).
Proof. Analogously to the proof of Lemma 4.1, we obtain that F f,pM,hJ |K is closed in L
p(K).
Thus the existence of the minimizing element comes from [9, Part 3, Ch. II, Sec. 1, Prop. 5,
8]. Meanwhile, the uniqueness is proved as in Theorem 4.2, using the generalized uniqueness
principle for functions in Apf (D) (see Remark 3.5).
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By Proposition 3.8 and the invariance formula (9), we have that Pf(χJ ·) and Pf(χK ·) are
the adjoint operators of the restriction operators acting from A2f (D) to A
2
f (J) and A
2
f (K),
respectively. From the same reasons, Pf(χΩ·) is self-adjoint on A
2
f(D), for a (non-empty)
domain Ω ⊆ D. We thus expect the solution w∗ to the f -BEP (15) to be given in terms of
the Bergman-Vekua projection Pf in a similar manner than the solution g0 to the BEP (11)
in the Bergman space in terms of the Bergman projection P in Theorem 4.3.
5 Conclusion
In order to generalize the case f ≡ 1, boundedness and spectral properties of generalized
Toeplitz operators Pf(χΩ·) remain to be established in the Bergman-Vekua space A
2
f(D).
We possess little information about the Vekua-Bergman kernel of Apf(D), but when the
conductivity has a separable form (Example 3.9), some density properties could be expected,
because the role of polynomials in Ap(D) is now played by the formal powers.
Constructive aspects of BEP for p 6= 2 and of f -BEP will be considered, together with
related numerical and resolution issues.
The present study could be extended to more general bounded simply connected Lipschitz
domains, using conformal mappings [33].
The results of Sections 3 and 4.3 are still valid in Bergman spaces of solutions to the general
Vekua equation (4), with α, β ∈ L∞(D).
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