Nonparametric Relative Error Estimation via Functional Regressor by the k Nearest Neighbors Smoothing Under Truncation Random Data by Bouabsa, Wahiba
Applications and Applied Mathematics: An International 
Journal (AAM) 
Volume 16 Issue 1 Article 6 
6-2021 
Nonparametric Relative Error Estimation via Functional Regressor 
by the k Nearest Neighbors Smoothing Under Truncation Random 
Data 
Wahiba Bouabsa 
Djillali Liabes University 
Follow this and additional works at: https://digitalcommons.pvamu.edu/aam 
 Part of the Applied Statistics Commons 
Recommended Citation 
Bouabsa, Wahiba (2021). Nonparametric Relative Error Estimation via Functional Regressor by the k 
Nearest Neighbors Smoothing Under Truncation Random Data, Applications and Applied Mathematics: 
An International Journal (AAM), Vol. 16, Iss. 1, Article 6. 
Available at: https://digitalcommons.pvamu.edu/aam/vol16/iss1/6 
This Article is brought to you for free and open access by Digital Commons @PVAMU. It has been accepted for 
inclusion in Applications and Applied Mathematics: An International Journal (AAM) by an authorized editor of 









Vol. 16, Issue 1 (June 2021), pp. 97 – 116
Nonparametric Relative Error Estimation via
Functional Regressor by the k Nearest Neighbors Smoothing
Under Truncation Random Data
Wahiba Bouabsa
Laboratry of Statistic Stochastic Process
Djillali Liabes University
Sidi Bel Abbes 22000
Algeria
wahiba_bouab@yahoo.fr
Received: December 7, 2020; Accepted: April 20, 2021
Abstract
The relation between a functional random covariate and a scalar answer due to left truncation
by a different random variable is evaluated in this study with the kNN method. In particular, in
order to produce a nonparametric kNN regression operator of these functional truncated data as
a loss function, we should use mean squared relative error. In number of neighbors, we establish
an estimator and assess the uniform consistency performance with the convergence rate. Then, for
different levels of computational truncated data, a simulation analysis was carried out on finite-
sized samples to show the feasibility of our estimation procedure and to highlight its superiority to
traditional kernel estimation.
Keywords: Functional data; Regression model; Truncation model; Relative Error; kNN method
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1. Introduction
Recent years have seen significant developments in computing power. An exponentially vast vol-
ume of data can be obtained and analyzed. The field of functional statistical analysis has grown in
97
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importance as a research subject. The modeling of a random variable that takes values in a func-
tional space is the subject of this statistical field. Many applied sciences areas, such as soil science,
economics, epidemiology, and others, generate data with functional structure.
Parametric models have become multivariate computational techniques and may be extended to
usable data, and a good guide on this topic can be contained in Bosq (2000) or Ramsay and Silver-
man (2002), Zhang (2014), Hsing and Eubank (2015), Mebsout et al. (2020), Keddi et al. (2020).
New studies have been carried out recently to indicate nonparametric methods which take func-
tional data into account. We are referring to Ferraty and Vieu (2006) for a more detailed analysis
on this subject.
The regression analysis is a very common statistical tool. It makes the connection between the two
phenomenon to be characterized. In the context of statistics, there are many regression models in
which the selection of the most appropriate model is clearly tied to the essence of the data and
the forecast error loss function. Within the article, on the basis of the relative error as a loss func-
tion, we will concentrate on the regression model, where, the study of the impact of a functional
random structure is the general context covariate A on a scalar random variable (r.v.) answer B
which is subject to left-truncation by another r.v. Γ. Remember that the study of missing functional
knowledge (truncated or/and censored data) have of great importance in fact. Such kinds of data,
in particular, occur in numerous areas of numerical methods, such as biology, facial recognition,
engineering, finance, ecology, etc.
The documentation of Relative Error Estimator briefly (REE) in "N-F-D-A " is not yet well known.
To the highest of our knowledge, just the study by Demongeot et al. (2016) provided special im-
portance to the study of this issue when the regressors are of functional form; therefore, the non-
parametric adaptation of the REE was initiated by Jones et al. (2008). Then, the relative error with
kNN was established by Almanjahie et al. (2020). The almost complete accuracy of the kernel
estimator of Λ with the kNN method under truncation random data is proven in the above article.
The research on the nonparametric study of unfinished functional data is, on the other side, very
small. On this subject, there are so few findings (see, for example, Einmahl and Mason (2005)),
Mechab and Laksaci (2016) demonstrate the almost complete consistency and asymptotic normal-
ity of the REE when the observations are quasi-associated. The REE when the data are truncated
was established by Ould-Saïd and Lemdani (2006) based on the Lynden-Bell (1971) estimator and
described per Stute (1993) and He and Yang (1998), and was developed by Khardani and Slaoui
(2019) when random right censoring is applicable to the answer variable. A spatial predictor fo-
cused on the minimization of the REE was established by Attouch et al. (2017).
An effective smoothing technique that provides an efficient estimator is the kNN method, through-
out the context that from the data, the smoothing parameter is defined. In reality, this function is
really significant. In literature, this approach has received increasing attention in "N-F-D-A".
For example, we quote Laloë (2008), Burba et al. (2009), Lian (2011) for prior outcomes and
Kudraszow and Vieu (2013) and Kara et al. (2017) for the latest progress and citations. Note that
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our study’s difficulty lies in the fact that the bandwidth factor is a random variable in the kNN
system, utilizing the same strategies of Burba et al. (2009). Attouch and Bouabsa (2013) have
established the almost complete consistency of the conditional mode estimator for the independent
identically distributed case, and Attouch et al. (2018) achieved almost complete convergence with
rates in the functional dependent data for the kNN conditional data case in the function mode
estimation.
The key purpose of this research in the case of non parametric estimator is to built the regression
function by relinking the Relative Error approach with those of truncated data utilizing the kNN
method. In "N-F-D-A", kNN REE with truncated data is new.
Our document is written as follows. In Section 2, we outline our model. Then, in Section 3 we
enforce the assumptions for our major objective. Section 4 contain the evidence of the different
findings. Finally in Section 5 a discussion, debate and a numerical study to highlight the impact of
this asymptotic result in nonparametric functional statistics is presented.
2. The Functional Truncated Model
We have (Ai, Bi) valued in G × R be N independent and identically distributed (i.i.d.) copies of
(A,B) for i = 1, . . . , N , where N is a deterministic sample size but uncertain. This sample is not
observed entirely; we just observe the n variables amongst N.
Principally, we assume that observations of the response (Bi)i=1,...,N are left-truncated by
(Γi)i=1,...,N , in the sense that the r.v. of interestB is interfered by the r.v. Γ, such that both quantities
B and Γ are observable only if B ≥ Γ. Furthermore, we suppose that the r.v. of interest B and the
truncating variable Γ are independent, and have respectively, unknown distribution functions η and
θ. So, our estimator is built in the form of truncated data by the observable r.v. (Ai, Bi,Γi)i=1,...,n
amongst the N r.v.
Note the fact that the size of the actual sample observed n is a binomial r.v. of parameters (N,χ :=
P(B ≥ Γ)). In reality, no data can be analyzed if χ = 0, therefore, we conclude that χ > 0.
We mark out that although from the initial data, (Bi,Γi) for i = 1, . . . , N are i.i.d., the observed
data detected (Bi,Γi) for i = 1, . . . , n, remain always i.i.d. (for more detail, see Ould-Saïd and
Lemdani (2006)).
The same logic as followed by Ould-Saïd and Lemdani (2006), the truncated REE of Λ, is based on
the Lynden-Bell (1971) estimator, θn, of the θ cumulative distribution function of r.v. Γ. To describe
this approximation, we carry out that the distribution functions of B and Γ are described per Stute
(1993) underneath the left-truncation context, then, He and Yang (1998) ( p. 1014) showed the
expression estimate of χ. Hence, η and θ distribution functions are therefore calculated according
to the following respectively Lynden-Bell (1971) estimation techniques.
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2.1. kNN adapted to REE for truncation data
In the following, the point a in G and % ∈]0, 1[ is the non-parametric framework described in this
research, indicated by Λa, wherever Λa is defined as
Λa = arg min
Λ∈R
ρ(a,Λ),





| A = a
]
.
In comparison to the classical regression achieved by




Υ(a, u) = E
[
(B − Λ)2 | A = a
]
.
When the answer observations include any outliers, the REE is more adjusted, in addition, the REE
Λa is described specifically by the error regression Λa,
Λa =
E [B−1 | A = a]
E [B−2 | A = a]
.

















where, L(·) be a kernel function and hL := hn,L is a sequence of positive real numbers tending to
zero as n tends to infinity. This article concentrates on the asymptotic properties of the REE kNN




hL ∈ R+such that
n∑
i=1
1IB(a,hL) (Ai) = k
}
,

















In reality, the estimator Λ̃a is better suitable than Λ̂a, since its bandwidth parameter is sophisti-
cally selected, whereas Λ̂a, when the bandwidth parameter is arbitrarily selected independently of
4
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the results. The setting of the asymptotic properties of Λ̃a, is indeed more complex than the Λ̂a
estimator since its bandwidth parameter is a random variable.
Note that Woodroofe (1985) examined the asymptotic properties of ηn and θn, whereas the al-
most definite consistency of χn was achieved by He and Yang (1998) and Ould-Saïd and Lemdani
(2006).
Remember also that because N is uncertain and n is known (although this is an r.v.), the stochastic
consistency in the truncation model will be specified with respect to the P(·) conditional probability
(related to n sample) rather than the P(·) probability distribution function (linked to N sample).
We represent by E(·) and E(·) the corresponding expectation operators of P(·) and P(·).
3. Principal Outcome
Until specifying our key result, in the number of neighbors k ∈ (k1n, k2n), the almost complete
consistency of Λ̂a is defined uniformly and we suppose that forB givenA, the first two conditional
inverse moments existing, finite and strictly positive ones.
In all the paper, we refer to Υλ(a) by Υλ(a) := IE
(
B−λ | A = a
)
for λ = 1, 2, and to L1 by
L1 = L (d (a,A1) /hL). In addition, any common positive constants will be denoted by C6 or/and
C7, Na is a neighborhood of a and we adopt the following assumptions.






(J2) The inverse moments of the response variable verify
for all m ≥ 2, IE
[
B−m | A = a
]
< C6 <∞.
(J3) For all (a1, a2) ∈ N 2a , we have
|Υλ (a1)−Υλ (a2)| ≤ C6d$λ (a1, a2) for $λ > 0, λ = 1, 2.
(J4) The kernel L is supported within (0, 1/2) and has a continuous first derivative on (0, 1/2) which
is such that




where, 1IA is the indicator function of the set A.
(J5) The functions κ = {7→ L (λ−1d(a, ·)) , λ > 0} are a class which can be evaluated pointwise, in






1 + logN (ε||∆||G,2, L, dG)dε <∞,
in which the supremum is G on the G space with G (∆2) <∞, and ∆ is the envelope function of
the κ collection. Then, here we have that dG is the metric of L2(G) and with respect to the L2(G)
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metric, the minimal number of open balls is ( N (ε, κ, dG) with ε radius, the ones necessary to
maintain the κ function class, noted by the norm ‖.‖G,2 the L2(G).



















Our work is the link between the work of Burba et al. (2009), Demongeot et al. (2016) and Kara et
al. (2017) and Almanjahie et al. (2020), so several assumptions are the same considered in all this
research.
4. Result and Proof
Theorem 4.1.
Assume that (J1), (J6) hold, with $ = min ($1, $2). Then, we have that
sup
k1n≤k≤k2n

















































































































Similar to the conditions of Theorem 4.1, we have
sup
xn≤hL≤yn
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We utilize the corresponding breakdown:




































































































The evidence for the proposal is thus based on the following intermediate findings. 
Lemma 4.1.
Assume that (J1), (J3) and (J6) holds. Then, we obtain that
sup
xn≤hL≤yn
















Although the recommended findings use the same demonstrations, we consider only the justifica-
tion of the first argument. To do that, it is necessary to prove that ζ0 > 0 exists, such as for some
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∣∣∣W̃ 1N(a)− E [W̃ 1N(a))]∣∣∣ ≥ ζ0
}
<∞.
It suffices to apply the Bernstein inequality to empirical processes, given in Ferraty and Vieu (2006)



































































nϕa (hı,L/2) log n
∥∥√n<n(L)∥∥Gı ≥ ζ0
}


















where hı−1,L ≤ λ ≤ hı,L
}
.
Then, this class of functions admits an envelope function Qı(·, ·) such that
Qı,K(w, b) ≤ C6b−11IB (a, hı,L/2) (w).
By assumption (J3), we demonstrate that
E [Qqı (A)] ≤ C
q




= O (ϕa (hı,L/2)) .




. The above is tested
using a Theorem given in Van-Der-Vaart and Wellner (1996) (p. 20), under assumption (J5) which
allows to get
E
[∥∥√n<n(L)∥∥Qı] ≤ C6√nϕa (hı,L/2).
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, ς2 = O (ϕa (hı,L/2)) , H = C6 and u = ζ0/2
√
nϕa (hı,L/2) log n.











































After this, a suitable range of ζ0 helps us to conclude that
sup
xn≤hL≤yn






and after that, by the same arguments, we get
sup
xn≤hL≤yn























→ W 2D(a) > 0.





≥ C6 for all hL ∈ (xn, yn) .
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⇒ ∃hL ∈ (xn, yn) ,
such that ∣∣∣E [Ŵ 2D(a)]− Ŵ 2D(a)∣∣∣ ≥ C62 ,
which allows us to write
sup
hL∈(xn,yn)
∣∣∣E [Ŵ 2D(a)]− Ŵ 2D(a)∣∣∣ ≥ C62 .













∣∣∣E [Ŵ 2D(a)]− Ŵ 2D(a)∣∣∣ ≥ C62
)
.
Additionally, the outcome of Lemma 4.1 helps us to get the intended result. 
Lemma 4.3.































Following the previous confirmation of Lemma 4.1, we just give the proof of the bias of W̃ 2D(a).
In addition, one can adopt the very same lines in order to get the second equation. Here, let’s
f(· | ·) be the conditional density of B given A and under the left-truncation condition we have the
conditional density f•(· | ·) of B given A.
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Let’s now apply the condition (J2) of Lipschitz to get
1IB(a,hL/2) |Υ1(A)−Υ1(a)| ≤ C6(hL/2)$1 ,
and
1IB(a,hL/2) |Υ2(A)−Υ2(a)| ≤ C6(hL/2)$2 .
Through replacement, we get
sup
xn≤hL≤yn
∣∣∣E [W̃ 1N(a)]−Υ1(a)∣∣∣ ≤ C6y$1n ,
and then, we have
sup
xn≤hL≤yn
∣∣∣E [W̃ 2D(a)]−Υ2(a)∣∣∣ ≤ C6y$2n .














We just show proof in the first situation, and the second instance is identical.
∣∣∣Ŵ 2D(a)− W̃ 2D(a)∣∣∣ ≤


















After that, we use the same argument and technic of He and Yang (1998) (Theorem 3.2) and
Woodroofe (1985) (Remark 6).
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∣∣∣Ŵ 2D(a)− W̃ 2D(a)∣∣∣ = Oa.co.( k2nϕa(yn)
)−1/2
.
Thus, we get with the same reasons
sup
xn≤hL≤yn
∣∣∣Ŵ 1N(a)− W̃ 1N(a)∣∣∣ = Oa.co.( k1nϕa(xn)
)−1/2
,
which is the claimed result. 
5. Discussions, Debates and Applications
5.1. Discussions and debates
• On the study of functional incomplet data analysis
The FDA’s main motivation is well known, recent technical advancements in measuring in-
struments that enable data to be collected over a thinner discretisation grid.
Despite this technical advancement, usable data is not fully observed, but only over a small
number of grids. As a result, FDA is more likely to encounter incomplete functional data
(missing data, vector errors, censored data, surrogate data, truncated data, etc). As a result,
developing certain statistical methods or models that are adapted to incomplete functional data
is critical for practical purposes.
We have created in this research a new model with the kNN method for a particular situation
of incomplete functional data called functional truncated data. This latter has a wide range of
applications. To rebuild a functional variable, there are two initial status (by interpolating and
recording). As a result, we can conclude that the functional value of the current contribution
12
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derives from the attractive features of the model under consideration (scale-independency and
robustness) as well as the practical truncated data’s diverse application scope.
• On the choice of smoothing parameters application
As all smoothing method, the efficiency of the REE kNN in the case of truncation is strongly
affected by the smoothing parameter selection. Such a crucial question is usually solved by
using the following data-driven rule. Naturally, we can use the two criteria





Bi − ̂̃Λ−iAi)2 ,
and
























where, ̂̃Λ−iAi is the leave-out-one of REE kNN Λ̃a in the truncation case.
The choice of smoothing parameters, as with any smoothing estimation process, is critical
to the output of the REE kNN for truncated data estimate. Furthermore, in REE fitting, the
smoothing parameter selection plays an important role. After all, by determining the neigh-
borhood over which the REE approximation of the model is valid, the bandwidth parameter
contributes to determining the model’s complexity.
In practice, the most common selector technique for determining the optimal bandwidth pa-
rameter is cross-validation, this cross-validation rule has proven to be a reliable methodolog-
ical estimator of the quadratic error for various functional kernel estimators (see, for exam-
ple, for the classical regression, Rachdi (2007), or for the local linear model, El Methni and
Rachdi (2011), Demongeot et al. (2016), and Baíllo and Grané (2009)), then for practical
cross-validation, we recommend Benhenni et al. (2007) or Rachdi (2007), and for alternate
methods, Shang (2016) and Chagny and Roche (2016).
• On the truncation case for fixed number of neighbors
For a fixed number of neighbors for the REE kNN in truncation studied it just needed to take
k instead of k1n and k
2
n, thus, this issue is an important prospect of the present work and Burba
et al. (2009).
Finally, we can state that our result is useful in practice because it provides a statistical basis
for the widely used cross-validation selection rule. After this, despite the practical significance
of this issue of smoothing parameter selection, limited studies in functional sadistic have been
published on the topic. Pushed by this sophistic procedure on the bandwidth selection, in the
non functional case, the asymptotic optimality of this strategy for the REE kNN remains an
13
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open question. As a result, this is an important aspect of the current work and Demongeot et
al. (2017).
5.2. Application
In this section, we will conduct a simulation study of our method, to highlight the pertinence and
the superiority of the REE kNN described in (2) over the following conventional REE CKE (clas-






















The major aim of this section is to compare the efficiency of our REE kNN method, with the
following method CKE CV, CKE kNN, and REE CV, at the truncation level, to begin, we compare
its output in finite samples to that of classical regression, Λ(a) = E[B | A = a] through three
distinct degrees of truncation.
Let’s use the following nonparametric functional relation,







, A′i(t) is the first derivative of Ai(t).
















where, σ(·) is a parameter to control the rate of truncation.
The functional samples Ai(t) (shown in Figure 1) are computed using








Hi ∼ N (0, 0.5) and Yi ∼ N (0, 1).
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In comparison to the completed and censored data cases, the explanatory variableA is only retained
in the truncated context if the response variable B is observed. In order to get different rates of
truncation, we generate the truncating r.v. Γi from the Gaussian distribution N (m, 1) leaving the
value of the mean m variable. Precisely, we consider three truncation levels (Weak 5%, Mean 25%
and Strong truncation 50%).













Figure 1. The functional samples Ai(t), t ∈ [0, π] for i = 1, . . . , 150
We must choose an effective semi-metric d(., .), a kernel L(.) and the smoothing parameter kopti
for the kNN functional estimator, and hopti for the kernel estimator.









Thus, because of the smoothness of curves Ai(t), we choose for the semi-metric based on the first
derivative






dt, ∀Ai, Aj ∈ G.
The mean squared prediction MSE define the efficiency of both estimators, and elsewhere, as
with all smoothing methods, the selection of the smoothing parameter plays a critical role in the
computational issues, such as calculating CV, over which the optimal bandwidth hopti and kopti are
chosen using the following rules
hopti = arg min
hL





Bj − Φ̂(−j) (Aj)
)
,
kopti = arg min
k





Bj − Φ̂(−j) (Aj)
)
,
with, Φ̂(−j) is the leave-one-out-curve estimator of Λ̂, Λ̃, Λ̌, Λ̈.
We now focus on comparing the outputs of these four models, and we report the results in Table












Bouabsa: Nonparametric Relative Error Estimation
Published by Digital Commons @PVAMU, 2021
112 W. Bouabsa






CKE CV CKE kNN REE CV REE kNN
5% 0 0.4246 0.4481 0.1010 0.0632
5% 5 234.9392 436.0582 0.1139 0.0712
5% 20 4070.9551 5143.5474 0.1107 0.0761
25% 0 0.8092 1.1023 0.1370 0.1020
25% 5 464.9793 560.1623 0.1676 0.1058
25% 20 6734.2335 8638.2362 0.1733 0.1363
50% 0 1.6259 1.9352 0.2340 0.1959
50% 5 521.1547 668.5563 0.2358 0.2322
50% 20 9093.5244 9498.8687 0.2530 0.2482
In presence of artificial outliers, when the truncation rate increases, the MSE-error values increase
significantly. The MSE-error is summed up in this Table.
It is notable that there is a significant difference here between four estimation methods, as shown
in Table 1, the MSE for REE is often lower than the MSE for CKE, implying that both estimators
perform well for finite samples at lower truncation levels. Then, in this case, they are similar. The
truncation rate, on the other hand, has a significant impact on the efficiency of both estimation
methods.
The MSE value for both kernel methods increases significantly with the number of aberrations
and truncation levels, while these errors maintain quite low for the REE kNN, indicating that this
method is efficient and stable than the others, and our estimator is very good in practice and has
a significant behavior. It prove that the REE kNN is much more performance than the others.
Furthermore, when the MSE error is taken into account, the superiority of this model becomes
even more apparent.
The QQ-Plot for the previous truncation levels is then compared.
The behavior of asymptotic normality is strongly connected to the truncation rate, as revealed by
comparing the QQ-Plot performance. As a result, we can see that the current model has good
asymptotic behavior and is easy and straightforward to implement in practice.
6. Conclusion
We analyzed the kNN estimator of the novel structural nonparametric regression achieved by using
the mean squared relative error in this article as a loss function, to create a nonparametric regression
operator estimator of these functional truncated data. The defined asymptotic property is concerned
with the uniform consistency of number neighbors.
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Figure 2. A complete prediction plot
Figure 3. Prediction plot for 25% truncation level
Figure 4. Prediction plot for 50% truncation level
This sort of loss function, however is very susceptible to aberrations. Therefore, all variables are
treated as having equal weight by this loss function. The existence of significant anomalies could
therefore lead to insignificant implications.
For this effect, we address this weakness in this proposal by using an alternative loss function
focused on the relative squared error.
17
Bouabsa: Nonparametric Relative Error Estimation
Published by Digital Commons @PVAMU, 2021
114 W. Bouabsa
Such kind of research has many characteristics from a theoretical point of view, trying to highlight
the model, process, and asymptotic outcomes of the primary line of this analysis. Nevertheless,
the analyzed model for truncated data is an adaptive regression model that allows the deviations
effect to be eliminated and the kNN method used is also an alternative smoothing solution to the
Nadaraya-Watson that allows the technical complexity of the choice of bandwidth to be overcome.
The consequence is that even though the number of neighbors is random, it maintains the accuracy
of the estimator, which allows more practical scenarios to be integrated.
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