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A B S T R A C T
Cosmic rays enter the Earth’s atmosphere with energies up to 1020 eV, producing
extended air showers, which contain up to billions of secondary particles that
can be detected on the ground. Inside these showers, hadrons with large trans-
verse momentum may be produced, which subsequently decay into muons, also
carrying large transverse momentum. These muons separate from the shower
core while traveling to the ground, producing lateral separations from the core
up to several hundred meters. Together with the dense muon core bundle, they
produce distinctive double-track signatures in the IceCube Neutrino Observa-
tory. The corresponding lateral separation distributions are a measure of the
underlying transverse momentum of hadrons, and therefore yield important
information on hadron production during the air shower development.
In this work, the lateral separation of atmospheric muons, between 135m
and approximately 450m, is measured using three years of IceCube data, taken
between May 2012 and May 2015. A dedicated Monte Carlo for the simulation
of laterally separated muons from air showers is presented. This is used to
develop selection criteria in order to isolate the events of interest from IceCube
data. In addition, a specific double-track reconstruction is introduced, which
enables a precise measurement of the lateral separation and arrival direction
of muons. Using existing energy estimation methods, which are optimized for
the reconstruction of this class of events, the first primary energy dependent
analysis of the lateral separation distribution of muons far from the shower core
is performed.
After applying all selection criteria, 80951 events are left with an effective
lifetime of 960 days. The resulting lateral separation distributions are studied
with emphasis on the angular arrival directions and the transverse momentum
of muons, which is estimated based on Monte Carlo simulations. In addition,
the sensitivity of laterally separated muons on the mass composition of cosmic
ray nuclei and the seasonal variations of the resulting muon fluxes over three
years are studied.
Finally, the prospects for a search of double-track signatures, produced by
exotic particles in cosmic ray air showers, which are predicted by theories
beyond the standard model, are discussed. It is shown that, considering recent
constraints on existing theoretical models, such as supersymmetry, the expected
fluxes are below 10−3 events per year. Hence, it is concluded that the observation
of exotic double-tracks from air showers, using existing neutrino telescopes, is
not feasible.
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1
I N T R O D U C T I O N
“In order to change the world,
you have to get your head together first.”
– James M. Hendrix *
O ver 100 years ago, cosmic rays were first discovered by Hess (1912) andconfirmed by Kohlhörster (1913) on balloon flights, where an increase
of the ionization rate of air with altitude was observed [1, 2]. This effect was
explained by radiation and was also observed on a balloon flight during a
near-total eclipse of the Sun. Thus, Hess concluded that this increase was
caused by radiation entering the atmosphere from outer Space. From studies
on the effect of the Earth’s magnetic field on this radiation in the 1930’s, it was
identified as being highly dominated by charged (massive) particles [3]. From
these observations the term cosmic rays was coined, forming a new field of
research, called astroparticle physics.
Over the last 80 years, this field of research has developed remarkably and
knowledge of cosmic rays has improved significantly ever since. Today it is
known that cosmic rays are highly dominated by ionized nuclei, about 90%
protons, roughly 9% alpha particles, and the remainder are heavier nuclei
[4]. These particles enter the atmosphere with energies up to about 1020 eV,
producing a cascade of secondary particles, which form an extensive air shower
that can be detected on the ground. However, many fundamental properties are
still unknown and several major questions of the nature of cosmic rays are still
open:
• What are the sources of cosmic rays and how are they accelerated?
• What is the origin of the spectral shape of primary energies?
• Is the cosmic ray flux isotropic?
• What is the mass composition of high-energy cosmic rays?
In order to answer these questions, the propagation of cosmic rays through Space,
as well as the underlying physics of extensive air showers in the atmosphere
need to be understood in detail.
Inside atmospheric particle showers, hadrons with large transverse momen-
tum can be produced, which subsequently decay into muons. The muons sepa-
rate from the shower core while traveling through the atmosphere, producing
large lateral separations of up to several hundred meters from the shower core
at the ground. These muons, together with a centered muon bundle, form
* As quoted by T. Brown, in “Jimi Hendrix: The Final Days” (1997).
1
1 introduction
distinctive double-track signatures, which can be observed in large neutrino tele-
scopes. Laterally separated muons are typically produced early during shower
development and therefore they yield important information on the shower
development, as well as on the transverse momentum of hadrons, produced in
high-energy cosmic ray interactions. Thereby, they can be used to test hadronic
models and predictions from perturbative quantum chromodynamics. Since
the lateral separation distributions of muons is highly related to the transverse
momentum of their parent particles, they can be used to estimate the underlying
transverse momentum distributions of hadrons, produced in high-energy colli-
sions of heavy nuclei. This enables comparison to accelerator data and thereby
laterally separated muons provide a direct connection between astroparticle and
high-energy particle physics.
In addition, the underlying transverse momentum distributions depend on
the energy per nucleon of the incident nucleus, and therefore on the mass of
the primary cosmic ray. Hence, laterally separated muons can be used to draw
conclusions on the elementary mass composition of cosmic rays. This represents
a complementary approach to existing composition measurements, which are
typically performed using large surface array detectors and mostly depend on
various model assumptions.
In this work, a measurement of the lateral separation distribution of muons
far from the shower core is presented, using three years of data from the Ice-
Cube Neutrino Observatory (IceCube), taken between May 2012 and May 2015.
IceCube is a cubic-kilometer neutrino telescope, located in Antarctica at the
geographic South Pole. Based on Monte Carlo simulations, the resulting distribu-
tions are used to determine the underlying transverse momentum distributioins
of hadrons, which are compared to recent experimental accelerator data. The
lateral separation distributions are also used to derive the mean logarithmic
mass number of cosmic rays. Finally, the seasonal variations of lateral separated
muons are measured, which can be used to study atmospheric effects on the
corresponding muon fluxes.
In addition, it was previously proposed in literature [5, 6], that similar double-
track signatures may be produced by exotic particles, which are predicted by
several theories beyond the standard model and are potentially produced in
hadronic cosmic ray interactions. Therefore, the feasibility for the direct detection
of exotic particles in large neutrino telescopes is discussed in relation to various
supersymmetric benchmark models. The prospects for other models beyond
the standard model, such as higher-dimensional Kaluza-Klein theories, are
also investigated as possible scenarios which could also produce double-track
signatures in large neutrino telescopes, such as IceCube.
An introduction to the physics of cosmic rays is given in Chapter 2, with
special emphasis on the production of extensive air showers in the Earth’s
atmosphere and the subsequent generation of laterally separated muons. The
propagation of relativistic particles through dense matter is discussed in Chap-
ter 3, which represents the general detection principle for many air shower
experiments, including large neutrino telescopes. The IceCube experiment is
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described in Chapter 4, where the detector design, as well as various physics
applications, are discussed in detail. The Monte Carlo simulations of extensive
air showers, used in this work, are presented in Chapter 5. Among common
simulation packages, a dedicated approach to produce simulations of laterally
separated muon events in IceCube is introduced, which enables detailed studies
of the experimental data. The data selection is described in Chapter 6, including
dedicated double-track reconstructions, as well as an estimator for the underly-
ing transverse momentum. A primary energy estimator is also presented, which
leads to energy-dependent studies of the resulting distributions of laterally
separated muons. The results of this analysis are presented in Chapter 7, with
a detailed discussion on the resulting lateral separation distributions, as well
as the corresponding angular arrival directions of laterally separated muon
events in IceCube. These distributions are used in order to derive the mean
mass composition of the cosmic ray flux. In addition, the resulting transverse
momentum distributions are shown and the corresponding seasonal variations
of atmospheric muons are presented. In Chapter 8 the search for exotic particles
in neutrino telescopes is discussed and the expected fluxes in IceCube are calcu-
lated, assuming various SUSY benchmark models, proposed in literature. Finally,
a summary, subsequent discussions, and an outlook are given in Chapter 9.
3

2
C O S M I C R AY A I R S H O W E R S
“Astronomy? Impossible to understand
and madness to investigate.”
– Sophocles *
The term cosmic ray refers to a particle that enters the Earth’s atmospherefrom outer space. These particles have a rate of approximately 1000 per
square meter per second. Most of them have relativistic energies, i.e. energies
somewhat larger than their rest masses, following a spectrum approximated by
an inverse power law, with the highest energies reaching up to about 1020 eV.
These particles are highly dominated by ionized nuclei, with about 90% being
protons, roughly 9% alpha particles, and the rest being heavier nuclei [4]. When
interacting with atomic nuclei within the atmosphere they can initiate cascades
of secondary particles that form an extensive air shower (EAS) which can be
detected on the ground.
In the following the basic concept of cosmic rays will be introduced (Sec-
tion 2.1), covering the primary energy spectrum and the mass composition
among other aspects. The development of extended air showers in the atmo-
sphere is described in Section 2.2 with particular emphasis on the production
of leptons in Section 2.3. An overview of various detection methods and recent
experimental results will be shown in Section 3.2, including measurements from
balloon and satellite experiments, as well as recent data from ground-based
observatories.The physics of muons with large transverse momentum, which can
be produced within high-energy air showers, will be discussed in Section 2.4.
2.1 cosmic rays
The energy spectrum of cosmic rays can be measured directly using balloon
or space-based experiments, and indirectly using ground-based observatories
(see Section 3.2 for details). Thus, the spectrum of cosmic rays is well known
over many orders of magnitude in energy. The knowledge of the elementary
mass composition on the other hand, especially at the highest energies, is fairly
uncertain. Furthermore cosmic ray sources and details on possible accelerating
mechanisms are also largely unknown. However, in the following possible
scenarios for cosmic ray sources, including potential accelerating mechanisms,
and their resulting particle spectra will be discussed.
* As quoted by R. Cohen, in “Chasing the Sun” (2011).
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2.1.1 the sources of cosmic rays
The lowest energy cosmic rays entering the Earth’s atmosphere (6 100MeV) are
mainly produced in the Sun and are characterized by large temporal fluctuations
associated with violent solar events [4, 7]. However, it was already noticed by
Hess and others that the bulk of cosmic rays are uncorrelated with the solar
activity [1–3]. Hence, the main origin of cosmic ray particles lies presumably
outside the solar system.
It was suggested in the 1930’s that cosmic rays are potentially produced in
supernovae (SNs) [8], when a star has exhausted its hydrogen and helium supply
and collapses under its own gravity. The remnant of a supernova is often a cold,
dense neutron star with strong magnetic fields (magnetar). Due to an increasing
rotation rate during the core collapse the resulting neutron star can rotate up to
several hundred times per second (pulsar) [9]. Consequently, in the following
decades the Crab Nebula [10] and magnetic variable stars [11] were suggested as
potential sources of cosmic rays. Today supernova remnants (SNRs) are widely
discussed as favorable candidates for accelerating cosmic rays up to energies of
about ∼ 1PeV [12–14] (see also Section 2.1.2). Although the sources of cosmic
rays are still widely unknown, the dominant contribution is expected to originate
from within our galaxy.
However, cosmic rays with energies of several hundred PeV have been ob-
served (see for example Refs. [15–18]). For the highest energy cosmic rays, the
gyroradii associated with typical galactic field strengths are larger than our
galaxy (see also Section 2.1.2). Therefore their sources are assumed to be of
extra-galactic origin. This results in a large variety of further possible source can-
didates, such as active galactic nuclei (AGNs) [19], magnetars [20], or gamma-ray
bursts (GRBs) associated with the merger of compact objects, such as neutron
stars or massive black holes [21, 22].
The production of cosmic rays at the highest energies is thought to be highly
related to the emission of high-energy neutrinos, for example in the fireball model
for GRBs [21, 23], or from particle acceleration in AGNs [24, 25]. IceCube has
recently observed a flux of astrophysical neutrinos with energies up to the ∼ PeV
region [26–29]. Future studies of astrophysical neutrinos at the highest energies
will further improve knowledge of the acceleration mechanisms of particles in
the Universe. Due to their unique role as astrophysical messengers, this will
contribute to the constraint of potential source scenarios for cosmic rays at the
highest energies.
2.1.2 acceleration mechanisms
Standard stars, such as the Sun, can provide acceleration mechanisms for parti-
cles up to the GeV range. This acceleration is associated with time-dependent
magnetic fields, which appear as sunspots for example, and can have magnetic
field strengths up to ∼ 1000 Gauss. The magnetic fields are produced by turbu-
lent plasma through the cyclotron mechanism (see for example Refs. [7, 9]). In
6
2.1 cosmic rays
addition, sunspots frequently appear in pairs with opposite magnetic polarity.
As the sunspots approach each other they generate electrical fields of ∼ 10V/m.
However, in the presence of these fields charged particles can be only accelerated
up to energies of 6 100GeV.
The acceleration of cosmic rays to higher energies can be explained in the
context of Fermi acceleration [30], based on interactions with dense shock fronts
or interstellar magnetic clouds (see for example Ref. [7]).
The ejected envelope of a supernova, for example, forms a shock front traveling
through the interstellar medium with velocity u1. Assuming gas recedes behind
this front with velocity u2, it can be shown that the relative energy gain of a
particle colliding with the shock front, with a velocity v ' c, is given by [9]
∆E
E
' 4
3
· u1 − u2
v
. (2.1)
If the particle gets trapped between two shock fronts it can be reflected at the
inner shock front. Thereby it gains the energy fraction
∆E
E
' 2 · ∆v
v
. (2.2)
Both mechanisms of shock acceleration are linear in the relative velocity and
referred to as first order Fermi acceleration. It is possible to explain resulting
particle energies of maximal ∼ 1PeV using this mechanism within realistic
scenarios [25, 31].
The acceleration of charged particles due to interactions with magnetic clouds
is described by second order Fermi acceleration. Thereby, a cosmic ray particle with
velocity v, interacting with a magnetic cloud of velocity u, on average gains the
relative energy fraction
∆E
E
' 2 · u
2
v2
. (2.3)
The energy gain caused by this mechanism is quadratic in the velocity of the
cloud. Hence, the energy gain per collision is rather small and acceleration via
this mechanism requires a long time.
Cosmic ray energies of above ∼ 1PeV can not be explained in terms of accel-
eration associated with the mechanisms described above. The gyroradius of a
charged particle in a magnetic field B is given by
rL =
R
cB
, (2.4)
with the magnetic rigidity
R =
pc
Ze
, (2.5)
where p is the total momentum of a particle with electrical charge Ze. In order
to accelerate a proton, for example, to an energy E ' pc, the radius r of the
accelerator must be larger than
rL >
E
cB
(2.6)
⇒ Emax < rL · cB . (2.7)
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Taking inefficiencies in the acceleration process into account, for typical values
of R and B generated during supernova shocks, the maximum energy must
be less than Emax 6 1PeV [31]. Consequently there is a characteristic rigidity
cutoff, Rc, where an acceleration process reaches its limit [32], and the maximum
energy is given by the relation
Emax = Ze · Rc . (2.8)
Therefore, the mechanism of cosmic ray particle acceleration up to energies
well above 1PeV is yet unknown. To reach these large energies, particles have to
be accelerated over large distances r, or there must be stronger magnetic fields
present. Since at the highest energies the gyroradii of cosmic ray particles are
associated with typical galactic fields that are larger than our galaxy, there must
be additional acceleration mechanisms present.
Under realistic conditions, rotating magnetized neutron stars (pulsars), for
example, can generate magnetic fields of up to ∼ 1012 Gauss. Since the rotation
axis of pulsars does not necessary match the direction of the magnetic field,
this can lead to strong electric field strengths of about 1015V/m [9]. Although
the details of this mechanism are largely unknown, this would imply a proton
gaining ∼ 1PeV per meter travelled, which potentially results in very high cosmic
ray energies [7, 20].
Further possible acceleration mechanisms are associated with extremely en-
ergetic astrophysical events, such as binary mergers of neutron stars or black
holes, and gamma-ray bursts [19]. These are beyond the scope of this work and
a comprehensive overview of various acceleration scenarios can be found for
example in Refs [7, 9, 25, 31, 33].
2.1.3 cosmic ray spectrum
While the sources of cosmic rays and details on their acceleration mechanism
are largely unknown, the energy spectrum can be measured experimentally
and is fairly well known. Figure 2.1 shows the cosmic ray spectrum measured
by various experiments over several orders of magnitude [34]. The primary
spectrum of all nuclei can be parametrized by multiple inverse (broken) power
laws of the form [4]
dΦ
dE0
=
dN
dtdAdΩdE0
∝ E−γ0 , (2.9)
where E0 is the energy of the primary nucleus. In order to account for different
structures observed in the particle spectrum, in a first approximation this flux
can be parametrized as
dΦ
dE0
' 1.8 · E−γ0
nucleons
cm2s sr GeV/A
, (2.10)
where the spectral index γ changes from 2.7 to 3.0 at Eknee ' 4PeV, the so-called
knee, and to γ ' 3.2 at around 0.6EeV (second knee) [35, 36]. At the ankle, around
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Figure 2.1: All particle primary spectrum of cosmic rays using data from various experi-
ments. Figure taken from Ref. [34].
Eankle ' 4EeV, the spectral index changes back to γ ' 2.7 [15, 18]. The origin of
these structures is not yet fully understood. It is common to interpret them in
terms of various particle populations, produced by different cosmic ray sources
[12, 13, 32, 37–39]. The associated energy spectra may be characteristic of certain
acceleration mechanisms and can therefore explain the observed features. More
sophisticated flux models, assuming different populations and taking several
primary nuclei into account, are discussed in Section 2.1.4.
The spectrum of cosmic ray primary particles reaches over roughly 20 orders of
magnitude in energy, up to a predicted upper limit of around EGZK ' 6 · 1019 eV,
the GZK suppression (after Greisen, Zatsepin, and Kuzmin (GZK)) [40, 41]. This
suppression is expected to be caused by interactions of the cosmic rays with
photons of the Cosmic Microwave Background (CMB), producing a short-lived
delta resonance that decays into protons or neutrons, and positive and neutral
pions via
γCBM + p→ ∆+ →
p+ pi0n+ pi+ (2.11)
This theoretical motivated cutoff is not confirmed experimentally yet, and
there is some tension with earlier results reported by the AGASA Collaboration
[42]. However, recent data from the HiRes Collaboration [15], and results from
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Figure 2.2: Cosmic ray spectra for several chemical elements using data from various
experiments. Figure taken from Ref. [34].
the Pierre Auger Observatory [18], shown in Figure 2.1, do suggest a suppression
of cosmic rays above ∼ 4 · 1019 eV.
2.1.4 mass composition
Due to the steep energy spectrum of cosmic rays, the average chemical composi-
tion of cosmic rays is highly dominated by particles in the low energy regime,
i.e. in the GeV range. Here, the mass composition is experimentally well known
from direct measurements (see Section 3.2). The resulting energy spectra, taken
by various experiments, are shown in Figure 2.2 [34].
However, due to the very low particle fluxes in the high-energy range (above
a few TeV), the description of the elemental composition of high-energy cosmic
rays relies on indirect measurements (see also Section 3.2), which are experimen-
tally more challenging. The interpretation of data in terms of the primary mass
composition usually strongly relies on (hadronic) model assumptions, which
in turn cause large systematic uncertainties on the measurement, as discussed
for example in Ref. [43]. Hence, today’s knowledge of the mass composition of
cosmic rays at high energies is largely uncertain.
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Theoretically, the elemental composition of cosmic ray nuclei can be described
assuming multiple populations of cosmic rays originating from different po-
tential sources. This is done in order to describe the spectral features of the
cosmic ray flux (knee, second knee, ankle), shown in Figure 2.1. The composition
is typically described using the five different elemental groups: p, He, CNO,
Mg− Si, and Fe, as discussed in Refs. [37, 38]. The cosmic ray spectrum can be
divided into three populations of cosmic rays. The first population is associated
with the acceleration of particles by the shock fronts of supernova remnants,
as explained in Section 2.1.2, where the knee is associated with a cutoff of this
population [12, 13]. The second population is expected to be a higher-energetic
galactic component with unknown origin. The final population at the highest
energies (around the ankle) originates from potential extra-galactic sources [37].
These spectral features are expected to depend on the magnetic rigidity cutoff
[25, 31, 32], as defined in Equation (2.8). If each of the populations j contains the
elemental groups i, then the all particle spectrum can be parametrized by [38]
Φi(E0) ≡ dNi
d ln(E0)
=
∑
j
ai,j · E−γi,j0 · exp
(
−
E0
ZiRc,j
)
. (2.12)
A fit to recent experimental data using this model was performed in Ref. [38].
Assuming that all three populations contain all of the 5 elemental groups,
the resulting parametrization is referred to as the H3a parametrization. The
resulting elemental abundances, using the H3a model, are shown in Figure 2.3,
where they are compared to experimental data (for further details see Ref.
[38]). The so-called H4a parametrization assumes the highest-energetic (extra-
galactic) population being protons only. A third parametrization, using the same
approach but with qualitatively different parameters [39], is referred to as GST
parametrization. In particular, it uses different characteristic rigidity cutoffs to fit
recent experimental data, resulting in harder energy spectra, especially for the
first, lowest-energetic population. The corresponding parameters for the cosmic
ray primary flux models used in this work can be found in Appendix A.1.
2.2 extensive air showers
Cosmic rays enter the Earth’s atmosphere with initial energies up to 1020 eV,
where they interact with air nuclei, producing cascades containing billions of
secondary particles. While propagating through the atmosphere these cascades
of secondary particles form an extensive air shower that can be detected with
large surface or large-volume detectors on the ground, of which neutrino detec-
tors are a key example (see Section 3.2). In general, these particle cascades can
be divided into two classes, described in the following.
Electromagnetic Cascades
Pure electromagnetic cascades are produced by gamma radiation, electrons,
or positrons that undergo elastic scattering processes with air nuclei in the
11
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Figure 2.3: All particle spectrum using data from various experiments. Solid lines show
the H3a primary flux parametrization, as described in the text. Figure taken
from Ref. [38].
atmosphere. A high-energy photon entering the atmosphere will most likely
produce an electron-positron pair, as shown in Figure 2.4 (a). Following the so-
called Heitler model [44, 45], these pairs, as well as primary electrons or positrons
entering the atmosphere, produce gamma radiation due to bremsstrahlung,
which in turn produces another e+e− pair. These processes continue until the
energy drops to a level where collisional energy losses start dominating (see
Section 3.1) and the shower development rapidly stops. These cascades form the
electromagnetic component of extensive air showers.
Hadronic Cascades
Hadronic cascades are produced by nuclei entering the atmosphere with high
energies and interacting hadronically with an air nucleus. In deep-inelastic
scattering processes many secondary hadrons are produced, predominantly
light mesons, such as pions and kaons, but also short-lived vector mesons
or heavier hadrons and nuclei. These hadrons can either decay or re-interact
in the atmosphere, producing another generation of hadrons, as shown in
Figure 2.4 (b). This procedure continues until the hadrons decay (mainly into
muons and neutrinos) or reach the ground. As described in Section 2.3, this
hadronic component produces the muons during the air shower development, and
therefore represents the main focus of this work.
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(a) Electromagnetic shower (b) Hadronic shower
γ
e+ e
−
e−
γ
e+
e−
γ
e−
pi±
µ±
νµ
K±
µ±νµ
pi0
N
µ±νµ
p
pi±
n
pi±
γ
γ
γ
e−
e+
e−
γ
electromagnetic
cascade
hadronic
cascade
Figure 2.4: Schematic concept of air shower development. (a) Pure electromagnetic
shower initiated by a gamma photon. (b) Hadronic shower from primary
Nucleus N, including a large hadronic cascade and an electromagnetic sub-
shower (see text for details). Black solid circles indicate hadronic interactions
with air nuclei.
Neutral pions produced in these hadronic cascades predominantly decay
into two photons, producing electromagnetic sub-showers as described above,
contributing to the electromagnetic component. This process is also shown in
Figure 2.4 (b).
2.2.1 atmosphere
The development of extensive air showers depends significantly on the Earth’s
atmosphere, which provides the target nuclei for all particle interactions. The
atmospheric density profile can be described by a simple isothermal model, where
the density at altitude H is given by
ρ(H) = ρ0 · e−H/h0 (2.13)
with the scale height h0 = 6.4 km and X0 = ρ0h0 = 1300 g/cm
2. To a good
approximation, the atmospheric chemical composition is independent of the
altitude up to about ∼ 100 km [46] and the average mass number of air is roughly
given by 〈A〉 = 14.5.
The atmospheric slant depth X is defined as the integral over the density profile
along the path dl of the initial particle with an arriving (zenith) angle θ [46]
X(L, θ) =
∫∞
L
ρ(H(l, θ))dl = X0 · e−H(L,θ)/h0 , (2.14)
13
2 cosmic ray air showers
10−4 10−2 100 102 104
mass overburden [ g/cm2 ]
0
20
40
60
80
100
120
al
ti
tu
d
e
[k
m
]
Isothermal
US Standard
MSIS Mar.
MSIS Jun.
MSIS Oct.
MSIS Dec.
10−10 10−8 10−6 10−4 10−2
density [ g/cm3 ]
0
20
40
60
80
100
120
Isothermal
US Standard
MSIS Mar.
MSIS Jun.
MSIS Oct.
MSIS Dec.
Figure 2.5: The atmospheric density profile for the simple isothermal model in Equa-
tion (2.13), and using the MSIS parametrizations [47], as well as the standard
middle European and US standard atmosphere parametrizations, all taken
from [48]. The dashed black lines indicate the section scaled up, shown
on the right hand side (linear scale). The blue band shows the maximum
seasonal fluctuations (Dec.-Jun.) for the MSIS model.
where the distance L to the ground is related to the atmospheric height by
H(L, θ) =
√
R2 + 2LR cos(θ) + L2 − R
' L · cos(θ) + L
2
2R
· sin2(θ) (2.15)
with the Earth’s radius R = 6371 km [34]. For directions not too far from
vertical, i.e. θ 6 60◦, the curvature of the earth can be neglected [4, 46], and
Equation (2.15) is approximated by
H(L, θ) ' L · cos(θ), (2.16)
and thus
ρ(X, θ) ' X · cos(θ)
h0
. (2.17)
The mass overburden is defined as vertical profile T(H) ≡ X(H, θ = 0◦).
Figure 2.5 shows the atmospheric mass overburden for the isothermal model
as a function of atmospheric altitude. Also shown, for comparison, are the
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MSIS-90-E models for the South Pole atmosphere, and the middle European
and US standard atmospheric profiles [47, 48]. These models use a 5-layer
parametrization, given in Appendix A.2, and are used in common air shower
simulation software packages, such as CORSIKA [48] (see also Section 5.1).
2.2.2 cascade equations
Whether a particle decays or interacts with an air molecule in the atmosphere
depends on the particle’s decay length and interaction length respectively. The
decay length (in g/cm2) for a hadron h at speed v depends on its mean lifetime
τh, and the density profile (Equation (2.13)) of the atmosphere and is given by
[4]
λdec,h(Eh,H) = cβγτhρ(H) , (2.18)
where c is the speed of light. γ is the Lorentz factor and β = v/c. The interaction
length (in g/cm2) of a hadron h is given by [46]
λint,h(Eh,H, θ) =
ρ(H)∑
A σhA(Eh) ·nA(H)
, (2.19)
where nA(H) is the number density of nuclei with atomic number A at height
H. σhA is the inclusive inelastic cross-section for collisions of the hadron with
a nucleus of mass number A. Assuming a constant mass composition of the
atmosphere and using the average mass number of 〈A〉 = 14.5, Equation (2.19)
can be approximated by
λint,h(Eh) ' 〈A〉
σh−air(Eh) ·N0 , (2.20)
with N0 = 6.022 · 1023 g−1 [49].
The propagation of particles through the atmosphere can be described by the
cascade equations [4]. These equations depend on the properties of the atmosphere
and they take the interactions of all types of hadrons that are produced into
account. Since many hadrons are involved in the shower development, usually a
set of coupled differential equations needs to be solved. In matrix notation they
are given by
dΦh(E,X)
dX
= −
(
1
λint,h
+
1
λdec,h
)
·Φh(E,X)+
+
∑
h
∫
Fhj(Eh,Ej)
Eh
Φj(Ej)
λint,j
dEj , (2.21)
where λdec,h und λint,h are given in Equation (2.18) and Equation (2.19) and the
atmospheric slant depth X is given in Equation (2.14). These equations basically
consist of three terms: the first two terms describe re-interactions and decays
of particles in the atmosphere, while the last (regeneration) term describes
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the production of new particles within the shower development. The function
Fhj(Eh,Ej) is the dimensionless inclusive cross-section for an initial particle h to
produce an outgoing particle of type j:
Fhj(Eh,Ej) ≡ Ej · dNj(Ej,Eh)
dEj
(2.22)
Here, dNj is the average number of particles of type j in the energy interval dEj
produced per collision by an incident particle h [4].
Since there are up to billions of particles produced during shower develop-
ment, in practice these equations need to be solved numerically using detailed
Monte Carlo (MC) simulations. Commonly used software packages for the treat-
ment of the shower development in the atmosphere are, for example, CORSIKA
(see also Section 5.1) [48] or MCEq [50].
2.3 atmospheric leptons
The number of leptons produced during the shower development can in princi-
ple be derived from the cascade equations (Equation (2.21)). Whether a hadron
interacts in the atmosphere or decays, producing a lepton, depends on the ratio
of the first two terms in these equations, i.e. on the decay and interaction lengths,
given in Equation (2.18) and Equation (2.19). The critical energy h of a hadron
h, which corresponds to the condition where the decay length is equal to the
scale height h0, is given by [49]
h ≡ h0 ·mh
c · τh , (2.23)
where mh is the mass and τh the mean lifetime of the decaying hadron, and
h0 is given in Equation (2.13). The critical energies for for pions and kaons, for
example, are given by pi = 115GeV and K = 850GeV. Below these critical en-
ergies, pions and kaons will most likely decay within the atmosphere, producing
the dominant contribution to the lepton flux from cosmic ray air showers, the
conventional flux. These mesons predominantly decay into leptons, where the
relevant decay channels and corresponding branching fractions [34] are given by
pi± → µ± + νµ(ν¯µ) (∼ 100%)
K± → µ± + νµ(ν¯µ) (∼ 63.5%)
K0L → pi± + µ∓ + νµ(ν¯µ) (∼ 27.0%)
K0L → pi± + e∓ + νe(ν¯e) (∼ 38.7%)
As described in Section 2.2, electrons produce electromagnetic sub-showers
containing gamma photons and electrons. Additionally, decays of neutral pions
produced in hadronic interactions via
pi0 → 2γ (∼ 100%)
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also initiate sub-showers due to pair-production and bremsstrahlung processes,
where electrons and positrons are produced.
However, at high energies Eh > h, the decay of pions and kaons is sup-
pressed, since they re-interact within the atmosphere rather than decaying into
leptons. The relative contribution from heavier hadrons increases with increasing
energy, because the critical energies of hadrons scale with the mass. Although
these hadrons typically have very small branching fractions into leptons, they
are expected to dominate the lepton fluxes at very high energies. Having decay
lengths of below 1 cm at typical energies, these hadrons decay immediately
and this contribution is therefore called prompt lepton flux. This contribution is
dominated by decays from charmed hadrons, such as D± and D0, and from the
short-lived (unflavored) vector mesons η, η′, and ω [34, 50], via
D± → µ± +X (∼ 17.6%)
D0 → µ± +X (∼ 6.7%)
η→ µ+ + µ− + γ (∼ 3.1 · 10−4)
η′ → µ+ + µ− + γ (∼ 1.1 · 10−4)
ω→ µ+ + µ− + pi0 (∼ 1.3 · 10−4)
The D mesons have many different decay modes, therefore they are combined
and denoted with X. The individual decay modes can be found in [34]. The
critical energy of prompt hadrons is approximately given by prompt ' 5 ·107GeV
[49].
In principle, the coupled cascade equations (Equation (2.21)) need to be solved
for a detailed description of the lepton fluxes on the ground. Recent calculations,
based on numerical solutions of the cascade equations, with an explicit treatment
of all relevant particles involved in the shower development, can be found in [50].
Figure 2.6 shows the expected energy spectra of vertical atmospheric muons
on the ground from different hadronic components, calculated with the MCEq
software package [50]. These calculations are based on Sibyll 2.3 [51] and
use a South Pole atmospheric profile (Jun.). They favor a transition energy of
roughly Eµ,c ' 700TeV where the prompt component becomes the dominant
contribution.
In a good approximation, the total atmospheric muon spectrum can be
parametrized, assuming a simple isothermal model, and using the critical ener-
gies defined in Equation (2.23), by [4, 38]
dΦµ
dEµ
' 0.14 · E
−2.7
µ
cm2s sr GeV−3.7
·
[(
1+
1.1 · Eµ cos(θ)
pi
)−1
+
+ 0.054 ·
(
1+
1.1 · Eµ cos(θ)
K
)−1
+ 9.1 · 10−6 ·
(
1+
1.0 · Eµ cos(θ)
prompt
)−1]
. (2.24)
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Figure 2.6: The vertical atmospheric muon flux from different components calculated
using MCEq [50] with Sibyll 2.3 [51] as hadronic model for the South Pole
atmosphere (Jun.). Also shown is the (total) vertical muon flux from the
parametrization in Equation (2.24), as black dotted line.
The vertical (θ = 0) muon flux using this parametrization is also shown in
Figure 2.6, as black dotted line.
Most of the muons produced during air shower development are highly rela-
tivistic with velocities of about β ∼ 1 and can reach the ground before decaying
due to time dilatation effects. However, at low energies, muons produced in the
air shower can decay into electrons and a neutrino-pairs via
µ→ e± + νe(ν¯e) + ν¯µ(νµ) . (∼ 100%)
For the energies considered in this work (Eµ ∼ 1TeV), muon decays are negligible,
since the path length of these muons is in the order of ∼ 107 km.
Experimentally, the atmospheric muon spectrum has been measured up to a
few PeV, for example using data taken by IceCube in its 79-string configuration
[52]. The total muon flux, including the contribution from a prompt component,
is consistent with the spectra shown in Equation (2.24) [50] and other theoretical
predictions [46, 49, 53]. In addition, studies on atmospheric muons in IceCube
are on-going, using improved analysis techniques, new unfolding methods, and
further years of data [54].
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2.4 laterally separated muons
While the bulk of muons produced during the shower development forms a
rather dense core, the muon bundle, muons can also be produced with large
transverse momentum pT. These muons then separate from the shower core while
traveling to the ground, resulting in separations up to several hundred meters
from the bundle core. These isolated muons are henceforth referred to as laterally
separated muons (LS Muons).
Generally, the transverse momentum of any particle, produced from an inter-
action with initial particle momentum in z-direction, using cartesian coordinates
(x,y, z), is defined as:
pT ≡
√
p2x + p
2
y . (2.25)
The corresponding longitudinal momentum is defined as pz ≡ p‖. The transverse
energy of the particle is then given by
ET = E · sin(φT) =
√
p2Tc
2 +m2c4 . (2.26)
For the highly relativistic particles considered in this work, mc  p, and the
small-angle approximations
c · p ' E , pT
p
= sin(φT) ' φT (2.27)
are used. The transverse angle is then approximately given by
φT ' c · pT
E
. (2.28)
At low energies, the transverse momentum distributions of particles can be
described in the context of the so-called statistical-bootstrap model (SBM) [55,
56]. This model is motivated from methods used in statistical mechanics which
are applied in order to describe particle physics phenomena. The SBM was
invented in the early 1970’s, however in modern physics particle interactions in
the low-energy regime are more commonly described in the context of lattice
quantum chromodynamics (LQCD) [57]. The SBM uses well-known methods from
thermodynamics, and due to historical reasons, the following discussion will
be based on the SBM for simplicity. A LQCD-inspired discussion would yield
analogous phenomenological results. For a general introduction in LQCD, see
for example Refs. [57, 58].
The SBM assumes hadron states being compounds of various constituents,
confined within a potential box, where the individual constituents are treated
as non-interacting [56]. The individual constituents are assumed to be hadrons
themselves. Hence, each hadron is a bound state of other hadrons which are
held together by forces carried by further hadrons. The types of all possible
hadrons, including all possible resonances and bound states, form a hadronic
mass spectrum. Using this bootstrap approach, the total energy density of the
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Figure 2.7: Phase transition from the hadronic to the quark-gluon plasma phase as
originally described within the bootstrap model in Ref. [55]. The blue curve
represents the critical temperature Tc(µ), as described in the text and with
the model parameters given in Ref. [55]. In the shaded gray region the SBM
becomes unreliable.
system can be derived, based in the grand canonical formalism, as shown in Ref.
[56]. When calculating the corresponding mass spectrum, singularities occur at a
critical temperature Tc(µ), where µ is a baryon chemical potential [55]. This divergent
behaviour is interpreted as phase transition which defines a hadronic phase and a
quark-gluon plasma (QGP) phase in the T -µ-plane, as shown in Figure 2.7. The
corresponding limiting temperature T0 ≡ Tc(µ = 0) defines the boiling point
at which hadronic matter is no longer stable and subsequently converts into
quark matter before entering the QGP phase. T0 is the most fundamental constant
within the SBM and referred to as Hagedorn temperature. It varies from roughly
∼ 140MeV (SBM) to above ∼ 200MeV (LQCD), depending on the method used
to derive its value [59]. It is close to the mass of the lightest hadrons (pi/K),
which are the most abundant hadrons produced in particle interactions, and
de-confined first by thermal fluctuations.
In addition, the bootstrap model allows calculations of the transverse momen-
tum distributions of hadrons. The momentum spectrum in the SBM is generally
given by [60]
f(~p,m, T)d3p = κ · exp
(
−
√
p2c2 +m2c4
T
)
d3p , (2.29)
where m is the mass of a particle with momentum ~p at temperature T . κ is
a constant. Thereby, the momentum spectrum f(~p,m, T) represents the mean
number of particles with mass m and momentum ~p. As shown in Ref. [60],
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using d2p = 2pipT dpT dp‖ and integrating over the longitudinal component p‖,
the transverse momentum distribution is given by
dN(pT,m, T)
2pipT dpT
= κ ·
√
p2Tc
2 +m2c4·
·
∞∑
β=1
(±1)β+1 ·K
β ·
√
p2Tc
2 +m2c4
T
 , (2.30)
with + for bosons, − for fermions, and a constant β. The function K(x) has an
exponential form and is given in Ref. [60]. Equation (2.30) assumes thermal
equilibrium, which is a valid approximation for low transverse momenta of
about pT 6 1GeV/c [55]. Neglecting Fermi and Bose statistics for the ener-
gies (temperatures) considered in this work (pT  m), Equation (2.30) can be
approximated by
dN
2pipT dpT
' α · exp
(
β · pT
T
)
, (2.31)
with constants α and β. Thus, the pT distributions in the context of SBM follow
an exponential behaviour, which is in good agreement with measurements at
low transverse momentum pT 6 1.5GeV/c [55, 61]. Moreover, recent theoretical
calculations in the context of the more sophisticated lattice QCD [62, 63] are
(at least) in quantitative agreement with various predictions from the SBM [59].
Further details on the transverse momentum distribution in the context of the
SBM, as well as related comprehensive discussions, can be found in Refs. [56,
59, 60].
However, the SBM predictions are generally only valid for temperatures
T < Tc and in order to account for large momentum transfer in high-energy
hadronic interactions, additional effects need to be taken into account. It is
known from various accelerator measurements, that the high-pT tails of hadron
transverse momentum distributions closely follow a power law [61, 64–69]. This
behaviour can be described in the context of perturbative quantum chromodynamics
(PQCD), which is based on the parton model, where a hadron is formed by many
point-like constituents (see for example Refs. [58, 70–74]). These so-called partons
(gluons or quarks), which move almost collinear, share the total momentum of
the hadron. According to the renormalization group equations the strong coupling
constant αs decreases logarithmically as
αs(p
2) ' 1
b0 · ln(p2/ΛQCD) , (2.32)
where p is the particle’s momentum and b0 is a constant, given in Refs. [75,
76]. The QCD scale ΛQCD ' 220MeV is the value at which the renormalization
scale µ diverges and it forms an infrared cutoff of the (effective) theory. The
strong coupling decreases logarithmically with increasing momentum, which
is a unique feature of QCD, known as asymptotic freedom [75, 76]. This allows
calculations of hadronic interactions, described by Feynman diagrams, in the
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context of perturbation theory, treating the individual partons as free particles. In
order to derive finite solutions in the context of PQCD, the underlying scattering
process needs to be sufficiently hard. This is typically associated with high
transverse momenta approximately above pT > 2GeV/c (hard-scattering), which
is referred to as high pT throughout this work. Only these hard-scattering
processes can be described using perturbation theory. For a comprehensive
introduction to perturbative QCD, see for example Ref. [58].
Based on PQCD calculations, it can be shown that the transverse momentum
distributions of hadrons follow a power law of the form
dN
2pipT dpT
∝ pβT · f(xT) , (2.33)
where the spectral index β depends on the underlying collision energy [70, 71].
The parton distribution functions f(xT) account for the probability density of a
parton being produced with a transverse momentum fraction xT.
Hard-scattering processes are associated with a large four-momentum transfer
Q2  ΛQCD between the interacting partons, and the production of high trans-
verse momenta. In hard-scattering processes the high-pT hadrons are usually
not produced as isolated particles, but within clusters of collimated particles,
referred to as high-pT jets. In the leading order of αs it can be shown that high-pT
hadrons are produced in jet pairs with hadrons, having nearly opposite, back-to-
back, directions (di-jets). Moreover, collisions of multiple partons can produce
multi-jets with high pT, which can also be described using PQCD [77, 78].
The transverse momentum of hadrons in the soft, low-energy regime can be
described using the SBM or LQCD and the resulting distributions are expected to
follow an exponential distribution. In contrast, in the hard regime (pT > 2GeV/c)
PQCD calculations predict power law behaviour. As mentioned before, these
expectations are in agreement with recent experimental data.
Hence, throughout this work the transverse momentum distributions of parti-
cles are described by the Hagedorn function [55] of the form
dN
2pipT dpT
= α ·
(
1+
pT
p0
)β
. (2.34)
The normalization α, the spectral index β, and the transition parameter p0 are free
parameters. This functional form is an empirical formula which accounts for the
low and the high-pT regime of hadrons. It is essentially the same as the Tsallis
function [79, 80], which is often referred to in literature, where the transition
parameter is associated with the temperature as p0 → β · T0. The Hagedorn
function follows an exponential distribution for low pT < p0 and behaves like a
power law towards high pT > p0,(
1+
pT
p0
)β
−→
 exp(β · pT/p0) , for pT → 0 ,
(pT/p0)
β , for pT →∞ , (2.35)
as expected from SBM and PQCD predictions. Subsequently the transition
parameter p0 is highly related to the critical temperature Tc(µ = 0) ≡ T0
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Figure 2.8: Transverse momentum distributions of charged hadrons measured by vari-
ous LHC experiments in proton-proton (proton-lead) collisions at different
energies. Solid lines show the corresponding Hagedorn fits of the form
Equation (2.34) with p0 = 2GeV/c. The data is taken from [66–69].
and therefore to the phase transition from the hadronic to a QGP phase. As
shown in Ref. [55], this function is not unique and similar resulting curves
can be obtained from very different sets of parameters α, β, and p0. Thus,
in order to compare different distributions, the transition parameter will be
mostly set to a fixed value of p0 = 2GeV/c throughout this work, according to
experimental data at energies similar to those considered in this work. Figure 2.8
shows the transverse momentum distribution of charged hadrons measured
by various experiments at the LHC [66–69], fit with a Hagedorn function from
Equation (2.34), with p0 = 2GeV/c and α, β being free parameters. The function
describes experimental data rather well, especially in the relevant region for this
work, for 2GeV/c 6 pT 6 6GeV/c.
Within Monte Carlo (MC) simulations, discussed in detail in Chapter 5,
hadronic interactions can be described by various hadronic models. These
usually have a dedicated treatment for soft and hard interactions which varies
between different models. Figure 2.9 shows the transverse momentum distribu-
tion of several hadrons obtained from simulated proton collisions at 1PeV with
nitrogen nuclei at rest. The corresponding Hagedorn fits, using p0 = 2GeV/c,
are shown as lines. These simulations are generated using the software package
CRMC [81] as an interface to the EPOS-LHC hadronic model [82], as described
in Section 5.4.
The transverse momentum distributions yield information about the transition
from soft to hard interactions. Thus, they play an important role in model
building processes and allow unique tests of hadronic models (see for example
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Figure 2.9: Transverse momentum distribution of various hadrons produced in proton-
nitrogen collisions at 1PeV in the proton’s laboratory frame. These distri-
butions are obtained from MC simulations using EPOS-LHC as hadronic
model [82].
Ref. [82]). An overview of the most common hadronic models used in modern
physics is given in Section 5.2.
In addition, it is known from heavy ion collisions at various accelerator
experiments, as well as from calculations in the context of PQCD, that the pT
distributions of hadrons depend on the energy per nucleon of the colliding
nuclei. Thus, the transverse momentum of hadrons produced in high-energy
cosmic ray interactions depends on the atomic mass number of the initial
nucleus and is therefore sensitive to the mass composition of cosmic rays. The
composition sensitivity of high-pT hadrons is discussed in detail in Section 5.4.3
and Section 7.5.
As previously described in Section 2.3, muons are produced by the decay of
hadrons within a cosmic ray air shower, predominantly from pions and kaons.
The resulting transverse momentum of muons closely follows the distributions
of the underlying parent particles produced at height H. Muons with large
transverse momentum, imparted to them by their parent particles, can thereby
separate from the compact muon bundle. Assuming the parent particles being
produced at height H and the zenith angle direction of the primary particle is
given by θ. According to Equation (2.28) and using simple geometry (see also
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Figure 2.10: Lateral separation according to Equation (2.36) as a function of the trans-
verse momentum for various heights of production and zenith angle direc-
tions.
Figure 2.11), the lateral separation dT between the muon and the shower core at
the surface (sea level) is given by
φT =
c · pT
E
' dT · cos(θ)
H
⇒ dT ' c · pT ·H
E · cos(θ) . (2.36)
The Earth’s magnetic field strength at the South Pole is about 55µT [48]. Ac-
cording to Equation (2.4), for typical muon energies above 500GeV considered
in this work, the resulting gyroradii are in the order of more than ∼ 30000km.
Thus, geomagnetic effects on the lateral separation of these muons can be ne-
glected. In addition, in Section 3.1.3 it is shown that multiple scattering within
the atmosphere can also be neglected. Hence, LS Muons are a direct probe of
the transverse momentum of the underlying hadrons and therefore enable tests
of PQCD predictions, as discussed above.
With typical muon energies within the TeV range recorded in IceCube, trans-
verse momenta larger than 2GeV/c can potentially produce muon lateral separa-
tions of several hundred meters when reaching the ground. The resulting lateral
separation of a LS Muon according to Equation (2.36), with a typical energy
of 1TeV is shown in Figure 2.10 as a funtion of the transverse momentum, for
several zenith angle directions θ and production heights H. Together with the
muon bundle, these laterally separated muons generate distinct double-track
signatures in large Cherenkov telescopes, such as IceCube (see Chapter 4), as
schematically shown in Figure 2.11.
A previous measurement of the lateral separation distribution of isolated
LS Muons between 135m and ∼ 350m has been performed using IceCube in
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its 59-string configuration (IC59) and 335 days of data [83]. The experimental
results are further discussed in Chapter 7. In addition, the MACRO experiment
[84], located deep-underground at Grand Sasso, has measured the separation of
muon pairs produced in air showers up to 70m [85].
Figure 2.11: LS Muon production in IceCube.
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D E T E C T I O N P R I N C I P L E S
“Isolated material particles are abstractions, their properties being definable
and observable only through their interaction with other systems.”
– Niels H. D. Bohr *
The energy spectrum of cosmic rays follows a very steep power law, ex-tending over almost 20 orders of magnitude. Using Equation (2.10) the
expected cosmic ray rate is on the order of 1000 primary nuclei per square meter
per second. In the range around 100GeV, the rate is only about one particle per
square meter per second. Going to even higher energies, the expected rate of
cosmic ray primaries decreases rapidly to about one particle per square meter
per year around the knee and to one particle per square kilometer per year at
the ankle. Thus, for increasing particle energies, the detector sensitivity scales
largely with its size and volume.
Although there exists a large variety of detector designs used for the measure-
ment of cosmic rays, they generally rely on either direct or indirect measure-
ments. In energy regions where the primary particle flux is sufficiently large,
cosmic rays can be detected directly using instrumentation developed for balloon
flights or space missions. These instruments have typical detector volumes on
the order of below 1m3. Examples for experiments performed during balloon
flights are ATIC [86] and CREAM [87]. The PAMELA [88] and AMS [89–91]
experiments are space-based, located on a satellite and the international space
station (ISS) respectively.
Selected particle spectra from this type of measurements are shown in Fig-
ure 2.2 and a comprehensive review on space-based and ballon experiments can
be found for example in Refs. [4, 9, 33, 92].
However, these experiments are very limited in size and capacity, and in order
to detect cosmic rays at higher energies, above some TeV, very large ground-
based observatories are needed. Since cosmic rays interact in the atmosphere,
forming extensive air showers, as described in Section 2.2, experiments of this
type rely on indirect measurements of the resulting shower constituents at the
ground. Typical air shower experiments are based on large surface detector ar-
rays or instrumented detector volumes in the deep water or ice. These detectors
usually rely on the measurement of light, which is generated when secondary
particles of the air shower pass the detector volume. Using detailed timing infor-
mation and the light yield measured by these experiments, many conclusions on
the shower development and the cosmic ray primary can be drawn. This enables
for example studies on the energy spectrum of primary cosmic rays and their
mass composition, as shown in Figure 2.1 and Figure 2.3.
* In “Atomic Physics and the Description of Nature” (1934).
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In addition, there exist various other indirect detection techniques, such as
air Cherenkov [93, 94] and fluorescence telescopes [95], or radio antenna arrays
[96, 97]. These are not relevant for the detection of cosmic rays in the context of
the IceCube experiment and are therefore beyond the scope of this work. For
further reading see for example Ref. [33].
In the following, the basic principles of light emission from charged particles
passing dense matter are described. This is done in Section 3.1 with emphasis
on muons, which represent the main air shower constituent measured in deep
underground detectors, such as IceCube. A general overview on surface detector
arrays, using water Cherenkov tanks to measure the light of secondary particles,
is given in Section 3.2. The detection principles of large-scale neutrino telescopes,
such as IceCube, are discussed in Section 3.3.
3.1 muon propagation in matter
While energy losses of muons traveling through the atmosphere can mostly
be neglected for the energies considered in this work, charged particles with
relativistic velocities passing dense matter, such as water or ice, interact with
the surrounding medium. Due to various scattering processes they lose energy,
resulting in photon emission that can be detected, together with Cherenkov
radiation, using optical sensors deployed within the medium.
The mean rate of the energy loss of muons with energy E, traveling the
distance x through a medium, is described by the stopping power [98, 99]. It can
be generally parametrized as〈
−
dE
dx
〉
= a(E) + b(E) · E , (3.1)
where the function a(E) describes collisional energy losses and b(E) describes all
radiative losses, which scale with the energy. At intermediate energies (below
∼ 500 GeV) collisional losses in the form of ionization and excitation of the
surrounding medium, dominate the energy losses of muons. However, for
energies above ∼ 1TeV, radiative losses are the dominating effect and need to
be taken into account. Generally, the muon (critical) energy, at which radiative
losses start to dominate, is defined as Eµ,c = a(Eµ,c)/b(Eµ,c). Relevant processes,
causing photon emission and energy losses of muons while traversing dense
matter, are described in the following.
3.1.1 ionization
A muon traveling through matter undergoes inelastic collisions with electrons of
atomic nuclei, which are described by the tree-level Feynman diagram shown in
Figure 3.1. Thereby the surrounding medium is mainly ionized, but also excited.
These collisional energy losses of a particle with energy E occur approximately
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µfµi
ei ef
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Figure 3.1: Feynman diagram of the ionization process induced by a muon µ scattering
with an electron e.
continuously along the particle’s track and can be described by Bethe’s formula
[100, 101]:〈
−
dE
dx
〉
= Kz2
Z
A
1
β2
[
1
2
ln
(
2mec
2β2γ2Wmax
I2
)
−β2 −
δ(βγ)
2
]
, (3.2)
where me is the electron mass, z the charge number of the incident particle
(z = 1 for muons). Z and A are the atomic and mass number of the surrounding
medium respectively, I is the mean excitation energy, and K = 4piNAremec2,
where re = e2/4pi0mec2 is the classical electron radius. The maximum energy
transferred to an electron in a single collision Wmax, is given by
Wmax =
2mec
2β2γ2
1+ 2γme/m+ (me/m)2
, (3.3)
with m = mµ being the incident particle’s mass. The δ term is a correction to
the energy loss, due to density effects in the medium. With increasing particle
energy its electrical field extends and the first term in Equation (3.2) increases
with ln(βγ). In real media, this effect is limited because the medium is ionized,
which limits the field extension (see for example Ref. [101]).
The mean energy loss of a muon in ice due to ionization using Bethe’s formula
is shown in Figure 3.2, in units of MeV g/cm2. Although the stopping power
increases slowly with the atomic number Z, using these units, it is approximately
the same for most materials. Particles with energies minimizing the the stopping
power are purely ionizing and are therefore referred to as minimum ionizing
particles (MIPs).
3.1.2 radiative energy losses
While for energies below about ∼ 500GeV the energy loss due to ionization is the
dominating effect, at higher energies around Eµ,c ∼ 1Tev, radiative energy losses
become important. These processes usually have small cross sections and can
produce hard spectra [101, 102]. Moreover, they are associated with large energy
29
3 detection principles
0 1 2 3 4 5 6 7 8 9
log10(muon energy/MeV)
1
10
100
1000
st
op
p
in
g
p
o
w
er
[M
eV
g/
cm
2
]
Eµ,c
minimum
ionization
total
total (air)
ionization
radiative
pairproduction
bremsstrahlung
photonuclear
Figure 3.2: Muon stopping power in ice. The contributions from ionization (red), ac-
cording to (3.1), and radiative losses (blue), taken from Ref. [34], are shown
separately. For ionization the coefficients from Ref. [99] are used.
fluctuations and the production of electromagnetic and hadronic cascades, as
described in Section 2.2. As a consequence, radiative energy losses are not
continuously distributed along the particle’s track. In contrast to ionization,
these energy losses are also referred to as catastrophic energy losses. The relevant
processes causing such radiative energy losses are described in the following.
Bremsstrahlung
Charged particles are decelerated in the presence of an electromagnetic field
caused by another charged particle, for example an atomic nucleus, and will
thereby emit bremsstrahlung. The cross-section of this process can be divided
into an elastic component σel and two inelastic components ∆σina,n [100, 102],
σbrems = σel +∆σ
in
a +∆σ
in
n . (3.4)
The first term describes the elastic scattering of a charged particle on an atomic
nucleus with mass number Z, which is given by the two (tree-level) Feynman
diagrams shown in Figure 3.3. Elastic scattering is the dominant process con-
tributing to the emission of bremsstrahlung. The other two terms represent the
inelastic scattering of muons on the electrons of the atom (∆σina ) and the effect of
nucleus excitation (∆σinn). The corresponding Feynman diagrams can be found
in Section A.5 (Figure A.3). The resulting elastic bremsstrahlung cross-sections
are given in Refs.[102–105] and the inelastic case is discussed in Refs. [105, 106].
They are usually expressed as a function of fractional energy loss v and roughly
scale with v−1 [101, 107]. Bremsstrahlung represents the main contribution to
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Figure 3.3: Feynman diagrams of the elastic interaction of a muon µ with a parton p of
the atomic nucleus Z producing bremsstrahlung.
the hard radiative energy losses. It induces electromagnetic cascades, discontin-
uously distributed along the muon track. A comprehensive discussion of the
cross-sections and the resulting stopping power, can be found for example in
Refs. [101, 108]. The contribution from bremsstrahlung to the stopping power is
shown in Figure 3.2.
Pair Production
High energy muons can produce electron-positron pairs in presence of the
electromagnetic field of an atomic nucleus. On tree-level, this pair production
process is described by the two Feynman diagrams, shown in Figure 3.4, in
addition to two Feynman diagrams, where the muon interacts with a nucleus
(shown in Section A.5). The electron-positron pair production cross-sections can
be for example found in Refs. [108–110]. With v being the fractional energy loss,
they roughly scale with v−2 to v−3 [107]. Thus, they are somewhat softer than
bremsstrahlung emission and can be treated as being approximately continuous
[101].
µi µi
µfµf e+
e−
e−
e+
pi pi
pf pf
Z Z
Figure 3.4: Feynman diagrams of electron-positron (e−, e+) pair production induced by
a muon µ interacting with a parton p of an atomic nucleus Z.
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Figure 3.5: Feynman diagram of a photonuclear interaction between muon µ and a
parton p of the atomic nucleus Z.
Another possible pair production process is the generation of a muon pair.
The Feynman diagrams for these processes are the same as those shown in
Figure 3.4, with the electron and positron substituted by muons. However, the
cross-sections for the muon pair production is expected to be ∼ 2 · 104 times
smaller compared to the electron case [108], and will therefore not be discussed
further. The contribution from electron-positron pair production to the stopping
power of a muon in ice can be found in Figure 3.2.
Photonuclear Interaction
Inelastic scattering of a high energy muon with an atomic nucleus within the
surrounding medium, a so-called photonuclear interaction, causes an energy loss
of the incident muon. This interaction is described by the Feynman diagram
shown in Figure 3.5 (tree-level). The resulting cross section can be for example
found in Refs. [108, 111, 112].
The corresponding stopping power caused by photonuclear interactions is
shown in Figure 3.2 and represents the smallest contribution to the radiative
losses. However, photonuclear interactions can cause hard energy losses and
large deflections by producing electromagnetic and hadronic cascades along
the particle track within a medium [101, 102]. Since this can have an impact on
the reconstruction of energy losses and the muon track trajectory in IceCube, it
needs to be taken into account and will be included in all simulations used in
this work.
3.1.3 multiple scattering
Charged particles traveling through dense matter suffer from repeated elastic
Coulomb scattering on atomic nuclei, where each individual interaction is gener-
ally described by the Rutherford cross-section [113]. Assuming the atomic nuclei
are much heavier than the incident particle’s mass, the energy transfer during
those interactions is negligible. However, these multiple scattering processes can
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Figure 3.6: Schematic drawing (inspired by Ref. [34]) of multiple scattering processes
within a dense medium and construction of the resulting particle deflection,
as described in Molière scattering theory (see text).
cause significant angular deflections in matter and thus need to be considered
for (charged) particles traversing large distances in a dense medium.
Multiple scattering can be described in the context of Molière scattering theory,
as described in Refs. [114, 115]. The Coulomb scattering distributions can be
estimated using the (small-angle) Highland approximation [116]. The angular
distribution, after traveling a given distance x, is assumed to follow a Gaussian
with its width approximated by
√
2θ0, given by
θ0 =
13.6MeV
cβp
·Z ·
√
x
X0
[
1+ 0.038 · ln
(
x
X0
)]
, (3.5)
where p is the momentum and Z the charge of the particle. x/X0 is the thickness
of the traversed medium in radiation lengths. The radiation length X0 can be
obtained experimentally and parametrized as
X0 =
716.4 ·A g cm−2
Z(Z+ 1) · ln(287/√Z) , (3.6)
with the mass number A. Equation (3.6) is in agreement with theoretical predic-
tions to better than 2.5% for most elements [101, 117].
Subsequently, the angular distribution θplane, projected onto a two-dimensional
plane, and the corresponding mean deflection 〈yplane〉, as defined in Figure 3.6,
are given by [101]
θplane =
1
2piθ0
· exp
(
−
θ2plane
2θ20
)
dθplane , (3.7)
and
〈yplane〉 = 1√
3
θ0 · x . (3.8)
The deflections are identical in all directions orthogonal to the direction of
motion. Thus, the calculation of the spacial distributions is straight-forward and
is discussed for example in Refs. [101, 108].
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For numerical calculations, Equation (3.7) and Equation (3.8) can be expressed
using independent Gaussian variables RD1 and RD2, with mean zero and
variance one [101], by
θplane = θ0 · RD1 (3.9)
and
yplane =
1
2
θ0 · x · RD1 + 1√
12
θ0 · x · RD2 . (3.10)
With increasing deflection angles, this effect behaves more like Rutherford
scattering [101], deviating from a simple Gaussian distribution. In addition, for
a more precise treatment the finite size of the nucleus should be taken into
account [118]. However, for small deflection angles, up to a few θ0, the approach
described above represents a very good approximation [108, 118].
Moreover, for ∼ TeV muons the momentum can be approximated by p ' E
(see Section 2.4). Since the mean deflection angle scales with the inverse of the
momentum and with the thickness of the medium, as described in Equation (3.7),
deflections in the atmosphere can be neglected. However, multiple scattering for
muons propagating through ice is taken into account throughout this work, and
implemented in any simulations, as described in Ref. [108] (see also Section 5.7).
3.1.4 cherenkov radiation
Charged particles passing through a dielectric medium polarize the surrounding
atoms due to their electrical field. The subsequent return of the polarized atoms
to the ground state causes the emission of photons in the medium [119–121].
In general, this radiation interferes destructively and at a distant point, the
resultant field intensity is zero. However, if the particle travels faster than the
phase velocity of light in this medium
vphase =
c
n
, (3.11)
where n is the index of refraction, the photons can interfere, such that at a
distant point, a resulting field can be observed. This Cherenkov radiation [119]
follows a fixed angle θC, the Cherenkov angle, and is emitted continuously along
the particle’s track. Depending on the velocity of the charged particle vparticle
and the phase velocity of light in the medium, the Cherenkov angle is given by
cos(θC) =
vphase
vparticle
=
1
nβ
, (3.12)
where β = vparticle/c. Equation (3.12) is derived using the Huygens-Fresnel princi-
ple [122, 123], as illustrated in Figure 3.7 (see caption for details). The resulting
Cherenkov angle defines a fixed cone, in which the wavefronts interfere construc-
tively. Thus, Cherenkov light emission carries important directional information
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Figure 3.7: Huygens-Fresnel construction of the Cherenkov angle θC produced by light
waves emitted along a particle track. For particle velocities v < c (a), the
wavefronts do not cross each other and can therefore not interfere construc-
tively. For particle velocities at the (phase) velocity of light in the medium
(b), and above (c), the wavefronts overlap and interfere, producing a light
cone along the particle track. The light cone has a fixed Cherenkov angle
θC, which is given by the particle’s velocity and the refraction index of the
surrounding medium (see text for details).
of the incident particle and has significant experimental consequences. It en-
ables precise reconstructions of particle trajectories in a dense medium and
provides the main detection principle for large-scale Cherenkov telescopes, such
as IceCube (see Chapter 4).
In ice for example, the refraction index is n = 1.32 for a photon wavelength of
400nm [124], which determines the Cherenkov threshold,
vC ≡ vphase ' 0.75c . (3.13)
This results in a Cherenkov angle of roughly θC ' 41◦ for muons traveling
through the ice at the speed of light.
The energy spectrum of photons produced along the charged particle track x
is described by the Frank-Tamm formula [119, 120]
dEγ
dxdω
=
µ · e2
4pi
·ω ·
(
1−
1
β2n2
)
, (3.14)
where ω is the angular frequency of the emitted Cherenkov photons, µ = µ0µr
is the permeability of the surrounding medium, and e the elementary charge.
The energy loss due to Cherenkov radiation in typical media, such as water
or ice, is only on the order of several keV per cm. This corresponds to roughly
∼ 0.1% of the energy loss by ionization, and can therefore be neglected for the
energies considered in this work [121].
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Figure 3.8: Detection principle of typical cosmic ray detectors based on large surface
arrays, such as IceTop.
3.2 air shower surface arrays
In order to measure cosmic ray air showers at the highest energies, the detector
area needs to be sufficiently large. The energy sensitivity of these experiments, in
principle, depends on the total area covered and the density of instrumentation.
Therefore, experiments use an array of many detection units, which cover a
large area. In contrast to scintillator arrays, such as the Telescope Array (TA)
[16, 125], many surface detectors are based on water-filled tanks, equipped
with light detection sensors. Whenever a high energy cosmic ray enters the
atmosphere it initiates an air shower that produces millions of particles on the
ground, as described in Section 2.2 and depicted in Figure 3.8. When a charged
particle passes one of the water-filled tanks, it produces Cherenkov radiation, as
explained in Section 3.1.4, which can be detected by optical sensors. Using the
measured timing and light yield information from many detection units, the air
shower can then be reconstructed and conclusions on the primary cosmic ray
nucleus can be drawn.
Recent measurements of the primary cosmic ray spectrum from various exper-
iments are shown in Figure 2.1. The KASCADE [35] and KASCADE-Grande
[126] experiments, have measured primary cosmic ray energies from ∼ 1PeV up
to above 100PeV [127, 128]. With detector areas of some 1000 km2, the Pierre
Auger Observatory (Auger) [17, 129] and the Telescope Array (TA) project [16,
125] measure cosmic rays at the highest energies, up to more than ∼ 1EeV.
Combining these and other measurements, the energy spectrum of cosmic rays
is known over 20 orders of magnitude. Comprehensive overviews on various
surface detector arrays, used in astroparticle physics, can be for example found
in Refs. [3, 9, 33, 43, 130, 131].
IceCube’s surface detector array IceTop [132] covers an area of roughly 1 km2
and measures cosmic ray air showers with energies from ∼ 1PeV, extending up
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Figure 3.9: Principle of particle detection in large-volume Cherenkov telescopes, such
as IceCube.
to above 100PeV [133]. Its detector design and principle is described in detail in
Section 4.2.
3.3 large-volume cherenkov telescopes
In general, Cherenkov telescopes consist of multiple photon detection units
deployed over a large detector volume, typically within deep water or ice.
The main purpose of these Cherenkov detectors is the measurement of high
energy neutrinos. When a neutrino interacts near-to or inside the instrumented
volume, it produces relativistic secondary particles. These particles produce light
inside the (transparent) detector volume through several emission processes, as
described in Section 3.1. In water or ice, and for the particle energies considered
here, the most important photon emission process is Cherenkov light production,
which produces a light front along the particle track. This is detected by the
optical sensors deployed in the surrounding medium, as indicated in Figure 3.9.
Based on detailed timing and light yield information from multiple sensors,
the initial particle track can be precisely reconstructed, and conclusions on the
underlying physics can be drawn.
Since neutrino interactions occur very rarely due to their small interaction
cross-section with matter, the detector volumes, which represent the interaction
targets, need to be very large. In order to reduce the background rates, these
detectors are buried deep underground, typically in water or ice, using the given
physical advantages due to the optical transparency of the surrounding medium.
Atmospheric muons with energies of more than several hundred GeV, produced
in large numbers in cosmic ray air showers, can also reach these detectors.
Hence, large-volume Cherenkov telescopes are also very good facilities to study
atmospheric muons at the highest energies.
The detection concept was pioneered by the now decommissioned DUMAND
[134] and AMANDA experiments [135, 136], located underwater near Hawaii
and buried in the deep ice at the South Pole respectively. Today, the ANTARES
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experiment is taking data in the Mediterranean sea [137, 138], which is also the
planned site for the future KM3NeT detector [139]. The ANTARES detector is
deployed at depths of about 2.5 km and has an instrumented volume of about
∼ 0.05 km3. In addition, the Baikal underwater neutrino telescope is located
deep in the Siberian Lake Baikal, at depths of about 1.1 km [140]. This work uses
data from the IceCube detector, buried in deep ice at the geographic South Pole.
Its detector design and functionality are described in detail in Section 4.1.
Although one of the main purposes of IceCube are studies of neutrinos at
the highest energies, the detector can address a large variety of measurements:
Among the searches for high energetic astrophysical [26–29] and atmospheric
[141, 142] neutrinos, these experiments also enable for example studies on
neutrino-oscillation effects at low energies [143] and the search for sterile neu-
trinos [144]. There are many searches for effects related to theories beyond
the standard model (BSM), such as neutrinos from WIMP annihilations in the
Sun [145], inside the Earth [146], or in the galactic center [147]. Also searches
for magnetic monopoles [148, 149], and the direct detection of exotic particle
tracks [150, 151], are possible using large-volume Cherenkov telescopes (see also
Chapter 8).
This work focuses on the measurement of atmospheric muons, produced
in cosmic ray air showers and recorded by IceCube. Previous analyses have
measured the spectrum of atmospheric muons [52, 54] and studies on the cosmic
ray anisotropy and seasonal variation effects have been performed [152]. In
this work the lateral separation distribution of atmospheric muons is measured
and studied in detail, using recent data from the IceCube detector. A previous
measurement of this kind has been performed in Ref. [83], using data taken
with the partially completed detector in 2009.
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“All science is either physics or stamp collecting."
– Ernest Rutherford *
The IceCube Neutrino Observatory (IceCube) is a cubic-kilometer-scale neu-trino telescope located in Antarctica at the geographic South Pole. It
consists of many components, each individually designed for a particular sci-
ence goal. The main part of the detector is an instrumented volume, deep in
the Antarctic ice. Digital optical modules (DOMs), housing one photomultiplier
tube (PMT) each, are used to detect Cherenkov light produced by high energy
particles traversing the ice. The main purpose of the IceCube in-ice array (IC) is the
detection of high energy neutrinos of astrophysical origin, with energies above
∼ 100GeV, in addition it is used to study many other phenomena, including high
energy (above ∼ TeV) atmospheric muons produced in cosmic ray air showers.
The in-ice detector also includes a denser instrumented sub-detector, called
DeepCore (DC), that lowers the neutrino energy threshold to about 10GeV.
Located on the surface of the ice is the surface detector, called IceTop (IT),
which measures cosmic ray air showers at the ground. All recorded data is
transferred to the IceCube laboratory (ICL), which is located on the surface in the
center of the IceTop array. The ICL houses the hardware for data acquisition
(DAQ) and further processing. In the following, the detector design and the
individual components of the IceCube experiment, as well as their functionality
are described in detail.
4.1 the icecube in-ice array
The main detector component of IceCube is an instrumented volume in the
deep ice, at depths between 1450m and 2450m [153]. It comprises of 86 cables,
so-called strings, deployed in holes within the ice. These holes were hot-water
drilled, following a hexagonal pattern, as shown in Figure 4.1. After refreezing
of the water-filled holes, the strings are totally inaccessible and deployed per-
manently. Each string is equipped with 60 DOMs used for the light detection
in the ice. The horizontal spacing between 78 of these strings is roughly 125m,
with the DOMs 60m vertically apart from each other. The remaining 8 strings
in the center of the detector volume form the denser instrumented sub-detector
DeepCore [154], deployed in a triangular pattern. The spacing between the DC
strings is roughly 72m and the 50 DOMs on each string are deployed with a
smaller vertical spacing of 7m. The upper 10 DOMs on each DC string have
* As quoted by J. Birks in “Rutherford at Manchester” (1962).
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Figure 4.1: Schematic drawing of the IceCube detector with its surface component
IceTop and the deep ice detector array, taken from Ref. [153]. Also shown is
the denser instrumented detector component DeepCore (see text for details).
vertical distances of 10m. DeepCore DOMs have a higher efficiency, in order
to lower the detection threshold of the dense DeepCore volume to energies of
10GeV.
4.1.1 ice properties
The ice at the geographic South Pole was formed over 100000 years by snowfall
that produced nearly horizontal layers. The accumulated snow was compressed
over the years, forming a compact glacier of clear ice today. Variations in the
long term dust level of the atmosphere, as well as occasional volcanic eruptions,
caused depth-dependent variations in the absorption and scattering lengths
of photons in the ice [153]. Because the deep ice serves as a Cherenkov light
radiator for IceCube, the description of the optical ice properties is crucial for
the interpretation of recorded data.
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Photons in the ice are mainly scattered on microscopic scattering centers, such
as microscopic air bubbles or micron-sized dust grain, and is described by the
effective scattering length, given by
λeff(θ) =
λs
1− 〈cos(θ)〉 , (4.1)
where 〈cos(θ)〉 is the mean cosine of the scattering angle per single scatter [155].
λs is the scattering mean free path, which depends on the frequency of the
photon. The scattering coefficient is then defined as
bs =
1
λeff
. (4.2)
The absorption of photons within a medium is described by the absorption
coefficient (or absorptivity)
ba =
1
λa
, (4.3)
where λa is the absorption length, the distance at which the survival probabil-
ity of photons drops to 1/e [155]. The absorption coefficient is related to the
imaginary part of the refraction index n of a medium by
ba =
4pi · Im(n)
λ
, (4.4)
where λ is the wavelength of the photon.
These coefficients need to be determined experimentally, for example, by
using artificial light sources deployed in the detector volume. In IceCube this is
done using light emitting diodes (LEDs) which are deployed on the main board
of the DOM (see Section 4.1.2). The photon arrival time distributions of the
artificial signals are used to measure the scattering and absorption coefficients
of the photons in ice [156]. Another method is based on so-called dust logger
devices whcih are deployed in the holes together with IceCube [157]. These
devices emit a thin beam of light and measure the reflected light in the ice. The
refreezing process of the holes themselves also changes the ice properties close
to the DOMs and therefore also needs to be considered.
For an accurate description and modeling of the ice, all of these measurements
of optical properties are taken into account [155]. The resulting scattering and
absorption coefficients are shown as a function of the photon wavelength and
depth in the South Pole deep ice in Figure 4.2. The scattering of light closer
to the surface, down to depths of roughly 1400m, is strongly dominated by
scattering on air bubbles. In the instrumented deep ice the air bubbles have been
converted to air hydrates by the high pressure and the scattering is dominated
by dust layer structures in the ice. At depths of around 2000m the scattering
and absorption coefficients are very large, caused by a prominent dust layer. This
is associated with stadials during the last glacial period in the late Pleistocene,
corresponding to an age of about 65000 years [158].
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Figure 4.2: Scattering (left) and absorption (right) coefficients as a function of the photon
wavelength and depth in the antarctic ice. Taken from Ref. [155].
4.1.2 digital optical modules
Each IceCube DOM consists of a 35 cm diameter pressure vessel of 13mm thick
borosilicate glass that is capable withstanding a pressure of approximately
70MPa [153]. A schematic drawing of an IceCube DOM is shown in Figure 4.3.
It houses a Hamamatsu R7081-02 PMT, which is sensitive to wavelengths of
roughly 300− 650nm with a 25% peak quantum efficiency at 390nm and a
dark rate of about 500Hz (at −40◦C) [159]. DeepCore DOMs reach a peak
quantum efficiency of approximately 33%. The associated electronics and a data
acquisition system are deployed on the DOM’s main board [160]. The IceCube
DOM additionally contains 12 light emitting diodes (LEDs) that can produce
bright UV optical pulses for calibration purposes, deployed on the flasher board.
They can be pulsed individually or in combinations at different output levels
and pulse lengths. An additional low-amplitude LED is deployed on the main
board, which is used for calibration purposes.
The photomultiplier is coupled to the vessel using an optical coupling gel and
runs at typical high voltages of 1300− 1500V with an amplification of ∼ 107. The
PMT electronics include a high voltage supply and a resistive divider with a total
resistance of 130MΩ. Additionally, it is surrounded by a mu-metal shielding,
reducing the effect of the Earth’s magnetic field by about a factor of 2. The vessel
is filled with nitrogen at 0.5 atm pressure. While the photocathode of the PMT is
grounded with respect to the DOM main board, the anodes are at high potential
and their signals are coupled to DAQ electronics with a bifilar wound toroidal
transformer with a frequency response from 8 kHz to above 100MHz. For most
of the DOMs, the decay time of a square wave signal is more than 15µs. The
first 1200 DOMs were built with a 1.5µs time constant and can therefore show
some droop [132, 153]. However, this is removed by a droop correction, applied
during data analysis.
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Figure 4.3: Schematic drawing of an IceCube DOM with its individual components, as
described in the text. Taken from Ref. [161].
Figure 4.4 (left) shows the charge spectrum of a single photoelectron (SPE)
produced with a low-amplitude LED [159]. The main peak to the right of the
pedestal peak represents the actual SPE induced signal. Assuming a Gaussian
distribution, the charge resolution is approximately 30%. The low-charge excess
at 0.3 times the SPE charge is caused by random noise [159, 162].
The arrival times of SPE pulses are shown in Figure 4.4 (right), where the
first peak is produced from actual single photoelectrons. Assuming a Gaussian
distribution, the time resolution is 2ns, although about 4% arrive more than
25ns later. These late hits are expected to be caused by back-scattered electrons
and are often referred to as after-pulses [159]. The PMT signal is split to the data
acquisition system and to a 75ns delay board, which provides enough time for
a discriminator, before sending data to the surface.
4.1.3 data acquisition
The PMT signals are recorded using two different fast waveform digitizers [160,
163], located on each DOM’s main board: the analog transient waveform digitizer
(ATWD) and a fast analog to digital converter (FADC). The digitization is triggered
if the PMT pulse exceeds a voltage threshold corresponding to 0.25 photoelectrons
(PE). The group of pulses collected by each DOM forms the total waveform
and is referred to as a hit. A typical PMT waveform is schematically shown in
Figure 4.5 (left).
The ATWD chip has three parallel inputs connected to the PMT (out of four
inputs in total), with different gains with a ratio of 16 : 2 : 1/4, recording 128
analog samples for each input in a time window of 422ns [160, 161]. Digitization
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Figure 4.4: Typical SPE charge distribution (left) where the main SPE peak is described
by a Gaussian. The arrival times of SPE hits (right) can also be described by a
Gaussian, although ∼ 4% of hits (also expected to be caused by back-scattered
electrons) arrive with a delay of > 25ns. Taken from Ref. [159].
starts with the highest gain channel and if a channel is saturated (above 768
counts per 3.3ns), the next lowest gain is used, and so on. The digitization
procedure takes 29µs per waveform and, in order to reduce the dead time, each
DOM contains two ATWD chips that operate alternating.
The FADC digitizer system uses a three-stage shaping amplifier and is con-
tinuously recording 256 samples, covering a time window of 6.4µs [153]. It
has a limited dynamic range and therefore overflows even for medium signals,
but can provide useful information about late arriving photons. The waveform
information from the three different ATWD input channels, as well as from the
FADC are shown in Figure 4.5.
The waveform information is only saved and sent to the ICL on the surface
when the local coincidence condition of neighboring DOMs is fulfilled. If two
nearest-neighboring or next-to-nearest-neighboring DOMs record a single trigger
within a 1µs time window, the full waveform information is sent to the surface.
This is referred to as hard local coincidence (HLC). Depending on the depth and
the optical properties, the HLC hit rate is on the order of 3− 15Hz per DOM.
In addition to the HLC hits, for an isolated hit, a coarse charge stamp is sent to
the surface. This charge stamp contains the three highest FADC samples out of
the first 16, and the time of these samples. These soft local coincidence (SLC) hits
are sent to the surface with a rate of 350Hz [153]. Although SLC hits are strongly
dominated by noise hits, they can provide useful information for subsequent
reconstructions, especially when applying additional software filter in further
data processing steps.
For the data from single hits of each DOM, a 40MHz system clock is used
to assign a time stamp for each waveform with a corresponding resolution of
25ns [153]. The system clock is digitized using the additional fourth ATWD
channel. A DOM launch contains the time stamp, at least one ATWD waveform
and the FADC waveform, as well as the local coincidence information. It is
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Figure 4.5: Schematic drawing of a typical PMT waveform (left) and the signal after
digitization (right) for the ATWD highest-gain (0), medium-gain (1), and the
lowest-gain (2) channel (see text). The signal from the FADC digitizer system
is also shown.
transferred to the ICL by a cable, that contains 30 twisted pairs, such that each
pair is connected to two DOMs in parallel.
The entire system is controlled by a field programmable gate array (FPGA) with
an ARM CPU [160]. The FPGA controls the digitization and triggering, as well
as buffers and compresses the data. It is re-programmable from the surface.
The CPU initiates FPGA reconfiguration in real-time and handles higher-level
computing tasks, such as calibration purposes for example.
4.1.4 detector calibration
The timing and charge information of each DOM launch transferred to the ICL
is of particular importance for the interpretation of the recorded data. Thus,
a precise calibration of the individual detector components is crucial for any
subsequent analysis step, and a large variety of calibration techniques are used
for the detector calibration in IceCube.
The main time calibration of the recorded pulses is a reciprocal active pulsing
calibration (RapCal) [161, 164] that automatically performs timing calibrations
every few seconds. Therefore, a timing signal is sent from the ICL to each DOM,
which sends it back to the surface with a delay of a few microseconds. Thereby
the transmission time is determined to less than 3ns, although the transmission
through the ∼ 3.5 km cable widens the signal to ∼ 1µs [161].
Other timing calibrations measure the signal delay caused by the PMT and
other electronics using the low-amplitude LED on the DOM main board (see
Section 4.1.2). The LED’s current is recorded by the ATWD, together with the
PMT pulses, and the difference between them is used to determine the time delay
caused by electronics. Charge calibrations are also performed using the on-board
LED, flashed at low intensity. The measured PMT charge is accumulated by the
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FADC and send to the surface, where an SPE peak is fit to it for calibration [153,
161]. Moreover, the LED is used to calibrate the gain of each individual ATWD
channel [161].
The 12 LEDs installed on the flasher board are used for more sophisticated
calibration purposes. Most important, as described in Section 4.1.1, the optical
properties of the ice are determined. The LEDs are flashed individually or
together, measuring the timing and the light transmission between the DOMs in
the ice [155, 161]. Moreover, they are used to calibrate the position of the DOMs
and to verify the system timing resolution [165].
In addition, two special calibration devices, used as standard candles in IceCube,
are deployed on two strings, located in between two DOMs [153, 165]. They con-
tain a 337nm N2 laser thats light beam is shaped to produce light approximately
in the shape of a Cherenkov cone. Although the 337nm light does not mimic
the properties of Cherenkov light perfectly (see Section 3.1.4 and Section 4.1.1),
it provides a reasonable approximation to cascades. Similar to the flasher LEDs,
they can also be used to measure the charge amplitudes or the timing between
the DOMs, and to perform geometry calibrations [165].
4.1.5 triggering and data filtering
The data acquisition at the ICL on the surface is handled by the DOMHub,
which is a computer that communicates with all of the DOMs. It contains 8
DOR cards, the DOMHub Service Board (DSB), and a single board computer (SBC),
deployed on a PCI bus backplane [160]. A block diagram of the DOMHub is
shown in Figure 4.6. Each DOR card receives signals from 8 DOMs, such that
one DOMHub controls an entire detector string. The DOR cards also distribute
±48V DC power to the DOMs and monitor the power consumption as well
as communication errors [153]. The DSB mainly distributes the system timing
and reference signals to each of the DOR cards, where a GPS receiver provides
a master clock signal, synchronized to UTC. The DOMHub hosts software that
converts the time stamps from the DOMs into calibrated times using the system
master clock. The calibrated data is combined into a single stream and monitored
by a software trigger [166].
IceCube provides several DAQ triggers. The most important ones are the
so-called simple multiplicity triggers (SMT). The SMT8 condition, for example, is
satisfied, when 8 HLC hits are recorded within a 5µs time window. Another
commonly used trigger is the string trigger which selects time intervals when
five out of seven neighboring DOMs recorded HLC hits within 1.5µs [153].
In addition, there are more dedicated triggers, optimized for the search
for exotic slow moving particles (SLOP trigger), or triggers that improve the
sensitivity for low-energy and cascade-like events (cylinder trigger, cluster trigger),
as well as triggers used for background estimation (MinBias trigger). There are
also dedicated triggers for the sub-detectors DeepCore and IceTop. However,
this analysis uses data that fulfills the standard SMT8 condition.
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Figure 4.6: Block diagram of the DOMHub (see text for details). Taken from Ref. [160].
When one trigger condition is met, all data within a 10µs trigger window is
called an event and saved on tape. If multiple triggers occur, all of the (overlap-
ping) data is saved as a single event. The total recorded event rate (including
IceTop events, see Section 4.2 below) is roughly 2.5 kHz and selected events are
immediately transmitted to the Northern Hemisphere via satellite with limited
bandwidth. All triggered data is saved on tape at the ICL and sent during
Austral summer to the North for further analyses.
The on-line filtering system uses simple selection algorithms, based on physics-
based criteria and basic first guess reconstructions. It includes several filters that
select particular events, such as upward-going muon-like events (muon filter),
cascades (cascade filter) or starting events (HESE filter), and many more [153].
This analysis uses the EHE filter, that selects (extremely) high-energy (EHE) events
in the in-ice volume. The details of this filter will be described in Section 6.1.
4.2 surface detector icetop
The surface detector array IceTop [132] is located above the in-ice array at
2835m altitude on the ice surface, corresponding to an atmospheric depth of
approximately 680 g/cm2. It consists of 162 Cherenkov tanks, filled with water,
solidified due to ambient conditions, and equipped with two IceCube DOMs
each (see Section 4.1.2). The tanks are arranged in pairs, separated from each
other by about 10m, forming a station. These 81 stations are deployed following
the hexagonal pattern of the in-ice array with distances of roughly 125m to
each other. Analogous to DeepCore, at the center of IceTop, three stations are
deployed at intermediate locations, forming a denser core of the array, the so-
called in-fill. The IceTop array as well as the string locations in-ice, in IceCube
coordinates, are shown in Figure 4.7.
Each tank is 1.8m in diameter and is filled with 50 cm of water that is frozen
in a controlled manner to avoid air bubbles produced in the freezing process
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Figure 4.7: IceCube xy-coordinates of the in-ice strings (red) and IceTop tanks (blue).
[153]. In contrast to the in-ice DOMs, the two separated DOMs of each IceTop
tank are operated at different gains: 105 (low-gain) and 5 · 106 (high-gain) to
maximize the dynamic range. A schematic drawing of an IceTop tank is shown
in Figure 4.8. Due to the large data rates of the surface array, each IceTop DOM
is connected with its own twisted pair to the ICL and the IceTop DOMs use a
different set of DOMHubs, with 32 DOMs per hub (8 stations) [160].
The trigger criteria for IceTop are based on the number of hit stations, where a
station is hit if the high-gain DOM in one tank measures a signal in coincidence
with the low-gain DOM of the other tank (HLC hit) [132]. Different trigger
conditions then require, for example, 8 HLC hit stations (SMT8), or 3 hit stations
(SMT3), lowering the energy threshold.
IceTop also uses dedicated on-line filtering. The most common filter is the
IceTopSTA3 filter, which requires three stations recording hits within a time
window of 10µs [132]. Using the IceTopSTA3 condition, IceTop has an primary
energy threshold of 300TeV. Other filters require five hit stations (IceTopSTA5),
for example, or three hit stations within the in-fill (IceTopInFillSTA3).
The calibration of IceTop tanks is done in two steps. In a first step the PMTs
and DOMs are calibrated using the same techniques, as used for in-ice calibra-
tions, described in Section 4.1.4. In a second step, the tank signal charges are
calibrated in units of vertical equivalent muon (VEM), which is the signal a vertical
muon generates in the IceTop tank. This is done using natural atmospheric
muons. All details about the IceTop tank calibration can be found in Ref. [132].
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Figure 4.8: Cross-sectional schematic view of an IceTop tank. Taken from Ref. [132].
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5
S I M U L AT I O N
“God does not care about our mathematical difficulties.
He integrates empirically.”
– Albert Einstein *
In order to study physics models and to develop dedicated criteria for theselection of certain classes of events, computer simulations are an essential
tool in modern physics. They usually rely on Monte Carlo (MC) methods, which
are based on repeated random sampling to obtain numerical results for an
underlying problem (see for example Ref. [167], for a general overview).
In the following, the simulations used throuhout this work to model the
underlying physics and to develop criteria, used to select LS Muon events from
IceCube data, are described. Section 5.1 gives an overview of the air shower
simulation package CORSIKA [48], and the different hadronic interaction models
described in Section 5.2. In Section 5.3 the treatment of different primary flux
assumptions in the simulations is discussed. A dedicated method to simulate
laterally separated muons in air showers events, which enables fast production
of large simulated datasets and detailed studies on the underlying physics, is
introduced in Section 5.4. An overview of the resulting distributions obtained
from these air shower simulations, as well as a discussion of the differences of
simulated datasets, is given in Section 5.5. The simulation of neutrino events in
IceCube, forming a potentially (small) background contribution for this analysis,
is described in Section 5.6. The subsequent simulation of the propagation of
particles through the ice, as well as of the detector response and electronics, is
described in Section 5.7.
5.1 corsika
CORSIKA [48] is a software package used to perform the simulation of ex-
tensive air showers initiated by a primary cosmic ray particle. It includes a
full simulation of the shower development by tracking the particles through
the atmosphere until they decay or re-interact. It includes simulation of in-
teractions and decays of nuclei, hadrons, leptons, and photons to energies of
above 1020GeV. CORSIKA accounts for ionization energy losses and multiple
scattering in the atmosphere, using the gaussian approximation discussed in
Section 3.1. In addition, it also includes deflections of charged particles due to
the Earth’s magnetic field.
For all showers with inclinations below 70◦, CORSIKA assumes a flat model
of the atmosphere, as introduced in Section 2.2.1. For events with higher incli-
* As quoted by L. Infeld, in “Quest” (1980).
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nations, it instead used a detailed model which accounts for the curvature of
the Earth. The MSIS-90-E models for the South Pole atmosphere are used for all
CORSIKA simulations [47]. These models use a 5-layer parametrization, given in
Appendix A.2, assuming four annual seasons. The resulting atmospheric profiles
are shown in Figure 2.5, with the corresponding model parameters listed in
Appendix A.2.
Whether an unstable particle re-interacts or decays within the atmosphere
is determined based on the interaction and decay lengths, as described in Sec-
tion 2.2.2. Since interactions at the highest energies, occurring during shower
development, are well beyond the energy range of current accelerator exper-
iments, their description largely relies on extrapolations based on theoretical
models. Hadronic interactions of nuclei and hadrons with molecules in the
air can be simulated using several (external) hadronic models. These models
simulate the strong interactions of particles and handle their fragmentation and
regeneration. A short overview of the hadronic models used in this work is given
in Section 5.2. The nuclear fragmentation of non-interacting nuclei, so-called
spectators, is handled by the CORSIKA code directly.
All decays of unstable hadrons h, with decay lengths below βγcτh 6 1 cm
(see Equation (2.18)), are simulated within the hadronic model used, any other
decays are handled by the CORSIKA code. However, most commonly used
interaction models, such as Sibyll 2.1 [168], do not consider decay channels
with branching fractions below 10−4. Thus, the prompt contribution to the muon
flux is not included in most of the commonly used hadronic models, and hence
not included in the CORSIKA simulations used in this work.
After the full simulation of the shower development, CORSIKA returns the
type, energy, location, direction and arrival times of all secondary particles
generated in an air shower at a given observation level. For all simulations
throughout this work, an observation level of Hobs = 2835m is used, according
to the surface coordinates of IceCube (see Section 4.2). This analysis uses Sibyll
2.1, as hadronic model for all CORSIKA simulations at high energies, while low
energy interactions are described using the Gheisha model [169].
Any further details on the physics modeling, as well as technical information
of the CORSIKA simulation package, are beyond the scope of this work and
can be found in Ref. [48]. The in-ice propagation, light production, and detector
response is simulated using the standard IceCube software framework IceTray
and is described in Section 5.7.
In order to handle signal events (in figures of this work denoted as sig) and
background contributions (denoted as bkg) separately, the CORSIKA simulations
used throughout this analysis are divided into sub-samples:
• Showers with an LS Muon (sig):
This sub-sample contains all showers that have at least one muon with a lat-
eral separation from the shower core at surface level of above dT > 100 m.
Only muons with surface energies above Eµ > 460GeV are considered
here, in order to ensure that the muons reach the IceCube detector and
can be observed. This class of events represents the signal of this analysis.
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• Single showers without an LS Muon (bkg):
This sub-sample contains all showers without any laterally separated
muons (dT < 100 m) and Eµ > 460GeV. These showers represent the bulk
of air shower events and are considered as background in this analysis.
• Multiple showers within the same time-window (bkg):
This sub-sample contains all events which have more than one air shower,
or an air shower accompanied by a separate neutrino event, within the
same trigger time-window. The occurance of two coincident events from
similar directions can mimic double track signatures in IceCube. Hence,
these events can form an irreducible background for this analysis and are
therefore considered separately.
The total CORSIKA fluxes shown in this work, generally indicated by (orange)
solid lines, are the sum of the sub-samples defined above and the (very small)
contribution of atmospheric neutrino events:
ΦCORSIKAtotal = Φ
CORSIKA
LS +Φ
CORSIKA
single +Φ
CORSIKA
multiple +Φ
NuGen
ν . (5.1)
The neutrino simulations are generated using NuGen, as described in Sec-
tion 5.6.
As primary flux models, the 5-component models, introduced in Section 2.1.4,
are used in simulations. Therefore, the CORSIKA simulations are produced
using 5 different primary types, p, 42He,
14
7 N,
27
13Al,
56
26Fe, with the ratios 10 : 5 :
3 : 2 : 1. Various primary flux assumptions are then included in CORSIKA
simulations via event weighting, as described in Section 5.3.
5.2 hadronic interaction models
The hadronic interactions of nuclei with air molecules during air shower devel-
opment are typically handled by external hadronic event generators within air
shower simulations, such as CORSIKA. These event generators simulate every
interaction of the particles involved in the shower development, as well as any
subsequent fragmentation and regeneration processes. In addition, they can
handle the decay of particles. After the full simulation of an interaction, these
models return a complete list of final state particles, including information on
the particle types, their kinematic distributions, and the underlying production
processes. This list is then further processed by the underlying simulation code.
Figure 5.1 shows the mean final state particle content per collision, obtained
from various hadronic models for (fixed target) proton-nitrogen collisions at
E0 = 100TeV, using the CRMC software package as an interface [81] (see Sec-
tion 5.4 for further details). All particles generated in the collisions were kept
stable. The final state particles obtained from corresponding iron-nitrogen colli-
sions are shown as shaded bars for comparison. Analogously, Figure 5.2 shows
the mean particle content of collisions at E0 = 100TeV, where the decay of
hadrons with lifetime τh and βγcτh 6 1 cm is handled by the underlying
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Figure 5.1: Particle content obtained from various hadronic models, produced in proton-
nitrogen and iron-nitrogen (shaded) collisions at E0 = 100TeV. All final state
particles are kept stable (i.e. no subsequent decay).
hadronic model. This represents the default setting used in CORSIKA simula-
tions throughout this work. In addition, the number of heavy nuclei, produced
in proton-nitrogen and iron-nitrogen collisions at E0 = 100TeV, is shown in
Figure 5.3.
Figure 5.1 shows significant differences in the final state particle content ob-
tained from different hadronic generators. This is due to the different modeling
of hadronic interactions, which needs to be accounted for when interpreting
simulated particle spectra. Thus, the general concepts and some basic differences
between commonly used high energy hadronic models are briefly discussed in
the following.
Sibyll 2.1
The hadronic event generator Sibyll 2.1 [168] is specifically designed to simulate
interactions during air shower development. It is based on the minijet model.
Generally particle jets are hadronic clusters which carry a large transverse energy
ET and can therefore produce hadrons with large transverse momentum pT
(see also Section 2.4). Minijets are particle jets in a regime where ET becomes
smaller and can typically no longer be resolved in accelerator experiments [170].
However, the collisions can still be calculated using PQCD. It was observed that
minijets can produce 80% of the transverse energy in central heavy ion collisions
at LHC energies and therefore play an important role for the pT modeling in
Sibyll [171].
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For soft hadronic collisions particles fragment into a quark-diquark or quark-
antiquark system, forming a color triplet or anti-triplet respectively. The com-
ponents of opposite color of the interacting hadrons then form two color strings
[172]. These strings are fragmented (string fragmentation) according to a (mod-
ified) Lund algorithm, assuming an energy independent number of strings, as
described in Ref. [173]. In addition, strings produced in hard collisions, which
potentially produce high-pT hadrons, are included using the minijet model. Here
the increasing inelastic cross-sections of hadrons are included by increasing the
number of strings.
In hadron-nucleus collisions the number of interacting projectile nucleons
are obtained from the number of soft strings. For nucleus-nucleus collisions
a semi-superposition model is used and the number of interacting projectiles is
determined from Glauber theory [174]. Spectator nucleons are fragmented accord-
ing to a thermal model, as shown in Ref. [175]. In Sibyll 2.1 only nucleons and
anti-nucleons, charged pions, and all kaons are treated explicitly. All other parti-
cles are tracked but can only decay in the atmosphere. As shown in Figure 5.1,
it does not include the treatment of heavy hadrons, such as D and B mesons.
Since the prompt contribution of the atmospheric lepton fluxes is predominantly
produced by the decay of these short-lived mesons, as described in Section 2.3,
prompt lepton fluxes are not considered in the Sibyll 2.1 hadronic model.
Since Sibyll is particularly designed for the simulation of extensive air show-
ers, it is characterized by a very good computational performance in comparison
to other models. Hence, it is possible to produce large event statistics at rather
small computational costs, and Sibyll is therefore used as hadronic model for all
CORSIKA simulations shown in this work. Further details and comprehensive
documentation of the Sibyll hadronic model can be found in Ref. [168].
QGSJet II-4
The QGSJet II-4 hadronic model [176, 177] is based on the QGS model [178],
which uses the concept of pomeron exchange to describe hadronic interactions.
Pomerons are trajectories in the context of Gribov-Regge theory, where collisions
are described as multiple scattering processes with each individual scatter
represented by pomeron exchanges [179, 180]. Each pomeron corresponds to
microscopic parton cascades mediating the interactions between projectile and
target hadrons. The pomerons form strings which are cut according to the
Abramovsky-Gribov-Kancheli rules [181] to generate two strings each (two-string
model). Similar to the procedure used in Sibyll, the strings are fragmented using
the Lund algorithm [172, 173], but with a deviating treatment of the initial string
momenta. Hard interactions are then handled using a minijet model, similar to
Sibyll 2.1. A comprehensive overview on pomeron physics can be found for
example in Ref. [182].
As shown in Figure 5.1, QGSJet has a very different treatment of unflavored
mesons, compared to other models. It uses the so-called duality picture, where
short-lived resonances (η,ω, ρ, . . . ) are not treated explicitly, but their contribu-
tions are included in the spectra of stable (βγcτh > 1 cm) hadrons [183]. Hence,
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Figure 5.2: Particle content obtained from various hadronic models, produced in proton-
nitrogen and iron-nitrogen (shaded) collisions at E0 = 100TeV. The decay of
unstable hadrons (βγcτh 6 1 cm) is handled within the underlying hadronic
generator, corresponding to the CORSIKA default setting used in this work.
the spectra of stable hadrons, such as pions and kaons, contain both directly
produced hadrons and those emerging from resonance decays. As previously
discussed for the Sibyll model, and as shown in Figure 5.1, QGSJet does not
include an explicit treatment of hadrons containing heavy quarks, and therefore
it does not consider the prompt contribution for subsequent lepton fluxes. Fur-
ther details of the QGSJet model are beyond the scope of this work and can be
found in Refs. [176, 177].
EPOS-LHC
The EPOS-LHC interaction model [82] is an update of the EPOS 1.99 model
[184] with several modifications in order to describe experimental data from
recent LHC measurements. It is generally based on Gribov-Regge theory [179,
180], as previously described for the QGSJet model. It was observed that at high
energies (for example in the LHC energy regime) the hadronization can not
be described by a simple two-string model, which neglects multiple scattering
processes [185]. Therefore, a correction is introduced in EPOS-LHC, which is
derived in the context of color-reconnection, as described in Refs. [185, 186].
In addition, EPOS-LHC includes fine-tuning in order to describe recent mea-
surements from the LHC experiments. These changes are described in detail in
Ref. [82], which account for various results from the TOTEM, ALICE, ATLAS,
and CMS experiments at the LHC. Moreover, studies with special emphasis
on the transverse momentum distributions have been performed in order to
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optimize the pT modeling in EPOS-LHC. It was shown that EPOS-LHC is in
very good agreement with various transverse momentum measurements [82].
Hence, it is used as the default hadronic model for the dedicated simulation
of LS Muon events in IceCube (LSMuonSim) in order to describe hadronic
interactions, as explained in Section 5.4.
However, as shown in Figure 5.1, EPOS-LHC does not account for the explicit
treatment of charmed hadrons, such as D and B mesons. Thus, the prompt
contribution to the lepton fluxes is not included in this model. Further details
are beyond the scope of this work and a comprehensive description of the
EPOS-LHC and previous models can be found in Refs. [82, 184].
HIJING 1.3
The hadronic event generator HIJING 1.3 [170] is based on the event generator
PYTHIA 6, which simulates (hard) hadronic interactions using PQCD calcula-
tions [187]. Soft hadronic interactions are modeled by quark-diquark strings
which are fragmented according to the Lund algorithm [172] and using the
dual-parton model [188]. For hard interactions, HIJING uses a multi-minijet model
which is based on PQCD calculations, as described for the PYTHIA model in
Ref. [187]. The number of inelastic scatters are calculated using exact diffuse
geometry, including several nuclear effects, such as nuclear shadowing and jet
quenching [170]. As shown in Figure 5.1, HIJING represents the only model
used in this analysis which includes a complete treatment of short-lived heavy
hadrons, and therefore accounts for a prompt hadron flux.
A technical disadvantage of the Fortran HIJING 1.3 code is that it handles
the center-of-mass energy internally with single precision real numbers. Hence,
the maximum collision energy is limited due to floating point overflows and all
HIJING simulations performed for this analysis are limited to initial energies at
10PeV (fixed target). A detailed description of the model is beyond the scope of
this work and can be found in Ref. [170].
Other models
Improved models have been recently published, including fine-tuning to de-
scribe recent accelerator data from LHC experiments and explicit treatment of
charmed hadrons and prompt hadron fluxes. The DPMJet III model [189, 190]
for example is based on the dual-parton model [188, 191], using Gribov-Regge
theory to describe soft hadronic interactions and PQCD calculations for hard
interactions. Additionally, it accounts for multiple jet production, higher-order
pomeron graphs, and contains multiple scattering processes. DPMJet includes
an explicit treatment of prompt hadron fluxes and further improvements, which
are discussed in detail in Ref. [189].
The most recent release of the Sibyll model (version 2.3) [51] is based on the
previous Sibyll 2.1 release which is described above. It includes improvements
in order to describe recent experimental data from the LHC experiments and is
able to handle prompt hadrons, such as D and B mesons. A detailed description
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Figure 5.3: Number of atomic nuclei, with atomic numer Z, produced in proton-nitrogen
and iron-nitrogen (shaded) collisions at E0 = 100TeV, obtained from various
hadronic models. All final state particles are kept stable.
of the model and its improvements compared to previous models can be found
in Ref. [51].
The production of large simulated datasets requires a very large computational
effort and datasets using these improved models were not available at the time of
this analysis. However, these models can significantly improve the interpretation
of experimental data and should therefore be considered in any future analyses
of cosmic ray air showers.
5.3 primary weighting
The simulations used in this work are generated from an energy spectrum that
does not necessarily reflect any realistic physics motivated model. This is done
in order to enhance the statistics of high energy events by generating from a
harder spectrum, because the physical fluxes follow very steep energy spectra
(see Section 2.1.3). Thereby the computational effort is significantly reduced.
However, simulated events need to be re-weighted to a realistic primary flux. This
is done by applying the weights
ω0 =
expected spectrum
generated spectrum
, (5.2)
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to each simulated event. The generated spectrum is given by a simple power
law
dΦ
dE0
∝ E−γ0 (5.3)
with a fixed spectral index γ. For all CORSIKA simulations used in this work,
a spectral index of γ = 2.6 (γ = 2.65 for protons) is used for the low energy
region (E0 6 100TeV) and γ = 2.0 in the high energy region (E0 > 100TeV). All
neutrino simulations (see Section 5.6) are generated from a spectral index of
γ = 2.0.
For all air shower simulations, this analysis uses the 5-component H3a flux
parametrization [38] as the (default) primary flux assumption (expected spec-
trum), which is described in Section 2.1.4. Studies on the systematic effects due
to different flux assumptions, such as the H4a [38] and GST [39] models, are
shown in Section 7.7. The simulations of atmospheric neutrinos are re-weighted
to the Honda flux parametrization in Ref. [192], based on a H3a primary cosmic
ray flux assumption, as explained in Section 5.6.
5.4 ls muon simulations
The simulation of cosmic ray air showers using commonly used software pack-
ages, such as CORSIKA, is computationally expensive. Due to limited computing
resources, the statistics of CORSIKA datasets are constrained. The contributions
of LS Muon events to the total air shower rate is significantly below 1%. In
addition, the combined trigger and filter efficiency of this analysis is on the
order of 10−5 − 10−6, as discussed in Section 6.9. Hence, even with existing
CORSIKA datasets, consisting of several 1011 showers at surface level, the num-
ber of simulated air shower events that pass all selection criteria, described in
Chapter 6, is on the order of only a few ∼ 1000 events. Drawing conclusions
from these simulations would be challenging, especially when the final dataset
is further divided into several sub-samples of different regions of interest, such
as primary energy ranges, zenith angle regions, or primary particle types, etc.
Moreover, during the simulation process in CORSIKA, detailed information
about the air shower development is removed in order to reduce the storage
size of the simulated datasets. The information about parent particles and their
transverse momentum, for example, is lost.
Thus, in the following a dedicated method to produce high-statistics of Monte
Carlo simulations of LS Muon events in IceCube, called LSMuonSim, is pre-
sented. This method is based on existing CORSIKA simulations which are
modified by adding one laterally separated muon to the muon bundle of the
pre-simulated event. Since the existing datasets are already processed to de-
tector level, this reduces the computational effort to produce LS Muon events
significantly and improves the number of LS Muons in existing simulations by a
factor of roughly 100− 1000 (depending on the primary energy). Moreover, these
simulations enable detailed studies of the production processes of LS Muons,
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on the underlying hadron distributions, various atmospheric effects, and many
more.
5.4.1 general concept
The Monte Carlo simulation of LS Muon events using LSMuonSim is based
on existing CORSIKA air shower simulations, generated using Sibyll as the
hadronic model. In the deep ice these showers essentially consist of muon
bundles in the detector, where the muon with the largest separation from the
bundle core is replaced by an externally simulated laterally separated muon. The
kinematics of this LS Muon are generated according to the primary interaction
of the underlying CORSIKA shower, but constrained to the phase space relevant
to the production of laterally separated muons.
In contrast to CORSIKA, hadronic interactions in the atmosphere are not
simulated explicitly in LSMuonSim by an external hadronic MC generator.
Instead, the spectra of final state hadrons produced in hadronic interactions
are obtained from probability distributions. These probability distributions are
determined from simulated particle spectra obtained from a particular hadronic
model. This is done with the software package CRMC [81], which serves as an
interface to various hadronic interaction models, and is used to simulate particle
collisions for several (fixed) collision energies.
Multiple CRMC simulations are (pre-)generated for various collision energies
and using different initial particles which may be involved in the produc-
tion of LS Muons. Therefore, particle collisions are simulated at energies of
log10(E0 /GeV) = 3.0, 3.1, . . . , 8.9, 9.0. This is done assuming nitrogen (
14
7N)
as the target particle in order to reflect the mass composition of the Earth’s
atmosphere (see Section 2.2.1). Following the 5-component primary flux as-
sumptions used in this analysis, the collisions are generated separately for
p, 42He,
14
7N,
27
13Al,
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26Fe as the initial particles. In addition, hadron-nitrogen col-
lisions are generated using neutrons, pions, and kaons as initial projectile, since
their (secondary) interactions can potentially contribute to the production of
LS Muons. The production processes to generate LS Muons, which are included
in LSMuonSim, are described in Section 5.4.2.
To enable studies on different hadronic interaction models, these collisions are
generated based on various models. This work uses EPOS-LHC [82], QGSJet II-4
[176, 177], and Sibyll 2.1 [168] as hadronic models in LSMuonSim. As described
in Section 5.2, these interaction models do not include an explicit treatment of
heavy hadrons with prompt lepton production. Thus, the prompt component in
LSMuonSim is generated based on the HIJING 1.3 [170] model.
The resulting final state distributions from these simulations are then used
as probability distributions in order to generate the kinematic variables of each
hadron involved during the LS Muon production process. This is done using ran-
dom sampling methods, as described in Section 5.4.3 and Section 5.4.4, with the
input parameters based on tables derived from these distributions. By generating
from a limited phase space, expected to be relevant for LS Muon production,
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the shower is forced to produce a LS Muon. Hence, all hadrons involved in
the LS Muon production are generated with energies above Eh,min = 460GeV
to ensure that resulting muons can reach the in-ice detector [52]. If the energy
of any hadron drops below Eh,min, the shower is discarded from the LS Muon
simulation. In order to enforce a large separation of the generated muon from
the bundle core, the transverse momentum of hadrons is generated above
pT,min = 1GeV/c. A discussion on the phase space used for the simulation of
LS Muons can be found in Section 5.5. Using this approach, the transverse
momentum and energy of the LS Muon are generated. The Pearson correlation
coefficients [193], defined in Appendix A.4, between energy and pT of hadrons,
are very closed to 0, as shown in Appendix B.5. Hence, the energy and transverse
momentum of particles produced in a hadronic interaction are approximately
uncorrelated, and are therefore generated independently from each other within
LSMuonSim. The resulting lateral separation dT is calculated based on Equa-
tion (2.36), according to the zenith angle and interaction height given by the
underlying CORSIKA shower.
Many potential LS Muon production channels are included in LSMuonSim
and are discussed in detail in Section 5.4.2. Each channel is simulated indi-
vidually for each underlying CORSIKA shower. In order to produce a realistic
LS Muon flux, the generation and decay probabilities of hadrons involved
during the LS Muon production process are taken into account. This is done
through physics modeling of the interactions and decay of each generated
hadron. The resulting probabilities are incorporated in the simulations via event
weighting, using the procedure described in Section 5.4.5.
The independently simulated laterally separated muon is finally combined
with the underlying CORSIKA shower by replacing the muon with the largest
separation from the underlying bundle core. This is done by removing all
photoelectrons produced by the muon with the largest lateral separation gen-
erated within CORSIKA and merging the photons produced by the externally
generated LS Muon and the remaining muon bundle.
5.4.2 production channels
As described in Section 2.3, muons generated in an air shower are predominantly
produced from pion and kaon decays (conventional component). Consequently,
this also represents the dominant process which produces laterally separated
muons. Since the transverse momentum of a particle depends on the collision
energy, high-pT hadrons, and subsequently the resulting LS Muons, are mainly
produced in the first few interactions during the shower development. All
production processes included in LSMuonSim are indicated in Figure 5.4 and
are described in the following.
During the simulation process, each relevant channel is generated explicitly
for every single underlying CORSIKA air shower. The target particle in the
atmosphere is approximated by nitrogen, Nair = 147N, in LSMuonSim because
this is the most abundant element in the atmosphere. Since oxygen is the second
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Figure 5.4: LS Muon production channels included in the LSMuonSim MC. The rele-
vant production mechanisms are divided into three classes, denoted with
primary, secondary I, and secondary II, as described in the text.
most abundant element and has a very similar mass number (see Section 2.2.1),
air molecules are well approximated by nitrogen. The different channels shown
in Figure 5.4, are divided into three classes. This results in a total of 20 sub-
channels in total for the production of LS Muons and accounts for muons
generated from all hadrons produced in the first and second interactions of the
shower development. In the following the notation
Nnucl ∈ {p, 42He, 147N, 2713Al, 5626Fe}
pi ∈ {pi+,pi0, and anti-particles}
K ∈ {K+,K0, and anti-particles}
h ∈ {p, n,K,pi}
prompt ∈ {D+,D0,D+s ,Λ+c ,Ω0C,B+,B0,B+c , λ0c, and anti-particles}
is used.
Primary
In the primary production channel a high-pT hadron (pT > 1GeV/c, Eh >
460GeV) is produced during the primary interaction. This hadron decays into
a muon while traveling to the ground before re-interacting hadronically with
molecules in the atmosphere. The particles imparting the transverse momentum
to the muons are dominated by pions and kaons. In addition, the component
from prompt (heavy) particle decays is also explicitly included in the simulations.
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Hence, there are four production sub-channels which are simulated separately
for each CORSIKA shower:
Nnucl +Nair
pT>1GeV/c−−−−−−−→ pi± +X
pi± → µ± + νµ(ν¯µ)
Nnucl +Nair
pT>1GeV/c−−−−−−−→ K± +X
K± → µ± +X
Nnucl +Nair
pT>1GeV/c−−−−−−−→ K± +X
K± → pi± +X
pi± → µ± + νµ(ν¯µ)
Nnucl +Nair
pT>1GeV/c−−−−−−−→ prompt+X
prompt→ µ± +X
Since the transverse momentum of the LS Muons is imparted by hadrons
produced in the primary interaction, these muons carry direct information
of the first interaction of the shower development.
Secondary I
In the secondary I production channel the primary interaction produces high-pT
hadrons (pT > 1GeV/c, Eh > 460GeV) that re-interact in the atmosphere before
decaying. The secondary interaction produces further mesons (pions and kaons)
that decay into muons. In a first order approximation, only the first re-interaction
in the atmosphere is taken into account. This is done because the collisional
energy of particles produced in secondary interactions is significantly lower.
Hence, the production of high energy particles, that can possibly generate muons
with energies sufficiently large (Eµ,min ∼ 460GeV) to reach the deep ice detector,
is highly suppressed. Thus, further particle generations can be neglected and
the relevant sub-channels are:
Nnucl +Nair
pT>1GeV/c−−−−−−−→ h+X
h+Nair → pi± +X
pi± → µ± + νµ(ν¯µ)
Nnucl +Nair
pT>1GeV/c−−−−−−−→ h+X
h+Nair → K± +X
K± → µ± +X
This results in 8 sub-channels in total for the secondary I production. Assuming
the pions and kaons generated in the second interaction will mainly be produced
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in the forward region with large Feynman-x, in this channel the transverse mo-
mentum imparted to the LS Muons is also produced in the primary interaction,
as in the primary channel.
Secondary II
The secondary II production channel is identical to secondary I, but with high-pT
mesons (pT > 1GeV/c, Eh > 460GeV) produced in the secondary interaction of
hadrons within the atmosphere. These mesons decay into muons while traveling
to the ground:
Nnucl +Nair → h+X
h+Nair
pT>1GeV/c−−−−−−−→ pi± +X
pi± → µ± + νµ(ν¯µ)
Nnucl +Nair → h+X
h+Nair
pT>1GeV/c−−−−−−−→ K± +X
K± → µ± +X
The secondary II channel therefore includes 8 sub-channels, which are simulated
individually for each shower.
Further Generations
As shown in Appendix A.3.2 based on MC simulations, the mean energy of
hadrons produced in an interaction is approximately two orders of magnitude
smaller than the initial collision energy. Moreover, the probability to produce
hadrons with large transverse momentum decreases with decreasing collision
energy, as shown in Section 5.4.5. Subsequently, the mean energy of LS Muons
produced from the decay of hadrons generated later during the shower develop-
ment, with respect to the processes described above, is estimated to be typically
below ∼ 100GeV. However, the threshold energy for a vertical muon to reach the
deep IceCube detector is about 460GeV. Hence, the contribution of LS Muons
from further re-interactions during the shower development is expected to be
well below the percent-level and is neglected in the following in order to reduce
computational efforts. For a detailed discussion, see Appendix A.3.2.
5.4.3 transverse momentum distributions
The transverse momentum distributions of hadrons can be described by the
Hagedorn function (Equation (2.34)), as introduced in Section 2.4. According to
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Figure 5.5: Transverse Momentum Distributions for proton collisions at 10PeV obtained
from EPOS-LHC as hadronic model, with the corresponding Hagedorn fits
shown as solid lines. The resulting fits obtained from QGSJet II-4, and Sibyll
2.1 are shown as dashed-dotted and dotted lines respectively. The prompt
component is obtained from HIJING 1.3.
this distribution, the transverse momentum for high-pT hadrons of is generated
by LSMuonSim, using the probability density function
dN
dpT
= 2αpipT ·
(
1+
pT
p0
)β
. (5.4)
This is done for each high-pT hadron of the production channels discussed in
Section 5.4.2 and with a fixed spectral index β = −3, α = 1, and p0 = 2GeV.
Based on the inverse of the cumulative distribution function (CDF) Φ(pT) of
Equation (5.4), as shown in Appendix A.3.3, the transverse momentum for each
high-pT hadron is then generated by
pT(Φ) =
−p0A−
√
1+ p0A− 1
A
, (5.5)
A ≡ RD ·Φ(pT,max)
pip30
−
p0 + 2pT,min
(p0 + pT,min)2
,
where RD is a random number between 0 and 1. The corresponding CDF Φ(pT)
is given in Appendix A.3.3 (Equation (A.8)). The transverse momentum is
generated only for the one hadron within the underlying production channel,
which carries the high pT. Any other hadrons produced are assumed to have
large Feynman-x, and thus follow the forward direction of the initial particle.
The transverse momentum is randomly generated between pT,min = 1GeV/c
and pT,max = 10GeV/c.
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The spectral index for generation, β = −3, is used in order to enhance
the statistics of high-pT events. To account for realistic transverse momentum
spectra of hadrons, the pT distributions of all relevant hadrons (i.e. protons,
neutrons, pions, kaons, and prompt) are obtained from CRMC simulations,
as described in Section 5.4.1. These distributions are fit with the Hagedorn
function (Equation (2.34)). By fixing the transition parameter p0 to 2GeV/c,
corresponding to recent accelerator data (see Section 2.4), the fit depends only
on the free parameters α (normalization) and β (spectral index). The transverse
momentum distributions of hadrons produced in proton collisions at 10PeV
with a nitrogen nuclei at rest, obtained from various hadronic models, are shown
in Figure 5.5. The corresponding Hagedorn fits are given by the lines.
The spectral index β is a measure of the steepness of the spectra and is shown
in Figure 5.6 for several hadrons from simulated proton-nitrogen collisions as a
(continuous) function of the initial energy E0. These distributions are based on
the EPOS-LHC model. Figure 5.7 shows the corresponding spectral indices from
simulated iron-collisions collisions. As discussed in Section 2.4 and expected
from PQCD, the spectral indices become larger with increasing collision energy
and decreasing initial particle mass. Also shown are cubic spline interpolations
(solid lines), obtained by using the python-based software package SciPy [194].
These spline interpolations are used to determine the expected pT spectrum with
a realistic spectral index β(E0), as a function of the collision energy E0. Since
the transverse momentum is generated using a fixed spectral index β = −3, the
simulated spectrum needs to be re-weighted in order to account for a realistic
pT spectrum in simulations. This is done analogously to the primary weighting
described in Section 5.3 by applying the weight
ωpT(E0,pT) =
expectedpT spectrum
generatedpT spectrum
= N0 ·
(
1+
pT
p0
)β(E0)+3
(5.6)
to each LS Muon event, as explained in Section 5.4.5. The normalization factor
N0 is given in Appendix A.3.3 (Equation (A.11)). Spectral indices for all initial
particles used in LSMuonSim can be found in Appendix B.1. There the spectral
indices obtained from the QGSJet II-4 and Sibyll 2.1 models can also be found,
which are used to study differences in the underlying hadronic models.
5.4.4 hadron energy spectra
In contrast to the pT generation, the energy is simulated for each hadron within
each production channel (not only for the high-pT hadron). This is done in order
to derive the energy of the resulting LS Muon and to obtain a realistic LS Muon
flux, as described in Section 5.4.5. The energy spectra of particles produced in
the primary interaction, or in hadronic re-interactions in the atmosphere, are
obtained from CRMC simulations, as discussed before. Therefore, the energy
spectra of the relevant hadrons, generated at various collision energies and for
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Figure 5.6: Spectral indices β from Equation (2.34) for different hadrons, obtained from
proton-nitrogen collisions at various energies (EPOS-LHC). The prompt
component is obtained from HIJING 1.3.
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Figure 5.7: Spectral indices β from Equation (2.34) for different hadrons, obtained
from iron-nitrogen collisions at various energies (EPOS-LHC). The prompt
component is obtained from HIJING 1.3.
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different initial particles, are fit using cubic spline interpolations from the SciPy
package [194]. Figure 5.8 and Figure 5.9 show the energy spectra of hadrons,
obtained from proton-nitrogen and iron-nitrogen collisions at 10PeV. Solid lines
show the spectra generated using EPOS-LHC, while the dashed and dotted lines
indicate predictions from QGSJet II-4 and Sibyll 2.1 respectively. All energy
distributions used in this work can be found in Appendix B.2.
From these interpolations the energies of all generated hadrons h are obtained
for the underlying collision energy E0. The hadron energy is generated above
Eh,min = 460GeV to ensure that the particles produced can potentially reach the
in-ice detector [52]. Energy spectra are obtained only for discrete simulated colli-
sion energies log10(EMC/GeV) = 3.0, 3.1, . . . , 8.9, 9.0. Thus, the hadron energies
are generated numerically from the binned spectra produced at energies EMC
closest to the desired collision energy E0. This is done by deriving the inverted
(discrete) CDF of the binned spectrum as described in Appendix A.3.1 and using
it to generate the energy analogously to the transverse momentum.
For initial energies log10(E0/GeV) > 9.0, the hadron energies are generated
from the binned spectrum at the maximum energy log10(EMC,max/GeV) = 9.0
and scaled with the scaling factor
s =
E0
EMC,max
. (5.7)
To generate the energy spectra of particles produced from decays of hadrons
h within LSMuonSim, the energy Ef of final state particles of type f is obtained
using PYTHIA 8 simulations [195]. With an initial energy Eh of the decaying
hadron, the energy fraction transferred to the resulting particle is given by
x(Eh) =
Ef
Eh
⇒ Ef = x(Eh) · Eh . (5.8)
Figure 5.10 shows the energy fractions for the different decay channels included
in the simulations. The resulting distributions are fit with cubic SciPy spline
interpolations [194]. The energy fraction x(Eh) of any particle produced from
a hadron decay at Eh is generated from these interpolations. This is done
analogously to the hadron energy generation by using numerical methods
based on the inverted CDF (see Appendix A.3.1). The resulting particle energy
Ef is then calculated according to Equation (5.8). As described in Section 3.1,
additional energy losses of muons in the atmosphere are negligible for the
energies considered here.
5.4.5 ls muon flux calculation
As described in Section 2.2.2, the muon flux on the ground depends on the
interaction and decay probabilities of hadrons, as well as on the generation
probabilities of particles being produced in re-interactions in the atmosphere.
This needs to be considered in order to account for a realistic LS Muon flux on
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Figure 5.8: Simulated hadron energy spectra at 10PeV assuming proton primaries. The
spectra are obtained from EPOS-LHC (solid), QGSJet II-4 (dashed-dotted),
and Sibyll 2.1 (dotted) simulations. The prompt component is obtained
from HIJING 1.3.
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Figure 5.9: Simulated hadron energy spectra at 10PeV assuming iron primaries. The
spectra are obtained from EPOS-LHC (solid), QGSJet II-4 (dashed-dotted),
and Sibyll 2.1 (dotted) simulations. The prompt component is obtained
from HIJING 1.3.
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Figure 5.10: Energy fractions x(Eh) of decay products f produced in the decay of a
hadron with energy Eh for various relevant decay channels (see text for
details). The energy fraction are obtained from PYTHIA MC simulations.
the surface. Therefore, the transverse momentum and energy distributions need
to be normalized accordingly.
Particle Generation
The probability of hadrons being produced in the primary interaction and
subsequent re-interactions in the atmosphere is obtained from hadronic models.
The hadron generation probability is given by the number of collisions Ncoll(Nh >
1) producing at least one hadron h of a certain kind with energy Eh > 460GeV
per total number of simulated collisions at energy E0:
Pgen,h ≡ Pgen,h(Nh > 1) = Ncoll(Nh > 1)
Ncoll
, (5.9)
where generation probabilities below 10−4 are neglected, i.e. Pgen,h ≡ 0 for
Pgen,h < 10
−4. Consequently, the probability of producing at least one high-
pT hadron is given by the number of collisions Ncoll(Nh > 1,pT > 1GeV/c),
producing at least one hadron with pT > 1GeV/c and Eh > 460GeV per
simulated collisions, denoted as P∗gen,h ≡ Pgen,h(Nh > 1,pT > 1GeV/c). The
latter is shown for various hadrons in Figure 5.11 for proton-nitrogen collisions
simulated with CRMC, using EPOS-LHC as hadronic model. Figure 5.12 shows
the corresponding high-pT generation probabilities obtained from simulated
iron-nitrogen collisions. Also shown are spline interpolations which are used to
obtain the generation probability of a hadron as a function of the initial energy
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E0. Predictions from other hadronic models used in this work can be found in
Appendix B.3.
The generation probabilities are calculated separately for each interaction
occurring within the underlying production channel, discussed in Section 5.4.2.
They are included in LSMuonSim via an event weighting, accounting for a
realistic flux estimate of LS Muons, as described further below.
Propagation and Decay
For unstable hadrons included in the production chain the decay into other
particles needs to be taken into account. This is only done for pions, kaons, and
the hadrons of the prompt component, defined in Section 5.4.2. All protons,
neutrons, and heavier nuclei are kept stable during the simulation process, since
their mean lifetime is well above the order of hundreds of seconds [34]. All
muons are also considered to be stable, because for the minimum energies to
reach the deep ice detector, Eµ,min = 460GeV, their (decay) path length is at the
order of ∼ 107 km.
To simulate the decay of unstable hadrons h, produced at altitude H, only the
decay term of the cascade equations (Equation (2.21)) needs to be taken into
account. With the decay length defined in Equation (2.18) they reduce to
dΦh(E,X)
dX
= −
Φh(E,X)
λdec,h
= −
Φh(E,X)
cβγτhρ(H)
. (5.10)
The next decay vertex of the hadron is generated, similar to before, using the
CDF, as described in Appendix A.3.4. Thereby the atmosphere is approximated
using a simple isothermal model, as introduced in Section 2.2.1. The energy Eh
of hadrons is simulated as described in Section 5.4.4. The resulting path length
Ldec,h of each hadron to the next decay vertex is then generated randomly by
replacing Φ with a uniformly distributed number RD between 0 and 1:
Lh,dec(Eh) = −cβγτh · ln(RD) (5.11)
The same approach is used for any hadron produced at height H that re-
interacts in the atmosphere at height Hh. Neglecting the decay and regeneration
terms, the cascade Equation (2.21) reduces to
dΦh(E,X)
dX
= −
Φh(E,X)
λint,h
. (5.12)
Based on the CDF, as shown in Appendix A.3.4, the traveled path length Lint,h
of the hadron before interacting is then given by
Lint,h(Eh, θ,H) ≡ H−Hhcos(θ)
=
H
cos(θ)
+
h0
cos(θ)
· ln
(
e−H/h0 −
λint,h · ln(RD)
X0
)
, (5.13)
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Figure 5.11: High-pT hadron generation probabilities as a function of the energy of
proton-nitrogen collisions, obtained from EPOS-LHC.
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Figure 5.12: High-pT hadron generation probabilities as a function of the energy of
iron-nitrogen collisions, obtained from EPOS-LHC.
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with λint,h given in Equation (2.19) and RD is a random uniform number between
0 and 1. The cross-sections of hadrons used to calculate λint,h are obtained
from the underlying hadronic model and can be found in Appendix B.4. In
order to avoid divergencies towards horizontal directions due to the 1/ cos(θ)
dependence, the approximation introduced in Ref. [196] is used:
θ = 90◦ → θ∗ = 84.45◦ . (5.14)
The path lengths L = H/ cos(θ) for various interaction heights H are shown
in Figure 5.13, for a flat atmosphere without any scaling (orange), including
the θ-scaling from Equation (5.14) (red), and for a curved atmosphere, given
by Equation (2.15) (blue). The height Hh at which a re-interaction occurs is
calculated using Equation (5.13).
In order to estimate the resulting LS Muon flux, the decay and re-interaction
probabilities of hadrons are calculated. This is done by deriving the interaction
and decay path lengths Lint,h and Ldec,h for each decay and re-interaction process
Ntrial = 10
4 times. For each trial the resulting path lengths Lint,h and Ldec,h are
compared to decide which of them occurs. The number of occurrences, in which
the conditions
Ldec,h 6 Lint,h , for decay vertices (5.15)
Ldec,h > Lint,h , for interaction vertices (5.16)
are satisfied, is then counted.Nint/dec is the number of occurrences and according
to the law of large numbers [197], the corresponding decay or re-interaction
probability of a hadron h is given by
Pint/dec,h =
Nint/dec
Ntrial
. (5.17)
For all decays the branching fractions BR(h→ X) of an hadron h, decaying into
another hadron or muon, must be taken into account. This is done as shown
below, with the branching fractions taken from the PDG [34].
Final Event Weighting
In order to esimate a realistic LS Muon flux, the total probability of each shower
to produce at least one LS Muon is calculated. Therefore, all decay and re-
interaction, as well as the hadron generation probabilities need to be considered.
First the total probability to produce a LS Muon is determined for each produc-
tion channel separately.
Generally, the probability P(NA > 1) of an event A occurring at least once in
k trials is given by [197]
P(NA > 1) = 1−P(A¯)k = 1−
(
1−P(A)
)k , (5.18)
where P(A) = 1−P(A¯) is the probability of event A for a single trial and P(A¯)
being its complementary probability. Using the Poisson distribution [198, 199]
Poi(k, λ) =
λke−k
k!
, (5.19)
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Figure 5.13: Path lengths according to different atmospheric models: simple flat at-
mosphere, where L = H/ cos(θ) (orange), flat atmosphere, assuming the
θ-scaling from Equation (5.14) (red), used within LSMuonSim, curved
atmospheric model according to Equation (2.15) (blue).
Equation (5.9) and Equation (5.18) can be re-written, as
Pgen,h = 1− Poi(0, λh)
⇒ λh = − ln(1−Pgen,h) , (5.20)
where λh is the corresponding expectation value, which represents the average
number of generated hadrons h. In order to account for the pT weighting,
introduced in Section 5.4.3, the resulting expectation value of high-pT hadrons
h, produced in a collision with probability P∗gen,h, is given by
λ∗h = ωpTλh , (5.21)
with the event weightωpT defined in Equation (5.6). For example for the primary
LS Muon production channel, where pions are produced which decay into
LS Muons, the (mean) number λ∗pi± of pions that potentially decay into a muon,
each with probability Pdec,pi± · BR(pi± → µ± + ν¯µ(νµ)). Hence, according to
Equation (5.18), the probability to produce at least one LS Muon from this
particular channel is given by
Pch
(
NµLS > 1
)
= 1−
(
1−Pdec,pi± · BR(pi± → µ± + ν¯µ(νµ))
)λ∗
pi± . (5.22)
Using the decay and re-interaction probabilities described above and taking
the corresponding combinatorics into account, as shown for the pion case,
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the probability to produce at least one LS Muon via each individual primary
production channel is generally given by
Pch
(
NµLS > 1
)
= 1−
(
1−Pdec,h · BR(h→ µ± +X)
)λ∗h
, (5.23)
where h ∈ {pi±,K, prompt}. For the production of LS Muons from pions, pro-
duced via kaon decays, the probability to produce at least one LS Muon is given
by
Pch(NµLS > 1) = 1−
(
1−Pdec,K · BR(K→ pi± +X)·
· Pdec,pi± · BR(pi± → µ± + X)
)λ∗K
, (5.24)
These probabilities are calculated for each primary production channel sepa-
rately.
Accounting for the combinatorics of two hadron generations, the probabilities
to produce at least one LS Muon in the secondary I production channels is
analogously calculated for each channel separately, using
Pch(NµLS > 1) = 1−
((
1−Pint,h1
)
+Pint,h1 ·
· (1− Pdec,h2 · BR(h2 → µ± +X))λh2)λ∗h1 , (5.25)
where h1 ∈ {p, n,pi,K} and h2 ∈ {pi±,K}. Finally, the probabilities to produce a
LS Muon via secondary II production are given by
Pch(NµLS > 1) = 1−
((
1−Pint,h1
)
+Pint,h1 ·
· (1− Pdec,h2 · BR(h2 → µ± +X))λ∗h2)λh1 . (5.26)
Following Equation (5.18) and accounting for all potential production channels,
the total probability to produce at least one LS Muon from the underlying
CORSIKA air shower is given by
Ptot(NµLS > 1) = 1−
k∏
ch
(
1−Pch(NµLS > 1)
)
, (5.27)
where the product runs over all k channels with Pch(NµLS > 1) > 0. All
LS Muons from each of these production channels are explicitly generated
within LSMuonSim, therefore the underlying CORSIKA shower is re-used k
times in order to produce one individual LS Muon for each of the k air showers.
Since the probabilities Pch(NµLS > 1) do not exclude each other, each of
the k generated events needs to be weighted accordingly to describe a real-
istic LS Muon flux. This is done by weighting each of the k showers to the
corresponding fractional probability of each production channel using
ωLS,ch = ω0 ·Ptot(NµLS > 1) ·
Pch(NµLS > 1)∑k
ch Pch(NµLS > 1)
, (5.28)
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where ω0 is the primary weight for the underlying CORSIKA shower, as intro-
duced in Equation (5.2). By forcing every shower to produce a LS Muon and
then re-using each shower for each individual channel, the statistics of LS Muon
events from the underlying CORSIKA dataset are significantly enhanced.
These dedicated LS Muon events (dT > 100m) are then combined with the
background contributions from single (dT < 100m) and multiple showers,
obtained from CORSIKA, as well as atmospheric neutrino events generated
using NuGen. The total LSMuonSim flux, generally shown as (red) solid lines
throughout this work, is given analogously to Equation (5.1) by
ΦLSMuonSimtotal = Φ
LSMuonSim
LS +Φ
CORSIKA
single +Φ
CORSIKA
multiple +Φ
NuGen
ν , (5.29)
where the neutrino simulations are obtained from the neutrino event generator
NuGen, as described in Section 5.6.
5.5 monte carlo distributions
The simulated primary energy spectrum of all cosmic ray air showers at surface
level is shown in Figure 5.14, obtained from CORSIKA (orange) and using
LSMuonSim (red). The primary flux assumption is based on the H3a [38]
parametrization, as described in Section 2.1.4. Here, and in the following, the
MC rate corresponds to the integrated event rate within a targeted cylinder
volume of height 1200m and with radius 600m, as described in Section 5.7. The
contributions from events containing a laterally separated muon with dT > 100m
are shown separately (dashed, denoted as sig). As described in Section 5.1 and
Section 5.4 the CORSIKA simulations are generated using Sibyll 2.1 as hadronic
model, while LSMuonSim uses EPOS-LHC as default model to generate the
LS Muon.
The contributions from different zenith angle regions are also shown (dash-
dotted, dotted). While LSMuonSim shows a strong suppression of LS Muon
events towards low energies, the agreement between CORSIKA and LSMuonSim
predictions improves at intermediate zenith angle directions. In contrast, for
very vertical events (θ < 30◦) CORSIKA shows a strong suppresion of LS Muon
events compared to LSMuonSim over all energies. This is related to the zenith
angle distributions, shown in Figure 5.15, where the increase of the LS Muon
rate towards horizontal directions significantly differs between CORSIKA and
LSMuonSim predictions. Similar effects can be observed for the interaction
height of the corresponding showers, which is highly correlated to the zenith
angle distribution.
Figure 5.16 shows the zenith angle distributions of LS Muon events (dT >
100m), obtained from CORSIKA (left) and LSMuonSim (right). The individual
contributions from showers initiated at various atmospheric heights are shown
separately as dashed lines. As expected from Equation (2.36), the simulated
zenith angle distributions of LS Muons depend on the altitude of the underlying
primary interaction. Figure 5.17 shows the simulated altitudes of the primary
interaction producing a LS Muon event, for different zenith angle regions. The
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Figure 5.14: Simulated (true) primary energy spectrum at surface level, obtained from
CORSIKA (Sibyll 2.1) and LSMuonSim (EPOS-LHC), assuming the H3a
primary flux parametrization. The contributions from LS Muon events
(dT > 100m) and from different zenith angle regions are also shown.
corresponding interaction height distributions of all simulated events (no con-
straint on lateral separation), as well as further distributions of the zenith angle
direction of simulated air showers at surface level, can be found in Appendix C.2
and Appendix C.10. Although it is expected that LSMuonSim underestimates
the event rate for very horizontal events (θ > 60◦), the zenith angle differences
compared to CORSIKA are not yet understood in detail.
The observation of significant zenith angle discrepancies between CORSIKA
simulations and experimental data was previously observed for the analysis of
laterally separated muons in IceCube in its 59-string configuration [83]. More-
over, analyses of high-energy atmospheric muons in IceCube reported similar
effects [52, 54]. Although the discrepancies observed are smaller compared to
laterally separated muons, these analyses have observed significant data/MC
discrepancies related to the zenith angle distribution of atmospheric muon
events in IceCube.
The subsequent propagation through the ice is highly zenith dependent and
has significant effects on the distributions observed in the in-ice detector. Due
to the large distances traveled through the ice close to horizontal directions,
the muon rate is highly suppressed towards large zenith angles. In addition,
this analysis uses a high-energy filtering (see Section 6.1), which predominantly
selects events with primary energies above ∼ 100TeV, where the agreement
between simulations improves. Hence, the agreement between CORSIKA and
LSMuonSim improves significantly at detector level, although a disagreement
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Figure 5.15: Simulated (true) zenith angle distribution at surface level, obtained from
CORSIKA (Sibyll 2.1) and LSMuonSim (EPOS-LHC). The contributions
from LS Muon events (dT > 100m) and from different primary energies
are also shown.
of MC is permanently present throughout this analysis. The zenith angle dis-
crepancies are the main focus of discussions in Section 6.9 and Section 7.3.
The transverse momentum of simulated LS Muon events, obtained using
LSMuonSim, is shown in Figure 5.18 for different zenith angle regions. The
mean transverse momentum 〈pT〉 of these distributions increases with decreas-
ing zenith angle. The more horizontal the initial direction of an air shower, the
longer the time for the LS Muon to separate from the shower core. Thus, for
horizontal showers a large pT is necessary in order to produce a large separation
from the core. In addition, 〈pT〉 increases with increasing primary energy, as
expected from PQCD. The potential contribution from events with lower trans-
verse momenta (pT < 1GeV/c) for LS Muon events in IceCube is part of the
discussion in Section 7.4.
Figure 5.19 shows the individual contributions from each LS Muon produc-
tion channel, described in Section 5.4.2. The dominating production channel
is the primary production, contributing with approximately 93% to the total
LS Muon flux predicted by LSMuonSim. The secondary channels are rather
suppressed and contribute roughly 5% (I) and 2% (II) to the total LS Muon flux.
In addition, any further re-interaction further reduces the hadron energy. Hence,
the production of laterally separated muons later during shower development is
expected to be highly suppressed and is therefore not included in LSMuonSim.
Since the transverse momentum of the LS Muons mainly originate from hadrons
mainly produced in the first interaction, laterally separated muons are a direct
probe of the primary cosmic ray interaction. The percentiles of LS Muons origi-
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Figure 5.16: Simulated zenith angle distributions at surface level, obtained from
CORSIKA (left) and LSMuonSim (right). The dashed lines show the con-
tribution of LS Muon events (dT > 100m) for various primary interaction
height regions.
nating from pion and kaon decays within LSMuonSim are 96% and 4%, while
the decay of prompt hadrons contributes with less than 6 · 10−5 to the total
LS Muon flux.
The lateral separation distributions of LS Muons at surface level, obtained
from CORSIKA and LSMuonSim, are shown in Figure 5.20. As discussed above,
LSMuonSim predicts a smaller total rate of LS Muons compared to CORSIKA.
However, the agreement increases towards vertical directions, which is the dom-
inating region for events measured in IceCube. Further MC distributions at
surface level, such as LS Muon energy spectra and interaction height distribu-
tions, can be found in Appendix C. Studies on different hadronic models in the
context of LSMuonSim are discussed in detail in Section 7.7.
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Figure 5.17: Simulated primary interaction height distributions at surface level, obtained
from CORSIKA (left) and LSMuonSim (right). The dashed lines show the
contribution of LS Muon events (dT > 100m) for various zenith angle
regions.
5.6 neutrino simulations
Although the flux of atmospheric neutrinos is highly suppressed compared to
the flux of cosmic ray air showers [29, 141], to estimate the small background
contribution from neutrino events in this analysis, dedicated neutrino simula-
tions are used. To simulate atmospheric neutrino events, the neutrino generator
NuGen is used, which is part of the IceTray software [200]. The physics im-
plementation of this code is based on the ANIS neutrino generator [201]. It
generates an equal number of neutrinos and anti-neutrinos and handles the
propagation of the neutrino inside the Earth, as well as neutrino-nucleon interac-
tions close to and inside the detector volume. NuGen includes all three flavors
of neutrinos (νe,νµ,ντ), which are generated with a ratio of 1 : 1 : 1. In order
to reduce the computational effort, NuGen forces the neutrino to interact close
to the detector volume. Hence, each event needs to be re-weighted in order to
reflect a realistic neutrino flux. The probability for a neutrino to interact is calcu-
lated using the CTEQ5 neutrino-nucleon cross sections [202], and incorporated
via event weighting, similar to the weighting procedures described in Section 5.3
and Section 5.4.5. In order to calculate the propagation of neutrinos inside the
Earth, the preliminary reference Earth model (PREM) is used [203].
Analogous to the air shower simulations discussed above, neutrino events are
generated from a harder energy spectrum (E−2) to increase the event statistics at
high energies. Thus, each event is re-weighted, as described in Section 5.3, where
the atmospheric neutrino flux is parametrized using the Honda parametrization
from Ref. [192], assuming a H3a primary cosmic ray flux [38]. Thereby, only
the conventional νe/νµ flux is accounted for, while neutrinos originating from
prompt hadron decay, as well as a potential ντ flux, are neglected. However, the
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Figure 5.18: Simulated (true) transverse momentum distributions of LS Muons at sur-
face level, obtained from LSMuonSim (EPOS-LHC), for different zenith an-
gle regions. Additionally shown are the corresponding contributions from
events with primary energies E0 > 1PeV (dashed-dotted) and E0 > 10PeV
(dotted).
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Figure 5.19: Individual contributions to the pT distribution at surface level from the
LS Muon production channels included in LSMuonSim (EPOS-LHC), as
described in Section 5.4.2. The corresponding contributions from events
with primary energies E0 > 1PeV (dashed-dotted) and E0 > 10PeV (dotted)
are shown separately.
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Figure 5.20: Simulated (true) lateral separation distribution at surface level. The to-
tal LS Muon fluxes (solid) obtained from CORSIKA and LSMuonSim, as
well as the corresponding contributions from showers with zenith angle
directions θ 6 60◦ (dashed-dotted) and θ 6 30◦ (dotted) are also shown.
prompt neutrino flux, and especially the flux of tau-neutrinos are both expected
to be highly suppressed [50]. They are therefore not considered in this work.
The contribution from neutrino events is always included in the total CORSIKA
and LSMuonSim distributions shown throughout this work, as defined in Equa-
tion (5.1) and Equation (5.29), even if not explicitly denoted. The contribution
from neutrino events on higher analysis levels is highly suppressed (see Sec-
tion 6.5), therefore the neutrino contribution will not be shown separately at
higher analysis levels, although it is included in the total distributions shown.
5.7 in-ice propagation and detector response
In CORSIKA, and subsequently also in LSMuonSim, showers are generated
with an axis which passes a fixed point on observation level. IceCube can be
approximated with a cylindrical detector volume, therefore the target volume for
the simulations is an upright cylinder centered on the IceCube in-ice detector
volume, as indicated in Figure 5.21. In order to cover a volume extending
the detector by a few 100m, the target cylinder is chosen to have a height
of h = 1200m and radius r = 600m. All simulated showers are distributed
uniformly in the generation area of the target volume, projected along the shower
axis.
For the neutrino simulations generated with NuGen, the sampling area is a
disk with radius r = 600m, perpendicular to the neutrino direction, and centered
82
5.7 in-ice propagation and detector response
h
r
shower axis
r
incident neutrino
Figure 5.21: MC event generation areas as described in the text, for air shower (left) and
neutrino simulations (right). The centered dot indicates the detector center.
on the detector volume. The neutrino events are then uniformly distributed over
this generation area.
The propagation of particles through the ice is simulated using the PROPOSAL
code [108], as integrated part of the IceTray software framework [200]. It handles
all relevant energy losses of particles, as described in Section 3.1, and consideres
deflections due to multiple scattering in the ice using a gaussian approximation
(see Section 3.1.3). The Cherenkov light emission of charged particles, discussed
in Section 3.1.4, and the subsequent photon propagation in the ice are simulated
using the photon propagation code (PPC) [204], which handles the direct propaga-
tion of single photons. PPC includes the scattering and absorption of photons in
the ice, based on the ice model discussed in Section 4.1.1.
In order to account for uncorrelated thermal noise in the detector, a constant
Poissonian background (Equation (5.19)) of noise hits is added. In addition, a
non-thermal noise component due to particle decays and scintillation/fluore-
cence in the surrounding medium and the detector components is simulated.
Therefore, for each decay a second Poisson distribution is used to determine the
number of generated non-thermal noise hits. The PMT response and the DOM
readout electronics, as well as the subsequent triggering and filtering, are simu-
lated using standard IceCube software implemented in IceTray, as described in
Ref. [200]. Figure 5.22 shows the event display of a simulated LS Muon event in
IceCube after simulating the in-ice propagation and detector response. Colored
spheres represent hits in the detector and their size indicates the amount of
observed light, with time-ordering from red to blue. The red lines indicate the
simulated muon track and the true shower core direction.
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Figure 5.22: Simulated LS Muon event (LSMuonSim) in IceCube after in-ice propaga-
tion and detector response (no noise hits included). The colored spheres
represent the hits in the detector where their size indicates the amount of
observed light with time-ordering from red to blue. Red lines indicate the
true LS Muon track (left) and the true core direction of the muon bundle
(right).
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“It is a capital mistake to theorize
before one has data.”
– Sherlock Holmes *
This analysis uses data taken by the IceCube Neutrino Observatory betweenMay 2012 and May 2015. The data selection is performed as a blind
analysis, where only 10% of the data, the burnsample, is used to develop the
selection criteria described in the following. This is done in order to avoid biases
during data selection. Therefore, Monte Carlo simulations are used to study the
signal and background distributions separately and to develop criteria, selecting
LS Muon events from IceCube data. The simulations and selection criteria are
tested and verified against the burnsample. The latter is not included in the final
unblinded data sample, which is presented in Chapter 7. The burnsample used in
this analysis includes 102 days of data taken by IceCube during the given time
period. The event reconstructions and subsequent selection criteria are based on
the concepts used in the previous analysis of LS Muon events in IceCube in its
59-string configuration, as reported in Ref. [83].
After a basic pre-filtering of the data, which is described in Section 6.1 and
Section 6.2, the general analysis concept is based on the unique double-track
topology of LS Muon events in IceCube. Hence, the reconstruction of those
tracks plays a crucial role for a precise measurement of the lateral separation
of muons and their arrival direction. In Section 6.3 a dedicated method to re-
construct double-track events in IceCube is described, with a discussion on
the resulting reconstruction accuracies given later in Section 6.6. The subse-
quent selection criteria to isolate LS Muon events in IceCube are introduced
in Section 6.4, with the resulting event rates for all filter levels is discussed in
Section 6.5. In Section 6.7 and Section 6.8 methods are described to estimate
the underlying primary energy and the transverse momentum of LS Muons
produced in air showers. This enables primary energy-dependent studies of the
lateral separation of muons produced in air showers and an estimation of the
underlying pT distributions of their parent particles. Finally, the corresponding
effective areas are derived in Section 6.9, which are neccessary to get an estimate
of the resulting LS Muon distributions at surface level.
6.1 pre-filtering
The trigger rate of IceCube’s in-ice detector array is around 2.5 kHz. In order
to reduce the event rate of the recorded data by selecting classes of events of
* In “A Study in Scarlet” by A. C. Doyle (1887).
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interest and to enable further computing intensive reconstructions, pre-selection
criteria are applied. Therefore, a general online-filter processing is performed,
using common selection criteria, such as the number of recorded hits in a certain
time window, or specific event characteristics derived using basic reconstructions
[200]. Due to inhomogeneous charge distributions in the detector volume, all
DeepCore hits are removed from events used in this analysis. This is done in
order to avoid biases caused by the detector geometry in further event splitting
algorithms (see Section 6.3).
In addition, a subsequent hit cleaning is applied to each event in order to
reduce noise hits. The seeded-RT cleaning is used, where all HLC hits are kept.
This cleaning algorithm also keeps SLC hits if they have an HLC hit within a
radius R = 150m and within a time interval ∆T1, such that their pulses overlap
within a time interval of ∆T1 = 1000ns. Afterwards, an additional time-window
cleaning is applied where only hits within the time interval ∆T2 = 6000ns,
containing the most hits, are kept. Finally, the (extremely) high-energy filter (EHE
filter) is applied on the remaining hits, such that only events with more than
1000 photoelectrons (PE) are kept. The resulting event rate after pre-filtering is
below 1Hz, which enables the performance of more sophisticated subsequent
reconstructions. The resulting data sample is the starting point for this analysis,
in the following the filter level after pre-filtering is referred to as level-0 (L0).
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Figure 6.1: Total charge distribution in number of photoelectrons (PE) of burnsample
events passing the pre-filtering criteria described in the text. MC distribu-
tions, obtained from CORSIKA (Sibyll 2.1) and LSMuonSim (EPOS-LHC),
are also shown. The signal contributions and the individual background
contributions, obtained from MC, are shown separately. Error bars represent
the statistical uncertainties and are only shown for the total distributions
(solid lines).
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Figure 6.1 shows the charge distribution of burnsample events passing the pre-
filtering criteria. The corresponding distributions of simulated events, obtained
from CORSIKA (Sibyll 2.1) and LSMuonSim (EPOS-LHC), are also shown. The
contributions from single showers without a muon with lateral separation above
100m (single), and of showers containing at least one muon with a separation of
more than 100m from the shower core, are shown separately. The contribution
from multiple air showers, recorded in the same time window (multiple), is
also shown. In addition, the simulated distributions also include the minor
contribution from neutrino events, obtained from NuGen simulations. The total
distributions (solid lines) represent the sum of these individual components,
using the LS Muon flux predictions from CORSIKA and LSMuonSim. The
error bars (data) and bands (MC), shown in Figure 6.1 and throughout this
work, represent the statistical uncertainties and are only shown for the total
distributions (solid lines). The simulated charge distributions agree very well
with the distributions obtained from experimental data. Further distributions
of the total charge distributions at all filter levels of this work, can be found in
Appendix C.3.
6.2 basic event reconstructions
After level-0 pre-filtering, basic track reconstructions are applied to all remaining
events, which are then used as a starting point (seed) for further, more sophisti-
cated reconstructions. Each event is reconstructed using a simple fit algorithm,
based on two steps. First, a simple line fit is applied, assuming the photon arrival
times at the DOMs are caused by Cherenkov photons emitted as plane waves,
with velocity ~v along a 1-dimensional path in the detector [205]. The locations
~xi of all hit DOMs at a time ti are approximated by a line
~xi ' ~x0 +~v · (ti − t0) (6.1)
and a χ2-fit is applied by minimizing
χ2 ≡
Nhit∑
i=1
‖~xi −~x0 −~v · (ti − t0)‖2 , (6.2)
where Nhit is the number of hits, and ~x0,~v, t0 are free parameters. χ2 is mini-
mized analytically.
This approach is further improved by applying a simple hit cleaning, similar
to the seeded-RT cleaning discussed above: If there exists an HLC hit h1 within
a distance R = 156m around another hit h2, with h1 recorded ∆T > 778ns
earlier than h2, then h2 is considered as scattered hit and discarded from the
fit [206]. In addition, the χ2-fit in Equation (6.2) is replaced by a Huber fit [207],
which is more robust against outliers due to scattered photons. Therefore, a
so-called Huber penalty function is introduced, with its parameters based on
simulated muon tracks, as described in Ref. [206]. This approach results in a
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median angular accuracy of 4.2◦ for single muon tracks and is used throughout
this work as initial seed reconstruction (improved line fit).
In a second step, the event is reconstructed using a more sophisticated log-
likelihood fit (LLH), seeded with the improved line fit. Generally, the likelihood
L for an underlying hypothesis with a probability density function P(xi,a), is
given by [205]
L(x,a) =
∏
i
P(xi,a) , (6.3)
where xi ∈ {x1, . . . , xn} are the experimentally measured values and a =
{a1, . . . ,ak} is a given set of parameters. The parameters a for an underly-
ing probability density P can be estimated by finding the corresponding values
that maximize the likelihood from Equation (6.3) for the measured values xi
(maximum likelihood estimation). When finding the maximum of the likelihood,
the derivative needs to be calculated. Since this is often easier for the (negative)
logarithm of the LLH function, in practice the negative log-likelihood function,
− ln(L), is minimized (see for example Ref. [167]).
The likelihood fits used in this work are based on multi-photoelectron (MPE)
arrival time information, with a corresponding MPE probability density func-
tion, taking the conical Cherenkov light emission into account. Thereby all
photoelectrons recorded by a DOM are accounted for. This is done using a
(analytical) Pandel parametrization, as described in Ref. [205]. In addition, the like-
lihood function is extended by including external information via Bayes’ Theorem
(Bayesian likelihood) [206, 208, 209]. In order to minimize − ln(L), a numerical
simplex algorithm is used [167].
An example of the resulting first-guess particle track reconstruction is shown
in Figure 6.3 (a), for a typical (simulated) LS Muon event. As a measure of
the success of the fit, the reduced log-likelihood value (rlogl) is often used. It
corresponds to the best obtained likelihood value, divided by the number of
degrees of freedom. The resulting distribution of events passing level-0 is shown
in Figure 6.2. In order to reduce the background contributions (blue lines), only
events with a reduced log-likelihood of 6 6 rlogl 6 10 are kept, in the following
denoted as level-1 (L1). Although there is no significant separation power, this
selection removes clearly mis-reconstructed background events from the data
sample without any additional computational effort. This improves the initial
seeds for further reconstructions, as described in the following. Additional
distributions of the reduced log likelihood of events at all filter levels can be
found in Appendix C.6.
6.3 double-track reconstruction
After performing the basic track reconstruction and subsequent level-1 filtering,
a dedicated double-track reconstruction is applied to all remaining events. This
reconstruction is based on hit splitting methods optimized for the underlying
double-track event signature. It relies on a topological two-step hit splitting,
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Figure 6.2: Reduced likelihood value, rlogl, of data and MC events passing the pre-
filtering criteria (level-0). The contributions from signal events (dT,true >
100m) and background contributions are shown separately. The vertical red
lines indicate the level-1 selection criteria (see text for details). Statistical
uncertainties are represented by the error bars/bands (total distributions
only).
to separate the LS Muon hits from hits produced by the bulk of muons in the
core bundle. Based on these split hit series, the LS Muon and the muon bundle
can be reconstructed separately using maximum log-likelihood methods, as
introduced above. In the following, the individual steps are described which are
performed during the double-track reconstruction.
k-means Splitting
To decide which hits belong to the muon bundle and which belong to the
LS Muon track, as a first step, a k-means clustering algorithm is applied, also
referred to as vector quantization [210]. Generally the algorithm puts n data points
into k clusters, which can be done in any D-dimensional space.
Each cluster is parametrized by a vector ~mk, which is called the mean. The
k-means algorithm is initialized with randomized means ~mk. After the initial-
ization step, it is an iterative algorithm, based on two steps:
• Assignment step:
In the assignment step, each data points is assigned to the nearest mean.
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This is done by expressing this assignment in terms of responsibilities r(n)k ,
such that
r
(n)
k =
1 , if kˆ(n) = k
0 , if kˆ(n) 6= k ,
(6.4)
where kˆ(n) is the previous guess for the cluster k(n) to which the data
point ~x(n) belongs [210].
• Update step:
During the update step, the means are adjusted in order to match the means
~mk of the data points they are responsible for, where
~mk =
∑
n r
(n)
k ~x
(n)∑
n r
(n)
k
. (6.5)
This is basically done by minimizing the distances d(~mk,~x(n)) = ‖~mk −
~x(n)‖ (see Ref. [210] for details).
These steps are repeated until the assignments do not change anymore. The
k-means algorithm always converges and can therefore be applied to a large
variety of clustering problems.
In this analysis, it is applied to all events that pass the level-1 pre-filtering.
This is done by projecting all hits onto a plane orthogonal to the first-guess track
reconstruction. The k-means clustering is then applied in D = 2 dimensions
for k = 2 expected cluster. This step is shown in Figure 6.3, where a typical
simulated event, obtained from LSMuonSim, is shown in (a), with the first-guess
track represented by the red line. The corresponding view from the perspective
of the first-guess track direction is shown in (b). Figure 6.3 (c.1) and (c.2) show the
split hit series after applying the k-means clustering algorithm from a side-view,
as well as seen from the first guess direction (small panels).
Time Residual Splitting
Although the k-means clustering can separate hits from LS Muons with large
separations from the bundle core very well (above a few 100m), for most of the
events the separation between the muon bundle and LS Muon is not necessarily
obvious (see Figure 6.3). Hence, many times the hit series assigned to the
LS Muon, obtained from the k-means clustering, still contains a large amount
of hits originating from the muon bundle. In order to reduce the number of
mis-assigned bundle hits from the LS Muon hit series, an additional time residual
splitting is applied.
The time residual of a hit is given by the difference between the measured
photon arrival time and the expected arrival time corresponding to straight-
line propagation. In order to calculate the time residuals of hits, the hit series
assigned to the muon bundle after k-means splitting is reconstructed with a
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first guess
(a)
first guess direction
(b)
bundle split 1
(c.2)
muon split 1
(c.1)
bundle split 2
(d.2)
muon split 2
(d.1)
dT,reco =214 m
θreco =0.34
final reconstruction
(e)
dT,true =249 m
θtrue =0.34
MC truth
(f)
Figure 6.3: Simulated LS Muon event in IceCube, showing the different double-track
reconstruction steps, as explained in the text. Colored spheres represent the
hits in the detector where their size indicates the amount of observed light
with time-ordering from red to blue.
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Figure 6.4: Time residuals versus distance of hits with respect to the true core position
after k-means splitting. The selection applied is indicated as red lines, where
hits in the upper left region are expected to belong to the LS Muon.
Pandel Bayesian likelihood fit, as described in Section 6.2. The time residual of
each assigned hit is then calculated with respect to this reconstructed bundle
track. The resulting track is shown in Figure 6.3 (c.2, red line). In addition, the
perpendicular distance of each hit to the reconstructed track is calculated.
Figure 6.4 shows these hit distances as a function of the time residuals of
hits with respect to the true shower core (assumed to follow the true primary
direction), for simulated LS Muon events using LSMuonSim. Hits belonging to
the muon bundle after k-means splitting are shown in the left panel, LS Muon
hits are shown on the right-hand side. This hit assignment is based on the MC
truth. The hit distributions with respect to the reconstructed bundle track are
shown in Figure 6.5. In order to separate all hits produced by muons from the
bundle core from the LS Muon assigned hits, the selection indicated by red lines
in the figures is applied. Hits in the upper left area are considered as LS Muon
hits, while other hits are assumed to originate from the bundle muons.
Final Double-Track Reconstruction
After successful hit splitting, the two individual hit series are reconstructed
separately. Events with less than 8 hits assigned to the LS Muon are discarded
in order to meet the double-track hypothesis requirement and to ensure that the
LS Muon track can be reconstructed successfully. The two split hit series of the
remaining events are then reconstructed, using a Pandel Bayesian LLH fit with
an improved line fit as initial seed, as previously described. The resulting track
reconstructions for the laterally separated muon and the muon bundle are shown
in Figure 6.3 (d.1) and (d.2) respectively. Figure 6.3 (e) shows the total event with
the resulting double-track reconstruction and the corresponding reconstructed
zenith angle direction θ, and lateral separation dT. The Monte Carlo truth of the
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Figure 6.5: Time residuals versus distance of hits with respect to the reconstructed
bundle track after k-means splitting. The selection applied is indicated as
red lines, where hits in the upper left region are expected to belong to the
LS Muon.
event is shown in Figure 6.3 (f) for comparison. The resulting accuracies for the
double-track reconstruction are discussed in detail in Section 6.6.
Events are only kept, if all double-track reconstruction steps described above
are performed successfully, including the requirement of the final LLH recon-
structions to converge. Thereby roughly ∼ 20% of LS Muon events are recon-
structed successfully, while the background contribution is reduced by a factor of
about 27 (see Section 6.5). This filter level is referred to as level-2 in the following
and all subsequent filters are performed on these double-track reconstructions.
6.4 event selection
After applying the double-track reconstruction (level-2), further selection criteria
are applied in order to reduce background events, such as showers without
an LS Muon and multiple showers detected within the same time window. In
addition, mis-reconstructed events are removed from the data sample to ensure a
high-quality final event sample. This enables precise measurement of the lateral
separation and hence detailed studies on the resulting distributions. The event
selection, which is described in the following, is based on the concepts used for
the previous IC59 analysis, as presented in Ref. [83]. Thereby direct comparisons
between previous results and this work can be made.
L3 – Opening Angle
In order to select the (nearly) parallel double-tracks from LS Muon events
in IceCube, only events with opening angles between reconstructed LS Muon
direction and bundle track below ∆φ 6 5◦ are kept. The opening angles obtained
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Figure 6.6: Opening angle distributions of reconstructed events passing level-2, obtained
from experimental burnsample data and MC simulations. The contributions
from signal (dT,true > 100m) and background events are shown separately.
The vertical red line indicates the level-3 selection criteria ∆φ 6 5◦ (see text
for details).
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Figure 6.7: Zoomed in opening angle distribution of reconstructed events passing level-
3, obtained from experimental burnsample data and MC simulations. The
contributions from signal (dT,true > 100m) and background events are shown
separately.
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from all reconstructed events (L2) are shown in Figure 6.6, where the cut
applied is shown as vertical red line. While the MC distributions agree fairly
well, they underestimate the burnsample event rate, especially towards large
opening angles. Based on a comparison of the shapes of the distributions at large
angles, this effect is likely caused by an underestimation of background events
from multiple showers within the MC simulations. However, Figure 6.7 shows
the distribution of the remaining events at level-3 (L3), where the data/MC
agreement improves. The background contributions from neutrino events is
highly suppressed at this filter level and is henceforth not shown separately,
although included in the total distributions. Additional distributions of the
opening angles, for all filter levels, can be found in Appendix C.4.
Since the bundle track and the LS Muon are expected to be parallel (∆φ ' 0◦),
these distributions also represent the accuracy of the opening angle reconstruc-
tion, and based on the LSMuonSim simulations 68.3% of the remaining events
(L3) are reconstructed with accuracy better than ∆φ 6 3.1◦. A comprehensive
discussion on the accuracies of all reconstructions used in this work can be
found in Section 6.6. Based on LSMuonSim (CORSIKA) predictions, this se-
lection keeps 45% (47%) of signal events (dT,true > 100m) while reducing the
background by a factor of 3.2.
L4 – Time Difference
The time difference, ∆t, between reconstructed bundle track and the LS Muon
track, when passing a plane through the center of the detector, perpendicular to
the reconstructed bundle track, is shown in Figure 6.8. The LS Muon and the
muon bundle are expected to arrive nearly simultaneously at the detector, hence
events are selected with vanishing arrival time ∆t. As shown in Section 6.6, the
reconstruction accuracy of the arrival time of 68.3% of LS Muon events at level-3
is roughly ∆t ' 425ns. Thus, and in order to enable a direct comparison to IC59
results [83], only events with a time difference of ∆t 6 450ns are kept.
The corresponding distribution of surviving events is shown in Figure 6.9
and in the following this filter level is referred to as level-4 (L4). The simulated
distributions obtained from CORSIKA and LSMuonSim show minor differences
towards large time differences, above ∼ 200ns. This is because LSMuonSim does
not account for the curvature of the air shower front and the LS Muon, which is
added during the simulation process, is inserted with a time corresponding to
the bundle arrival time. Hence, LSMuonSim is expected to show smaller time
differences between the bundle and LS Muon arrival times compared to the
CORSIKA distributions, which account for the shower front curvature. However,
this selection reduces the background contribution by a factor of 2 and keeps
70% (76%) of signal events, obtained from LSMuonSim (CORSIKA). Additional
distributions for all filter levels are shown in Appendix C.5.
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Figure 6.8: Time difference between reconstructed LS Muon and muon bundle track
of all burnsample events passing level-3. The distributions obtained from
CORSIKA (Sibyll 2.1) and LSMuonSim (EPOS-LHC) are also shown. The
contributions from signal (dT,true > 100m) and background are shown
separately. The vertical red lines indicates the L3 selection criteria ∆t 6 450ns
(see text for details).
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Figure 6.9: Zoomed in time difference between reconstructed LS Muon and muon
bundle track of all burnsample events passing level-4. The distributions
obtained from CORSIKA (Sibyll 2.1) and LSMuonSim (EPOS-LHC) are
also shown. The contributions from signal (dT,true > 100m) and background
are shown separately.
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L5 – Lateral Separation
The lateral separation dT of the LS Muon is given by the perpendicular distance
between the reconstructed bundle and LS Muon tracks, in the plane through
the center of the detector. In order to select LS Muon events with large lateral
separations, only events above dT > 135m are kept. This selection is referred to
as level-5 (L5). It is chosen to select separations larger than IceCube’s horizontal
string spacing of 125m in order to avoid reconstruction biases due to the
detector geometry. In addition, the double-track reconstruction accuracy of
roughly ∼ 10m is accounted for in order to ensure a high-quality data sample at
final filter level. The reconstruction accuracies at level-5 are discussed in detail
in Section 6.6.
The lateral separation distribution of events at filter level-4 is shown in Fig-
ure 6.10, obtained from 102 days of burnsample data and taken from MC
simulations. The final selection criteria is indicated by the vertical red line and
the lower panel shows the corresponding data/MC ratio of the lateral separation
distribution. After applying this selection criteria the expected event rate, ob-
tained from 102 days of burnsample data, corresponds to 31122± 332 events per
year. This final selection reduces the background contribution by a factor of ∼ 26
and based on LSMuonSim (CORSIKA) predictions, the signal-over-background
ratio (S/B-ratio) at final filter level is roughly 3.9 (4.3). Additional distributions
of the lateral separation for all analysis levels are shown in Appendix C.1.
6.5 event rates
The total event passing rates for the various filter levels, based on 102 days of
burnsample data and obtained from MC simulations, are shown in Figure 6.11
(left axis). The individual MC contributions from signal and various background
events are shown separately and the corresponding total event rates per year
are additionally given in Table 6.1. The expected event rate at final filter level
(L5), obtained from the 102 days of burnsample data, is 31122± 332 events
per year. The expected total event rates, obtained from MC simulations, are
22151± 509 (LSMuonSim) and 24157± 562 (CORSIKA) events per year, with an
estimated signal-over-background ratio (S/B-ratio) of 3.9 and 4.3 respectively.
The latter is also shown in Figure 6.11 for the different filter levels as dotted lines
(right axis), obtained from LSMuonSim (lightgrey) and CORSIKA (darkgrey)
simulations. The S/B-ratio is further improved in later analysis steps, using
a background subtraction based on a data-driven background estimate, as
described in Section 7.2. Although there are differences between the data rate
and MC predictions, as well as between the simulations themselves, they agree
qualitatively.
The background contribution from neutrino events at final analysis level is
negligible and the rate of mis-reconstructed single showers without LS Muon
is also highly suppressed. However, a small contribution of multiple show-
ers recorded within the same time window can mimic double-track events in
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Figure 6.10: Lateral separation distribution of all events passing level-4, obtained from
experimental burnsample data and MC simulations, where the contri-
butions from signal (dT,true > 100m) and background events are shown
separately. The lower panel shows the corresponding data/MC-ratios.
IceCube and remains as an irreducible background at final event level. As de-
scribed in Section 7.2, this background can be estimated from experimental data
and is subtracted for further studies on the lateral separation distributions of
LS Muons.
6.6 track reconstruction accuracy
The accuracies of reconstructions used in this work are derived, using the
difference ∆xi between a reconstructed value xreco,i and the corresponding true
value xtrue,i, obtained from MC simulations:
∆xi = xreco,i − xtrue,i . (6.6)
The corresponding mean reconstruction accuracy ∆x is then defined by the
interval, containing ±34.15% of the events around ∆x = 0. Thereby, asymmetric
uncertainties are accounted for. In case of a gaussian distribution, centered at
∆x = 0, this definition corresponds to the 68.3% (1σ) confidence interval [211, 212].
The resulting accuracies of the double-track reconstruction, described in
Section 6.3, are shown in Figure 6.12. The left panel shows the difference
between reconstructed and true lateral separation of LS Muon events, obtained
from LSMuonSim at final filter level (L5). The resulting spatial accuracy of
68.3% (±34.15%) of the events is shown as shaded area in Figure 6.12, given
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filter level lsmuonsim corsika data
[103 events/yr] [103 events/yr] [103 events/yr]
L0: Pre-filtering 21860.6± 20.1 21949.9± 20.1 26142.6± 9.7
L1: 6 6 rlogl 6 10 21710.2± 19.9 21799.6± 19.9 25921.1± 9.6
L2: Reconstruction 9051.7± 4.4 9784.9± 4.5 12657.2± 2.1
L3: ∆φ 6 5◦ 302.7± 2.1 340.5± 2.2 401.5± 1.2
L4: ∆t 6 450ns 161.7± 1.6 194.2± 1.6 211.4± 0.9
L5: dT > 135m 22.2± 0.5 24.2± 0.6 31.1± 0.3
Table 6.1: Passing rates of events per year for the filter levels, as described in the text
and shown in Figure 6.11. The total event rates obtained from CORSIKA
simulations (Sibyll 2.1) and LSMuonSim (EPOS-LHC) are also given.
by +16.1m and −10.2m. The corresponding distribution of the zenith angle
directions are shown in the right panel, with resulting angular accuracies of
+0.5◦ and −1.1◦. Additional distributions of the reconstructed lateral separation
and zenith angle directions as function of the corresponding true value, obtained
from simulations, are shown in Appendix C.11.
For the opening angle ∆φ and time difference ∆t of the reconstructed double-
tracks, the corresponding (absolute) accuracies, ∆x ≡ |∆x|, are derived assuming
a symmetric 68.3% interval around ∆x = 0. At final filter level they are given
by ∆φ = ±3.0◦ and ∆t = ±201ns. All resulting accuracies of the double-
track reconstruction, for the various analysis levels of this work, are shown in
Table 6.2. The accuracies of the lateral separation are only shown for the last two
filter levels, because they are not meaningful for lower filter levels due to the
contribution of mis-reconstructed background events.
filter level ∆dT [m] ∆θ [◦] ∆φ [◦] ∆t [ns]
L2: Reconstruction – +0.8/− 1.6 ±9.39 ±585
L3: ∆φ 6 5◦ – +0.7/− 1.4 ±3.2 ±423
L4: ∆t 6 450ns +467.0/− 14.6 +0.6/− 1.3 ±3.1 ±205
L5: dT > 135m +16.1/− 10.2 +0.5/− 1.1 ±3.0 ±201
Table 6.2: Reconstruction accuracies for 68.3% of the LS Muon events (dT,true > 100m)
at each filter level, obtained from LSMuonSim. See text for details.
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Figure 6.11: Event passing rates for filter levels (left axis), obtained from 102 days of
burnsample data and MC simulations. The neutrino contribution is scaled
with a factor of 100. Error bands represent the corresponding statistical
uncertainties. The corresponding signal-over-background ratios are also
shown, as grey dotted lines (right axis).
6.7 primary energy estimator
The primary energy estimation is based on the deposited energy of all muons
along the reconstructed track in IceCube. Generally, the energy loss along a
single muon track follows the stopping power, as defined in Equation (3.1).
Using the logarithmic version of dE/dx, the energy E = Eµ of the initial muon
is given by
f1(E) ≡ log10(E) = log10
(
1
b1
·
[
dE
dx
− a1
])
. (6.7)
Following Ref. [213], the energy losses along the muon track can be estimated
using the truncated mean method, which divides the reconstructed track into sev-
eral bins. The hits are binned according to their location by planes perpendicular
to the track. The deposited energy dE/dx is then determined by finding the
ratio of the observed photoelectrons and the expected PEs, obtained from MC
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Figure 6.12: The differences of the true and reconstructed lateral separation (left panel)
and zenith angle direction (right panel) of LS Muon events, obtained from
LSMuonSim. The shaded areas show the (asymmetric) intervals, containing
68.3% of the events, as described in the text.
fit function ai [cm2/g] bi [cm2/g] ci [cm2/g]
f1(E) 28447.8± 905.0 0.0431± 0.0002 –
f2(E) 7.41± 0.14 −1.31± 0.05 0.2189± 0.0048
Table 6.3: Truncated energy estimator best fit parameters, as given in Equation (6.7) and
Equation (6.8).
simulations. A fraction of the bins (40%) with the highest ratios are discarded
and the truncated dE/dx is calculated by summing the remaining photoelectrons
and calculating the corresponding ratio of the total expected to observed PEs.
Although designed for the energy estimation of single muons, this truncated
energy estimator can also be reliably used to estimate the (mean) total energy
losses of all muons combined in the core bundle, as described in the following.
Figure 6.13 shows the true primary energy E0,true of events at final filter level
(L5), obtained from LSMuonSim with an H3a flux assumption, as a function
of the truncated shower energy. The truncated energy approximately accounts
for the total deposited energy of all muons. The corresponding fit (solid line)
represents a combined fit of Equation (6.7) and a second-order logarithmic
polynomial [213]. This polynomial is used to fit the high-energy region for
dE/dx > 105.82GeV and given by
f2(E) ≡ log10(E) = a2 + b2 · log10
(
dE
dx
)
+ c2 · log210
(
dE
dx
)
. (6.8)
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Figure 6.13: True total air shower energy as a function of the truncated deposited en-
ergy of final level events (L5) with θ 6 60◦, obtained from LSMuonSim
(EPOS-LHC, H3a). The truncated best fit function, as defined in Equa-
tion (6.9), is shown as solid line.
The resulting best fit parameters for the combined truncated energy fit function
ftruncated(E) =
f1(E) , fordE/dx < 105.82GeV
f2(E) , fordE/dx > 105.82GeV
(6.9)
are given in Table 6.3. As described in Chapter 7, for further studies only
events from zenith angle directions θ 6 60◦ are considered. Hence, the energy
estimation is based on those simulated events at final filter level.
As shown in Figure 6.14, the resulting uncertainties of the primary energy
estimate for the events considered are better than 0.3 in logarithmic energy. Other
existing energy estimators, as described in Ref. [213], and dedicated methods
based on the total charge measured in IceCube and the shower arrival direction,
are not as accurate. The energy estimate is intended to divide the final dataset
into a few energy bins in order to study energy-dependent effects on the lateral
separation distribution of muons. This method is sufficiently precise in order
to approximate the underlying shower energy for subsequent studies of this
analysis. The reconstructed energy spectrum, as well as the final energy binning,
are discussed in further detail in Section 7.1.
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Figure 6.14: Reconstructed primary energy accuracy of final level events (L5) with
zenith angle directions below θmax = 60◦. The shaded area indicates the
corresponding interval, containing 68.3% of the events.
6.8 transverse momentum estimator
The reconstructions of the transverse momentum of LS Muons is based on
Equation (2.36), with the pT given by
pT ' dT · Eµ · cos(θ)
c ·H . (6.10)
The lateral separation and the zenith angle of each event at final level are ob-
tained from the double-track reconstruction. However, the height of production
of the muon’s parent particle, as well as the muon energy are unknown. Stan-
dard energy estimation methods, such as the truncated method described in Ref.
[213] and Section 6.7, depend crucially on the measured charge information. Due
to the hit splittings and subsequent hit cleaning applied during this analysis,
as described in Section 6.3, a reliable energy estimation of the LS Muon is not
possible. Moreover, the interaction height information can not be reconstructed
using the in-ice detector response alone. In principle the interaction height may
be geometrically estimated, based on the opening angle and the lateral distance
obtained from the double-track reconstruction described in Section 6.3. However,
the reconstruction accuracies of ∆dT = (+16.1/− 10.2)m and ∆φ = ±3.0◦ (see
Section 6.6) result in uncertainties of the height estimate of roughly more than
10 km. Hence, the uncertainties are too large to draw reliable conclusions on the
underlying height of production in the context of the pT estimation.
Thus, the energies and interaction heights in Equation (6.10) are approxi-
mated by the mean LS Muon energy Eµ ' 〈Eµ〉i and height of the air shower
production H ' 〈H(θ)〉 of final level events obtained from MC simulations.
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Figure 6.15: The mean first interaction height at final filter level (L5) as a function of
the zenith angle direction from MC simulations. Signal (red/orange) and
background contributions (blue) are shown separately. The dashed lines
show the corresponding linear fits, as described in the text.
The mean energies are derived for each primary energy bin i separately, as
described in Section 7.4. The corresponding mean interaction heights are de-
rived, taking their zenith angle dependence into account. Figure 6.15 shows
the mean first interaction height, obtained from CORSIKA and LSMuonSim,
as a function of the zenith angle. The dashed lines represent linear fits of the
form 〈H(θ)〉 = α · cos(θ) +β. Since the primary nucleus has more time to inter-
act at higher altitudes towards horizontal directions, the mean altitude of the
first interaction increases with increasing zenith angle. Although the heights
obtained from CORSIKA and LSMuonSim agree within their large statistical
uncertainties, the LS Muon events (dT,true > 100m) obtained from CORSIKA
show systematically lower altitudes with respect to the LSMuonSim predictions.
These MC discrepancies, observed in the zenith angle distributions used in this
work, are discussed in detail in Section 7.3. The fits of the mean heights are
used for the transverse momentum estimation based on Equation (6.10) and the
resulting pT distributions at final filter level are discussed in Section 7.4.
For very large zenith angle directions the lateral separation is expected to be
dominated by the large distance to the detector, rather than by a large transverse
momentum of the muon. Hence, the calculation of the pT of LS Muons is done
only for events with zenith angle directions below θmax = 60◦. A more compre-
hensive discussion on the zenith angle dependence of the pT of LS Muons can
be found in Section 7.4.
104
6.9 effective areas
−5 −4 −3 −2 −1 0 1 2 3 4 5
pT,reco− pT,true [GeV/c]
10−8
10−7
10−6
10−5
10−4
10−3
ra
te
[s
−1
]
∆pT =( +1.1/−1.1) GeV/c
Figure 6.16: Reconstructed transverse momentum accuracy of final level events (L5)
with zenith angle directions below θmax = 60◦. The shaded area indicates
the corresponding interval, containing 68.3% of the events.
In order to derive the uncertainties of the estimated transverse momentum
of LS Muons, the 68.3% interval is used, as described for the double-track
reconstruction in Section 6.6. The resulting accuracy of the transverse momentum
estimate of LS Muon events, obtained from LSMuonSim, is shown in Figure 6.16.
68.3% of the events at final filter level are reconstructed with an accuracy ∆pT of
better than ±1.1GeV/c.
6.9 effective areas
The propagation of muons through the ice and subsequent detection efficiencies
have significant effects on the LS Muon event rate measured in IceCube. Due
to threshold effects, the detector efficiencies, and consequently the measured
in-ice distributions highly depend on the underlying shower energy and arrival
direction. These effects are discussed in Section 7.2 and Section 7.3 in more
detail. In order to get an estimate of the lateral separation distribution of muons
at the surface, the trigger and filter efficiencies of the underlying analysis need
to be considered. This is done based on MC simulations, using the effective area,
which is generally given by the formula
Aeff = Agen · Ndet
Ngen
. (6.11)
Agen is the area at which the simulated events were generated, Ndet and Ngen are
the number of detected (at final filter level) and generated MC events respectively.
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Following the geometric definition in Section 5.7, the generation area, in units of
[m2sr], is given by [214]
Agen = pi ·
[
2pir2 ·
(
cos2(θmin) + cos2(θmax)
)
+ 2rl ·
(
θmin − θmax−
− cos(θmin) ·
√
1− cos2(θmin) + cos(θmax) ·
√
1− cos2(θmax)
)]
,
(6.12)
where the radius and the length of the targeted cylinder volume are r = 600m
and l = 1200m. The events are generated over the full sky, therefore the max-
imum and minimum generated zenith angles are given by θmin = 0◦ and
θmax = 90
◦.
The resulting effective areas, obtained from LSMuonSim, are shown in Fig-
ure 6.17 as a function of the lateral separation. To account for possible energy
dependencies of the effective areas, they are derived for each energy bin sepa-
rately, when estimating the corresponding distributions at surface level. Hence,
the effective areas shown in Figure 6.17 represent the effective areas of LS Muon
events for each energy bin. The final energy binning, used in this analysis, is
discussed in Section 7.1. In addition, only events from zenith angles below 60◦
are considered, because the MC uncertainties are very large towards larger
inclinations, as discussed in detail in Section 7.2. The resulting effective areas
are interpolated with a log-linear function of the form log10(Aeff) = α · dT +β,
as shown in Figure 6.17 as solid lines. These interpolations are used in order to
estimate the corresponding distributions at surface level. They decrease with
increasing lateral separation of muons, because the probability of both tracks
being contained within the detector volume decreases.
The effective areas as a function of the transverse momentum, obtained from
LSMuonSim (EPOS-LHC), are shown in Figure 6.18. They are interpolated with
a simple power law of the form log10(Aeff) = α · pβT , shown as solid lines,
which is used to derive the corresponding surface distributions. As described in
Section 6.8, the transverse momentum distributions are reconstructed for several
energy bins separately. Thus, the corresponding effective areas are only given
for these energy bins. The effective areas are suppressed towards low transverse
momenta due to the lateral separation cut applied during event selection, which
favors large transverse momenta.
The statistical uncertainties of the LSMuonSim simulations are significantly
smaller compared to the available CORSIKA simulations used in this work.
Moreover, the transverse momentum information of laterally separated muons
from CORSIKA simulations is unknown. Hence, the effective areas based on
LSMuonSim, shown in Figure 6.17 and Figure 6.18, are used throughout this
work in order to derive all surface distributions. However, the effective areas
as function of the lateral separation derived from CORSIKA simulations can be
found in Appendix C.12.
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Figure 6.17: Effective areas obtained from LSMuonSim (EPOS-LHC) as function of the
lateral separation of events at final filter level (L5).
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“Results! Why, man, I have gotten a lot of results!
I know several thousand things that don’t work!”
– Thomas A. Edison *
A fter applying the reconstructions and selection criteria, as describedin Chapter 6, 80951 events are left at final analysis level. The data,
taken between May 2012 and May 2015, covers 960 days of livetime, with the
burnsample removed from the data. The event rate consequently corresponds
to 30765± 108 events per year ((9.76± 0.03) · 10−4 per second). The resulting
distributions and subsequent discussions are presented in the following.
The primary energy spectrum on final analysis level is shown in Section 7.1,
including a discussion on the final energy binning used throughout this analysis.
Several distributions of the lateral separation of LS Muon events in IceCube are
studied in detail in Section 7.2 and a dedicated discussion on the corresponding
zenith angle distribution is given in Section 7.3. Results of the transverse momen-
tum estimation, the underlying cosmic ray composition, and seasonal variations
of the measured LS Muon fluxes are shown in Section 7.4, Section 7.5, and
Section 7.6 respectively. Finally, systematic uncertainties of the final distributions
are discussed in Section 7.7, with special emphasis on the lateral separation and
zenith angle distributions of LS Muons.
7.1 primary energy spectrum
The estimation of the primary energy of events at final filter level (L5) relies on
the truncated energy method, introduced in Section 6.7. In the following, only
events with zenith angle directions below θmax = 60◦ are considered for in order
to avoid unwanted effects at large inclinations, as discussed in Section 5.5 and
Section 7.3. The resulting reconstructed primary energy spectrum is shown in
Figure 7.1, using the 960 days of unblinded data. The reconstructed primary
energy, as well as the corresponding true MC expectations, obtained from
CORSIKA and LSMuonSim, are also shown for comparison.
The final energy binning is optimized in order to improve the statistics of
each energy bin for further studies. The optimazation is done by dividing the
final dataset into two sub-samples, separated by the mean reconstructed energy
〈E0〉tot = 4.08+16.32−2.12 PeV. These sub-samples are then divided into two further
sub-samples, where one contains 68.3% of the events close to 〈E0〉 and the
second bin contains all other events. The resulting final energy binning is shown
in Figure 7.2 and used for all subsequent energy-dependent studies performed
*As quoted by F. L. Dyer, T. C. Martin, in “Edison: His Life and Inventions” (2006).
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Figure 7.1: Reconstructed primary energy spectrum of events with zenith angle direc-
tions θ 6 60◦, obtained from 960 days of data and MC simulations, at final
filter level (L5).
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Figure 7.2: Final binning of the primary energy of events with zenith angle directions
θ 6 60◦ at final filter level (L5), obtained from experimental data and MC
simulations. The data points represent the mean energy in each bin and the
dotted line the total mean energy 〈E0,tot〉.
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〈E0〉tot [PeV] 〈E0〉1 [PeV] 〈E0〉2 [PeV] 〈E0〉3 [PeV] 〈E0〉4 [PeV]
4.08+16.32−2.12 0.99
+0.83
−0.85 2.53
+2.04
−1.13 5.49
+4.58
−2.13 16.05
+34.44
−6.73
Table 7.1: Mean reconstructed primary energies for each energy bin on final filter level
(L5). Only events with zenith angle directions up to θmax = 60◦ are considered.
The statistical uncertainties represent the interval containing 68.3% of the
events, as previously described in Section 6.6.
in this work. Each energy bin is characterized by its mean energy throughout
this work, which are given in Table 7.1. To get an estimate of the resulting dis-
tributions at surface level, the corresponding surface MC distributions for each
energy bin are chosen such that the mean energies at surface level agree with
the reconstructed energies obtained from the in-ice sample. These distributions
are then used to derive the effective areas, as described in Section 6.9. This is
done in order to avoid any energy-dependent biases due to a different energy
spectrum of the events at surface level and in the ice.
The energy uncertainty estimates of data correspond to the interval contain-
ing ±34.15% of the events around the mean, obtained from LSMuonSim, as
previously described in Section 6.6. The positive error of the mean in the high-
est energy bin 〈E0〉4 is very large because it includes events up to the highest
energies. This is also true for the mean of the total energies 〈E0〉tot for the same
reason. However, the accuracy is sufficiently large to get a broad estimate of
the mean energies of each energy bin. Therefore, conclusions on the energy
dependence of the lateral separation distribution of muons can be drawn, as
described in the following. Additional distributions of the true primary energy
as function of the reconstructed energy, representing the accuracy of the energy
estimate, can be found in Appendix C.11. Systematic effects on the reconstructed
energies are discussed in Section 7.7.
7.2 lateral separation distribution
The lateral separation of events passing all selection criteria (L5) is shown in
Figure 7.3, using 940 days of IceCube data. The corresponding distribtutions
obtained from MC simulations are also shown. The resulting distributions are
fit with a Hagedorn function of the form
dΦ
d(dT)
= α ·
(
1+
dT
d0
)β
+ C , (7.1)
where α, β, and d0 are free parameters, as described in Equation (2.34). C is
an additional parameter, accounting for a constant background contribution,
shown as blue dashed line in Figure 7.3. This constant background is caused
by multiple showers triggering within the same time window, forming an
irreducible background in this analysis. Using a fit of the form Equation (7.1), this
irreducible background is then bin-wise subtracted by the resulting parameter
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Figure 7.3: Lateral separation distribution on final filter level (L5), using 960 days of
IceCube data and obtained from MC simulations. The Hagedorn function
from Equation (7.1) is shown as solid black line. The black dashed line
represents the Hagedorn part of Equation (7.1) (C = 0) and the estimate of
the constant background contribution C is shown separately as blue dashed
line. The black dotted line indicates the fit used in Ref. [83].
C = (3.24± 0.21) · 10−7 s−1. Corresponding to this fit, the background starts
dominating the event sample at lateral separations of dT = 442m. Hence,
although the background is subtracted from the final distributions, the following
discussions focus on lateral separations below 450m, where the event sample is
highly signal-dominated.
A comparison to a previous measurement of LS Muons, using one year of data
from IceCube in its 59-string configuration (IC59) [83], is shown in Figure 7.4.
The resulting lateral separation distributions are in good agreement and the
MC simulations describe the data well within the statistical uncertainties. A
Kolmogorov-Smirnov test (KS test) [215, 216] yields p-values of 0.99 (LSMuonSim)
and 0.94 (CORSIKA), indicating a very good description of the experimental
data by the MC predictions.
A fit of the form previously used in Ref. [83], for the IC59 analysis of LS Muon
events in IceCube, is shown as black dotted line in Figure 7.3 and is in agreement
with previous results within the statistical uncertainties. As previously described
in Section 6.4, the event rate of multiple showers, obtained from CORSIKA,
underestimates the data rate. However, it still adequately describes experimental
data, given the rather large statistical uncertainties towards large separations.
Figure 7.5 shows the lateral separation distribution of events at final filter level
for zenith angle directions below θmax = 60◦. In order to remove the irreducible
background, the distribution is fit with a function of the form of Equation (7.1)
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Figure 7.4: Lateral separation distribution of events after applying all selection criteria
of this work (IC86) and taken from a previous analysis using IC59 data [83].
and the resulting parameter C is subtracted. The distribution is then re-fit, using
Equation (7.1) with C = 0. The resulting best fit is shown in Figure 7.5 as solid
line. The (true) MC predictions are also shown. The corresponding fit parameters
are given in Table 7.2 with the p-values given in Appendix C.1.
The corresponding background-subtracted lateral separation distributions for
each energy bin, as introduced in Section 7.1, are shown in Figure 7.6. Only
events with reconstructed zenith angle directions of θ 6 60◦ are considered.
The resulting Hagedorn fits (C = 0) are shown as solid lines, with the best fit
parameters given in Table 7.2. The dotted lines represent the corresponding
Hagedorn fits with d0 fixed to 237m, as obtained from the total distribution.
As described in Ref. [60] and Section 2.4, the Hagedorn function is not unique
α [10−3 ·m−1s−1] β d0 [m] C [10−7 ·m−1s−1]
〈E0〉tot 75.1± 21.0 −11.7± 1.1 237.7± 43.5 3.2± 0.2
〈E0〉1 5.1± 2.6 −10.1± 1.1 142.3.0± 26.1 1.4± 0.2
〈E0〉2 1.6± 0.5 −14.0± 2.1 322.3± 81.3 1.8± 0.5
〈E0〉3 0.3± 0.1 −12.9± 2.7 315.1± 113.6 0.2± 0.2
〈E0〉4 0.1± 0.1 −12.3± 3.9 336.1± 174.3 0.1± 0.2
Table 7.2: Lateral separation best fit parameters of the fits shown in Figure 7.5 and
Figure 7.6 for all energy bins 〈E0〉i and θ 6 60◦.
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Figure 7.5: Lateral separation distribution of all events after background subtraction at
final filter level (L5), measured in ice up to zenith angles of θmax = 60◦.
150 200 250 300 350 400 450
lateral separation dT [m]
10−9
10−8
10−7
10−6
10−5
10−4
10−3
d
Φ
/
d
(d
T
)
[m
−1
s−
1
]
θ 60 ◦
〈
E0
〉
1 =0.99 PeV (dΦ/d(dT)×10)〈
E0
〉
2 =2.53 PeV〈
E0
〉
3 =5.49 PeV〈
E0
〉
4 =16.05 PeV
Figure 7.6: Lateral separation distribution for several primary energy bins after back-
ground subtraction, measured at final filter level (L5) in ice, up to zenith
angles of θmax = 60◦. Notice that the distribution for 〈E0〉1 is scaled by a
factor of 10.
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when using d0 as a free parameter. Hence, the latter fits enable comparison of
the steepness of the distributions directly, based on the spectral index β.
Studies on systematic effects on the final lateral separation distributions, in-
cluding dedicated discussions on hadronic models, the primary flux assumption,
and the efficiency of DOMs, are presented in Section 7.7.1. Additional distribu-
tions of the lateral separation of muons, measured in the ice at final filter level,
can be found in Appendix C.1.
Using the effective areas obtained from LSMuonSim (EPOS-LHC), as intro-
duced in Section 6.9, the resulting lateral separation distributions on the surface
are estimated. This is done after subtracting the constant background contribu-
tion, as described above. The effective areas obtained from CORSIKA simulations
can be found in Appendix C.12 for comparison. The resulting distribution of
events passing all filter levels (L5), and with zenith angle directions of θ 6 60◦,
is shown in Figure 7.7. The corresponding Hagedorn fits for data and MC
simulations are shown as solid lines, with the fit parameters given in Table 7.3.
Figure 7.8 shows the resulting lateral separation distributions at surface level
separately for each energy bin with the corresponding Hagedorn fits. The dotted
lines indicate Hagedorn fits with the transition parameter d0 fixed to 156m, as
described for the in-ice distributions before.
As previously discussed in Section 5.5, the CORSIKA simulations at surface
level show a steeper lateral separation distribution compared to the experi-
mental data. The distributions obtained from LSMuonSim, using EPOS-LHC as
hadronic model, agree better with data, although they overestimate the event
rate towards large separations. This is related to the underlying simulated
zenith angle distributions, which are discussed in more detail in the following
Section 7.3. Further distributions can be found in Appendix C.1.
7.3 zenith angle distribution and interaction height
The reconstructed zenith angle distribution of events passing all selection criteria
is shown in Figure 7.9. The expectations from MC simulations are also shown
for comparison, with the resulting data/MC-ratio displayed in the lower panel.
α [10−6 ·m−3sr−1s−1] β d0 [m]
〈E0〉tot 236.3± 145.3 −9.7± 1.1 157.3± 43.0
〈E0〉1 1.55± 1.23 −10.2± 1.9 186.6± 77.4
〈E0〉2 0.12± 0.10 −8.1± 1.7 167.5± 81.6
〈E0〉3 0.03± 0.03 −8.1± 1.9 170.9± 93.5
〈E0〉4 0.01± 0.01 −6.9± 1.8 133.8± 97.4
Table 7.3: Lateral separation Hagedorn fit parameters at surface level, for the fits shown
in Figure 7.7 and Figure 7.8.
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Figure 7.7: Lateral separation distribution at surface, estimated using the effective areas
introduced in Section 6.9. The corresponding Hagedorn fits are also shown,
for experimental data and MC simulations.
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Figure 7.9: Zenith angle distribution of events at final filter level (L5), obtained from 960
days of IceCube data and from MC simulations. Background contributions
are shown separately as blue lines. The lower panel shows the corresponding
data/MC-ratios.
While the LSMuonSim predictions agree fairly well with data for vertical zenith
angle directions (θ < 40◦), the LS Muon event rate towards large inclinations is
significantly underestimated. This is somewhat expected due to the atmospheric
model used, as discussed in Section 5.4.5 and Section 5.5. In addition, towards
large zenith angles the distance between the production vertex and the detector
becomes very large and lateral separations above ∼ 100m can be potentially
produced from lower transverse momenta, below pT,min = 1.0GeV/c. This contri-
bution is not simulated in the context of LSMuonSim, which presumably causes
further underestimation of the simulated LS Muon rate towards large zenith
angle directions.
In contrast, CORSIKA significantly underestimates the rate of vertical showers
and overestimates the event rate towards horizontal arrival directions. The
resulting data/MC discrepancy is on the order of ±80%, in agreement with
previous results using data from IceCube in its 59-string configuration [83]. In
addition, similar effects have been reported by various analyses of high-energy
atmospheric muons measured in IceCube [52, 54], with data/MC discrepancies
on the order of roughly ∼ 20%. These zenith angle discrepancies of simulated
atmospheric muons, compared to experimental data observed in IceCube, are
not yet understood.
Figure 7.10 shows the resulting LS Muon zenith angle distributions at final
filter level for various first interaction heights of the incident cosmic ray nuclei,
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Figure 7.10: Zenith angle distribution from various altitudes, obtained from 960 days of
data and CORSIKA (left) and LSMuonSim simulations (right) at final filter
level. Dashed lines show the contributions of LS Muon events (dT,true >
100m) from different interaction heights.
obtained from simulations. The dashed lines show the contributions from signal
events (dT,true > 100m) only. The simulated distributions show significant differ-
ences between CORSIKA (left) and LSMuonSim (right) simulations. While the
CORSIKA predictions show a unnatural suppression of events around θ ' 30◦,
especially towards large altitudes, the distributions obtained from LSMuonSim
do not show any unexpected behaviour. Moreover, the CORSIKA distributions
show an excess of events from high altitudes (H > 50m) towards large zenith
angle directions.
As described in Section 2.2.1, the atmospheric muon flux depends on the
underlying atmospheric model and thus on the height of production. Due to the
selection of large separations, the distributions of LS Muons additionally depend
on the zenith angle and height of production according to Equation (2.36). The
interaction height distributions of events at final analysis level, obtained from
CORSIKA (left) and LSMuonSim (right) simulations, are shown in Figure 7.11.
As expected from the relation between lateral separation and height of produc-
tion, given in Equation (2.36), the selection of LS Muon events causes a selection
of showers from high altitudes. This is because the high-pT muon has more
time to separate from the shower core while traveling to the detector. The mean
altitude of the first interaction of the events at final filter level is expected to be
about ∼ 52 km (∼ 49 km), based on LSMuonSim (CORSIKA) predictions. Hence,
this dataset enables unique studies of extensive air showers initiated at very
high altitudes and consequently yields information about the upper atmospheric
layers.
However, the CORSIKA simulations once more show an unnatural behaviour
for altitudes above ∼ 50 km, especially towards horizontal zenith angle direc-
118
7.3 zenith angle distribution and interaction height
0 20 40 60 80
interaction height [km]
10−7
10−6
10−5
10−4
10−3
ra
te
[s
−1
]
CORSIKA
0 ◦ θ<30 ◦
30 ◦ θ<60 ◦
60 ◦ θ<90 ◦
0 20 40 60 80 100
interaction height [km]
LSMuonSim
0 ◦ θ<30 ◦
30 ◦ θ<60 ◦
60 ◦ θ<90 ◦
Figure 7.11: Interaction height distribution for various zenith angle directions, obtained
from 960 days of data and from CORSIKA (left) and LSMuonSim (right)
simulations at final filter level. Dashed lines show the contributions of
LS Muon events (dT,true > 100m) from different zenith angle regions.
tions. As described in Chapter 5, CORSIKA uses the MSIS 5-layer model of the
South Pole atmosphere. In contrast, LSMuonSim uses a mixed model with the
first interaction probability obtained from the underlying CORSIKA shower,
which is based on the MSIS models, and a simple isothermal model in order to
calculate the re-interaction and decay probabilities of hadrons in the atmosphere
(see Section 5.4.5). Moreover, CORSIKA explicitly accounts for the curvature
of the atmosphere, while LSMuonSim uses the approximation introduced in
Section 2.2.1. Hence, there are significant differences in the modeling of the
atmosphere between both MC approaches, which is one possible explanation for
the zenith angle discrepancy between CORSIKA and LSMuonSim predictions.
In turn, the data/MC discrepancies observed in various analyses of atmospheric
muons may also be related to the atmospheric model, which has not yet been
seriously considered in previous analyses. Several additional distributions of
the simulated interaction height can be found in Appendix C.10.
Figure 7.12 shows the zenith angle distributions for the four annual seasons
used in CORSIKA simulations and described in Section 2.2.1 and Section A.2.
The corresponding data/MC-ratios are shown in Figure 7.13, with linear fits of
the form R(θ) = α · cos(θ) +β shown as colored dashed lines. The MC distribu-
tions agree best with data taken between February and May. The discrepancies
for data taken between November and February in the total rate, as well as in the
slope of the ratios, are clearly the largest. Hence, the zenith angle discrepancies
show a relation to the annual variations which depend on the underlying atmo-
spheric model. However, for none of the annual seasons the MC simulations
describe the corresponding data within uncertainties. Studies on further MC
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Figure 7.12: Zenith angle distributions for the seasons, obtained from experimental data,
as well as LSMuonSim and CORSIKA, at final filter level. The ATMOD
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0.0
5.0
1.0
1.5
2.0
2.5
3.0
3.5
4.0
d
at
a/
M
C
ATMOD =11
(mid Feb − mid May)
LSMuonSim
CORSIKA
75 ◦ 60 ◦ 45 ◦ 30 ◦ 15 ◦
ATMOD =12
(mid May − mid Aug)
LSMuonSim
CORSIKA
75 ◦ 60 ◦ 45 ◦ 30 ◦ 15 ◦
0.0 0.2 0.4 0.6 0.8
cos(zenith)
0.0
5.0
1.0
1.5
2.0
2.5
3.0
3.5
d
at
a/
M
C
ATMOD =13
(mid Aug − mid Nov)
LSMuonSim
CORSIKA
0.0 0.2 0.4 0.6 0.8 1.0
cos(zenith)
ATMOD =14
(mid Nov − mid Feb)
LSMuonSim
CORSIKA
Figure 7.13: Data/MC-ratio of the zenith angle distribution for the seasons, obtained
from LSMuonSim and CORSIKA, at final filter level.
120
7.4 transverse momentum
model assumptions, potentially effecting the zenith angle distributions at final
analysis level, are discussed in Section 7.7.2.
The contributions from various primary nuclei, using the H3a flux assumption,
are shown in Appendix C.2, where no significant effect of different primary
nuclei on the zenith angle distribution is observed. Further distributions of the
zenith angle distributions at several filter levels, as well as on the surface, can
also be found in Appendix C.2.
7.4 transverse momentum
As described in Section 6.8, the estimation of the underlying transverse mo-
mentum of LS Muons in IceCube relies on an estimate of energy and height
of production. Therefore, the height of production 〈H(θ)〉 of high-pT hadrons
is approximated with the mean interaction height as a function of the zenith
angle direction, as described in Section 6.8. The mean LS Muon energies 〈Eµ〉i
are obtained from LSMuonSim (EPOS-LHC), for each energy bin i separately,
and they are given in Table 7.4. In order to derive the transverse momentum
distributions, all events at final analysis level and with zenith angle directions
below θmax = 60◦ are used.
The resulting transverse momentum distributions, measured in the ice, are
shown in Figure C.48, for each energy bin separately. The reconstructed pT spec-
tra show a suppression towards low transverse momenta, which is caused by the
lateral separation cut of dT > 135m. Therefore, the corresponding Hagedorn fits
of the form of Equation (2.34) are applied to events with transverse momentum
above pT,min = 2.5GeV/c only. The distributions are fit with the transition pa-
rameter fixed to p0 = 2GeV/c in a first step, where α and β are free parameters
(dotted lines). This is done in order to ensure that the minimalization procedure
converges during fitting. In a second step the distributions are re-fit with the
normalization parameter α fixed to the value obtained from the previous fit and
with β and p0 as free parameters. Figure C.48 shows the resulting Hagedorn
fits (solid lines), as well as the corresponding fits applied to the (true) simulated
distributions, obtained from LSMuonSim using EPOS-LHC (dashed lines). The
resulting best fit parameters are given in Appendix C.7.
The transverse momentum distributions at surface level are estimated, us-
ing the effective areas introduced in Section 6.9. The resulting Hagedorn fits,
derived from the two-step procedure described above, accounting for events
above pT,min = 2.0GeV/c, are shown in Figure 7.15 (left panel, solid lines). The
〈E0〉tot 〈E0〉1 〈E0〉2 〈E0〉3 〈E0〉4
〈Eµ〉 [TeV] 1.04± 0.32 1.06± 0.37 1.02± 0.34 1.01± 0.36 1.01± 0.37
Table 7.4: Mean LS Muon energies for each energy bin, used for the transverse momen-
tum estimator, as described in the text (θ 6 60◦). The means are obtained
from LSMuonSim, using EPOS-LHC as hadronic model.
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Figure 7.14: Transverse momentum distribution at final filter level (L5) in the ice for
several primary energy bins. The Hagedorn fits shown as solid lines are
applied for events above pT,min = 2.5GeV/c. The fits using p0 = 2GeV/c
(dotted) and for the true LSMuonSim distributions (L5) are also shown.
fit parameters are given in Table C.2. The corresponding fits obtained from the
true MC distributions of LSMuonSim are also shown (dashed lines), as well as
the data fits using p0 = 2GeV/c (dotted lines). The right-hand panel shows the
corresponding fits applied to transverse momentum distributions of hadrons,
produced at various accelerator experiments [66–69]. While the LS Muon dis-
tributions are produced from hadronic nucleus-nucleus collisions at various
primary energies, involving heavy nuclei, these measurements represent hadron
distributions from proton-proton collisions at center-of-mass energies
√
s. The
resulting fit parameters for ATLAS data are given in Table 7.6 and they are
qualitatively in good agreement with the fits obtained from the LS Muon dis-
tributions. LS Muon distributions favor a transition from an exponential to a
power law at about p0 ' (2.1± 0.2)GeV/c. This is in correspondence to the mea-
Primary energy α [(GeV/c)−2m−2sr−1s−1] β p0 [GeV/c]
〈E0〉1 142.7± 26.4 −10.3± 0.5 2.08± 0.15
〈E0〉2 9.3± 2.6 −9.2± 0.8 2.14± 0.27
〈E0〉3 2.3± 0.6 −9.2± 0.7 2.13± 0.24
〈E0〉4 1.1± 0.3 −9.1± 0.6 2.13± 0.23
Table 7.5: Transverse momentum Hagedorn fit parameters for the fits of the form
Equation (2.34), applied to LS Muon events above pT,min = 2.0GeV/c, as
shown in Figure 7.15.
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Figure 7.15: Hagedorn fits applied to the reconstructed pT distributions at surface level
for several primary energy bins (left). The fits are shown for 960 days of
data (solid) and obtained from the true LSMuonSim distributions (dashed).
The fits using p0 = 2GeV/c are also shown (dotted). Various Hagedorn
distributions, obtained from accelerator data [66–69], are also shown (right).
surements at collider experiments. In addition, the spectral indices are on the
order of β = −10.3± 0.5 to β = −9.1± 0.6, increasing towards higher collision
energies, as expected from PQCD (see Section 2.4). This is also observed for the
accelerator data, as shown in Table 7.6. Since the spectral indices depend on the
mass of the initial particle, the systematically steeper LS Muon distributions,
compared to the collider data, may be related to heavier primary cosmic ray nu-
clei, especially towards larger primary energies where the cosmic ray spectrum
is expected to become heavier.
Due to the suppression towards low pT, the resulting fits strongly depend on
the region where the fit is applied. Moreover, the reconstruction of the transverse
momentum may be significantly improved using more sophisticated reconstruc-
tions, such as likelihood methods, and by including improved estimates of the
LS Muon energies and the hadron production height. Further systematic studies
are needed in order to analyze the final uncertainties of the method in more
detail.
√
s α [(GeV/c)−2] β p0 [GeV/c]
0.9TeV 5.2± 0.7 −10.0± 0.3 1.97± 0.08
2.36TeV 4.3± 1.4 −9.1± 0.6 1.98± 0.23
7.0TeV 4.6± 0.5 −8.3± 0.2 1.97± 0.07
14.0TeV 6.1± 0.5 −8.0± 0.2 1.97± 0.06
Table 7.6: Transverse momentum Hagedorn fit parameters for the fits of the form
Equation (2.34), as shown in Figure 7.15, applied to ATLAS data [66, 67].
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7.5 cosmic ray mass composition
As described in Section 2.4, the transverse momentum of hadrons generally
depends on the incident particle and the resulting distributions therefore depend
on the elementary mass composition of cosmic rays. Consequently, the corre-
sponding lateral separation distributions also depend on the incident primary
cosmic ray since, to a certain degree, they follow the pT distributions of the
parent hadrons. Hence, the LS Muon data sample at final analysis level can
be used to derive the mass composition of cosmic rays. The contribution from
different primary particles to the lateral separation distributions at final filter
level, measured in the deep ice detector and assuming the H3a primary flux,
using LSMuonSim, are shown in Figure 7.16. The distributions are shown for
each energy bin separately, with the background subtraction as introduced in
Section 7.2. The corresponding distributions using various primary flux assump-
tions, as well as distributions at surface level, can be found in Appendix C.1.
As expected from the H3a flux parametrization introduced in Section 2.1.4, at
the lowest energies the the mean mass composition is rather light, strongly
dominated by helium, while it becomes heavier towards high energies, where
the mean composition is dominated by iron nuclei.
In order to derive the primary composition from the LS Muon data sample at
final analysis level, the MC distributions are re-weighted to a pure composition
assumption, as described in Section 5.3. A simple broken power law of the form
Equation (2.9) is assumed, where the parameters are taken from Ref. [46]. The
resulting distributions after background subtraction can be found in Figure 7.17,
shown for each primary energy bin separately. The corresponding distributions
at surface level can be found in Appendix C.1.
The distributions of each individual element are fit with a Hagedorn function
of the form Equation (7.1) with C = 0, shown in Figure 7.17 as lines, and nor-
malized to one in order to reflect the corresponding probability distributions
dΦi,norm/d(dT) for each primary type i. Only events with lateral separations
above 250m are considered because the distributions show a suppression to-
wards smaller separations for all elements shown in Figure 7.17. The simulated
distributions are not properly described by Hagedorn functions towards small
lateral separations below 250m. Assuming that the data represents a superposi-
tion of these five primary elements, a least-square fit of the form
dΦdata
d(dT)
=
∑
i
αi · dΦi,norm
d(dT)
(7.2)
is applied, for the i = 1, . . . , 5 primary mass components. The resulting αi give
the normalization of each primary particle type and therefore they represent
the abundance of each individual element considered. This approach is used
to derive the resulting mean logarithmic mass number 〈lnA〉, which best de-
scribes the experimental data. The resulting 〈lnA〉 measured in-ice is shown in
Figure 7.18 for each reconstructed primary energy bin separately (black squares).
The mean mass number obtained from LSMuonSim, using the H3a primary
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Figure 7.16: Cosmic ray mass composition of all events with θ 6 60◦ at final filter level,
assuming the H3a primary flux assumption, obtainied from LSMuonSim
(EPOS-LHC).
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Figure 7.17: Cosmic ray mass composition of all events with θ 6 60◦ at final filter level,
assuming pure composition flux assumptions, as described in Ref. [46]. See
text for details.
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Figure 7.18: Mean mass number 〈lnA〉 obtained from LS Muon events at final filter
level, as well as from other experiments and theoretical flux assumptions.
The external data is taken from Refs. [43, 217, 218] and does not include
error estimates. The grey band represents compiled results from various
optical measurements, as described in Ref. [43].
flux assumption as shown in Figure 7.16, is also shown for the distributions in
the ice (crosses) and on the surface (circles). The MC in-ice predictions show a
shift towards higher mass numbers with increasing energy. Thus, the resulting
composition estimate is corrected by a factor s = 〈lnA〉surface/〈lnA〉in-ice in or-
der to reflect the cosmic ray mass composition at surface level (black circles).
Thereby it is assumed that the shift of the measured data between surface level
and the deep ice detector corresponds to a shift obtained from MC distributions
using the H3a flux assumption. The mean elementary mass of cosmic ray nuclei
increases with increasing primary energies in the range of roughly 105.5GeV
to 108.0GeV. As discussed in Section 7.7.3, the systematic uncertainties on the
correction factor s, using different flux assumptions, are on the order of roughly
6%. Hence, there is no significant change in the surface correction expected due
to different composition assumptions. The correction factors for several primary
flux models are also shown in Section 7.7.3.
Previous results from IceCube in its 40-string and 79-string configurations
[217, 218], using the in-ice detector together with the surface array IceTop, are
also shown in Figure 7.18 (IC/IT). In addition, results from the KASCADE, and
the Tunka experiments are shown, as well as a combined uncertainty band from
various optical measurements, all taken from Ref. [43]. Several primary flux
assumptions, as described in Section 2.1.4 and taken from Refs. [13, 38, 39], are
also shown (orange lines). The mean logarithmic mass spectrum, derived from
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the LS Muon events at final analysis level, is qualitatively in agreement with
other measurements, as well as with various flux model predictions.
However, due to the limited statistics of the underlying MC distributions, the
uncertainties of the measured 〈lnA〉 spectrum are rather large with ∆〈lnA〉 ' 1.
In addition, the results strongly depend on the goodness of the Hagedorn
fits and on the range where the fits are applied. Moreover, to get an estimate
of the mass composition at surface level, the effect of the in-ice propagation
on the 〈lnA〉 needs to be systematically studied in more detail, for example
using various primary flux assumptions and energy binnings. Thus, in order
to draw final conclusions on the robustness of this method and to get an
estimate of the potentially very large systematic uncertainties, further studies
are needed. However, this preliminary result agrees with previous measurements
and theoretical flux predictions within uncertainties and represents the first
estimate of the cosmic ray mass composition using laterally separated muons in
IceCube.
This measurement can be further improved for future analyses by using
higher MC statistics in order to improve, for example, the robustness of the
Hagedorn fits for each element. Moreover, the estimation of the underlying
primary energies is based on a fit applied to a mixed composition, assuming
an H3a spectrum, as described in Section 6.7. Since the deposited energy of
the air shower in IceCube is expected to depend on the mass of the primary
nucleus, this can lead to a mass dependence of the reconstructed primary energy
and may consequently influence the mass composition within each energy bin.
Hence, a more sophisticated energy estimator, accounting for different primary
particle types, will further enhance the precision of the reconstructed energy
in future analyses and would thereby improve subsequent composition studies
using LS Muons.
7.6 seasonal variations
As discussed in Section 2.2.2 and Section 2.3, the hadron production in the atmo-
sphere depends on the atmospheric density profile. Therefore, the subsequent
flux of muons is effected by seasonal variations in the atmosphere. According to
Equation (2.21), a lower atmospheric density, and in turn a lower temperature,
leads to a larger number of mesons decaying into muons. The seasonal variations
of the atmospheric muon flux has been previously measured by various deep
underground experiments, such as AMANDA [219], IceCube [220], BOREXINO
[221], and MACRO [222]. These fluctuations are typically on the order of about
±10%.
The seasonal variations of the three year data sample at final level (L5) of this
analysis are shown in Figure 7.19. In addition the predictions from CORSIKA
and LSMuonSim simulations are displayed. The CORSIKA simulations use
the 5-layer parametrizations of the MSIS atmospheric model, as described in
Section 5.1 and Appendix A.2. LSMuonSim uses a mixed model, where the first
interaction is obtained from CORSIKA and therefore also uses the MSIS models,
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while the propagation and decay, resulting in the production of an LS Muon, is
based on a simple isothermal model (see Section 5.4.5). The resulting distribution
is fit with a sinus function of the form
f(x) = a · sin(ϕ · x+ b) + c , (7.3)
where a, b, and c are free parameters. The phase parameter ϕ = 2pi/12 is fixed to
the seasonal phase of one year. The seasonal variations at final filter level are on
the order of ±50%, which is significantly larger than the fluctuations observed
in other analyses of atmospheric muons. This is because LS Muons are typically
produced at very high altitudes in order to produce large lateral separations
from the shower core. Based on LSMuonSim, the mean first interaction height
in this analysis is roughly 51 km, as shown in Figure 7.11 and Figure 6.15, and
LS Muons are then typically produced early during shower development. The
resulting seasonal variations are also shown in Figure 7.20 (top panel), where
in addition the temperature fluctuations in the atmosphere at the South Pole
are shown for various atmospheric layers (center panel). The temperature data,
shown in this work, is taken from the NASA AIRS experiment [223], and further
details can be found in Appendix A.6. The layers are given by their atmospheric
pressure, which is directly related to the altitude, as described in Appendix A.6.
The resulting fluctuations of the LS Muon rate, as well as of the temperatures at
different atmospheric altitudes, are shown in Figure 7.20 (bottom panel).
As described in Refs. [98, 220], the relation of muon fluxes and temperature of
the atmosphere are related through a atmospheric temperature coefficient aT, which
is given by
∆Φ
〈Φ〉 = aT ·
∆T
〈T〉 , (7.4)
where ∆x = x− 〈x〉, with 〈x〉 the mean value of x ∈ {Φ, T }. Figure 7.21 shows
the variation of the LS Muon event rate on final analysis level ∆Φ/〈Φ〉 as a
function of the temperature fluctuations ∆T/〈T〉 in different atmospheric layers.
The resulting linear best fits of the form Equation (7.4) are also shown, with the
corresponding temperature coefficients of the different layers given in Table 7.7.
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Figure 7.19: Seasonal variations of the event rate at final filter level (L5) obtained from
960 days of data and from MC simulations. The mean event rate at final
level (dotted line) is also shown.
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Figure 7.20: Seasonal variations of the event rate at final filter level (L5) obtained from
960 days of data (top), as well as temperature variations in various atmo-
spheric layers (center). The corresponding variations are combined in the
bottom panel.
The highest correlation is observed for temperature data approximately in the
30hPa layer.
Figure 7.22 shows the time at which the maxima of temperature variations
for different atmospheric layers occur, obtained from the sinus fits shown in
Figure 7.20. The resulting distribution is fit with an exponential (solid line).
Using this fit, the maximum of the LS Muon rate fluctuations is used to derive
a corresponding atmospheric pressure for the experimental data. This is done
at final filter level (L5), as well as for events passing the pre-selection (L0). The
variation maximum at final level appears earlier in the year, compared to the
variations at L0. This corresponds to a shift of the LS Muon production height
towards higher atmospheric altitudes around 30hPa, as generally expected from
previous discussions. The corresponding altitudes are calculated, using a simple
barometric formula [33] (Figure 7.22, right axis). Based on this approximation,
the resulting estimated mean hight of LS Muon production is roughly 30.1 km.
As shown in Appendix C.10, the mean height of production of LS Muons, ob-
layer 15hPa 20hPa 30hPa 50hPa 70hPa
aT 0.86± 0.05 0.95± 0.05 1.02± 0.05 1.09± 0.06 1.17± 0.09
Table 7.7: Atmospheric temperature coefficients obtained from final level events, as
defined in Equation (7.4) and shown in Figure 7.21.
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Figure 7.21: Temperature coefficients for various atmospheric layers, as defined in Equa-
tion (7.4) (see text for details). The corresponding coefficients are given in
Table 7.7.
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Figure 7.22: Time of the maximum temperature variations, obtained from the sinus fits,
shown in Figure 7.21 (blue points). The solid line represents an exponential
fit and black points show the time of the maximum data rate at L5 (circle)
and L0 (square). The right axis shows the corresponding altitudes, obtained
using a simple barometric formula. The height of LS Muon production is
also shown, obtained from LSMuonSim and including error bands.
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Figure 7.23: Seasonal variations of the event rate at final filter level (L5) obtained from
960 days of data, as well as from MC simulations, for various zenith angle
regions. The center panel shows a different y-scale than top and bottom
panel.
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Figure 7.24: Seasonal variations of the event rate at final filter level (L5), obtained
from 960 days of data for various zenith angle regions (top). The resulting
percentile seasonal variations are shown in the bottom panel and are in
good agreement for all zenith angle directions.
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Figure 7.25: Seasonal variations of the total event rate at final filter level (L5), obtained
from 960 days of data (dotted), and for various zenith angle regions, be-
tween October and April (blue lines).
tained from LSMuonSim, is approximately 〈Hµ,prod〉 = (31.6± 3.9) km. Within
uncertainties this is in agreement with the production height obtained using
the maxima of the seasonal variations, as shown in Figure 7.22. The some-
what smaller production heights obtained from the seasonal variations may be
caused by background events, which are not included in the MC estimate from
LSMuonSim. However, the barometric formula assumes a constant temperature,
constant composition, and an ideal gas for the atmosphere. Hence, in order to
draw final conclusions on the LS Muon production height, further studies are
needed, using for example experimental data of the atmospheric pressure as a
function of the altitude.
A comparison between the observed annual fluctuations for various zenith
angle directions and the corresponding predictions from MC simulations can
be found in Figure 7.23. As expected from previous discussions in Section 7.3,
the variations of more vertical LS Muon fluxes are in very good agreement with
LSMuonSim predictions, while the rate is significantly underestimated towards
large inclinations. CORSIKA shows significant differences in the total rates,
compared to experimental data, for all angular regions and the zenith angle
distributions strongly depend on the season, as also shown in Figure 7.12. Hence,
observation of the seasonal variations qualitatively favor an atmospheric model,
as described by LSMuonSim, especially towards vertical angles. However, as
discussed above, further studies on the modeling of the atmosphere are necessary
in order to draw final conclusions on the data/MC discrepancies observed in
this and other analyses of atmospheric muons in IceCube.
Figure 7.24 shows the resulting seasonal variations of the observed LS Muon
flux at final filter level for several zenith angle regions (top panel), as well as
the corresponding percentile fluctuations (bottom panel). A closer view of the
variations between October and April is shown in Figure 7.25, where a shift of
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the maxima and different amplitudes for various zenith angles can be observed.
This is because the hadrons travel larger distances in higher atmospheric layers
towards large zenith angles and thus the resulting muons are produced at higher
altitudes. These experimentally observed fluctuations are in correspondence with
increasing first interaction heights towards large zenith angles, as previously
discussed for the MC predictions in Figure 6.15.
7.7 systematic uncertainties
In order to account for systematic uncertainties of the distributions at final
filter level, various effects are studied, which may cause systematic shifts in
the observed distributions. The DOM efficiency is studied in detail to get an
estimate on the light yield measured in the ice. In addition, the influence of the
hadronic models, used in LS Muon simulations are discussed. Finally, various
primary flux assumptions are studied. These systematic effects are discussed in
the following, with special emphasis on the lateral separation in Section 7.7.1
and on the zenith angle distributions in Section 7.7.2. The systematics are only
studied for the LS Muon signal contribution (dT,true > 100m), obtained from
LSMuonSim, because there are no dedicated background simulations from
CORSIKA available at final filter level to produce meaningful systematic results.
However, when it is possible to use a simple re-weighting rather than dedicated
simulations, systematic uncertainties are also derived for CORSIKA simulations.
The baseline background contribution is shown in the following figures in order
to compare to experimental data.
7.7.1 lateral separation
Systematic uncertainties on the lateral separation distribution are discussed in
the following. The resulting uncertainties on the Hagedorn fits are given in
Table 7.8. The total uncertainty estimates are calculated by adding the individual
uncertainties quadratically.
DOM Efficiency
The efficiency model of the IceCube DOMs is determined from in-situ mea-
surements, using the Cherenkov light produced by muons in the ice [224]. It
includes effects of the cable shadowing, as well as the properties of the refrozen
ice surrounding the DOMs. Using these measurements, the uncertainties of the
baseline DOM efficiency, used in MC simulations, is measured to be roughly
±10%. In order to study the effect of the DOM efficiency, the simulations are
therefore performed with efficiencies modified by ±10%. Existing systematic
datasets produced with CORSIKA are rather small and only a few events remain
at final filter level of this analysis. Thus, the following studies are mainly based
on LSMuonSim.
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Systematics ∆α/α ∆β/β ∆d0/d0 ∆〈E0〉/〈E0〉
CORSIKA (L2)
DOMeff +10% +24.4% – – +19.5%
DOMeff −10% −35.7% – – −14.1%
LSMuonSim (L5)
DOMeff +10% +4.5% < +1% < +1% +1.6%
DOMeff −10% −28.2% −5.5% −1.1% < −1%
Hadronic model – – – +7.4% (< ±2%)
Primary flux – – – < ±1%
Total +24.8% +1.0% +1.0% +20.9%
−45.5% −5.5% −1.1% −14.3%
Table 7.8: Systematic uncertainties on the Hagedorn fit parameters, as well as on the
primary energy estimator, as described in the text.
The lateral separation distributions, obtained from CORSIKA and LSMuonSim,
using the baseline DOM efficiency, are shown in Figure 7.26. The resulting dis-
tributions for LSMuonSim, using systematic uncertainties of ±10%, are also
shown. The uncertainties on the corresponding Hagedorn fit parameters, as well
as on the primary energy reconstruction, are shown in Table 7.8. For the normal-
ization parameter α and the energy reconstruction, uncertainties obtained from
CORSIKA are also included. This is done by deriving the uncertainties at a lower
filter level (L2) due to the lack of statistics at higher levels. The uncertainties on
the α parameter are derived from the total flux estimates.
Hadronic Interaction Model
Figure 7.27 shows the lateral separation obtained from LSMuonSim, using var-
ious hadronic models, which are described in Section 5.2. Thereby only the
generation of the LS Muon is effected while the muon bundle remains un-
changed. While EPOS-LHC describes the data well, Sibyll 2.1 underestimates
the rate of LS Muon events. QGSJet II-4 on the other hand highly overestimates
the event rate, especially towards large separations. This is due to significantly
flatter transverse momentum distributions, as shown in Figure 5.5 and as ex-
pected from the spectral indices given in Appendix B.1. Although LSMuonSim
seems to underestimate the event rate for low separations below ∼ 200m, the
agreement between CORSIKA (Sibyll 2.1) and LSMuonSim, using Sibyll as
hadronic model, is remarkably good. The uncertainties from the hadronic mod-
els on the primary energy estimator, which depends on MC simulations, can be
found in Table 7.8. They are below 2% while the differences between CORSIKA
and LSMuonSim are 7.4%. Hence, the latter is taken as systematic uncertainty
on the energy estimator used in this work.
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Figure 7.26: Lateral separation distribution at final filter level, obtained from
LSMuonSim and CORSIKA, as well as from experimental data. The corre-
sponding distributions from LSMuonSim, assuming modified DOM effi-
ciencies, are also shown. See text for details.
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Figure 7.27: Lateral separation distribution at final filter level, obtained from
LSMuonSim, using various hadronic models. Corresponding distributions,
obtained from data and CORSIKA (Sibyll 2.1), are also shown.
135
7 results
200 300 400 500 600 700
lateral separation dT [m]
10−7
10−6
10−5
10−4
10−3
10−2
ra
te
[s
−1
]
LSMuonSim
IC86 (960 days)
H3a
H4a
GST
Hoerandel
200 300 400 500 600 700
lateral separation dT [m]
CORSIKA
IC86 (960 days)
H3a
H4a
GST
Hoerandel
Figure 7.28: Lateral separation distribution at final filter level, assuming various primary
flux assumptions, using LSMuonSim and CORSIKA.
Primary Flux
The lateral separation distributions, using various primary flux assumptions, as
introduced in Section 2.1.4 and given in Appendix A.1, are shown in Figure 7.28.
The distributions are obtained from LSMuonSim (left) and CORSIKA (right).
The resulting uncertainties on the Hagedorn fit parameters, as well as on the
primary energy estimate, are given in Table 7.8. In general, the effect of different
primary flux assumptions on the MC simulations is rather small with deviations
of only a few percent. In any case, the measured data distributions are indepen-
dent from the MC flux assumptions and they are therefore not accounted for in
the final results. However, since the energy estimator relies on MC simulations,
the uncertainties on the primary energy reconstruction are taken into account.
They are below 1%, as given in Table 7.8.
7.7.2 zenith angle
The systematic uncertainties on the zenith angle distributions at final level are
discussed in the following. This is done with emphasis on the zenith angle
discrepancies between experimental data and simulations, shown in Section 7.3.
DOM Efficiency
The DOM efficiency uncertainties, as previously described in Section 7.7.1, on the
zenith angle distributions at final filter level, are shown in Figure 7.29. Similarly
to the lateral separation distributions, the uncertainty contribution to the zenith
angle due to DOM efficiency is rather small. In addition, no significant effect on
the form of the distributions can be seen. Hence, no relation between the DOM
136
7.7 systematic uncertainties
efficiency and the zenith angle discrepancies is observed, which is in agreement
with previous results of high-energy muons in IceCube [52].
Hadronic Interaction Model
The zenith angle distributions, using LSMuonSim with various hadronic models,
are shown in Figure 7.30. Although there are differences between the models,
especially towards vertical angles, the general shape of the resulting distri-
butions does not change significantly. The excess towards large inclination,
observed in CORSIKA simulations, is not reproduced by any hadronic model
using LSMuonSim. Hence, the zenith angle MC discrepancies observed in this
analysis can not be explained by the underlying hadronic model. This is in
correspondence with previous studies, using high-energy atmospheric muons
in IceCube [52].
In addition, the lateral separation distribution of QGSJet II-4 simulations,
shown in Figure 7.27, shows significant differences to other models. As previ-
ously discussed, this is caused by large differences in the underlying transverse
momentum distributions. However, QGSJet simulations do not show an effect
on the zenith angle distribution, which could be related to the discrepancies
observed between data and MC. Moreover, the lateral separation distribution,
obtained from LSMuonSim with Sibyll 2.1, agree very well with CORSIKA pre-
dictions, which also use Sibyll 2.1 as hadronic model, while the corresponding
zenith angle distributions show significant differences. Hence, the zenith angle
discrepancies are not related to the underlying pT distributions.
Primary Flux
The effect of the primary flux assumption on the zenith angle distributions at
final analysis level is shown in Figure 7.31. As previously discussed for the
lateral separation, the effect of the flux assumption is very small. A relation
between the zenith angle discrepancies and the primary flux assumption is not
observed. Similar results have also been reported in Ref. [52].
Further Uncertainties
Further systematic uncertainties effecting the zenith angle distributions of high-
energy atmospheric muons in IceCube, have been studied in Refs. [52, 54]. As
previously described, these analyses observed similar differences in the zenith
angle distributions obtained from experimental data and CORSIKA. The result-
ing data/MC discrepancies are observed on a ∼ 20% level. Dedicated studies on
the photon propagation simulation in the ice, including the effects on various
ice properties and the DOM angular acceptance, did not show any significant
effect on the zenith angle distributions of high-energy muons. Moreover, the
zenith angle discrepancy is reproduced using independent approaches for the
the photon propagation simulation in the ice.
In addition, the data/MC discrepancies are not significant at trigger level [52],
where data is dominated by low-energy muons. On the other hand, they are
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Figure 7.29: Zenith angle distribution at final filter level, obtained from LSMuonSim
and CORSIKA, as well as from experimental data. The corresponding
distributions from LSMuonSim, assuming modified DOM efficiencies, are
also shown. See text for details.
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Figure 7.30: Zenith angle distribution at final filter level, obtained from LSMuonSim,
using various hadronic models. Corresponding distributions, obtained from
data and CORSIKA (Sibyll 2.1), are also shown.
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Figure 7.31: Zenith angle distribution at final filter level, assuming various primary flux
assumptions, using LSMuonSim and CORSIKA.
smaller for high-energy muons up to the PeV range, compared to the results
from LS Muons, which typically have energies of a few TeV (see Appendix C.9).
Hence, no systematic effect due to the underlying muon energy can be identified.
However, the mean interaction height of showers observed at trigger level is
lower than for high-energy muon events, and the first interaction of LS Muon
events is shifted towards even higher altitudes. This observation is qualitatively
compatible with the zenith angle discrepancies potentially arising from the MC
interaction height distributions, as previously discussed in Section 7.3.
Summary
The zenith angle discrepancies between experimental data of atmospheric muons
and MC predictions have been discussed in previous analyses [52, 54, 83] and
throughout this work. In the following, the various potential effects on the
zenith angle distributions are summarized in order to draw conclusions on
the underlying reasons for those discrepancies. The following MC studies do
not show any significant systematic effects on the zenith angle distribution of
LS Muon events, and they are therefore disfavored as the cause of the observed
discrepancies:
• DOM efficiency and angular acceptance
• Primary flux assumption and mass composition
• Hadronic model
• Transverse momentum distribution
• Photon propagation and ice model
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In contrast, systematic effects have been observed for events from different
interaction heights. This determines the height of production of LS Muons
and had not been considered as the source for these discrepancies in previous
analyses. As shown in Section 7.3, the form of the zenith angle distributions
clearly depends on the altitude at which the underlying air shower was initiated.
The excess towards horizontal directions, as well as the suppression of vertical
events, observed in CORSIKA simulations, can be related to the altitude. In
addition, the differences between LSMuonSim and CORSIKA are expected to
be influenced by the underlying atmospheric model and the discrepancies show
a dependence on the annual seasons, used in simulations. The distributions
of the first interaction height of events at final analysis level, obtained from
MC simulations, also show significant discrepancies between CORSIKA and
LSMuonSim, as discussed in Section 7.3. Moreover, selecting high-energy muons
naturally selects events from higher altitudes, and the selection of LS Muons is
dominated by air shower events from even greater heights. Hence, the increasing
discrepancies observed for LS Muons, compared to the high-energy muons
analyses [52, 54], suggest an explanation related to the atmospheric models used
in CORSIKA.
In order to draw final conclusions, the effects of the atmospheric models
used in CORSIKA simulations need to be further studied. This can be done in
future analyses, for example, by producing systematic MC simulations with
different atmospheric model parameters. An experimental estimate on the height
of production of measured showers can further constrain the effects of the
atmospheric models used in MC simulations. Studies of the seasonal variations,
as discussed in Section 7.7, or measurements of the shower maximum Xmax
based on hybrid measurements, for example using air Cherenkov telescopes,
can contribute to a better understanding of atmospheric effects. This would
enable the derivation of the dependencies between the zenith angle distributions
and the underlying height of muon production directly. Thereby, it would be
possible to systematically study the data/MC discrepancies of the zenith angle
distributions related to the height of production of atmospheric muons in detail.
7.7.3 composition measurement
As described in Section 7.5, the estimation of the mean mass number 〈lnA〉
is done using a surface correction factor s = 〈lnA〉surface/〈lnA〉in-ice, which is
obtained from MC simulations. The factor s therefore depends on the underlying
composition assumption. Figure 7.32 shows the mean logarithmic mass in the ice
at final filter level and at surface level, obtained from LSMuonSim, using various
primary flux models, as described in Section 2.1.4. The resulting correction
factors s are given in Table 7.9, where the relative uncertainties with respect to
the H3a primary flux are also shown. As discussed in Section 7.5, in order to
derive final conclusions on the total systematic uncertainties of the estimated
logarithmic mass number further studies are needed, including systematic effects
due to the primary energy estimator and the choice of the energy binning.
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Figure 7.32: Mean mass number 〈lnA〉 for various primary flux assumptions, obtained
from simulated in-ice distributions, obtained from LSMuonSim, at final
filter level (crosses), as well as at surface level (circles).
Energy bin H3a H4a GST Hoerandel Total
Factor s 〈E0〉1 1.03 1.03 1.08 1.03
〈E0〉2 0.88 0.87 0.90 0.88
〈E0〉3 0.85 0.85 0.83 0.87
〈E0〉4 0.85 0.84 0.81 0.90
Rel. uncert. 〈E0〉1 +0.3% +5.5% +0.6% +5.5%
〈E0〉2 −0.4% +2.4% +0.1% (+2.4/− 0.4)%
〈E0〉3 −0.9% −2.7% +2.4% (+2.4/− 2.6)%
〈E0〉4 −1.4% −4.5% +6.3% (+6.3/− 4.7)%
Table 7.9: Surface correction factors s, as defined in the text, for several primary flux
assumptions (top), as well as corresponding relative uncertainties with respect
to the H3a flux (bottom).
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E X O T I C D O U B L E - T R A C K S F R O M C O S M I C R AY A I R
S H O W E R S
“I have done a terrible thing,
I have postulated a particle that cannot be detected.”
– Wolfgang E. Pauli *
A lthough the standard model of particle physics is one of the most success-ful and experimentally best tested theories of today, many fundamental
questions, that cannot be described in the context of the standard model, remain
still open. After Maxwell successfully described the phenomena of electricity
and magnetism in a unified theory, called quantum electrodynamics (QED), in
the 1960’s a unified description of the electrodynamic and weak interactions,
the electroweak theory was formulated. The energy-dependent (running) cou-
pling constants of the fundamental forces of the the SM [58, 225], as given in
Equation (2.32) for QCD, are shown in Figure 8.1 (left). They approximately
match at energies around 1016GeV. This led to the idea that (at least) the three
fundamental forces, can be described within an underlying unified theory, a
grand unified theory (GUT), which unifies electroweak and strong forces. A good
match for the running couplings at a GUT scale of MGUT ' 1016GeV can for
example be accomplished in the context of supersymmetry (SUSY), as shown in
Figure 8.1 (right), an extension of the standard model that will be described as
an example in the following.
A more technical problem is caused by quantum loop corrections to the Higgs
mass from virtual effects of every particle that couples to the (scalar) Higgs field
[226]. Assuming a theory is valid up to a ultraviolet cutoff ΛUV in the order of
the GUT scale MGUT, couplings of fermions with the Higgs field cause quantum
corrections that lead to a quadratically divergent Higgs mass-squared term of
the form [227]
δm2H = −
|λf|
2
8pi2
(
Λ2UV + . . .
)
. (8.1)
Hence, these virtual corrections should cause a very large Higgs mass. The
experimentally measured Higgs mass on the other hand is mH ' 125GeV [34].
This problem is referred to as the (gauge) hierarchy problem or the naturalness
problem in physics and can also be solved by supersymmetry. Due to the presence
of new (hypothetical) SUSY particles, so-called superpartners, the divergent terms
would roughly cancel out, preventing the Higgs mass from getting too large
[227].
* As quoted by F. Reines, in “Spaceship Neutrino” by C. Sutton (1992).
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Figure 8.1: Running coupling constants as described by the SM (left) and in the context
of SUSY (right). Taken from [225].
Moreover, many SUSY theories predict the existence of a stable lightest super-
symmetric particle (LSP). Since recent experimental SUSY mass limits typically
favor masses in the TeV range or above, these LSPs are very good dark matter
candidates. Although several different approaches to explain these and other
open questions have been made during the last six decades, and experimental
limits on the parameter space of different theories have been set, neither of them
have been experimentally confirmed. It was previously proposed in literature [5,
6, 228–230] that high energy cosmic ray and neutrino interactions can produce
supersymmetric and other exotic particles which, under favorable conditions,
can produce distinctive double-track signatures in km3-scale neutrino telescopes.
In the following the concept of searches for exotic double-tracks is intro-
duced using the example of supersymmetry. The production of supersymmetric
particles in cosmic ray air showers is described and the expected SUSY fluxes
in IceCube are discussed. This is done in comparison with a previous anal-
ysis of exotic neutrino-induced double-tracks in IceCube [151]. Although in
the following the example of supersymmetry is used, the basic principles and
discussions can be applied analogously or similar to other theories beyond the
standard model (BSM) causing double-track signatures proposed in literature,
such as Kaluza-Klein (KK) theories [230].
8.1 (minimal) supersymmetric models
Supersymmetric models are based on an additional spacetime symmetry, called
supersymmetry (SUSY), that relates fermionic particle states with bosonic states.
Thereby, each particle is assiociated with a superpartner, whos spin differs by a
half-integer. This symmetry can be described by supersymmetry operators Q
that relate the fermionic and bosonic states by [226]
Q|boson〉 = |fermion〉
Q|fermion〉 = |boson〉 (8.2)
The simplest supersymmetric extension of the standard model is the minimal
supersymmetric model (MSSM) [231], which introduces one superpartner for
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each SM particle and one additional Higgs-doublet in the Higgs sector. These
supersymmetric partners are referred to by adding a “s” to the beginning of
the name of a particle, i.e. slepton, squark, sfermion, stau, etc., and using a “∼”
indicating a SUSY particle, i.e. l˜, q˜, f˜, τ˜, etc. For all bosons, the superpartner is
indicated by adding a “ino” to the end of a particle’s name, i.e. Wino, photino,
gravitino, etc.
The additional Higgs-doublet introduces an additional Higgs field. One of
the Higgs-doublets couples to up-type particles while the other one couples to
down-type particles. This doubles the degrees of freedom in the Higgs sector
and leads to five Higgs particles after weak symmetry breaking [226, 227]: two
scalar particles, h0 and H0, a pseudo-scalar A0, and the two charged H±. These
additional Higgs particles also have superpartners. The charged Higgsinos H˜±
and the gauge bosinos (the supersymmetric partner of the SM gauge bosons), as
well as the neutral Higgsinos h˜0 and H˜0 and the gauge bosinos can mix, leading
to six different mass eigenstates [227]: the two charginos χ˜±1,2 (Dirac fermions)
and the four neutralinos χ˜01,2,3,4 (Majorana fermions).
Although the MSSM is the simplest supersymmetric extension of the standard
model, the parameter space is tremendous compared to the SM. The standard
model has 19 free parameters [58, 226]: three gauge couplings and the QCD
vacuum angle θQCD, two parameters from the Higgs potential, and 13 parameters
in the flavor sector. The MSSM on the other hand contains 124 parameters: the
19 parameters of the SM, five gaugino masses, three additional parameters in
the Higgs sector, and 97 additional free parameters in the flavor sector (for
a detailed discussion see for example Ref. [226]). Therefore, the variety of
phenomenological models is huge while the parameter space of experimental
searches is usually rather limited, which makes searches for supersymmetric
particles very challenging.
Thus, the parameter space of the MSSM is usually further constrained to sim-
plify phenomenological calculations. This can be done, for example, by avoiding
flavor changing neutral currents (FCNCs) and CP violations that are expected not
being realized in nature. The phenomenological MSSM (pMSSM) thereby reduces
the parameter space to 19 real parameters [232]. However, this parameter space
can be further constrained by some theoretical assumptions, such as R-parity
conservation or an underlying supersymmetry breaking mechanism, as superfi-
cially described in the following. A comprehensive description can be found for
example in Ref. [226].
8.1.1 r-parity and (n)lsp
Simple SUSY models, such as the MSSM, assume R-parity conservation, with R
defined as
R = (−1)3(B−L)+2S . (8.3)
B and L are the baryon and lepton numbers and S is the spin of the particle,
i.e. standard model particles have an even R-parity, while their superpartners
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have odd R-parity. It is worthwhile to note that it is also possible to construct
phenomenologically viable models with R-parity violations (see for example Ref.
[226]), but these models are beyond the scope of this work and are not considered
here. An important consequence of R-parity conservation is that SUSY particles
are always produced in pairs. Moreover, R-parity immediately implies that the
lightest supersymmetric particle (LSP) cannot decay into SM particles and must
be stable. Assuming the LSP is weakly interacting it forms a good candidate
for dark matter. The SUSY particle which is the LSP is determined by a SUSY
breaking mechanism, as described in Section 8.1.2. A stable LSP has significant
implications for cosmology: assuming that (stable) relic LSPs left over from Big
Bang can account for the dark matter density of the universe, supersymmetric
models are constrained by astrophysical measurements. Thus, almost all cases
of electromagnetically charged or colored LSPs are ruled out because such relics
would have been bound into atoms and would have already been detected in
searches for anomalous nuclei [226]. Additionally, the lightest sneutrino as the
LSP can also be ruled out by cosmological considerations and data from direct
dark matter detection experiments [226]. Thus, depending on the actual breaking
mechanism, the LSP is typically the lightest neutralino or the gravitino.
In models where the gravitino is the LSP, the next-to-lightest supersymmetric
particle (NLSP) is usually a charged lepton, typically the right-handed stau τ˜R.
The lifetime of the NLSP can be large and these particles can be meta-stable [228]
because the NLSP decays into the gravitino very weakly.
High energy cosmic ray interactions and neutrino interactions can, in princi-
ple, produce a pair of SUSY particles which decay into LSPs via two meta-stable
NLSPs. In SUSY models with electrically charged NLSP, for example the super-
symmetric stau, it is possible for the NLSP to produce Cherenkov-light while
traveling through water or ice, as described in Section 3.1.4. Thus, under these
conditions SUSY particles produced in cosmic ray or neutrino interactions decay
into two meta-stable, charged NLSPs, that can produce distinctive double-track
signatures in neutrino telescopes. This enables direct measurement of supersym-
metric sleptons in large scale neutrino observatories, forming a complementary
approach to typical accelerator SUSY searches.
8.1.2 supersymmetry breaking
If a perfect supersymmetry is realized in nature, the supersymmetric partners
have the same charges (electrical, weak, etc.) and masses as the corresponding
SM particles [226]. Thus, an excited atom could, in principle, emit a massless
photino turning an electron into a supersymmetric selectron. This can happen
for all electrons of the atom. Now being bosonic, the Pauli principle does not
hold anymore for these selectrons that could consequently all go into the ground
state. This would clearly change the atomic structure and properties of chemical
processes and is obviously not realized in nature. Moreover, these rather light
SUSY particles could be easily produced at current collider experiments and
would have have been observed in experimental data.
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Therefore, supersymmetry must be broken causing much higher SUSY parti-
cle masses. Additionally, to solve for example the fine-tuning problem described
above, the SUSY masses can not be too high in order to cancel out the diver-
gencies. Generally, the mass differences between SM and SUSY particles are
expected to be in the order of O(1TeV) to avoid further theoretical difficulties
[226].
There are various approaches describing the supersymmetry breaking mech-
anism in a theoretical framework, but the actual dynamics of supersymmetry
breaking are, due to the large parameter space and no experimental evidence,
unknown. However, all realistic SUSY models assume a hidden sector that some-
how breaks the supersymmetry spontaneously and that couples only indirectly
and very weakly to SM particles and their superpartners. This sector interacts
with the observable sector via extremely heavy messenger fields and it causes
a soft SUSY breaking at a scale M2SUSY  M2W . The actual dynamics of the
supersymmetry breaking, and thus the resulting SUSY model, depend on the
nature of these mediating fields.
An obvious choice for a hidden sector that couples weakly to standard model
particles and their superpartners, causing the SUSY breaking, is gravity. Since
gravity generally couples to energy, some gravity mediated effects must be
present, causing the supersymmetry being spontaneously broken. These models
are described in the context of supergravity (SUGRA) [233–235]. In the minimal
supergravity (mSUGRA) model, the resulting parameter space is thereby dramat-
ically reduced, compared to that of the MSSM, and typically characterized by
only four parameters and a sign: the scalar mass parameter m0, the gaugino
mass parameter m1/2, a trilenear coupling A0, the ratio of the Higgs vacuum
expectation values (VEVs) tan(β), where β = v2/v1 with the two Higgs VEVs
v1 and v2, and the sign of the Higgs mass parameter µ.
Another possible scenario is the spontaneous breaking of supersymmetry due
to usual gauge interactions. These gauge-mediated supersymmetry breaking (GMSB)
models are based on new messenger fields that couple directly to the hidden
sector and also have SM gauge couplings. These interactions cause the SUSY
breaking effects and also reduce the parameter space to only four parameters
and a sign [236, 237]: the mass of the messenger fields Mmess, the messenger
index NMess, the SUSY breaking mass scale Λ, as well as tan(β) and sign(µ).
There are several further possible SUSY breaking scenarios, such as anomaly-
mediated supersymmetry breaking (AMSB) [238, 239]. Since typically mSUGRA and
GMSB models have the supersymmetric stau as NLSP, these are used in this
work as an example. A detailed description of the theoretical concepts of these
and other models are beyond the scope of this work. A detailed discussion can
be found in for example Refs. [226, 227, 233–235, 237]. In the following, the most
important implications from some SUSY benchmark models, that can produce
long-lived staus, are described.
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Figure 8.2: Proton-proton cross-sections to produce different SUSY particle pairs as a
function of the average particle masses for a center-of-mass energy of 8TeV.
Taken from Ref. [34].
8.1.3 constrained mssm benchmark models
The cross-sections for production of supersymmetric particles must depend on
the collision energy, but are also highly mass dependent [240]. The proton-proton
cross-sections for production of different SUSY pairs for a center-of-mass energy
of 8TeV are shown in Figure 8.2 [34]. Since these cross-sections decrease with
increasing SUSY masses, any phenomenological calculations strongly depend
on the mass spectrum of the underlying model, and therefore on the choice of
the SUSY breaking parameters.
In this work, the Snowmass Points and Slopes (SPS) are used, which are a set
of benchmark points and parameters in the MSSM parameter space, assuming
several SUSY breaking mechanisms, taken from [236]. Four of these SPS models
yield a supersymmetric stau as NLSP and are therefore considered in the
following. The parameters for these models are summarized in Table 8.1. Based
on these parameters, the mass spectrum of the theory can be derived using
the software package SPheno [241]. The resulting SUSY mass spectrum for the
GMSB SPS-7 model can be found in Figure 8.3.
Using the mass spectrum shown in Figure 8.3, the proton-proton cross-sections
are obtained from PYTHIA 6 [187]. They are shown in Figure 8.4, together with
the neutrino-proton cross-sections, taken from [151].
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mSUGRA M1/2 [GeV] m0 [GeV] tan(β) A0 [GeV]
I 280 10 11 0
 440 20 15 −25
GMSB Mmess [TeV] Λ [TeV] tan(β) Nmess
II 70 35 15 3
SPS-7 80 40 15 3
Table 8.1: SUSY SPS benchmark models used in this work, as described in Ref. [236].
8.2 susy flux estimates
The production of supersymmetric particles for collision energies below 100TeV
is highly suppressed due to the decreasing SUSY cross-sections towards lower
energies, as shown in Figure 8.4. Therefore, assuming that SUSY particles are
predominantly produced in the first interaction of a cosmic ray air shower is a
valid first approximation. In order to estimate the flux of supersymmetric stau
pairs in IceCube, it is also assumed that any supersymmetric particle, which is
pair-produced in a primary interaction of a cosmic ray nucleus N, decays into
meta-stable NLSPs (the supersymmetric staus), which are stable while traveling
to the detector. The maximal flux of stau pairs produced in an air shower is then
given by
dΦτ˜τ˜,max
dEN
≈ dΦSUSY
dEN
= A · σSUSY,N
σSM,N + σSUSY,N
· dΦN
dEN
, (8.4)
where A ' 〈A〉 = 14.5 is the average number of nucleons in an air target nucleus,
as described in Section 2.2.1. Thereby, the detector and filter efficiencies are not
considered and Equation (8.4) represents an optimistic maximum estimate. The
cross-sections are approximated by the proton-proton cross-sections, obtained
from PYTHIA 6, using SPheno to calculate different mass spectra, as described
in Section 8.1.3. The resulting cross-sections for the GMSB SPS-7 model are
shown in Figure 8.4. The flux of supersymmetric particles is clearly suppressed
by the small ratio σSUSY,N/(σSM,N + σSUSY,N), which is shown in Figure 8.5,
assuming the GMSB SPS-7 model. At energies of around 100TeV for example,
the SUSY flux from hadronic interactions is suppressed by a factor of ∼ 10−18.
The estimated SUSY fluxes for different SPS benchmark models, are shown
in Figure 8.6, assuming a pure-proton primary flux following a simple broken
power law of the form of Equation (2.10) (shown as dotted line).
Analogously, assuming all SUSY particles decay into the meta-stable NLSP,
the flux of supersymmetric stau pairs produced in neutrino interactions is given
by
dΦτ˜τ˜,max
dEν
= P · σSUSY,ν
σSM,ν + σSUSY,ν
· dΦν
dEν
, (8.5)
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where the probability P of a neutrino to interact with a nucleus within the Earth
is [151]
P = 1− exp
(
−(σSM,ν + σSUSY,ν) ·N0 ·
∫
ρEarth(l)dl
)
, (8.6)
with N0 = 6.022 · 1023 g−1. The Earth’s density profile ρ(l)Earth is described
by the PREM model [203] as shown in Ref. [151]. The ratio of the neutrino
cross-sections are also shown in Figure 8.5. Due to the generally small SM cross-
sections σSM,ν, the ratio is about 4 to 10 orders of magnitude larger compared
to the proton ratios, given in Equation (8.4).
Assuming a cylindrical detector volume with height 1000m and radius 500m,
and a pure-proton primary flux following a simple broken power law, the
expected (hadronic) SUSY fluxes in IceCube are calculated. The resulting total
SUSY fluxes per year, based on various SPS benchmark models, are shown
in Table 8.2. The fluxes produced by high energy neutrino interactions are
taken from Ref. [150]. The resulting SUSY fluxes are in agreement with the
flux estimates from Ref. [242], where the same SPS benchmark models are
used. However, recent results from the ATLAS and CMS experiments [243–246],
have excluded large regions of the SUSY parameter space, which results in
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Figure 8.4: Proton-proton and neutrino-proton Standard Model and SUSY cross-sections
using the mass spectrum from the SPS-7 benchmark model.
strong constraints on the expected squark and gluino masses between 600GeV−
1TeV. Hence, the MSSM models used in this work are strongly disfavored due
to their low SUSY masses and therefore represent very optimistic scenarios.
Assuming higher SUSY masses, which are not experimentally excluded yet,
the cross-sections further decrease, as shown in Figure 8.2. Subsequently, the
resulting SUSY fluxes are expected to further decrease for more realistic SUSY
scenarios, which do not conflict with the latest accelerator measurements. For a
comprehensive discussion on the latest experimental results, see for example
Refs. [243–246].
model hadronic neutrino
[events/yr] [events/yr]
mSUGRA I 1.7 · 10−3 1.7
mSUGRA  1.3 · 10−4 0.5
GMSB II 6.9 · 10−4 0.8
GMSB SPS-7 3.3 · 10−4 0.5
Table 8.2: Estimated SUSY events per year in IceCube from hadronic cosmic ray and
neutrino interactions, assuming various benchmark models, as given in Ta-
ble 8.1. The flux estimates from neutrino interactions are taken from Ref.
[150].
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While the expected SUSY fluxes in IceCube from neutrino interactions are in
the order of few events per year, even assuming most optimistic SPS scenarios,
the corresponding SUSY event rates from hadronic cosmic ray interactions are
on the order of 10−4 to 10−3 events per year. Moreover, these flux estimates are
based on minimal supersymmetric models, which are experimentally highly
disfavored by recent accelerator data [243–246], and do not account for any
detector and filter efficiencies in IceCube. Hence, realistic scenarios result in
even lower flux estimates for experimental SUSY searches in existing neutrino
telescopes.
However, the observation of up-going neutrino induced double-tracks would
still be a distinctive signature of BSM physics, because there is no significant
background contribution which can mimic such signatures [151]. In contrast,
the distinction between down-going SUSY double-tracks and LS Muon events,
or events from multiple neutrinos and air showers, is experimentally very
challenging. Thus, the resulting effective areas are expected to be significantly
smaller than for the LS Muon analysis, as discussed in Section 6.9.
Therefore, considering recent SUSY mass limits, the experimental search
for supersymmetric double-tracks from cosmic ray air showers, using existing
neutrino telescopes, as proposed in Refs. [5, 6, 228, 229], is not feasible in the
context of existing SUSY models. Although the phase space of Kaluza-Klein
models is less constrained by recent collider experiments, current KK limits are
significantly higher than assumed in Ref. [230]. Thus, these scenarios face similar
problems as SUSY models, because the expected flux decreases with increasing
KK masses. Although future detector prospects, such as an extended detector
volume or denser instrumentation, would enhance the expected fluxes, the
background contribution for potential BSM double-tracks would also increase.
Hence, the ability to detect BSM double-track signatures, produced by cosmic
ray air showers in large neutrino telescopes, would not significantly improve by
potential detector upgrades.
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S U M M A RY A N D D I S C U S S I O N
“Uh-huh! Who would’ve guessed
reading and writing would pay off..?”
– Homer J. Simpson *
In this work, the measurement of laterally separated muons was presented,using data from IceCube in its 86-string configuration, taken between May
2012 and May 2015. Dedicated reconstruction methods and filter criteria have
been developed in order to select LS Muon events with separations above 135m
from the shower core within IceCube data. After applying all selection crite-
ria, 80951 events were left in 960 days of lifetime, corresponding to a rate of
30765± 208 events per year. In addition, a method to produce high-statistics
Monte Carlo simulations of LS Muon events was devolped, which enables so-
phisticated studies on the transverse momentum of hadrons in air showers and
the mass composition of the initial cosmic ray nuclei. The measured lateral
separation distribution is in good agreement with previous IC59 results [83]
and is well described by the MC simulations used in this work. A Hagedorn
fit applied to the data after background subtraction yields a spectral index of
βin-ice = −11.7+1.1−1.1 (stat.)
+0.1
−0.6 (sys.) and implies a transition from an exponen-
tial behaviour to a power law at d0,in-ice = 237.7+43.5−43.5 (stat.)
+2.4
−2.6 (sys.)m.
In addition, a method for the estimation of the primary energies of events
at final filter level was presented, which allows energy-dependent studies of
the resulting distributions. The primary energies of showers considered in this
work are between approximately 100TeV and 100PeV, with a reconstructed
mean primary energy of 〈E0〉tot = 4.08+16.32−2.12 (stat.)+0.85−0.58 (sys.)PeV. The final
data was divided into four energy bins and the resulting lateral separation
distributions were individually fit with Hagedorn functions. Based on these
fits, it was shown that the lateral separation distributions become flatter with
increasing primary energies, as expected from PQCD. This is the first energy-
dependent measurement of laterally separated muons in IceCube.
Based on simulations, the effective areas for LS Muon events in IceCube
have been derived and the lateral separation distributions at surface level were
estimated. The resulting separation distribution of LS Muons on the surface
was also fit with a Hagedorn function, yielding a spectral index of βsurface =
−9.7+1.1−1.1 (stat.)
+0.1
−0.5 (sys.). From this fit, the transition from an exponential to a
power law appears at d0,surface = 157.3+43.0−43.0 (stat.)
+1.6
−1.7 (sys.)m at surface level.
Based on MC simulations, the transverse momentum distributions of later-
ally separated muons were also derived at surface level, using corresponding
effective areas. The resulting Hagedorn fits for each energy bin result in spectral
* In “The Simpsons – Mr. Lisa Goes to Washington”, by G. Meyer (1993).
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9 summary and discussion
indices between β = −10.3+0.5−0.5 (stat.)
+0.1
−0.6 (sys.) and −9.1
+0.6
−0.6 (stat.)
+0.1
−0.5 (sys.).
As expected from PQCD, the distributions become flatter with increasing col-
lision energy. The transition from an exponential to a power law behaviour is
favored to appear at around p0 ' 2.1+0.2−0.2 (stat.)+0.1−0.1 (sys.)GeV/c. These results
are qualitatively in agreement with hadron spectra from recent collider data.
The zenith angle distribution of LS Muon events at final filter level shows
significant discrepancies between experimental data and the MC simulations,
used in this work. This issue has been previously reported by the IC59 analysis of
laterally separated muons [83], as well as in analyses of high-energy atmospheric
muons [52, 54]. Studies have been performed in these analyses, which did not
find meaningful conclusions on this issue. Given that these existing zenith
angle discrepancies are also present in this analysis, dedicated studies have
been performed, considering effects of DOM efficiency, hadronic models, and
primary flux assumptions. No significant relation between these effects and the
zenith angle distribution was found. In contrast, studies on the first interaction
height of cosmic ray air showers, performed in this work, have shown a relation
between the zenith angle distribution and atmospheric altitude, which had not
been considered in previous analyses. It was discussed, that this relation may
suggest that the modeling of the atmosphere within simulations is a possible
explanation for the discrepancies observed. However, in order to draw final
conclusions on the zenith angle discrepancies between data and MC simulations,
additional studies need to be performed in future work. Measurements of the
height of production of atmospheric muons, for example using hybrid detectors,
can contribute to understanding of the underlying uncertainties, and may thus
solve the zenith angle problem.
In order to study atmospheric effects on the flux of laterally separated muons,
the seasonal variations at final analysis level, as well as at lower levels, were
discussed. At final filter level, seasonal variations of the LS Muon flux are on
the order of approximately ±50%, significantly larger than at lower analysis
levels and for other analyses of atmospheric muons. This is due to the selection
of events from high altitudes, where temperature fluctuations are very large.
Hence, the analysis of laterally separated muons provides a unique possibility
to investigate atmospheric effects at very high altitudes. A mean production
height of approximately 30 km was estimated from temperature profiles and
the phases of seasonal flux variations. This estimate agrees within uncertainties
with MC predictions. Thus, seasonal variations of the laterally separated muon
flux may help to draw further conclusions on the average height production of
LS Muons in future analyses.
Moreover, it was shown that the lateral separation distribution of muons
depends on the cosmic ray mass composition and a method to derive the mean
logarithmic mass composition of cosmic rays was presented. The resulting 〈lnA〉
spectrum agrees with other measurements of the cosmic ray mass composition
and various model predictions within uncertainties. It was shown, that the
mass composition of cosmic ray nuclei increases with increasing energies in the
energy range of roughly 105.5GeV to 108.0GeV. However, the corresponding
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uncertainties are rather large due to limited MC statistics and potentially very
large systematic uncertainties. Hence, further studies on the systematics of
this approach are required in order to draw final conclusions on the mass
composition of cosmic ray nuclei.
Finally, the prospects for the observation of exotic double-track signatures
were studied. These signatures can be generated by particles, which are predicted
by theories beyond the standard model, and may be produced in cosmic ray air
showers. The expected event rates for various supersymmetric SPS benchmark
models were calculated. The models used in this analysis reflect very opti-
mistic scenarios, particularly considering recent experimental limits on the SUSY
masses from accelerator measurements. In addition, perfect trigger and filter
efficiencies were assumed in order to derive upper limits on the expected fluxes.
The resulting event rates of SUSY double-tracks from air showers in IceCube are
belowΦmaxSUSY ' 10−3 events per year. Considering the experimental challenges of
this search, originating from background contributions of LS Muon events and
from multiple air showers within the same time window, it was concluded that
a search for down-going SUSY double-tracks is not feasible. Although other sce-
narios proposed in literature, such as Kaluza-Klein models, are experimentally
less constrained by recent accelerator data, these models face similar problems of
low flux expectations. This is due to their decreasing production cross-sections
with increasing particle masses. Hence, it was concluded that the direct detection
of exotic double-tracks from cosmic ray air showers is not feasible using existing
neutrino telescopes, given current BSM models and recent experimental mass
limits.
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A
S U P P L E M E N T S
“Morgenstund’ hat Gold im Mund,
doch Abendstund’ macht Platin-Platten"
– Beginner *
Various supplementary material is shown in the following. The cosmic rayflux parametrizations, assumed in this work, are given in Appendix A.1
and the atmospheric MSIS models, used by CORSIKA, are shown in Section A.2.
Appendix A.3 discusses the different random number generators, used in
LSMuonSim. A definition of the Pearson correlation coefficients is given in
Appendix A.4 and additional Feynman diagrams are shown in Appendix A.5.
The temperature data, used in order to study the seasonal variations in this
analysis, are shown in Appendix A.6.
a.1 cosmic ray flux parametrizations
Using the parametrization from Equation (2.12)
Φi(E0) =
∑
j
ai,j · E−γi,j0 · exp
(
−
E0
ZiRc,j
)
, (A.1)
the parameters for different cosmic ray flux assumptions from Ref. [38] and Ref.
[39], used in this work, can be found in Table A.2 and Table A.1 respectively.
a.2 atmospheric model parametrizations
The MSIS-90-E atmospheric models [47, 48] use a 5-layer parametrization of the
atmosphere where the mass overburden T(H) of the i-th layer is given by
T(H) = ai + b
H/ci
i , (A.2)
for the lower four layers, i = 1, . . . , 4. The fifth layer is parametrized linearly by
T(H) = a5 − b5
H
c5
. (A.3)
For the South Pole models used in this work the borders of the different
layers are given by H = (4, 10, 40, 100) km and the mass overburden vanishes at
H = 112.8 km. The parameters a, b, and c are given in Table A.3. Further models
can be found in Ref. [47, 48]
* In “Foxy Music”, Advanced Chemistry (2016).
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H3a / H4a Rc p He N Al Fe
Z 1 2 7 13 26
Population 1 4PV a 7860 3550 2200 1430 2120
γ 1.66 1.58 1.63 1.67 1.63
Population 2 30PV a 20 20 13.4 13.4 13.4
γ 1.4 1.4 1.4 1.4 1.4
Population 3 2EV a 1.7 1.7 1.14 1.14 1.14
γ 1.4 1.4 1.4 1.4 1.4
Population 4 60EV a 200
γ 1.6
Table A.1: Parameters for the H3a/H4a flux parametrizations used in this work [38].
GST Rc p He C O Fe
Z 1 2 6 14 26
Population 1 120TV a 7000 3200 100 130 60
γ 1.66 1.58 1.4 1.4 1.3
Population 2 4PV a 150 65 6 7 2.3
γ 1.4 1.3 1.3 1.3 1.2
Population 3 1.3EV a 14 0.0025
γ 1.4 1.2
Population 2∗ 4PV a 150 65 6 7 2.1
γ 1.4 1.3 1.3 1.3 1.2
Population 3∗ 1.5EV a 12 0.011
γ 1.4 1.2
Population 4∗ 40EV a 1.2
γ 1.4
Table A.2: Parameters for the GST flux parametrization used in this work [39].
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a.2 atmospheric model parametrizations
layer i H (km) ai (g/cm
2) bi (g/cm
2) ai (cm)
Mar. 31, 1997
1 0− 4 −137.7 1130.7 867358
2 4− 10 −37.9 1052.1 741208
3 10− 40 0.2 1137.2 633846
4 40− 100 −0.0006 442.5 759850
5 > 100 0.0021 1.0 5.43 · 109
Jul. 1, 1997
1 0− 4 −163.3 1183.7 875221
2 4− 10 −65.4 1108.1 753213
3 10− 40 0.4 1424.0 545846
4 40− 100 −0.0005 207.6 793043
5 > 100 0.0019 1.0 5.98 · 109
Oct. 1, 1997
1 0− 4 −142.8 1177.2 861745
2 4− 10 −70.2 1125.1 765925
3 10− 40 1.1 1304.8 581351
4 40− 100 −0.0009 433.8 775155
5 > 100 0.0015 1.0 7.41 · 109
Dec. 31, 1997
1 0− 4 −128.6 1139.9 861813
2 4− 10 −39.6 1073.8 744955
3 10− 40 1.1 1052.9 675928
4 40− 100 −0.0026 492.5 829627
5 > 100 0.0019 1.0 5.86 · 109
Table A.3: Parameters for the MSIS-90-E atmospheric models used in this work [47, 48].
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a.3 random number generation
For the generation of LS Muon events in LSMuonSim, many pseudo-random
number generators are used. The general concept of pseudo-random number
generation from a given probability density function is described in the following.
In addition, the different generators used in LSMuonSim are described.
a.3.1 general concept
In order to obtain a spectrum from a given distribution or probability function,
the following steps have to be performed:
(a) Assuming a simple power law spectrum, the probability density function
is given by
dΦ
dE
= α · Eβ (A.4)
with Emin 6 E < Emax. This probability function is shown in Figure A.1 (a),
using β = −1 and normalized to 1.
(b) The corresponding cumulative distribution function is given by
Φ(E) =
∫E
Emin
α · E′ dE′ = α
β+ 1
(
Eβ+1 − Eβ+1min
)
, (A.5)
which is shown in Figure A.1 (b).
(c) The inverted CDF
E(Φ) =
(
β+ 1
α
·Φ+ Eβ+1min
)1/(β+1)
(A.6)
is shown in Figure A.1 (c).
(d) The desired spectrum can be generated by replacing Φ with uniformly
distributed values between 0 and Φ(Emax) (see Figure A.1 (d)).
A simple realization of a pseudo-random number generator, using the python
programing language, is shown below. The function sampling() generates a
pseudo-random number between xmin and xmax from any given probability
function of the form pdf(param,x), as described above, where param is a corre-
sponding list of parameters (here α = 1, β = −1).
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Figure A.1: Random number generation based on the probability density function
Equation (A.4), as described in the text.
import numpy
from scipy import interpolate
param = [1, -1]
pdf = lambda p, x: p[0] * x**p[1]
def sampling(pdf, param, xmin, xmax):
steps=1000
binning = numpy.linspace(xmin, xmax, steps)
y_data = pdf(param, binning)
y_data = y_data[:-1] / numpy.sum(y_data[:-1])
cum_values = numpy.zeros(binning.shape)
cum_values[1:] = numpy.cumsum(y_data)
inv_cdf = interpolate.interp1d(cum_values, binning)
r = numpy.random.uniform()
return inv_cdf(r)
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Figure A.2: Energy spectrum of particles produced in the first two interactions during
shower development, obtained from LSMuonSim at final analysis level.
Dotted, vertical lines indicate the corresponding mean energies for each
distribution.
a.3.2 further particle generations
The energy spectrum of hadrons produced during the first two hadronic in-
teractions during the air shower development, obtained from LSMuonSim as
described in Section 5.4.4, are shown in Figure A.2. The contribution of hadrons
produced in the Primary production channel is defined in Section 5.4.2. The en-
ergy spectrum of Secondary hadrons includes mesons produced in the production
channels Secondary I and Secondary II, also described in Section 5.4.2.
As shown in Figure A.2, the mean energy of hadrons (dotted, vertical lines)
produced in a secondary interaction is approximately two orders of magnitude
smaller than the primary collision energy. Assuming the same scaling for the
next interaction, the resulting hadron spectrum can be approximated with an
energy spectrum, indicated by the dashed-dotted line. The mean energy of
the resulting LS Muons can then be estimated to be typically below ∼ 100GeV.
Since the threshold energy a vertical muon to reach the deep IceCube detector
is about 460GeV, the contribution of LS Muons from further re-interactions
during the shower development can be neglected in this work.
166
a.3 random number generation
a.3.3 transverse momentum
As described in Section 5.4.3, in LSMuonSim the transverse momentum for each
event is generated, using the probability density function Equation (5.4)
dN
dpT
= 2αpipT ·
(
1+
pT
p0
)β
, (A.7)
with fixed spectral index β = −3.0, α = 1.0, and p0 = 2.0GeV. The transverse
momentum for each event is randomly generated between pT,min = 1.0GeV and
pT,max = 10.0GeV using the inverse of the Cumulative Distribution Function
(CDF).
Φ(pT) ≡
∫pT
pT,min
2pip′T ·
(
1+
p′T
p0
)−3
dp′T (A.8)
=
[
−
pip30 · (p0 + 2p′T)
(p0 + p
′
T)
2
]pT
pT,min
⇒ pT(Φ) = −p0A−
√
1+ p0A− 1
A
, (A.9)
A ≡ RD ·Φ(pT,max)
pip30
−
p0 + 2pT,min
(p0 + pT,min)2
,
where RD is a random number between 0 and 1.
In order to account for a realistic pT spectrum, each event is re-weighted as
described in Section 5.4.3, by applying the weight
ωpT(E,pT) =
expectedpT spectrum
generatedpT spectrum
= N0 ·
(
1+
pT
p0
)β(E0)+3
(A.10)
to each LS Muon event. The generated and the expected spectrum are normal-
ized to 1 by applying the normalization factor
N0 ≡
∫pT,max
pT,min
p′T ·
(
1+
p′T
p0
)−3
dp′T∫pT,max
pT,min
p′T ·
(
1+
p′T
p0
)β(E0)
dp′T
. (A.11)
a.3.4 path lengths
Decay
To simulate the decay of unstable hadrons h, produced at altitude H, only
the decay term of the cascade equations (Equation (2.21)) needs to be taken
into account. With the decay length defined in Equation (2.18) they reduce to
Equation (5.10)
dΦh(E,X)
dX
= −
Φh(E,X)
λdec,h
= −
Φh(E,X)
cβγτhρ(H)
. (A.12)
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The next decay vertex of the hadron is then generated by calculating the inverse
CDF. Assuming the atmospheric density given in Equation (2.17) and that a
hadron h was produced at slant depth X(H), that decays at X(Hh):∫
1
Φ
dΦ = ln(Φ) = −
h0
cβγτh cos(θ)
·
∫X(H)
X(Hh)
1
X′
dX′
⇒ −cβγτh cos(θ) ln(Φ)
h0
= ln(X(H)) − ln(X(Hh))
= ln(X0 · e−Hh/h0) − ln(X0 · e−H/h0)
=
H−Hh
h0
⇒ −cβγτh ln(Φ) = H−Hhcos(θ) ≡ Ldec,h(Eh) , (A.13)
where the mean lifetime of hadrons is taken from the Particle Data Group
(PDG) [34]. The resulting path length Ldec,h to the decay vertex of each hadron
with energy Eh is now generated randomly by replacing Φ with a uniformly
distributed number RD between 0 and 1:
Lh,dec(Eh) = −cβγτh · ln(RD)
= −c ·
√
E2h −m
2
h
mh
τh · ln(RD) . (A.14)
Interaction
The same approach is used for any hadron produced at height H that re-interacts
in the atmosphere at height Hh. Neglecting the decay and regeneration terms,
the cascade Equation (2.21) reduce to Equation (5.12)
dΦh(E,X)
dX
= −
Φh(E,X)
λint,h
, (A.15)
with the (inverse) CDF∫
1
Φ
dΦ = ln(Φ) = −
∫X(H)
X(Hh)
1
λint,h
dX′
⇒ −λint,h ln(Φ) = X(H) −X(Hh)
= X0 · e−H/h0 −X0 · e−Hh/h0
⇒ Hh = −h0 ln
(
e−H/h0 −
λint,h · ln(Φ)
X0
)
(A.16)
By replacingΦwith a random uniform number RD between 0 and 1, the traveled
path length Lint,h of the hadron before interacting is then given by
Lint,h(Eh, θ,H) ≡ H−Hhcos θ
=
H
cos(θ)
+
h0
cos(θ)
· ln
(
e−H/h0 −
λint,h · ln(RD)
X0
)
, (A.17)
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with λint,h given in Equation (2.19). The cross-sections of hadrons are obtained
from the underlying hadronic model and can be found in Appendix B.4.
a.4 pearson correlation coefficient
The Pearson (product-moment) correlation coefficient is a measure of the linear
correlation between two variables x and y and given by [193]
rp(x,y) =
cov(x,y)
σx · σy , (A.18)
where cov(x,y) is the covariance and σx, σy are the standard deviations of x and
y. It has a value of +1 in case of a total positive correlation and −1 for a total
negative correlation. The two values are linearly uncorrelated if rp(x,y) = 0.
a.5 feynman diagrams
The Feynman diagrams for the inelastic bremsstrahlung process, as described in
Section 3.1, are shown in Figure A.3.
µfµi
ei ef
γ
γ
µi µf
ei ef
γ
γ
µfµi
ei ef
γ
γ
µi µf
ei ef
γ
γ
Figure A.3: Feynman diagrams of the inelastic bremsstrahlung process, as described in
Section 3.1.
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a.6 seasonal variations
The temperature data, taken by the NASA AIRS project [223], is shown in Fig-
ure A.4 (top panel). The corresponding temperature variations are also shown
(bottom panel). For comprehensive discussions on atmospheric temperature data,
see for example Refs. [223, 247]. The corresponding heights of the atmospheric
pressure layers are shown in Figure A.5 as a function of the annual season. The
data is taken from Ref. [248]. Figure A.6 shows the seasonal variations of events
after pre-filtering (L0), which are used in Section 7.6.
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Figure A.4: Seasonal temperature variations measured by the AIRS experiment, taken
from Ref. [223].
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Figure A.5: Altitudes of the atmospheric pressure layers as a function of the annual
season. Taken from Ref. [223]
170
a.6 seasonal variations
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Figure A.6: Seasonal variations of the event rate after pre-filtering (L0) obtained from 102
days of burnsample data (top), as well as temperature variations in various
atmospheric layers (center). The corresponding variations are combined in
the bottom panel.
171

B
S I M U L AT I O N I N P U T S
“The inside of a computer is as dumb as hell
but it goes like mad!"
– Richard P. Feynman *
In the following, the input distributions used in LSMuonSim, as describedin Section 5.4, are shown. A collection of various spectral indices of the
transverse momentum distributions, obtained from different hadronic models,
is presented in Appendix B.1. The corresponding energy spectra of hadrons,
obtained from EPOS-LHC (only), are shown in Appendix B.2. In Appendix B.3
the hadron generation probabilities are shown and the cross-sections used in
LSMuonSim are given in Appendix B.4. Finally, pearson coefficients between
hadron energy and transverse momentum, obtained from EPOS-LHC (only), are
shown in Appendix B.5.
b.1 spectral indices
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Figure B.1: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for proton-nitrogen collisions at various energies using EPOS-LHC (left),
Sibyll 2.1 (center), and QGSJet II-4 (right) as hadronic model.
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Figure B.2: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for helium-nitrogen collisions at various energies using EPOS-LHC (left),
Sibyll 2.1 (center), and QGSJet II-4 (right) as hadronic model.
* In “Feynman Lectures on Computation” (1964).
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Figure B.3: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for nitrogen-nitrogen collisions at various energies using EPOS-LHC (left),
Sibyll 2.1 (center), and QGSJet II-4 (right) as hadronic model.
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Figure B.4: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for aluminium-nitrogen collisions at various energies using EPOS-LHC (left),
Sibyll 2.1 (center), and QGSJet II-4 (right) as hadronic model.
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Figure B.5: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for iron-nitrogen collisions at various energies using EPOS-LHC (left), Sibyll
2.1 (center), and QGSJet II-4 (right) as hadronic model.
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Figure B.6: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for pion-nitrogen collisions at various energies using EPOS-LHC (left),
Sibyll 2.1 (center), and QGSJet II-4 (right) as hadronic model.
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Figure B.7: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for kaon-nitrogen collisions at various energies using EPOS-LHC (left),
Sibyll 2.1 (center), and QGSJet II-4 (right) as hadronic model.
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Figure B.8: Spectral indices β obtained from Hagedorn fits of the form Equation (2.34)
for neutron-nitrogen collisions at various energies using EPOS-LHC (left),
Sibyll 2.1 (center), and QGSJet II-4 (right) as hadronic model.
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Figure B.9: High pT hadron energy spectra obtained from proton-nitrogen (left) and
helium-nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.10: High pT hadron energy spectra obtained from nitrogen-nitrogen (left) and
aluminium-nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.11: High pT hadron energy spectra obtained from iron-nitrogen (left) and
pion-nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.12: High pT hadron energy spectra obtained from kaon-nitrogen (left) and
neutron-nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.13: All hadron energy spectra obtained from proton-nitrogen (left) and helium-
nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.14: All hadron energy spectra obtained from nitrogen-nitrogen (left) and
aluminium-nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.15: All hadron energy spectra obtained from iron-nitrogen (left) and pion-
nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.16: All hadron energy spectra obtained from kaon-nitrogen (left) and neutron-
nitrogen (right) collisions at various energies using EPOS-LHC.
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Figure B.17: High pT generation probabilities obtained from proton-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.18: High pT generation probabilities obtained from helium-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.19: High pT generation probabilities obtained from nitrogen-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.20: High pT generation probabilities obtained from aluminium-nitrogen colli-
sions at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and
QGSJet II-4 (right) as hadronic model.
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Figure B.21: High pT generation probabilities obtained from iron-nitrogen collisions at
various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.22: High pT generation probabilities obtained from pion-nitrogen collisions at
various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.23: High pT generation probabilities obtained from kaon-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.24: High pT generation probabilities obtained from neutron-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.25: All hadron generation probabilities obtained from proton-nitrogen colli-
sions at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and
QGSJet II-4 (right) as hadronic model.
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Figure B.26: All hadron generation probabilities obtained from helium-nitrogen colli-
sions at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and
QGSJet II-4 (right) as hadronic model.
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Figure B.27: All hadron generation probabilities obtained from nitrogen-nitrogen colli-
sions at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and
QGSJet II-4 (right) as hadronic model.
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Figure B.28: All hadron generation probabilities obtained from aluminium-nitrogen
collisions at various energies using EPOS-LHC (left), Sibyll 2.1 (center),
and QGSJet II-4 (right) as hadronic model.
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Figure B.29: All hadron generation probabilities obtained from iron-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.30: All hadron generation probabilities obtained from pion-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.31: All hadron generation probabilities obtained from kaon-nitrogen collisions
at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and QGSJet
II-4 (right) as hadronic model.
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Figure B.32: All hadron generation probabilities obtained from neutron-nitrogen colli-
sions at various energies using EPOS-LHC (left), Sibyll 2.1 (center), and
QGSJet II-4 (right) as hadronic model.
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Figure B.33: Inelastic hadron-air cross-section obtained from EPOS-LHC.
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Figure B.34: Inelastic hadron-air cross-section obtained from Sibyll 2.1.
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Figure B.35: Inelastic hadron-air cross-section obtained from QGSJet II-4.
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Figure B.36: Pearson correlation coefficients with respect to energy and transverse
momentum produced in proton-nitrogen (left) and helium-nitrogen (right)
collisions, obtained from EPOS-LHC.
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Figure B.37: Pearson correlation coefficients with respect to energy and transverse
momentum produced in nitrogen-nitrogen (left) and aluminium-nitrogen
(right) collisions, obtained from EPOS-LHC.
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Figure B.38: Pearson correlation coefficients with respect to energy and transverse
momentum produced in iron-nitrogen (left) and pion-nitrogen (right) colli-
sions, obtained from EPOS-LHC.
3 4 5 6 7 8 9
log10(collision energy/GeV)
−1
0
+1
co
rr
el
at
io
n
co
ef
fi
ci
en
t
pi
K
proton
neutron
kaon (EPOS)
3 4 5 6 7 8 9
log10(collision energy/GeV)
−1
0
+1
co
rr
el
at
io
n
co
ef
fi
ci
en
t
pi
K
proton
neutron
neutron (EPOS)
Figure B.39: Pearson correlation coefficients with respect to energy and transverse
momentum produced in pion-nitrogen (left) and neutron-nitrogen (right)
collisions, obtained from EPOS-LHC.
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C
A D D I T I O N A L D I S T R I B U T I O N S
“Count what is countable, measure what is measurable,
and what is not measurable, make measurable."
– Galileo Galilei *
Additional distributions, relevant for this analysis, are shown in the fol-lowing. Several lateral separation distributions for various filter levels
are presented in Appendix C.1. In Appendix C.2 various additional zenith angle
distributions, at different filter levels. Distributions of the cut variables for all
filter levels are shown in Appendix C.3, Appendix C.4, Appendix C.5, and
Appendix C.6. Various MC distributions of the transverse momentum, primary
energy, LS Muon energy, and the interaction height, are shown in Appendix C.7,
Appendix C.8, Appendix C.9, and Appendix C.10. Finally, further studies on the
reconstruction accuracies of this analysis are discussed in Appendix C.11 and
additional distributions of the effective areas are shown in Appendix C.12.
c.1 lateral separation
Various distributions of the lateral separation at different filter levels, are shown
in the following.
In-Ice
The lateral separation distributions of burnsample events (102 days) at several
analysis levels, as described in Section 6.4, are shown in Figure C.1 (L2), Fig-
ure C.2 (L3), and Figure C.3 (L4). The corresponding distributions obtained from
MC simulations are also shown, as well as the resulting data/MC ratio (lower
panels).
Figure C.5, Figure C.6, Figure C.7, and Figure C.8 show the reconstructed
lateral separation distribution of final level events, using 960 days of IceCube
data after background reduction (θ 6 60◦). The corresponding Hagedorn fits, as
described in Section 7.2 (Equation (7.1), using C = 0), are shown as solid lines.
The MC predictions represent the corresponding Hagedorn fits applied to the
true lateral separation distributions obtained from CORSIKA and LSMuonSim.
The resulting p-values of the fits, obtained from KS-tests, are given in Table C.1.
Figure C.9, Figure C.10, and Figure C.11 show the lateral separation distributions
for various primary energy bins and primary flux assumptions.
* As quoted in “Institute of Public Administration” (1967).
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Figure C.1: Lateral separation distribution at L2 filter level.
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Figure C.2: Lateral separation distribution at L3 filter level.
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Figure C.3: Lateral separation distribution at L4 filter level.
Figure C.4: Lateral separation distribution at L5 filter level.
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Figure C.5: Lateral separation distribution energy bin 1.
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Figure C.6: Lateral separation distribution energy bin 2.
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Figure C.7: Lateral separation distribution energy bin 3.
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Figure C.8: Lateral separation distribution energy bin 4.
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Figure C.9: Cosmic ray mass composition obtained from LSMuonSim at final filter level
for θ 6 60◦, assuming a H4a primary flux.
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Figure C.10: Cosmic ray mass composition obtained from LSMuonSim at final filter
level for θ 6 60◦, assuming a GST primary flux.
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Figure C.11: Cosmic ray mass composition obtained from LSMuonSim at final filter
level for θ 6 60◦, assuming a Hoerandel primary flux.
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C additional distributions
Surface
Figure C.12, Figure C.13, Figure C.14, and Figure C.15 show the reconstructed
lateral separation distribution of final level events at surface level, using 960
days of IceCube data after background reduction (θ 6 60◦). The effective areas
used for the surface estimation are given in Section 6.9 (Figure 6.17).
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Figure C.12: Lateral separation distribution energy bin 1 at surface level.
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Figure C.13: Lateral separation distribution energy bin 2 at surface level..
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Figure C.14: Lateral separation distribution energy bin 3 at surface level..
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Figure C.15: Lateral separation distribution energy bin 4 at surface level..
energy bin 〈E0〉tot 〈E0〉1 〈E0〉2 〈E0〉3 〈E0〉4
In-ice 0.460 0.003 0.006 0.156 0.168
Surface 0.297 0.002 0.006 0.085 0.096
Table C.1: p-values of the Hagedorn fits applied at final filter level, with the best fit
parameters given in Table 7.2 (in-ice) and Table 7.3 (surface).
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Figure C.16: Cosmic ray mass composition obtained from LSMuonSim at surface level
for θ 6 60◦, assuming pure flux assumptions, as described in Ref. [46].
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Figure C.17: Cosmic ray mass composition obtained from LSMuonSim at surface level
for θ 6 60◦, assuming a H3a primary flux.
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Figure C.18: Cosmic ray mass composition obtained from LSMuonSim at surface level
for θ 6 60◦, assuming a H4a primary flux.
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Figure C.19: Cosmic ray mass composition obtained from LSMuonSim at surface level
for θ 6 60◦, assuming a GST primary flux.
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Figure C.20: Cosmic ray mass composition obtained from LSMuonSim at surface level
for θ 6 60◦, assuming a Hoerandel primary flux.
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c.2 zenith angle
In-Ice
The zenith angle distributions of burnsample events (102 days) at several analysis
levels, as described in Section 6.4, are shown in Figure C.21 (L2), Figure C.22
(L3), and Figure C.23 (L4). The corresponding distributions obtained from MC
simulations are also shown, as well as the resulting data/MC ratio (lower
panels).
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Figure C.21: Zenith angle distribution at L2 filter level.
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Figure C.22: Zenith angle distribution at L3 filter level.
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Figure C.23: Zenith angle distribution at L4 filter level.
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c.2 zenith angle
The reconstructed zenith angle distributions at final analysis level (L5) for
various primary particle types, using the H3a primary flux assumption, are
shown in Figure C.24 (L5). The distributions are shown for CORSIKA (left) and
LSMuonSim simulations (right) separately. The contributions from different pri-
maries (dashed lines) only include LS Muon events (dT > 100m). No significant
effect of different primary nuclei on the zenith angle distribution is observed.
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Figure C.24: Zenith angle distribution, assuming the H3a flux assumption, obtained
CORSIKA (left) and LSMuonSim simulations (right) at final filter level.
Dashed lines show the contributions of LS Muon events (dT,true > 100m)
for various primary particle types.
Surface
The zenith angle distribution at surface level is shown in Figure C.25, for (all)
simulated events from various altitudes separately.
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Figure C.25: Simulated zenith angle distribution of all events at surface level from
various altitudes, obtained from CORSIKA (left) and LSMuonSim (right).
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c.3 total charge
The total charge distributions of burnsample events (102 days) at all analysis
levels, as described in Section 6.4, are shown in Figure C.26 (L0), Figure C.27
(L1), Figure C.28 (L2), Figure C.29 (L3), Figure C.30 (L4), and Figure C.31 (L5).
The corresponding distributions obtained from MC simulations are also shown.
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Figure C.26: Total charge distribution at L0 filter level.
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Figure C.27: Total charge distribution at L1 filter level.
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Figure C.28: Total charge distribution at L2 filter level.
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Figure C.29: Total charge distribution at L3 filter level.
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Figure C.30: Total charge distribution at L4 filter level.
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Figure C.31: Total charge distribution at L5 filter level.
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c.4 opening angle
The distributions of the reconstructed opening angles of burnsample events
(102 days) at several analysis levels, as described in Section 6.4, are shown in
Figure C.32 (L2), Figure C.33 (L3), Figure C.34 (L4), and Figure C.35 (L5). The
corresponding distributions obtained from MC simulations are also shown.
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Figure C.32: Reconstructed opening angle distribution at L2 filter level.
0 1 2 3 4 5
opening angle [ ◦ ]
10−7
10−6
10−5
10−4
10−3
10−2
10−1
ra
te
[s
−1
]
IC86 (102 days)
LSMuonSim
LSMuonSim (sig)
CORSIKA
CORSIKA (sig)
single (bkg)
multiple (bkg)
Figure C.33: Reconstructed opening angle distribution at L3 filter level.
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Figure C.34: Reconstructed opening angle distribution at L4 filter level.
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Figure C.35: Reconstructed opening angle distribution at L5 filter level.
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c.5 time difference
The time difference between the reconstructed bundle and muon track, obtained
from burnsample events (102 days) at various filter levels, as described in
Section 6.4, are shown in Figure C.36 (L2), Figure C.37 (L3), Figure C.38 (L4), and
Figure C.39 (L5). The corresponding distributions obtained from MC simulations
are also shown.
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Figure C.36: Time difference between reconstructed bundle and LS Muon track at L2
filter level.
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Figure C.37: Time difference between reconstructed bundle and LS Muon track at L3
filter level.
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Figure C.38: Time difference between reconstructed bundle and LS Muon track at L4
filter level.
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Figure C.39: Time difference between reconstructed bundle and LS Muon track at L5
filter level.
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c.6 reduced log-likelihood
The distribution of the reduced likelihood value of the first-guess LLH fit,
obtained from burnsample events (102 days) at all filter levels, as described in
Section 6.4, are shown in Figure C.40 (L0), Figure C.41 (L1), Figure C.42 (L2),
Figure C.43 (L3), Figure C.44 (L4), and Figure C.45 (L5). The corresponding
distributions obtained from MC simulations are also shown.
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Figure C.40: Reduced likelihood value of the first-guess LLH fit at L0 filter level.
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Figure C.41: Reduced likelihood value of the first-guess LLH fit at L1 filter level.
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Figure C.42: Reduced likelihood value of the first-guess LLH fit at L2 filter level.
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Figure C.43: Reduced likelihood value of the first-guess LLH fit at L3 filter level.
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Figure C.44: Reduced likelihood value of the first-guess LLH fit at L4 filter level.
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Figure C.45: Reduced likelihood value of the first-guess LLH fit at L5 filter level.
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c.7 transverse momentum
In-Ice
The transverse momentum distributions of LS Muon events at final filter level
are shown in Figure C.46 (left), in comparison to collider data (right). The
corresponding fit parameters of the Hagedorn fits, also previously shown in
Figure C.48, are given in Table C.2.
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Figure C.46: Hagedorn fits applied to the reconstructed pT distributions in ice at final
filter level for several primary energy bins (left). The fits are shown for 960
days of data (solid lines) and obtained from the true MC distributions using
LSMuonSim. Various Hagedorn distributions, obtained from accelerator
data, are also shown (right).
Primary energy 10−3 ·α [(GeV/c)−2s−1] β p0 [GeV/c]
〈E0〉1 4.6± 0.9 −8.2± 0.4 2.04± 0.17
〈E0〉2 11.9± 3.1 −8.4± 0.5 2.05± 0.21
〈E0〉3 3.3± 0.8 −8.2± 0.5 2.05± 0.20
〈E0〉4 1.2± 0.3 −8.0± 0.6 2.07± 0.20
Table C.2: Transverse momentum Hagedorn fit parameters for the fits of the form
Equation (2.34), as shown in Figure 7.15.
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Surface
The simulated transverse momentum distributions of LS Muon events at surface
level (in-ice), obtained from LSMuonSim, are shown in Figure C.47. Figure C.48
shows the corresponding reconstructed pT distributions at surface level, as well
as the resulting Hagedorn fits, with the fit parameters discussed in Section 7.4.
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Figure C.47: Simulated (true) transverse momentum distributions of LS Muons at sur-
face level, obtained from LSMuonSim. The individual contributions from
different primary energy regions are shown separately.
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Figure C.48: Transverse momentum distribution at surface level for several primary
energy bins. The Hagedorn fits shown as solid lines are applied for events
above pT,min = 2GeV/c
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c.8 primary energy
In-Ice
The simulated primary energy spectra for all analysis levels are shown in
Figure C.49 (L0), Figure C.50 (L1), Figure C.51 (L2), Figure C.52 (L3), Figure C.53
(L4), Figure C.54 (L5). The spectra are obtained from LSMuonSim and CORSIKA
simulations.
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Figure C.49: Simulated primary energy spectrum at filter level L0.
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Figure C.50: Simulated primary energy spectrum at filter level L1.
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Figure C.51: Simulated primary energy spectrum at filter level L2.
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Figure C.52: Simulated primary energy spectrum at filter level L3.
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Figure C.53: Simulated primary energy spectrum at filter level L4.
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Figure C.54: Simulated primary energy spectrum at final filter level L5.
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c.9 ls muon energy
In-Ice
The simulated energy spectra of muons with the larges lateral separation of the
shower, for all analysis levels, are shown in Figure C.55 (L0), Figure C.56 (L1),
Figure C.57 (L2), Figure C.58 (L3), Figure C.59 (L4), Figure C.60 (L5). The spectra
are obtained from LSMuonSim and CORSIKA simulations.
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Figure C.55: Simulated LS Muon energy spectrum at filter level L0.
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Figure C.56: Simulated LS Muon energy spectrum at filter level L1.
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Figure C.57: Simulated LS Muon energy spectrum at filter level L2.
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Figure C.58: Simulated LS Muon energy spectrum at filter level L3.
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Figure C.59: Simulated LS Muon energy spectrum at filter level L4.
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Figure C.60: Simulated LS Muon energy spectrum at final filter level L5.
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The simulated energy spectra of muons with the larges lateral separation of
the shower, for various zenith angles, are shown in Figure C.61 (L2), Figure C.62
(L3), Figure C.63 (L4), Figure C.64 (L5). The spectra are shown for CORSIKA
(left) and LSMuonSim simulations (right) separately. The contributions from
different zenith angles only include LS Muon events (dT > 100m).
2 3 4 5
log10(LS muon energy/GeV)
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
ra
te
[s
−1
]
CORSIKA
0 ◦ θ<30 ◦
30 ◦ θ<60 ◦
60 ◦ θ<90 ◦
2 3 4 5 6
log10(LS muon energy/GeV)
LSMuonSim
0 ◦ θ<30 ◦
30 ◦ θ<60 ◦
60 ◦ θ<90 ◦
Figure C.61: Simulated LS Muon energy spectrum at filter level L2 for various zenith
angle bins.
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Figure C.62: Simulated LS Muon energy spectrum at filter level L3 for various zenith
angle bins.
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Figure C.63: Simulated LS Muon energy spectrum at filter level L4 for various zenith
angle bins.
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Figure C.64: Simulated LS Muon energy spectrum at final filter level L5 for various
zenith angle bins.
221
C additional distributions
Surface
Figure C.65 shows the energy spectrum of the largest separated muon produced
in each simulated air shower, with muon energy above Eµ > 460GeV.
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Figure C.65: Simulated (true) energy spectrum of the muon with the largest separation
from the shower core and Eµ > 460GeV (surface level). LS Muons with
dT > 100m are shown separately (sig).
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c.10 atmospheric heights
In-Ice
Figure C.66 shows the first interaction height distribution of simulated simu-
lated events at final filter level for the seasons used in MC simulations. The
distributions are obtained from CORSIKA and LSMuonSim. The heights of
production of LS Muons, obtained from LSMuonSim, are shown in Figure C.67,
for various zenith angle directions. The resulting mean LS Muon production
height is 〈Hµ,prod〉 = (31.6± 3.9) km, shown as dashed line.
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Figure C.66: Interaction height distribution for different seasons.
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Figure C.67: Production height distribution of LS Muons at final filter level, obtained
from LSMuonSim. The mean production height is shown as dotted line
with error band.
Surface
Figure C.68 shows the interaction height distribution of simulated air showers at
surface level for various zenith angle directions. The distributions are obtained
from CORSIKA (left) and LSMuonSim (right).
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Figure C.68: Simulated distribution of the first interaction height at surface level.
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c.11 reconstruction accuracies
Figure C.69 shows the true lateral separation as a function of the reconstructed
lateral separation. The true primary energy of events at final filter level (L5) is
shown in Figure C.71 as function of the reconstructed energy, obtained from
LSMuonSim. Figure C.70 shows the true zenith angle as a function of the
reconstructed zenith angle direction.
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Figure C.69: Lateral separation accuracy of LS Muon events at final filter level (L5).
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Figure C.70: Zenith angle accuracy of LS Muon events at final filter level (L5).
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Figure C.71: Reconstructed primary energy as a function of the true primary energy of
LS Muon events at final filter level (L5).
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c.12 effective areas
The effective areas, as described in Section 6.9 and used in this work, obtained
from LSMuonSim and CORSIKA, are shown in Figure C.72.
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Figure C.72: Effective areas obtained from LSMuonSim (left) and CORSIKA (right).
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“If I could remember the names of all these particles,
I’d be a botanist.”
– Enrico Fermi *
AGASA Akeno Giant Air Shower Array
AGN Active Galactic Nuleus
AIRS Atmospheric Infrared Sounder
ALICE A Large Ion Collider Experiment
ANIS All Neutrino Interaction Simulation
ANTARES Astronomy with a Neutrino Telescope and Abyss
environmental Research
AMANDA Antarctic Muon And Neutrino Detector Array
AMS Alpha Magnetic Spectrometer
AMSB Anomaly-Mediated Supersymmetry Breaking
ARM Advanced RISC Machines
ATIC Advanced Thin Ionization Calorimeter
ATLAS A Toroidal LHC Apparatus
ATWD Analog Transient Waveform Digitizer
Auger Pierre Auger Observatory
BOREXINO Boron Solar Neutrino Experiment
BSM Beyond Standard Model
CDF Cumulative Distribution Function
CMB Cosmic Microwave Background
CMS Compact Muon Solenoid
CORSIKA Cosmic Ray Simulations for Kascade
CPU Central Processing Unit
* As quoted by M. Kaku, in “Hyperspace” (1995).
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abbreviations and acronyms
CREAM Cosmic Ray Energetics And Mass instrument
CRMC Cosmic Ray Monte Carlo
CTEQ5 Coordinated Theoretical/Experimental Project on
QCD Phenomenology and Tests of the Standard
Model 5
DAQ Data Acquisition
DC DeepCore
DOM Digital Optical Module
DPMJet Dual Parton Model with Jets
DSB DOMHub Service Board
DUMAND Deep Underwater Muon And Neutrino Telescope
EAS Extensive Air Shower
EHE Extremely High Energy
EPOS-LHC EPOS Hadronic Interaction Model
FADC Fast Analog to Digital Converter
FCNC Flavor Changing Neutral Current
FPGA Field Programmable Gate Array
Gheisha Gheisha Hadronic Interaction Model
GMSB Gauge-Mediated Supersymmetry Breaking
GPS Global Positioning System
GRB Gamma-Ray Burst
GST Gaisser-Stanev-Tilav
GUT Grand Unified Theory
GZK Greisen Zatsepin Kuzmin
H3a Hillas 3a Model
H4a Hillas 4a Model
HIJING Heavy Ion Jet Interaction Generator
HiRes High Resolution
HLC Hard Local Coincidence
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abbreviations and acronyms
IC IceCube (in-ice)
IC59 IceCube 59-string configuration (in-ice)
IC86 IceCube 86-string configuration (in-ice)
IceCube IceCube Neutrino Observatory
IceTop IceCube Surface Array
IceTray IceCube Software Framework
ICL IceCube Laboratory
ISS International Space Station
IT IceTop
KASCADE-Grande Karlsruhe Shower Core and Array
Detector-Grande
KASCADE Karlsruhe Shower Core and Array Detector
KK Kaluza-Klein
KM3NeT Cubic-Kilometer Neutrino Telescope
KS Kolmogorov-Smirnov
LED Light Emitting Diode
LHC Large Hadron Collider
LLH Log-Likelihood
LQCD Lattice Quantum Chromodynamics
LS Muon Laterally Separated Muon
LSMuonSim LS Muon Simulation Code
LSP Lightest Supersymmetric Particle
MACRO Monopole, Astrophysics and Cosmic Rays
Observatory
MCEq Matrix Cascade Equation
MC Monte Carlo
MIP Minimum Ionizing Particle
MPE Multi-Photoelectron
MSIS Mass Spectrometer and Incoherent Scatter
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abbreviations and acronyms
MSSM Minimal Supersymmetric Standard Model
mSUGRA minimal Supergravity
NASA National Aeronautics and Space Administration
NLSP Next-to-Lightest Supersymmetric Particle
NuGen Neutrino Generation Code
PAMELA Payload for Antimatter Matter Exploration and
Light-nuclei Astrophysics
PCI Peripheral Component Interconnect
PDG Particle Data Group
PE Photoelectron
pMSSM phenomenological Minimal Supersymmetric
Standard Model
PMT Photomultiplier Tube
PPC Photon Propagation Code
PQCD Perturbative Quantum Chromodynamics
PREM Preliminary Reference Earth Model
PROPOSAL Propagator with Optimal Precision and
Optimized Speed for All Leptons
PYTHIA PYTHIA Event Generator
QCD Quantum Chromodynamics
QED Quantum Electrodynamics
QGP Quark-Gluon Plasma
QGS Quark-Gluon String
QGSJet Quark-Gluon String Model with Jets
RapCal Reciprocal Active Pulsing Calibration
SBC Single Board Computer
SBM Statistical-Bootstrap Model
SciPy Scientific Python Software Package
Sibyll Sibyll Hadronic Interaction Model
232
abbreviations and acronyms
SLC Soft Local Coincidence
SMT3 Simple Majority Trigger 3
SMT8 Simple Majority Trigger 8
SMT Simple Majority Trigger
SM Standard Model
SN Supernova
SNR Supernova Remnant
SPE Single Photoelectron
SPheno Supersymmetry Phenomenology Event Generator
SPS Snowmass Points and Slopes
SUGRA Supergravity
SUSY Supersymmetry
TA Telescope Array
TOTEM Total Elastic and Diffractive Cross Section
Measurement
UTC Coordinated Universal Time
VEM Vertical Equivalent Muon
VEV Vacuum Expectation Value
WIMP Weakly Interacting Massive Particle
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