INTRODUCTION
Improving the reliability and availability of a system is increasingly important. It is more and more necessary to increase the uptime and simultaneously reduce the downtime. A considerable importance lies in the quality of maintenance that, for the growing complexity of devices, requires very specific skills, often multidisciplinary. To cope with all these issues, it may be useful to use the methodologies of emaintenance, discipline emerged since early 2000 which can be explained as excellent, efficient and effective enterprise maintenance [1] . E-maintenance can improve maintenance activities from various points of view: it allows remote support such as set-up, control, dignosis, performance monitoring and data collection and analysis [2] . In such a way the efforts to maintain the asset are therefore reduced and there are many benefits from the ability to diagnose the problems when they occur and from the capacity to improve the preventive maintenance, thanks to the machine performance monitoring [3] . One of the greatest advantages of e-maintenance is the ability to connect field systems with expertise centers located at distant sites [4] .
In the European view, there are many small and medium enterprises (SMEs) which do not have internally high level maintenance resources and who need to seek outside these resources. This involves issues of confidentiality, given the strategic importance of the know-how. It is also necessary to avoid massive losses of time to coordinate the resources. The application of e-maintenance methods gives the opportunity to organize external suppliers and to support their cooperation. [1] .
The Region of Tuscany, with the contribution of the European Union, has funded a project called "e-meccanica" [5] to stimulate the aggregation of companies, through the instrument of virtual networks, to encourage innovation of products and services. The participating companies, working in the maintenance field of industrial plants, were guided by researchers of the University of Florence. The activities, basically made for developing information systems to support the maintenance process, managed within a network of actors (maintenance provider, user, manufacturer, etc.), have merged in the development of a prototype.
The remainder of this paper is organized as follows. In the next section the need of condition based maintenance in legacy plants is explained. In the third section the state of the art of the condition based maintenance methodologies is shown with a look to the new business architecture of virtual enterprises. Then, in the fourth section, the chosen reference model is shown and, in the fifth section, the case study is described. Finally, the conclusions are developed in section 6.
PROBLEM STATEMENT
The production facilities of many SMEs are aged complex systems whose maintenance policy is a reactive unplanned maintenance, such as corrective or emergency maintenance. As well known in literature, this policy is appropriate in facilities where the installed machinery is minimal and the plant is not totally dependent on the reliability of any individual machine [6] . It might also be appropriate when the failure rate is minimal and failure does not result in serious cost setbacks or safety consequence.
Planned maintenance is the only kind of proactive maintenance to be performed in these plants. It may be constant interval or age based maintenance. Sometimes the system cannot be assumed to be restored to its original condition after the preventive maintenance, leading to imperfect maintenance management strategies. In several cases, an intrusive maintenance task may facilitate the emergence of forced outage, as described by Tsang [7] .
Condition based maintenance, on the other side, is very unusual in such cases. These maintained systems, in order to be properly managed, require skills and experience gained by the best maintainers of the company. Often we have very expensive equipment, still fairly productive, not yet to be replaced. It is difficult to introduce preventive maintenance on such assets without distorting the internal organization, besides exploiting all competencies and without excessive expense and prohibitive achievement times. The advantages of this approach are clear as the decision is made on data that truly reflect the state of the system. It is highly presumptive to assume that the state of a system would always follow the same operational curve, which is the underlying assumption in preventive maintenance. In an industrial or production environment, the system is exposed to random disturbances, which cause deviations in the operational characteristics. Hence it is highly justified to monitor the condition of system and base the maintenance decision on the state of the system [6] .
Referring to the outline of Jardine et al. [8] , the reasons why advanced maintenance technologies don't find an easy application in industry might be:
• lack of data (for incorrect approach or no data collecting);
• lack of communication between theory owners and practitioners of reliability and maintenance;
• lack of efficient validation approaches;
• frequent changes of design, technologies, business policies, and management executives. In our case of study, we could say that every one of these points can be applied.
STATE OF THE ART
After a period of initial enthusiasm, many companies are not any longer willing to search outside the maintenance competences of their facilities. The maintenance management by large contracts is in crisis. This is mainly because it involves the insertion of external operators within companies. In a period of high competition, this became a great limit, often insurmountable. It appears an increasingly appealing opportunity to take advantage of distributed networks of expertise. Secondly there are some useful diagnostic tools for on condition preventive maintenance, which are certainly affordable. Besides, expert systems have been developed, which are very useful for both their ease of use and for the capacity to manage domains with uncertainty. Given the reduced cost of data transmission and the increased speed of calculation, it is increasingly possible to centralize the management of data if you have many similar systems distributed in large geographical areas. Thus centralized systems for remote management were born, provided with various forms of artificial intelligence, interacting with operational units on the ground.
The scientific community has been investigating this opportunity during the last years. Engineers willing to develop e-maintenance architectures can find several standards for condition based maintenance, such as MIMOSA (Machinery Information Management Open System Alliance)-IEEE 1232 [9] . From MIMOSA CRIS (Common Relational Information Schema) data structure, an industry-lead team has developed the Open System Architecture for CBM (OSA/CBM) specification, which is a standard architecture for moving information in a condition-based maintenance system. It can be used by project managers implementing conditionbased maintenance systems for integrating a wide variety of software and hardware components as well as for applying a standard framework for these components. It consists of six functional blocks and interfaces of CBM systems. The helps to integrate many disparate components and eases the process by specifying the inputs and outputs between the components. The next steps of research activity involve the improvement of interoperability of applications and software [10] .
Several platforms have been developed in the recent years, such as the PROTEUS platform, aiming at integrating applications in the domain of remote maintenance of industrial installations [11] . They come from the industrial world, as the Integrated Condition Assessment System (ICAS) or the PROMISE project for integrating watchdog capabilities into products and systems for closed-looped design and lifecycle management [12] .
The reference business model for implementing a CBM approach shall be a modern and up-to-date one. The peculiar area of interest concerning legacy process plants and facilities lead us to consider a self-organizing, cooperative new business practice [13] such as Virtual Enterprises and/or Virtual Organizations (VE/VOs) [14] .
These highly dynamic organizations strengthen according to the market needs, and remain operational as long as the business opportunities persist. Thus, the main benefits that can be gained are:
• Agility and flexibility, being able to better cope with external uncertainty; • Scope economies: companies having complementary competences can integrate their know-how and exploit the relevant synergies; • Scale economies: joining a VE/VO each partner gets an apparent increase of its business dimension;
• Efficiency: a proper allocation of tasks among cooperating companies can lead to resource optimization and thus cost savings;
• Innovation: belonging to the network, companies (especially if SME's) have a major opportunity for exchanging ideas and knowledge, as the basis for their innovation processes. According to these and other reasons, several research projects (according to the ESPRIT and IST European frameworks, to the inter-regional cooperation programs such as IMS and INCO, to the NIIIP program in US) have investigated the theoretical and technological foundations to be provided for supporting the creation of these networks.
Summarizing, if a group of small specialized maintenance providers wanted to propose a better maintenance opportunity to some enterprises, they would not be able to implement a condition based maintenance service because of their small size and of the huge costs. Thus, given the peculiar area of interest of legacy plants and the small size of SMEs offering maintenance, we wanted to test CMB architectures for VE/VOs. In this new environment, beyond monitoring the system, it will be necessary to coordinate the stakeholders and to manage their competencies and responsibilities.
THE MODEL
Given the problem statement and the state of the art, we thought to develop a Decision Support System for maintenance. To achieve this it was necessary to be able to perform a real-time system diagnosis, to estimate the state of the asset, the possible maintenance actions to keep it working properly, the remaining useful life and to manage the knowledge of maintenance operators. In fact, the data generated by monitoring should be available to all stakeholders. In this way it would be possible to reduce one of the main obstacles that limit the application of these methods: the high cost of installation. For example, the knowledge of the value of a certain temperature might be useful for different actors of the VO and they could share the costs of implementation. Indeed the opportunity to have a monitoring system, capable of distributing information to the stakeholders, is the way forward to make the condition monitoring applicable even to installations operated by different maintainers.
The real time monitoring system should in turn be integrated with a knowledge base that could collect the skills and interests of all actors in the network. The system must first acquire, process, and interpret data from the system observed. Simultaneously it must recognize the connections and actively build links between the players, supporting the good functioning of communications and the necessary actions. Having seen the problem, we have designed and built a prototype plant on which we are developing the expert system.
Figure 1 -The reference model
It's a small prototype equipment resembling a small size plant, in order to have the typical behavior and problems and of a bigger one, but with the advantage of placing it in a shielded environment, such as a laboratory.
The reference model (Figure 1) is therefore made by the VE/VO that, by means of a web interface, can interact with a decision support system (named MONITO) that is monitoring the plant.
APPLICATION
The MONITO expert system was developed in visual basic, interacting with different databases. These data relate to the expert's knowledge on the plant and its failures, the skills available in the field and the interests at stake.
Since the objective of this work is to assess the possible applications of the e-maintenance methodologies in collaborative networks of maintenance companies, it was considered appropriate to create a suitable laboratory test case. The creation of case studies for the laboratory environment is frequent in literature. One of the most notable cases is the Diesel Enhanced Mechanichal Diagnostic Test Bed (DEMDTB) of the Applied Research Laboratory of Penn State University [15] . Another interesting application is the well known TELMA platform located at the University Henri Poncarè of Nancy [16] . Unlike these and other applications, in our case we have focused on issues related to the possibility of a diagnostic platform to interact with a network of firms operating in partnership.
The prototype made is a water chiller with around twenty sensors and a data logger specifically adapted. The peculiarity, which has prompted a project FMEA, is to incur in controlled faults. In this way you can create in the laboratory the conditions of a real failure without damaging the equipment. In such a manner the expert system has been tested and validated with some test campaigns. An iterative development was necessary to make the system meet the requirements.
The usefulness of reverse FMEA analysis was proven, even in the possibility of defining the instrumentation sensors to be installed. Indeed, having identified the possible failure modes, for each of them we tried to understand if there were physical parameters to be monitored that -by means of a continuous analysis -could help in defining the health status of the machine.
An interesting feature of this project is linked to the design phase. In fact, the system must be able to simulate faults, although in a protected laboratory environment, so long as this does not ruin the equipment and doesn't involve very large costs. To do this some possible ways of failure of some machine types have been identified with the help of the manufacturer, and the best type of machine suited to our purpose was identified. The choice fell on a system where it is possible to artificially create those conditions which you can bring the system under conditions as much similar as possible to a failure.
The signals acquired on the machine are: temperature, pressure, humidity, fluid levels and the presence of electric power.
After installing the monitoring equipment, in order to permit the data acquisition, an industrial partner installed its capture data card. The data acquisition card can handle both analogue and digital signals; and can handle up to a maximum of one hundred different measurements. The functions of condition monitoring, diagnostic and prognostic processing, decision reasoning and human interface were built in MS Visual Basic.
Figure 2 -A picture of the prototype
As already mentioned, this is not the first attempt to create a platform for e-maintenance. The literature is full of applications that, for some years, have been helping the scientific community to assess the benefits of these applications. The expert platform object of this work, has taken some cues from the work already carried out by researchers. The correspondence between this system and the architecture proposed by Lebold and Thurston [15] , according to the MIMOSA -CRIS relational schema, is represented in Figure 3 . To prove the potential of this rule based expert system, it was considered desirable to include some real rules and then test the functionality of the platform.
Although our application is for a laboratory environment, just like in a real case, the creation of a knowledge base is a crucial problem. Again there has been a considerable complexity: information resulting from the reverse FMEA analysis and the knowledge of a maintainer, were not sufficient to populate the database.
It was therefore considered essential to carry out some tests. The purpose of this activity was to define the threshold values of the parameters monitored. Indeed, even choosing a simplified approach consisting of the definition of three ranges ("ok", "vigilance" and "critical", as referred by Alonso Gonzalez et al. [17] ) delimited by two threshold values, we needed a numerical estimate of the monitored parameters.
In real cases, you could find some well-structured business in which it could be possible to find those parameter curves in the existing maintenance archives or databases. In some other cases, you might instead have a parametric physical model of the controlled system, which would open the way for a model-based approach instead of rule-based one [18] . Finally, if we had any historical information of the maintenance activities available, we could then implement a "case-based" expert system. The proposed platform must be capable of being applied in all these cases.
In this case, by failing to provide an expert, since this is a laboratory prototype built specially for us with unique characteristics, we had to use the simulation tool to provide a minimum knowledge to replace the expert knowledge. Some test campaigns were planned and carried out with the machine operating under particular conditions. For example, to simulate the dirt on the radiator, observational studies of the system were carried out with the radiator partially covered. We did not want to go into issues of diagnosis using the of trend analysis techniques, although there are many existing methods for trend extraction and similarity estimation [19] . In our laboratory environment it was possible to change environmental parameters only partially. For example, the surrounding temperature could vary only about ten degrees, while in industrial applications the sway intervals of environmental parameters are much bigger. Thus we didn't find it appropriate to proceed with more complex factorial experiments. The purpose of the tests was, therefore, to simulate the learning phase and the transfer of information from the expert know-how to the technical staff which is going to populate the knowledge base of the expert system.
The knowledge base has been codified and formalized within a database. This is able to communicate both with the data capture card and with the inferential engine. The database contains all the information necessary for the management of all the players that constitute the VE/VO. Figure 4 shows the trend over time of the compressor inlet and outlet pressure values just before and after a failure. You can see how the pressure values rise when the machine can't exchange heat properly, until it reaches the top safety value when the security system stops the compressor and the inlet pressure reaches the output values.
The trial step, still ongoing, is completing the knowledge base and verifying that the emission of alarms by the monitoring system is as much correct as possible. At the same time, the skills of the network of actors have been codified and incorporated into the database to enable timely information of the figures involved. Currently, the system provides the possibility of sending a notice by e-mail, even if there is the possibility to interact via short message service. The failure modes controlled are presented in Table 1 .
Figure 4 -Compressor I/O pressure values during a failure
After this phase, the next activity will be the introduction of a tree based inferential engine, basing on Bayesian networks. 
RESULTS
The maintenance platform is based on a "rule based" expert system. The rules are parameterized and are loaded in the program as a part of the knowledge base and may be updated, increased and deleted. The skills and the interests of actors were also coded.
Following some abnormal parameters, which can lead to a failure, the platform can automatically have the definition of the requested interventions, the identification of the interested stakeholders and an indication of the importance of the malfunction. The latter is based on an estimate of the remaining useful life, that can be evaluated according to the many methods known in literature [18] , in order to have a quantified prognosis. This makes it possible to effectively coordinate the actors, while keeping inside the company those skills gained through years of experience and in an affordable way. Indeed the low cost of implementation can be pointed as the most interesting feature of this application together with the opportunity to be applied also to legacy plants after an in-depth engineering analysis.
