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ABSTRACT 
This thesis presents a scheme for scheduling of wireless adhoc networks by using 
directional antennas using the concept of frequency reuse. The idea of wireless adhoc network 
communication is taken one step further by adding directional antennas for both wider 
coverage and can also be used for maximizing the throughput by using the concept of 
frequency reuse.   
This system can be applied to any adhoc network and can be scaled for dense 
networks. Most wireless adhoc networks use the same channel and try to send information by 
using an old protocol of CSMA/CA. Throughput remains a major hindrance in the case of 
adhoc networks which have to compete for the same channel. 
 
This thesis modeled an adhoc network in which there is traffic to be sent in pairs from 
every node to every other node and the advantages of using the frequency reuse scheduling 
scheme is observed. A routing scheme in which the node which sends data first is given 
precedence and also a shortest first routing scheme where all the data transfers which are 
closest are sent first so that they do not interfere with others and provide maximum 
throughput are also analyzed. 
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This thesis seeks to extend the benefits of mesh networks by taking advantage of the 
directional antennas to allow simultaneous conversations to happen at the same time. We 
show how much the capacity can be increased and then develop scheduling schemes to 
balance capacity and fairness. Those connections which are lower priority might not be given 
fair access otherwise. 
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CHAPTER 1 
INTRODUCTION 
 
Wireless adhoc networks are types of wireless networks where there is no pre-existing 
infrastructure and have a purely decentralized form of communication. Routers and base 
stations are absent in this type of a network. Data is sent by forwarding to other nodes. 
Forwarding routes change depending upon the density and the connectivity in the network. 
Adhoc networks generally use a flooding method to transfer data from one node to the other 
node. 
Wireless adhoc networks‘ decentralized nature makes them usable where a traditional 
wired network or a base station cannot be deployed; this has made it popular for military 
applications. There is very little configuration as well as their routing protocols can be 
adapted for the environment which makes them very useful in emergency scenarios.  
 
1.1 Wireless Mesh Networks 
 
Historically, all wireless networks suffer from the same type of limitations of wired 
networks where the information path is limited to a single route back to the central controller 
or base station; if the route becomes unavailable, the entire network becomes unusable. It is 
highly dependent on all the nodes being active at all times. Taking error probabilities and cost 
into consideration, it is very difficult to maintain these types of networks. A wireless mesh 
network can overcome these types of weakness by having multiple paths for data to be routed 
across the network. 
2 
 
The alternatives of wireless mesh networks are  
 Telephone lines, which is an expensive way of maintaining a network because of cost 
of installation and also network congestion during peak hours. 
 Direct wire, this is also very expensive, but can have a single point of failure and also 
backup could be a problem or sometimes unavailable. 
 Dedicated channels  
 Cellular networks 
 Satellite 
All these have a high cost of installation and some are not practical in some scenarios. 
Mesh networks can overcome these types of difficulties, and have the following advantages 
over wired networks. 
 Redundancy, where the network is down only if enough nodes are not working to 
partition the network, since the mesh network automatically finds a different way of 
sending the data. Or in case of flooding, data is sent in different paths depending upon 
the latency and conditions of the network at that point of time. 
 High reliability due to no single point of failure 
 Network connectivity, since there are no physical connections 
 Low ownership cost in sparsely used networks 
 Low cost of initial deployment 
 
1.2 Architecture 
The wireless adhoc network architecture has no centralized control or base station like 
a cellular network. It is a collection of wireless mobile routers which can move around 
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randomly in any kind of topology, and may or may not be connected directly or indirectly to 
internet. It is an efficient way of communication where there is no pre-installed infrastructure. 
Not only can neighboring nodes communicate, but they can also forward packets which are 
meant for other nodes in the network. This is called hopping. Adhoc networks have certain 
advantages over typical networks being that even if one node fails, data can be forwarded by 
using another node for hopping. Data can flow in any path from the source to destination.  
A mesh network is an adhoc network with certain stationary nodes knows as 
infrastructure nodes. These provide a more stable communication backbone, see fig 1.  
This property of wireless mesh networks makes them usable where high redundancy of the 
network is required so that communication is not completely disrupted when one node or 
router fails. These nodes transfer data from one to another using a set of rules called as 
routing protocols. 
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  Fig 1: example of a wireless mesh network [1] 
 
1.3 Routing Protocols 
There are many routing protocols for data transfer in a wireless adhoc network. 
  Pro-active routing 
Maintains data routes in tables, has certain advantages like speed but also maintaining 
the tables up to date is a disadvantage. 
  Reactive (on-demand) routing 
Finds the route only when it has a packet to send. Can also find an alternate route 
when traffic becomes high, but can also have high latency. 
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  Adaptive (situation-aware) routing  
This combines advantages of both proactive and reactive routing and responds 
differently in each scenario. 
  Hybrid (both pro-active and reactive) routing  
Uses both proactive and reactive depending on the geographic areas 
  Hierarchical routing protocols  
  Host Specific Routing protocols  
 Geographical routing protocols  
  Power-aware routing protocols  
  Multicast routing  
 Location based routing protocols 
 Location aware routing protocols 
 
1.4 Applications 
Typical applications of wireless mesh networks are 
 Military deployments and temporary venues 
 Wireless broadband for hard to reach/sparsely populated areas 
 Emergency networks 
 Disaster communication 
 Surveillance systems which require less information to be transmitted. 
 Intelligent transportation system 
 Sensor networks 
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1.5 Contribution 
This thesis seeks to extend the benefits of mesh networks by taking advantage of the 
directional antennas to allow simultaneous conversations to happen at the same time. We 
show how much the capacity can be increased and then develop scheduling schemes to 
balance capacity and fairness. Those connections which have lower priority might not be 
given fair access otherwise. 
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CHAPTER 2 
BACKGROUND STUDY 
 
This is a study of all the different concepts which are used in the design of this thesis. 
 
2.1 Frequency Reuse 
 
Frequency reuse is a cellular concept where a different frequency is used in the same 
area for transmitting signals to reduce interference and to utilize the spectrum in a better way. 
The same sets of frequencies are reused throughout the area of coverage. This is best seen in a 
cellular radio concept. The amount of spectrum that any device can use is limited and this is 
done to maximize the utilization of the spectrum. The area is divided into hexagonal cells 
where one frequency is used in one cell, and a different frequency is used in the adjacent cell. 
The amount of reuse of the same frequencies is called frequency reuse factor [1]. 
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   Fig 2: Frequency reuse pattern [2] 
 
If the entire area was using the same frequency, only one of the transmissions can take place 
at a time and others would have to wait in a queue until the use of current one is complete. An 
example of how to handle this is CSMA/CA which is Carrier Sense Multiple Access with 
Collision Avoidance; this is a scenario where all the nodes try to access a single channel, and 
then if they collide, go into a back-off state and try again. This is avoided by creating multiple 
channels to increase the throughput.  
When a frequency reuse pattern is used, the cell which is using the same frequency 
will cause a co-channel interference effect and also the adjacent cells which are using 
different frequencies will cause adjacent channel interference. These types of interferences 
can be reduced by further splitting the cells into sectors and using directional antennas 
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The determining factors for frequency reuse are reuse distance D and cell radius R 
    D=√3N 
 
Where N is number of cells per cluster. Frequency reuse factor is generally written as 1/N.  
Frequency reuse has some tradeoffs with capacity and interference. As the number of 
cells increase, spectrum efficiency decreases. But the amount of traffic it can carry is 
increased. 
 
These cellular networks have advantages like 
 High capacity of the system 
 Power reduction by using directional antennas and splitting into cells. 
 Larger coverage area. 
 
But also have disadvantages like 
 Decreased spectrum efficiency 
 Co-channel interference. 
 Adjacent channel interference 
 
This concept of frequency reuse also applies to this thesis where there is only one 
frequency that can be used, but by utilizing the properties of directional antennas also, two 
simultaneous transmissions can be made possible even when there is a single frequency 
channel. 
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2.2 Directional Antennas 
 
 A Directional antenna radiates power in the direction desired, reducing interference 
from unwanted sources and increasing the performance in a certain direction. An 
Omnidirectional antenna (which radiates power equally in all directions equally) is generally 
used in an adhoc network because coverage is required in all the directions equally. The same 
antenna is used for transmission as well as reception with the use of a coupler. These are 
common for point to multipoint transmission and work well in the case of adhoc networks 
where data is generally transmitted by the method of flooding. 
One of the types of directional antennas which can be used for adhoc networks is a 
smart antenna; it is an adaptive array antenna which forms a beam/radiation pattern in the 
direction required. The two main types of these antennas are switched beam which has many 
available fixed beam patterns and one is selected according to the direction required and 
adaptive array type which steers the beam in the desired direction.  
 
   Beamwidth 
     
    
 
 
 
Fig 3: beam width of a directional antenna 
Beamwidth (degrees) 
                      
-3 dB 
 
11 
 
The beamwidth of a directional antenna is calculated as the angle where the power drops by 
3db or half of the total power. 
Typical beamwidth of these types of antennas vary between 10 degrees to 30 degrees based 
on their price and usage. These are the best type of antennas for point to point wireless links 
and cause minimum interference. 
 
Advantages of Directional antennas: 
 Increased capacities, several directional antennas can be used in the same area using 
spatial diversity while still utilizing the same channel for communication and 
providing acceptable SNR. 
 Range. They focus energy within the beam, so are more efficient. 
 Security, there is less signal bleeding beyond the region of the receiver, so there is no 
signal interference to unwanted nodes. 
 
2.3 Fresnel Zones 
 Antennas work best when there is no interference in their Fresnel zone. Radio waves 
travel in straight line from transmitter to receiver but if there is an obstacle near the path, the 
power of the received signal is reduced. It depends on the blocking of the zone. If an object is 
blocking the Fresnel zone, the received signal will be out of phase and may cancel out the 
signal and reduce the SNR and make it unusable. 
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Fresnel zones can be visualized as concentric ellipse having the transmitter and 
receiver at the ends of major axis. 
 
 
 
Fig 4: Fresnel Zones [20] 
 
Transmissions are uninterrupted when at least 55-60 % of the Fresnel zone is not blocked by 
any object. 
 
This idea is implemented in the thesis and the link between a transmitter and receiver 
is represented by an ellipse. Different beamwidths gives ellipses of different minor axes. 
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2.4 Energy and Throughput based Approach 
 
 Routing in the adhoc network is dependent on the range the nodes can transmit. If the 
range is less, then the nodes have to communicate using a flooding based protocol. If the 
nodes are placed sparsely then a reactive or proactive based routing protocol is better. 
If the range of the nodes is high, then every node is within the range of one another 
and a medium access control (MAC) protocol is vital to efficient sharing. MAC protocols can 
be random access or reservation based. When they are using the same channel, there are more 
collisions and a collision avoidance scheme should be implemented. 
 
There are many different optimization objectives which vary depending on the scenario. 
They are  
 Maximum battery life, since all adhoc nodes run on battery power. 
 Maximum throughput, which becomes low as the density or range of the nodes 
increases. 
 Maximum connectivity 
 Minimum overhead per packet sent 
 Low cost 
 Minimum delay. 
 
The different type of routing and MAC layer protocol which is to be used in different 
scenarios is summarized in the table below. 
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Table 1: Types of Routing 
 
 High mobility Stationary High density Sparse 
ROUTING PROTOCOL 
Flooding X  X  
Pro-active  X  X 
On-demand X X  X 
MAC LAYER 
TDMA  X X  
CSMA/CA X   X 
CDMA X   X 
 
     
Depending on the scenario, the adhoc network should have short hops or long hops. 
 
 
 
   1  2        3                 4 
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The power for a transmission is proportional to the distance 
 
Pr α Pt  (1/ d
n
) 
 
Pr – Power received 
Pt – Power transmitted 
d – Distance 
n – Pathloss exponent, in this case = ‗2‘ 
 
For 3 hops, in the figure above when distance from 1 to 4 is ‗d‘ and each hop is ‗d/3‘ it 
is   1/21 
th
 of the energy for each individual hop when compared to the long hop from 1 to 4. 
 
Only 1/9
th
 of the energy is needed when a multihop approach is used in an adhoc 
network. But also there are many more simultaneous transmissions which have to take place.  
This may decrease the throughput. So there is a trade -off in the multihop approach between 
energy, throughput and also delay. 
 
Directional antennas are useful in the single hop approach and the routing protocol 
should also make sure that they do not interrupt any other transmissions. 
 
There are still reasons to consider why longer hops are better however: 
 Less routing overhead 
 Lower delay 
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 Longer hops have less congestion and interference. 
 Have more nodes in range. While short hops means more transmissions 
 Lower probability of packet loss 
One hop/P1       3 hops/1-(1-P3)
4
 
P3 = 1- 
4√ (1-P1) 
P3 = 1-(1-1/4P1) 
 Power amplifiers do not save energy at a lower output 
 Energy is not saved until there are power control frames sent. 
 Less congestion and better QOS 
 
2.5 Related Work 
This thesis focuses on the scheduling schemes for wireless adhoc networks, but there has 
been related work done on the routing mechanisms, which include Location Aided Routing 
[4] where the source could specify the request zone or the estimated zone of the 
target/destination node depending on the mobility of the nodes. This means that only a few 
nodes will actually forward the route discovery packets. If the estimated distance between the 
source node and destination is known, then, only the nodes which are closer than that 
distance from the destination participate in route discovery. Another scheme which uses on 
demand routing [5] stores the last known direction of the destination node and when it has a 
packet/data to send to that node, it will do so by using directional antenna pointing in the 
desired direction, in case of mobile nodes, depending on the mobility of nodes and also on 
the last packet sent, will initiate a route discovery in the  same direction last known, assuming 
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the node did not move from the last known location, it  will be possible to send data to the 
node, if it is not found, then the whole network is flooded. 
 In our thesis, it is assumed that the routing protocol would be proactive and the locations 
of the nodes are known and the nodes would maintain the location co-ordinates in a table and 
depending on the mobility of the nodes, the route discovery is initiated again to refresh the 
data in the tables. 
There are other routing protocols for adhoc mobile wireless networks [7], [12], and [17] 
like cluster head gateway switching, on demand distance vector routing and dynamic source 
routing. The choice between table driven routing protocol and on-demand routing protocol 
depends on the density and mobility of nodes in the network. 
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CHAPTER 3 
DESIGN 
 
This thesis is about developing a scheduling scheme for wireless adhoc networks for 
throughput optimization. This is done by taking concepts which were listed above, the 
concept of frequency reuse and spatial diversity, directional antennas and beam forming, the 
concept of Fresnel zones and also the long direct path approach instead of traditional short 
hops for data transfer between two nodes. 
 
3.1 Assumptions 
There are many constraints in the simulation, like negligible time for the nodes to 
process the information, which may not be applicable in the real world. This protocol is 
studied taking all nodes into consideration, and rules are applied to all the nodes in the 
network. A randomly placed group of nodes comprising an adhoc network is taken and 
studied, implying various conditions and testing in various scenarios. The system is scaled 
and the performance is analyzed at every level.  
 Location based routing is where much work has already been done and various 
geographical aware routing [5] and on demand routing using directional antennas [6]. Routing 
protocols have been developed for shortest path routing [7] which does not include directional 
antennas. 
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Here are other assumptions: 
 Directional antennas are assumed to provide only increase in SNR 
  Packets/data are sent or received only if the Fresnel zone or the ellipse between the 
sender and receiver is not obstructed by any other node already transmitting or 
receiving. 
 Node positions are known for the directional antennas to point.  
 Collision avoidance is taken into consideration while the scheduling is designed. 
 Slotted time frames are used so that the performance can be improved based on nodes 
transmitting in a single time slot. Any numbers of nodes when they are not interfering 
with already established connections are allowed to transmit in the same time slot. 
 The time taken for the connection to establish is considered negligible. And to have 
fairness among all the nodes, a node is not allowed to send a second time until the 
other nodes have at least one chance to send or receive. 
 
A shortest first approach is also tested where the shortest connections are prioritized. 
When shorter connections are selected out of the available connections, the probability that 
they lie in the path of other nodes is greatly reduced, thus increasing the overall efficiency of 
the system. This can be done where throughput is more desirable than latency of the network. 
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3.2 Establishment of Connections 
 
Simulation is done in MATLAB, the version used here is R2008b and R2010a  ; 
Nodes are placed at random, then a sequence of node pairs are created which are 
communicating with each other. 
 
If there are 20 nodes, a sequence of nodes is simulated where nodes are 
communicating in pairs. The nodes are randomly assigned in pairs to check the performance 
and promote fairness. 
 
[2 7 6 1 3 20 5 11 19 13 12 8 18 4 15 9 14 10 16 17] 
 
Nodes 2 and 7, 6 and 1 etc. are pairs which are communicating. 
 
These pairs are randomized to determine the order in which they will try to access the 
channel and to promote fairness, and then communication between these pairs is analyzed by 
varying the metrics of beamwidth. 
 
[9  14 17  16  5 11  18  4  7  2  20 3 15 9  19 13  10  16 ] 
 
The nodes which are in the front of this matrix are the nodes which will establish a 
connection first; this is given a priority or considered first in the queue. The rest of the pairs 
establish connections based on some rules without damaging the already existing connections. 
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The reusability of the spectrum in the case of omnidirectional antennas and using a 
CSMA/CA protocol is 1.0; in this type of scenario only one connection can take place at a 
time, whereas in our scheduling scheme, due to the use of directional antennas, multiple pairs 
of nodes can communicate simultaneously in the given timeslot. So the efficiency is 
increased, which is studied here. We want to see how this changes, as the number of 
connections increase. 
 
3.3 Rules 
 
The rules based on which the nodes will transmit or receive are below: 
 
CASE 1: 
 
 1 2 3 
 
 
 
4 
 
When node1 is transmitting to node 3, node 2 cannot transmit or receive. But node 4 
as it does not lie within the Fresnel zone can transmit to any other node other than node 2 in 
the same time slot. 
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CASE 2: 
 
   1  3 
 
 2 4 
 
 
 
In this case, node 1 and 3, as well as 2 and 4 can send data within the same timeslot, 
because they do not lie in the Fresnel zone of each other. This doubles the efficiency of the 
network. 
 
CASE 3: 
 
 
 1 3 2 4 
 
 
 
In this case, when node 1 is transmitting to node3, 2 is very close to node 3 and even 
when using a directional antenna, due to the lack of any tight power control .The signal is also 
received by node 2, which also cannot transmit or receive.  
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CASE 4: 
 
 
 1 3 2 4 
 
 
In this case, when node 1 and 4 are sending / receiving data, nodes 2 and 3 cannot 
send or receive because they lie within the Fresnel zone just as case 1 but on the contrary,  
 
 
CASE 5: 
 
    1 3     2    4 
 
 
             In this case, when 2 and 3 are sending or receiving data first, nodes 1 and 4 are out of 
the Fresnel zones of the communication between nodes 2, 3. However nodes 1 and 4 cannot 
communicate with each other because they would interrupt nodes 2 and 3 which are already 
sending data. 
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CASE 6: 
 1 
 
 2 4 
 
 
 3 
 
               In this case, both of the transmissions can take place even though the Fresnel zones 
are intersecting; there are no nodes that lie within the zones of each other. This kind of 
frequency reuse is only possible by the use of directional antennas 
              These constraints are set and the performance of the scheduling scheme is analyzed 
on a timeslot basis. The nodes which can send in the first time slot vary depending upon the 
distance between them and also the beamwidth which is an important factor. 
               A node is allowed to transmit or receive only when all of the above cases are 
checked. The nodes which were not able to send data in the first timeslot wait until the second 
slot and then try again. The nodes which have sent data have to wait until all of the other 
nodes have sent or received at least once to ensure fairness. 
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CHAPTER 4 
SIMULATION 
 
We consider three scenarios in the simulation 
4.1 SCENARIO 1: 
The randomly placed 20 nodes in this scenario are assumed to be either sending or 
receiving the data at any particular time and are grouped in pairs. The number of time slots 
taken is compared to a CSMA/CA protocol with omnidirectional antennas. 
The nodes are assumed to be continuously generating data and are waiting to send to 
other nodes randomly at any given point of time. A slice of this is taken and analyzed here in 
the first scenario. 
 
This is the fixed placement of the nodes for this scenario and is done for better visual analysis 
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Fig 5: Node placement 
 
The sequence of nodes which are ready to send or receive data at the particular time is  
 
[9  14 17  16  5 11  18  4  7  2  20 3 15 9  19 13  10  16 ] 
 
In this case, the sequence of nodes is the same so as to compare the effects of varying 
beamwidth and fairness issues. 
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The nodes 9 and 14 are assumed to be the first ones establishing a link, then the nodes 17 and 
16 are assumed to be given the next priority; these can communicate given only when all the 
conditions for establishing a link are fulfilled. 
The links which are successful at being established in the first time slot, i.e. when no 
other node is able to communicate within the given pairs, their communication is shown 
below in a blue ellipse, the ellipse depicting the Fresnel zone. The rest of the nodes that were 
not successful in transmitting and receiving are circled in red. 
 
 
   Fig 6 : First time slot – 30 Degree Beamwidth 
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In this scenario, there are only three pairs of nodes which have sent the data in the first 
time frame. Different beamwidth and different pairs of nodes would yield different patterns 
and results. 
 
 
 
Fig7: Second time slot – 30 Degree Beamwidth 
 
The nodes which send in the second timeframe are shown with pink ellipses.  
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   Fig 8 : Third time slot – 30 Degree Beamwidth 
 
The connections which are successful in the third timeslot nodes are shown with a red 
ellipse. The number of nodes that are able to send in a particular time slot depend upon the 
density of the network, the arrangements of the nodes and also the bandwidth. 
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Fig 9: Fourth time slot – 30 Degree Beamwidth 
 
The connections which are established in the fourth timeslot are shown here in black ellipses. 
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   Fig 10: Fifth time slot – 30 Degree Beamwidth 
 
The fifth timeslot nodes are in green ellipses. 
 
This particular arrangement of nodes and beamwith with this number of 
communicating pairs of nodes took 5 timeslots to complete. This may be different for  
different set of nodes when compared to this scenario,  these results are analysed in the table 
below. 
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Table 2: Slot Characteristics 
Timeslot 1 2 3 4 5  
 3 4 1 1 1 Number of node pairs which sent 
 10 7 3 2 1 
Number of node pairs waiting to 
send 
 
A total of 20 nodes sent or received the data;  
This test scenario was completed in 5 timeslots, which using a CSMA/CA protocol would 
have taken 10 slots since only one pair could send per timeslot. So the efficiency is 
(10pairs)/(5slots) =  2.0 over CSMA/CA with this type of scheduling scheme in the analyzed 
scenario. 
The slot characteristics change depending upon the arrangement of the nodes. 
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4.2 SCENARIO 2: 10 degree beamwidth 
 
 
 
   Fig 11: Time slots – 10 Degree Beamwidth 
 
This is a scenario where the beamwidth is only 10 degrees, so there are fewer nodes 
that interfere in the Fresnel zone of the existing connections, so the gain here is very high, 5, 
because of all the transmissions were successful in two time slots. 
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4.3 SCENARIO 3: 20 degree beamwidth 
 
 
 
   Fig 12: All time slots – 20 Degree Beamwidth 
 
In this scenario where beamwidth is 20 degrees, there are 3 timeslots needed for 
complete transmission, so the gain is (10pairs)/(3slots)  =  3.33. 
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CHAPTER 5 
SCHEDULING SCHEMES 
 
In the previous scenarios there was a fair chance for all of the nodes to get the first 
time slot. 
 
This can be changed for more efficiency; the distances between the nodes that are 
waiting for transmissions are checked and the one with the shortest distance is given priority 
so that more number of shorter links can be accommodated in a single timeslot. The pairs of 
nodes are sorted in the list in such a way. The distances to each node can be an approximated 
in the real world scenario and can be easily maintained in a table along with the direction of 
the node‘s location. 
This is a shortest first type of scheduling since shortest links are given priority, but in 
certain cases when scaled up, the overall throughput has increased, since priority is given to 
the shortest link. 
The comparison between random and shortest first scheduling is shown below. For the 
same beamwidth, the shortest first type of scheduling selects the shortest links first. The effect 
of this is not seen as much when the numbers of nodes are small. But can be seen when 
scaled. 
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Fig 13: Beamwidth 10 degrees, random scheduling. 
 Gain = 5 
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Fig 14: Beamwidth 10 degrees, shortest first scheduling. 
Gain = 5 
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Fig 15: Beamwidth is 20 degrees, random scheduling. 
Gain =3.33 
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Fig 16: Beamwidth is 20 degrees, shortest first type of scheduling. 
Gain =3.33 
 
Here, there is only 1 pair of nodes which is sending in time frame 3 which is in red 
ellipse, this type of scheduling scheme enables us to include more pairs in the timeframe 3 
without disturbing the existing connection; then the throughput can be increased beyond what 
is normally available. 
 
Depending on the number of timeslots that are taken for the given number of nodes 
and traffic scenario, the buffer at the node can be varied to prevent overflow of the generated 
data.  
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In the first scenario, the buffer is 5 
Second scenario, the buffer is 2 
In the Third scenario, the buffer is 4 
 
5.1 Distribution of Nodes 
The distribution of nodes which are waiting to transmit and which have successfully 
transmitted is analyzed below (fig 17). 
 
The X axis indicates the number of nodes which are waiting to transmit and the Y axis 
represents the number of nodes which have successfully transmitted or received out of the 
corresponding number of x nodes. 
The distribution plot for 20 nodes is plotted below. 
 
 The graph for random scheduling scheme: 
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   Fig 17: Distribution of nodes (20 nodes)  
 
This is a distribution of nodes for 10 different locations of nodes and also different pairs of 
nodes. 
 
Group 1 is the nodes which are in the first time slot. So there are average 13 nodes which 
have either sent or received data in the first time slot. 
 
Group 1 
Group 2 
Group 3 
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Group 2 is the nodes which are in the second timeslot. The average nodes that are trying to 
send are 7 and the number that access the second timeslot are 5. 
 
Group 3 is nodes which are in the third timeslot. The numbers of nodes which are trying to 
send are less than 2. And almost every node is sent in the third timeslot. 
There are scenarios in which nodes complete data transfer within two timeslots. 
The distribution of such nodes varies with the number of nodes and density of the network. 
 
 
   Fig 18: Distribution of 50 nodes 
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In this scenario, where the number of nodes is 50, there are 5 groups indicating that the 
number of timeslots that are required on an average is 5. 
 
5.2 Scalability 
 
The scenarios discussed earlier were limited to only 20 nodes which could be very 
small depending on the type of application where they are required. This scheduling 
mechanism is also tested using more nodes and different types of beam widths to accurately 
determine its advantage over traditional scheduling schemes. 
 
This is termed here as throughput enhancement which is average number of connections 
which are established vs the total number of nodes. This is described in the graph. (Fig 19) 
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   Fig 19: Number of nodes vs average connections 
 
This shows the graph where the number of connections is varied from 10 to 100 and plotted 
against the average number of connections that are established in the first timeslot. 
 
The Red plot shows the random scheduling scheme and black is the shortest first scheduling 
scheme for Beamwidth is 20 degrees. 
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It is observed here that there has been an increase in the number of nodes which are 
transmitting in the first timeslot when the nodes are increased, but the graph is not linear. 
There are also cases where the number of nodes transmitting in the shortest first scheduling 
scheme is less than the random scheduling case for the same number of nodes due to the 
random nature of the simulation. 
But there is an overall increase in wireless capacity in the shortest first scheduling scheme for 
the same number of nodes. 
 
 
Fig 20: Number of nodes vs. average connections for different beamwidths. 
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This graph shows the average number of connections when the number of connections 
increase from 10 to 500. 
The average number of connections per node decreases as the nodes increase, this is 
because the density of the nodes increases. 
There are more nodes which are not able to send data when the node density becomes high or 
even in this plot, as the beam width becomes high, more nodes fall inside the Fresnel zone of 
the existing connections. 
Black- 10 degree beamwidth 
Red- 20 degree beamwidth 
Green- 30 degree beamwidth 
The balancing consideration is that it is cheaper to build devices with wider beam 
widths than narrow beams because narrow beams require more number of antennas and more 
sensitive chipsets, which relate to more cost per device. 
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Fig 21: Number of nodes vs. Average connections for different beamwidths 
and different scheduling schemes. 
 
Black- 10 deg beam width 
Red- 20 deg beamwidth 
Green-30 deg beamwidth 
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CHAPTER 6 
FUTURE WORK 
 
There are four considerations for how future work can take advantage and improve upon this 
work 
 
 We have presented extremes of random and shortest first scheduling. If we give 
priority to shorter connections, but also consider some level of fairness, we can 
achieve different scheduling schemes that provide a balance between the extremes. 
 This thesis can be enhanced by also utilizing the second and after timeslots for the 
other nodes which are waiting in the queue. This means that there are continuous pairs 
of nodes which are waiting to transmit and receive at any given point of time. 
 This can be developed into a Routing protocol taking the location aware routing into 
consideration and applying this scheme over it in order to maximize the throughput of 
the network. 
 For larger and denser networks, it can be split into clusters if there is more data which 
has to be sent between certain clusters. Each cluster would use different frequency 
which could improve the throughput as the efficiency is very high when there are less 
number of nodes which communicate directly. 
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