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FOUR PROBLEMS REGARDING REPRESENTABLE FUNCTORS
G. MILITARU
Abstract. Let R, S be two rings, C an R-coring and CRM the category of left C-
comodules. The category Rep (CRM, SM) of all representable functors
C
RM→ SM is
shown to be equivalent to the opposite of the category CRMS . For U an (S,R)-bimodule
we give necessary and sufficient conditions for the induction functor U ⊗R − :
C
RM→
SM to be: a representable functor, an equivalence of categories, a separable or a
Frobenius functor. The latter results generalize and unify the classical theorems of
Morita for categories of modules over rings and the more recent theorems obtained by
Brezinski, Caenepeel et al. for categories of comodules over corings.
Introduction
Let C be a category and V a variety of algebras in the sense of universal algebras. A
functor F : C → V is called representable [1] if γ ◦ F : C → Set is representable in
the classical sense, where γ : V → Set is the forgetful functor. Four general problems
concerning representable functors have been identified:
Problem A: Describe the category Rep (C,V) of all representable functors F : C → V.
Problem B: Give a necessary and sufficient condition for a given functor F : C → V to
be representable (possibly predefining the object of representability).
Problem C: When is a composition of two representable functors a representable functor?
Problem D: Give a necessary and sufficient condition for a representable functor F : C →
V and for its left adjoint to be separable or Frobenius.
The pioneer of studying problem A was Kan [10] who described all representable functors
from semigroups to semigroups. A crucial step related to problem A was made by Freyd
in [9]: if C is a cocomplete category and V a variety of algebras then a functor F : C → V
is representable if and only if F is a right adjoint ([1, Theorem 8.14]). A book dedicated
exclusively to problem A is [1] where the category Rep (C,V) is described for different
categories of varieties of algebras C and V. The fundamental example is the following
([1, Theorem 13.15]): let R be a ring and R−Rings the category of R-rings. Then the
functor
Y : (RMR)
op → Rep (R−Rings, Ab), Y(M) := RHomR(M,−)
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is an equivalence of categories, where Ab is the category of abelian groups. G. Janelidze
pointed out that problem A can be rephrased in a more elegant manner as follows: Let
T be the corresponding Lawvere theory associated to V. Then a representable functor
F : C → V is just a functor F : C → Set equipped with an isomorphism F ∼= HomC(C,−)
and a T -coalgebra structure on C (that is, a structure making C a model of T in Cop).
Then the problem A is reduced to: Describe the category of models of T in Cop.
Concerning the problem B, several universal constructions in mathematics like free
groups, tensor products of modules, tensor algebras, algebras of noncommutative dif-
ferential forms give answers to it in the trivial case V = Set. We shall indicate two
examples in the case of categories of modules. For an (S,R)-bimodule V , the induction
functor V ⊗R− : RM→ SM is representable if and only if V is finitely generated projec-
tive as a right R-module [11, Theorem 2.1]. On the other hand the property of a functor
to be Frobenius can be restated more elegantly as a representability problem, predefining
the object of representability. For instance, [7, Theorem 4.2] can be restated as follows:
Let H be a Hopf algebra over a field and HHYD be the category of Yetter-Drinfel’d mod-
ules over H. Then the forgetful functor F : HHYD → HM is representable having H ⊗H
as a representing object if and only if H is finite dimensional and unimodular.
The problem C has a positive answer for categories of modules: the tensor product of
bimodules is responsible for this as
RHom(V,−) ◦ SHom(U,−) ∼= SHom(U ⊗R V,−)
if R, S, T are rings, U an (S,R)-bimodule and V an (R,T )-bimodule.
The problem D essentially depends on the nature of categories C and V. For exam-
ple we can easily show that any representable functor HomSet(A,−) : Set → Set is
separable while, if C = Grf is the category of finite groups, then no representable func-
tor Hom
Grf (G,−) : Gr
f → Set is separable. Let now U be an (R,S)-bimodule and
∗U := RHom(U,R) ∈ SMR. Then the representable functor RHom(U,−) : RM→ SM
is separable if and only if there exists
∑
i ui⊗Su
∗
i ∈ (U⊗S
∗U)R such that
∑
i u
∗
i (ui) = 1R
[6, Corollary 5.8]. The separability of its left adjoint U ⊗S − was solved in [6, Corollary
5.11] in case U is a finitely generated and projective right S-module (in general this is
still an open problem).
In this paper we shall give answers to all the above problems in case C = CRM, the
category of left C-comodules over an R-coring C and V = SM, the category of left S-
modules over a ring S. For more details about the importance of corings and comodules
we refer to [4]. The paper is organized as follows. In Section 1 we recall the basic
concepts that will be used throughout the paper. In Section 2 we prove all technical
results that we shall use to prove the main theorems of the paper. We are focusing on
the categories Functors
(
SM,
C
RM
)
and Functors
(
C
RM, SM
)
of all covariant functors
that connect the category of comodules over an R-coring C and the category of modules
over a ring S. Two Yoneda type embeddings are constructed and the classes of all
natural transformations between an induction functor and the identity functor on the
category CRM are explicitly computed. Section 3 contains the main results of the paper.
Theorem 3.1 gives an answer for Problem A: the category Rep (CRM, SM) is equivalent
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to the opposite of the category CRMS . Corollary 3.2 offers an answer for Problem C.
Let U be an (S,R)-bimodule: Theorem 3.7 gives necessary and sufficient conditions
for the induction functor U ⊗R − :
C
RM → SM to be a representable functor, i.e. an
answer for Problem B. It generalizes and unifies two theorems that at first glance have
nothing in common: [11, Theorem 2.1] is recovered for the trivial coring C = R, while
[3, Theorem 4.1] is obtained as a particular case for U = S = R if in addition to that
we impose and predefine C to be the object of representability of R⊗R −. Example 3.3
and Corollary 3.8 explain that various theorems ([7, Theorem 2.4], [3, Theorem 4.1]
etc.) giving necessary and sufficient conditions for a forgetful functor to be Frobenius
are particular cases of representability. As a bonus of our approach, Theorem 3.4 gives
necessary and sufficient conditions for U⊗R− to be an equivalence of categories. Finally,
Corollary 3.9 and Corollary 3.13 give necessary and sufficient conditions for two types
of induction functors to be separable functors in case there exists what we have called a
comodule dual basis of first (or second) kind: both are answers for Problem D.
1. Preliminaries
We denote by Set the category of sets. All functors in this paper will be covariant
functors. Cop will be the opposite of a category C. We denote by Nat(F,G) the class of
all natural transformations between two functors F , G : C → D and by Functors (C,D) =
DC the category of all functors F : C → D. The morphisms between two functors F ,
G ∈ DC are all natural transformations ϕ : F → G.
Let R, S be two rings. We denote by RM, MS , RMS the categories of left R-modules,
right S-modules, (R,S)-bimodules. RHom(M,N), HomS(M,N), RHomS(M,N) will
be the morphisms in the respective categories. For an R-bimodule M we denote by
MR = {m ∈M | rm = mr, ∀r ∈ R} the set of R-centralized elements.
A covariant functor F : C → Set is called representable if there exists C ∈ C, called the
representing object of F , such that F ∼= HomC(C,−) in Set
C . Rep (C,Set) will be the
full subcategory of Functors (C,Set) of all representable functors. The Yoneda lemma
states that for any functor F : C → Set and C ∈ C the map
Γ : Nat (HomC(C,−), F )→ F (C), Γ(ϕ) := ϕC(IdC) (1)
is a bijection between sets with the inverse given by
Γ−1(x)D(f) := F (f)(x) (2)
for all x ∈ F (C), D ∈ C and f ∈ HomC(C,D). As a consequence, the functor
Y : Cop → Functors (C,Set), Y (C) := HomC(C,−), Y (f) := HomC(f,−) (3)
for all C, D ∈ C and f ∈ HomC(C,D) is faithful and full. Thus, there exists an equiva-
lence of categories
Cop ∼= Rep (C,Set), C 7→ HomC(C,−)
Let V be a variety of algebras in the sense of universal algebra (for example V can
be the category of semigroups, monoids, groups, abelian groups, rings, algebras over
commutative rings or modules over a rings, etc.). We recall from [1] the following:
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Definition 1.1. Let V be a variety of algebras and γ : V → Set the forgetful functor.
A functor F : C → V is called representable if γ ◦ F : C → Set is representable in the
classical sense.
Let F : C → D, G : D → C be two functors. F is a left adjoint of G and we denote this
by F ⊣ G if there exist two natural transformations η : 1C → GF and ε : FG → 1D,
called the unit and counit of the adjunction, such that
G(εD) ◦ ηG(D) = IG(D) and εF (C) ◦ F (ηC) = IF (C) (4)
for all C ∈ C and D ∈ D.
A functor F : C → D is called a Frobenius functor if there exists a functor G that is
a left and right adjoint of F . Let F ⊣ G be an adjoint pair. Then F is a separable
functor if and only if η : 1C → GF splits: i.e. there exists a natural transformation
ν : GF → 1C such that νC ◦ ηC = IdC , for all C ∈ C. Moreover, G is separable if and
only if ε : FG → 1D cosplits, i.e. there exists a natural transformation ξ : 1D → FG
such that εD ◦ ξD = IdS , for all D ∈ D. For details and more examples of Frobenius or
separable functors we refer to [4], [8].
Let R be a ring and C = (C,∆, ε) an R-coring: i.e. C is a comonoid in the monoidal
category of R-bimodules (RMR,− ⊗R −, R). We denote by M
C
R,
C
RM and
C
RM
C
R the
categories of right, left, respectively C-bicomodules. HomCR(M,N),
C
RHom(M,N) and
C
RHom
C
R(M,N) will be the set of all morphisms in the categories of right, left and re-
spectively C-bicomodules, for two C-comodules M and N . A right C-coaction will be
denoted by
ρ :M →M ⊗R C, ρ(m) = m<0> ⊗Rm<1>
for all M ∈ MCR and m ∈M and a left C-coaction will be denoted by
ρ :M → C ⊗RM, ρ(m) = m<−1> ⊗R m<0>
for all M ∈ CRM and m ∈ M (summation understood). The categories M
C
R,
C
RM
and CRM
C
R are additive and cocomplete (they have all coproducts and coequalizers [4,
Proposition 18.13]).
Let R, S be two rings, C an R-coring and CRMS be the category of all pairs (V, ρV ),
where V is an (R,S)-bimodule, ρV : V → C ⊗R V is a morphism of (R,S)-bimodules
and a left C-coaction on V . For two objects V , W ∈ CRMS we denote by
C
RHomS(V,W )
the set of morphisms in the category CRMS , i.e. the set of all (R,S)-bimodule maps
f : V →W that are also left C-comodule maps. The category SM
C
R is defined similarly.
Let V ∈ CRMS . Then we have two functors
V ⊗S − : SM→
C
RM,
C
RHom(V,−) :
C
RM→ SM
where V ⊗S N ∈
C
RM via r · (v ⊗S n) := rv⊗S n, ρ(v ⊗S n) := v<−1> ⊗R v<0> ⊗S n, for
all N ∈ SM, r ∈ R, v ∈ V and n ∈ N and
C
RHom(V,M) ∈ SM via (s · f)(v) := f(vs),
for all M ∈ CRM, s ∈ S, f ∈
C
RHom(V,M) and v ∈ V .
The following is the left version of [12, Theorem 3.2] as a generalization of the Eilenberg-
Watts theorem for categories of modules.
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Theorem 1.2. Let R, S be two rings, C an R-coring, F : SM→
C
RM and G :
C
RM→
SM two functors. Then F is a left adjoint of G if and only if there exists V ∈
C
RMS,
unique up to an isomorphism in CRMS, such that
F ∼= V ⊗S − G ∼=
C
RHom(V,−)
Let U ∈ SMR and V ∈
C
RMS . Then U ⊗R C ∈ SM
C
R via the right C-coaction
u⊗R c 7→ u⊗R c(1) ⊗R c(2)
for all u ∈ U , c ∈ C and V ⊗S U ⊗R C ∈
C
RM
C
R, where the left and the right C-coactions
are defined by
v ⊗S u⊗R c 7→ v<−1> ⊗R v<0> ⊗S u⊗R c, v ⊗S u⊗R c 7→ v ⊗S u⊗R c(1) ⊗R c(2)
for all v ∈ V , u ∈ U and c ∈ C. Moreover, CRHom(V,C) ∈ SMR, where the right
R-action is given by
(f · r)(v) := f(v)r
for all f ∈ CRHom(V,C), r ∈ R, v ∈ V .
2. Computing natural transformations and Yoneda type embeddings
In this section we shall prove all technical results that we shall use later on. Let R, S
be two rings, C an R-coring, V , W ∈ CRMS and f : V → W a morphism in
C
RMS . We
associate to f two natural transformations:
f ⊗S − : V ⊗S − →W ⊗S −, v ⊗S n 7→ f(v)⊗S n
for all N ∈ SM, n ∈ N , v ∈ V and
C
RHom(f,−) :
C
RHom(W,−)→
C
RHom(V,−), α 7→ α ◦ f
for all M ∈ CRM, α ∈
C
RHom(W,M).
Proposition 2.1. Let R, S be two rings, C an R-coring. Then:
(1) The functor
Y1 :
C
RMS → Functors
(
SM,
C
RM
)
, Y1(V ) := V ⊗S −
for all V ∈ CRMS is faithful and full.
(2) The functor
Y2 : (
C
RMS)
op → Functors
(
C
RM, SM
)
, Y2(V ) :=
C
RHom(V,−)
for all V ∈ CRMS is faithful and full.
Proof. 1. Let V , W ∈ CRMS . We have to prove that
(Y1)V,W :
C
RHomS(V,W )→ Nat
(
V ⊗S −, W ⊗S −
)
, (Y1)V,W (f) = f ⊗S −
for all f ∈ CRHomS(V,W ) is a bijection between sets.
Let φ : V ⊗S − → W ⊗S − be a natural transformation. In particular, φS : V ⊗S S →
W ⊗S S is a morphism in
C
RM. We define f : V →W by the formula f := can
′ ◦φS ◦can,
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where can : V → V ⊗S S and can
′ :W ⊗S S →W are canonical isomorphisms. Of course
f is a morphism in CRM. Using the fact that φ is a natural transformation we shall prove
that f is also a right S-module map, hence a morphism in CRMS and φ is uniquely
determined by f with the formula φ = (Y1)V,W (f).
Let N ∈ SM and n ∈ N . Then un : S → N , un(s) := sn is a morphism in SM. Thus
the diagram
V ⊗S S
φS−−−−→ W ⊗S S
Id⊗Sun
y
yId⊗Sun
V ⊗S N
φN
−−−−→ W ⊗S N
is commutative. We evaluate at v ⊗S 1S and we obtain that
φN (v ⊗S n) = f(v)⊗S n
for all N ∈ SM, v ∈ V and n ∈ N . In particular, for N := S we obtain that f is also a
right S-module map and the above formula tells us that φ = (Y1)V,W (f).
2. Let V , W ∈ CRMS. We have to prove that
(Y2)V,W :
C
RHomS(V,W )→ Nat
(
C
RHom(W,−),
C
RHom(V,−)
)
, (Y2)V,W (f) =
C
RHom(f,−)
for all f ∈ CRHomS(V,W ) is a bijection between sets with the inverse given by
(Y −12 )V,W (θ) = θW (IdW ) : V → W
for any natural transformation θ : CRHom(W,−) →
C
RHom(V,−). This follows straight-
forward from the Yoneda lemma if we replace the category Set with the category of
left S-modules. The only two things we have to prove are that the maps (1), (2) from
the Yoneda lemma work properly. More precisely, we note that if M ∈ CRM and f ∈
C
RHomS(V,W ), then we can easily show that Y2(f)M :
C
RHom(W,M) →
C
RHom(V,M),
Y2(f)M (α) = α ◦ f , for all α ∈
C
RHom(W,M) is a morphism of left S-modules. Finally,
if θ : CRHom(W,−) →
C
RHom(V,−) is a natural transformation we have to prove that
θW (IdW ) : V →W is also a right S-module map, hence a morphism in
C
RMS . We shall
use that θ is a natural transformation. Let s ∈ S and γs : W →W , γs(w) := ws, for all
w ∈W . Then γs is a morphism in
C
RM, thus we have a commutative diagram
C
RHom(W,W )
θW−−−−→ CRHom(V,W )
C
RHom(W,γs)
y
yCRHom(v,γs)
C
RHom(W,W )
θW−−−−→ CRHom(V,W )
Now, if we evaluate the diagram at IdW we obtain that θW (IdW ) is also a right S-module
map and the proof is finished. 
In the next two Lemmas we shall compute all natural transformations between an in-
duction functor and the identity functor on the category CRM of left C-comodules. For
any object Z ∈ CRMR we denote by
•
RHomR(Z ⊗R C, R)
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the set of all R-bimodule maps h : Z ⊗R C → R satisfying the compatibility condition
z<−1>h(z<0> ⊗R c) = h(z ⊗R c(1))c(2) (5)
for all z ∈ Z and c ∈ C.
Lemma 2.2. Let R be a ring, C an R-coring, Z ∈ CRMR and the induction functor
Z ⊗R − :
C
RM→
C
RM. Then there exists a bijection between sets
Nat
(
Z ⊗R −, 1C
R
M
)
∼= CRHom
C
R(Z ⊗R C, C)
∼= •RHomR(Z ⊗R C, R)
Explicitly, for any natural transformation ψ : Z ⊗R− → 1C
R
M there exists a unique map
h ∈ •RHomR(Z ⊗R C, R) such that
ψM : Z ⊗RM →M, ψM (z ⊗Rm) = h(z ⊗Rm<−1>)m<0> (6)
for all M ∈ CRM, m ∈M and z ∈ Z.
Proof. The last bijection follows from Hom-tensor type relations ([4]). More precisely,
the map
α : •RHomR(Z ⊗R C, R)→
C
RHom
C
R(Z ⊗R C, C), α(h)(z ⊗R c) := h(z ⊗R c(1))c(2)
for all h ∈ •RHomR(Z ⊗R C, R), z ∈ Z and c ∈ C is bijective with the inverse given by
α−1(f)(z ⊗R c) := εC
(
f(z ⊗R c)
)
for all f ∈ CRHom
C
R(Z ⊗R C, C), z ∈ Z and c ∈ C.
Let now ψ : Z⊗R− → 1C
R
M be a natural transformation. In particular, ψC : Z⊗RC → C
is a morphism in CRM. Using that ψ is a natural transformation we shall prove that ψC
is a morphism in CRM
C
R and ψ is uniquely determined by ψC . Let r ∈ R and fr : C → C,
fr(c) := cr, for all c ∈ C. Then fr is a morphism in
C
RM and hence the diagram
Z ⊗R C
ψC−−−−→ C
IdZ⊗Rfr
y
yfr
Z ⊗R C
ψC−−−−→ C
is commutative, i.e. ψC is also a right R-module map. Let N ∈ RM and n ∈ N . Then
fn : C → C ⊗R N , fn(c) := c⊗R n, for all c ∈ C is a map in
C
RM. Thus the diagram
Z ⊗R C
ψC
−−−−→ C
IdZ⊗Rfn
y
yfn
Z ⊗R C ⊗R N
ψC⊗RN−−−−−→ C ⊗R N
is commutative, which means that
ψC⊗RN = ψC ⊗R IdN
for all N ∈ RM.
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Let (M,ρ) ∈ CRM; then ρ :M → C ⊗RM is a morphism in
C
RM so the diagram
Z ⊗RM
ψM
−−−−→ M
IdZ⊗Rρ
y
yρ
Z ⊗R C ⊗RM
ψC⊗RM−−−−−→ C ⊗RM
is commutative. Using that ψC⊗RM = ψC ⊗R IdM we obtain if we evaluate the last
diagram at z ⊗R m:
ρ
(
ψM (z ⊗Rm)
)
= ψC(z ⊗R m< −1 >)⊗R m<0> (7)
In particular, for (M,ρ) = (C,∆) we obtain that ψC is a morphism in
C
RM
C
R and if we
apply εC to the first position in (7) we get
ψM (z ⊗Rm) = εC
(
ψC(z ⊗R m< −1 >)
)
m<0> (8)
for all M ∈ CRM, z ∈ C, m ∈M , i.e. the first bijection from the statement.
Now, from the first part of the proof, for any ψC ∈
C
RHom
C
R(Z ⊗R C, C) there exists a
unique map h ∈ •RHomR(Z ⊗R C, R) such that ψC(z ⊗R c) = h(z ⊗R c(1))c(2), for all
z ∈ Z and c ∈ C. Using this formula for ψC , the equation (8) takes the form (6) and the
proof is finished. 
Lemma 2.3. Let R be a ring, C an R-coring, Z ∈ CRMR and the induction functor
Z ⊗R − :
C
RM→
C
RM. Then there exists a bijection between sets
Nat
(
1C
R
M, Z ⊗R −
)
∼= CRHom
C
R(C, Z ⊗R C)
∼= CRHomR(C, Z)
Explicitly, for any natural transformation θ : 1C
R
M → Z ⊗R − there exists a unique map
p ∈ CRHomR(C, Z) such that
θM :M → Z ⊗RM, θM(m) = p(m<−1>)⊗Rm<0> (9)
for all M ∈ CRM and m ∈M .
Proof. The proof is analogous to Lemma 2.2. The second bijection is given by Hom-
tensor type relations ([4]): the map
β : CRHomR(C, Z)→
C
RHom
C
R(C, Z ⊗R C), β(p)(c) := p(c(1))⊗R c(2) (10)
for all p ∈ CRHomR(C, Z), c ∈ C is bijective with the inverse
β−1(g) := (IdZ ⊗R εC) ◦ g
for all g ∈ CRHom
C
R(C, Z ⊗R C). Thus any θC ∈
C
RHom
C
R(C, Z ⊗R C) has the form
θC(c) = p(c(1))⊗R c(2), for a unique p ∈
C
RHomR(C, Z).
Now, let θ : 1C
R
M → Z ⊗R − be a natural transformation. Using exactly the same steps
from the proof of Lemma 2.2 we can prove that θC : C → Z ⊗R C is in fact a morphism
in CRM
C
R and θ is uniquely determined by θC . Details are left to the reader. 
Corollary 2.4. Let R be a ring, C an R-coring and Z ∈ CRMR. The following are
equivalent:
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(1) The induction functor Z⊗R− :
C
RM→
C
RM is isomorphic to the identity functor
1C
R
M of the category
C
RM;
(2) There exists an isomorphism Z⊗RC ∼= C in the category
C
RM
C
R of C-bicomodules;
(3) There exists a pair (p, h), where p ∈ CRHomR(C, Z), h ∈
•
RHomR(Z ⊗R C, R)
such that
h
(
p(c(1))⊗R c(2)
)
= ε(c), h(z ⊗R c(1))p(c(2)) = z ε(c) (11)
for all c ∈ C, z ∈ Z.
Proof. (1) ⇒ (2) Let θ : 1C
R
M → Z ⊗R − and ψ : Z ⊗R − → 1C
R
M be a pair of natural
transformations inverse each to other. From the proof of Lemma 2.3 and Lemma 2.2, θC
and ψC are isomorphisms inverse to each other between C and Z ⊗R C in the category
C
RM
C
R.
(2)⇒ (3) The pair of maps (p, h) satisfying (11) parameterizes the isomorphisms between
C and Z ⊗RC in the category
C
RM
C
R using Hom-tensor type relations from the proofs of
Lemma 2.3 and Lemma 2.2.
(3)⇒ (1) Let (p, h) be such a pair of maps. Then
θM :M → Z ⊗RM, θM(m) = p(m<−1>)⊗Rm<0>
for all M ∈ CRM and m ∈ M is a natural isomorphism between the functors 1CRM
and
Z ⊗R − with the inverse
ψM : Z ⊗RM →M, ψM (z ⊗Rm) = h(z ⊗Rm<−1>)m<0>
for all M ∈ CRM, m ∈M and z ∈ Z. 
3. Representable functors for corings. Applications
In this section we shall use all technical results proven before in order to obtain the main
theorems of the paper. First we shall give an answer to Problem A:
Theorem 3.1. Let R, S be rings, C an R-coring and Rep (CRM, SM) be the category
of all representable functors CRM→ SM. Then the functor
Y : (CRMS)
op → Rep (CRM, SM), Y (V ) :=
C
RHom(V,−)
is an equivalence of categories.
Proof. It follows from (2) of Proposition 2.1 that Y is a faithful and full functor. Let
G ∈ Rep (CRM, SM) be a representable functor.
C
RM is a cocomplete category, as it
has all coproducts and coequalizers [4, Proposition 18.13]; thus we can apply Freyd’s
theorem [1, Theorem 8.14] to obtain that G is a right adjoint. Using Theorem 1.2 we
get that G ∼= CRHom(V,−) = Y (V ), for some V ∈
C
RMS , i.e. Y is surjective on objects.
Thus Y is an equivalence of categories. 
The following question seems to be hopeless: Let R, S be rings, C an R-coring. Describe
the category Rep (SM,
C
RM) of all representable functors SM→
C
RM.
We shall indicate now an answer for Problem C:
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Corollary 3.2. Let R, S, T be rings, C an R-coring and F : CRM→ SM, G : SM→
TM representable functors. Then G ◦ F :
C
RM→ TM is a representable functor.
Proof. Theorem 3.1 gives that there exists V ∈ CRMS such that F
∼= CRHom(V,−). We
apply once again Theorem 3.1 for the trivial coring C = R and we obtain that there
exists W ∈ SMT such that G ∼= SHom(W,−). Now the proof follows from Theorem 3.1
taking into account that there exists a natural isomorphism of functors given by the
Hom-tensor adjunction
SHom(W,−) ◦
C
RHom(V,−)
∼= CRHom(V ⊗S W,−)
where V ⊗SW ∈
C
RMT with the left C-coaction implemented by the coaction on V . 
The induction functor. Let R, S be rings, C an R-coring and U ∈ SMR. In the
last part of the paper we shall give necessary and sufficient conditions for the induction
functor
U ⊗R − :
C
RM→ SM
to be: a representable functor, an equivalence of categories, a separable or a Frobenius
functor.
Example 3.3. Let us give the motivation for the first problem. Consider U := S = R.
Then R⊗R − ∼= F , where F :
C
RM→ RM is the forgetful functor. We have the adjoint
pairs of functors:
F = R⊗R − ⊣ C ⊗R − ⊣
C
RHom(C,−)
Now [3, Theorem 4.1] gives three necessary and sufficient conditions for the forgetful
functor F ∼= R ⊗R − to be a Frobenius functor. This can be restated as F ∼= R ⊗R −
is a representable functor having C as an object of representability. In the following we
shall address the general case of an arbitrary induction functor; moreover we shall not
impose restrictive conditions regarding the object of representability.
First we shall give necessary and sufficient conditions for U ⊗R − to be an equivalence
of categories. Morita type theorems for categories of comodules over corings where also
proved in [2]. The next theorem is not a special case of them. The proof we give is
elementary, being based Theorem 1.2 and Corollary 2.4.
Theorem 3.4. Let C be an R-coring and U ∈ SMR. The following are equivalent:
(1) U ⊗R − :
C
RM→ SM is an equivalence of categories;
(2) There exists V ∈ CRMS such that:
(i) U ⊗R V ∼= S, isomorphism in SMS.
(ii) V ⊗S U ⊗R C ∼= C, isomorphism in
C
RM
C
R;
(3) There exists a triple (V, p, h), where V ∈ CRMS, p ∈
C
RHomR(C, V ⊗S U), h ∈
RHomR(V ⊗S U ⊗R C,R) such that:
(i) U ⊗R V ∼= S, isomorphism in SMS;
(ii) v<−1>h(v<0> ⊗S u⊗R c) = h(v ⊗S u⊗R c(1))c(2);
(iii) h(p(c(1))⊗R c(2)) = ε(c);
(iv) h(v ⊗S u⊗R c(1))p(c(2)) = v ⊗S uε(c)
for all v ∈ V , u ∈ U , c ∈ C.
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Proof. (1)⇔ (2) First we note that, if the functor U⊗R− :
C
RM→ SM is an equivalence
of categories, then its inverse F is a left (and a right) adjoint. Using Theorem 1.2 we
obtain that there exists V ∈ CRMS , unique up to an isomorphism in
C
RMS , such that
F ∼= V ⊗S −. Thus (1) can be restated as: (U ⊗R −, V ⊗S −) is an equivalence of
categories inverse each other.
Let F := V ⊗S − and G := U ⊗R −. Then F ◦ G = V ⊗S U ⊗R − = Z ⊗R −, where
Z := V ⊗S U ∈
C
RMR. Using Corollary 2.4 we obtain that F ◦ G
∼= 1C
R
M if and only
if (ii) of (2) holds. On the other hand, G ◦ F = U ⊗R V ⊗S − = T ⊗S −, where
T := U ⊗R V ∈ SMS . Thus, G ◦ F ∼= 1SM = S ⊗S − if and only if U ⊗R V
∼= S,
isomorphism in SMS .
(2)⇔ (3) The pair of maps (p, h) and the conditions (ii)−(iv) of (3) give the parametriza-
tion of isomorphisms in CRM
C
R between V ⊗S U ⊗R C and C according to Corollary 2.4
applied for Z := V ⊗S U ∈
C
RMR. The condition (ii) in (3) expresses the fact that
h ∈ •RHomR(V ⊗S U ⊗R C, R). 
In order to study the representability of the induction functor U ⊗R − we need to
introduce the following concept:
Definition 3.5. Let R, S be two rings, C an R-coring, U ∈ SMR and V ∈
C
RMS .
A pair (e, h), where e =
∑
e1 ⊗ e2 ∈
(
U ⊗R V
)S
, h ∈ RHomR(V ⊗S U ⊗R C,R), such
that
v<−1>h(v<0> ⊗S u⊗R c) = h(v ⊗S u⊗R c(1))c(2) (12)∑
e1 h(e2 ⊗S u⊗R c) = uε(c) (13)
∑
h(v ⊗S e
1 ⊗R e
2
<−1>)e
2
<0> = v (14)
for all v ∈ V , u ∈ U , c ∈ C is called a comodule dual basis of first kind for (U, V ).
Remarks 3.6. 1. We shall look at the module case in order to explain the terminology.
Let C := R, U ∈ SMR, V := U
∗ = HomR(U,R) ∈ RMS and h the evaluation map
h := evU : U
∗ ⊗S U → R, u
∗ ⊗S u 7→< u
∗, u >
There exists e =
∑
i ui⊗Ru
∗
i ∈ (U⊗RU
∗)S such that (e, evU ) is a comodule dual basis of
first kind for (U,U∗) if and only if {ui, u
∗
i } is a dual basis for U ∈ MR. This is equivalent
to U is finitely generated projective as a right R-module.
2. Let (e, h) be a comodule dual basis of first kind for (U, V ). Then V is finitely
generated projective as a left R-module: indeed, it follows from (14) that {h(?⊗S e
1 ⊗R
e2<−1>), e
2
<0>} is a dual basis for V as a left R-module.
3. Using Example 3.3, Theorem 3.7 below and [3, Theorem 4.1] we obtain the following:
let U := S := R. Then there exists a comodule dual basis of the first type for (R,C)
if and only if C is finitely generated projective as a left R-module and the extension
R→ C∗ = HomR(C,R) is a Frobenius extension of rings in the classical sense.
Let X ∈ SMS . We recall two well know results (in fact they are also special cases of
Lemma 2.3 and Lemma 2.2 for the trivial coring C = R). For any natural transformation
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η : 1
SM → X ⊗S − there exists a unique element e ∈ X
S := {x ∈ X | sx = xs,∀ s ∈ S}
such that
ηN : N → X ⊗S N, ηN (n) = e⊗S n
for all N ∈ SM and n ∈ N and for any natural transformation ϕ : X⊗S− → 1SM there
exists a unique map E ∈ SHomS(X,S) such that
ϕN : X ⊗S N → N, ϕN (x⊗S n) = E(x)n
for all N ∈ SM, x ∈ X and n ∈ N .
Now we are ready to give an answer to Problem B for an induction functor U ⊗R − :
C
RM→ SM; [11, Theorem 2.1] is recovered for the trivial coring C := R and [3, Theorem
4.1] is obtained as special case for U := S := R if we predefine C to be the object of
representability of the induction functor in the next theorem.
Theorem 3.7. Let C be an R-coring and U ∈ SMR. The following are equivalent:
(1) The induction functor U ⊗R − :
C
RM→ SM is representable;
(2) There exists V ∈ CRMS such that V ⊗S − is a left adjoint of U ⊗R −;
(3) There exists (V, e, h), where V ∈ CRMS and (e, h) is a comodule dual basis of first
kind for (U, V ).
In this case U ⊗R − ∼=
C
RHom(V,−) and V is finitely generated and projective as a left
R-module.
Proof. (1) ⇔ (2) It follows from Theorem 3.1 that a representable functor CRM→ SM
is isomorphic to CRHom(V,−), for some V ∈
C
RMS . Now, V ⊗S − is a left adjoint of
C
RHom(V,−); hence the conclusion follows from Khan’s theorem of uniqueness of adjoints.
(2)⇔ (3) Let V ∈ CRMS . We shall prove that V ⊗S − is a left adjoint of U ⊗R − if and
only if there exists (e, h) a comodule dual basis of first kind for (U, V ).
Indeed, for any natural transformation η : 1
SM → U ⊗R V ⊗S − there exists a unique
element e =
∑
e1 ⊗R e
2 ∈ (U ⊗R V )
S such that
ηN : N → U ⊗R V ⊗S N, ηN (n) =
∑
e1 ⊗R e
2 ⊗S n (15)
for all N ∈ SM and n ∈ N . On the other hand, if we apply Lemma 2.2 for Z := V ⊗S U
we obtain: for any natural transformation ε : V ⊗S U ⊗R− → 1C
R
M there exists a unique
h ∈ •RHomR(V ⊗S U ⊗R C, R) such that
εM : V ⊗S U ⊗RM →M, εM (v ⊗S u⊗R m) = h(v ⊗S u⊗R m<−1>)m<0> (16)
for all M ∈ CRM, m ∈ M , v ∈ V and u ∈ U . We note that (12) means that h ∈
•
RHomR(V ⊗S U ⊗R C, R).
We shall prove that the above pair of natural transformations (η, ε) meets the condition of
adjunction (4) if and only if (13) and (14) hold. We denote G = U⊗R− and F = V ⊗S−.
By a direct calculation we have G(εM ) ◦ ηG(M) = IdG(M), for all M ∈
C
RM if and only if
u⊗R m =
∑
e1h(e2 ⊗S u⊗R m<−1>)⊗R m<0> (17)
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for all M ∈ CRM, m ∈ M and u ∈ U . Now, (17) follows from (13). Conversely, if we
consider M := C and apply Id⊗R ε to (17) we obtain (13).
Finally, εF (N) ◦ F (ηN ) = IdF (N), for all N ∈ SM if and only if
v ⊗S n =
∑
h(v ⊗S e
1 ⊗R e
2
<−1>)e
2
<0> ⊗S n
for all for all N ∈ SM, v ∈ V , n ∈ N and this condition is obviously equivalent to
(14). 
Corollary 3.8. Let R be a ring, C an R-coring. The following are equivalent:
(1) The forgetful functor F : CRM→ RM is representable;
(2) There exists (V, e, h), where V ∈ CRMR, e ∈ V
R and h ∈ RHomR(V ⊗R C,R),
such that
v<−1>h(v<0> ⊗R c) = h(v ⊗R c(1))c(2) (18)
h(e ⊗R c) = ε(c) (19)
h(v ⊗R e<−1>)e<0> = v (20)
for all v ∈ V , c ∈ C.
Proof. We apply Theorem 3.7 for U = S = R. In this case the induction functor R⊗R−
is isomorphic to the forgetful functor. The conditions (18), (19), (20) mean that (e, h)
is a comodule dual basis of first kind for (R,V ). 
Corollary 3.9. Let R, S be two rings, C an R-coring, U ∈ SMR and V ∈
C
RMS.
Assume that there exists (e, h) a comodule dual basis of first kind for (U, V ). Then:
(1) The induction functor V ⊗S − : SM →
C
RM is separable if and only if there
exists E ∈ SHomS(U ⊗R V, S) such that E(e) = 1.
(2) The induction functor U ⊗R − :
C
RM → SM is separable if and only if there
exists p ∈ CRHomR(C, V ⊗S U) such that:
h(p(c(1))⊗R c(2)) = ε(c)
for all c ∈ C.
Proof. With our assumptions V ⊗S − is a left adjoint of U ⊗R− (Theorem 3.7) with the
unit and counit given by (15) and (16).
(1) Being a left adjoint, V ⊗S − is a separable functor if and only if the unit η of
the adjunction V ⊗S − ⊣ U ⊗R − splits, that is there exists ν : U ⊗R ⊗S− → 1SM
a natural transformation such that νN ◦ ηN = IdN for all N ∈ SM. Such a natural
transformation ν is uniquely defined by a map E ∈ SHomS(U ⊗R V, S) via the formula
νN (u⊗R v ⊗S n) = E(u⊗R v)n, for all N ∈ SM, u ∈ U , v ∈ V and n ∈ N . It is easy to
see that νN splits ηN if and only if E(e) = 1S .
(2) U ⊗R − is a right adjoint: hence, it is separable if and only if the counit ε of the
adjunction V ⊗S − ⊣ U ⊗R − cosplits; that is there exists a natural transformation
ξ : 1C
R
M → V ⊗S U ⊗R − such that εM ◦ ξM = IdM for all M ∈
C
RM. It follows
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from Lemma 2.3 that such a natural transformation ξ is uniquely defined by a map
p ∈ CRHomR(C, V ⊗S U) such that
ξM :M → V ⊗S U ⊗RM, ξM (m) = p(m<−1>)⊗R m<0>
for all M ∈ CRM and m ∈M . Now, we can prove directly that ξ cosplits ε if and only if
h
(
p(m<−1>(1))⊗R m<−1>(2)
)
m<0> = m
for all M ∈ CRM and m ∈ M . This condition is obviously equivalent (take M = C and
apply the counit of C on the second position, the converse is trivial) to h(p(c(1))⊗Rc(2)) =
ε(c) for all c ∈ C. 
Definition 3.10. Let R, S be two rings, C an R-coring, U ∈ SMR and V ∈
C
RMS . A
pair of maps (p,E), where p ∈ CRHomR(C, V ⊗S U), E ∈ SHomS(U ⊗R V, S) such that
the following diagrams
V
ρV
//
≀

C ⊗R V
p⊗RIdV

V ⊗S S V ⊗S U ⊗R V
IdV ⊗SE
oo
U ⊗R C
IdU⊗Rp
//
Id⊗Rε

U ⊗R V ⊗S U
E⊗SIdU

U ⊗R R
∼ // U
∼ // S ⊗S U
are commutative is called a comodule dual basis of the second kind for (U, V ).
Examples 3.11. 1. Let C := R be the trivial coring, V ∈ RMS , U := V
∗ ∈ SMR its
right dual. Consider the evaluation map
E : V ∗ ⊗R V → S, E(v
∗ ⊗R v) =< v
∗, v >
Then there exists p ∈ RHomR(R,V ⊗S V
∗) such that (p,E) is a comodule dual basis of
the second kind for (V ∗, V ) if and only if V is finitely generated and projective as a right
S-module.
2. Let U = S = R and V = C. Then (IdC , εC) is a comodule dual basis of the second
kind for (R,C).
The reverse side of the adjunction of the same induction functors is also interesting:
Theorem 3.12. Let R, S be two rings, C an R-coring, U ∈ SMR and V ∈
C
RMS. The
following are equivalent:
(1) The induction functor U ⊗R− :
C
RM→ SM is a left adjoint of V ⊗S − : SM→
C
RM;
(2) There exists (p,E) a comodule dual basis of the second kind for (U, V ).
Proof. It follows from Lemma 2.3 for Z = V ⊗S U that a natural transformation η :
1C
R
M → V ⊗S U ⊗R − is uniquely defined by a map p ∈
C
RHomR(C, V ⊗S U) such that
ηM :M → V ⊗S U ⊗RM, ηM (m) = p(m<−1>)⊗R m<0> (21)
for all M ∈ CRM and m ∈M .
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A natural transformation ε : U ⊗R ⊗S− → 1SM is uniquely defined by a map E ∈
SHomS(U ⊗R V, S) such that
εN (u⊗R v ⊗S n) = E(u⊗R v)n (22)
for all N ∈ SM, u ∈ U , v ∈ V and n ∈ N .
Now we shall prove that (η, ε) given by (21) and (22) fulfill the condition of adjunction
(4) if and only if the pair of maps (p,E) that defines the natural transformations η and
ε is a comodule dual basis of the second kind for (U, V ). We denote F = U ⊗R − and
G = V ⊗S − and we shall adopt the notation p(c) =
∑
p(c)V ⊗ p(c)U ∈ V ⊗S U , for all
c ∈ C.
By a direct calculation we have G(εN ) ◦ ηG(N) = IdG(N), for all N ∈ SM if and only if
v ⊗S n =
∑
p(v<−1>)
V E
(
p(v<−1>)
U ⊗R v<0>
)
⊗Sn (23)
for all N ∈ SM, n ∈ N and v ∈ V . Now, (23) is equivalent (take N = S, n = 1S) to the
fact that the left diagram of Definition 3.10 is commutative.
On the other hand εF (M) ◦ F (ηM ) = IdF (M), for all M ∈
C
RM if and only if
u⊗Rm =
∑
E
(
u⊗R p(m<−1>)
V
)
p(v<−1>)
U ⊗R m<0> (24)
for all M ∈ CRM, u ∈ U and m ∈ M . Now, (24) is equivalent to the fact that the right
diagram of Definition 3.10 is commutative. Indeed, if we take M = C and m = c ∈ C
and apply εC to (24) we obtain the commutativity of the diagram. The converse is
straightforward. 
The fact that the forgetful functor F : CRM→ RM has a right adjoint [3, Lemma 3.1] is
a special case of Theorem 3.12 as (IdC , εC) is a comodule dual basis of the second kind
for (R,C). Moreover, the following Corollary is a generalization of [3, Theorem 3.3 and
Theorem 3.5] which are obtained if we consider U := S := R and V := C taking into
account that (IdC , εC) is a comodule dual basis of the second kind for (R,C).
Corollary 3.13. Let R, S be two rings, C an R-coring, U ∈ SMR and V ∈
C
RMS.
Assume that there exists (p,E) a comodule dual basis of the second kind for (U, V ).
Then:
(1) The induction functor V ⊗S − : SM →
C
RM is separable if and only if there
exists an element e ∈ (U ⊗R V )
S such that E(e) = 1.
(2) The induction functor U ⊗R − :
C
RM → SM is separable if and only if there
exists h ∈ RHomR(V ⊗S U ⊗R C,R) s.t.:
v<−1>h(v<0> ⊗S u⊗R c) = h(v ⊗S u⊗R c(1))c(2)
h
(
p(c(1))⊗R c(2)
)
= ε(c)
for all v ∈ V , u ∈ U , c ∈ C.
Proof. With our assumptions, U ⊗R − is a left adjoint of V ⊗S − (Theorem 3.12) with
the unit and counit given by (21) and (22). Using Lemma 2.2 the proof follows similarly
to the one of Corollary 3.9. 
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Remark 3.14. In general, the separability of an induction functor V ⊗S− : SM→
C
RM
is still an open problem even for the category of modules, i.e. for the trivial coring C := R.
[6, Corollary 5.11] solved the problem only for finitely generated and projective modules,
that is in the case that the induction functor is representable. All four statements of
Corollary 3.9 and Corollary 3.13 generalize their result.
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