Abstract. In parallel systems, similar jobs tend to arrive within bursty periods. This fact leads to the existence of the locality phenomenon, a persistent similarity between nearby jobs, in real parallel computer workloads. This important phenomenon deserves to be taken into account and used as a characteristic of any workload model. Regrettably, this property has received little if any attention of researchers and synthetic workloads used for performance evaluation to date often do not have locality. With respect to this research trend, Feitelson has suggested a general repetition approach to model locality in synthetic workloads [6] . Using this approach, Li et al. recently introduced a new method for modeling temporal locality in workload attributes such as run time and memory [14] . However, with the assumption that each job in the synthetic workload requires a single processor, the parallelism has not been taken into account in their study. In this paper, we propose a new model for parallel computer workloads based on their result. In our research, we firstly improve their model to control locality of a run time process better and then model the parallelism. The key idea for modeling the parallelism is to control the cross-correlation between the run time and the number of processors. Experimental results show that not only the cross-correlation is controlled well by our model, but also the marginal distribution can be fitted nicely. Furthermore, the locality feature is also obtained in our model.
Introduction
Parallel systems from supercomputers to clusters and grids have become more and more popular for solving many problems not only in scientific computing but also in industry. To enable effective resource allocation on these systems, numerous schedulers have been built such as Maui [5] and KOALA [15] . The quality of schedulers depends on their algorithms and has a considerable impact on the overall performance of parallel systems. Hence, the evaluation of scheduling algorithms is an essential part to build a scheduler. The accuracy of the evaluation highly relies upon workloads applied, where real workloads (called traces) are usually chosen because they reflect the system reality. However, there are several reasons showing that workload models have a number of advantages over traces [24] . Workload modeling creates a general model which can be used to generate synthetic workloads.
Arrival time, run time and parallelism (the number of processors) are three important workload attributes necessary to be modeled to apply for studies on performance evaluation. While the arrival time attribute can be modeled individually, two remaining attributes are more difficult and require to be modeled at the same time because it is proven that there exists a cross-correlation between the run time and the parallelism [13, 24] . In [11, 23] , a multifractal wavelet model is introduced to control the fractal behaviour and the temporal correlation of arrival rate processes. In [24] , a combined model is suggested where the interarrival times fit a hyper-Gamma distribution and the job arrival rates match the daily cycle. Models for run time and parallelism are also proposed recently based on fitting the marginal distribution [24] or Markov chains to control the cross-correlation between these two attributes [1] . However, it can be seen that although the phenomenon of locality -a persistent similarity between nearby jobs -has been recognized to strongly exist in real parallel computer workloads [6] , this important characteristic is not taken into account in the studies mentioned.
With respect to this research trend, Feitelson [6] has proposed a general repetition approach to model locality in synthetic workloads. Using this approach, Li et al. [14] recently introduced a new two-stage method for modeling the run time attribute with a temporal locality feature. The first stage consists of applying the model called mixture of Gaussians, whose parameters are estimated via the Model-Based Clustering (MBC) framework [3] . The second stage includes a Localized Sampling (LS) algorithm [14] for generating temporal locality in the data series. However, with the assumption that each job in the synthetic workload requires a single processor, the parallelism has not been taken into account in their model (MBC-LS). Furthermore, we also found that MBC-LS does not control the locality very well to fit the locality of real data. In this paper, we propose a new model for parallel computer workloads based on MBC-LS. In our research, we firstly improve MBC-LS to control the temporal locality feature of a run time process so that the locality of real data is matched better. Then, the parallelism is modeled with the key idea that the cross-correlation between two workload attributes -run time and parallelism-fits the real data as accurately as possible. Experimental results show that not only the cross-correlation is controlled well by our model, but also the marginal distribution can be fitted nicely. Moreover, the temporal locality feature is also obtained by improving and applying MBC-LS in our model. The rest of this paper is organized as follows. Section 2 describes workload data used in our experiments. MBC-LS and our improvements are presented in section 3. We continue in section 4 to model the parallelism as well as to control the cross-correlation between the run time and the parallelism. Experimental results are shown in section 5. Finally, we conclude in section 6 our study and discuss some future research. Table 1 describes details of the traces used in our study. KTH is from the IBM SP2 machine installed at the Swedish Royal Institute of Technology in Stockholm and is scheduled using the EASY backfilling scheduler [4] . LANL is from the Connection Machine CM-5 installed at Los Alamos National Lab and is scheduled using DJM [8] . SDSC is collected from the San Diego Supercomputer Center Intel Paragon machine whose scheduling is based on NQS [16] . This trace is available under two separate one-year traces, namely SDSC95 and SDSC96. Though the first four traces in Table 1 are rather old, we select them in our experiments for comparison with recent studies [1, 24] . Newly collected traces are also considered in our study, including LLNLAT-LAS and GRID5000. At the cluster level, LLNLATLAS, a large Linux cluster called Atlas installed at the Lawrence Livermore National Lab and scheduled by MOAB [18] , is selected. At the grid level, GRID5000 [10] , consisting of 9 sites with a total of 15 clusters geographically distributed in France, is chosen. GRID5000 uses OARGrid as grid resource broker and OAR as batch scheduler for its local clusters [19] . Note that this grid trace includes both jobs submitted via the grid resource broker and jobs directly submitted to the clusters. All traces and detailed information are available on [21] , except for GRID5000 which are collected from [9] .
Modeling Job Run Time with Locality
We first show in this section the reason why we need to take into account temporal locality when modeling the run time attribute. Then, we present briefly a two-stage approach [14] to model job run time with the locality feature. The first stage consists of the mixture of Gaussians model, whose parameters are estimated via Model-Based Clustering (MBC) framework. The second stage includes a Localized Sampling (LS) algorithm for generating temporal locality in the data series. In addition, we also describe our improvement on this approach to control locality better.
Why Locality?
In the effort of improving the performance of parallel systems, several researches on predicting job run time using historical data to provide schedulers with better information have been done [12, 22, 26] . These studies are based on the belief that the recent past is indicative of the near future. It is a generalization of the idea of locality. Furthermore, we observe that the real workload data is far from independently and identically distributed, instead, similar jobs tends to arrive within bursty periods. Therefore, locality should be taken into account when modeling parallel system workloads to help studies on predicting more accurately.
Model-Based Clustering
Model-Based Clustering (MBC) [3] is a methodological framework that underlies a powerful approach not just to data clustering but also to discriminant analysis and multivariate density estimation. Instead of looking for a single probability density function for the distribution of the data, the main idea of MBC is that it considers the data as generated by a mixture of normal (Gaussian) probability density functions, where each function represents a different cluster 1 . The selection of the number of clusters is based on the Bayesian information criterion. Gaussian parameters for these clusters are calculated by combining agglomerative hierarchical clustering and the expectation-maximization algorithm for maximum likelihood. MBC is implemented in the MCLUST software and available on [17].
Localized Sampling
The localized sampling algorithm presented in this section is used to model the locality feature of a job run time process. The concept and phenomenon of temporal locality [20] has been recognized and recently studied to model parallel workloads. To this end, a locality of sampling algorithm has been introduced by Feitelson [6] based on the observation that the lengths of repetitions of equivalent jobs empirically follow a Zipf-like (power law) distribution [7] . This algorithm can be summarized by the following steps:
1. Sample a variate X from the probability distribution of the data. 2. Sample a variate R from the fitted Zipf distribution of repetitions in the data. 3. Repeat the X variate R times to distort the distribution locally. 4. Return step 1 until the desired number of samples has been generated.
Though the locality can be obtained well, this algorithm still has a number of limitations. Firstly, it is not easy to know exactly the probability density function of the real data. Hence, sampling for the variate X in step 1 is very difficult and almost infeasible. Secondly, repetition of a single value in step 3 is a simple treatment and more sophisticated techniques are needed for better stochastic approximation. To this end, a localized sampling algorithm has been proposed by Li et al. in [14] to overcome these limitations. They found that not only the repetitions of real data but also the repetitions of cluster labels empirically follow a power law. The classification/cluster labels can be obtained via MBC presented in section 3.2. The idea of their algorithm is that the cluster label series instead of the real data is taken into account to serve as the input for the 4-step procedure above. In this way, the first limitation is solved because the probability distribution of cluster labels is known in advance via MBC. Futhermore, the second limitation is also eliminated because each cluster label represents a cluster of values instead of a single value. Each cluster label in the generated series is converted into a specific value in the final synthetic run time process by sampling the distribution of the corresponding cluster, which is also known in advance via MBC.
Although using MBC to classify data series and applying these classifications to the 4-step procedure above is a good idea, we found that a new limitation occurs with this approach. That is only repetitions of cluster labels follow the power law, but repetitions of the final synthetic run time process do not fit the Zipf-like distribution as the real data any more. It is because the authors use a cluster of values instead of a single value to overcome the second limitation in Feitelson's algorithm. Therefore, we propose a solution to solve this problem. When we repeat a cluster label R times, we also equivalently sample the distribution of that cluster R times to produce R specific values in the final synthetic run time process. Our idea is that instead of sampling the distribution of a cluster R times, we will produce a single value r times with r < R and then sample the distribution of the cluster R − r times. So how to obtain the value r? Observing all the times where a cluster label appears repeatedly in the cluster label series, we recognize that there are periods where no single value is produced repeatedly. Based on this observation, we calculate a probability p to indicate the ability that there is a single value produced repeatedly at a repetition time of a cluster label. As such, r can be calculated by sampling from the fitted Zipf distribution of repetitions in the real data with a probability p. Otherwise, with a probability 1 − p, r is assigned to be equal to 0.
Combining the idea of Feitelson, the idea of Li et al. and our idea, we summarize the following steps to model the locality feature for a run time process:
1. Run the model-based clustering procedure in section 3.2, where the real run time process Data i , i = 1 → n serves as an input, to obtain mixture of Gaussians parameters (µ k , k ; p k ), k = 1 → G and classifications L i ∈ {1, · · · , G}, i = 1 → n; where G is the number of clusters, µ k , k and p k are mean, variance and probability of cluster k, respectively. value within each repetition in classifications L i . 5. Generate a series of cluster labels C according to the cluster probability p k . 6. Set the window size W . Form a series C σ by applying the cluster permutation procedure 2 . This step is used to control the autocorrelation in the synthetic data and completely independent on the locality. The autocorrelation increases when W is large and in the simplest case, C σ = C when W = 1. This step can be bypassed without any impact on the locality by simply setting W = 1 if users do not want to control the autocorrelation. 7. Select a cluster label c from C σ sequentially. 8. Sample a variate R from the fitted Zipf distribution Z L . 9. Sample a variate P rob from the uniform distribution over the range [0, 1]. 10. If P rob ≤ p, sample a variate r from the fitted Zipf distribution Z D , else assign r = 0. Note that the sampling work is done by a loop until we obtain r < R. 11. Sample the Gaussian distribution f c (µ c , c ) to obtain a single value and repeat this value r times. 12. Sample the Gaussian distribution f c (µ c , c ) R − r times. 13. Return step 7 until the desired number of samples has been generated.
Modeling Parallelism and Control the Cross-Correlation
For most parallel systems, parallelism is another vital workload attribute beside run time. Furthermore, the cross-correlation between it and the run time is also very important. In [25] , Lo et al. demonstrated how different degrees of this cross-correlation might lead to discrepant conclusions about the evaluation of scheduling performance. Therefore, we should take into account this crosscorrelation when modeling parallel system workloads.
As indicated in [14] , despite the fact that the mixture of Gaussians model is a good choice for fitting the marginal distribution, it is not suitable for some attributes with discrete values such as parallelism. Hence, we propose in this section a new three-stage approach to model the parallelism as well as control the cross-correlation between it and the run time. Firstly, the parallelism process is classified into a number of classes. However, different from the run time process with continuous values, the parallelism process with discrete values can not be classified via MBC in section 3.2. Rather than, we create a new method for the classification of the parallelism process. Secondly, we control the cross-correlation between the run time and the parallelism by creating and using a transition table. Thirdly, we convert class labels into specific values based on the sample probability.
Classify the Parallelism
Algorithm 1 Classify the parallelism process. The operator length(·) indicates the length of a series and the operator round(X) rounds X to the nearest integer.
Input: A parallelism process Pi, i = 1 → n. Output: A classification process Ci, i = 1 → n where Ci indicates the class to which Pi belongs.
Assign maxcpus = max({Pi, i = 1 → n}); for j = 1 to maxcpus do Calculate the number of occurences of j in {Pi}: countj = length({x = j, x ∈ {Pi}}); if countj = 0 then countj = round(log2(countj)) + 1; end if end for for i = 1 to n do Ci = countP i ; end for Our approach to classify the parallelism is presented in detail in Algorithm 1. We start by grouping jobs that require the same number of processors and count the number of jobs in each group. Then, each group is assigned a label which is an integer calculated by rounding the logarithm of the number of jobs in that group to the base 2 and adding 1. Jobs belong to a group are also classified with its label. As such, groups that have approximately equal quantities of jobs will be assigned the same label. For example, if there are 250 jobs requesting 4 cpus and 300 jobs requesting 10 cpus, all of them will be classified as 9. Note that this classification approach can only be applied on a series with discrete values such as parallelism.
Control the Cross-Correlation
We use Algorithm 2 to control the cross-correlation between the run time and the parallelism. Firstly, we calculate the transition conditional probability table P r(c, l), where c and l are labels of the parallelism and the run time, respectively. P r(c, l) indicates the probability for a job to have the parallelism label c with the condition that the label for its run time is known in advance as l. P r(c, l) of a job is calculated by the ratio between the probability P (c, l) for that job to have the parallelism label c and the run time label l at the same Algorithm 2 Create a series of parallelism labels.
Input: Classifications of the run time process Li, i = 1 → n obtained via MBC in section 3.2, classifications of the parallelism process Ci, i = 1 → n obtained via Algorithm 1 and the series of cluster labels CW . Output: A series of parallelism labels CL.
Assign maxruntimelabel = max({Li, i = 1 → n}); Assign maxcpulabel = max({Ci, i = 1 → n}); for l = 1 to maxruntimelabel do P (l) = length({x=l,x∈L i }) n ; end for for c = 1 to maxcpulabel do for l = 1 to maxruntimelabel do
, where i represents a job; P r(c, l) = P (c,l) P (l)
Select an integer x ∈ [1, maxcpulabel] according to the transition conditional probability table P r(c, l) with l = cwj and assign clj = x to form a series of parallelism labels CL; end for time and the probability P (l) for that job to have the run time label l. Secondly, we form a series of parallelism labels based on the transition probability table P r(c, l). Each parallelism label corresponds to a cluster label in the series CW . We obtain CW by using C σ and repeating each cluster label in C σ R times. Reminding that in the algorithm presented in section 3.3, C σ is formed in step 6 by applying the cluster permutation procedure. Each cluster label from C σ is selected and repeated R times in step 7 and step 8, where R is sampled from the fitted Zipf distribution. For example, if we have C σ = {1, 3, 2} and the values of R for these labels are 2, 1, 4 respectively, we obtain CW = {1, 1, 3, 2, 2, 2, 2}.
Generate Specific Values
This stage receives a series of run time labels CW and a series of parallelism labels CL as its inputs. The way to obtain CW is presented in section 4.2. CL can be achieved via Algorithm 2. Combining CW and CL, we have a series of labels for parallel jobs (cw i , cl i ), where cw i ∈ CW and cl i ∈ CL. The specific value for the run time of job i is generated by sampling the distribution of the cluster with label cw i . The specific value for the number of processors of job i with label cl i is generated by the following steps:
1. Determine all jobs in the real data that have labels of (cw i , cl i ) based on classifications of the run time process L i , i = 1 → n obtained via MBC in section 3.2 and classifications of the parallelism process C i , i = 1 → n Fig. 1 . Log-log histograms for the lengths of repetitions in the traces and synthetic run time processes.
obtained via Algorithm 1. We can know exactly and call the number of processors of these jobs {processors}. 2. Consider {processors} as a sample space, the specific value we seek is selected in {processors} according to the uniform probability of this space.
Experimental Results
Details of the traces used in our experiments are described in section 2. All these traces are applied on our model to generate synthetic workloads. The quality of these synthetic workloads is evaluated by comparing with the real data. Furthermore, we compare our model with the model of Song et al. [1] and the model of Lublin/Feitelson [24] . They are recent models for parallel system workloads. Evaluation metrics used in our experiments include the marginal distribution, the cross-correlation between the run time and the parallelism, and the squashed area discussed in section 5.2. Note that we do not evaluate the locality feature of the run time process since it is assured by the Zipf distribution of repetitions. Instead, we only evaluate our improvement by comparing with MBC-LS model [14] . Figure 1 shows experimental results in evaluating our improvement. Reminding that our purpose is to fit the locality of the real data better. In order to compare our model with MBC-LS, we count the lengths of repetitions in both synthetic and real run time processes and draw the log-log histograms of these lengths. It can be seen that in all cases, our improved model fits the real data better than MBC-LS. Nevertheless, the model does not match the real data very well. It is because the probability p we calculate in step 4 of the algorithm presented in section 3.3 is not a perfect value. Another reason is that we only allow one sequence of r repeated values each time R values are generated. Of course, we can improve this matching by increasing p and allow more than one sequence but it depends on the traces. In our experiment, we found that this method indeed helps to match some traces better but also causes the situations of overfitting for other traces. Therefore, we decide to select the current method to avoid overfitting. However, more research is still left to improve the locality matching of the model compared with the real data.
Locality of the Run Time Process

The Metric Squashed Area
The squashed area (SA) metric is proposed by Song et al. [1] . It is the total resource consumptions of all jobs SA = j∈Jobs req processor j × run time j .
(1) Furthermore, the difference of squashed area is calculated by In [2] , Ernemann et al. demonstrated that the squash area has significant impacts on scheduling performance. It can be concluded from Equation (2) that if d SA is closer to 0, the result is better (i.e. the model matches well the real traces). The results in Table 2 show that our model is better than the model of Song et al. since in most cases our differences of squashed area are smaller.
The Metric Cross-Correlation
One of the most difficult problems in modeling parallel workloads is how to control the cross-correlation between the run time and the parallelism as accurately as in the real data. The cross-correlation is measured by calculating the correlation coefficient between the run time and the parallelism. It can be seen from Table 3 that our model controls the cross-correlation well since our results are closer to the real data than those of the other models. As understanding from our experiments, the cross-correlation is controlled well thanks to the combination of Algorithm 2 and the way we generate specific values for parallelism labels as described in section 4.3. 
Marginal Distribution
Another important result from our model is that the marginal distribution is fitted very well. Figure 2 and Figure 3 show how well the cumulative density function (CDF) of the run time and the parallelism is fitted in our model. For the run time with continuous values, the marginal distribution is determined by the mixture of Gaussians model (see section 3.2). For the parallelism with discrete values, our experiment proves that the marginal distribution is fitted well by Algorithm 1 in section 4.1.
Conclusions and Future Work
When modeling parallel system workloads, researchers should take care of the locality and the cross-correlation between the parallelism and the run time. The locality feature is necessary for studies on predicting job run time, based on the belief that the recent past is indicative of the near future. The cross-correlation was demonstrated in [25] to have significant impacts on the evaluation of scheduling performance.
With respect to the locality, Li et al. [14] and Feitelson [6] recently introduced approaches to produce locality in the synthetic run time process. We also discussed some limitations of their methods and suggested a solution to overcome these limitations. Our solution indeed fits locality of the real data better than Li et al. 's model (see Figure 1) but not very well. The reason was already discussed in section 5.1 and more effort to improve this result is left for future.
For the cross-correlation, experimental results (see Table 2 and Table 3 ) showed that our model can control the cross-correlation between the run time and the parallelism more accurately, compared with recent models for parallel system workloads [1, 24] .
In addition, another important result from our model is that the marginal distributions of the synthetic run time and the synthetic parallelism fit the real data very well (see Figure 2 and Figure 3) .
From our results, we believe that modeling parallel system workloads based on classifying data is a good approach. In future work, we continue to use this idea to model other workload attributes such as user estimated run time and requested memory in order to form a full synthetic workload with adequate necessary attributes including real run time, user estimated run time, requested memory and parallelism.
