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2Abstract
Die vorliegende Ausarbeitung geht der Frage nach, wie sich die Datenbankmanage-
mentsysteme MariaDB, MongoDB und Cassandra hinsichtlich ihres Clusteraufbaus,
sowie den damit verbundenen Möglichkeiten der Skalierbarkeit unterscheiden. Dazu
werden zunächst Grundlagen zum Aufbau von verteilten Datenbanksystemen, zu den
verschiedenen Transaktionskonzepten, sowie zu den möglicherweise auftretenden Pro-
bleme vermittelt. Anschließend werden die drei Systeme im Detail untersucht und her-
ausgearbeitet, wie sie genau funktionieren und in welchen Punkten sie sich von einander
unterscheiden. Als Abschluss wird ein Fazit gezogen, welches System in verteilten Com-
puterumgebungen am geeignetsten ist, insofern ein klarer Sieger hervorgeht.
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Einleitung
Big-Data wird in der IT immer wichtiger. Die zu speichernden Daten steigen stetig.
Doch das Mooresche Gesetz (siehe 1.3) bröckelt: Die prozentuale Leistungssteigerung
neuer Prozessorgenerationen ist in den letzten Jahren stetig weniger geworden und die
Leistungsfähigkeit eines einzelnen Systems wird vermutlich bald das Maximum errei-
chen. Leistungsfähigere Hardware ist daher sehr teuer und bringt keinen großen Gewinn
an Schnelligkeit. Ein einzelnes System kann die enormen Datenmengen alleine nicht
mehr bewältigen. Daher werden im Bereich der Datenbanken sogenannte Cluster (s.
2.1), also Zusammenschlüsse mehrerer Rechner verwendet. Verschiedene Datenbank-
systeme bieten unterschiedliche Möglichkeiten einen solchen Rechnerzusammenschluss
aufzubauen.
Diese Ausarbeitung geht der Frage nach, wie Datenbankcluster aufgebaut werden kön-
nen, welche Probleme dabei auftreten, und wie die drei Systeme MariaDB, MongoDB
und Cassandra die Möglichkeit der Clusterbildung umsetzen.
Zunächst werden Grundlagen vermittelt: Nachdem Kapitel 1.1 die Begriffe Skalierbar-
keit, sowie die Unterschiede zwischen horizontaler und vertikaler Skalierung behandelt
hat, werden in Kapitel 2.1 Rechnerzusammenschlüsse untersucht. Dazu wird erklärt,
was ein Cluster ist, es werden Hardwarekonzepte zur parallelen Datenverarbeitung vor-
gestellt (s. Kap. 2.2) und diskutiert, welche Vorteile und Nachteile sich durch den Ein-
satz von Datenbankclustern ergeben (s. 2.3). In diesem Zusammenhang werden u.a. die
datenbankspezifischen Themen Replikation (s. 2.3.1), Fragmentierung (s. 2.3.2), Kon-
sistenz (s. 2.3.4), sowie die allgemeinen Themen Transparenz (s. 2.3.6), Verfügbarkeit
(s. 2.3.5) und Lastverteilung (s. 2.3.3) behandelt. Anschließend wird in Abschnitt 3.1
ein Blick auf das von Eric Brewer im Jahre 2000 aufgestellte CAP-Theorem geworfen
und es erfolgt eine kritische Betrachtung der Relevanz seiner Aussage für Anwendungen
in der heutigen Zeit (s. 3.3). Um Probleme von verteilten Datenbanksystemen besser
verstehen zu können, muss ein Blick auf Transaktionen (s. 4.1), sowie auf die unter-
schiedlichen Konzepte ACID (s. Kapitel 4.3) und BASE (s. Kap. 4.4) geworfen werden.
Anschließend erfolgt eine detaillierte Untersuchung der Datenbanksysteme MariaDB,
MongoDB und Cassandra. In Kapitel 6 wird MariaDB thematisiert. Es erfolgt ein Blick
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auf das Transaktionskonzept (s. 6.1) und es werden zwei Varianten von Clustern vor-
gestellt. Zum einen wird erläutert, wie MariaDB das Master-Slave Replikationskonzept
umsetzt (s. 6.2.1), zum anderen wird in Abschnitt 6.3 das auf synchroner Replikation
basierende Galeracluster vorgestellt. Kapitel 7 behandelt das Datenbankmanagement-
systemMongoDB. Es wird ein Blick darauf geworfen, wie MongoDB die ACID-Kriterien
Atomarität, Konsistenz, Isolation und Dauerhaftigkeit handhabt (s. 7.1). Danach wer-
den auch für MongoDB zwei Arten von Cluster präsentiert: Zum einen ein klassisches
Replikationscluster (s. 7.2.1) auf Master-Slave Basis, zum anderen ein Cluster mit frag-
mentiertem Datenbestand (s. 7.2.2). In diesem Zusammenhang wird in Abschnitt 7.2.2
erläutert, nach welchen Kriterien MongoDB die Daten auf Fragmente verteilt.
Das Cassandra DBMS wird in Kapitel 8 behandelt. Auch hier erfolgt zunächst ein Blick
darauf, ob und wie Cassandra die ACID-Kriterien umsetzt (s. 8.1). Anschließend wird
der Aufbau eines Cassandraclusters thematisiert, welches sich gänzlich von den bis-
her untersuchten Konzepten unterscheidet (s. Kapitel 8.2). In diesem Zusammenhang
werden zwei Replikationsstrategien (s. Kap. 8.2.1) erklärt: Die SimpleStrategy und die
NetworkTopologyStrategy.
Abschließend erfolgt in Kap. 10 eine Einschätzung und Bewertung, wann welches Sys-
tem eingesetzt werden sollte.
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1 Problemstellung
Ressourcen sind begrenzt. Dies gilt für Ressourcen, die uns von unserem Planeten
zur Verfügung gestellt werden, aber auch für Ressourcen eines Computers. Die Leis-
tung eines Rechners wird maßgeblich bestimmt durch drei Komponenten: Prozessor,
Arbeitsspeicher und Festspeicher. Aufgrund von stetig steigenden Anforderungen ist
jeder Computer irgendwann einmal an einem Punkt angelangt, an dem er zu langsam
ist. Um die immer weiter anwachsenden Daten weiterhin in vertretbarer Zeit verarbei-
ten zu können, müssen Informationssysteme von Zeit zu Zeit erweitert werden.
Der erste Teil dieser Arbeit setzt sich mit dem Problem der Skalierbarkeit auseinander,
indem zunächst erklärt wird, was Skalierbarkeit überhaupt ist (1.1) und die Unterschie-
de zwischen vertikaler (1.2) und horizontaler (1.4) Skalierung erläutert werden. Anhand
des Mooreschen Gesetzes (1.3) wird erklärt, warum in der horizontalen Skalierbarkeit
die Zukunft liegt.
1.1 Skalierbarkeit
Der Begriff Skalierbarkeit beschreibt im Allgemeinen die Fähigkeit eines Systems, er-
weitert werden zu können. Ein System wird erweitert, indem entweder vorhandene
Hardware durch neuere und bessere ersetzt wird (1.2), oder wenn zusätzliche Hardware
ohne großen Aufwand in das vorhandene System integriert werden kann (s. 1.4).[vgl.
edbskal; AFei15]
1.2 Vertikale Skalierung
Vertikale Skalierung bedeutet, dass ein vorhandenes System durch das Austauschen
von Systemkomponenten wie Prozessor, Arbeitsspeicher etc. verbessert wird. Durch
die bessere Hardware steigt die Leistung des Systems. Die Leistungssteigerung verläuft
jedoch nicht linear, d.h. es wird immer teurer, je besser ein System werden soll. Das
vertikale Skalieren eines Systems ist ein endloser Prozess: Nach einigen Monaten ist
das System erneut am Limit angekommen, es gibt wieder bessere Hardware und das
Aufrüsten des Systems beginnt von vorne. [vgl. edbskal; AFei15]
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Abb. 1.1: Vertikale Skalierung: Das System wird durch Aufrüsten der Systemhardware
immer besser. Ab einem Punkt steigt die Leistung nicht mehr linear an,
sondern nähert sich einem Punkt an.
Vergleichbar ist der Prozess der vertikalen Skalierung mit dem Hinzufügen eines Stock-
werkes an einem Hochhaus. Irgendwann wird aus einem Hochhaus ein Wolkenkratzer,
und auch Wolkenkratzer sind irgendwann einmal an einem Punkt angekommen, an
dem es kaum noch höher geht. Die Grafik 1.1 verdeutlicht diese asymptotische Ent-
wicklung1 zwischen Aufwand und Nutzen. Bei Computern ist dieser Punkt erreicht,
weil Transistoren nicht mehr kleiner gefertigt werden können. Näheres zur Entwicklung
der Leistungsfähigkeit von Prozessoren wird im Kapitel 1.3 beschrieben.
1Mathematischer Begriff der Kurvendiskussion. Asymptotisch bedeutet, dass sich eine Kurve einem
Punkt immer weiter annähert, diesen aber nie erreicht.
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1.3 Das Mooresche Gesetz
Im April 1965 formulierte Gordon Moore, Mitbegründer des Halbleiterherstellers Intel,
einen Artikel in der Zeitschrift „Electronics“. In diesem sagt er aus, dass die Anzahl
der Schaltkreiskomponenten eines Prozessors jährlich um den Faktor zwei steigt. Eini-
ge Jahre später korrigierte er diese Aussage auf eine Steigerung um den Faktor zwei
über einen Zeitraum von zwei Jahren. Doch diese Steigerung kann nicht ewig anhalten.
Bereits die vergangenen Jahre haben gezeigt, dass der Leistungszuwachs von Prozes-
sorgeneration zu Prozessorgeneration stetig weniger wird. Experten prophezeien das
endgültige Aus für das Mooresche Gesetz, wenn die Halbleitertechnik bei einem Ferti-
gungsprozess von ca. fünf Nanometer angelangt ist. Eine Steigerung der Leistung nach
dieser Schwelle ist nur möglich, wenn sich die Hardware dann entweder vergrößern wür-
de, oder wenn die Schaltelemente übereinander verbaut werden können. Im Bereich der
Flashspeicher1 wird dies bereits in Form von sogenannten 3D-NAND2 gemacht. Das
Ende des Mooreschen Gesetz bedeutet, dass abseits der Entwicklung von Quanten-
computern, oder anderweitig revolutionärer Hardware keine größeren Leistungssprün-
ge mehr zu erwarten sind. Für ein Datenbanksystem bedeutet dies, dass es ab diesem
Zeitpunkt nicht mehr vertikal skaliert werden kann, weil es schlicht keine bessere Hard-
ware mehr gibt. Um diesem Problem aus dem Weg zu gehen, gibt es die horizontale
Skalierbarkeit, siehe 1.4.[vgl. AGru16; JoMa16]
1.4 Horizontale Skalierung
Weil die vertikale Skalierung in Zukunft nicht mehr praktikabel ist, müssen Alternati-
ven geschaffen werden. Im Gegensatz zur vertikalen Skalierung wird bei der horizonta-
len Skalierung nicht vorhandene Hardware durch bessere ersetzt, sondern zusätzliche
Hardware in das System integriert. Die zusätzliche Hardware muss im Regelfall nicht
identisch zur bereits bestehenden sein. Daher kann ein horizontal skalierbares System
über Jahre wachsen und problemlos mit Maschinen unterschiedlichen Alters und un-
terschiedlicher Leistung arbeiten. Im Beispiel des Wolkenkratzers wäre dies der Fall,
wenn neben dem Wolkenkratzer ein weiteres Hochhaus gebaut würde.
Aufgrund möglicher Replikationstechniken und Loadbalancing3 sind horizontal skalier-
bare Systeme nicht nur schneller als Einzelsysteme, sondern bieten auch die bessere
Verfügbarkeit, da der Ausfall einzelner Teilsysteme verkraftet werden kann. Im Gegen-
1Nicht-rotierendes Speichermedium, das beispielsweise in USB-Sticks, SSD-Festplatten und Smartpho-
nes eingesetzt wird.
2Speicher, bei dem die Transistoren vertikal zur Chipfläche stehen und in mehreren Ebenen verbaut
werden.
3Verteilung der Last des Gesamtsystems auf mehrere Teilsysteme.
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Abb. 1.2: Horizontale Skalierung: Wird mehr Rechenleistung benötigt, werden zusätz-
liche Rechner in das System integriert. Die Kosten steigen bei Integration
zusätzlicher Hardware (nahezu) linear an.
satz zur vertikalen Skalierung steigt bei der horizontalen Skalierung die Leistung im
Vergleich zu den Kosten im Optimalfall nahezu linear bis ins Unendliche an (vergleiche
Verlauf der roten Linie, Bild 1.1 und 1.2). [vgl. RSS15, S.5 ff.]
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2 Cluster
Kapitel 2 beschäftigt sich mit verteilten Rechnerumgebungen. Dazu werden in 2.1 die
Begriffe WAN, LAN und Cluster erläutert. In 2.2 geht um unterschiedliche Möglich-
keiten parallel auf gemeinsam genutzte Daten zuzugreifen und Hardwareressourcen zu
verteilen. Datenbankspezifisch wird es dann in Kapitel 2.3, wo Vor- und Nachteile des
Clustereinsatzes für Datenbanksysteme diskutiert werden.
2.1 Was ist ein Cluster?
Der Begriff Cluster beschreibt den Zusammenschluss von Rechnern zu einem Rechner-
netz. Rechnernetze lassen sich hinsichtlich vieler Aspekte klassifizieren. Am geläufigsten
ist die Unterteilung in LAN (Local Area Network) und WAN (Wide Area Network). Ein
LAN wird, wie der Name vermuten lässt, lokal verwendet, das heißt, für die Vernetzung
von Rechnern in räumlicher Nähe, die sich meist innerhalb eines Gebäudes befinden.
WAN bezeichnet im Prinzip das öffentliche Internet. In der Regel sind Übertragungs-
geschwindigkeit und Latenz1 im LAN deutlich besser als im WAN. Daher stehen die
Rechner eines Clusters meist in direkter Nachbarschaft zu einander. Auf professioneller
Ebene werden die Rechner dazu in Serverschränken (Server Racks) verbaut und mittels
Netzwerkswitch2 miteinander verbunden. [vgl. RSS15, S.37 f.]
Ist von einem Datenbankcluster die Rede, so ist häufig nicht das Cluster als Rechner-
netz gemeint, sondern der logische Verbund von mehreren Datenbankservern zu einem
großen, leistungsfähigeren Datenbanksystem. Die einzelnen Datenbankserver arbeiten
zusammen, tauschen ihre Daten miteinander aus und teilen die eingehenden Anfragen
aufeinander auf (s. Loadbalancing 2.3.3). Die Server eines Datenbankclusters müssen
nicht zwingend in örtlicher Nähe zueinander stehen. Sind Server aus verschiedenen Re-
1Latenz bezeichnet in der Telekommunikation das Zeitintervall der Verzögerung beim Übertragen von
Daten.
2Ein Netzwerkswitch, oft auch Layer2-Switch genannt, ist ein Gerät, welches die Vernetzung von Rech-
nern ermöglicht. Verschiedene Rechner, im Zusammenhang mit Clustern auch Knoten genannt, werden
mittels Netzwerkkabel an dieses Gerät angesteckt und können anschließend unter Zuhilfenahme diver-
ser Netzwerkprotokolle miteinander kommunizieren.
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chenzentren am Cluster beteiligt, so kann die Kommunikation über WAN mithilfe von
VPN1 geschehen. [vgl. ÖV11, S.3 f.]
2.2 Arten paralleler Datenverarbeitung
Wird von ein einem Rechnernetz gesprochen, so ist damit meist ein Verbund aus meh-
reren Rechnern nach dem Shared-Nothing-Prinzip (Kap. 2.2.3) die Rede. Aber auch
bei Rechnern, die nicht Teil eines Clusters sind, findet parallele Datenverarbeitung
statt. Denn auch einzelne Rechner verfügen meist über mehrere Prozessorkerne, die
sich die restlichen Systemhardware teilen müssen. Es handelt sich dann um ein Shared-
Everything-System (s. Kap. 2.2.1).
2.2.1 Shared-Everything
Das Shared-Everything Prinzip bedeutet, dass verschiedene aktive Prozesse eines Rech-
ners auf die selben Systemressourcen zugreifen müssen. Jeder Rechner mit mehr als
einem Prozessorkern ist ein Shared-Everything System, da sich die Prozessorkerne in
Form eines logischen Prozessors den gemeinsamen Cache2, den Arbeitsspeicher, die
Festplatten und die Transportleitungen teilen müssen. Die Details eines Mehrkern-
Abb. 2.1: Schematische Darstellung eines
Shared-Everything Systems.3
prozessorsystems oder gar eines Mehrprozessorsystems bleiben der Datenbanksoftware
jedoch weitestgehend verborgen, da der Prozess-Scheduler4 die Arbeit auf die physi-
schen Prozessorkerne verteilt. Um ein Shared-Everything System optimal ausnutzen
zu können, müssen von den Datenbanksystemen Vorkehrungen getroffen werden, wie
1Virtual Private Network - Ein VPN ist ein virtuelles, privates Netz im Internet. Es ermöglicht eine
verschlüsselte Kommunikation von Geräten an verschiedenen Standorten. Für die Anwendung ist solch
ein Aufbau abgesehen von der Übertragungsgeschwindigkeit nicht von einem LAN zu unterscheiden.
2Der Cache ist nach dem CPU-Register der schnellste Speicher eines Rechner. Er ist meist wenige
Kilobyte bis Megabyte groß und wird unter den Prozessorkernen aufgeteilt.
3Bildquelle: [entnommen aus RSS15, S.54, Abb. 3.7 ].
4Komponente eines Computer-Betriebssystems zur Verteilung von anfallenden Aufgaben auf die Pro-
zessoren bzw. auf die Prozessorkerne.
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z.B. das Nutzen von Multithreading-Techniken1, Ablegen von Sperrtabellen in einem
gemeinsam-genutzten-Speicher2, oder das Pflegen einer abzuarbeitenden Auftragswar-
teschlange. [vgl. RSS15, S.54 ]
2.2.2 Shared-Disk
Shared-Disk Systeme zeichnen sich dadurch aus, dass ein Rechnerverbund auf einen
gemeinsamen externen Speicher zugreift. Dieser Speicher kann in einem SAN3 Bereich
stehen und über ein Netzwerkprotokoll wie NFS4 angebunden sein. Alle Rechner ei-
nes Shared-Disk Clusters greifen also auf den selben Datenbestand zu. Die einzelnen
Rechner sind dabei fast immer selbst Shared-Nothing Systeme, da diese über viele Pro-
zessorkerne verfügen. Da alle Rechner durch das Verwenden der selben Datenquelle
immer auf dem gleichen Stand sind, eignen sich Shared-Disk Systeme gut zur Lastver-
teilung bei Leseanfragen. Hinsichtlich der Skalierbarkeit sind Shared-Disk Systeme von
Vorteil, da Rechenleistung in Form von Prozessor und Arbeitsspeicher, sowie Speicher-
kapazität in Form von Festplatten unabhängig voneinander, sowohl vertikal als auch
horizontal, skaliert werden können. [vgl. RSS15, S.55 ff.]
Abb. 2.2: Schematische Darstellung von Shared-Disk (a) und Shared-Nothing (b) Sys-
temen.5
1Verteilung parallel auszuführender Berechnungen in mehrere logische Threads (Prozesse), die dann
vom CPU-Scheduler einem Prozessorkern zugewiesen werden können.
2Gemeinsam-genutzter-Speicher, auch shared-memory genannt, ist ein Bereich im Arbeitsspeicher eines
Rechners, der zur Interprozesskommunikation genutzt wird, da er von mehreren Prozessen genutzt
werden kann.
3SAN - Storage Area Network. Abgetrennter Bereich mit Servern, deren Hauptaufgabe es ist, Daten zu
speichern.
4NFS steht für „Network File System“. Es ist eine Möglichkeit Speicher zu benutzen, welcher durch einen
anderen Rechner zur Verfügung gestellt wird. Für das System, an dem das NFS Laufwerk eingebunden
wird, sieht es so aus, als wäre dies eine richtige lokale Festplatte.
5Bildquelle: [entnommen aus RSS15, S.56, Abb. 3.9 ].
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2.2.3 Shared-Nothing
Shared-Nothing Systeme verfolgen den Ansatz, jedem Teilsystem sämtliche zum Be-
trieb notwendige Hardware exklusiv bereitzustellen. Dadurch verfügt jeder Rechner
eines solchen Rechnerverbundes über Prozessor, Arbeitsspeicher und Festplatte, wel-
che ausschließlich von diesem genutzt werden. Es handelt sich also um viele Shared-
Everything Systeme, die zu einem Cluster zusammengeschlossen werden und über das
Netzwerk miteinander kommunizieren. Bei Shared-Nothing Systemen arbeitet ein Teil-
system ausschließlich mit den Daten der eigenen Festplatte. Es ist bei solchen Systemen
üblich, nur einen Teil der Gesamtdaten je Rechner zu speichern (siehe Fragmentierung,
Kap. 2.3.2). Dies sorgt automatisch für eine Lastverteilung, da grundsätzlich nicht jeder
Rechner auf jede Anfrage antworten kann. Allerdings erfordert dies eine ausgeprägte
Kommunikation zwischen den Teilsystemen, wie beispielsweise ein Rechnerübergreifen-
des Transaktionsprotokoll (siehe Kapitel 4). Hinsichtlich der Skalierbarkeit wird bei
Shared-Nothing-Systemen die horizontale Skalierbarkeit angewandt, da ohne Proble-
me einfach ein zusätzlicher Rechner in das System integriert werden kann. Die meisten
modernen Datenbankmanagementsysteme, vor allem die NoSQL-Systeme1, sind für die
Nutzung als Shared-Nothing Cluster ausgelegt. [vgl. RSS15, S.55 ff.]
2.3 Vor- und Nachteile von Datenbankclustern
Datenbankcluster haben Vorteile, aber auch Nachteile. Ein Vorteil ist, dass sich ver-
teilte Datenbanksysteme durch die horizontale Skalierbarkeit1.4 leichter und günstiger
skalieren lassen und Ressourcen je nach Bedarf dynamisch hinzugefügt, oder entfernt
werden können. Im Folgenden werden weitere Vor- und Nachteile behandelt.
2.3.1 Replikation
Replikation bei Datenbanksystemen bedeutet das kontrollierte Vorhandensein von Red-
undanzen. Während im logischen Entwurf einer Datenbank Redundanzen im Normal-
fall zu vermeiden sind, dienen sie im Bereich der Replikation der Gewährleistung von
Ausfallsicherheit und dem Aufbau von Clustersystemen. Außerdem können Replikatio-
nen bei der Datensicherung von Datenbanken helfen2. Im Grunde ist eine Replikation
eine Kopie des Datenbestandes eines Datenbanksystems oder eines Teilsystems. Eine
sehr häufig verwendete Methode der Replikation ist die sogenannte Master-Slave Re-
1Moderne Datenbanksysteme, die nicht wie klassische relationale Datenbanksysteme mit verschiedenen
Tabellen arbeiten. Oft arbeiten NoSQL Systeme mit Schlüssel-Wert-Beziehungen und sind schemafrei.
2Weitere Informationen zum Thema Datensicherung bei verteilten Datenbanksystemen gibt es in mei-
nem Praxisprojektbericht [siehe Win].
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plikation. Bei diesem Verfahren wird ein Replikationsset1 aufgebaut, wobei ein Knoten
als Master- und die restlichen als Slavesknoten festgelegt werden. Der Masterknoten
übernimmt alle aktiven Aufgaben des Datenbanksystems, beantwortet also Anfragen
und empfängt neue oder veränderte Daten. Die Slaveknoten sind nicht aktiver Teil des
Datenbanksystems, bekommen aber vom Masterknoten alle Daten bereitgestellt. Fällt
der Masterknoten aus, wählen die Slaveknoten einen neuen Master. Der Betrieb der
Datenbank kann so bei einem Hardwareausfall ohne Einschränkung der Verfügbarkeit
fortgesetzt werden. [vgl. RSS15, S. 285]
Abb. 2.3: Schematische Darstellung einer Master-Slave Replikation. Der Masterknoten
repliziert seinen Datenbestand auf den Slaveknoten.
Synchrone-Replikation
Von synchroner Replikation wird dann gesprochen, wenn Änderungen am Datenbe-
stand nur dann als erfolgreich gelten, wenn diese auf allen Knoten eines Replikationssets
durchgeführt wurden. Um dies zu gewährleisten werden verschiedene Transaktionspro-
tokolle angewandt, siehe Kap. 4. [OraRep]
Asynchrone-Replikation
Bei der asynchronen Replikation erfolgt eine Änderung am Datenbestand zunächst
an einem System. Der Nutzer erhält sofort Rückmeldung, dass sein Vorgang bearbei-
tet wurde. Dieses System repliziert danach die Änderungen an die weiteren Knoten
des Replikationssets. Während dieser Zeitspanne ist das Replikationsset nicht auf dem
gleichen Stand, es ist also asynchron. Die asynchrone Replikation bietet dem Anwender
Vorteile, da er schneller eine Rückmeldung über den Erfolg einer Transaktion erhält.
Allerdings hat die asynchrone Replikation Nachteile, sollte ein Knoten des Replikati-
onssets ausfallen bevor der Vorgang abgeschlossen ist. [OraRep]
1Ansammlung von Knoten eines Datenbankclusters, die zusammenarbeiten und die gleichen Daten
beherbergen.
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2.3.2 Fragmentierung (Sharding)
In verteilten Systemen können Daten einer Datenbank in kleine Fragmente zerteilt,
und dann auf verschiedene Rechner eines Clusters verteilt werden. Es wird unter-
schieden zwischen horizontaler und vertikaler Fragmentierung. Bild 2.4 verdeutlicht
die Unterschiede. Bei der horizontalen Fragmentierung wird eine Tabelle einfach nach
Abb. 2.4: Aufteilung einer Tabelle nach vertikaler Fragmentierung (links) und horizon-
taler Fragmentierung (rechts).1
einer bestimmten Anzahl Zeilen zerteilt und verteilt. Die Tabelle wird quasi horizontal
durchgeschnitten. Bei einer Abfrage wird einfach eine Vereinigung der zerteilten Tabel-
le durchgeführt. Im Gegensatz dazu wird die Tabelle bei der vertikalen Fragmentierung
vertikal zerschnitten. Da hier jedoch der Datensatz zerteilt wird, müssen in den Frag-
menten zusätzliche Schlüssel eingefügt werden, um den Datensatz bei einer Anfrage
wieder rekonstruieren zu können.[vgl. ÖV11, S.75 ff.]
2.3.3 Lastverteilung
Ein klarer Vorteil ist die Möglichkeit der Lastverteilung. An das System gestellte An-
fragen können auf viele kleine Teilsysteme verteilt werden. Bei Datenbanksystemen,
welche über WAN (s. Kap. 2.1) miteinander verbunden sind, ist es sogar möglich, Da-
ten in der Nähe abzuspeichern, wo sie benötigt werden. Dies sorgt insgesamt für eine
Steigerung der Geschwindigkeit des Systems. Bei fragmentierten Systemen funktioniert
die Lastverteilung besonders gut: Beispielsweise beim Berechnen der Summe über eine
Spalte aller Einträge einer Tabelle hinweg. Während beim nicht-fragmentierten System
diese Berechnung sequenziell durchgeführt werden würde, kann die Berechnung einer
horizontal fragmentierten Datenbank parallel erfolgen. Die Ergebnisse der Teilstücke
werden am Ende einfach addiert.[vgl. RSS15, S.97]
1Bildquelle: [entnommen aus RSS15, S.95, Abb. 5.3 und S.98 Abb. 5.5 ].
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2.3.4 Konsistenzprobleme
Verteilte Systeme bieten Vorteile hinsichtlich der Lastverteilung. Doch einhergehend
gibt es Probleme mit der Widerspruchsfreiheit der Daten. Denn wenn mehrere Teilsys-
teme zeitgleich Anfragen bearbeiten, kann es zu Unstimmigkeiten zwischen den Sys-
temen kommen. Es müssen also nicht nur die Transaktionen (s. Kap. 4) der Clienten
bearbeitet werden, sondern es bedarf auch der Synchronisation der Knoten untereinan-
der, z.B. durch Einsatz eines zwei-Phasen-Commit Protokolls (siehe Kap. 4.2.3). Beim
Thema Konsistenz gehen viele Datenbanksysteme unterschiedliche Wege. Einige ver-
treten die Meinung, dass eine Datenbank zu jedem Zeitpunkt frei von Widersprüchen
sein muss (s. ACID-Konsistenz 4.3), andere sehen das Thema nicht so eng, und garan-
tieren letztendlich zwar die Korrektheit des Datenbestandes, nicht jedoch den genauen
Zeitpunkt (s. letztendliche Konsistenz 4.4). [vgl. ÖV11, S.461 ff.]
2.3.5 Verfügbarkeit
Datenbankcluster sind aufeinander angewiesen und voneinander abhängig. Sind alle
Systeme verfügbar, ist nicht mit Problemen zu rechnen. Im Vergleich zu einem Ein-
zelsystem gibt es Vorteile bei der Ausfalltoleranz, denn ein „single-point-of-failure“1
existiert nicht. Doch was passiert, wenn einmal Teilsysteme des Clusters ausfallen oder
nicht verfügbar sind? Die Themen Verfügbarkeit und Partitionstoleranz2 spielen eine
große Rolle für verteilte, aber vor allem für fragmentierte Systeme. [vgl. ÖV11, S.12 ff.].
Weitere Details zu dieser Thematik werden in Kapitel 3.1, CAP-Theorem behandelt.
2.3.6 Transparenz
Datenbanken sollten für den Nutzer und darauf zugreifende Anwendungen transparent
sein. Dies bedeutet, dass ein Datenbankmanagementsystem sich immer gleich verhal-
ten sollte, egal ob es sich um ein Einzelsystem, oder ein Clustersystem handelt. Dies
gestaltet sich jedoch teilweise schwierig wenn bei fragmentierten Systemen nur ein Teil
der Daten auf einem Rechner vorhanden ist. Das Datenbanksystem muss dann dafür
sorgen, dass abgefragte Daten von den einzelnen Rechnern gesammelt und gemein-
sam als Ergebnis einer Anfrage ausgeliefert werden, ohne das der Nutzer von diesem
Umstand erfährt. Auch beim Speichern von neuen Daten muss das Datenbanksystem
selber entscheiden, wo es diese ablegt, sodass sich Anwendungsentwickler nicht mit der
Datenbankarchitektur auseinander setzen müssen. [vgl. ÖV11, S.7 ff.]
1Bezeichnet einen Zustand, in dem der Ausfall einer einzigen Komponente eines Systems einen Ausfall
des Gesamtsystems zur Folge hat.
2Gibt an, wie tolerant ein verteiltes Datenbanksystem hinsichtlich der Isolation von Teilsystemen ist.
Je nach Implementation kann das Datenbanksystem einen Verlust verkraften oder nicht.
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Um die Transparenz sicherstellen zu können, verwenden einige Datenbanksysteme Kon-
trollserver oder Steuerungsinstanzen. Diese nehmen Anfragen an und leiten diese an
die entsprechenden Knoten des Clusters weiter. Logisch erscheinen diese Steuerungsin-
stanzen als normale Datenbankinstanz. Es ist für den Client also nicht nachvollziehbar,
ob es sich bei dem System um ein Einzelsystem oder ein Cluster handelt. Bild 2.5
zeigt ein Schema eines solchen Aufbaus. Häufig übernehmen diese Steuerungsinstanzen
Abb. 2.5: Schematischer Aufbau eines Datenbankclusters, bestehend aus einem Kon-
trollserver und zwei Fragmenten, die jeweils aus einem Replikationsset mit
drei Knoten bestehen.
die Aufgabe des Lastverteilers. Der Lastverteiler leitet Anfragen an diejenigen Knoten
eines Clusters weiter, die über die meisten freien Hardwareressourcen verfügen.
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3 CAP Theorem
Kapitel 3.1 behandelt die grundlegende Aussage des CAP-Theorems von Eric Bre-
wer. In 3.2 werden dann die daraus abgeleiteten Auswirkungen auf verteilte Systeme
behandelt. Abschließend wird unter 3.3 erläutert, weshalb das CAP-Theorem zu viel
Aufmerksamkeit erfährt.
3.1 CAP Theorem im Detail
Das CAP-Theorem wurde vom Informatiker Eric Brewer im Jahr 2000 erstmals er-
wähnt. Zwei Jahre später wurde seine Aussage von Seth Gilbert und Nancy Lynch
bewiesen. Die drei Buchstaben C, A, P stehen für „consistency“, „availability“ und
„partition tolerance“. Das CAP Theorem besagt, dass verteilte Systeme mit replizierten
Datenbeständen nur jeweils zwei der drei Eigenschaften Konsistenz (C), Verfügbarkeit
(A) und Partitionierungstoleranz (P) erreichen können, welche im Detail das Folgende
bedeuten:
Abb. 3.1: Bildliche Darstellung des CAP
Theorems. Ein verteiltes System kann nur
die Eigenschaften einer einzigen Kante
garantieren.
Availability (Verfügbarkeit)
Alle Anfragen von Clienten können jederzeit, von jedem funktionsfähigen Knoten
des Datenbanksystems mit einer sinnvollen Antwort (d.h. keine Fehlermeldung)
und innerhalb einer akzeptablen Antwortzeit beantwortet werden. Dies gilt sowohl
für Lese-, als auch Schreibvorgänge. Isolierte Knoten, also Partitionen mit nur
einem Knoten, gelten als nicht funktionsfähig.
Consistency (Konsistenz, auch CAP-Konsistenz)
Alle Teilnehmer haben stets die gleiche Sicht auf die Daten. Werden Daten ge-
ändert, ist die Änderung für alle Clienten zur gleichen Zeit sichtbar. Der Begriff
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Konsistenz des CAP-Theorem ist nicht gleichzusetzen mit dem Begriff Konsistenz
des ACID (s. Kap. 4.3) Prinzips! CAP-Konsistenz zielt darauf ab, dass alle Rech-
ner eines Replikationssets stets über denselben Datenbestand verfügen müssen.
Partition tolerance (Partitionierungstoleranz)
Die Systemeigenschaften können auch dann gewährleistet werden, wenn das ver-
teilte System partitioniert ist. Partitioniert bedeutet, dass das Gesamtsystem
durch technisches Versagen z.B. einer Netzwerkverbindung, in zwei oder mehr
Teilsysteme zerteilt ist, und somit zwischen den Knoten keine Kommunikation
stattfinden kann.
Später wurde das CAP-Theorem dahingehend ergänzt, dass die „2 aus 3 Eigenschaft“
zu unspezifisch sei. Die Verfügbarkeit bei CP-Systemen und CAP-Konsistenz bei AP-
Systemen müsse nämlich nur dann aufgegeben werden, wenn es tatsächlich zu einer
Partitionierung des Systems komme. Das CAP-Theorem zielt nicht ausschließlich auf
Datenbanksysteme ab. Auch andere verteilte Systeme wie beispielsweise das DNS1
lassen sich in eine der drei Kategorien einteilen. [vgl. edbcap; Kle] [RSS15, S. 354 ff.]
3.2 Drei Klassen von verteilten Datenbanksystemen
Aus dem CAP-Theorem ergeben sich somit 3 Klassen von Datenbanksystemen:
AC: Verzicht auf Partitionierungstoleranz
Systeme der Klasse AC erfüllen die Eigenschaften der Verfügbarkeit und der
CAP-Konsistenz. Allerdings sind solche Systeme nicht partitionierungstolerant.
Um die CAP-Konsistenz gewährleisten zu können, kann ein zwei-Phasen-Commit
(s. 4.2.3) angewandt werden. Sollte es zu einer Partitionierung kommen, so muss
das gesamte System den Dienst verweigern. Daher macht ein CA-System haupt-
sächlich dort Sinn, wo Rechner mit Hochverfügbarkeits-Hardware eingesetzt wer-
den können. Diese sind so eng miteinander verbunden, sodass eine Partitionierung
fast auszuschließen ist.
CP: Verzicht auf Verfügbarkeit
CP-Systeme garantieren die CAP-Konsistenz und sind tolerant gegenüber Par-
titionierungen. Aber darunter leidet die Verfügbarkeit, denn wenn eine Parti-
tionierung stattfindet, die Systeme aber CAP-konsistent bleiben sollen, müssen
Teilsysteme (z.B. die Minderheitspartition) abgeschaltet oder gesperrt werden.
Die Folge: Nur noch Teile des Systems arbeiten korrekt. Die Verfügbarkeit ist
1Domain Name System. Dient zur Übersetzung einer Domain in eine IP-Adresse.
CAP Theorem 21
eingeschränkt. CP-Systeme bieten sich für Anwendungen an, bei denen unter kei-
nen Umständen alte Datenbestände verarbeitet werden dürfen, wie beispielsweise
bei Geldautomaten.
AP: Verzicht auf CAP-Konsistenz
AP-Systeme bieten Verfügbarkeit und Partitionierungstoleranz. Das System ist
also bei Partitionierung weiterhin vollständig erreichbar, bzw. die partitionierten
Teilsysteme arbeiten autark weiter. Es sind in diesem Zustand somit Änderungen
am Datenbestand erlaubt. Es sind daher zeitweise unterschiedliche Datenbestände
auf den Partitionen vorhanden, da durch die fehlende Kommunikationsmöglich-
keit keine Synchronisierung mehr möglich ist. Ein solches System macht überall
dort Sinn, wo Verfügbarkeit und Antwortzeit wichtig sind, beispielsweise beim
Online-Shopping, in sozialen Netzwerken oder bei Suchmaschinen.
[vgl. RSS15, S.354-359]
3.3 Probleme des CAP-Theorems
Sicherlich ist am CAP-Theorem etwas Wahres dran. Aber ist es wirklich so einfach wie
es aussieht? Eric Brewer selbst schrieb am 8. Oktober 2010 auf Twitter: „I really need
to write an updated CAP theorem paper. But until then, this is pretty good“1, gefolgt
von einem Link zu einem Blogartikel, in dem das CAP-Theorem kritisch hinterfragt
wird.
Missverständlich
Das CAP-Theorem ist zu missverständlich formuliert. Der Begriff „consistency“ ist
leicht zu verwechseln mit dem C aus dem ACID-Prinzip (s. 4.3), hat aber eine vollkom-
men andere Bedeutung. Im CAP-Theorem wäre der Begriff Linearisierbarkeit (lineari-
zability)2 anstelle von Konsistenz wohl passender. Gilbert und Lynch haben für ihren
Beweis des CAP-Theorems anstelle von Konsistenz den Begriff Atomarität (im Sinne
einer Zeitlichen Abfolge) genutzt. [vgl. Kle]
Zu unspezifisch
Als Gilbert und Lynch im Jahr 2002 die zentralen Aussagen des CAP-Theorems als
gültig befanden, wurden einige Teile konkretisiert. Dennoch ist das CAP-Theorem
1https://twitter.com/eric_brewer/status/26819094612; abgerufen am 10.12.2016.
2Linearisierbarkeit beschreibt ein Korrektheitskriterium, bei dem nebenläufig ablaufende Vorgänge mit
Zugriff auf Datenstrukturen sich so verhalten, als würden sie sequentiell ausgeführt.
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noch immer viel zu ungenau formuliert und berücksichtigt keine aktuellen technischen
Fortschritte. Verfügbarkeit beispielsweise ist kein binärer Wert Ja/Nein, sondern Aus-
legungssache. Es gibt im CAP-Theorem jedoch keine klare Abgrenzung, ab welcher
Antwortzeit ein System als verfügbar oder nicht-verfügbar gilt. Zudem existieren Da-
tenbanksysteme, die nur eine oder gar keine der drei Eigenschaften erfüllen. Dies wi-
derspricht zwar nicht direkt der Aussage des CAP-Theorems, aufgrund der Nichter-
wähnung dieses Falles könnte aber der Eindruck entstehen, dass solche Systeme nicht
existieren.
Realitätsfern
Das CAP-Theorem geht offenbar davon aus, dass Anwendungen direkt auf einen Da-
tenbankserver zugreifen. Aktuelle Techniken machen es möglich, Systeme aufzubauen,
die auch während einer Partitionierung des Systems keine Einschränkungen hinsichtlich
Konsistenz oder Verfügbarkeit aufweisen.
Wird beispielsweise ein Lastverteiler eingesetzt und verfügt das Cluster über genügend
Hardwarereserven, so können Anfragen im Falle einer Netzwerkpartition auf eine der
Partitionen des Clusters geleitet werden. So ist die Datenbank auch während einer
Partitionierung verfügbar, und da die Synchronisation innerhalb der aktiven Partition
weiterhin möglich ist, ist sie auch CAP-konsistent. Nachdem die Störung des Systems
behoben ist, wird der Datenbestand der passiven Partition auf den Stand der akti-
ven Partition gebracht und das Gesamtsystem wieder freigegeben. Im Sinne des CAP-
Theorems ist dies jedoch keine gültige Maßnahme: Knoten aus einer vom Lastverteiler
nicht berücksichtigten, passiven Partition sind weiterhin funktionsfähig, müssten bei di-
rekten Zugriff gemäß der Definition von CAP-Verfügbarkeit also eine Antwort liefern.
Diese wäre aufgrund der fehlenden Synchronisationsmöglichkeit zur aktiven Partition
nicht auf dem neusten Stand und daher nicht CAP-konsistent.
Zugegeben, dieses Beispiel ist ähnlich naiv ausgelegt wie die typische „Milchmädchen-
rechnung“. Denn wenn der gesamte Datenverkehr einer globalen Internetanwendung zu
einer Partition geleitet wird, steigt aufgrund der erhöhten Belastung die Antwortzeit
und je nach festgelegter Definition von Verfügbarkeit würde ein solches System viel-
leicht wieder als nicht-verfügbar gelten. Dieses Beispiel soll darauf hinweisen, dass die
„2 aus 3 Eigenschaft“ in realen Anwendungsfällen nicht in Stein gemeißelt ist.[vgl. Bro;
EricBr12]
Zu guter Letzt muss die Frage der Sinnhaftigkeit von CA-Systemen gestellt werden.
Auch bei Hochverfügbarkeitshardware können Fehler auftreten. Es ist schlicht nicht
möglich, 100 prozentige Verfügbarkeit zu garantieren. Tritt eine Netzwerkpartition bei
einem CA-System auf, so müsste das System dennoch teilweise abgeschaltet, oder in
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einen read-only Modus versetzt werden, um die CAP-Konsistenz zu wahren. Somit
würde ein CA-System aber eigentlich nur ein Kriterium erfüllen.
Datenbanksysteme sollten nicht nach „Schema F“ in eine der drei CAP-Klassen einge-
teilt werden, stattdessen sollten die individuellen Stärken und Schwächen eines Daten-
banksystems analysiert werden.[vgl. Kle]
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4 Transaktionskonzepte
Dieses Kapitel behandelt Transaktionen. In 4.1 wird beschrieben, was eine Transaktion
ist und auf Aufgaben eines Transaktionskonzepts eingegangen. In 4.2 werden Möglich-
keiten vorgestellt, die Korrektheit des Datenbestandes einer Datenbank im Mehrbenut-
zerbetrieb zu gewährleisten. Anschließend werden in Kapitel 4.3 und 4.4 zwei Prinzipien
vorgestellt, nach denen ein Transaktionskonzept arbeiten kann: ACID und BASE.
4.1 Aufgaben des Transaktionskonzepts
Eine Transaktion ist eine Einheit, bestehend aus einer Folge von Einzeloperationen,
die Veränderungen am Datenbestand einer Datenbank vornehmen. Dies hat vor allem
in relationalen Datenbanken eine große Bedeutung, da dort zusammenhängende Da-
ten auf mehrere Tabellen verteilt und mittels Referenzen wieder zugeordnet werden
können. Das Transaktionskonzept ist ein Verfahren zur Koordinierung parallel ablau-
fender Transaktionen in einem Mehrbenutzersystem. Transaktionskonzepte kommen
nicht nur bei Datenbankclustern, sondern auch bei Einzelsysteme zum Einsatz. Sie re-
geln, wie und in welcher Reihenfolge Transaktionen behandelt werden, bestimmen das
Verhalten im Fehlerfall und verhindern, dass es aufgrund des Mehrbenutzerbetriebs
zu unvollständigen Datensätzen oder fehlerhaften Referenzen kommt. In vielen NoS-
QL Datenbanksystemen gibt es im eigentlichen Sinne keine Transaktionen. Trotzdem
funktionieren auch diese Systeme nur mit gewissen Regeln im Mehrbenutzerbetrieb.
Oftmals halten sich NoSQL Datenbanken an ein BASE-nahes Konzept, während rela-
tionale Datenbanksysteme versuchen, das ACID-Prinzip zu erfüllen. ACID und BASE
sind nicht zwingend konkurrierende Prinzipien. Auch lässt sich nicht jedes Datenbank-
system einem der beiden Prinzipien zuordnen.
4.2 Maßnahmen zur Konsistenzsicherung
4.2.1 Sperren
Um im Mehrbenutzerbetrieb die ACID-Konsistenz (s. ACID 4.3) gewährleisten zu kön-
nen, werden Sperrverfahren angewendet. Dazu werden ein Datensatz, oder mehrere
Datensätze, auch Objekte genannt, zu bestimmten Zeitpunkten gesperrt. Zu Beginn
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einer Transaktion bei pessimistischen Verfahren (s. 4.2.1) oder während dieser, bei op-
timistischen Verfahren (s. 4.2.1) können Sperren beim Datenbanksystem angefordert
werden. Es wird unterschieden zwischen Lese- und Schreibsperre, wobei Lesesperren
von verschiedenen Transaktionen kombinierbar sind, d.h. ein Element kann von meh-
reren Transaktionen zeitgleich mit einer Lesesperre belegt sein. Es ist allerdings nicht
möglich, dass ein Element zeitgleich eine Lese-, sowie eine Schreibsperre, oder mehrere
Schreibsperren von unterschiedlichen Transaktionen hat. Möchte eine Transaktion auf
ein Objekt zugreifen, das mit einer Schreibsperre belegt ist, so muss die Transaktion
warten bis die Sperre entfernt wurde. [vgl. ÖV11, S. 369 f.]
Pessimistische Sperrverfahren
Bei pessimistischen Sperrverfahren werden Objekte, die von einer Transaktion benötigt
werden, zu Beginn der Transaktion mit Lese- oder Schreibsperren belegt und erst nach
Erfolg der Transaktion wieder freigegeben. Pessimistische Verfahren sollten vor allem
dort angewandt werden, wo häufig parallel auf die selben Datensätze zugegriffen wird
und somit ein hohes Konfliktpotential besteht, oder wo das Zurückrollen1 sehr aufwän-
dig wäre. Da Objekte der Datenbank über die gesamte Transaktion hinweg gesperrt
werden, verzögert sich die Ausführung anderer Transaktionen, wenn auf gesperrte Ob-
jekte zugegriffen werden soll entsprechend.[vgl. ÖV11, S. 369 f.] [Sch]
Optimistische Sperrverfahren
Optimistische Sperrverfahren bieten Vorteile, wenn davon auszugehen ist, dass weni-
ge Schreibvorgänge stattfinden, oder selten die gleichen Daten von parallel laufenden
Transaktionen benötigt werden. Bei optimistischen Verfahren werden Sperren nur am
Ende einer Transaktion beantragt, kurz bevor manipulierte Daten gespeichert werden.
Dies geschieht, da die Transaktion mit einer temporären Kopie der benötigten Daten-
sätze arbeitet. Dieses Verfahren verkürzt die Sperrzeit von Datensätzen, hat allerdings
den Nachteil, dass beim Speichern der Transaktion überprüft werden muss, ob die ge-
änderten Daten die Integritätsbedingungen der Datenbank erfüllen. Dazu wird jedem
Datensatz ein Zeitstempel zugeordnet, welcher zu Beginn einer Transaktion gelesen und
zwischengespeichert wird. Am Transaktionsende wird der Zeitstempel erneut gelesen.
Stimmen beide Zeitstempel überein, so kann die Transaktion erfolgreich ausgeführt wer-
den. Ist dies nicht der Fall, so muss die Transaktion zurückgerollt und erneut ausgeführt
werden. [vgl. ÖV11, S. 384 f.] [Sch]
1Zurücksetzen des Datenbestandes auf den Ausgangszustand, z.B. nach einer fehlerhaften Transaktion.
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4.2.2 MVCC - MultiVersion Concurrency Control
MVCC steht für „multiversion concurrency control“, auf Deutsch also etwa Mehrver-
sionensynchronisationsverfahren. Es wurde als Alternative zu Sperren (s. 4.2.1) ent-
wickelt, da der Aufwand, der beim Verwalten der Sperren auf verteilten Systemen
entsteht, bei großen Datenbanken mit mehreren Tausenden bis Millionen Nutzern im-
mens ist. MVCC wird je nach Implementierung in relationalen-, aber auch in NoSQL-
Datenbanken verwendet. Es ist dem Prinzip der optimistischen Sperrverfahren jedoch
sehr ähnlich. MVCC erlaubt es dem Datenbanksystem zeitweilig mehrere Versionen
von Datensätzen zu führen. Jedem Datensatz ist eine Versionsnummer, der Zeitstem-
pel des letzten Lesezugriffs und der Zeitstempel des letzten Schreibzugriffs zugeordnet.
Dies ermöglicht es, parallel ablaufende Transaktionen durchführen zu können, ohne auf
den Abschluss anderer Transaktionen warten zu müssen. Bei rein lesenden Transak-
tionen gibt es keine Einschränkungen. Sie lesen immer die Version eines Datensatzes,
die erfolgreich gespeichert wurde und die höchste Versionsnummer aufweist. Durch den
Lesevorgang wird der Lese-Zeitstempel aktualisiert.
Greift beispielsweise eine Transaktion T manipulierend auf einen Datensatz D zu, wird
die Versionsnummer des Datensatzes zwischengespeichert und eine neue Version Dn mit
höherer Versionsnummer des Datensatzes D erstellt. Parallel ablaufende Transaktionen
lesen weiterhin aus der bisher aktuellsten Version D, da Dn noch nicht committed1 ist.
Dabei wird der Lese-Zeitstempel von D verändert. Wenn Transaktion T gespeichert
werden soll, wird zunächst geprüft, ob die zu Beginn der Transaktion gelesene Version
noch immer die Neuste ist. Ist dies noch der Fall, so wird geprüft, ob der Datensatz D
zwischenzeitlich von einer anderen Transaktion gelesen wurde. Dies ist dann der Fall,
wenn der Lese-Zeitstempel von D neuer ist als der Zeitstempel zu Beginn der Trans-
aktion T. Als Folge muss T abgebrochen werden, da davon ausgegangen werden muss,
dass eine andere Transaktion mit dem Datensatz arbeitet2. Falls der Datensatz D seit
Beginn der Transaktion T nicht von anderen Transaktionen gelesen wurde, können die
Änderungen übernommen werden, indem Dn als neuste Version festgelegt wird.
Das MVCC Verfahren verbraucht bei großen Datenbanken mit vielen Schreibzugriffen
viel Speicherplatz. Daher muss von Zeit zu Zeit eine Bereinigung durchgeführt werden,
indem alte Versionen gelöscht werden. [vgl. RSS15, S. 266 ff.]
1Endgültiges Speichern einer Änderung in der Datenbank ab Ende einer Transaktion.
2Welche Transaktion abgebrochen wird, entscheidet die jeweilige Implementierung des MVCC-Konzepts.
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4.2.3 Zwei-Phasen-Commit
Das zwei-Phasen-Commit Protokoll ist eine Möglichkeit den Commitvorgang auf ver-
teilten Datenbanksystemen zu koordinieren.
Abb. 4.1: zwei-Phasen-Commit1
Für diesen Prozess wird ein Koordinator benötigt.
Soll eine Transaktion gespeichert werden, wird die-
se vom Koordinator an alle Teilnehmer geleitet. Die
Teilnehmer prüfen, ob die Transaktion gespeichert
(committed) werden kann, ohne das Integritätsbe-
dingungen verletzt werden. Ist dies der Fall, so ant-
worten sie mit Ready. Ist dies nicht der Fall, antwor-
ten sie mit Fail. Haben alle Teilnehmer mit Ready
geantwortet, wird der Speicherbefehl vom Koordina-
tor gesendet. Erst jetzt wird die Transaktion bei den
Teilnehmern wirklich gespeichert. Gab es von einem
Teilnehmer ein Fail, so sendet der Koordinator einen
Abbruchbefehl, aufgrund dessen die Teilnehmer die
Transaktion verwerfen. Es erfolgt abschließend eine
Rückmeldung an den Koordinator.
Als Erweiterung zum zwei-Phasen-Commit gibt es das drei-Phasen-Commit Protokoll.
Dieses Verfahren sorgt durch zusätzliche Nachrichten zwischen den Teilnehmern und
Koordinator dafür, dass der Synchronisationsprozess auch dann funktioniert, wenn wäh-
rend des Vorgangs ein Teilnehmer oder der Koordinator ausfällt. [vgl. RSS15, S. 230 f.]
[Ora2PC]
4.3 ACID
ACID ist ein Prinzip, bei dem die Einhaltung von Integritätsbedingungen das oberste
Gebot ist. Oftmals werben relationale Datenbanksysteme damit, dass sie ACID konform
sind. Jeder Buchstabe aus ACID steht für eine Eigenschaft, welche vom Transaktions-
konzept umgesetzt wird.
A: Atomicity (Atomarität)
Atomarität zielt darauf ab, dass eine Transaktion eine Folge von Operationen
ist, die entweder alle erfolgreich durchgeführt-, oder verworfen werden müssen.
Das Datenbanksystem arbeitet also nach dem „Alles oder Nichts“ Prinzip. Sollte
1Bildquelle: https://commons.wikimedia.org/wiki/File:Zwei_phasen_commit.svg; abgerufen am
08.12.2016.
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es während einer Transaktion zu Problemen kommen, müssen alle Änderungen
rückgängig gemacht werden. Anderen Clienten des Systems bleibt dieser Prozess
verborgen, denn sie sehen aufgrund der Isolationseigenschaft die Änderungen an
der Datenbank erst dann, wenn die gesamte Transaktion erfolgreich verlaufen ist.
C: Consistency (Konsistenz, ACID-Konsistenz)
Eine Transaktion ist ACID-konsistent, wenn diese korrekt, also ohne Fehler abge-
laufen ist und zum Schluss keine Integritätsbedingungen verletzt sind. Während
einer Transaktion kann es kurzzeitig zu ACID-Inkonsistenzen kommen. Solan-
ge die Daten am Ende einer Transaktion jedoch widerspruchsfrei sind, ist die
Transaktion gültig. Eine Transaktion beginnt also mit einem widerspruchsfreien
Zustand der Datenbank, überführt diesen in einen neuen, ebenfalls widerspruchs-
freien Zustand, und garantiert am Ende, wenn die Änderungen tatsächlich in der
Datenbank verankert werden, dass die Integrität der Datenbank gewährleistet ist.
I: Isolation
Tansaktionen sind isoliert. Dies bedeutet, dass Änderungen am Datenbestand erst
am Ende der Transaktion in der Datenbank verankert werden. Eine Transaktion
geht immer davon aus, dass sie exklusive Rechte auf die Datenbank hat, also vor
Seiteneffekten anderer parallel ablaufender Transaktionen geschützt ist. Laufen
zwei Transaktionen parallel ab und greifen diese auf dieselben Daten zu, so wer-
den sie nacheinander ausgeführt, wenn die Datenbank mit Sperren arbeitet (s.
4.2.1). Eine Alternative zu Sperren bietet das MVCC Verfahren, bei dem beide
Transaktionen mit den Datenbeständen zum Zeitpunkt des Transaktionsbeginns
arbeiten, siehe MVCC Kap. 4.2.2. Viele Datenbanksysteme bieten die Möglichkeit
den Grad der Isolation einzustellen. Die Möglichkeiten reichen von „autocommit“,
wo sämtliche Änderungen sofort für alle sichtbar werden, bis hin zu vollständiger
Isolation.
D: Durability (Dauerhaftigkeit)
Dauerhaftigkeit bedeutet, dass ein Datenbankzustand solange gültig ist, bis er
von einer Transaktion geändert wird. Änderungen, die durch eine erfolgreich ab-
geschlossene Transaktion durchgeführt worden sind, sind fest im System verankert
und können nicht wieder rückgängig gemacht werden. Auch beim Neustart des
Datenbanksystems oder bei Programmfehlern bleiben die Änderungen erhalten.
Dies kann durch den Einsatz eines Transaktionslogs gewährleistet werden.
[vgl. MK16, S136 ff.][vgl. Roe]
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4.4 BASE
BASE legt vor allem Wert auf die Verfügbarkeit. Es ist entstanden, da sich das ACID
Modell schlecht für große Cluster eignet, weil durch den Einsatz von Sperrmechanismen
der Betrieb zu stark eingeschränkt wird. Die Buchstaben B,A,S,E stehen ebenso wie bei
ACID für Eigenschaften. Allerdings scheinen die Bedeutungen im Vergleich zu denen
des ACID-Prinzips eher willkürlich gewählt zu sein, um einen ähnlich „gut klingenden“
Namen zu generieren.
BA: Basically available (Grundsätzliche Verfügbarkeit)
Basically available sagt aus, dass das Datenbanksystem grundsätzlich verfügbar
ist, also auf jede Anfrage antworten kann. Diese Antwort kann aber unter Um-
ständen Widersprüche beinhalten oder einen alten Datensatz liefern.
S: Soft state (Veränderlicher Zustand)
Soft State bedeutet, dass sich der Zustand der Datenbank auch dann noch ändern
kann, wenn keine Änderungen aktiv herbeigeführt werden. Dies ist durch den
Einsatz des Prinzips der letztendlichen Konsistenz zu begründen.
E: Eventual consistency (Letztendliche Konsistenz)
Abgeschlossene Transaktionen, die ein ACID-konsistentes Gesamtsystem hinter-
lassen, sind oftmals nicht notwendig. Es ist in vielen Anwendungsszenarien gleich-
gültig, ob die Änderung eines Datensatzes sofort, oder erst nach einigen Sekun-
den oder gar Minuten für alle Nutzer des Systems sichtbar sind. Das Prinzip der
letztendlichen Konsistenz garantiert, dass Änderungen an der Datenbank zu ei-
nem inhaltlich korrekten Zustand führen, nicht jedoch den genauen Zeitpunkt zu
dem dieser sichergestellt ist. Aufgrund dieses Prinzips kann es vorkommen, dass
das Datenbanksystem einen alten Datensatz, oder ein widersprüchliches Ergebnis
liefert, wie beispielsweise einen Mix aus alten und aktuellen Daten (ein Solcher
Zustand wäre bei strikter Einhaltung der ACID-Konsistenz nicht möglich). Dies
ist mit dem Fehlen von Transaktionen, sowie durch den Einsatz des MVCC-
Verfahrens zu begründen. Der Begriff „Konsistenz“ im Zusammenhang mit BASE
entspricht nicht genau dem Begriff „Konsistenz“ des ACID-Prinzips. Während
er bei ACID die Erfüllung von Integritätsbedingungen bedeutet, beschreibt er
bei BASE, dass Änderungen irgendwann korrekt im System übernommen sind.
Dies hat auch damit zu tun, dass NoSQL-Datenbanksysteme häufig als Cluster
genutzt werden und eine Kombination aus Lastverteilung, Fragmentierung und
asynchroner Replikation genutzt werden. Ein korrekter Zustand der Datenbank
kann darum erst nach einer unbestimmten Zeit garantiert werden.
[vgl. RSS15, S.353 f.] [Roe]
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4.5 ACID vs. BASE
Die meisten Datenbanksysteme lassen sich nicht eindeutig einem der beiden Prinzi-
pien zuordnen. Aufgrund der unterschiedlichen Definition des Begriffs „Konsistenz“ ist
BASE nicht zwingend als Konkurrent zu ACID anzusehen. Ein Datenbankmanagement-
system kann demnach Elemente aus beiden Prinzipien bedienen. Als Beispiel hierfür
kann ein asynchrones Master-Slave Replikationscluster dienen. Der Masterknoten als
solcher kann ACID-konform arbeiten. Aufgrund der asynchronen Replikation, kann aber
nur eine Form der letztendlichen Konsistenz garantiert werden. Das verteilte Daten-
bankcluster als solches ist demnach nicht vollständig ACID-konform. Die Zuordnung zu
ACID oder BASE kann als Punkt auf einem Spektrum dargestellt werden, bei dem sich
ACID an einem und BASE am anderen Ende befindet. Im Endeffekt entscheidet die
Abb. 4.2: Darstellung von verschie-
denen Datenbanksystemen auf dem
Spektrum zwischen vollständiger
ACID-Konformität und BASE. Je-
der Punkt repräsentiert ein DMBS.1
Implementation des Datenbankmanagementsystems, aber auch die Konfiguration, wie
viele Eigenschaften von ACID es erfüllt. Aktuelle Internetanwendungen sind aufgrund
der benötigten Antwortzeit kaum vollständig ACID-konform umsetzbar. Um in einer
verteilten Rechnerumgebung vollständig ACID-konform zu arbeiten, wird ein synchron-
replizierendes Datenbankcluster mit Sperrmechanismen benötigt. Der Einsatz von Sper-
ren in Systemen mit mehreren Hunderten oder Tausenden Rechnern würde allerdings
viel zu lange Wartezeiten hervorrufen. Auch der Einsatz von MVCC-Implementierungen
in einem synchronen Replikationscluster, wie es beispielsweise beim Galera-Cluster (s.
6.3) der Fall ist, ist mit vielen Knoten nicht wirklich praktikabel, da durch den Einsatz
eines zwei-Phasen-Commits ein enormer overhead2 entsteht. Immer wieder analysieren
Konzerne, dass selbst geringe Erhöhungen der Latenz große Auswirkung auf das Ge-
schäft haben können [vgl. Hof]. Daher setzen immer mehr Internetdienste auf schnelle,
asynchrone Datenbankcluster, die mittels letztendlicher Konsistenz zufriedenstellende
Ergebnisse liefern.
Eine Anwendung besteht auch nicht zwingend nur aus einer Datenbank. Verschiede-
ne Bereiche einer Anwendung können unterschiedliche Anforderungen haben. Daher
kann es sinnvoll sein, unterschiedliche Transaktionskonzepte je Softwarekomponente zu
nutzen.[vgl. EricBr12]
1Eigene Grafik: Angelehnt an: http://www.slideshare.net/danglbl/schemaless-databases Folie 10;
abgerufen am 11.01.2017
2Als overhead werden in der EDV Daten bezeichnet die keine Nutzdaten sind, für den Betrieb des
IT-Systems allerdings notwendig sind.
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5 Datenbanksysteme im Detail
Die nachfolgenden Kapitel 6, 7 und 8 beschäftigen sich mit den drei Datenbankmana-
gementsystemen MariaDB, MongoDB und Cassandra. Es werden, sofern vorhanden,
Einblicke in die verwendeten Transaktionskonzepte gegeben und untersucht, welche
Möglichkeiten der Clusterbildung bestehen. Es wird darauf eingegangen, wie die Pro-
dukte dafür sorgen, dass die Daten auf die verschiedenen Knoten des Clusters verteilt
werden, ob und wie Sperrmechanismen implementiert sind und in welchem Ausmaß die
Produkte während des Betriebs skaliert werden können. Außerdem wird diskutiert, in
welchem Umfang die ACID Kriterien erfüllt sind, oder ob es sich eher um eine Mischung
aus ACID und BASE handelt. Es wird zudem ein Blick auf die Ausfalltoleranz im Falle
einer Netzwerkpartition geworfen.
Die drei Datenbankmanagementsysteme MariaDB, MongoDB und Cassandra wurden
bereits im Rahmen meines Praxisprojekts zum Thema „Vergleich von verteilten Da-
tenbanksystemen hinsichtlich ihrer Datensicherungs- und Wiederherstellungsmöglich-
keiten“ untersucht. Im Zuge dessen wurden drei Rechner mit je zwei virtuellen Maschi-
nen aufgesetzt. Die Datenbankmanagementsysteme wurde auf jeder virtuellen Maschine
installiert und zu jeweils zu einem Cluster zusammengeschlossen. Die nachfolgenden Er-
kenntnisse stammen daher nicht ausschließlich aus den Dokumentationen der Software,
sondern auch aus eigenen Beobachtungen und Erfahrungen im Rahmen des Praxispro-
jekts.
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6 MariaDB
Abb. 6.1:
MariaDB Logo0
MariaDB ist ein Fork1 vom Datenbankmanagementsys-
tem MySQL. MariaDB wurde vom früheren MySQL-
Hauptentwickler Ulf Michael Widenius gegründet, nachdem
Sun Microsystems im Jahr 2012 von Oracle übernommen
wurde.
MariaDB ist ein relationales Datenbankverwaltungssystem, welches als sogenanntes
„Drop-in-Replacement“ für MySQL entwickelt wurde, d.h. es soll nach der Installati-
on eine bereits bestehende MySQL Instanz ohne Nachteile ersetzen können und sofort
lauffähig sein. Dies hat dazu geführt, dass viele, auch teilweise große Unternehmen von
MySQL auf MariaDB gewechselt sind. MariaDB wird, genauso wie MySQL, aufgrund
der guten Kompatibilität zu PHP3 oftmals für die Unterstützung von Webanwendun-
gen genutzt. [entnommen aus Win]
Es wird zunächst das Transaktionskonzept, insbesondere der Punkt Isolation behan-
delt (Kap. 6.1). Dann wird die Master-Slave Replikation untersucht (Kap. 6.2.1) und
geprüft, ob sich MariaDB tatsächlich an ACID hält. In Kapitel 6.3 wird eine weitere
Möglichkeit des Clusteraufbaus für MariaDB vorgestellt: Das Galeracluster.
MariaDB unterstützt verschiedene Storage-Engines. Je nach Storage-Engine unterschei-
det sich das Verhalten von MariaDB stark. Alle Nachfolgenden Kapitel beziehen sich
daher auf die Standard Storage-Engine InnoDB bzw dessen Fork XtraDB.
6.1 Transaktionskonzept
Wird MariaDB auf einem Einzelsystem ausgeführt, also ohne Cluster und ohne jeg-
liche Replikation kann das ACID Prinzip voll unterstützt werden. Die Atomarität
wird dadurch gewährt, dass fehlerhafte Transaktionen zurückgerollt werden. Die ACID-
0Bildquelle: MariaDB Foundation, siehe https://mariadb.org/about/logos/; abgerufen am
09.12.2016.
1Ein Fork bezeichnet eine Abspaltung eines Open-Source-Software-Projekts2 in ein neues Projekt.
2Softwareprojekt, dessen Quellcode öffentlich verfügbar ist, und deren Entwicklung meist durch die
Community geschieht.
3Rekursives Akronym für „PHP: Hypertext Preprocessor“. PHP ist eine Programmiersprache, mit der
sich dynamisch HTML erzeugen lässt.
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Konsistenz wird durch das Durchführen von Integritätssprüfungen sichergestellt. Ma-
riaDB erfüllt ebenso die Anforderungen der Dauerhaftigkeit (D), denn selbst wenn
Daten verloren gehen oder beschädigt werden, gibt es noch den Binary-Log, welcher
auf Wunsch auch auf Einzelsystemen aktiviert werden kann. Zur Wahrung der Isola-
tion bietet MariaDB vier Level an: READ UNCOMMITTED, READ COMMITTED,
REPEATABLE READ, SERIALIZABLE.
READ UNCOMMITTED
Die schwächste Art der Isolation. Wird dieser Modus gewählt, finden keinerlei
Sperren statt. Alle geänderten Datensätze sind sofort für alle Nutzer sichtbar.
Sollte die Transaktion zur Wahrung der Integritätsbedingungen abgebrochen und
zurückgerollt werden, während eine andere Transaktion die vorübergehend geän-
derten Daten gelesen hat, liegt ein sogenannter „dirty read“ vor.
READ COMMITTED
Bei dieser Art der Isolation können alle fest gespeicherten Daten gelesen wer-
den. Werden während einer laufenden Transaktion T, Änderungen an Datensät-
zen durch andere Transaktionen committed, so sind diese Änderungen in der
Transaktion T sofort sichtbar. Wird also in Transaktion T 10 mal die gleiche
SELECT-Abfrage durchgeführt, können verschiedene Ergebnisse erscheinen. Dies
wird „phantom read“ genannt.
REPEATABLE READ
Der Modus REPEATABLE READ wird standardmäßig von MariaDB mit In-
noDB Storage-Engine1 verwendet. Es handelt sich um eine Implementation des
MVCC-Konzepts. Bei diesem Level der Isolation wird zu Beginn einer Transak-
tion ein Schnappschuss (Snapshot) erstellt. Während der gesamten Transaktion
wird auf die Daten dieses Schnappschusses zugegriffen. Wird in diesem Modus
innerhalb einer Transaktion 10 mal die gleiche SELECT-Abfrage durchgeführt,
liefert das System 10 mal die gleichen Werte.
SERIALIZABLE
Das stärkste Isolationslevel. Hier werden bei jeder Lese- und Schreiboperation
die entsprechenden Zeilen einer Tabelle mit Sperren versehen. Dieses Level ist
eigentlich das Einzige, das die Kriterien des ACID-Prinzip vollständig erfüllen
kann.
[vgl. MarIso; CodIso]
1Die Storage-Engine ist für die Datenspeicherung und das Prüfen der Integrität zuständig.
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6.2 Clusterbildung
MariaDB unterstützt zwei Arten der Clusterbildung: Den Aufbau eines typischen Master-
Slave Replikationssets, sowie die Erstellung eines Galera Clusters.
6.2.1 MariaDB Replikation
MariaDB nutzt zur Replikation ein asynchrones Master-Slave Replikationsverfahren.
Wie in Bild 6.2 abgebildet, gibt es einen Masterknoten und beliebig viele Slave-Knoten.
Jedem Knoten eines Replikationssets wird ein eindeutiger Name zugeteilt. Der Master-
knoten speichert alle Manipulationen an der Datenbank in einem Protokoll ab, dem
sogenannten „Binary-Log“. Die Slaveknoten sollten im „read-only“ Modus betrieben
werden, da sonst im Falle eines Konfliktes das Replikationsset aufgelöst wird.
Abb. 6.2: MariaDB Replikationsset mit 3
Slave-Knoten.
Binary-Log
Der MariaDB Binary-Log speichert alle Änderungen der Datenbank, also CREATE,
ALTER, INSERT, UPDATE und DELETE Anweisungen. Rein lesende Abfragen
(SELECT, SHOW) werden nicht gespeichert. Der Binary-Log besteht aus mehre-
ren Dateien sowie einem Index. Jeder Änderung der Datenbank ist eine Nummer,
die „global transaction ID“ zugeordnet. [vgl. MarBLog]
Global Transaction ID
Jeder Transaktion im Binary-Log ist eine globale ID zugewiesen. Global deswe-
gen, weil sie in einem Replikationsset eindeutig ist. Slave-Rechner können anhand
dieser ID eindeutig den Zustand der Datenbank zu einem gewissen Zeitpunkt be-
stimmen. Beim Replikationsvorgang speichern die Slave-Knoten die ID des letzten
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abgearbeiteten Logeintrags. Daher ist es möglich, den Replikationsvorgang auch
nach einem Neustart oder einer Oﬄinephase fortzuführen. [vgl. MarGTID]
Einstellungsseitig kann gewählt werden, ob der gesamte Inhalt einer Datenbankinstanz,
ausgewählte Datenbanken oder nur einzelne Tabellen repliziert werden sollen. Es ist
außerdem möglich, dass ein Knoten zeitgleich Master, sowie Slave ist, wie Bild 6.3
verdeutlicht. Da es sich um ein asynchrones Replikationsverfahren handelt, arbeitet
Abb. 6.3: Beispielhafter Aufbau zweier Replikationssets in MariaDB. Datenbank A und
B sind unabhängig voneinander. Der Master des Replikationsset B ist gleich-
zeitig Slave-Knoten von Replikationsset A. Die Slave B Knoten replizieren
jedoch nur Datenbank B.
der Masterknoten prinzipiell eigenständig, d.h. er speichert lediglich die Änderungen
an der Datenbank im Binary-Log ab. Ob und wie oft repliziert wird, kann vom Mas-
terknoten nicht überprüft werden. Da der Replikationsvorgang zwischen Master- und
Slaveknoten nicht synchronisiert wird, ist der Datenbestand der Slaveknoten bei Än-
derungen nicht sofort auf dem neusten Stand. Es ist ebenso möglich, einen Slave nur
zeitweise einzuschalten, und die Replikation quasi als Datensicherung1 zu nutzen. Soll
1Eine Replikation allein reicht jedoch nicht als Datensicherung aus, [siehe Win].
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eine gewisse Synchronität zwischen Master- und Slaveknoten erreicht werden, kann das
semi-synchrone Verfahren verwendet werden. [vgl. MarRep]
Semi-synchrones Replikationsverfahren
Das semi-synchrone Replikationsverfahren eines MariaDB Replikationssets stellt
sicher, dass Änderungen am Datenbestand des Masterknotens auf eine bestimmte
Anzahl Slaveknoten repliziert sind, bevor die Transaktion abgeschlossen ist. Dies
bringt zwar eine gewisse systemübergreifende Synchronität (CAP-Konsistenz)
zwischen Master- und Slaveknoten, verlangsamt jedoch das Gesamtsystem. [vgl.
MarRSl, Folie 19 ff.]
Anwendung findet das MariaDB Replikationsverfahren vor allem in Systemen mit vielen
Lese-, aber wenig Schreibvorgängen. Die Lesevorgänge können mithilfe eines Lastvertei-
lers auf alle Slaveknoten verteilt werden, während Schreibvorgänge vom Masterknoten
verarbeitet werden. Da die Slaveknoten aber eine leichte Verzögerung des Datenbe-
stands aufweisen, eignet sich dieses System nur für Umgebungen, in denen eine Aktua-
lität der Daten, sprich eine CAP-Konsistenz nicht so wichtig ist. Als Alternative hierzu
bietet sich das Galera Cluster an, welches im nächsten Kapitel behandelt wird.
Erfüllung des ACID-Konzepts
Da es sich um ein asynchrones Replikationsverfahren handelt, ist die Einhaltung des
ACID Prinzips schwer zu bewerten. Änderungen werden prinzipiell auf dem Master-
knoten durchgeführt. Weil dieser unabhängig von den Slaveknoten agiert, kann bei
entsprechend hohem Isolationslevel ACID konform gearbeitet werden. Die Slaveknoten
erhalten sämtliche Daten des Masterknotens. Da der Masterknoten die Integrität vor
dem Speichern prüft, erhalten die Slaveknoten demnach nur ACID-konsistente Daten.
Da der Binary-Log für die Replikation gespeichert werden muss, überleben Änderun-
gen auch einen Neustart oder Programmabsturz. Das Kriterium D ist also auch erfüllt.
Eigentlich müsste die Master-Slave Replikation demnach ACID konform arbeiten.
Bleibt noch der Faktor der Verzögerung der Slaveknoten, auch Slave-Lag genannt. Im
Endeffekt ist das Gesamtsystem nur letztendlich konsistent im Sinne von „eventually
consistent“ des BASE Konzepts, und widerspricht damit dem Kriterium der CAP-
Konsistenz. Dies schließt jedoch die ACID Konformität nicht aus, da die Definition
des Begriffs „Konsistenz“ in CAP-Theorem, ACID und BASE unterschiedlich ist. [vgl.
Bos13]Auf dem Spektrum zwischen ACID und BASE (s. Abb. 4.2) läge ein MariaDB-
Replikationsset wohl irgendwo zwischen ACID und der Mitte.
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6.2.2 Skalierbarkeit, Verfügbarkeit und Performance
Skalierbarkeit Grundsätzlich ist das Master-Slave Replikationscluster gut skalierbar.
Es können unbegrenzt viele Slaveknoten in ein Replikationsset eingefügt werden. Die
Skalierung funktioniert jedoch nur bei reinen Leseanfragen, denn sämtliche manipulie-
rende Vorgänge müssen über den Masterknoten erfolgen. Das Master-Slave Replikati-
onscluster kann nicht nach tatsächlichem Bedarf skaliert werden. Wenn ein zusätzlicher
Knoten als Slave hinzugefügt werden soll, müssen folgende Schritte vorgenommen wer-
den:
• Sperren des Masterknotens, um einen ACID-konsistenten Datenbestand sichern
zu können.
• Durchführen einer Sicherung auf dem Masterknoten. Dies kann eine logische oder
physische Sicherung (siehe. [Win]) sein.
• Wiederherstellen der Datensicherung auf dem neuen Slaveknoten.
• Konfigurieren des neuen Slaveknoten.
Insgesondere Punkt zwei und drei kann sehr lange dauern. Da der Masterknoten wäh-
rend der Sicherungsvorgangs gesperrt ist, ist die Verfügbarkeit des Systems in dieser
Zeit eingeschränkt. Die Datensicherung muss jedoch nicht zwingend auf dem neusten
Stand sein. Solange der Masterknoten den Binary-Log ab dem Zeitpunkt der letzten
Datensicherung noch bereitstellen kann, können ältere Sicherungen durch Einspielen
der Transaktionen seit diesem Datum wieder auf den neusten Stand gebracht werden.
Ein schnelles Reagieren auf Belastungsspitzen ist durch diese Umstände jedoch nur
bedingt möglich. [vgl. MarSuR]
Performance Das Master-Slave Replikationscluster eignet sich hauptsächlich für An-
wendungsfälle mit vielen Lese-, aber wenigen Schreiboperationen. Finden viele Schrei-
boperationen statt, kann es zu einem Rückstau kommen, da alle vom Masterknoten
bearbeitet werden müssen. [vgl. MarSuR]
Ausfalltoleranz Fällt ein Slaveknoten aus, hat dies keine Auswirkung auf den Betrieb
des Gesamtsystems. Der Masterknoten kennt seine Slaveknoten nicht einmal. Daher
würden lediglich Clienten, die ausschließlich das ausgefallene System nutzen, Probleme
bekommen. Mithilfe eines Lastverteilers ließe sich dieses Problem leicht beheben. Fällt
allerdings der Masterknoten aus, ist das gesamte Replikationsset arbeitsunfähig, da
keine Schreiboperationen mehr durchgeführt werden können. Die „read-only“ Knoten
können lediglich weiterhin Leseanfragen beantworten. [vgl. sev]
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6.3 Galera-Cluster
Das Galeracluster ist ein synchrones Replikationscluster. Es ist seit Version 10 fester
Bestandteil von MariaDB. Im Gegensatz zur nativen Replikationsimplementierung von
MariaDB, wie in Kapitel 6.2 beschrieben, wird das Galeracluster nicht von MariaDB
selbst, sondern von einer externen Firma, der Codership Ltd. entwickelt. Es handelt
sich um ein Multi-Master Replikationscluster, d.h. jeder Knoten ist ein Masterknoten,
der über den gesamten Datenbestand verfügt und der Lese- sowie Schreiboperatio-
nen durchführen kann. Für den Client ist dieser Aufbau nahezu transparent. Jeder
Knoten eines Galeraclusters gibt sich als MariaDB Server aus. Der Client merkt von
der Replikation nichts. Einschränkungen hinsichtlich „read-only“ Knoten, wie bei der
Master-Slave Replikation, sind beim Galeracluster nicht vorhanden. Wie auch beim
Master-Slave Replikationsprinzip von MariaDB, wird kein Lastverteiler mitgeliefert. Es
muss also entweder die Last manuell auf die einzelnen Masterknoten verteilt werden,
oder ein Lastverteiler zur automatisierten Lastverteilung separat eingerichtet werden.
Für die Replikation des Galeraclusters wird kein Binary-Log benötigt. Weil es sich
Abb. 6.4: Beispielhafter Aufbau eines Multimaster Galeraclusters mit 6 Knoten.
um ein synchrones Replikationsverfahren handelt, müssen alle Knoten immer densel-
ben Datenbestand haben. Dies wird gewährleistet durch eine Art zwei-Phasen-Commit
Protokoll namens „certification-based replication“. Bild 6.5 zeigt den Ablauf dieser Syn-
chronisation. Galera ist nur für Linuxsysteme verfügbar und funktioniert nur mit der
InnoDB-Storage-Engine. [vgl. MarGRe]
6.3.1 Certification-based replication
Bevor eine Transaktion endgültig gespeichert werden kann, wird sie an alle anderen
Knoten des Clusters, auch Gruppe genannt, weitergeleitet. Jeder einzelne Knoten prüft,
ob die Transaktion die Integritätsbedingungen erfüllt. Liefern alle Knoten ein OK, wird
sie committed, liefert ein Server ein not OK, so muss die Transaktion zurückgerollt wer-
den. Erst nachdem dieser Prozess abgeschlossen ist, bekommt der Nutzer eine Rück-
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Abb. 6.5: Certification-based replication. Erst nachdem alle Knoten des Clusters der
Transaktion zugestimmt haben, bekommt der Nutzer Rückmeldung über den
Erfolg.1
meldung über seine Transaktion. Dadurch reagiert ein Galeracluster langsamer als ein
Master-Slave Replikationscluster, bei dem der Erfolg einer Transaktion direkt nach der
erfolgreichen Ausführung auf dem Masterknoten gemeldet wird.[vgl. CodCBR]
Erfüllung des ACID-Konzepts
Das Galeracluster kann die Kriterien des ACID-Konzepts beinahe vollständig erfül-
len. Aufgrund der Synchronisation der Knoten haben immer alle Knoten den gleichen
Datenbestand. ACID-Inkonsistenzen können nicht auftreten. Als Isolationslevel steht
jedoch nur REPEATABLE-READ zur Verfügung, da eine serielle Abfolge der Trans-
aktionen über verschiedene Knoten hinweg den Nutzen eines Clusters, nämlich die
parallele Datenverarbeitung, zerstören würde.[vgl. CodIso]
6.3.2 Skalierbarkeit, Verfügbarkeit und Performance
Skalierbarkeit Das Galeracluster bietet in Sachen Skalierbarkeit einige Vorzüge. Es
verwendet eine Technik namens „State Transfers“, mit der neue Knoten mit dem Da-
tenbestand des Clusters synchronisiert werden können. Es wird unterschieden zwischen
„State Snapshot Transfer“ (SST) und „Incremental State Transfer“ (IST). Soll ein gänz-
lich neuer Knoten zum Cluster hinzugefügt werden, kommt das SST Verfahren zum Ein-
1Bildquelle: http://galeracluster.com/documentation-webpages/certificationbasedreplication.
html; abgerufen am 11.12.2016.
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satz. Hierbei wird automatisch der Datenbestand eines Knotens auf den neuen Knoten
übertragen. Das Galeracluster bietet an, für diesen Prozess mysqldump1, rsync2 oder
XtraBackup3 zu nutzen. Mysqldump und rsync sperren jedoch das spendende System
für die Dauer der Übertragung. Ist ein Knoten bereits Teil des Galeraclusters, und war
nur einige Zeit nicht verfügbar, kommt die IST-Technik zum Einsatz. Dabei werden
Transaktionen aus dem Schreibcache4 eines Spendersystems gelesen und in den Kno-
ten eingespielt. War das System zu lange oﬄine, so dass die benötigten Daten nicht
mehr im Schreibcache der übrigen Knoten sind, wird die SST-Technik angewendet. Ein
Galeracluster kann also je nach Bedarf innerhalb kurzer Zeit erweitert, oder verklei-
nert werden. Der Synchronisationsprozess funktioniert automatisch und es erfolgt keine
Sperre des Gesamtsystems, sondern lediglich einzelner Knoten, wenn sie als Spender-
system dienen.[vgl. CodSST]
Performance Hinsichtlich der Performance muss das Galeracluster Kritik einstecken.
Aufgrund des „certification-based replication“ Prinzips dauert das Speichern von Trans-
aktionen recht lange. Vor allem mit steigender Anzahl von Knoten wird die Dauer dieses
Vorgangs immer länger, da auf das OK jedes einzelnen Knotens gewartet werden muss.
Sollten die einzelnen Knoten über ein WAN miteinander verbunden sein, könnte das
Gesamtsystem durch die Latenz merkbar langsam werden[vgl. Com]
Verfügbarkeit Der Ausfall eines einzelnen Knotens hat erstmal keine Auswirkungen.
Lediglich Clienten, die ausschließlich eine Verbindung zu dem ausgefallenen Knoten
nutzen, können nicht weiterarbeiten. Mittels Lastverteiler ließen sich Probleme dieser
Art jedoch leicht verhindern. Im Falle einer Netzwerkpartition, also dem Zerteilen des
Galeraclusters in zwei oder mehr Teilstücke, agiert nur das größte Teilcluster weiter. Aus
diesem Grund sollten nach Möglichkeit Cluster mit ungerader Anzahl Knoten eingesetzt
werden, da es sonst zur sogenannten „split-brain Condition“ kommen kann, bei der alle
Partitionen gleich groß sind. Sollte beispielsweise ein Cluster aus vier Knoten in zwei
Teile mit je zwei Knoten verteilt werden, ist das gesamte System nicht mehr verfügbar,
da keine Mehrheitspartition existiert. Minderheitspartitionen stellen den Dienst ein,
bis eine Clusterzusammenführung wieder möglich ist. Ist das gesamte Cluster wieder
online, synchronisieren sich die Knoten mittels SST und IST Verfahren. [vgl. CodQuo]
1Software zur Durchführung logischer Datensicherung von MySQL und MariaDB Datenbanken.
2Linux-Software zur Synchronisation von Dateien und Verzeichnissen zwischen zwei Rechnern.
3Software zur Durchführung von ACID-konsistenten Datensicherungen, ohne das System sperren zu
müssen.
4Zwischenspeicher aller Transaktionen eines Galeracluster-Knotens.
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7 MongoDB
Abb. 7.1:
MongoDB Logo0
MongoDB ist eine quelloffene NoSQL-Datenbank. Der Na-
me kommt von „humongos“, englisch für „extrem groß“. Der
Name soll verdeutlichen, dass sich MongoDB für sehr große
Datenbanken eignet. MongoDB arbeitet Dokumentenorien-
tiert1. [entnommen aus Win]
Zuerst wird das Transaktionskonzept von MongoDB diskutiert (s. 7.1). Anschließend
erläutern die Unterkapitel 7.2 und 7.2.1 die Clustermöglichkeiten.
7.1 Transaktionskonzept
MongoDB kennt keine Transaktionen im Sinne von relationalen Datenbanken. Daher
könnte dieses Kapitel an dieser Stelle eigentlich schon wieder zu Ende sein. Dennoch
arbeitet MongoDB nach einem ACID-ähnlichen Konzept, um den Mehrbenutzerbetrieb
abwickeln zu können.
Atomicity (Atomarität)
MongoDB kennt eine Atomarität auf Dokumentenebene. Änderungen mehrerer
Schlüssel-Wert Beziehungen innerhalb eines Dokuments und auch dessen einge-
betteter Dokumente bilden also eine Einheit. Führt ein Client allerdings Ände-
rungen in vielen Dokumenten durch, so ist der Gesamtvorgang nicht atomar,
sondern es wird jede Änderung einzeln für sich durchgeführt. Andere Clienten
haben also während dieses Gesamtvorgangs vollen Zugriff auf die Dokumente.
[vgl. MongAto]
ACID-Consistency (ACID-Konsistenz)
MongoDB kennt keine Integritätsprüfungen wie Constraints. Jegliche Sicherung
der Widerspruchsfreiheit im Sinne von ACID-Konsistenz, wie das Prüfen fortlau-
fender Schlüssel oder etwaigen Referenzen, unterliegt der Clientanwendung. Die
einzige Möglichkeit, die MongoDB in dieser Hinsicht bietet, ist das Erstellen von
0Bildquelle: MongoDB Inc., https://www.mongodb.com/brand-resources; abgerufen am 09.12.2016.
1Bei Dokumentenorientierten Datenbanken werden zusammenhängende Daten in einem Dokument ab-
gespeichert. Innerhalb des Dokument wird häufig XML oder JSON zur Formatierung der Daten ver-
wendet.
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Unique-Indizes1. Somit kann sichergestellt werden, dass kein duplizierter Wert
eines Schlüssels innerhalb einer Collection2 besteht. [vgl. MongAto; MongIND]
Isolation
Es existiert ein „Isolated“-Operator. Wird dieser benutzt, sind Änderungen der
Daten an mehreren Dokumenten erst mit dem Abschluss der Gesamtoperation
für andere Clienten sichtbar. Es findet jedoch im Fehlerfall kein Rollback statt.
Der Isolated-Operator sperrt die gesamte Collection, in der Dokumente geändert
werden für den Gesamtvorgang. Daher verlangsamt er das System deutlich. Der
Isolated-Operator kann nicht bei fragmentierten Clustern verwendet werden und
ist damit eigentlich nicht wirklich brauchbar. [vgl. MongIso]
Durability (Dauerhaftigkeit)
Das Kriterium der Dauerhaftigkeit kann von MongoDB erfüllt werden. Sobald
eine Änderung erfolgreich ausgeführt ist, wird sie im „Journal“ aufgenommen.
Das Journal ist ein Binary-Log, in dem sämtliche Änderungen des Datenbestands
dokumentiert werden. [vgl. MongGlo, Absatz: durable]
7.2 Clustermöglichkeiten
MongoDB kennt grundsätzlich zwei Arten von Clustern. Zum einen reine Replikations-
sets auf Basis einer asynchronen Primär/Sekundär Replikationslösung und zum anderen
ein Clusteraufbau bestehend aus Fragmenten, Konfigurationsserver und Queryserver,
welche zunächst kurz erläutert werden. Das MongoDB Softwarepaket enthält zwei Ser-
veranwendungen: mongod und mongos.
mongod
mongod ist die Hauptanwendung von MongoDB. Sie beinhaltet alles, was für den
Betrieb eines Einzelsystems oder eines Replikationssets notwendig ist. Mongod
wiederum besteht intern jedoch aus zwei Teilen. Zum einen aus dem Datenserver
(auch Shardserver genannt), der Daten speichert und Anfragen beantworten kann.
Zum anderen aus dem Konfigurationsserver, einer Anwendung zum Koordinieren
der Benutzer und Replikationen. Im Fall eines Einzelsystems übernimmt die mon-
god Instanz beide Aufgaben. Wenn ein fragmentiertes Cluster errichtet werden
soll, so müssen bzw. sollten diese jedoch getrennt werden. Es ist daher möglich
eine mongod Instanz als Datenserver, oder als Konfigurationsserver einzusetzen.
mongos
Mongos ist ein von mongod weitestgehend unabhängige Anwendung. Sie wird nur
1Es wird ein Index auf einen beliebigen Schlüssel in Dokumenten einer Collection erstellt. MongoDB
stellt sicher, dass der Wert dieses Schlüssel einzigartig in der Collection ist.
2Eine Collection ist eine Ansammlung von Dokumenten.
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für den Betrieb eines fragmentierten Clusters benötigt. Eine mongos-Instanz wird
auch Queryserver genannt, weil sie Anfragen (Querys) annimmt. Diese Anfragen
beantwortet mongos jedoch nicht selber, denn mongos speichert selbst keine Da-
ten. Stattdessen kontaktiert mongos einen Konfigurationsserver (mongod), und
leitet die Anfrage an den Datenspeicher (mongod) weiter.
[vgl. MongPro]
7.2.1 Replikation
MongoDB erstellt Replikationssets auf Basis eines asynchronen Master-Slave Replika-
tionsverfahrens. Für diese Art des Clusters wird nur die mongod Anwendung benötigt.
Aufbau und Funktionsweise sind weitestgehend identisch zur nativen Replikationsim-
plementierung von MariaDB (s. Kap. 6.2.1). Clientanwendungen greifen hauptsächlich
auf den Primärknoten eines Replikationssets zu. Dieser speichert alle Änderungen im
sogenannten OpLog (Operation Log) ab. Die Sekundärknoten lesen den OpLog und
führen die Änderungen ebenfalls durch. Somit ist zwischen Datenbestand des Primär-
knotens und der Sekundärknoten immer eine gewisse Verzögerung. Anwendungen haben
die Wahl, ob sie zum Lesen ausschließlich den Primärknoten, oder zur Verteilung der
Last auch die Sekundärknoten benutzen möchten. Schreiboperationen finden jedoch
ausschließlich auf dem Primärknoten statt. [vgl. MongRep]
Abb. 7.2: Schema eines
MongoDB Replikationssets
bestehens aus einem Primär-
und zwei Sekundärknoten.
MongoDB im Detail 44
Skalierbarkeit, Verfügbarkeit und Performance
Performance Ebenso wie beim Replikationsverfahren von MariaDB, liegt hier ein
Flaschenhals1 bei Schreiboperationen vor, da diese über nur einen Knoten abgewickelt
werden müssen. Leseanfragen können im Prinzip durch Hinzufügen weiterer Sekun-
därknoten (maximal 50 Knoten pro Replikationsset) skaliert werden, wenn in Kauf
genommen werden kann, dass eventuell ein alter Datenbestand geliefert wird. Daher
eignen sich Cluster, die lediglich aus einem Replikationsset bestehen für Anwendungen,
die viel aus der Datenbank lesen aber wenige Änderungen vornehmen.
Skalierbarkeit Replikationssets können je nach Bedarf relativ unkompliziert erweitert
oder verkleinert werden. Ein neuer Sekundärknoten führt eine Abfrage aus und kopiert
so nach und nach den gesamten Datenbestand vom Masterknoten. Nachdem dieser
Vorgang abgeschlossen ist, wird über das Auslesen des OPLog der Replikationsvorgang
fortgesetzt. [vgl. MongReSy]
Verfügbarkeit Sollte ein Sekundärknoten ausfallen, fällt dies erst einmal nicht auf. Da
in einer Clientanwendung immer das gesamte Replikationsset eingetragen wird, kann
automatisch ein anderer Knoten für Abfragen genutzt werden. Sollte der Primärkno-
ten ausfallen, wird unter den Sekundärknoten ein neuer Primärknoten gewählt. [vgl.
MongRep]
Der Übergang erfolgt nahezu nahtlos. Sollte der Primärknoten nach einiger Zeit wieder
zum Replikationsset hinzustoßen, übernimmt er die Rolle eines Sekundärservers. Er
synchronisiert seinen Datenbestand mit dem Primärknoten, welcher zuvor von den ver-
bliebenen Knoten gewählt wurde. Sollte der frühere Primärknoten vor seinem Ausfall
Änderungen akzeptiert haben, die noch nicht erfolgreich repliziert worden sind, gehen
diese Änderungen verloren.[vgl. MongRB]
7.2.2 Fragmentiertes Cluster
Für den Aufbau eines fragmentierten Clusters werden alle drei in Kap. 7.2 vorgestell-
ten Komponente benötigt. Der Queryserver mongos wird idealerweise direkt auf dem
Anwendungsserver2 ausgeführt. Für die Anwendung ist der Clusteraufbau transparent:
Zwar meldet sich der Queryserver als mongos-Instanz, logisch ist der Aufbau jedoch
nicht von dem eines Einzelsystems zu unterscheiden. Der Queryserver leitet die Anfrage
des Client an das Fragment weiter, welches die benötigten Daten enthält. Wo die be-
nötigten Dokumente liegen, wird zuvor vom Queryserver beim Konfigurationsserver in
1Flaschenhals bezeichnet den begrenzenden Faktor des Gesamtsystems.
2Der Anwendungsserver ist der Rechner, auf dem Anwendungen ausgeführt werden, welche auf die
MongoDB Datenbank zugreifen.
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Erfahrung gebracht. Die MongoDB Dokumentation sieht vor, dass ein Replikationsset
im produktiven Einsatz aus mindestens 3 Knoten bestehen soll. Dies gilt sowohl für
die Fragmente, als auch für die Konfigurationsserver. [vgl. MongShC; MongPCA] [vgl.
Cho11, Seite 5-17]
Abb. 7.3: MongoDb Cluster bestehend aus Queryserver, Konfigurationsserver und zwei
Fragmenten. Konfigurationssserver und die beiden Fragmente sind als Replikationsset
mit je 3 Knoten abgebildet.
Für die Fragmente gilt der Aufbau wie in Kap. 7.2.1 beschrieben. Es handelt sich also
um asynchrone Master-Slave Replikationssets, bei dem Schreibanfragen vom Primär-
knoten verarbeitet werden. Je nach Konfiguration kann der Queryserver als Lastvertei-
ler agieren und Leseanfragen an die Sekundärknoten der Fragmente weiterleiten.
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Fragmentierung des Datenbestands
Für die Fragmentierung der Daten kennt MongoDB drei Ebenen: Fragment (Shard),
Brocken (Chunk) und Dokument. Viele Dokumente bilden einen Brocken und wie-
derum viele Brocken bilden ein Fragment. Die Zuordnung der Dokumente zu Bro-
cken und somit indirekt die Verteilung der Dokumente auf Fragmente wird durch den
Fragment-Schlüssel (Shard Key) entschieden. In jeder Collection muss ein Schlüssel
als Fragment-Schlüssel definiert sein. Dieser Schlüssel muss somit in jedem Dokument
der Collection existieren. Die Dokumente werden nach Fragmentschlüssel alphabetisch
oder numerisch sortiert und anschließend in gleich große Brocken eingeteilt. MongoDb
garantiert, dass jedes Fragment gleich viele Brocken hat. Die Anzahl der Dokumente
je Brocken variiert leicht, dennoch gilt, dass jedes Fragment ungefähr gleich groß. Da
die Last möglichst gleich auf alle Fragmente verteilt werden soll, darf unter keinen Um-
ständen eine Nummer als Fragmentschlüssel gewählt werden, da ansonsten bei einer
fortlaufenden Nummerierung der Dokumente alle neuen Einträge dem selben Fragment
zugewiesen werden würden. Es wird daher für den Fall, dass eine fortlaufende Nummer
als Fragmentschlüssel dienen soll, empfohlen, diesen Wert zunächst zu hashen1 und das
Ergebnis als Fragmentschlüssel zu verwenden. Dadurch ist eine gleichmäßige Verteilung
auf alle Fragmente sichergestellt. Bild 7.4 verdeutlicht den Aufbau von Dokumenten
und Chunks, sowie die Sortierung nach dem Fragmentschlüssel. [vgl. Irw; Cho11]
Abb. 7.4: Anordnung von Do-
kumenten nach Fragment-
schlüssel in Chunks. Mehre-
re Chunks bilden ein Frag-
ment).2
1Als hashen wird der Einsatz einer Hashfunktion bezeichnet. Eine Hashfunktion liefert bei Eingabe
eines alphanumerischen Textes eine idealerweise gleichverteilte, unumkehrbare alphanumerische Zei-
chenkette. Diese Zeichenkette wird Hashwert oder Hash genannt.
2Eigene Grafik. Angelehnt an: https://blog.bugsnag.com/img/posts/sharding.png; abgerufen am
12.12.2016.
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Skalierbarkeit, Verfügbarkeit und Performance
Skalierbarkeit Die Skalierbarkeit eines MongoDB Clusters ist vorbildlich. Replikati-
onssets können bis zu 50 Knoten beinhalten. Die Anzahl der Knoten eines Replika-
tionssets kann jederzeit erweitert, oder verringert werden, solange die Mindestanzahl
von drei Knoten nicht unterschritten wird. Ein Cluster kann eine unbegrenzte Anzahl
an Fragmenten enthalten. Fragmente können jederzeit zum Cluster hinzugefügt oder
entfernt werden. Wird ein neues Fragment hinzugefügt, verteilt MongoDb die Brocken
automatisch neu, sodass jedes Fragment gleich viele Brocken hat. Wird ein Fragment
entfernt, verteilt MongoDb die Brocken des zu entfernenden Fragmentes anhand des
Fragmentschlüssels auf die übrigen Fragmente. Das Fragment darf allerdings erst dann
entfernt werden, wenn der Verteilprozess abgeschlossen ist.[vgl. MongShCA]
Verfügbarkeit Da alle wichtigen Clusterkomponenten in MongoDB als Replikations-
set im Cluster vorhanden sind, ist ein Ausfall des Clusters fast auszuschließen. Lediglich
wenn ein komplettes Replikationsset oﬄine ist, fehlt ein Teil der Daten. Alle übrigen
Fragmente können jedoch weiterhin wie üblich genutzt werden. Es obliegt der Client-
anwendung zu entscheiden, ob ein solcher Zustand tragbar ist und das Cluster in einer
solchen Situation weiterhin genutzt werden sollte. Für den Fall, dass das komplette
Replikationsset der Konfigurationsserver nicht verfügbar ist, ist das gesamte Cluster
funktionsunfähig. [vgl. MongShCS; MongTrShC] [vgl. Cho11, S. 43 ff.]
Performance Aufgrund der Fragmentierung lässt sich das fragmentierte Cluster von
MongoDB gut horizontal skalieren. Dies kommt auch der Performance zugute: Da jedes
Fragment nur einen kleinen Teil der Daten beherbergt, ist die Last auf jedem Fragment
recht gering. Da es keine Sperren gibt, antwortet das System zudem sehr schnell. Das
Problem der asynchronen Replikation bleibt jedoch bestehen: Alle Schreibvorgänge
eines Fragmentes finden auf dem Primärserver des Replikationssets statt. Bei vielen
Schreibvorgänge ist dies also ein begrenzender Faktor. Abhilfe schafft in diesem Fall
das Einfügen von noch mehr Fragmenten, um die Last noch besser zu verteilen. [vgl.
MongRep; MongReSy]
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8 Cassandra
Abb. 8.1:
Cassandra Logo1
Cassandra ist ein quelloffenes NoSQL-
Datenbankverwaltungssystem und wird für die Ver-
waltung von großen Datenbanken von der Apache
Software Foundation entwickelt. Es arbeitet als soge-
nannter Wide-Column-Store, einer erweiterten Art des
Key-Value-Stores, bei dem Datensätze mit ähnlichen Schlüs-
seln zu Column-Families zusammengefasst, und dann als
Tabelle mit nahezu unendlich vielen Spalten abgespeichert
werden.
Da es sich aber im eigentlichen Sinne nur um komprimierte Schlüssel-Wert-Beziehungen
handelt, lässt sich diese Art der Datenspeicherung gut skalieren. Cassandra ist für die
Nutzung auf verteilten Systemen mit mehreren hundert Knoten ausgelegt [entnommen
aus Win]. Zunächst wird in Kap. 8.1 das Transaktionskonzept behandelt, anschließend
werden Möglichkeiten des Clusteraufbaus (Kap. 8.2), sowie die Replikationsmöglichkei-
ten eines Cassandraclusters erläutert (Kapitel 8.2.1).
8.1 Transaktionskonzept
Ebenso wie MongoDB kennt Cassandra keine Transaktionen im klassischen Sinne.
Nachfolgend ein Überblick, wie der Mehrbenutzerbetrieb in Cassandra abläuft:
Atomicity (Atomarität)
Cassandra nutzt ein schwaches Level der Atomarität. Das Einfügen oder Ändern
einer Zeile ist atomar. Das Einfügen oder Ändern mehrerer Zeilen ist ein serieller
Prozess mehrerer atomarer Operationen. Wird eine Zeile von mehreren Clienten
zur selben Zeit geändert, wird die Änderung in der Datenbank übernommen, die
als letztes gespeichert wurde. [CassAto]
ACID-Konsistenz
Cassandra führt keinerlei Prüfungen bei Schreibvorgängen durch. [CassAto]
1Bildquelle: Apache Foundation, siehe https://svn.apache.org/repos/asf/cassandra/logo/
cassandra.svg; abgerufen am 09.12.2016.
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Tunable Consistency (anpassbare Konsistenz)
Cassandras Replikationsverfahren basiert auf letztendlicher Konsistenz. Es kommt
ein Prinzip namens “tunable Consistency“ zum Einsatz, bei der die Clientanwen-
dung das Level der Konsistenz bestimmen kann. Cassandra speichert Replikatio-
nen grundsätzlich auf einer bestimmten Anzahl von Knoten gemäß dem Repli-
kationsfaktor (s. 8.2.1) ab. Dieser Vorgang kann eine gewisse Zeit in Anspruch
nehmen. Der Client kann daher entscheiden, wie viele Replikationsknoten die Än-
derung übernommen haben müssen, bevor sie als erfolgreich gilt. Die Anzahl der
Knoten kann absolut, oder auch relativ zur Clustergröße angegeben werden. Die-
ses Prinzip sorgt jedoch dafür, dass das Cassandra Cluster für die Anwendung
nicht vollständig transparent ist. Der Client muss gemäß der Replikationsstra-
tegie des Clusters entscheiden, wie er sich verhält.[CassCons] Je nach gewählter
Einstellung kann Cassandra demnach CAP-konsistent arbeiten oder nicht.
Isolation
Isolation gibt es ebenso wie die Atomarität nur auf Zeilenebene. Änderungen einer
Zeile werden erst für andere Clients sichtbar, wenn die Änderung abgeschlossen
ist. [CassIso]
Durability (Dauerhaftigkeit)
Cassandra speichert alle manipulierenden Änderungen im Commitlog ab. Daher
sind alle Änderungen dauerhaft. [vgl. CassDura]
8.2 Clusteraufbau
In Cassandra bestehen Cluster aus einem oder mehreren Datacentern. Sie werden gänz-
lich anders aufgebaut als in MariaDB oder MongoDB. Ein Cluster besteht aus einer
Anzahl von Knoten, die optional in Racks eingeteilt werden können. Jeder Knoten spei-
chert einen Teil der Zeilen einer Tabelle bzw. einer Column-Family1 Es liegt demnach
eine horizontale Fragmentierung vor. Welcher Knoten eine Zeilen speichert, wird durch
Token und eine Partitionierfunktion bestimmt.
Token
Ein Token ist eine Zahl zwischen TOKEN_MIN und TOKEN_MAX. Die Wer-
te TOKEN_MIN und TOKEN_MAX hängen von der Partitionierfunktion ab.
Jedem Knoten eines Clusters ist ein Token zugewiesen. Damit sich die Last mög-
lichst gleichmäßig verteilt, sollte der Abstand zwischen den zugeteilten Token
1Eine Column-Family bezeichnet die Ansammlung von mehreren Zeilen mit gleichen oder ähnlichen
Spalten.
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möglichst gleich sein. Der Wert TOKEN_MAX dividiert durch die Anzahl Kno-
ten eines Clusters liefert die Anzahl Tokens, den ein jeder Knoten verwalten muss.
[CassData]
Partitionierfunktion (Hashfunktion)
Die Partitionierfunktion ist eine Hashfunktion. Sie errechnet aus dem Primär-
schlüssel einer Zeile einen Hashwert zwischen TOKEN_MIN und TOKEN_MAX.
Dieser Hashwert wird in diesem Zusammenhang Token genannt.
Abb. 8.2: Cassandra Cluster mit 6
Knoten. Die Zahl innerhalb der
Knoten gibt das zugewiesene Token
an. Die Gesamtanzahl der Token be-
trägt 120. TOKEN_MIN = 0 und
TOKEN_MAX = 120. Jeder Kno-
ten ist somit für 20 Token zustän-
dig.1
Bild 8.2 zeigt einen stark vereinfachten Aufbau eines Cassandra Clusters, bestehend aus
einem einzigen Datacenter. Jeder Knoten ist zuständig für die Verwaltung von 20 To-
ken. TOKEN_MIN ist mit 0 festgelegt und TOKEN_MAX mit 120. Wird eine neue
Zeile eingefügt, errechnet die Partitionierfunktion aus dem Primärschlüssel der Zeile
einen Wert. Dieser bestimmt, welcher Knoten die Zeile speichern wird. Im Beispiel aus
Bild 8.2 verwaltet Knoten 2 Token 1-20, Knoten 3 verwaltet Token 21-40, Knoten 4 ver-
waltet Token 41-60, Knoten 5 verwaltet Token 61-80, Knoten 6 verwaltet Token 81-100
und Knoten 1 verwaltet 101-120, da ihm die 0 zugeordnet ist. Jeder Knoten speichert
also die Zeilen ab, deren Token zwischen der Zuordnung des Vorgängerknotens und des
eigenen Tokens liegen. Grundsätzlich ist jeder Knoten in Cassandra gleichberechtigt.
Anwendungen können sich mit jedem der Knoten verbinden und Daten abfragen oder
Zeilen einfügen. Der Knoten, mit dem der Client verbunden ist, agiert als Koordinator.
1Eigene Grafik. angelehnt an: https://docs.datastax.com/en/archived/cassandra/1.1/_images/
ring_partitions.png; abgerufen am 13.12.2016.
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Falls Daten abgefragt werden, die nicht auf dem Koordinatorknoten gespeichert sind,
wird die Anfrage an denjenigen Knoten geleitet, der die Daten liefern kann. Die Daten
gelangen dann über den Koordinierungsknoten wieder zum Benutzer. Liegen die ange-
forderten Daten aufgrund des Replikationsfaktors auf mehreren Knoten, so wird der
anzufragende Knoten anhand der Latenz und Auslastung ausgewählt. Findet eine auf-
wändige Abfrage von Daten statt, kann die Anfrage auf mehrere Replikationen verteilt
werden. Die Einzelergebnisse werden dann vom Koordinator zusammengeführt und als
Einheit ausgeliefert. [vgl. CassData; CassHSD]
8.2.1 Replikation
Wie zu Beginn des Kapitels erwähnt, kann Cassandra auf Wunsch einzelne Knoten in
Racks einteilen. Dies kann die physische Anordnung von Servern in einem Rechenzen-
trum widerspiegeln. Wie die Einteilung erfolgt, entscheidet eine Komponente namens
„Snitch“. Es stehen verschiedene Varianten zur Verfügung die Knoten einzuteilen. Stan-
dardmäßig wird das „Dynamic Snitching“ verwendet, bei dem die Knoten dynamisch
nach Latenz und Auslastung gruppiert werden. Es kann aber auch manuell oder au-
tomatisiert nach IP-Adresse eingeteilt werden wenn alle Knoten eines Racks in einem
Subnetz1 liegen. Wie die Knoten in Racks eingeteilt sind, hat Auswirkungen auf die
Performance des Systems sowie auf die Replikation. [vgl. CassSnit]
Replikationsfaktor
Der Replikationsfaktor gibt an, wie oft eine Zeile im Datenbankcluster gespei-
chert werden soll. Je höher dieser Wert ist, desto mehr Daten speichert jeder
einzelne Knoten. Die Fragmentierung der Datenbank wird also mit zunehmen-
dem Wert geringer. Ist beispielsweise bei einer Clustergröße von sechs Knoten
ein Replikationsfaktor von 3 eingestellt, so verfügt jeder Knoten über 50 % des
Datenbestandes. Bei einem Replikationsfaktor von 6 würde jeder Knoten über
sämtliche Daten verfügen. [vgl. CassRep]
Replikationsstrategie
Die Replikationsstrategie bestimmt die Knoten, auf denen Replikationen abgelegt wer-
den. Es stehen die „SimpleStrategy“, sowie die „NetworkTopologyStrategy“ zur Verfü-
gung.
SimpleStrategy Die SimpleStrategy kann ausschließlich bei Clustern verwendet
werden, die nur aus einem Datacenter bestehen. Beim Speichern oder Ändern einer
1Ein Subnetz ist ein Rechnernetz. Es beginnt mit einer IP-Adresse und endet mit der Broadcast Adresse.
Wie groß das Netz ist, entscheidet bei IPv4 die Netzmaske.
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Zeile wird zunächst der Knoten gesucht, der für den errechneten Hashwert zuständig
ist. Auf diesem wird die Zeile primär gespeichert. Die Replikationen erfolgen anschlie-
ßend dem Replikationsfaktor entsprechend auf weitere Knoten im Uhrzeigersinn. [vgl.
CassRep]
Abb. 8.3: Beispielhafter Aufbau eines Cassandraclusters bestehend aus zwei Datacen-
tern. Die orangenen Pfeile beschreiben den Einfügevorgang einer Zeile. Die
Anwendung kontaktiert einen Knoten (Token 0), welcher die Koordination
übernimmt. Die Partitionierfunktion liefert bei Eingabe des Primärschlüs-
sels den Wert 33. Daher ist Knoten 3 (Token 40) der zuständige Knoten.
Weil Replikationsfaktor 3 gewünscht ist, werden zusätzlich 2 Replikationen
im Uhrzeigersinn angelegt.
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NetworkTopologyStrategy Die NetworkTopologyStrategy ist für den Einsatz mit
mehreren Datacentern notwendig, kann aber auch bei einem einzigen Datacenter ver-
wendet werden. Bei dieser Methode versucht Cassandra, die Replikationen gemäß Re-
plikationsfaktor auf möglichst verschiedene Racks zu verteilen, da in einer realen Umge-
bung so die Ausfallwahrscheinlichkeit durch beispielsweise einen Stromausfall verringert
werden kann. Bild 8.3 zeigt diesen Vorgang. Wenn ein Client eine Zeile einfügen oder
ändern möchte, wird der kontaktierte Knoten zum Koordinierungsknoten. Dieser sucht
zunächst den Knoten des Datacenters, welcher für das errechnete Token zuständig ist.
Die Anfrage wird an diesen Knoten weitergeleitet. Zeitgleich erhalten auch die zustän-
digen Knoten der anderen Datacenter die Änderung. Die zuständigen Knoten der weite-
ren Datacenter werden ebenfalls zu Koordinierungsknoten. Vom Koordinierungsknoten
aus wird im Uhrzeigersinn ein Knoten eines anderen Racks desselben Datacenters ge-
sucht und auf diesem eine Replikation abgelegt. Die Suche nach Knoten anderer Racks,
sowie das Ablegen der Replikationen geschieht so oft, bis die Anforderung des Repli-
kationsfaktors erfüllt ist. Sollte die Aufteilung auf Racks nicht möglich sein, werden
die Replikationen wie bei der SimpleStrategy normal im Uhrzeigersinn abgelegt. [vgl.
CassRep]
8.2.2 Skalierbarkeit, Verfügbarkeit und Performance
Skalierbarkeit Cassandra erlaubt das Hinzufügen neuer Knoten zum Datacenter. Au-
ßerdem ist es möglich, neue Datacenter zu einem bestehenden Cluster hinzuzufügen,
sofern NetworkTopologyStrategy als Replikationsstrategie gewählt ist. Wird ein neu-
er Knoten, oder ein neues Datacenter hinzugefügt, synchronisiert Cassandra automa-
tisch die neuen Knoten mit dem Cluster. Dafür werden die Token neu zugewiesen.
Die Synchronisierung neuer Knoten wird „bootstrapping“ genannt und erfolgt mithil-
fe des „seed-provider“. Mindestens ein Knoten je Datacenter muss als seed-provider
konfiguriert sein. Dies geschieht durch einen einfachen Eintrag in der Konfigurations-
datei. Neue Knoten erhalten vom seed-provider ihre Token-Zuordnung und beginnen,
die ihnen zugeteilten Daten von den anderen Knoten des Datacenters herunterzuladen.
Der seed-provider ist abseits dieser Funktion ganz normaler Teil des Datacenters.[vgl.
CassReN; CassANC]
Verfügbarkeit Cassandra ist ein Hochverfügbarkeitscluster. Apache selbst gibt an,
dass Cassandra die Buchstaben A (Verfügbarkeit) und P (Partitionierungstoleranz)
des CAP-Theorems bedient. Aufgrund der aufwendigen Replikationstechnik von Cas-
sandra ist es bei richtig dimensioniertem Replikationsfaktor fast auszuschließen, dass
das Cassandracluster nicht arbeitsfähig ist. Solange mindestens eine der Replikationen
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einer Zeile online ist, ist das Cluster funktionsfähig. Es gibt keine zentralen Server, auf
welche das Cluster angewiesen ist. Der seed-provider wird nur für den bootstrapping
Prozess benötigt. Sollte der seed-provider unerreichbar sein, können vorübergehend kei-
ne neuen Server zum Cluster hinzugefügt werden. Das Cluster arbeitet jedoch weiterhin.
[vgl. CassSAva]
Performance Cassandra ist sehr schnell. Da es keine Integritätsprüfung und generell
keine Sperren gibt, erhalten Anwendungen zügig eine Rückmeldung auf ihre Anfragen.
Mittels der clientseitigen Einstellbarkeit der erforderlichen CAP-Konsistenz („tunable
consistency“ s. 8.1) kann je nach Belieben entschieden werden, ob Schnelligkeit oder
die CAP-Konsistenz der Daten bevorzugt wird.
Je mehr Knoten zum Cluster hinzugefügt werden, desto schneller wird Cassandra, da die
Daten partitioniert werden, und somit jeder Knoten effektiv weniger Daten verwalten
muss. [CassSca]
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9 Zusammenfassung
Zu Beginn dieser Ausarbeitung wird der Begriff Skalierbarkeit (Kapitel 1.1) erklärt und
ein kurzer Einblick in das Mooresche-Gesetz gegeben. Daraus lässt sich ableiten, dass
in der horizontalen Skalierung die Zukunft liegt. Horizontale Skalierung bedeutet, dass
zusätzliche Hardware in einen Rechnerverbund integriert wird. Was ein Rechnerver-
bund, ein Cluster, WAN und LAN ist, wird in Kapitel 2.1 behandelt, ebenso wie die
Vor- und Nachteile von Datenbankclustern. Vorteile sind bei der Ausfallsicherheit, bei
der Datensicherheit, sowie bei der Leistung (s. Fragmentierung, Kap. 2.3.2) vorhanden.
Nachteile gibt es beispielsweise im Bereich der Konsistenzsicherung und bei der An-
wendungstransparenz (s. Kap. 2.3.6).
Das CAP-Theorem (s. Kap. 3.1), sowie die Transaktionskonzepte ACID (s. 4.3) und
BASE (s. Kap. 4.4) machen deutlich, dass um den Begriff „Konsistenz“ viel Verwirrung
herrscht. ACID-Konsistenz beschreibt die strikte Einhaltung von Integritätsbedingun-
gen, also Regeln, die in einer Datenbank nicht verletzt sein dürfen. Die letztendliche
Konsistenz aus dem BASE-Konzept nimmt es dagegen nicht so genau: es wird lediglich
eine widerspruchsfreie Datenbank nach ungewisser Zeit garantiert. Kurzzeitige Wider-
sprüche sind bei BASE also erlaubt. Zu begründen ist dies mit dem CAP-Theorem,
welches in Kapitel 3.1 behandelt wird. Es besagt, dass ein Datenbanksystem mit repli-
ziertem Datenbestand nur zwei der drei Eigenschaften (CAP-)Konsistenz, Verfügbar-
keit und Partitionierungstoleranz erfüllen kann. Um in verteilten Datenbankumgebun-
gen ACID-konform arbeiten zu können, müssen Sperren (s. Kap. 4.2.1) und ein zwei-
Phasen-Commit-Protokoll (s. Kapitel 4.2.3) genutzt werden. Sperren sorgen jedoch für
Wartezeiten und verlangsamen somit das Datenbanksystem. Aus diesem Grund ver-
wenden die meisten Datenbankcluster ein Konzept, das ACID nur teilweise umsetzt
und auf eine Form der letztendlichen Konsistenz zurückgreift. Häufig kommen Master-
Slave Replikationstechniken (s. Kap. 2.3.1) zum Einsatz, bei denen die Slaveknoten die
Änderungen des Masterknotens nach einiger Zeit übernehmen. Dies sorgt jedoch für
CAP-Inkonsistenz, da nicht alle Knoten auf dem gleichen Stand sind.
Die Kapitel 6, 7 und 8 behandeln den Clusteraufbau der Datenbankmanagementsys-
teme MariaDB, MongoDB und Cassandra. Es wird vorgestellt, wie die drei Systeme
Transaktionen verarbeiten. Zudem wird erklärt, welche Möglichkeiten des Clusterauf-
baus bestehen, und diese vorgestellt. Es gibt Einblicke in die Replikationsstrategien der
drei Datenbanksysteme und sofern vorhanden, werden die Datenverteilungskonzepte für
fragmentierte Cluster vorgestellt.
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10 Fazit
Datenbanksysteme sind viel mehr als CAP, ACID oder BASE. Jedes Datenbanksys-
tem bietet Vor- und Nachteile, und lässt sich je nach Konfiguration mal in das eine,
mal in das andere Konzept einordnen. Jedes der in dieser Ausarbeitung vorgestellten
Produkte erfüllt ACID teilweise. Durch die Replikationstechnik liegt jedoch möglicher-
weise eine Form letztendlicher Konsistenz vor. Aber ist ein System nur deswegen nicht
ACID-konform, weil die Replikationen ein wenig dem Datenbestand des Mastersystems
hinterherhängen? Diese Frage lässt sich aufgrund des Fehlens detaillierter und offizieller
Definitionen nicht eindeutig beantworten. Genauso wenig lässt sich eine klare Grenze
zwischen ACID und BASE ziehen, denn ACID und BASE sind nur die zwei Endpunkte
eines Spektrums und die Datenbanksysteme liegen innerhalb dieses Spektrums. Selbst
NoSQL Systeme, von denen überall geschrieben wird, dass diese auf BASE setzen, hal-
ten sich in gewissen Punkten an das ACID-Konzept, oder sie versuchen es zumindest.
Systeme wie MariaDB oder viele weitere relationale Datenbanksysteme, die verspre-
chen ACID-konform zu arbeiten, tun dies jedoch nur bei einem hohen Isolationsgrad.
Doch diesen hohen Isolationsgrad kann oder will in verteilten Umgebungen niemand
verwenden, da durch das Nutzen von Sperren die Nebenläufigkeit derart eingeschränkt
wird, dass eine horizontale Skalierung sinnlos wird.
Die drei Systeme MariaDB, MongoDB und Cassandra unterscheiden sich in ihrer Ar-
chitektur der Clusterbildung stark. Die grundlegenden Konzepte, die im Hintergrund
arbeiten, sind jedoch gar nicht mal so verschieden: MariaDB und MongoDB bieten bei-
de die asynchrone Replikation. Cassandra nutzt je nach Faktor der „tunable consisten-
cy“ entweder eine synchrone, oder asynchrone Replikationsmethode. Letztlich verlagern
MongoDB und Cassandra einige Dinge, wie z.B. das Prüfen von Referenzen, fortlaufen-
den Nummern etc. auf die Clientanwendung. Denn diese beiden Systeme tun genau das,
wofür NoSQL-Systeme gemacht sind: Viele Daten zu speichern und dafür zu sorgen,
dass diese verfügbar sind. Viele Integritätsprobleme entstehen bei NoSQL-Systemen
aufgrund der Art und Weise wie Daten gespeichert werden erst gar nicht. Fremdschlüs-
sel müssen nicht geprüft werden, weil es keine gibt. Es gibt keine Transaktionen, weil
zusammenhängende Daten in MongoDB in ein Dokument, oder in Cassandra in eine
Zeile gehören. Änderungen an diesen Strukturen sind atomar, daher sind Transaktio-
nen nicht erforderlich. NoSQL Datenbanken sind nicht schlechter, nur weil sie weniger
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ACID-konform arbeiten. Sie arbeiten eben anders, was es dem Nutzer ermöglicht, für
den jeweiligen Anwendungsfall das passende Datenbanksystem auszusuchen. Doch dies
sollte geschehen, ohne sich erst Gedanken darüber machen zu müssen, in welche CAP-
Kategorie das System einzuordnen ist.
Hinsichtlich der Skalierbarkeit liegt die Zukunft wohl in einer noch stärkeren Fragman-
tierung des Datenbestandes. In diesem Punkt liegen MongoDB und Cassandra vorne,
denn MariaDB unterstützt von Haus aus keine Fragmentierung der Daten und liefert
nicht einmal einen Lastverteiler mit.
Daher meine Einschätzung: Soll möglichst ACID-nah gearbeitet werden, führt kein
Weg am Galera-Cluster vorbei. Ist Skalierbarkeit und Lastverteilung wichtiger, kom-
men MongoDB und vor allem Cassandra in Frage. Gegen Cassandra spricht jedoch ein
wichtiger Punkt: Die Dokumentation der Software ist bei weitem nicht so umfangreich
wie es bei MariaDB oder MongoDB der Fall ist. Viele Einträge der offiziellen Cassan-
dra Dokumentation von Apache weisen nur den Schriftzug „TODO“ auf. Die Datastax1
Webseite liefert zwar mehr Hinweise, jedoch gibt es auch hier großen Nachholbedarf.
1Datastax vertreibt Support-Dienstleistungen für eine kommerzielle Version des Cassandra Datenbank-
managementsystems.
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Glossar
ACID Steht für Atomicity Consistency Isolation Durability. Be-
schreibt vier Eigenschaften. Wird oft als Transaktionskon-
zept bezeichnet.
BASE Steht für Basically available, Soft state, Eventual consisten-
cy. Wird oft als Transaktionskonzept bezeichnet. viele NoS-
QL Systeme werden dieser Kategorie zugeordnet
Chunk MongoDB spezifischer Begriff. Englisch für Brocken. Ein
Chunk bezeichnet ein Teilstück der Datenmenge. Chunks
werden von MongoDB möglichst gleichmäßig auf Shards
verteilt.
Cluster Zusammenschluss verschiedener unabhängiger Computer zur
Steigerung von Rechenleistung und Ausfallsicherheit.
Collection MongoDB spezifischer Begriff. Eine Collection ist eine An-
sammlung von Dokumenten.
Column-Family Cassandra spezifischer Begriff. Eine Column-Family ist eine
Ansammlung von Zeilen mit ähnlichen Spalten.
Commit Endgültiges Speichern einer Manipulation der Datenbank.
Datacenter Englisch für Rechenzentrum. Ein Rechenzentrum ist ein Ort,
an dem meist eine gute Anbindung an das Internet besteht,
und an dem viele Server stehen. Im Zusammenhang mit Cas-
sandra wird der Begriff als Teilkomponente eines Clusters
genutzt.
Datenbankcluster Zusammenschluss mehrerer Datenbankinstanzen zur Stei-
gerung von Rechenleistung und Ausfallsicherheit eines
Datenbanksystems.
Fragment Zerteilung einer Datenbank in Stücke/Splitter zur besseren
Verteilung der Rechenaufgaben. Jeder Fragment kennt nur
bestimmte Teile der Datenbank.
Fragmentschlüssel Ein Indizierter Schlüssel einer Collection. Er Bestimmt, auf
welchem Fragment ein Dokument in einer MongoDB Daten-
bank gespeichert wird..
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Lastverteiler Verteilt Anfragen auf verschiedene Replikationen, um diese
möglichst gleichmäßig auszulasten.
Latenz Verzögerung der Kommunikation zwischen zwei Rechnern.
Linearisierbarkeit Linearisierbarkeit beschreibt ein Korrektheitskriterium, bei
dem nebenläufig ablaufende Vorgänge mit Zugriff auf Da-
tenstrukturen sich so verhalten, als würden sie sequentiell
ausgeführt.
Master/Slave Replikation Strategie, bei denen paarweise Knoten in Master und Sla-
ve unterteilt werden. Der Masterknoten ist vollwertiges Mit-
glied im Cluster während der Slave nur unter bestimmten
Umständen agiert.
Node Englisch für Knoten. Ein Node ist ein Teilsystem eines
Clusters.
Partitionierungsfunktion Cassandra spezifischer Begriff. Die Partitionierungsfunktion
errechnet aus einem Eingabetext einen Hashwert.
Queryserver Komponente eines MongoDB Clusters. Er nimmt Anfra-
gen entgegen und leitet sie an das entsprechende Fragment
weiter.
Redundanz Mehrfaches Vorhandensein ein und der selben Information.
Replikationsset Bezeichnet eine Anzahl von Knoten, die miteinander arbei-
ten und denselben Datenbestand verwalten.
Snitch Cassandra spezifischer Begriff. Snitch bezeichnet eine Kom-
ponente, die eine Einteilung der Knoten in Racks vor-
nimmt. Die Wahl des Snitch hat Auswirkung auf die
Replikationsstrategie.
Token Cassandra spezifischer Begriff. Ein Token ist ein durch die
Partitionierungsfunktion errechneter Wert. Mithilfe von To-
kens werden die Daten eines Cassandraclusters auf Knoten
verteilt.
Transaktionskonzept Verfahren, das den Mehrbenutzerbetrieb eines Datenbank-
systems regelt.
