Abstract. We introduce generalized multipliers for left-invertible analytic operators. We show that they form a Banach algebra and characterize the commutant of such operators in its terms. In the special case, we describe the commutant of balanced weighted shift only in terms of its weights. In addition, we prove two independent criteria for reflexivity of weighted shifts on directed trees.
Introduction
We study left-invertible analytic operators using analytic function theory approach, which was initiated by Shimorin in [18] . This class of operators is quite large, it contains for example shifts on generalized Dirichlet spaces (see [15] ), shifts on weighted Bergmann space with logarythmically subharmonic weights on the unit disc in the complex plane (see [17] and [9] ) and left-invertible weighted shifts on leafless and rooted directed trees (see [11] and [5, Lemma 3.3 
]).
A characterization of the commutant of a given operator is one of the way of investigation of the operator itself, see [4, §12] . The classical result on unilateral shift of (the multiplication by the independent variable on the Hardy space H 2 ) says that its commutant is the algebra of all multiplications by bounded analytic functions, see [4, §26] . In the case of unilateral shift of arbitrary multiplicity, its commutant is the algebra of all bounded analytic operator-valued functions (see [8, 10, 14] ). It was shown by Shields in [17] , that the commutant of unilateral weighted shift of multiplicity one may be identified with the algebra of its multipliers (some specific formal power series generating bounded analytic functions). On the other hand, the multipliers for weighted shifts on rooted directed trees, introduced in [2] , are not sufficiently large to determine the whole commutant of the operator. Hence, our motivation was to generalize the notion of multipliers to more general context. Our approach is based on the Cauchy type multiplication of the formal power series, which appeared in papers (see [7, 17, 12] ) by Shields (for classical weighted shifts), Gellar (for general bilateral shifts), Jewell and Lubin (for commuting n-tuple of unilateral shifts).
In section 3, we use Shimorin's model for left-invertible analytic operator T . This enables us to consider such operator as a multiplication operator by an independent variable on a space of analytic functions with values in N (T * ) -the kernel of the adjoint of T . We define generalized multipliers for T , whose coefficients are bounded operators on N (T * ) and denote the set of all generalized multipliers by GM(T ). Moreover, we distinguish the set M(T ) of all generalized multipliers, whose coefficients are a scalar multiple of the identity operator. We prove that both spaces GM(T ) and M(T ) are a Banach algebra (see Theorem 2) . In addition, the space GM(T ) is unitary equivalent to the commutant of T (see Theorem 4) . In section 4, we apply general theory for the weighted shift S λ on rooted directed tree, which was inspired in [5] . Using separated bases we define the rotation of the vector in the space of analytic functions with values in N (S the paper [6] . In particular, some new results for commutant of Bergmann weighted shifts (which are automatically balanced) on rooted, locally finite, leafless directed trees with finite branching index (with finite dimensional kernel of the adjoint) were proven.
Preliminaries
Let N, R and C denote the set of all natural numbers, real numbers and complex numbers, respectively. Set N 0 = N ∪ {0}. Denote by T the unit circle {z ∈ C : |z| = 1} and by D r the open unit disc {z ∈ C : |z| < r} of radius r > 0. By χ σ we denote the characteristic function of the set σ. In all what follows we use the convention i∈∅ x i = 0 and i∈∅ x i = 1. Given two sets X, Y , the symbol Y X stands for the set of all functions f : X → Y .
Let H be a complex Hilbert space. If A is a (linear) operator in H, then D(A) and A * denote the domain and the adjoint of A, respectively (in case it exists). We write B(H) for the algebra of all bounded operators on H equipped with the standard operator norm. If A ∈ B(H), then r(A) denotes the spectral radius of A. Let W be a subalgebra of B(H). Then Lat W stands for the set of all invariant closed subspaces of all operators A ∈ W; recall that a closed subspace L of H is invariant for A ∈ B(H) if AL ⊂ L. If M is a family of subspaces of H, then we set Alg M = {A ∈ B(H) : AL ⊂ L for every L ∈ M}. The algebra W is said to be reflexive if Alg Lat W = W. Given A ∈ B(H), the symbol W(A) stands for the smallest algebra containing A and the identity operator I H and closed in the weak operator topology; if W(A) is reflexive, then A is said to be reflexive. Note that Lat A = Lat W(A). For the first time the reflexive operators were investigated in [16] . Let V be a nonempty set. Then ℓ 2 (V ) denotes the Hilbert space of all functions f : V → C such that v∈V |f (v)| 2 < ∞ with the inner product given by f,
The norm induced by ·, − is denoted by · . For u ∈ V , we define e u ∈ ℓ 2 (V ) to be the characteristic function of the one-point set {u}; clearly, {e u } u∈V is an orthonormal basis of ℓ 2 (V ).
Given a subset W of V , ℓ 2 (W ) stands for the subspace of ℓ 2 (V ) composed of all functions f such that f (v) = 0 for all v ∈ V \ W . By P W we denote the orthogonal projection from ℓ 2 (V ) onto
Let T = (V, E) be a directed tree (V and E stand for the sets of vertices and directed edges of T , respectively). Denote by par the partial function from V to V which assigns to a vertex u ∈ V its parent par(u) (i.e. a unique v ∈ V such that (v, u) ∈ E). For k ∈ N, par k denotes the k-fold composition of the partial function par; par 0 denotes the identity map on V . Set Chi n (u) = {v ∈ V : par n (v) = u} for u ∈ V , n ∈ N 0 and Des(u) = ∞ n=0 Chi n (u). A vertex u ∈ V is called a root of T if u has no parent. A root is unique (provided it exists); we denote it by root. The tree T is rooted if the root exists. The tree T is leafless if card(Chi(v)) 1 for every v ∈ V , where card(Y ) denotes the cardinal number of the set Y . Suppose T is rooted. We set
subgraph S of T which is a directed tree itself is called a subtree of T . A path in T is a subtree P = (V P , E P ) of T which satisfies the following two conditions: (i) root ∈ P, (ii) for every v ∈ V P , card(Chi P (v)) = 1. The collection of all paths in T is denoted by P = P(T ). We refer the reader to [11] for more information on directed trees.
Caution: All the directed trees considered here are assumed to be rooted and countably infinite.
Weighted shifts on directed trees are defined as follows (see [11] ). Let T = (V, E) be a directed tree and let
By a weighted shift on T with weights
defined as follows
. We deal with weighted shifts with positive weights throughout the paper. Since any weighted shift with non-zero weights is unitarily equivalent to a weighted shift with positive weights (see [11] ), the assumption of positivity of weights is not restrictive.
To avoid further repetitions we gather below the most basic assumptions:
is a countably infinite rooted and leafless directed tree, and
and T = (V, E) is a countably infinite rooted directed tree, and
In our previous work we used a notion of a multiplier algebra induced by a weighted shift, which is defined via related multiplication operators. These are given as follows. Given u ∈ V and v ∈ Des(u) we set
Assume (⋆). Letφ :
It is easily seen that for u ∈ V such that e u ∈ D M λ ϕ we have
Let M(λ) denote the multiplier algebra induced by S λ , i.e., the commutative Banach algebra consisting of allφ :
Everyφ ∈ M(λ) is called a multiplier for S λ . For more information on M(λ) we refer the reader to [2] .
Generalized multipliers
In this section, we are going to state the definition of generalized multipliers for left-invertible analytic operator. Let us recall that T ∈ B(H) is left-invertible if there is an operator A ∈ B(H) such that AT = I, and analytic if 
Denote by A(E) the set of all E-valued analytic functions on D r , where
Now, we are ready to recall the Shimorin's model for a left-invertible analytic operator T ∈ B(H) (see [18] ). Shimorin showed that the function
is well-defined and analytic in D r for every f ∈ H. Moreover, transformation U : H → A(E) is injective, since T is analytic. This enables him to define a scalar product on U (H), such that U is an isometry. By H we denote the set U (H), which is a Hilbert space of E-valued analytic functions. By [18, pp.154 ] the operator T is unitary equivalent to the operator T of multiplication by z on H and L is unitary equivalent to the operator L ∈ B(H) given by the formula
In particular,
which can be expressed on the diagram as:
Let us note that every f ∈ H can be represented as follows
It is worth to notice the following observation:
Let k H be the reproducing kernel of H, i.e., k H :
In particular for every e ∈ E and λ ∈ D r the function k H satisfies the following conditions [18, pp.154-155] :
In our previous work [2] we used a notion of a multiplier algebra induced by a weighted shift, which is defined via related multiplication operators. We are going to extend this notion to the case of E Tvalued analytic functions. Let us consider the Cauchy-type multiplication * :
given by
The multiplication operator Mφ : H ⊇ D(Mφ) → H is defined as follows. The domain is given by
By the uniqueness of power series for every f ∈ D(Mφ) there exists exactly one g ∈ H satisfying equalityφ * f =ĝ. In this situation, we set
We callφ : N 0 → B(E) the symbol of Mφ. Below, we prove that any multiplication operator Mφ is closed. (i) for every e ∈ E and n ∈ N 0 , (φ * U e)(n) =φ(n)e, (ii) for every f ∈ D(Mφ) and n ∈ N 0 , we have the equality
(iii) for every every f ∈ D(Mφ) and z ∈ D r , the series
(iv) the operator Mφ is closed.
Proof. (i) Fix e ∈ E and let f = U e. Then by (9) , (6) , and equality N (L) = E we get
(ii) It follows from (10), (9) , and (6). (11) and continuity of all considered operators, for any m ∈ N 0 , we obtain
This and (12) 
Consequently, f ∈ D(Mφ) and g = Mφf , which completes the proof.
If D(Mφ) = H, then Mφ ∈ B(H) since Mφ is closed. In this situation, we callφ a generalized multiplier of T and Mφ a generalized multiplication operator byφ. By GM(T ) we denote the set of all generalized multipliers of the operator T . Let us notice that GM(T ) is a linear subspace of
B(E)
N0 and the function · : GM(T ) → [0, ∞) given by the formula
is a norm on GM(T ), which can be deduced from Lemma 1(i) and the linearity of transformation GM(T ) ∋φ → Mφ ∈ B(H). By M(T ) we denote the linear subspace of GM(T ) consisting of all generalized multipliers whose all coefficients are scalar multiples of the identity operator. For a given operator A ∈ B(H) letφ A : N 0 → B(E) be a sequence defined by the formulâ
The space GM(T ) turns out to have a natural Banach algebra structure. It suffices to endow it with the Cauchy-type multiplication * :
Theorem 2. Let T ∈ B(H) be left-invertible and analytic. Then following assertions are satisfied:
(i) For every n ∈ N 0 , the sequence χ {n} I E is a generalized multiplier and
(ii) Ifφ ∈ GM(T ), then Mφ commutes with T .
(iii) For allφ,ψ ∈ GM(T ), the functionφ * ψ belongs to GM(T ) and
(iv) The spaces GM(T ), M(T ) endowed with the Cauchy-type multiplication, are a Banach algebras with a unit χ
Hence, by (10) , the equality Mφf = T n f holds for every f ∈ H.
(ii) For every f ∈ H and z ∈ D r , by Lemma 1(iii), (5) and (3) the following equalities hold
(iii) First, notice that by (10), (9), changing the order of summation and (14) we have the following equalities
⊂ GM(T ) be a Cauchy sequence. Then there exists an operator A ∈ B(H) such that lim n→∞ Mφ n = A. Thus (7) implies that
Let us define a sequenceφ :=φ U * AU as in (13) . First, we are going to prove thatφ n (m) SOT −→φ(m) for every m ∈ N 0 . Fix e ∈ E and let g = U e. Then by Lemma 1 (i), (15) , (6) and (13) we obtain
This proves thatφ n (m)
is a scalar multiple of the identity operator for every m ∈ N 0 . By (15) , (11), the SOT-convergence of {φ n } ∞ n=0 , (6) and (9), we get the equality Af (m) = (φ * f )(m) for every m ∈ N 0 and f ∈ H. Hence D(Mφ) = H,φ ∈ GM(T ) (resp.φ ∈ M(T )), and A = Mφ. The other conditions are satisfied from the definition and (iii).
It is worth to notice that every sequence of complex numbers with a finite support is a multiplier for a weighted shift on rooted directed tree. However, the sequenceφ : N 0 → B(E) with finite support does not have to be a generalized multiplier. Moreover, the operation of permutation of even two coefficients of generalized multiplier is not closed in this space. This shows that the structure of generalized multipliers is very delicate.
Example 3. Let T 2 = (V 2 , E 2 ) be the directed tree with one branching vertex, given by (see Figure  1 )
Let α ∈ (0, 1). Let S λ be a weighted shift on T 2 with weights λ = {λ v } v∈V • 2 defined as follows
) is left-invertible and analyic, e 00 , αe 11 − e 21 is a basis of N (S * λ ), and
Moreover,
Thus for n ≥ 1 and f ∈ ℓ 2 (V 2 ) we have
As a consequence
A 0 (e 00 ) = ae 00 + c αe 11 − e 21 , A 0 (αe 11 − e 21 ) = be 00
We are going to show thatφ ∈ GM(S λ ) if and only if b = c = 0 and a = d. If b = c = 0 and a = d then by Theorem 2(i) we getφ ∈ GM(S λ ). Let us notice thatφ ∈ GM(S λ ) if and only if
and |u| is divisible by 3, 0 otherwise. By this and (17) we obtain
Since g ∈ ℓ 2 (V ) we obtain that a = d. In a similar manner we prove that b = c = 0.
where
with respect to the basis {e 00 , αe 11 − e 21 }. Then, one can show similarily thatψ is a generalized multiplier if and only if
The next theorem provides generalized analytic structure for the commutant of left-invertible, analytic operator.
Theorem 4. Let T ∈ B(H) be left-invertible and analytic. Assume that A ∈ B(H) commutes with T . Thenφ
Proof. Let A = U AU * . By (3), unitary equivalence, and commutation we get the equality
Now, letφ :=φ A . We will prove by the induction that (φ * f )(n) = Af (n) for every n ∈ N 0 and f ∈ H. By (9), (6), (13) and (18) we obtain
Now let n ∈ N. Then, by (9) , (6), (13), (3), (5), inductive hypothesis, and commutation we obtain the following equalities
Hence,φ ∈ GM(T ) and A = Mφ.
By the above and Theorem 2(ii) we deduce the following corollaries.
Corollary 5. Let T ∈ B(H) be left-invertible and analytic. Then the commutant of T is unitary equivalent to the algebra of all generalized multipliers of T .

Corollary 6. Let T ∈ B(H) be left-invertible and analytic. Then the algebra of all generalized multipliers of T is closed in SOT and WOT topology.
At the end of this section we state two general lemmas, which will be used later in the proof of Proposition 16 in the context of weighted shifts on directed trees. Proof. Fix e ∈ E and let f = U e. By our assumptions Mφ n f H −→ Mφf . Then Lemma 1(i) and (7) implyφ
This proves the Lemma, since e ∈ E is arbitrary.
Lemma 8. Let T ∈ B(H) be left-invertible and analytic,φ ∈ M(T ) and let {a
Proof. Let z ∈ D r and let e ∈ E be such that e H = 1. Then (U e)(z) = e, since e ∈ E. As a consequence we get (MφU e)(z), e E = ∞ n=0 a n ez n , e E = ∞ n=0 a n z n e, e E = ∞ n=0 a n z n .
In particular ∞ n=0 a n z n is convergent for every z ∈ D r . Now, let f ∈ H. It is easily seen that f (z), e = ∞ n=0 f (n), e z n and hence the series ∞ n=0 f (n), e z n is convergent for every z ∈ D r . By this and (19) we obtain
Thus (20) holds, since e ∈ E is arbitrary.
Weighted shifts on directed trees
One of the most important examples of analytic operators are bounded weighted shift operators on directed trees with root (see [5, Lemma 3.3] ). This class is a subclass of weighted composition operators (see [3] ). Our aim in this section is to show that generalized multipliers with scalar coefficients (defined in the previous section) and multipliers (defined in [2] ) coincide in the case of left-invertible bounded weighted shift S λ on rooted directed tree. In order to do this, we will prove that operators unitarily equivalent to polynomials of S λ are SOT dense in the space {Mφ :φ ∈ M(S λ )}.
Let us define the k-th generation of vertices as the set V k := {v ∈ V : |v| = k}, for some k ∈ N 0 . Functions acting on k-th generation of vertices forms the set
By P k we denote the orthogonal projection from the space ℓ 2 (V ) onto ℓ 2 (V k ). Let us state a simple, but very useful lemma, which enables us to consider special type of ℓ 2 (V ) bases. 
Proof. It follows from the orthogonal decomposition of N (S * λ ) (cf. [1, equation (23)]). Any orthonormal basis satisfying condition from Lemma 9 will be called separated.
In [1] , we defined the function f w : V → C for w ∈ T and f : V → C (the rotation of f by the angle w) by the formula
This enabled us to show that polynomials of the operator are SOT-closed in the space of its multipliers. Before we state the definition of rotation in H, we need to define special diagonal operators. Now, we are able to define the analogue of the rotation of function in H.
Definition 11. Assume (⋆). Let S λ ∈ B(ℓ 2 (V )) be left-invertible and let w ∈ T. If f ∈ H, then by
Remark 12. For f ∈ H and w ∈ T one may define the function f w by the formula (i) f w (n) = w n D w f (n) , for every f ∈ H, w ∈ T, and n ∈ N 0 .
(ii) For every f ∈ H and w ∈ T, the vector f w belongs to H and f = f w .
(iii) For every f ∈ H, the mapping T ∋ w → f w ∈ H is continuous.
(iv) For everyφ ∈ GM(S λ ) and every w ∈ T, the sequenceφ w ∈ GM(S λ ) and
Proof. (i) Let f := U * f . Then by Definition 11 and the facts that L * n e ′ j ∈ ℓ 2 (V kj +n ) and
As a consequence we obtain the equality
(ii) and (iii) follow from [1, Lemma 3.1], since U is unitary operator.
(iv) Letφ ∈ GM(S λ ) and w ∈ T. Then by (9), Definition 11, and (i)
Thusφ w ∈ GM(S λ ) and Mφ w f = (Mφf w ) w .
(v) Let ε > 0, w ∈ T, and f ∈ H. Then by (iv), (iii), and (ii)
for w ′ ∈ T sufficiently close to w. Given p ∈ C T [X] of degree n ∈ N 0 , i.e., p(z) = n k=−n p k z k with {p k } n k=−n ⊆ C, we definep : N 0 → C to be the mapping such that
Proposition 13 enables us to define the integral
In the next two propositions, we will prove that operators unitarily equivalent to polynomials of S λ are dense in the space {Mφ :φ ∈ M(S λ )} with respect to the SOT topology. In general, ifφ ∈ GM(S λ ) then the sequencepφ may not be a generalized multiplier. Hence, the same argumentation fails for GM(S λ ) space.
Proof. Letφ ∈ M(S λ ). To prove the claim it is sufficient to consider the function p(w) = w k for k ∈ Z. By Theorem 2(i) the sequencepφ belongs to M(S λ ). Let f ∈ H, z ∈ D r and e ∈ N (S * λ ). Applying Lemma 8, Definition 11, and the Lebesgue dominated convergence theorem we get the equalities
which completes the proof.
Proposition 15. Assume (⋆)
. Let S λ ∈ B(ℓ 2 (V )) be left-invertible,φ ∈ M(S λ ) and let 
, where ∞ n=0 X n stands for the smallest closed linear subspace of H such that X k ⊂ ∞ n=0 X n for every k ∈ N 0 . Now, by (ii) and the fact that T commutes with Mψ for everyψ ∈ M(S λ ), it is sufficient to show that Mp nφ U e → MφU e, for every e ∈ N (S * λ ).
Let {e ′ j } j∈J be a separated basis for N (S * λ ) and let e ′ j ∈ ℓ 2 (V kj ) for some k j ∈ N 0 . We will show that Mp nφ U e ′ j → MφU e ′ j for every j ∈ J. Let j ∈ J. Since MφU e ′ j ∈ H then there exists g ∈ ℓ 2 (V ) such that MφU e ′ j = U g. In particular, applying Lemma 1(i)
Now, for every n ∈ N, let g n : V → C be such that
Then g n ∈ ℓ 2 (V ) for every n ∈ N. Moreover, for every m ∈ N 0 and l ∈ J we have by (21)
Thus by Lemma 1(i)
Hence U g n = Mp nφ U e ′ j for every n ∈ N. Since g n (u) → g(u) and |g n (u)| |g(u)| for every u ∈ V we deduce by Lebesgue dominated convergence theorem that g n → g in ℓ 2 (V ). Thus
which completes the proof. Now, we are ready to prove that generalized multipliers whose coefficients are multiple of the identity operator and classical multipliers (see [2, 1] ) for a weighted shifts on directed trees are in fact the same object. ⊂ C. Defineφ : N 0 → C,φ(n) = a n for n ∈ N 0 and letψ : N 0 → B N (S * λ ) , ψ(n) = a n I N (S * λ ) for n ∈ N 0 . Then, ϕ is a multiplier for S λ if and only ifψ is a generalized multiplier for S λ .
Moreover, if the above conditions are met, then
Proof. Letφ be a multiplier for S λ . Let, for n ∈ N 0 , denote byp n : N 0 → C the coefficients of the n-th Fejer kernel, i.e.,p On the basis of the above proposition and [1, Theorem 3.6.] we get the following corollary.
Balanced weighted shifts on directed trees
In this section, we restrict our attention to the particular case of weighted shifts. This special class of operators admit the Wold-type decomposition. Below, we recall the definition of balanced weighted shifts on directed trees. Definition 18. Let T = (V, E) be a countably infinite rooted and leafless directed tree, λ = {λ v } v∈V • ⊆ (0, ∞) and let S λ be a bounded weighted shift on T with weights λ. If S λ e u = S λ e v for every u, v ∈ V such that |u| = |v|, then we say that S λ is balanced.
It is a large class of operators. The examples can be found in [6, Section 5] or in Example 34. First, let us note that the orthogonality of two vectors concentrated on one generation (i.e. elements of ℓ 2 (V k ) for some k ∈ N 0 ) is preserved by S λ . The proof of this fact is based on the following lemma.
S λ e par j (u ′ ) 2 f, g , n ∈ N 0 .
Proof. The equality (22) is obvious for n = 0. Assume now that n = 1.
. Hence S λ f, S λ g = 0 and f, g = 0. Assume now, that l = k. By the definition of the subspace ℓ 2 (V k ) we have f = u∈V k f (u)e u and g = v∈V k g(v)e v . Since S λ is balanced,
S λ e u = S λ e par(u ′ ) for every u ∈ V k . Then the definition of S λ and orthogonality of the family {e u : u ∈ V } implies the following equalities
The rest of the claim follows by the inductive argument.
Corollary 20. Assume ( †). Let S λ ∈ B(ℓ 2 (V )) be balanced and let f ∈ ℓ 2 (V k ), g ∈ ℓ 2 (V l ) for some k, l ∈ N 0 . If f and g are orthogonal then
By the above Corollary and [1, Theorem 6.4] we deduce that balanced weighted shifts are in fact orthogonal sums of classical weighted shifts.
Corollary 21. Assume ( †). Let S λ ∈ B(ℓ 2 (V )) be balanced and let {e
Below, we give the characterization of commutant of balanced weighted shifts with finite dimensional kernel N (S * λ ). We will need the following notation which allude to [17] . For two sequences
we define its classical Cauchy multiplication a * b by the formula
where for any sequence β = {β n } ∞ n=0 ⊂ (0, +∞) the symbol ℓ 2 (β) denotes the weighted ℓ 2 space
Lemma 22. Assume ( †). Let S λ ∈ B(ℓ 2 (V )) be balanced and bounded from below by constant
. Then (i) for every i, j ∈ J there exists constants c ij > 0 and C ij > 0 such that
Then by (19) for every n > |k j − k i | we have the estimation
This completes the proof since i, j ∈ J are arbitrary.
(ii) It follows from (i), since we can choose {e ′ j } j∈J such that e root = e ′ j for some j ∈ J.
Remark 23. Assume ( †). Suppose that S λ ∈ B(ℓ 2 (V )) is balanced. Then, [1, Theorem 6.4.] implies that every f ∈ ℓ 2 (V ) can be decomposed as
Theorem 24. Let T = (V, E) be a countably infinite rooted and leafless directed tree, and
Proof. Let f = ∞ n=0f (n)z n be a vector in A(N (S * λ )) and let α n,j = f (n), e ′ j for n ∈ N 0 and j ∈ J. Then
Hence, by (23)
for n ∈ N 0 and i, j ∈ J. Thenφ can be represented as the matrix:
Assume thatφ ∈ GM(S λ ) and fix i 0 , j 0 ∈ J. Hence, by Remark 23 we have
2 ) and define
g ∈ H by (23) and
is arbitrary we obtain that
which is equivalent, by Lemma 22(ii), to the condition
Thus the left hand side is contained in the right hand side. Now, suppose thatφ satisfies
which, by Lemma 22(ii) is equivalent to the condition
Let f ∈ H. Then by (24), the definition of * , triangle inequality and the fact that {α n,j }
Henceφ ∈ GM(S λ ), which completes the proof.
This combined with Theorem 4 give us the following characterization of commutant of balanced weighted shift with finite dimensional kernel N (S * λ ).
Corollary 25. If the assumption of Theorem 24 are satisfied and U is given by (4) with T = S λ , then the set {S λ } ′ -the commutant of S λ , can be expressed as
From Theorem 24 we deduce the following corollary. the sequence of complex numbers such that a
This and Theorem 24 imply thatφ ∈ GM(S λ ).
Reflexivity
In this section we are going to prove two independent criteria for reflexivity of weighted shifts on directed trees. One of them is a stronger version of [1, Theorem 4.3] . Let us state two general lemmas (see Section 3 for used notation) for left-invertible, analytic operator T ∈ B(H). The first one shows that all numbers from D r are eigenvalues for the operator T , which is unitary equivalent to T . For the sake of completness we give a proof of this lemma (see also [5, Proof of Theorem
5.1]).
Lemma 27. Let T ∈ B(H) be left-invertible and analytic. Then
Proof. (i) Let f ∈ H, λ ∈ D r and e ∈ E. By properties (8) and the defintion of T we get the following equalities
which proves (i).
(ii) It is a direct consequence of (i).
In the next lemma we consider linear independence of functions k H (·, λ)e 1 ,. . ., k H (·, λ)e n ∈ H, which will be used in the proof of the first criterion for reflexivity.
Lemma 28. Let T ∈ B(H) be left-invertible and analytic. Assume that e 1 , . . . , e n ∈ E are linearly independent. Then the functions k H (·, λ)e 1 ,. . ., k H (·, λ)e n are linearly independent in H, where
Proof. Fix λ ∈ D r and assume that n j=1 α j k H (·, λ)e j = 0, for some α 1 , . . . , α n ∈ C.
Let f (z) = n j=1 α j e j for every z ∈ D r . Then f ∈ H, since it is a constant function. Moreover, we have
This and the linear independence of e 1 , . . . , e n imply α 1 = . . . = α n = 0, which completes the proof. Now, we are going to prove two criteria, the main results of this section. First of them is based on the form of the generalized multipliers, whose coefficients are multiple of the identity operator (see Proposition 16) . Let us notice that the criterion for reflexivity of left-invertible analytic operator was stated in [6, Theorem 4.1 and Corollary 4.5]. Contrary to the mentioned criterion we do not assume that the operator is polynomially bounded and that the spectral radius of the Cauchy dual is not greater than 1, which are quite restrictive (consider the unilateral weighted shift multiplied by a constant).
Theorem 29. Let T ∈ B(H) be left-invertible and analytic. Assume that
Then T is reflexive.
Proof. Let A ∈ Alg Lat T , then A * ∈ Alg Lat T * , where A = U AU * . By Lemma 27(i) there exists a function ϕ :
Hence Lemma 27(i) implies that
By (8) the set {k H (·, λ)e : λ ∈ D r , e ∈ E} is linearly dense in H. This and equation (26) leads to the equality T A = A T . Hence by Theorem 4 (27) A = Mψ for someψ ∈ GM(T ).
Let k λ,e := k H (·,λ)e, where λ ∈ D r , e ∈ E. We are going to show that the value of ϕ(λ, e) does not depend on e ∈ E \ {0}. First, we assume that dim E = 1. Let e ∈ E \ {0} and α ∈ C \ {0}. It is obvious that k λ,αe = αk λ,e . Hence by (25), we have
Therefore ϕ(λ, αe) = ϕ(λ, e), since k λ,e = 0, by Lemma 28. Now, let dim E 2. Choose e, e ′ ∈ E such that e and e ′ are linearly independent. Applying (25) once more we obtain
Hence the linear independence of k λ,e and k λ,e ′ implies that ϕ(λ, e) = ϕ(λ, e + e ′ ) = ϕ(λ, e ′ ). If e, e ′ ∈ E \ {0} are linearly dependent, then we repeat the argument for one-dimensional case.
Since the values of ϕ(λ, e) does not depend on e ∈ E\{0} we may define the function ϕ 0 : D r → C such that ϕ 0 (λ) = ϕ(λ, e) for every λ ∈ D r and e ∈ E \ {0}. Thus by (8) and (25) we have the following equalities (Af )(λ), e E = Af , kλ ,e H = f , A * kλ ,e H = f , ϕ(λ, e)kλ ,e H = ϕ(λ, e)f (λ), e E = ϕ 0 (λ)f (λ), e E , f ∈ H, λ ∈ D r , e ∈ E. Now, we apply the above equality to function f = U e and by (27) and Lemma 1 we obtain
Therefore ϕ 0 is analytic in D r . Let ϕ 0 : N 0 → C be the sequence of the coefficients of ϕ 0 i.e.
for every e ∈ E and n ∈ N 0 . Thusψ(n) = ϕ 0 (n)I E for every n ∈ N 0 , which means thatψ ∈ M(T ). Hence, by (27) and the assumption of the theorem
which implies the reflexivity of T .
In case of left-invertible weighted shift operator on directed tree the assumption of Theorem 29 is automatically satisfied by Corollary 17. Hence, any such operator is reflexive.
Now, we are going to prove the second criterion for reflexivity of weighted shift operator, which is a generalization of [1, Theorem 4.3] . Note that we do not assume left-invertibility of the operator.
Theorem 31. Suppose that T = (V, E) is a countably infinite rooted and leafless directed tree, and
and
Let v ∈ V and let u ∈ P be such that |u| = |v|. Define n := |v|. Let L uv (resp. L v ) denote the invariant closed subspace for S * λ generated by f = λ root |v e u − λ root |u e v (resp. generated by e v ). We are going to determine the coefficients a wt := A * e w , e t for w, t ∈ V .
We say that vertex t is an ancestor of w if w ∈ Des(t). We denote this relation by t ≺ w. 
for some {α k } n−1 k=0 ⊂ C. Let w ≺ v and let t ∈ P be such that |t| = |w| = n − k for some k ∈ {0, . . . , n}. Now, let us consider two cases:
Comparing coefficients at e w in formulas (29) and (31) and using (30), we get λ root |v λ t|uφ (k) − λ root |u a vw = α k (λ root |v λ t|u − λ root |u λ w|v ).
Since, the right hand side is equal to 0 and λ s = 0 for s ∈ V • , we obtain a vw = λ w|vφ (|v| − |w|).
• t = w Using (29), (30), and (31) once more and comparing coefficients at e t and e w respectively we get λ root |v λ t|uφ (k) = α k λ root |v λ t|u and λ root |u a vw = α k λ root |u λ w|v .
Hence α k =φ(k) and a vw = α k λ w|v = λ w|vφ (|v| − |w|).
Summarizing, for every v ∈ V A * e v , e w = a vw = λ w|vφ (|v| − |w|) if w ≺ v, 0 if w ⊀ v. . Now, we define the mapping Γ λ ϕ given by the formula (1). We will show thatφ is a multiplier for S λ (consider the whole tree). First, we will show that {e v : v ∈ V } ⊂ D(M Then S λ ∈ B(ℓ 2 (V )) is not left-invertible since lim j→∞ S λ e 2j = 0. Hence, the assumption of Corollary 30 is not satisfied. On the other hand, S λ | P1 is an isometric unilateral weighted shift and thus it is reflexive. By Theorem 31 the whole operator S λ is reflexive by [16] . Now, let us define a directed tree, which grows rapidly, i.e., the number of children is multiplied by 4 in next generation. More precisely, each vertex in n-th generation has 2 2n+2 children and the number of vertexes in n-th generation equals to 2 (n+1)n .
Definition 33. Let T 4 = (V 4 , E 4 ) be a rooted directed tree (see Figure 2 ) such that . Then the operator S λ P is not reflexive for every P ∈ P (see [17, Corolllary 1, pp.105] ). Hence, the assumption of Theorem 31 is not satisfied. On the other hand, S λ is an isometry (is left-invertible) and by Corollary 30 it is reflexive.
