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Abstract
Communication protocols, a class of critical systems, play an important role in industry.
These protocols are critical because the tolerance for faults in these systems is low and it
is highly desirable that these systems work correctly. Therefore, an effective methodology
for describing and verifying that these systems behave according to their specifications is
vitally important. Model checking is a verification technique in which a mathematically
precise model of the system, either concrete or with abstraction, is built and a specification
of how the system should behave is given. Then the system is considered correct if its model
satisfies its specification. However, due to their size and complexity, critical systems, such
as communication systems, are notoriously resistant to formal modelling and verification.
In this thesis, we propose using graph transformation systems (GTSs), a visual seman-
tic modelling approach, to model the behaviour of dynamically evolving communication
protocols. Then, we show how a GTS model can facilitate verification of invariant prop-
erties of potentially unbounded communication systems. Finally, due to the use of similar
isomorphic components in communication systems, we show how to exploit symmetries
of these dynamically evolving models described by GTSs, to reduce the size of the model
under verification.
We use graph transformation systems to provide an expressive and intuitive visual
description of the system state as a graph and for the computations of the system as a
finite set of rules that transform the state graphs. Our model is well-suited for describing
the behaviour of individual components, error-free communication channels amongst the
components, and dynamic component creation and elimination. Thus, the structure of the
generated model closely resembles the way in which communication protocols are typically
separated into three levels: the first describing local features or components, the second
characterizing interactions among components, and the third showing the evolution of
the component set. The graph transformation semantics follows this scheme, enabling a
clean separation of concerns when describing a protocol. This separation of concerns is a
necessity for formal analysis of system behaviour.
We prove that the finite set of graph transformation rules that describe behaviour of
the system can be used to perform verification for invariant properties of the system. We
show that if a property is preserved by the finite set of transformation rules describing
the system model, and if the initial state satisfies the property, then the property is an
invariant of the system model. Therefore, our verification method may avoid the explicit
analysis of the potentially enormous state space that the transformation rules encode.
In this thesis, we also develop symmetry reduction techniques applicable to dynam-
ically evolving GTS models. The necessity to extend the existing symmetry reduction
techniques arises because these techniques are not applicable to dynamic models such as
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those described by GTSs, and, in addition, these existing techniques may offer only limited
reduction to systems that are not fully symmetric. We present an algorithm for generat-
ing a symmetry-reduced quotient model directly from a set of graph transformation rules.
The generated quotient model is bisimilar to the model under verification and may be
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Communication protocols and network technologies enable the construction of computer
systems with several processors connected together. These protocols may be implemented
by hardware, software, or a combination of the two. In these systems, each processor pro-
vides part of the functionality of the larger system. Ensuring the correct behaviour of these
processors, both in isolation and interconnection with the other components, is important
in guaranteeing the correct behaviour of the larger system. However, the complexity of
these systems increases the risk of failure in both the hardware and software components.
Currently, there is increasing use of communication protocols in both mission and
safety-critical systems. These systems require the highest level of assurance to avoid se-
rious consequences due to system failure. These consequences may include loss of life
and severe injuries for safety-critical systems such as medical devices, medical monitoring,
automobiles, aviation, etc.; or they may include large-scale environmental damage and
considerable economic loss for mission-critical systems such as communication protocols,
air-traffic control systems, train interlocking systems, and automotive systems. A typical
example of such a system is a health monitoring device in which Internet-based gathering
of data from large numbers of patients requires high levels of assurance about the integrity
of the communication mechanisms in use.
Therefore, ensuring the reliability and correctness of these systems is a crucial and,
indeed, substantially difficult task [LP05]. But how can one ensure the correctness? Here
correctness, explicitly is functional correctness of a program. The functional correctness
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is implicitly defined by a specification that describes the desired behaviour of a software
program or a hardware system. Thus, a program is correct if it satisfies its specification.
Checking whether the specification is met is called the verification problem. Verification
is done using several methodologies, among which the most widely used is testing. In
testing, we check whether a number of executions work correctly given a subset of the
input parameters. This task is done by comparing the generated output with the expected
set of output data. However, for large and complex systems, testing all the program
computations is not feasible. Thus, the correctness analysis is not comprehensive.
In order to obtain a high degree of assurance, it is important to perform stringent
analysis on all possible behaviours at the system modelling and design stage. Formal
verification is a methodology designed to verify whether a system is correct with respect
to its specification, and it is the main focus of this thesis as applied to communication
protocols.
1.1 Formal Verification
Formal verification has been introduced to enable us to demonstrate that a design model
behaves as required. This method provides rigorous mathematical proof techniques that
use as inputs a formal (mathematical) model of the system and a mathematically precise
system specification. These techniques underpin an error-free design and implementation
by proving that the code conforms to the system specification. In short, they provide an
exhaustive analysis of all behaviours of a software system, in contrast to testing, which
considers a subset (often a small subset) of the system executions. As a first step toward
formal verification, we need to construct a mathematical model of the system, and to have
a precise specification stated in a formal language.
Modelling and specification languages have many varieties. There are two main cate-
gories of formal verification techniques: theorem proving (cf. [GM93]) and model checking
[CE81, QS82, EMCGP99]. In theorem proving, both the model and the specification are
expressed by a logical formula and a proof is constructed to show that the specification is
implied by the model. These techniques often require significant input from verification
engineers. In contrast, model checking is an automated technique that is based on two
concepts: the state that the system is in and the actions that can be taken in a specific
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state. In model checking, which is the technique we have chosen in this work, the model
is usually built as a finite-state machine and the specification is given as a logical formula.
As a specification language, temporal logic [Pnu77] is a type of logic that is used for
specifying reactive systems in which the concept of temporal ordering is an issue. Re-
active systems continuously interact with an environment over which they have little or
no control, for example, the air-traffic control system. Temporal logic and its variations
specify properties on the behaviour of these systems as they execute over time. The main
two categories of properties regarding system correctness are typically safety and liveness
properties [Lam77]. A safety property specifies that “a critical error never occurs in any
computations of the program”. Commonly, it states that a bad state should not be visited
in order to have a safe program. These properties are an invariant of the model under
verification. In contrast, liveness properties focus on “something good eventually occurs in
every computation of the program”. In this work, our focus is on safety properties, which
are important in safety-critical and mission-critical systems.
To perform model checking, other than selecting the appropriate modelling technique
and the specification language, the main challenge is the state explosion problem. This
problem is described by the exponential growth of the model under verification in contrast
to the size of the program describing the model. This issue presents an obstacle in the
application of model-checking techniques to even modestly-sized software programs. To
solve this problem, one methodology is to symbolically represent the large state space as
a Binary Decision Diagram [Bry86] and to perform the verification on the symbolic model
[McM93]. Symbolic model checking is more appropriate for hardware systems that have a
static model. In contrast to symbolic model checking, explicit-state model checking builds
an on-the-fly model using an explicit representation of the transition system [Hol97]. This
approach is appropriate for dynamic software systems with a small number of processes. For
systems with a large number of components, the model needs to be reduced for verification.
Methodologies such as partial-order reduction [Pel98] and symmetry reduction [ID96,
CEFJ96, ES96] are used to reduce the model under verification to a model with fewer states
and transitions. Both of these methods can be applied on the fly during model checking,
and hence are appropriate for reducing the model in explicit-state model checking. In
partial-order reduction, the focus is on reducing the number of transitions by exploiting
the commutativity of independent, concurrent transitions. However, for some systems,
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there is little or no benefit in using partial-order reduction if all actions are dependent and
there is a high level of interaction between processes. In symmetry reduction, the focus
is on reducing the number of states by exploiting the architectural structure of the states
and reducing symmetric states to one of the many states that are equivalent up to permu-
tation. Since communication protocols are often constructed of many similar components,
symmetry is often a feature of them and symmetry-reduction techniques are appropriate
for reducing their state space. However, existing symmetry-reduction techniques address
fixed-size models. In this thesis, we have extended symmetry-reduction techniques to ad-
dress the reduction of dynamic models.
In the following section, we provide a consolidated version of the above problems in the
model checking of dynamic software systems and then present our contributions for solving
them.
1.2 Problem Statements and Contributions
Many hardware design flaws can be detected using model checking, and today there are
increasing demands for using model-checking techniques in software verification as well.
However, many software systems such as communication systems are highly dynamic. Ex-
amples of systems with this feature include scalable network architectures such as ring,
hypercube, and toroidal mesh in which one process or a set of processes can be added to
or deleted from the network; systems for heap allocation in which the memory can be al-
located or deallocated at runtime; and IP-telephony protocols in which telephony features
can dynamically be assembled into or taken apart from the connection session. Considering
the dynamic evolution of software systems, there are difficulties in using existing model
checkers for model checking these systems.
Modelling using the existing techniques for fixed-size systems, such as finite-state ma-
chines results in a huge number of states and computations for complex, dynamic commu-
nication systems. The analysis of these systems becomes difficult, or even infeasible, as
the number of processes increases. Thus, we recognize the need for modelling and analysis
techniques that enable us to analyze dynamic systems with many processes.
Therefore, the first difficulty in model checking dynamic systems relates to constructing
a formal model and presenting expressive semantics in modelling the dynamic behaviour
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of a system. The second difficulty is related to the verification of potentially unbounded
constructed models and the state explosion in these models. The verification problem can
be narrowed down to two different problems: generating a reduced model and formalizing
the property. Generating a reduced model and property specification is complicated because
of the dynamic nature of the above systems.
This thesis aims at addressing these difficulties and claims to present utility
of Graph transformation Systems for:
• formal modelling of dynamic software configurations.
• facilitating verification of some invariants using structural induction.
• enabling symmetry reductions due to symmetries in dynamic software
configurations.
In the next section, we describe the contributions made in addressing this claim and
stated problems. Then, in the following section, we recognize the previous work as it relates
to each problem. Relevant work is also reported at the end of each chapter.
1.2.1 Contributions
While much of the model-checking work has addressed fixed-size, finite-state systems
[EMCGP99, McM93], (cf. [Hol97]), there is a need for addressing the analysis of poten-
tially unbounded communication systems with a dynamically evolving topology. The main
contribution of this thesis is to address the above challenges facing the formal verification
of dynamically evolving communication systems. Thus, the focus of this thesis is on de-
scribing a formal model for dynamic evolution of communication systems, verification of a
specific class of properties for these systems without explicit analysis of the system model,
and development of symmetry reduction techniques applicable to dynamically evolving
system models.
Formal Modelling
The greatest benefits of software model-checking methods would be their usage in the
verifying critical components of the software, and in places where traditional approaches
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are not effective. Therefore, a modular, component-based software model in which critical
components can be identified, is the most appropriate way to take advantage of model-
checking techniques. In addition, graphical representation is an intuitive way of describing
the topology in which components are connected together in a communication network
[AEH+99, Hec98]. Other than the graphical representation of topology, we need a mod-
elling formalism to be able to describe the topological changes and computations of the
system. Graph transformation systems (GTSs) [Roz97, EEPT06] provide such a formalism.
GTSs [Roz97, EEPT06], also called graph grammars, provide a mathematical basis for
formal modelling. They are graph-based formalisms that are a generalization of string
grammars. Graph transformations can be used to specify how a model is built initially
and how it evolves thereafter. The evolution aspect makes graphs and graph transforma-
tions highly suitable for describing communication systems. The fundamental aspect in
describing the changes that occur in graphs is that these changes are not arbitrary, but
are controlled through a set of transformations called transformation rules. Thus, the dy-
namic changes of a system can be captured by these rules. In addition, visual modelling
is a natural way of modelling component-based systems such as communication systems.
In the first part of this thesis, we propose a visual semantic modelling approach using
GTS to describe behaviours of dynamically evolving communication protocols. Our visual
modelling provides a formalism that follows the natural describtion of communication
protocols. We describe states of the system and the current topology of a set of components
that participate in the system as graphs and consider the topological reconfiguration of the
component set such as the creation and removal of components as well as the connection
changes. This modelling was first reported in [LT06].
Verification
Connection-oriented communication protocols require a connection session to be estab-
lished prior to data transfer [Zav04]. In these protocols, services are described by the com-
ponent set. Dynamic evolution of a communication system changes the topology of the
system as new components are added to or existing ones deleted from the connection ses-
sion. This dynamic evolution may lead to the violation of inter-component specifications,
thereby causing an undesirable behaviour of the component set [CKMRM03, CGL+94].
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Therefore, we aim to ensure the correct behaviour of the component set in all computa-
tions of the system. Invariant properties (safety properties) express important properties
of this type. In addition, in distributed communication protocols, verifying properties of
component compositions is problematic due to the state-explosion problem and may not
even be decidable [BZ83]. Thus, avoiding explicit analysis of the system state space is
desirable.
In the second part of this thesis, we present our method for verifying high-level invariant
properties of connection-oriented protocols given as GTS model descriptions. In this work,
we address the verification problem for a class of systems with potentially unbounded state
spaces. We show that an invariant system property expressed by a temporal modality and
atomic propositions modelled as graphs can be verified by the analysis of a finite set of
transformation rules describing the GTS system model. Therefore, our verification method
avoids the explicit analysis of the behaviours and potentially enormous state space that
the transformation rules encode. The results of this work first appeared in [LT09].
Symmetry Reduction in Dynamic Systems
Avoiding explicit analysis of the system model for verification is not always possible, and
thus we still need methods to reduce the state space of the model to prepare it for verifica-
tion. Symmetry reduction is the method of choice for systems with many similar compo-
nents. Systems that have this characteristic include multi-process systems such as rings, hy-
percubes, and tori. However, existing symmetry-reduction methods [ID96, CEFJ96, ES96]
are not applicable to dynamically evolving multi-process systems such as communication
systems. In addition, the advantages that graph-based models provide for the modelling
and analysis of dynamically evolving systems cannot be fully exploited, because symmetry-
reduction methods have not been presented to reduce graph-based models of the systems.
In the third part of this work, we define a notion of symmetry for dynamically evolving
symmetric multi-process systems modelled as GTSs that may grow to a given maximum
size. The explicit GTS semantic modelling can directly be exploited for reducing symmetric
systems. Our symmetry-reduction technique is based on generating a reduced state space
directly from the set of graph transformation rules that define the model under verification.
For this purpose, we define the notions of GTS symmetry, and GTS bisimulation based
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on graph isomorphism. With GTS bisimulation, we describe an on-the-fly algorithm that
builds a symmetry-reduced model using the set of graph transformation rules that describe
the full dynamic behaviour of the system.
To improve the reduction for symmetric GTS models, we define vertex bisimulation.
Vertex bisimulation describes an equivalence relation on state graphs based on their set of
vertices and can be used in our algorithm for symmetry reduction resulting in exponential
state-space saving. We also show that two vertex-bisimilar GTS models can prove the
same reachability properties. We have reported this part of the work in [LT10].
1.2.2 Previous Work
Formal Modelling
Heckel [Hec98] and Taentzer [TKFV99] have both explicitly noted the omission of reactive
protocols from the graph-transformations literature. Heckel has used graph transforma-
tions for view-based modelling of reactive systems. His approach considers a view for
an incomplete specification describing only a certain aspect of the overall system. This
approach does not explicitly distinguish between topology and local states.
Taentzer also has used graph transformations for modelling distributed systems. Her
work describes a distributed system by global transformations. This implies a limitation
on supporting the implementation of distributed systems, because often global views do
not exist for a distributed system. Her method uses an algebraic approach, double-pushout
[CMR+97, CEH+97], for the description of transformation rules. This method is dependent
on the checking of specific conditions, and this checking is necessary for the application of
transformation rules. On a distributed system, checking these conditions is not decidable
as it crosses the boundaries of locality. This method also does not use attributed graphs




To provide methodologies for the verification of formal models of systems described as
graph transformations we note the following work. The research on the verification of
graph transformations, can be divided into the verification of finite-state GTSs and infinite-
state ones. Verification of finite-state GTSs includes two major trends: 1- approaches that
encode graph transformations as the input language of an existing model checker. 2-
approaches that directly build the state space for verification.
The main advantage of the first trend [Var03, DFRdS03] is its adaptability to other
off-the-shelf model checkers, but the disadvantage is loosing the expressiveness of visual
modelling by translating graph transformations into a textual description of current model
checkers. Furthermore, it creates an overhead on translation from graphs to the language
of model checkers.
The second trend considers the development of model-checking approaches for graph
transformation models. With this approach, very little of the theory and methodologies
for traditional model checkers can be applied directly. Approaches in this trend apply
all transformation rules on all possible matchings and explicitly generate the state space.
The main work in this trend belongs to Rensink in building the graph transformation tool
GROOVE [Ren03, KR06]. This approach works well for small dynamic systems, but not
for large dynamic communication systems. A disadvantage of this approach is that the
whole state space will be generated and the existing state-space-reduction techniques such
as partial-order reduction and symmetry reduction cannot be used to reduce the model.
In another research direction, graph transformation models are approximated by Petri
nets via an unfolding construction. This trend considers a graph transition system as an
extended Petri net and transfers techniques from that area [BCK01b]. A lack of analysis
techniques on GTS on the one hand, coupled with a rich literature on analysis techniques
of Petri nets on the other, has resulted in this trend [BCK01b, BCK04, BKR05]. While
Petri nets can be used to model the behaviour of finite asynchronous systems and the
causal relation between executions, they are not as expressive as graph transformations
which are Turing-complete formalisms [BKR05].
Another research direction investigates abstractions of graphs according to local struc-
tures of their nodes (e.g. the number of incident edges) and edges; the abstract graph is
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called a shape graph [Ren04a, Ren04d, RD05b, BRKB07]. Defining a graph transforma-
tion system on shape graphs allows an over-approximation of the system behaviour while
keeping a finite space. Although this method has been defined and understood, only pre-
liminary ideas have been put forth on how to apply the transformations on shape graphs.
In addition, the abstraction is not precise, and concretization of the same abstract graph
is very different in shape and structure.
Symmetry Reduction
Existing symmetry-reduction techniques [ID96, CEFJ96, ES96, ET99, TW09] that gen-
erate a reduced, bisimilar model that alleviate state explosion in model checking are not
applicable to dynamic models such as GTSs.
To our knowledge, in the area of GTS models only the work of Rensink [Ren06, Ren08]
has directly addressed symmetry. In [Ren06], a generalized definition of bisimulation is
used that does not guarantee isomorphism, whereas our work uses graph isomorphism to
define equivalence classes and symmetry in GTS models. Also, it does not give rise to a
canonical representation of states, whereas we give an algorithm for generating a GTS-
bisimilar quotient. In addition, in our work we specifically address symmetry for GTS
models that are not fully symmetric, which means that they are not invariant under all
permutations of the process indices, and for dynamically evolving GTS models of multi-
processor systems. These subjects are omitted in the above work.
1.3 Thesis Organization
In Chapter 2, we present the required background for this thesis. In the first section of this
chapter, we introduce model checking in general, and software model checking in particular.
We describe the basic definitions of model and temporal formulas for property specification.
Also, as a method for model reduction, we explain symmetry reduction and related concepts
such as bisimulation. In the second section of this chapter, we present graph transformation
systems theory with the focus on two well-known algebraic approaches in GTSs and their
differences: Double-Pushout (DPO) and Single-Pushout (SPO). The reason for describing
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both approaches is that SPO was developed after DPO and a large amount of the work
in GTS literature is based on DPO; however, due to its restrictions, we have chosen our
modelling based on SPO.
In Chapter 3, we briefly introduce AT&T’s IP-telephony system, Distributed Feature
Composition (DFC) that we have chosen as our case study. We describe our modelling of
systems based on graph transformations and show how DFC is modelled in GTS. In Chap-
ter 4, we describe our methodology for facilitating the verification of invariant properties
in GTS models without building the full system state space. In this direction, we give
definitions of graphs that are used to abstract the components’ connectivity patterns and
to specify properties using graph-based propositions. We describe a requirement of DFC
that motivated us to perform verification. We formulate this requirement as an invariant
property and show that the set of GTS rules can be analyzed to verify this property.
In Chapter 5, we describe our results on symmetry reduction of dynamic GTS models.
We present our algorithm for generating a GTS-quotient model and prove that the original
GTS model and the generated quotient are bisimilar. We also describe vertex-bisimulation
as a more efficient approach for verification of GTS models. We prove that two vertex-
bisimilar models satisfy the same reachability properties. We note that chapters 3, 4, and
5 each contains a section that explains the related work.
Finally, we conclude in Chapter 6 with a summary of the thesis and an outline of




In this chapter, we give the needed background knowledge of model checking and graph
transformation systems. In the first section, the general approach to model checking and
its specialization to software is defined, and symmetry reduction techniques such as ab-
straction methods for large state space models are introduced. In the second section, graph
transformation concepts such as graphs, graph morphism, and graph transformation rules
are described.
2.1 Model Checking
Model checking is a way of formally verifying a system and checking if the system meets
its specification [CE81, QS82, EMCGP99]. To perform model checking, usually the spec-
ification or property of the system to be checked is expressed as a temporal logic formula
[Pnu77], the system is modelled in a state-transition structure called a Kripke structure,
and an exhaustive search is done on the model to check if the property is satisfied. If
the specification is met, the answer “true” will be returned; otherwise, the model checker
returns a counterexample in the form of an execution path.
Definition 2.1. Let AP be a set of atomic propositions, a Kripke structure M is a four
tuple: M = 〈S,R, I, L〉. S is a finite set of states, I ⊆ S is a set of initial states, R ⊆ S×S
is a total transition relation, and L : S → 2AP is a labelling function that maps each state
with the finite set of atomic propositions true in that state.
12
To reason about the system properties expressed in temporal logic formulas,f , we need
to build a system model that semantically shows how the system evolves over time. A
Kripke structure defines such a model. In this model, each state will be labeled with the
set of label(s) of subformulas of f which are true in that state. In a state s, if an atomic
proposition p is true in that state, then p ∈ L(s) and we write s |= p and if p 6∈ L(s) we
write s |= ¬p. Using these definitions, we define a computation path or a run σ in a model
as an ordered set of states chosen from the set of states in the model.
Definition 2.2. σ = (s0, s1, s2, ...) is a path or run in a Kripke structure M = 〈S,R, I, L〉,
if s0 ∈ I and (∀i, 0 ≤ i : ∃t, t ∈ R and t = (si, si+1)).
Temporal logic expresses the way in which the behaviour of the system evolves over time.
The temporal characteristic of this logic makes it suitable to describe ordering properties,
and thus suitable for specifying concurrent reactive protocols. The two main temporal
logics used in model checking are Linear Temporal Logic (LTL) [Pnu77] and Computation
Tree Logic (CTL) [CE81]. LTL is used to express the linear- time properties of the system
along a computation path, and CTL is used to express the branching-time properties. In
this thesis, we use the CTL operators to define system properties, hence, here we briefly
outline CTL syntax and semantics.
In CTL, semantic interpretations are given with respect to computation trees rather
than paths. Thus, path quantifiers are also used as CTL operators. A is a path quantifier
that stands for all paths, and E stands for there exists a path. Other operators in both
LTL and CTL are temporal operators: Fp (eventually p), Gp (always p), Xp (next time
p), and p U q (p until q). Path quantifiers in CTL precede temporal operators. The CTL
definition is formally given as:
Definition 2.3. Given a set of atomic propositions, CTL formulas are defined recursively
as:
• Every atomic proposition is a CTL formula.
• If φ and ψ are CTL formulas then so are:
• ¬φ • φ ∨ ψ • EGφ • EXφ • E[φUψ]
The remaining operators such as ∧, AF, EF, AG, AX, A[φUψ], etc. are derived
from theses formulas.
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The semantics of CTL formulas are defined with respect to a Kripke structure M . The
meaning of M, s |= ϕ, is that the formula ϕ is true in state s of the model M .
• M, s |= p iff p ∈ L(s)
• M, s |= ¬ϕ iff M, s 6|= ϕ
• M, s |= ϕ ∨ ψ iff M, s |= ϕ or M, s |= ψ
• M, s0 |= EGp iff there exists a path (s0, s1, ...) ∈M , for all i ≥ 0, M, si |= p
• M, s0 |= EXp iff there exists a path (s0, s1, ...) ∈M,M, s1 |= p
• M, s0 |= E[ϕUψ] iff there exists a path (s0, s1, ...) ∈ M , and there exists i ≥ 0 such
that M, si |= ψ and for all 0 ≤ j < i, M, sj |= ϕ
Model checking has two main approaches: symbolic and explicit-state. Symbolic model
checking [McM93] models the set of states and the transition relation symbolically as
Boolean formulas. This approach uses a Binary Decision Diagram (BDD), or more effec-
tively a canonical representation, Reduced Ordered Binary Decision Diagrams (ROBDD),
for the set of states and the state-transition model of the system. The BDD representation
enables this approach to handle large state spaces. The problem with symbolic model
checking is that in its practical application suits static transition relations and not the
dynamic creation of software components. Therefore, this method has traditionally been
used in hardware rather than software.
Different research trends seek other variations of modelling the system and formulating
the specification property, to make them suitable for model checking software and dynamic
evolution of the system. In explicit-state model checking [Hol99], the whole state space is
generated as a transition system on-the-fly, and properties are defined in temporal logic.
All the states in this approach are explored explicitly. Explicit-state model checking uses
a forward-analysis approach and is suitable for model checking the dynamic evolution
of software systems; therefore, it is appropriate for identifying errors in communications
system models.
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2.1.1 Software Model Checking
Software model checking is the process of checking a software system is design or code
against the specification of the system. Like hardware model checking, a model of the
software system is built and the specification is described by a language. The model
is usually an abstract representation of the structural or behavioural properties of the
software, and the specification is described in a temporal logic language.
There are two major trends that address software model checking and its state-explosion
problem. One trend deals with translating programs to an adequate input language for
model checkers. The other trend works on improving model-checking techniques to directly
deal with software programs. Both of these trends cover abstraction techniques that trans-
form an infinite-state software system to a finite-state system. The process of abstraction
or translation may be done manually, semi-automatically as in the SPIN model checker
[Hol97], or fully automatically as in Java PathFinder [Hav99, VHB+03] and Bandera model
checkers [CDHR00, VHB+03, BHJM07].
The latter trend allows model checkers to deal with the actual description of software
systems. Thus, the goal is to extend model-checking techniques to extract the formal model
directly from the actual program description. This trend is mainly used for verification of
concurrent systems such as communication protocols [DHR+07]. The main methodology
used in this trend is explicit-state model checking. However, still one of the main problems
with explicit-state model checking is that for complex systems such as communication pro-
tocols, the state space may grow exponentially with the number of components, resulting in
state explosion. The main approach to address state explosion in this trend is to generate
a reduced model on-the-fly to perform verification.
Partial-order reduction [Pel98] and symmetry reduction [ID96, CEFJ96, ES96] are two
techniques for reducing a system model. Partial-order reduction exploits the commutativity
of concurrent transitions, while symmetry exploits the structure of states to find equivalence
relations among them and to build a model that is reduced based on equivalence classes of
states. The symmetry reduction technique has been adopted in this thesis and is described
in more detail below.
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2.1.2 Symmetry Reduction
To reduce the complexity of verification for concurrent software systems, one method is
to exploit the symmetry in the systems that have many similar processes or components.
The idea is to reduce the model checking of a specification φ over a Kripke structure M to
the model checking of φ over a smaller bisimilar structure M [ID96, CEFJ96, ES96]. The
structure M may be exponentially smaller than M .
In concurrent software systems, we have to deal with all possible combinations of con-
figurations of concurrently executing identical components. The global configuration of
such a system may show a great deal of symmetry. The main perception is that the order
in which these components’ configurations (processes or objects local states) are stored in
a global state does not influence the future behaviour of the system. In particular, under
full symmetry the system model is invariant under all permutations of the process indices.
Therefore, full symmetry is achieved when the behaviour is preserved by arbitrarily rear-
ranging processes, and index permutation can be used to define an equivalence relation on
symmetric states of the system model.
To describe the symmetry of two states, basic group theory notions are used. In group
theory, a symmetry is defined as an automorphism, which is defined in the following section.
Automorphism and Symmetry
For any indexed object b, such as a state, whose definition depends on a finite set of
indices I, we can define the notion of permutation π which is a mapping that acts on b
by simultaneously replacing each occurrence of index i ∈ I by π(i) in b [ES96]. Index
permutation is a one-to-one and onto mapping, π : I → I. Therefore, if Sym is the set of
all permutations on I, then Sym I forms a group with functional composition (o) being the
group operation [ES96]. This means that if π′ and π
′′ ∈ SymI then π = π′′o π′ ∈ SymI;
if Id is the identity permutation on I then Id o π = π o Id = π; and for π−1, the inverse
of π, π o π−1 = π−1 o π = Id.
Automorphism is a way of mapping an object to itself while preserving all of its struc-
ture. The set of all automorphisms of an object forms a group. For a set, an automor-
phism is an arbitrary permutation of the elements of the set. For a Kripke structure
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M = 〈S,R, I, L〉, the set of automorphisms of M is Aut M = {π ∈ SymI : π(M) = M}.
This means that π ∈ Aut M precisely when:
1. the mapping π : S → S is one-to-one and onto.
2. π(R) = R that is for all s, t ∈ S, s→ t ∈ R iff π(s)→ π(t) ∈ R.
3. π(I) = I, that is for all s, s ∈ I iff π(s) ∈ I.
Example. Figure 2.1 shows the communication graph of two identical processes which
try to access a shared resource. This is known as the mutual exclusion problem, in which
the objective is to ensure that a resource is never used by more than one process at a time.
Each of these processes can be in the local states Critical (C), Trying (T), or Nontrying
(N) which respectively show that the process is using the shared resource, is trying to
access the resource, or it does not need to have the resource. The Kripke model of this
communication system, depicted in Figure 2.2, provides a solution to the mutual exclusion
problem. A global state in this model is labelled with local states of all processes. For
instance, the state (C1, T2) shows that process 1 is in the critical state, and process 2 tries
to enter the critical state by accessing the shared resource.
Figure 2.1: Communication graph of mutual exclusion.
In Figure 2.2, Aut M = {Id, Transpose}, where Transpose is a group operation for
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transposition of indices. For example, for state (C1, T2), the Transpose((C1, T2)) would be
(T1, C2).
Figure 2.2: Kripke model for mutual exclusion.
For a Kripke model M , Aut M forms a subgroup of Sym I. Let G be any subgroup of
Aut M . Two states s and t in S are G-equivalent, s ≡G t iff there exists a π ∈ G such that
t = π(s). Since G is a group, G induces an equivalence relation on M.
To define symmetry, π is extended to the transition relation R so that π((s, t)) =
(π(s), π(t)).
Definition 2.4 (Symmetry [ES96]). A permutation π on S is said to be a symmetry of
Kripke structure M = (S,R, L, I) if
1. ∀s, t ∈ S, (s, t) ∈ R⇒ (π(s), π(t)) ∈ R.
2. L(s) = L(π(s)) for any s ∈ S.
3. π(I) = I.
The symmetries of M form a group under function composition. Model M is said to be
symmetric if its symmetry group G is non-trivial.
18
Quotients
As stated above, symmetry is represented by a group action that acts as an equivalence
relation on a structure, thus ideally the reduced state space which is called a quotient of
the original model will have only one state representing each symmetry equivalence class.
In the Kripke model M = (S,R, L, I), the equivalence relation can be defined on the state
labels; i.e. s ≡ t implies L(s) = L(t). The canonical quotient structure M = (S̄, R̄, L̄, Ī)
based on the equivalence relation is defined as:
S̄ = {[s] : s ∈ S} where [s] is the equivalence class of s with respect to a group G of
symmetries,
R̄ = {([s], [t]) ∈ S̄ × S̄ : ∃s0 ∈ [s], t0 ∈ [t] : (s0, t0) ∈ R},
L̄([s]) = L(s), and
Ī = {[s] : s ∈ I}.
The equivalence class [s] is also called an orbit of s. The quotient then is built using
the orbits of states. The relation s ≡o t defines an equivalence relation on states, given a
group G of symmetries on a Kripke model M with respect to permutations on state labels.
Example. Figure 2.3 shows the symmetry-reduced, bisimilar quotient of the model in
Figure 2.2.
Bisimulation
The symmetric nature of a model can be exploited to prove interesting properties about
the model formulated as temporal formulas. Thus, the properties can be proved over M ,
the reduced quotient of the model M , with respect to the relation ≡o, if M is bisimilar to
M [ES96, ES97] and bisimilarity is defined as:
Definition 2.5 (Bisimulation). Let M = (S,R, L, I) and M = (S̄, R̄, L̄, Ī) be Kripke
structures over a set of atomic propositions. A relation ≈ S × S̄ is a bisimulation if s ≈ s̄
implies:
1. L(s) = L̄(s̄),
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Figure 2.3: The quotient model.
2. for every t ∈ S such that (s, t) ∈ R, there exists t̄ ∈ S̄ such that t ≈ t̄ and (s̄, t̄) ∈ R̄,
and
3. for every t̄ ∈ S̄ such that (s̄, t̄) ∈ R̄, there exists t ∈ S such that t ≈ t̄ and (s, t) ∈ R.
M is then bisimilar to M , iff for each initial state in I, there is an initial state in Ī such
that these states are bisimilar based on the above definition.
Bisimilarity implies that two models satisfy the same CTL properties. Thus, in M and
its bisimilar quotient M , for two states s ∈ S, s̄ ∈ S̄ with s ≈ s̄ and any CTL formula f
whose atomic propositions are invariant under group permutations:
M, s |= f iff M, s̄ |= f
M can be exponentially smaller than M . For example, for full symmetry in n-process
systems, all n! permutations of a global state with pairwise distinct local states are orbit-
equivalent and can be collapsed into a single abstract state [ES96].
Both the traditional and recent symmetry techniques [CEFJ96, ES96, ET99, TW09]
have been defined for Kripke models in which a state is known globally with a set of local
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states indexed over identical components that build the system. Thus, these techniques are
not applicable to systems with states defined as graph models of components. The reason
is that, the index permutation does not respect the architecture of the system, whereas
each state graph shows the architecture of the system. In addition, these techniques are
appropriate for systems with a finite set of states and are not applicable to dynamically
evolving models such as graph transformation systems. Thus, with index permutation only
one set of symmetries for a fixed-size system are used, whereas in dynamic systems states
may contain graphs of different sizes; therefore, we need to define symmetries for different
sizes of a system.
2.2 Graph Transformation Systems
Graphs provide a visual demonstration of the structural architecture of a system. In
computer science, graphs have been used to represent data structures such as control-flow
diagrams, entity-relationship diagrams, Petri nets, visualization of architectural designs,
UML and finite automata. Graph transformations have been introduced to provide a
mechanism by which transformations on graphs can be modelled in a mathematically
precise way [Roz97]. Graph transformations can be used to specify how a model is initially
built and how it then evolves. The fundamental aspect in describing the changes that
happen in graphs is that these changes are not arbitrary, but are controlled through a
set of transformations called production or transformation rules. The basis of a graph
transformation system (GTS) is this finite set of transformation rules.
The set of transformation rules are comparable to the set of grammar rules for strings
in formal language grammars. Thus, similar to the description of a string based on formal
language grammars, graph transformation systems present a visual notation that is based
on grammar rules. Fundamental elements of the visual notation are graph alphabets and
rewriting rules. Therefore, as in the case of string grammars, if a GTS is used to create
a graph language, then we have a graph grammar. A graph grammar allows us to derive
a collection of graphs from an initial graph by applying transformation rules, and to go
through all derivable graphs and end with the complete set of derivable graphs. Therefore,
the concept of graph transformation in the special case of adding graph elements can be
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replaced by a graph grammar. Similar to formal language grammars, transformation rules
consist of a left hand side and a right hand side. Each transformation rule shows that a
graph has been transformed from its left side form to its right side form.
Graphs are quite generic structures which can be encountered in the literature in
many variants: directed and undirected, labelled and unlabelled, simple and multiple,
etc. [CL96]. The following section defines directed labelled graphs.
2.2.1 Directed Labelled Graphs
Definition 2.6 (Graph [EEPT06, CL96]). A graph G = (V,E, Src, Trg, Lab) consists of
a set V of nodes; a set E of edges; and functions Src, Trg : E → V , that define the source
and the target, respectively, of a graph edge; and the labelling function Lab : E → l and
Lab : V → l, where l belongs to a set of labels L.
If a graph is labelled with attributes or abstract data types such as a number, text, an
expression, or a list, it is called an attributed graph. In this thesis, we focus on directed
attributed labelled graphs.
Definition 2.7 (Subgraph [KKH06]). Let G = (VG, EG, Src, T rg, Lab), one subset of nodes
and one subset of edges (VX , EX) ⊆ (VG, EG) induce a subgraph X = (VX , EX , Src′, T rg′, Lab′)
with Src′(e) = Src(e), Trg′(e) = Trg(e), and Lab′(e) = Lab(e) for all e ∈ EX if and only
if there is no edge e ∈ EX with Src(e) ∈ V − VX or Trg(e) ∈ V − VX .
In other words, a subgraph cannot include an edge from the original graph without
having the source and target nodes of that edge in the subgraph as well. For example,
graph H is a subgraph of graph G in Figure 2.4.
2.2.2 Graph Morphism
Definition 2.8 (Graph Morphism [Roz97]). Let G = (VG, EG, SrcG, T rgG, LabG) and H =
(VH , EH , SrcH , T rgH , LabH). A graph morphism f : G → H maps nodes (V) and edges
(E) of graph G to nodes and edges of graph H where f = (fv, fe) and fv : VG → VH and
fe : EG → EH are structure-preserving functions. That is, we have for all edges e ∈ EG,
22
Figure 2.4: H is a subgraph of G.
fv(SrcG(e)) = SrcH(fe(e)), fv(TrgG(e)) = TrgH(fe(e)), and LabH(fe(e)) = LabG(e),
LabH(fv(v)) = LabG(v). If fv, fe are total functions, then we have a total morphism, and
if these are partial functions, we have a partial morphism.
For a graph morphism f : G→ H, the image of G in H is called a match of G in H, i.e.
the match of G with respect to the morphism f is the subgraph f(G) ⊆ H which is induced
by (fv, fe). Note that f is structure-preserving, and in a structure-preserving mapping, the
shape and the edge labelling of the original graph are preserved. If f , respectively fv and
fe, are bijective functions, then we have an isomorphism. We write G ∼= H if there exists
an isomorphism between the graphs G and H.
If fv and and fe map the set of all nodes and edges of graph G respectively, then the
morphism is called a total morphism. On the other hand, fv and fe are partial morphisms
iff the mapping is not from the whole source graph nodes and edges. An example of a
partial morphism has been depicted in Figure 2.5. In this figure, the edge u → r2 is not
mapped to an edge in H, so this is a partial morphism.
2.2.3 Graph Transformations
Transformation Rules
Definition 2.9 (Graph Transformation Rule [Roz97, Ren08]). A transformation rule r
is defined as r : L
r1−→ R, where L and R are graphs, called the left-side graph and the
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Figure 2.5: A partial mapping from graph G to H
right-side graph of the rule, and there is a partial morphism r1 between them.
The application of a rule r to a graph G, is based on a total morphism from L to G.
We write G0
r−→ G1 to show that the graph G0 is transformed to G1 by the application of
rule r. The transformation sequence G0
r1−→ G1
r2−→ ... rn−→ Gn is called a GTS derivation
which is given by a series of direct graph transformations. We write G0
r∗−→ Gn to denote
that such a derivation exists.
The way graphs are embedded and changed in transformations define different method-
ologies of rule application described in the next section. In general, the application of a
rule r to a graph G, replaces the instance of a subgraph L in G with subgraph R. The
result of applying a rule r to a graph G is as follows [AEH+99]:
1. Choose an occurrence of the left-hand side in G, by morphism.
2. Remove it from G.
3. Embed R into the remained graph.
A total match between the left-side subgraph of a rule and a subgraph in the source graph
is made, then the source subgraph is deleted and replaced by the right-side subgraph R.
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As explained in the following section, the embedding step may be explicitly defined or
it may be implicit depending on the type of rule application used. In some cases, the
application of rules is restricted by certain explicit or implicit conditions. These conditions
are called negative application conditions (Definition 2.12). The above procedure is a
general framework that captures the properties of different approaches in rule application.
It is the responsibility of a rule to define what kind of embedding is allowed. Therefore,
with different embeddings we have different transformation-rule application and hence,
different types of GTSs. Two types of these rules with examples for each are explained in
the next section.
There are two main types of GTSs based on two approaches of rule application: context-
free GTS [Roz97] and algebraic GTS [CMR+97, CEH+97]. A rule is context-free if it has
only one node or hyperedge (a sequence of nodes connected by edges) on its left-hand
side. This is a similar definition to context-free Chomsky grammars for formal languages.
Unfortunately, although context-free graph grammars are straightforward like Chomsky
grammars, they are not powerful enough to describe visual languages. This is because
in the application of rules in these grammars we have to deal with the connection of the
replaced graph and the context of a node or hyperedge. It is also true that while context-
free grammars may well define the changes in a graph when graph elements are added, they
have problems in describing element deletion, because in context-free grammars rules have
only one nonterminal graph element on their left-side, and the rule application replaces
this element by a graph on the right-side of the rule. Therefore, describing the shrinkage
of graphs is not straightforward by these grammars.
On the other hand, algebraic approaches are considered context-sensitive. In these
approaches, to apply a rule to a subgraph, the context graph in which the subgraph is
located is also important and appears on the left side of the rule.
The Algebraic Approaches to Graph Transformations
The algebraic approach is based on the concept of gluing graphs. The idea is a general-
ization of concatenation for strings to gluing for graphs. In this approach, the embedding
step of the application of a rule (r : L → R) to a host graph G is done with the help of
a third graph that is common to the replaced and the replacing subgraphs. This common
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subgraph is used for gluing the surrounding graph of the removed instance of subgraph
L in G to the right-side graph R. In this approach, graphs are considered as algebras,
and embedding or gluing is defined by an algebraic construction (pushout). Two popu-
lar algebraic approaches are double-pushout (DPO) [CMR+97] and single-pushout (SPO)
[CEH+97].
Double-pushout Approach
Double-pushout is an algebraic approach in which a derivation step or a transformation
rule r is applied in two gluing constructions or pushouts [CMR+97], r : L
l1←− K r1−→ R,
where r1 and l1 are morphisms.
Example. As illustrated in Figure 2.6, consider a graph G to which we would like to
apply rule r. In rule r, L is the left side graph which we would like to replace with the
right side graph R. K is the common interface subgraph between the left and the right
side graphs. The first step is to find the match m for the subgraph L in G based on a total
morphism. The next step is to delete the image of L from G up to the interface subgraph
K (i.e. the elements of G that has a mapping to L, but not to K) and obtain the context
graph D. This step is the first pushout (gluing construction) of the double-pushouts which
is actually an inverse gluing. The final step or the second pushout is to glue the image of
the right side subgraph R to D up to the interface K and obtain the graph H. In DPO,
both the matches l1 and r1 are total morphisms.
In general, the total morphism m does not have to be an injective morphism, i.e. in
morphism m, elements of L are not identified by different elements of G. This situation
may cause some problems. For example, in Figure 2.7, a rule is applied to graph G to
delete one of its nodes. Since G contains only one node, this node can be mapped to
both nodes in the left side of the rule. Thus the transformation rule specifies both the
deletion and preservation of the node, which results in a conflict. There are different ways
to solve this problem: preservation of the node in G has priority over deletion, deletion of
the node in G has priority over preservation, or the application of the rule in this situation
is forbidden. In DPO, the third solution is chosen.
Another problem in the application of a transformation rule is when a node is deleted
and it has some connected edges that are not part of the match for the deletion. Again,
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Figure 2.6: Applying rule r to graph G and deriving H from G in DPO
there are two solutions for this problem: deletion of all these edges (which are called
dangling edges), or forbidding the application of the transformation rule. In DPO, to
ensure that these problematic situations do not occur, the morphism m must satisfy two
conditions, which are called gluing conditions [CMR+97]:
1. The dangling condition requires that if a rule is going to delete a node, it must specify
also the deletion of all edges incident to that node.
2. The identification condition requires that any node or edge that is being deleted from
G by the application of r has only one match in L. This avoids situations such as
those encountered in Figure 2.7.
Single-pushout Approach
Definition 2.10 (SPO [Roz97]). In SPO approach, transformation rules are presented as
r : L
r1−→ R, where r1 is a nonempty partial morphism. A matching of a rule r1 with the
graph G is a total morphism m : L→ G. Applying an SPO rule r to a graph G is done by
checking the morphisms m and r1 to yield a target graph H.
Example. As illustrated in Figure 2.8, in SPO there is only one gluing step. In this
figure, first, a total match m between the graph on the left side of the transformation rule
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Figure 2.7: Direct derivation in double-pushout
and a subgraph in G is made, and then the subgraph of G is deleted and replaced by
the right side graph R, resulting in H. Specifically, everything in L but not in R will be
deleted, everything in R which is not in L will be created, and everything that is in both
sides will be preserved [CEH+97].
Figure 2.8: Applying rule P to graph G and deriving H from G in SPO.
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In comparison to DPO, there is no explicit gluing condition for transformation rules
in SPO. For dangling edges, each time a node is deleted, implicitly all incident edges will
be deleted as well. To solve the identification problem of Figure 2.7 in DPO, deletion of
nodes and edges has priority over preservation in SPO. This solution has been illustrated in
Figure 2.9. Because of the priority of deletion over preservation, it can easily be observed
Figure 2.9: Direct derivation in single-pushout
in Figure 2.9 that the morphism m is a total mapping from L to its image in G, but the
morphism m∗ is a partial mapping from R to the image of R in H. The reason is that
elements of R that should have been preserved have been deleted because of the conflict.
In other words, there might be elements in R that do not have an image in H.
Because the DPO approach is restricted by those explicit gluing conditions for rules, we
gain more expressiveness by using SPO transformation rules. In other words, SPO direct
derivations are complete because if there is a match for a transformation rule, there is
always a corresponding direct derivation. But for DPO, direct derivations are not complete
because even though there might be a match for the application of a rule, it still may not be
applicable because of the gluing conditions. However, since it is always possible to restrict
the application of SPO rules by some conditions, DPO can be considered as a special case
of SPO with gluing conditions as the application conditions.
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2.2.4 Tool and Notations
For automatic application of the transformation rules and generation of graphs based on
the rules, several tools have been developed [EEKR99]. In this section, we provide some
background on the tool that is used in this thesis.
We have conducted our experiments using the GROOVE graph transformation tool
[Ren04b]. GROOVE is an open-source software easily accessible and regularly updated
with new features. Unlike some other GTS tools that use textual descriptions for trans-
formation rules, GROOVE provides environments to directly define transformation rules
using visual notations. It was first developed for software model checking of object-oriented
systems. The tool supports the SPO approach and as an attempt for verification purposes
creates the full state space of a graph grammar for a finite-state system.
Notation
GROOVE supports directed graphs with multi-labelled edges and nodes, and attributed
nodes. In this tool, the distinction between the left and the right side of the rule has been
built by different shapes and colors of graph elements. GROOVE uses boxes as graph
nodes and arrows as edges between nodes, and attribute are presented as circle or oval
nodes. For example, Figure 2.10 illustrates a GROOVE rule in SPO. In this rule, the thin
solid elements (black in a colored print-out) are those elements that are preserved in both
the left and right sides of the rule. Hence, at first the rule checks if these elements are
present in a graph that the rule will be applied to. The thin dashed elements (blue in a
colored print-out) are those elements that should be deleted, so they are part of the left
side, but not the right side of the rule. The solid fat gray elements (green in a colored
print-out) are those elements that are being created, so they are part of the right side, but
not the left side of the rule.
For the application of the rule in Figure 2.10 to a graph G, we must first check if there
is a subgraph that has node elements A, B, and C, if there is an edge labelled b between
A and B, and also if there is an edge labelled c between A and C. Then the rule deletes
the edge A-C along with the node C plus the edge A-B, and creates an edge B-A with the







Figure 2.10: A simple GROOVE transformation rule.
Negative Application Condition (NAC)
To apply a rule to a given graph, a matching of the left side of the rule and the given graph
is found. This type of matching expresses one type of the conditions that can be expressed
by rules [Ren04c]. For example, we cannot express any kind of negative conditions such as
the non-existence of an edge. Therefore, in the context of algebraic transformation rules,
negative application conditions (NACs) are introduced.
Definition 2.11 (NAC [Roz97]). A negative application condition or NAC(n) on L is a
graph morphism n : L→ N . A graph morphism m : L→ G satisfies a negative application
condition n iff @ q : N → G, such that q o n = m.
Figure 2.11: Negative Application Condition (NAC)
A rule with a NAC is interpreted as a logical constraint. These constraints are repre-
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sented in a graphical way and express conditions like non-existence of certain nodes and
edges. NACs are applied based on the matching found between the left side of a rule and
a given graph, but with the consideration that if NAC matchings exist, the rule is not
applicable. In GROOVE, NACs are depicted as dashed fat gray elements (red in a colored
print-out). For example, the rule in Figure 2.10 has been changed to the rule in Figure











Figure 2.12: A GROOVE transformation rule with a NAC.
already a node D and an edge labelled d between B and D.
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Chapter 3
Formal modelling using GTS
3.1 Introduction
Currently, there is intense pressure to rapidly migrate complex communication protocols to
the Internet. A communication system evolves dynamically with the addition and deletion
of service components. This evolution changes the topology of the system, and may cause
violation of inter-component specifications, thereby causing undesirable behaviour. In this
context, systems are particularly vulnerable to problems, and an accurate yet usable formal
method of describing and analyzing these systems is vitally important [dBG05].
In this chapter, we propose using visual semantics [EH00] to describe the behaviour
of dynamically evolving communication protocols as a first step toward such a formal
analysis. We show that graph transformations provide a natural and expressive formalism
for describing such semantics and we illustrate its use by giving a visual, graph-based
semantics to an Internet-based communication protocol. Our graphical description of the
semantics has several important advantages, most notably the ability to cleanly separate
out those system features of current interest. This separation of concerns is a necessity for
formal analysis of system behaviour (cf. [AENT03]).
We propose an approach that later allows the designer to formalize the behaviour of
each designated component individually. The approach uncouples those components of
interest from those that are not currently interacting with them. Our model is well-suited
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for describing the behaviour of dynamic component creation and elimination. Thus, the
structure of the generated model closely resembles the way in which communication proto-
cols are typically described. The graph transformation semantics follows this description,
enabling a clean separation of concerns when describing a protocol. Our focus in this
chapter is on the dynamic evolution of protocols. Ideas for formalizing the components
and interactions are given in the future work section (Section 6.2)
Our approach has two other notable advantages. First, it allows one to give a visual
description of system semantics. Second, it allows a designer to describe computations of
communication protocols at an appropriately abstract level. In general, the abstraction
of code is a difficult task, but abstraction appears more naturally in design artifacts.
Therefore, this thesis describes abstraction and model-checking techniques in design levels
such as topology changes. In the work presented in this chapter, we model topology changes
and global-state changes that are due to the addition and deletion of components. The idea
is to use single-pushout (SPO) transformation rules to formally define the communication
protocol’s dynamic transformations. As a motivating example, we have done a case study
and provided the graph-based semantics for significant aspects of AT&T’s next-generation
IP-telephony architecture.
The remainder of this chapter is organized as follows: Section 3.2 explains an overview
of the industrial case that we have chosen to apply our GTS formalism. In Section 3.3, our
GTS formalism is presented, and the case study for evaluation of our proposed formalism
is described in Section 3.4. We present the related work in Section 3.5 and conclude in
Section 3.6 with a summary of our contributions in this chapter.
3.2 Distributed Feature Composition Protocol
Distributed Feature Composition (DFC) is an architecture that AT&T has developed and
used as the basis for BoxOs [BCP+04], its next-generation IP-telecommunications protocol.
This architecture was introduced by Jackson and Zave in 1998 [JZ98].
In the following section, we provide a brief description for DFC. Later, we use this
description to present a formal model for some functionalities of the DFC. We have simpli-
fied some of the concepts for the sake of our case study. For example, the decision about
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how the features are assembled into a call is highly dependent on the interactions between
features, but we have made some assumptions about an ordering between features.
3.2.1 Basic Semantics of DFC Architecture
The goal of DFC is to increase component modularity and to structure the way in which
components interact. In the most straightforward situation, the DFC protocol provides
stand-alone functionalities such as basic phone service. Features are used to add incre-
mental functionalities to existing services. Each feature is a component process in the
communication system. Examples of features in DFC include Call Forwarding on No An-
swer, which allows incoming calls to be redirected to another address based on a trigger
from the callee; and Call Waiting, which provides to a subscriber the ability to switch to
a second incoming call.
Usages
In DFC, a request for telecommunication service is satisfied by a usage, which is a dynam-
ically assembled graph of boxes and internal calls. A box is a concurrent process providing
either interface functions (an interface box) or feature functions (a feature box). Each inter-
face box has an address, and each feature box has a box type that corresponds to the feature
that it implements as well as an address. An internal call is a featureless, point-to-point
connection with a two-way signaling channel and any number of media channels. We use
the phrase “internal call” to emphasize that it is not the same as what a user might think
of as a “call”.
Here we briefly define some basic terminologies used in DFC:
Definition 3.1 (Box Type). The type of a feature box, corresponding to the feature that
it implements.
Definition 3.2 (Address). A string used to identify a telecommunication device attached
to a network.
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Note that each interface box has an address. Each feature box has a box type and an
address, and the feature box is created (instantiated from the box type) on behalf of the
address.
Definition 3.3 (Source Subscriptions). For each address, the sequence of box types that
should be assembled into a usage on behalf of an address when the address is the source of
a call request.
An example of a source feature is the Teen-Line feature which restricts outgoing calls at
certain times of the day. Source features act transparently if the subscriber is the recipient
of the call.
Definition 3.4 (Target Subscriptions). For each address, the sequence of box types that
should be assembled into a usage on behalf of an address when the address is the target of
a call request.
An example of a target feature is the Call Forwarding on No Answer. Target features
act transparently if the subscriber is the initiator of the call. Some features behave as
a source-subscribed feature in one portion of a call and as a target-subscribed feature in
another portion of the call. These features are called Source/Target features and allow
the subscriber to be involved in multiple calls simultaneously; an example of this is Call
Waiting.
A usage describes a connection between two telephones. The party initiating a connec-
tion (caller) and the party accepting the connection (callee) may both subscribe to several
features. A usage grows and shrinks dynamically starting at a single initiating phone, then
features of the initiator party are added to the usage. Eventually, features of the target
telephone are added to the usage, and then the target telephone is added to it. Because
a device may be both a caller and a callee, and this matter is decided during a call, all
of a party’s features must be included in every call, rather than just the callers source
features and the callees target features. An example of this situation is when an initiator
device A calls B and A is subscribed into some features as source, if another telephone
joins the usage via A’s Call Waiting feature and reaches A as a callee, then all the A’s
source features act transparently in the call from the new telephone toward A. So, source
features act transparently if the subscriber is the recipient of the call.
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There is a partial precedence order among the source-subscribed (target-subscribed)
box types of an address. This order is an input to the routing algorithm and is chosen
by the designer based on feature priorities to eliminate undesirable feature interactions.
Features are not intended to stand alone when they appear in a usage (i.e. Voice-Mail
or Call Waiting do not operate without a basic phone service having two communicating
phones). A usage is presented visually as a graph. An example of a usage is illustrated
in Figure 3.1. This figure shows a straightforward usage formed when device X, which
Figure 3.1: A DFC usage with rectangles showing feature boxes and arrows showing the
direction of the call request.
has subscribed to features F1 and F2, requests a connection to end party Y , which has
subscribed to the feature F3 and F4.
One characteristic of a feature is its boundedness. A feature is free if new instances of
that feature are created whenever the feature appears in a usage. When a telephone with
instances of its features is involved in a usage, if a second usage requires that telephone,
then new instances of the telephone’s free features will be created. In contrast, a bound
feature has only one instantiation, and all calls involving the subscriber’s telephone are
routed through this instance. Bound features are subscribed both as source and target
features. An example of a bound feature is Call Waiting and an example of a free feature
is Call Forwarding.
The fundamental idea of DFC is pipe-and-filter modularity [SG96]. Each feature box
behaves transparently when its functions are not needed. Each feature box has the au-
tonomy to carry out its functions when they are needed; it can place, receive, or tear
down internal calls; it can generate, absorb, or propagate signals travelling on the signal-
ing channels of the internal calls; and it can process or transmit media streams travelling
on the media channels of the internal calls. A feature box interacts with other feature
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boxes mainly through its internal calls, yet it does not know what types of boxes are at
the far ends of its internal calls. Thus, each feature box is largely context-independent;
the feature boxes that make up a usage can easily be added, deleted, and changed.
Routing
An end party’s request for a connection is handled by the DFC router [JZ98]. Each internal
call is set up with the help of the router, which decides which box to route the request to.
Each DFC router implements an algorithm that incrementally constructs a usage and does
not rely on stored information about the state of any usage, but rather on static data such
as which addresses subscribe to which features. All of the necessary information about the
usage state are carried along in the setup signals (the request to establish a call) of the
internal calls.
To make a simple phone call with one telephone at each end and some features in
between, the router may need to make several internal calls. Figure 3.2 shows that a
caller initiates a call by sending a setup signal to the router through the box out channel.
Following that, the router sends the setup signal to the other features. If all features agree
to setup, they acknowledge that by sending back the upack signal to the caller. The caller
communicates its signal messages with the other features downstream through the signal
channel ch.
Figure 3.2: Caller is communicating via the channel ch to a component at its right, sending
its setup signal to the router through box-out channel.
This routing algorithm has three basic methods: new, continue, and reverse that are
executed on behalf of interface or feature boxes. The method new is executed by an
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interface box to request a connection and creates a setup signal. The method continue is
applied by a feature box to a received setup signal and results in the resubmission of that
signal to the next box closer to the desired end party. The method reverse is performed by
a feature box to reverse its incoming call, i.e., change the direction of a call, possibly back
towards the initiating interface box. Those features that can perform the reverse action
are called reversible features.
Definition 3.5 (Call Path). A path through a usage, both of whose endpoints are interface
boxes. Two internal calls touching the same box form a segment of a path if and only if
they are linked via the box and they are linked via the box if and only if the setup of one
was derived from the setup of the other by use of continue or reverse signals. The point
on the full path of the usage in which the call continues routing to target-subscribed feature
boxes, is called mid-point of the call.
For routing, the router chooses feature boxes in sequence from a list, called route,
associated with the current address. The route consists of a sequence of features of the
source address and a sequence of features of the target address. If feature boxes use only
the continue method, then the simplest usage as depicted in Figure 3.1 has instances of all
source-subscribed box types of the source address, followed by all target-subscribed box
types of the target address.
3.3 Visual Semantics Using GTS
We propose an operational semantics to describe the evolving behaviour of communication
protocols using a graph model. The ultimate goal of the work is a 3-level model. This
section defines our minimum requirements of the three levels, two of which are established
formalisms. But the contribution of the chapter is the third level and the application of
GTS to model dynamic hierarchical graph systems.
In the literature [Roz97, BH02], several types of graphs have been defined that are
suitable for different system structures and models. Among them we use both hierarchical
graphs, where a node may contain a subgraph, and attributed graphs, where nodes and/or
edges are labelled with attributes.
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At the first level, the functionality of a component is shown as a finite-state machine
graph, with each machine describing the behaviour of an individual process. A process
may be composed by several modules. This modularity may result in decomposition into
additional components, but for the sake of clarity and our interest in component interaction,
we consider each process as a single component.
The second level shows a composition of components communicating through channels
via internal calls. This composition is shown as a higher level graph. This level represents
a Communicating Finite-State Machine (CFSM) architecture [Pac03, BZ83].
The third level shows changes to the global state of the system. The global state of the
system may be modified due to a local change of state in any of the components or via a
topological change. For example, topology changes show how a component may be added
to a communication network or how a component may depart from it. Each node of the
transition graph in this level is a graph modelled in level two, and it is a reachable state in
the transition graph. In this level, transformation rules result in the transitions between
states of this graph. In summary, these are the three levels:
1. Components are modelled by FSMs.
2. Communication is modelled by CFSM.
3. Evolution of the component set is modelled by a GTS.
Having formal semantics to define 3 levels, the main focus of this thesis is on level three
which provides semantics for dynamic evolution. In Section 6.2, we have described the way
the first-level graphs can be modeled and also showed examples on how to integrate this
level and the graphs in the second level.
The graph model at the first level simply uses the standard notation for a Finite-State
Machine (FSM) [HU79] graph with the following definition:
Definition 3.6 (Finite-State Machine (Mealy Machine)). A finite-state machine is a tuple
(Σ,∆, Q, q0, δ, λ), where Σ is a nonempty finite set of input symbols; ∆ is a nonempty finite
set of output symbols; Q is a finite set of states; q0 ∈ Q is the initial state; δ : Q×Σ→ Q
is the transition relation mapping a state and an input symbol to another state; and λ :
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Q × Σ → ∆ is the transition relation mapping a state and an input symbol to an output
symbol associated with the transition.
A state of an FSM is a graph node and state transitions are directed edges with suitable
labelling for both states and transitions. An example of an FSM graph has been illustrated
in Figure 3.3. The FSM in Figure 3.3 describes part of the caller box process [Dom05].
Figure 3.3: Caller Process Finite-State Machine. !: signal transmission, ?: signal reception
After sending the setup, the caller waits for the reception of upack (acknowledgement signal
that the setup has been received by downstream boxes) and then avail or unavail signals
through the ch channel. The communication holds and the line links until a teardown is
demanded from either party.
For the second level, based on Brand and Zafiropulo [BZ83] we define a CFSM protocol
as:
Definition 3.7 (Communicating Finite-State Machine). Let I = {1, 2, 3, ..., n} be a finite
set of integers with n ≥ 2. A CFSM protocol is defined as a pair (P,L), where
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• P shows a set of n processes and Pi is the i-th process from the set where i ∈ I.
• L ⊆ I × I is a relation identifying the nonempty set of error-free channels Cij such
that (i, j) ∈ L. Each channel Cij is a perfect, unbounded FIFO queue that links two
processes Pi and Pj.
A CFSM protocol can be viewed as a directed labelled graph described in Definition 2.6.
Nodes of this graph are processes which are defined by FSMs and edges are channels. This
graph defines the topology of a communication system. In this communication system, we
assume the existence of essentially error-free and unbounded channels over which processes
communicate. An example of a CFSM is depicted in Figure 3.4.
Figure 3.4: Graph of Communicating Finite-State Machines.
For the third level, to describe how the states of a system defined as graphs transform
as the transformation rules are applied to them repeatedly starting from the initial state,
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we give the definition of a graph transition system [Roz97, HPR06], G = 〈S, T, I〉. We
write Gs to denote the graph of state s.
Definition 3.8 (Graph Transition System). A graph transition system is defined as: G =
〈S, T, I〉, such that:
1. S is a set of states, where each state has a graph structure.
2. T is a set of transitions : T ⊆ S×P ×S where P is a set of transformation rules and
for all t ∈ T, t : s1
r−→ s2, there is a graph transformation rule r ∈ P that transforms
Gs1 to Gs2.
3. I is a set of possible initial state graphs.
To model the dynamic behaviour of a communication system, we utilize the graph
transition system in which nodes represent states of the system at a particular point in
time, and transitions show how the system evolves from one state to the next. System
evolution, or computation, is thus expressed as sequences of transitions beginning from a
source or initial state. Each state of the system is modelled as a graph, and by using the
graph transformation system we describe how a system changes from one state to another.
The global operational semantics is a GTS generated by a set of transformation rules for
topological changes and operational changes components. The local behaviour of each com-
ponent can also be specified by a set of local transformation rules. Attributed graphs help
to describe the specification of local operational data for each component. The application
of a local transformation rule to a state graph does not add or remove any component;
therefore, there would be no change in the structure of the state graph.
Note that we do not provide a formal relation between the various level descriptions of
a system in this chapter. Since the focus of the thesis is on analysis of changes, our work
concentrates on level three. Also, current GTS tools do not support FSM and hierarchical
modelling. We propose ways of modelling the finite-state machines in GTS and the rela-
tionship between the first and the second level in Section 6.2. Therefore, in this chapter we
presented these three levels as an ultimate goal for describing different levels of dynamic
systems, and the exact semantic relationship between these levels is left as future work.
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The main challenge for the first level is modelling synchronization of the computations
of the FSM graphs and also modelling events in these graphs. Possibly, one way would be
specifying a synchronization relation between components of a distributed system modelled
as a GTS. This may be done by distinguishing a set of local transformation rules for each
component, then defining a relation between transformation rules of two components that
are going to interact. This relation can be defined based on the existence of common ports
in two sets of rules. So, those rules that act on common ports can be synchronized.
In the next section, we present our case study and the GTS rules for this case for the
third-level modelling.
3.4 Evaluation
To the best of our knowledge, there is no extant formal model for DFC. Although DFC
semantics can be extracted by naively building a single giant finite-state machine (FSM)
together with queues as communication channels, this results in state-explosion and does
not give a dynamic approach to describe different functionalities of the system. In this
section, we evaluate our GTS formalism (the second-level and third-level) by applying it
to part of DFC as described in the case study section.
3.4.1 Case Study
In this section, we provide a case study based on DFC that presents an evaluation of our
GTS formalism. DFC is an architecture that is being implemented and currently used in
AT&T for description of IP-based telecommunication. We have chosen some functionalities
of the DFC to be used in our case study for formal modelling and later for verification.
Specifically we provide the modelling for:
1. the basic connection in DFC.
2. the dynamic growth of a usage assembled using generic features.
3. the dynamic shrinking of a usage due to the activation of FindMe feature.
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4. the dynamic shrinking of a usage when one party participating in a call hangs up.
5. free features.
6. reversible features (in the next chapter).
7. Call Waiting (CW) feature defined as: A feature that allows a subscriber to receive
an incoming call while already engaged in a usage. The subscriber can switch between
the new call and the existing call. CW is provided by a bound box and is both a source
and a target feature, because the subscriber may be either the caller or the callee in
the existing usage.
8. FindMe feature defined as: If the call fails to be routed to the target device, e.g. the
callee is not available, this feature can be activated to find another device to replace
the target. The change of target modifies the routing to a new device with different
features.
At the end of this chapter, the set of graph transformation rules that model the above
functionalities has been given.
Figure 3.5 shows a usage with a telephone that subscribes to a Call Waiting feature
connecting to a cell phone which subscribes to a Call Waiting feature. The black telephone
tries to reach the cell phone and since the Call Waiting feature is a bound box, the second
usage joins this feature. The graph of this usage has been built in the GROOVE graph
Figure 3.5: Telephony usage for CW features as Src and Trg features.
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Figure 3.6: The graph for Call Waiting usage.
graph with nodes representing telephones and features. This graph is itself one node of
the transition graph at level three. The example in Figure 3.7 shows two nodes of the
transition graph at the third level. This is one computation step with a topology change
developed by the application of the rule JoinCallee, depicted in Figure 3.8, joining the call
usage to the callee. The partial usage from the caller towards the callee has evolved in
several steps. We omit to show these steps, except the final one that has been illustrated
in Figure 3.7.
The set of transformation rules for creating the state graph of Figure 3.6 is illustrated
in Figure 3.8. The rules presented in this figure are SPO production rules. Each feature
node is labelled with a set of attributes that represent the local operational data of the
feature such as the name of the feature; status, which shows if it is a source subscription
or target subscription or both; and mode, which shows whether a feature is reversible. In
building a usage graph, we insert all the subscribed features of an end party in the order
of features subscribed by the source device, and features subscribed by the target device
(cf. [JZ98]). In addition, there is a type attribute that accepts the values bound and free,
and the attribute subscriber that shows who the subscriber of the feature is, the caller or
the callee. Most of these rules describe the topological changes of the system.
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Figure 3.7: A Graph derivation step representing the third level of computation by the ap-
plication of the transformation rule JoinCallee adding an edge between target CW feature
and the callee.
The rule InsertFeature-Src adds a source-subscribed feature to a usage. In fact, this
rule adds the first feature of a caller, and models the new method of the routing algorithm
in DFC. This rule has a constraint or negative application condition (NAC) that a feature
must not exist previously. Rule AppendFeatureChangeZone shows that there is a path to
the last feature in the source zone, and a new feature that has been subscribed to the
callee is going to be added as a target feature. In GROOVE, rules use variables (?x or
?y) as edge and node labels to match with an arbitrary label. We are also allowed to use
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regular expressions to enhance our rules. For instance, the AppendFeatureChangeZone rule
expresses that several features are connected through the path connecting the caller and
callee. There are a couple of conditions to be checked for this rule: first there is a NAC
which ensures that the zone has not been changed before. NAC checks that there is not
already a feature box after several addition of source feature boxes. This condition mainly
avoids parallel growth usage after the addition of source features. Second, we must ensure
that the existing feature is not already subscribed to the callee and hence is not a target
feature. The rule NameFeatureCW changes the attributes of a feature and converts the
feature to a Call Waiting one.
Many processes may exist in a distributed IP-based telephony protocol, but each node
of the transition graph is a partial usage that can be analyzed and verified separately,
without dealing with the processes not directly involved in the same usage.
3.5 Related Work
Software architectures provide a basis for modelling a software system based on its com-
ponents, and for describing interconnections of components [Mag95, IW95, SG96]. One of
the concerns about architectures is whether they provide a high-level description of com-
ponents and their connections in terms of graphs. To address this concern, Architecture
Description Languages (ADLs) [GP94, SG96, Mag95] were introduced. These languages
are used to describe the architecture of a system in terms of components, connectors, and
interfaces. Another challenge about software architectures is to ensure that the architecture
is compliant with the system specification. In the literature, this challenge is addressed by
verifying that the design and composition of a system conforms to a set of architectural
constraints, called “architectural style”, that restricts the relationships of elements in an
architecture.
ADLs have traditionally been used to describe system configurations, but could be im-
proved upon in the domain of capturing and analyzing dynamically evolving and critical
software systems. In order to verify correct behaviour of critical components, system config-
uration must be enriched with behavioural descriptions of the system. For example, there
has been work on attaching behavioral specifications to software architecture descriptions
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[GP94, Gia99]. Associating behaviour to structure in this fashion is important for under-
standing how the architectural changes (and related behavioural changes) are consistent
and also how they can be synchronized in critical software systems. The above methods
mainly focus on specification of interactions among components using a process algebra
notation (CSP or FSP). For verification of a behavior, they need to employ recursively the
behavior specification of all the components. However, in these methods verification of a
one-step architectural change is problematic, because each modification in the architecture
may be related to many behavioural changes in the components. Thus, a methodology
to manage the evolution through incremental transformation steps, in different layers, is
crucial. Our GTS formalism provide this methodology.
Unfortunately, ADLs and architectural styles do not have necessarily a formally defined
semantics, and do not support reasoning about the dynamic evolution of a system. This
problem can be addressed by using GTSs [Mét98]. GTSs can be seen as a formal basis
for extending existing ADLs, by describing the computation of the system and providing a
derivation tree that enables analysis of each partially-built configuration of the system. In
addition, transformation rules and constraints encoded as graphs, control a well-behaved
composition of the components and conformance to style architectures. The modelling
provided in this thesis presents a way of reasoning about formal properties of the archi-
tecture evolution. An interesting future work would be to use our modelling to verify that
each evolution preserves constraints of architectural styles.
To our knowledge, this thesis is the first work to use graph transformation machinery
to model the details of the dynamic behaviour of a communication protocol. In fact,
Heckel [Hec98] and Taentzer [TKFV99] have both explicitly noted the omission of reactive
protocols from the GTS literature. Among other work that detail system semantics we note
the “Abstract State Machines (ASM),” [BS03] or “Evolving Algebras,” [Gur04]. ASMs
present states of a system as algebras and transitions as evolution of the algebras. ASMs
are powerful enough to represent step-by-step system semantics. AsmL is an associated
programming language for building ASM models. The work presented in this chapter uses
a visual ASM style to capture the semantics of distributed reactive protocols.
Other works such as [Kus01, HM00], illustrate how graph transformations are applied
to define the dynamic semantics of systems using UML state machines. These systems
present operational semantics for local systems, but do not treat the communicating state
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machines. The grammar rules of these models are context-free and local, with the restric-
tion of that only one component and its neighbourhood can be affected by a transforma-
tion rule. Furthermore, context-free grammars may well define the evolution of a system
as components are added, but when components are deleted and the graph is shrinking
we need to replace a subgraph with a smaller subgraph. In contrast, our proposed model
uses context-sensitive graph transformation rules to cover distributed systems semantics;
we note that the added power of context-sensitivity seems to be a requirement to deal with
models as rich as DFC.
Similar to GTSs are context-free network grammars [SG90] in which terminals are basic
processes, and they associate with each process type a program with a set of ports, and a
set of rules to combine processes of these types to admissible networks. However, unlike
network grammars that are context-free, our GTSs are context-sensitive grammars that
are more expressive, because these grammars can describe more complicated structures
such as network grids and tori.
3.6 Conclusion
Graph grammars have primarily been used in areas like pattern recognition, compiler con-
struction, and data-type specification. More recently, their areas of application have been
broadened to include concurrent system modelling, software specification and development,
database and VLSI.
In this chapter, graph transformation rules have been used to explain the dynamic
evolution of a distributed communication protocol. Our work produces a visualization of
behaviour in three different levels. We have explicated the semantics of the third level
of our model on an IP-based telephony system called Distributed Feature Composition
(DFC) using graph transformations. A description of DFC semantics has been presented
by a graph transformation system with a hierarchical, attributed graph model and an SPO
approach for the transformation rules.
Our model describes the semantics of a telephone or a feature process as a graph,
and then details a graph model of communicating features. Then the model describes
dynamic evolution of the telephony system via a graph transformation system. At this
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level we generate a transition graph with nodes representing graphs and edges representing
transformations of these graphs. The transition graph provides the ability to focus on
a partial connection such as a usage in DFC, without the inclusion of other distributed
processes that are not involved in the call. Therefore, each partial usage can be analyzed
and verified separately. This is a key advantage over other models because of its visual
presentation and ease of use. Another advantage of our model is that it cleanly addresses















Adds a new party (telephone) to a usage, and keeps track of the number of devices added
using the DeviceCounter. The diamond in the picture is used for both checking attribute
values (e.g if the number of devices is less than or equal to three) and for operation










=, ConnectTo, Connected, src to trg*
Connected
Establishes a new usage. At first it checks if the two devices are not already con-
nected or if there has not been an initiation to connect them and they are not connected
to any other device.
Figure 3.8: GTS rules for building a usage and its dynamic growth.
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Assembles a new feature into the usage. For the two devices that would like to
connect, a new source feature is added to the usage. It is checked that the two devices do



















A generic feature is distinguished as a Call Waiting feature. The rule checks if
another feature with the same name and the same subscriber does not exist already.
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Continues a usage by assembling a new source feature into it. This rule corre-
sponds to the continue signal in DFC routing. The rule checks if assembling the feature















The usage is continued by assembling the first feature subscribed by the target of
the call. The rule checks if assembling the feature is done along a path after the last
source feature assembled before, and not in parallel to a previously assembled one.
54





































A new instance of a free source feature is created. The rule checks if the free fea-
ture box is already participating in a usage. The rule covers two cases: one is when the
free feature is appended right after a device, the second is when a free feature is appended
after an existing feature. That is why a non-labeled box is used that is connected to the
free feature. This is an abstraction over the box types. A similar rule models the creation
of a target free feature.
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A new device is setting up to join an existing usage via a source CW feature. The
rule checks that there is not any existing initiation for a connection or that the new device
is not already connected to any of the existing devices participating in the usage.
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A new device is setting up to join an existing usage via a target CW feature. The
rule checks that there is not any existing initiation for a connection or that the new device
is not already connected to any of the existing devices participating in the usage.
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Connected src to trg
subscriber
Connected
A new usage joins an existing one via a source CW feature. The rule checks that
the connection is done through a feature at the end of a created path between the new
device and the CW feature. It is also checked that there is not an existing path to the CW
feature in any other direction. This check is necessary to avoid reconnection of existing
features on the existing usage.
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A new usage joins an existing one via a target CW feature. The rule checks that
the connection is done through a feature at the end of a created path between the new
device and the CW feature. It is also checked that there is not an existing path to the CW
feature in any other direction. This check is necessary to avoid reconnection of existing
features on the existing usage.
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Usage completes by joining the recipient of the call, that is the creation of a path
between two devices is completed. The rule checks whether there is not an existing path
between a feature and the end party in any direction. The NAC with “=” checks whether
the box that would like to continue the usage is not the same as the device box. The
NACs that check the non-existence of devices are there to avoid the application of the
rule to partial usages that would like to join an already existing usage via CW, e.g., cases
when the UsageJoinViaSrcFeature is applicable. If we did not have these NACs, the rule
mistakenly can join a partial usage to an existing device without passing through the
CW feature. In other words, it means if there exists another device that is connected to
the device on right, then JoinCallee is not the right applicable rule and instead the rule
UsageJoinViaSrcFeature or UsageJoinViaTrgFeature should be applied.
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Activating a reverse signal of a target reversible feature.
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Reverse signal of a source reversible feature is propagated to the caller. It is checked that
there is not an existing path between the reversible feature and the one that the reverse


















Reverse signal of a target reversible feature is propagated to the caller. It is checked that
there is not an existing path between the reversible feature and the one that the reverse
signal is propagated to.
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This rule activates Find Me feature by disconnecting the usage from the callee and









Usage shrinks by removing disconnected features. Rule checks that every existing
device does not have a connection path to the feature that rule is going to remove. In
other words, the usage has been torn down before, e.g. via Find Me.
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A target feature is distinguished as a Find Me feature.
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Chapter 4
Verification of Dynamic Systems
using GTS
4.1 Introduction
A communication system evolves dynamically with the addition and deletion of services.
In the previous chapter, a graph transformation system (GTS) was used to model the
dynamic behaviour of a telecommunication system [LT06]. In this chapter, we show how
GTS formalism can facilitate the verification of invariant properties of potentially infinite-
state communication systems. We use this approach to verify an invariant property of
telecommunication service components that can act both as the source and the target of a
connection.
Verifying an ordering among service components to be invariant is essential to guaran-
teeing the desirable behaviour of these services. We show how verification can be performed
by the analysis of a finite set of transformation rules describing the GTS system model. We
prove that invariant properties are preserved in a GTS model if the set of transformation
rules describing the model preserves the property. Thus, we show how to perform system
verification through analysis of the model description without building the full system state
space.
In Section 4.2, the motivating problem and a description of the specifications for the
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ordering property of reversible features in DFC are presented, and this is followed by a
description of the verification problem and its analysis in Section 4.3. In Section 4.4, we
present the verification of the ordering property. Related work is presented in Section 4.5,
and we conclude in Section 4.6.
4.2 Motivating Problem: Reversible Features in DFC
Reversible features are able to initiate a call on their own. For instance, after a connection
has been dropped due to a failure, such a reversible feature will re-establish the connection
to the appropriate endpoint. As examples of reversible features in DFC, we can name
Call Waiting; Automatic Call Back, which offers the caller an automatic call whenever the
callee is idle after the call fails in the first attempt (e.g. busy line); and Mid-Call Move,
which moves an endpoint of a connection from one device to another while the caller and
the callee are in “talk” mode. Reversible features ensure that messages are not lost and
that the connection is long-lasting and continuous. This continuity is characteristic of
well-behaved communication protocols.
A DFC usage with activated reversible features may be formed in an unusual way with
internal calls in different directions. As an example, consider the usage in Figure 4.1, with
features A,B,C, and D subscribed to by address X, in which A,B, and D are reversible
(depicted in bold) and feature D is activated. Before the activation of D, all the internal
calls between features were in the same direction from left to right.
Figure 4.1: A usage with reversible boxes A, B, and D.
A strong motivation is to find a way of managing interactions among reversible fea-
tures by imposing an invariant-ordering on them that satisfies the system specification and
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governs desirable interactions. The invariant-ordering property of reversible features is sig-
nificant in a usage because it guarantees that the interactions of all the reversible features
follow a desired pattern even though the usage has changed from its initial configuration
[Zav03]. In the following section, we explain this property using DFC specifications.
4.2.1 Invariant-Ordering Property of Reversible Features
Using the informal description of DFC specifications given in the previous chapter, we
have extracted three specification statements as first-order logic predicates to describe the
invariant-ordering property in relation to orderliness of reversible features in DFC routing.
In these statements, a is an address from the set of existing addresses, Addr; Reversible
is the set of reversible feature boxes subscribed to by an address; SrcSubscriptions and
TrgSubscriptions, respectively, show a partially-ordered set of source and target subscrip-
tions of an address with respect to a Precedes(≺) relation ; Precedes(≺) is a relation
between feature boxes that shows the order in which they are assembled in the usage of an
address; and R and R′, respectively, are the projection of source and target subscriptions
onto reversible boxes. Therefore, for address a we have:
a.R = a.Reversible ∩ a.SrcSubscriptions
a.R′ = a.Reversible ∩ a.TrgSubscriptions
In Figure 4.2, we have the specification statements about reversible features. The first
specification in the box states that if an address subscribes to a reversible box, it must
subscribe to it both as a source and as a target feature. The second specification states
that the precedence order relation (≺) in the set of reversible boxes being subscribed to as
source subscriptions of an address is a total order. In this specification, if R is replaced by
R′ we get the total order for reversible boxes being subscribed to as target subscriptions.
The third specification expresses that the subset of source and target reversible features of
an address have an opposite precedence order. The third specification is needed to ensure
that a usage consisting of multiple features is constructed in an acceptable way, and in
particular to ensure that a new usage does not need to be established when the direction
of signals is reversed. Using the above specifications, we have this property:
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1. (∀a ∈ Addr,∀f ∈ a.Reversible)⇒
(f ∈ a.SrcSubscriptions⇔ f ∈ a.TrgSubscriptions)
2. (∀a ∈ Addr,∀f1, f2 ∈ a.R, f1 6= f2)⇒
(((f1 ≺ f2) ∨ (f2 ≺ f1)) ∧ ¬((f1 ≺ f2) ∧ (f2 ≺ f1)))
3. (∀a ∈ Addr,∀f1, f2 ∈ a.Reversible, f1 6= f2)⇒
((f1 ≺ f2, {f1, f2} ⊆ a.SrcSubscriptions)⇔
(f2 ≺ f1, {f1, f2} ⊆ a.TrgSubscriptions))
Figure 4.2: Specifications about reversible features
Requirement In a usage associated with an address, if we order the feature boxes from
outermost (closest to the endpoint) to innermost (closest to the midpoint), the sequence of
reversible feature boxes associated with the address is an invariant sequence regardless of
how the usage is initially constructed.
4.2.2 Example
To justify the invariant ordering, we use an example that shows an undesirable behaviour
when reversible features do not follow an invariant ordering. The example in Figure 4.3
shows that a usage has been set up between a source x, who subscribes to reversible features
Call Waiting (CW ), 3-Way Calling(3WC), and Automatic Call Back (ACB), and the end
party y. For this example, we are not concerned with the subscribed features of end party
y. Scenario 1 in Figure 4.3 demonstrates a usage of address x with the source subscription
ordering: CW ≺ 3WC ≺ ACB. Automatic Call Back acts as a source feature, and if an
outgoing call fails it offers the user x a chance to activate the feature. If x does so, the ACB
box disconnects from 3WC and waits until the original callee is available; this behaviour is
depicted in Scenario 2 of Figure 4.3, though we are not concerned with the details of how
ACB knows that the callee is available. Once y becomes available, as depicted in Scenario
3 of Figure 4.3, ACB places a call to x using reverse signal and the target subscription
ordering ACB ≺ 3WC ≺ CW . When it is connected to x, it places a (hopefully successful)
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Figure 4.3: Interaction of three reversible features in a usage.
call to the original callee. The call to the callee is a continue signal rather than a reverse
signal.
Now, let us assume there is an error in the target subscription order and we have the
order as 3WC ≺ CW ≺ ACB. As shown in Scenario 4 of Figure 4.3, because of the
incorrect order, ACB is the last feature in the order, and 3WC and CW are not routed
to. Therefore, if x is actually engaged in another call via CW , it will miss the call from
ACB, even though CW would have enabled it to take the call.
We conclude that the reversible sequence associated with an address must have a fixed
ordering from left to right. In the following sections, we model this property as a graph
and show how to verify it via the GTS formalism.
4.3 Verification Through GTS
We define the verification problem of a GTS and present our method to solve it. In
[KR06], Kastenberg and Rensink showed that a labelled-transition system (LTS) created
by a graph transition system can be seen as a representation of a Kripke Structure for
a system model. Therefore, to verify an invariant property on a LTS, all the reachable
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states should be verified to check that they satisfy the property. GTSs can generate an
infinite-state model; hence, automatic verification is problematic for these systems. At
an appropriate level of abstraction, communication protocols are typically modelled as
infinite-state systems. Thus, it is reasonable to model them using GTSs.
Here we address the verification of invariant properties that are expressed by the CTL
modality AG and atomic propositions [HPR06] modelled as graphs called proposition
graphs. We consider positive propositions, because in most cases negative constraints
can be expressed by negation of positive constraints [EEPT06].
We use the GROOVE [KR06] notation for expressing proposition graphs with labels
as regular expressions (e.g. Kleene star labels). We use these labels to compactly express
feature connectivity patterns, for instance, to show that between two features of interest
there may be an arbitrary length sequence of intervening features. Therefore, we need
to extend the definitions of graph and graph morphism to include Kleene star labels.
The following definition of regular expression graph provides this extension. A regular
expression graph is a graph in which edges may be labelled with the Kleene star operator
over the set of labels. Using regular expression graphs in the proposition graphs and
transformation-rule graphs makes these graphs more expressive.
Definition 4.1 (Regular Expression Graph (REG)). An REG is a graph G where for a set
of labels, L, the labelling function Lab is defined as Lab : E → {l+ | l ∈ L}∪{l∗ | l ∈ L}∪L
where l∗ and l+ represent Kleene closure and the positive Kleene closure of l.
An REG can be a subgraph of the left-side or the right-side graph in a transformation
rule or a subgraph of a proposition graph. Examples of these two cases are depicted in
Figures 4.7 and 4.8 respectively. There is an exception that Kleene-star labels are not
allowed on newly created graph edges (on the right side of a rule) or on edges to be deleted
(on the left side of a rule.) The reason is that Kleene-star represents a multiplicity but it is
not known how many, so if we have a Kleene-star label on an edge that has to be created
or deleted there should be a mechanism to state what number the star represents.
Definition 4.2 (Path). In a graph G = (V,E, Src, Trg, Lab), a path p from node v1 to
node vn is a sequence of nodes connected by edges: p = {v1, v2, ..., vn} ⊆ V such that
{e1, e2, ..., en−1} ⊆ E, v1 = Src(e1), and for all 1 ≤ i ≤ n− 2, vi+1 = Trg(ei) = Src(ei+1),
and vn = Trg(en−1), and Lab(ei) ∈ Labels∗.
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In a path, if there are Kleene-star-labelled edges, then G is an REG and the path
is defined for an REG. Hence, the sequence s of edge labels in path p, written as s =
(Lab(e1)...Lab(en−1)), specifies a language. For example, for a path p, with consecutively
labelled edges a, x∗, y∗ and b, the sequence s = (ax∗y∗b) specifies the language of path
p, and the string w = axb is a member of that language. To specify the satisfaction of
a proposition graph (an REG) by another graph (possibly an REG), we need to define a
specific type of morphism to map a path in one REG to another path in the second REG.
Definition 4.3 (Regular Expression Graph Morphism). rgm : G → H is an REG mor-
phism between graphs G and H, if either G or H is an REG and for a path p = {v1, ..., vn}
in G there is a path q = {u1, ..., un} in H such that:
• There is a graph morphism m : VG → VH between the beginning and the end nodes of
these two paths, written as u1 = m(v1), un = m(vn).
• For 2 ≤ i ≤ n− 1, three cases may occur:
1. If both G and H are REGs, then the language specified by the sequence of corre-
sponding labels over the edges connecting nodes vi in p is a subset of the language
specified by the sequence of labels over the edges connecting nodes ui in q.
2. If H is an REG, and G is a graph without Kleene-star-labelled elements, then the
string specified by the sequence of corresponding labels over the edges connecting
nodes vi in p is a member of the language specified by the sequence of labels over
the edges connecting nodes ui in q.
3. If G is an REG, and H is a graph without Kleene-star-labelled elements, then
this is similar to case 2 with respective changes for G and H.
We have total or partial REG morphisms, if the mappings are respectively total (for the
set of non-overlapping paths in G) or partial.
The verification problem is solved using a forward-analysis method that ensures that
the invariant property is never violated by the application of transformation rules. Thus,
the required invariant is satisfied by the system model. Though the example we used here
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for the invariant property is an ordering property of DFC, the method can be used for any
invariants that are expressed by positive proposition graphs.
To express the verification problem of invariant properties, we define our notion of
graph satisfaction:
Definition 4.4 (Graph Satisfaction). An REG or a graph G satisfies an REG or a graph
φ, G |= φ, iff there exists an appropriate total morphism (graph or REG morphism) m
between φ and G written as m : φ → G. A graph G weakly satisfies a graph φ, written
as G |=w φ, iff there exists a non-empty appropriate partial morphism (graph or REG
morphism) between φ and G, mw : φ→w G.
Following this definition, then G 6|=w φ (G does not weakly satisfy φ) means there
is no morphism between φ and G, and it implies that G does not satisfy φ. Note that
empty morphisms, where there is no mapping between two graphs, are in fact types of
partial morphism, but they are excluded from the definition of G |=w φ; therefore, empty
morphisms are considered to be non-satisfying. Figure 4.4 shows a graph satisfaction
Figure 4.4: A proposition graph ϕ is satisfied by graph s.
example based on morphisms in Definition 4.3.
Definition 4.5. Propositional expressions are defined as:
• Every atomic proposition is a graph (Definition 2.6) or a REG (Definition 4.1) called
proposition graph.
• If φ and ψ are proposition graphs then so are:
• ¬φ • φ ∨ ψ • φ ∧ ψ
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Based on the Definition 4.4, the semantics of graph satisfaction is defined with respect
to a graph or REG G, over a set of proposition graphs such as ϕ and ψ.
• G |= ϕ iff there exists an appropriate total morphism (graph or REG morphism) m
between ϕ and G.
• G |= ¬ϕ iff G 6|= ϕ
• G |= ϕ ∨ ψ iff G |= ϕ or G |= ψ
• G |= ϕ ∧ ψ iff G |= ϕ and G |= ψ
Using the above definitions, the following theorem states a satisfying condition for a
transformation rule to preserve a property φ. In general, when the property φ is satisfied in
a state, the transformation rule preserves the property, if this rule does not transform the
state graph in a way that violates the property. That is, given a property φ as a proposition
graph, a rule r is guaranteed to preserve φ if its left side graph does not weakly satisfy φ
or its right side satisfies φ.
Theorem 4.1 (Property Preservation). Given G = 〈S, T, I〉, let φ be a state property, and
〈s, r, t〉 ∈ T , where r is a rule, r : L→ R, and s, t ∈ S, and suppose s |= φ. If L 6|=w φ or
R |= φ, then t |= φ.
Proof. Based on Definition 3.8, when a rule is applied to a state graph s, it reconfigures
s resulting in another state graph t. Considering the fact that both s and φ are graphs,
if s already satisfies the property φ, and if r does not reconfigure parts of s that have a
mapping to φ, then the resulting graph satisfies φ.
To make sure that a rule preserves a property in the transformed state, we have to
check how the transformation affects the existing mapping of φ to s. Thus, the morphisms
between the left-side and the right-side graphs of r and φ determine if r affects φ’s mapping
to s or not. In other words, based on Definition 4.4, how L and R satisfy φ leads us to
find out if r’s transformation process violates φ. Though there might be different types
of satisfaction relations between L, R and φ resulting in different combinations, all those
combinations can be summarized in two cases, which we prove separately:
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1) s |= φ and R |= φ⇒ t |= φ
2) s |= φ and L 6|=w φ⇒ t |= φ
Case 1 This case states that if the right side of a rule satisfies a property, no matter
what the satisfaction situation with its left side is, the rule’s application preserves
the property. Based on the rule’s application process defined in Section 2.2.3, the
common elements in R and L are preserved and other elements in R are created in
the transformed state. Therefore, if R satisfies φ, then φ’s elements will be mapped
to the transformed state, no matter if L satisfies φ or not.
Case 2 In this case, when L 6|=w φ, there is no morphism (partial or total) between L
and φ. Since s |= φ and there is a total graph or REG morphism between L and s
(Definitions 3.8, 4.1), then whether R satisfies φ or no, either r transforms s with
the creation of some or all elements of φ, or it transforms a part of s that does not
map to any elements of φ.
The second case occurs when a rule transforms parts of a big graph that do not interfere
with the proposition graph elements; in other words, those parts do not have a mapping to
the proposition graph. In all other cases (L |= φ and R 6|=w φ, L |= φ and R |=w φ, L |=w φ
and R |=w φ), the rule may transform the graph in a way that elements mapping to the
proposition graph in the left side are deleted in the transformed state. These cases may
therefore violate the property. Thus, such transformation rules may or may not preserve the
property. As a result, this verification technique is sound but incomplete (may introduce
false negatives).
Note that this theorem may not hold for GTSs without node identification [Roz97],
where we have similar nodes with the same attributes, or when rules are applied based on
non-injective mappings. For instance, consider the non-injective mapping of the left side of
a rule to a graph s where there are two sets of mappings from L to a subgraph in s. If both
sides of the rule and also s preserve a property (based on the same subgraph mapping), and
the rule applies to s with the goal of deleting the mapped subgraph, because of the priority
of deletion over preservation in the rule application approach [LT06], the transformed state
graph does not satisfy the property. This exception does not occur in our GTS rules built
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to present DFC behaviour, because we use graph nodes with identification and injective
graph morphisms for the rules application in our modelling.
4.3.1 Proving Properties using Structural Induction
With the above theorem and structural induction [Bur69, MNV72], we prove the satisfac-
tion of invariant properties defined as a CTL formula AG(φ) in a GTS description of a
system. The structure we work with in our system model is a graph structure, and our
system model is built up from many of these structures. If we show that a primitive object
of our structure, which is an initial state graph has a desired property, and also show the
act of building up the model preserves the property then we have shown that all states
with graph structure must have the property. This problem is specified in the following
theorem.
Theorem 4.2. For the graph transition system G = 〈S, T, I〉 and the state property φ,
G |= φ, if I |= φ and for all rules r ∈ G, r preserves φ.
Proof by structural induction:
Basis: I |= φ. For the initial state of the system, the satisfaction of the property can be
checked using the Definition 4.4.
Induction step: A hypothesis is made to assume that the property is preserved by all the
rules in G that are applied to the states up to the kth level in the LTS based the Theorem
4.1.
In the induction step, since we showed that the property is satisfied at the states of the
LTS in level k, and because all rules are property preserving, then the given property also
holds through application of all rules at level k + 1 of the LTS.
Example: In a linear linked list, we may want to verify that always the length of the list
is equal to the number of nodes in the list unless list is empty. The property can be specified
as an invariant, AG(φ), where φ is a combination of two propositions expressing either the
list is empty or the length is equal to the number of nodes, φ = IsListEmpty ∨ Equal.
The transformation rules that build the list, and create or delete nodes to or from it have



























































Figure 4.5: Initial state, four GTS rules, and three propositions for a linked list.
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requirement are also depicted in Figure 4.5. The proposition graph IsListEmpty shows
an empty linked list when the length of the list is zero and no other node is connected
to the head of the list. Based on the above theorem, this proposition is satisfied in the
initial state graph and preserved by the GTS rule del-first-node. The proposition graph
Equal describes that the length of the linked list which is shown as an attribute of the
head of the list is equal to the number of the nodes in the list. Each node keeps track of
the count of the nodes by an attribute nodeNumber. The Equal proposition is satisfied by
the other rules of the GTS model. Therefore, this property is satisfied in the initial state
and preserved by all the rules. On the other hand, the proposition graph NoDuplicate is
a proposition, which expresses that two nodes may not have the same node number. This
proposition is a false negative example, where it may be satisfied by the transition graph
of the model and also by all the state graphs, but it is not preserved by the transformation
rules of the model using the above theorem.
Automation
The above proof can be automated using the following algorithm.
boolean IsInvariant
Input: s0 ∈ I: initial state graph, P : set of GTS rules, φ: proposition graph
Output: true if s0 and all r ∈ P preserve φ, else false
i← 11
if s0 6|= φ then2
return false3
forall r ∈ P do4




Figure 4.6: Property satisfaction
In this algorithm, the main task is checking the graph satisfaction in lines two and
six. As defined before, graph satisfaction needs REG and graph morphism checking, so
for these two lines we can use optimal algorithms such as [McK81] for graph morphism
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checking. Also as part of a future work, an algorithm needs to be developed for checking
the REG morphism based on the path matching in graphs.
4.4 Experiments with DFC
Verifying an AG(φ) Property in a Usage
After the establishment of a connection in a DFC usage, the usage can grow, shrink, split or
merge with other usages. The establishment of a connection is based on the DFC routing
algorithm, which builds a connection from the ordered feature list associated with an
address. Each feature box requests a connection using the “new,” “continue,” or “reverse”
signals (Section 3.2.1).
The DFC routing algorithm is described by two GTS models in the following steps.
In the first model, a GTS is used to build a connection for a usage associated with two
endpoints. These GTS transformation rules describe the methods “new” and “continue”
found in the DFC routing algorithm. The second GTS includes the transformation rules
for activation of the caller’s and callee’s reversible features. From these rules, the caller’s
reverse activation rule is illustrated in Figure 4.7. The rules for propagation of reverse
signal to the source of the connection, and the callee’s reverse activation rules are similar,
and presented at the end of Chapter 3.
After the establishment of a connection, which we know satisfies the ordering prop-
erty that is given explicitly in the model description, the second graph transition system,
which utilizes the built connection as the initial state, encodes dynamic changes of the
usage graph. As an example, Figure 4.7 illustrates the rule for the activation of a caller’s
subscribed reversible feature. In this picture, edges labelled with ?x∗ (?x is a wildcard
showing any label) show that two features are connected through a sequence of interven-
ing features connected by x-labelled edges. Features have several attributes (depicted as
circular nodes) such as their name, subscriber, and status, which shows if it is a source
subscription or target subscription or both; and mode, which shows whether a feature is
reversible. To express that the reversible feature F in Figure 4.7 is connected to a callee
through a sequence of non-reversible features, Kleene-star-labelled edges are used (REG).
















Figure 4.7: The GTS rule ActivateCallerReverseFeature.
We verify the invariant AG(φ) in DFC usages, where φ denotes the correct ordering of
the reversible features of an address. We use the requirement in Section 4.2.1 and REG
definition to encode property φ as proposition graphs connected by operators ∨ and ∧.
The first case to consider with any usage is when reversible features have been assembled
into the usage, but are not active. Therefore, a proposition graph is needed to ensure the
ordering of these features as they appear in the established-connection path of an address.
The next step is to construct the proposition graphs that ensure the correct ordering of
reversible features after they are active. For this step, we use the fact that there is a total
precedence order relation among these features, and this ordering for source-subscribed
features is the opposite of the ordering for the target-subscribed features of an address.
Thus, when any of these features activates, it should be verified that only the direction of
signals is changed, because the role of the reversible feature has been changed from source
to target or vice versa. So these proposition graphs consider the correct activation of each
reversible feature, ensuring that the existing established connection path is used.
The invariant-ordering property of two reversible features, A and B, subscribed to by
a caller in an established connection between the caller and a callee in a DFC usage is
stated as AG(φ). Two of the proposition graphs that participate in constructing φ are
P and Q as depicted in Figure 4.8. In this picture, proposition P shows that there is
an established connection between the caller and the callee, ensuring that the reversible
features A and B appear in the connection in an order with zero or more non-reversible
features in between (shown as Kleene star labelled edges). In this example, we are not
concerned with the callee’s subscribed features, so these features are abstracted as an F -
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Figure 4.8: Propositions P,Q in the property AG(φ).
labelled node connected by zero or more ?x labelled edges. Proposition Q shows that if
the reversible feature A activates, the order of B respective to A does not change in the
established connection path from the caller to the callee. Though other propositions are
omitted here, they are similar to Q for checking the propagation of reverse signal to the
caller and the activation of reversible feature B.
Now we state the verification problem for invariant ordering of reversible features in a
DFC usage in Lemma 4.1.
Lemma 4.1. Let G = 〈S, T, I〉 be the DFC transition system, and I be the state of an
established connection associated with address A. Let φ be the invariant-ordering property
of reversible features associated with address A, such that I |= φ. If for all rules r in G, r
preserves φ, then G |= φ.
The Lemma is easily proved using Corollary 4.2 to show that the ordering property
in an established connection of a DFC usage can be verified through our GTS model of
DFC. The GTS with an established connection as the initial state is given as a transition
system G = 〈S, T, I〉, where I is an established connection state. We have developed G
with a small but important representative set of transformation rules that describe DFC
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behaviour for reversible features (presented at the end of Chapter 3 , and all are property
preserving based on Theorem 4.1. After the connection has been set up between two
endpoints, regardless of how the usage graph evolves, the ordering sequence of reversible
features associated with any of the addresses at each end of the connection should remain
fixed.
The number of rules that describe the behaviour of DFC are finite. Thus, we are able
to verify invariant properties on a potentially infinite-state system.
4.5 Related Work
There are two main types of verification work using GTSs. The first type focuses on the
verification of finite-state systems [Var03, dSDR06, KR06]. In the current work, which
is a sound though incomplete technique (discussed in Section 4.3), we focus on dynamic
systems that are not a priori finite state.
Similar to our work, the second type considers verification of infinite-state systems.
Interesting works by Baldan, Corradini, and König [BCK01a, BCK04, BKR05] considers
an abstraction approach through unfolding of a GTS by means of constructing finite Petri-
net structures, but again, Petri nets are less powerful formalisms. These works provide an
approximate technique and may introduce false positives [BCK01a, BCK04, BKR05]. In
addition, in this approach, properties are not formulated graphically.
The work in [RD05a] also considers an abstraction approach called shaping that parti-
tions elements of a graph based on their similarities. It uses an alternate GTS formalism
that does not make use of graph morphisms utilized in the current work. Furthermore, the
approach of [RD05a] is not precise, because concretization of the same abstract graph is
different in shape and structure.
The work in [HPR06] focuses on assertional reasoning and constructing a weakest pre-
condition, and though it is applicable to infinite-state systems, verifying invariants using
this approach is difficult. In [HPR06], properties are graph morphisms based on rule ap-
plication conditions, while in our approach properties are graphs that can be generated in
a straightforward manner from user requirements.
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The work in [BBG+06] also addresses the verification of changing structure modelled by
GTSs. This work is an approximative invariant verification method, and it only considers
the conjunction of unsafe situations where the proposition graphs encode forbidden cases.
Unlike our work that is a type of forward analysis of rules against the requirement graph,
the work in [BBG+06] does the verification using a backward reachability analysis. The
work analyzes the actual system states that are unsafe by explicitly applying rules backward
to these states. This work uses safe system states to build a requirement, whereas invariant
requirements are often given by the user and can be built directly as a proposition graph.
4.6 Conclusion
In [LT06], it is shown that graph transformation is a powerful formalism for modelling the
dynamic evolution of communication and telecommunication systems. In this chapter, we
show a verification method for invariant checking on the GTS model of a telecommuni-
cation system. GTSs generate an LTS as the transition graph. The generated LTS for a
communication system may lead to an infinite-state model, and verifying invariants on the
model requires analysis of the full state space.
Using the graph satisfaction notion, we address the verification of an invariant using
the finite set of transformation rules that describe the system behaviour. Furthermore,
we present the conditions under which a transformation rule preserves a property. We
then show that if the initial state of the GTS model satisfies the property, and if all
transformation rules are also property preserving, then the system satisfies the property.
Therefore, by analyzing the transformation rules, we are able to verify a property without
explicit exploration of the state space.
This behaviour is true for invariants or properties of the form AG(φ). The proposition
φ is described as a graph and we define two forms for transformation rules, and show that
if all transformation rules are of one of these two forms, then they preserve φ.
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Chapter 5
Symmetry for the Analysis of
Dynamic Systems
5.1 Introduction
It is not always possible to avoid the explicit analysis of the GTS system model using the
theorems 4.1 and 4.2 in Chapter 4. Because, that technique is sound but incomplete and if
the conditions stated in Theorem 4.1 are not met for GTS rules, still the system model may
satisfy a property. Therefore, in these cases we need to use other methods of abstraction
to reduce the system state space for verification purposes. Due to the emergence of multi-
core processes in communication systems, these systems use many identical processes and
symmetry is often a feature of these systems models. Therefore, symmetry reduction seems
to be an abstraction method of choice for reducing models of these systems.
Unfortunately, existing symmetry-reduction techniques [ID96, CEFJ96, ES96] that gen-
erate a reduced, bisimilar model for alleviating state explosion in model checking are not
applicable to dynamic models such as GTSs. In addition, they may offer only limited
reduction to systems that are not fully symmetric.
When systems are composed of several similar components, it is often convenient to
identify the various components by their process indices. In a Kripke model of these
systems, a state consists of the values of all global variables and the local states of each
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process. For example, consider a token ring network of three processes, as illustrated in
Figure 5.1-a, where each process can communicate to the process on its right and a shared
Figure 5.1: a) A ring with three processes. b) A 3× 3 toroidal mesh.
token is used to show the access of processes to some resource. In this example, the state
N+1 T2N3 describes that process 2 is trying to access a shared resource and the other two are
in their non-trying modes, while process 1 possesses the token (represented by a plus sign).
Another example is a 3×3 toroidal mesh network of processes, as in Figure 5.1-b. A toroidal
mesh is a grid network with wrap-around links, where each process can communicate to
two other processes. In this example, the local state T+23 describes that the process in row 2,
column 3 possesses a token and is trying to access a shared resource. Symmetries in these
semantic models are then represented as permutations of the process indices. Symmetry-
reduction methods [ID96, CEFJ96, ES96, TW09] use the index permutation to build a
symmetry-reduced quotient model that is equivalent, up to permutation, to the behaviour
of the original model.
In Kripke models, the labelling of each state does not explicitly show the architecture
of the system. On the contrary, in a GTS model of the system, each global state is
represented by a graph that explicitly provides the architecture in which processes are
connected together [LT06, LT09]. Since index permutations do not respect the architecture
of states, they cannot be used directly to represent symmetries of graph semantics and build
equivalence classes of state graphs in non-fully symmetric GTS models. Instead, in graph-
based semantic models, symmetries are represented as graph isomorphisms that are used
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to define an equivalence relation on the set of states presented as graphs.
In this chapter, we develop symmetry-reduction techniques applicable to dynamically
evolving GTS models and the programs that generate them. Our symmetry-reduction ap-
proach is applicable to system architectures such as hypercubes, rings, and tori (used in
metropolitan area networks that need high scalability) used for modelling next-generation
communication protocols. We also provide an on-the-fly algorithm for generating a symmetry-
reduced quotient model directly from the set of graph transformation rules. The generated
quotient model is GTS-bisimilar to the model under verification and may be exponentially
smaller than that model.
The rest of this chapter is organized as follows: the introduction is followed by a
description of GTS symmetry, GTS bisimulation, and the quotient generation algorithm
in Sections 5.2 and 5.3. We present vertex bisimulation for symmetric GTSs in Section 5.4
and in Section 5.5 show a GTS implementation of an evolving toroidal mesh. Section 5.6
describes the related research work and Section 5.7 concludes the chapter.
5.2 Symmetry in Dynamic GTS Models
We define symmetry for dynamic GTS models of systems which may not be fully symmet-
ric, but that show some symmetry in their structure. Traditionally, for a fixed-size system,
symmetries are represented by a group of index permutations [CEFJ96, ES96]. For GTS
systems, we consider states to be symmetric if their associated graphs are isomorphic.
Hence, isomorphism is used to define the permutation on state graphs. The set of permu-
tations for each graph differs based on the graph structure and size. For example, for a
ring, rotation is a graph permutation. For a toroidal mesh, graph permutations include
simultaneous rotation of all rows, simultaneous rotation of all columns, and flipping the
toroidal mesh.
In dynamic systems, where the number of components may change, we consider sets of
such permutations to define symmetries for different state sizes. In fact, there are differ-
ent groups of permutations for graphs with different sizes. The state graph permutation
implicitly considers the number of nodes in a graph because graph isomorphism is used
to define these permutations and isomorphism is based on a bijection on the sets of nodes
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and edges of the graph. For specific graphs of n nodes, we use the notion πn to show a
permutation on those graphs. For a ring of size n this permutation is a rotation on an
n-node ring. For a k × k toroidal mesh (where n = k × k), a permutation is either the
rotation of k horizontal rings, the rotation of k vertical rings, or a mix of these rotations.
k− 1 horizontal rotations followed by a vertical one or k− 1 vertical rotations followed by
a horizontal one is actually a flip for the k × k toroidal mesh, where the flip α is defined
as α(i, j) = (j, i). These permutations are automorphisms of a toroidal mesh network.
5.2.1 Group of Symmetries for Graphs of Different Sizes
Proposition 5.1. Consider S to be the set of graphs with different sizes and the same
architecture (topology). If A and B are groups of permutations acting on S, then these
groups are disjoint (their intersection is empty) if the intersection of the subsets of elements
of S that they act on is empty.
The above proposition induces thatA and B act on different parts of S. This proposition
is clearly observed for graph isomorphisms as graph permutations, since two graphs with
the same topology but different numbers of nodes are not isomorphic.
With this proposition, we can define a product on disjoint groups of symmetries. Each
group is a set of symmetries for graphs of the same topology and size. Groups are disjoint,
because they act on graphs of different sizes, e.g. graphs of rings with one, two, three, and
n nodes; or graphs of 1× 1, 1× 2, 2× 2, ..., and (n + i)× (n + j) toroidal meshes where
0 6 i, j and n + i, n + j 6 maxsize, where maxsize is an upper bound on the number of
processes that can be added to the system. If we prove that this product forms a group
itself, then this group can be used as a generalized group of symmetries for the topology
graphs of different sizes. If A and B are groups of symmetries under functional composition
for graphs of a specific topology and differing sizes, then their product is defined by:
AB = {(π, ψ) : π ∈ A and ψ ∈ B}.
For example, consider a set that is the disjoint union of toroidal meshes G and H of size
2× 2 and 2× 3, respectively. If π is a symmetry of graph G and ψ is a symmetry of graph
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H, (π, ψ) can be defined such that π is an identity element, mapping G to itself, while ψ
is any of the vertical rotation, horizotal rotation, and flip for H.
We show that the product of two groups of symmetries A and B on the disjoint union
of graphs with the same topology but different sizes satisfies the axioms for a group. Thus,
for permutations eA, π, π
′ ∈ A and permutations eB, ψ, ψ′ ∈ B, where eA is the identity
element of group A and eB is the identity element of group B, we show these axioms as:
1. The product has the identity element (eA, eB).
2. For (π, ψ), (π′, ψ′), the functional composition of these two is defined as: (π, ψ) o
(π′, ψ′) = (π o π′, ψ o ψ′). By defining the composition on the product, the associa-
tivity follows from that of the two group products.
3. For any (π, ψ), there is a (π−1, ψ−1) such that (π, ψ) o (π−1, ψ−1) = (π−1, ψ−1) o
(π, ψ) = (π o π−1, ψ o ψ−1) = (eA, eB)
Note that A is isomorphic to the subgroup of elements (π, eB), where eB is the identity
element of B and π ∈ A. Similarly, B is isomorphic to the subgroup of elements (eA, ψ).
Given a finite number of groups A1,A2, ...,An the elements of product A1 ×A2 × ...×
An are defined as: π1, ..., πn where πi ∈ Ai and the product group operation is defined
componentwise. We use this group as a generalized group of symmetries for topologies of
different sizes.
5.2.2 GTS Symmetry
For a specific topology, consider a set composed of a disjoint union of graphs with different
sizes. Suppose we use Ai to show a group of graph symmetries, where i denotes size of
the graph. The number of groups is finite as we work with GTS models with an upper-
bound maxsize on the number of graph nodes. Γ is defined as a new generalized group
of symmetries built from the product of groups of permutations of graphs with different
sizes. Each element of Γ is a tuple (π1, π2, ..., πn) where πi ∈ Ai. Each πi can be an identity
permutation indicated as ei, which is a morphism that maps each graph of size i to itself,
where 1 ≤ i ≤ maxsize(G). Note that the group Ak is isomorphic to the subgroup of
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elements (e1, e2, ..., πk, ..., en); therefore, for simplicity we indicate (e1, e2, ..., πk, ..., en) as
πk from now on.
In symmetry for Kripke models, each transition can relate to another transition in the
model when the source and target states of these transitions, respectively, are permutations
of each other. Unlike symmetry for Kripke models, in GTS symmetry each transition may
be mapped to a sequence of transitions defined as a path in the model. The source and
target state graphs of the transition and the path, respectively are isomorphic to each
other.
Definition 5.1 (GTS Symmetry). A GTS G = 〈S, T, I〉 is symmetric with respect to the
set of graph permutations Γ if:
1. For all s1, s2 ∈ S, where Gs1 is an n-node graph and Gs2 is an m-node graph, if t is
a transition in T such that t : s1 → s2, then for πn, an n-node symmetry in Γ, there
is a path p ∈ T , p : πn(s1)  πm(s2) ∈ T where πm is an m-node symmetry in Γ,
and the length of p is at least one. Furthermore, Gs1
∼= πn(Gs1) and Gs2 ∼= πm(Gs2).
2. For all s0 ∈ I where Gs0 is an n-node graph and for all πn ∈ Γ, Gs0 ∼= πn(Gs0) and
πn(Gs0) ∈ I.
GTS symmetry differs from architectural symmetry defined for fixed-size systems in
[TW09], because in the case that Gs1 and Gs2 are of the same size, then m = n and
πn = πm, which means that we have the same permutation for graphs with the same
number of nodes, and in this case the path p would be of length one. In addition, the set
of symmetries in architectural symmetry differs from those in GTS symmetry, which are
based on graph isomorphisms.
Our methods are applicable when evolution of the system does not change the archi-
tecture describing the model structure. For example, the basic building block of a toroidal
mesh is a ring, and the toroidal mesh evolves by the addition of these building blocks.
Therefore, the dynamic evolution is done by adding a certain number of k nodes to form
a new vertical or horizontal ring to keep a balanced toroidal mesh network. Therefore, in
toroidal mesh, m = n (when the toroidal mesh is not dynamic), or m = n + k (when k
nodes are added), or m = n− k (when k nodes are deleted).
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We use graph isomorphism to build a bisimilar quotient of a GTS model. It is notable
that graph isomorphism requires that graphs be of the same size and structure. We can
use graph isomorphism as an equivalence relation on a GTS model with state graphs of
different sizes. Thus, in state-space reduction, we are looking to cut down the number
of isomorphic state graphs belonging to the same equivalence class that are represented
during verification.
5.3 GTS Bisimulation
Using graph isomorphism, we now define GTS bisimulation, and then give an algorithm
to generate a reduced bisimilar quotient of a GTS model. Isomorphism provides a strong
equivalence relation for generating the quotient, because the same set of transformation
rules are applicable to a state in the quotient and the isomorphic state in the original
model.
Definition 5.2 (GTS Bisimulation). Given two GTSs G1 = 〈S1, T1, I1〉 and G2 = 〈S2, T2, I2〉,
a relation ∼ ⊆ S1 × S2 is a GTS bisimulation if s1 ∼ s2 implies:
1. Gs1
∼= Gs2 .
2. For every t1 ∈ T1, t1 : s1 → s′1, there is a path p2 ∈ T2 of length at least one, such
that p2 : s2  s′2 and s
′
1 ∼ s′2.
3. For every t2 ∈ T2, t2 : s2 → s′2, there is a path t1 ∈ T1 of length at least one such that
p1 : s1  s′1 and s
′
2 ∼ s′1.
5.3.1 Generating A Bisimilar Quotient
In this section, we present an algorithm for generating a symmetry-reduced GTS model
of a dynamically evolving multi-processor system. This algorithm (cf [ES96]) provides an
on-the-fly generation of the symmetry-reduced model of a GTS-based labelled-transition
system. The algorithm may provide an exponential savings in the cost of system analysis
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GenerateQuotient(state s0, T , int n)
Input: s0: initial state-graph labelling, T : set of GTS rules, n: initial number
of processes
Output: E: equivalence classes of states, R: quotient transition relation
E[1].st← s01
CurrentState← 1, LastState← 12
// loops over E to apply the transformation rules
while CurrentState ≤ LastState do3





// checks if the transformed state is a permutation of the
existing representative states
for i← 1 to LastState do9
// finds the equivalence class based on the graph size
if E[i].n = n̄ then10





// enters the newly found equivalence class in E










Figure 5.2: Quotient generation algorithm
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boolean IsAPermutation(state s, state s̄, int n)
Input: s, s̄: state graph labelling, n: number of processes
Output: true if s, s̄ are permutations of each other, else false
i← 1, s1 ← s1
repeat2




until i = n6
return false7
Figure 5.3: Graph permutation for rings
for fully symmetric GTS models, but for GTS models with some symmetry we get a
polynomial-size reduction.
The algorithm GenerateQuotient in Figure 5.2 accepts a set of graph transformation
rules, an initial-state graph labelling, and the initial number of processes as input. As
output, it generates the set E: the representatives of the equivalence classes of state
graphs, and a table R: the quotient transition relation. Each element in E consists of a
single representative state graph (st), and the number of processes in that state graph (n).
Table R is a two-dimensional table consisting of pointers to table E. There is a transition
between each state in E[i] and the state in E[R[i, j]], where j is an index iterating over
all transitions of the state in E[i]. By keeping track of the number of processes in each
representative state: E[i].n, our algorithm works correctly for dynamic architectures in
which processes can be added or deleted in the execution path.
In line 10, the algorithm checks that two state graphs with the same size are a per-
mutation of each other. Determining if two graphs are permutations of each other needs
graph isomorphism checking, which is a hard problem for unlabelled graphs, but it can be
shown to have a polynomial complexity for deterministic labelled graphs [Ren06, GJ79].
Also, McKay [McK81] has developed an algorithm for graph isomorphism that works quite
well in practice, handling graphs with up to millions of nodes.
The algorithm IsAPermutation in Figure 5.3 has been specialized for ring networks.
The algorithm iterates over permutations to find the right permutation, and it can be
91
specialized for different topologies. For example, for ring networks, the permutations are
circular ones. For a toroidal mesh, they are appropriate horizontal or vertical rotations, or
flips.
As an example, we have implemented the GTS model of mutual exclusion for both a
dynamic 2× 2 toroidal mesh and a dynamic token ring with three processes. The Labelled
Transition System (LTS) generated from the ring GTS has been illustrated in Figure 5.4.
Due to space limitations, we have restricted our attention to show an LTS of a fixed-size
ring here. Running the above algorithm on our ring example creates a reduced LTS model,
illustrated in Figure 5.5. This reduced model has 12 states in comparison to the original
model with 36 states. Details about the implementation and these figures are presented in
Section 5.5.
Figure 5.4: LTS of a ring with three processes.
92
Figure 5.5: Reduced LTS of a ring.
Theorem 5.1. Let G = 〈S, T, I〉 be a GTS and symmetric with respect to the set of graph
permutations Γ, and Ḡ = 〈S̄, T̄ , Ī〉 be the quotient of G, then G and Ḡ are GTS-bisimilar:
G ∼ Ḡ.
Proof. Consider πn, πm ∈ Γ as graph permutations for a set of state graphs with different
numbers of nodes. The proof considers two claims: 1) for every graph transformation
s̄0 → s̄1 ∈ T̄ , there is a corresponding path p = s0  s1 in G, and 2) for every s0 → s1 ∈ T ,
there is a corresponding path p̄ = s̄0  s̄1 in Ḡ. We prove the first claim, and the other
follows similarly. The proof for each claim is broken into two cases: one for transformations
s̄0 → s̄1 that do not add or delete components (nodes) to or from the start graph s̄0 of size
n. The second case considers a transformation that changes the number of components in
the source state graph. For the second case, we only consider the addition of components,
as proof for the deletion is similar.
Case 1: Choose an arbitrary reachable state s0 ∈ S such that Gs0 ∼= Gs̄0 . Using
on-the-fly generation of the quotient, we know that there exists a transition s̄0 → s̄1 ∈ T̄
such that s̄0 and s̄1 are equivalence classes of state graphs. Thus, there is a graph u ∈ S
that belongs to the equivalence class of s̄0 and there is a graph v ∈ S that belongs to the
equivalence class of s̄1. Therefore, u → v ∈ T . Thus, Gu ∼= Gs̄0 and Gv ∼= Gs̄1 . Since
Gs0
∼= Gs̄0 and Gu ∼= Gs̄0 , by transitivity Gs0 ∼= Gu. Now let Gs1 be isomorphic to a
permutation of graph v, i.e. Gs1
∼= πn(Gv) which implies Gs1 ∼= Gv and because we had
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Gv ∼= Gs̄1 , thus Gs1 ∼= Gs̄1 . From u → v ∈ T , Gs0 ∼= Gu, and Gs1 ∼= Gv we deduce
πn(u) → πn(v) = s0
r−→ s1 ∈ T . Inductively, we can prove for each s̄i → ¯si+1 ∈ T̄ , there is
a transformation si
r−→ si+1 ∈ T .
Case 2: In s̄0 → s̄1 ∈ T̄ , we know that Gs̄0 is of size n and Gs̄1 is of size m, where
m > n. Choose an arbitrary state s0 ∈ S such that Gs0 ∼= Gs̄0 . Since s̄0 → s̄1 ∈ T̄ , then
based on the quotient generation algorithm, there is a transformation rule u
r−→ v ∈ T in
GTS G in which rule r applies to the graph Gu of size n and transforms it to a graph Gv with
size m. Thus, we have isomorphisms Gs̄0
∼= πn(Gu) and Gs̄1 ∼= πm(Gv). Since G is GTS-
symmetric, then for each transition u → v ∈ T there exists π′n(Gu)  π′m(Gv) ∈ T , and
since permutation is based on isomorphism then every permutation of a graph is isomorphic
to it, so π′n(Gu) ∼= πn(Gu). From Gs0 ∼= Gs̄0 , Gs̄0 ∼= πn(Gu), and π′n(Gu) ∼= πn(Gu) we
have Gs0
∼= πn(Gu), which means that s0 is a permutation of graph u and isomorphic to
it. Therefore, s0  π′m(v). Let s1 be the permutation of graph v; hence, π′m(Gv) ∼= Gs1 .
We had Gs̄1
∼= πm(Gv), also we know all permutations of a graph are isomorphic with
each other, thus π′m(Gv) ∼= πm(Gv) and from these isomorphisms we have Gs̄1 ∼= Gs1 , and
conclude s0  s1. Inductively, we can prove for each s̄i → ¯si+1 ∈ T̄ that there is a path in
T .
As a result, we have a theorem about property satisfaction of EFf and ¬EFf (reacha-
bility properties), where f is a propositional formula. In GTS-bisimilar models, a transition
matches with a path; therefore, neither next-time (X) nor until (U) operators can be ex-
pressed in properties.
Theorem 5.2. Let φ be an EF formula over a set of fully symmetric atomic proposition
graphs. For the graph transition system G, and its quotient Ḡ and the property φ and state
graphs s1 ∈ G and s̄1 ∈ Ḡ, where s1 ∼ s̄1 we have G, s1 |= φ iff Ḡ, s̄1 |= φ.
Proof idea. This theorem is a direct consequence of exploiting GTS symmetry, and
the proof is done using the bisimulation between the GTS G and its quotient Ḡ, and it is
similar to the proof given in [TW09].
To extend the properties that can be verified on the GTS-bisimilar reduced model,
we require that the system be well-architected. This requirement is used to show that
reachable state graphs with differing number of nodes are reachable from each other.
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Definition 5.3 (cf. [TW09]). A GTS G = 〈S, T, I〉 is well-architected, if G’s initial states
are reachable from each other and also from all other reachable states.
This characteristic is often present in reactive systems such as communication protocols
and IP-telephony. Telephony features as finite-state processes are continuously assembled
in a call connection based on the current input, then the features are executed and ter-
minated after the execution by returning to their initial states. Another example of a
well-architected system model is the multi-process system model in Figure 2.2. In this
figure, the initial state(N) is reachable from any other reachable state. Having a well-
architected model, it has been shown by [TW09] that any two reachable states in the
model are reachable from each other. With this requirement, we are able to verify EF-
CTL formulas. EF-CTL formulas contain all atomic propositions, and they are closed
under Boolean connectives (¬,∨,∧) and EF temporal formulas. For example, both EFf
and AGEF are EF-CTL formulas.
5.4 Vertex Bisimulation
In this section, we introduce vertex bisimulation to be used for GTSs that are not fully
symmetric. Vertex bisimulation enables an exponential reduction with respect to full sym-
metry group for GTS models. The example below shows the motivation for this type of
GTS bisimilarity.
In a 2 × 2 toroidal mesh, the symmetry reduction based on graph permutations (e.g.
horizontal and vertical rotations in ring blocks) reduces the four state graphs with node
labelling N+11N12N21T22, N11N
+
12T21N22 (a rotation on rows of the torus), N11T12N
+
21N22
(a rotation on columns of the torus), and T11N12N21N
+
22 (a flip on the torus) to one







22 will be reduced to another state using the same set of
permutations (horizontal and vertical rotations and flip). Observing these two sets of
states, though they are different, we still see similarities between them. In all states of
the two sets, there is one process in the Trying mode, and three others in the Non-trying
mode. Therefore, if we can exploit this similarity of states, then all of these eight states
can be reduced to one.
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Definition 5.4 (Vertex Bisimulation). For GTSs G1 = 〈S1, T1, I1〉 and G2 = 〈S2, T2, I2〉 a
relation ∼v ⊆ S1 × S2 is a vertex bisimulation if s1 ∼v s2 implies:
1. Gs1 and Gs2 have the same set of vertices.
2. for every t1 ∈ T1, t1 : s1 → s′1, there is a path p2 : s2  s′2 ∈ T2 and s′1 ∼v s′2.
3. for every t2 ∈ T2, t2 : s2 → s′2, there is a path p1 ∈ T1 such that p1 : s1  s′1 and
s′2 ∼v s′1.
From a GTS-symmetric model with respect to full symmetry group, we derive a vertex-
bisimilar quotient. Thus, we can apply all permutations and obtain full symmetry reduction
resulting in an exponential reduction. To be able to gain full symmetry reduction with-
out the application of the large set of all permutations, there are techniques that allow
the representation of full symmetry-reduced state spaces by a program translation into a
symmetry-reduced program text [ET99, BMWK09, TW09]. Vertex bisimulation for GTS
models is comparable to safety-bisimulation for Kripke models [TW09], but unlike safety-
bisimulation it can be used for dynamic graph models. In the following theorem, we show
the vertex-bisimilarity of a model and its quotient. The proof of this theorem is similar to
the proof of Theorem 5.1.
Theorem 5.3. Let Ḡ = 〈S̄, T̄ , Ī〉 be the quotient model of a GTS-symmetric system G =
〈S, T, I〉, then G is vertex-bisimilar to Ḡ.
5.4.1 Property Preservation
If we prove that the generated quotient model of a GTS-symmetric system is vertex-
bisimilar to the original model, then we can use the quotient model to prove interesting
properties of the system. The important fact in the vertex-bisimilarity proof is that there
is an explicit requirement in GTS models that these models preserve the architecture of the
system. For example, if the initial state graph architecture is a ring, then this architecture
is preserved in all state graphs of the model and in all the state graphs represented in the
symmetry reduced model. Even if the structure dynamically evolves, we require that the
evolution of components preserve the overall system structure.
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As stated in [ES97, TW09], one of the problems of verifying properties on the quo-
tient models is that the property should have symmetric atomic propositions. Expressing
Boolean expressions of atomic propositions as graphs and using graph satisfaction (Defi-
nition 4.4) [LT09] provides an abstraction on the process indices that solves this problem.
The reason is that when we use an REG (with Kleene-star labels over the edges) in an
atomic proposition and a generic node that represents, for example, any of the processes
appearing in the proposition, then we do not need to specify each symmetric part of the
atomic proposition explicitly. For example, in a model with three processes, an atomic
proposition for expressing that at least one of the processes is in the Critical state is:
Critical1∨Critical2∨Critical3. Figure 5.6-a illustrates such an expression in which there
is set of processes with one process being in the Critical state and connected to at least
one other process. The condition “at least one” has been modelled as an edge labelled
with Connected+ between two processes, and a process node is used to abstract any of the
existing processes. Thus, we avoided to explicitly show each of the three processes being
in the Critical state.
As presented in Definition 4.1, we have used the regular-expression graph in which
edges may be labelled with a Kleene-star operator over the set of labels. Therefore, all
formulas with the existential process quantifier form, ∨i, can be abstractly modelled as a
proposition graph with nodes being an abstraction of process indices. Also, the universal
process quantifier form, ∧i, in a graphical notation, is implicitly presented as all the process
nodes that participate in the ∧i formula connected together. For instance, in the property
¬EF(∃i 6= j : Criticali ∧Criticalj) in a token ring, the Boolean expression of propositions
can be expressed as a graph illustrated in Figure 5.6-b. In this figure, two different processes
are presented to be in the Critical state and these processes are connected to zero or more
other processes in any status (labelled as the regular expression Connected∗).
Thus reachability properties and all the properties that can be expressed in terms of
EF, such as AG φ which is equal to ¬ EF ¬φ, are verifiable on the symmetry-reduced
GTS model. For these properties, we prove that for a GTS and its quotient that are
vertex-bisimilar, they both satisfy the same properties.
Theorem 5.4. Let G = 〈S, T, I〉 be a GTS and Ḡ = 〈S̄, T̄ , Ī〉 be the quotient of G and
vertex-bisimilar to it, G ∼v Ḡ. For state graphs s1 ∈ S and s̄1 ∈ S̄, where s1 ∼v s̄1 we have
G, s1 |= φ iff Ḡ, s̄1 |= φ where φ is an EF formula.
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Figure 5.6: Two atomic proposition graphs.
To prove this theorem, first in the lemma below, we show that there is a matching path
between two vertex-bisimilar GTSs for GTS-symmetric models.
Lemma 5.1. Let G = 〈S, T, I〉 be a symmetric GTS and Ḡ = 〈S̄, T̄ , Ī〉 be its vertex-
bisimilar GTS, G ∼v Ḡ. For s1 ∈ S and s̄1 ∈ S̄, if s1 ∼v s̄1 then for any GTS derivation
in G, s1
r∗−→ sm, there is a derivation in Ḡ, s̄1
r∗−→ s̄n, and vice versa.
Proof. It is notable that there may not be a one-to-one correspondence between transfor-
mations of these two derivations, which means that the lengths of the two derivations may
not be the same. We show the proof for (⇐), and the other direction will follow because
G and Ḡ are vertex-bisimilar.
For p̄ : s̄1
r∗−→ s̄n in Ḡ, we prove that there is a GTS derivation p : s1
r∗−→ sm in G
such that sm ∼v s̄n. The proof is shown by breaking the derivation p̄ into individual
transformations and matching each graph transformation in the derivation p̄ to a sequence
of transformations in p. Later we match the concatenated transformations in p̄ to the
concatenated sequence of transformations in p.
For the first transition in p̄, if the length of the GTS derivation p is zero, then s1 = sm,
and we have a mapping to a path of length zero. If the length of the GTS derivation p
is greater than or equal to one, then we have s1 ∼v s̄1 and based on Definition 5.4, for
one transition s̄1 → s̄2 in p̄, there is a derivation in p of length at least one, where p is a
path from the first state to the i-th state, p : s1  si,thus s̄2 ∼v si. We proved that for
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the first transformation in p̄, there is a sequence of transformations in p : s1
ri−→ si where
s̄2 ∼v si. The same reasoning can be used for the second and subsequent transformations,
e.g. s̄2 → s̄3 is matched to a path from si to sj in p.
We now use induction. As to the hypothesis, consider for a sequence of k transforma-
tions in p̄ : s̄1
rk−→ s̄k, there is a sequence of l transformations in p : s1
rl−→ sl, such that
s1 ∼v s̄1 and sl ∼v s̄k. Based on the vertex bisimulation definition, for the transformation
s̄k → s̄k+1 in Ḡ, there is a path sl
r∗−→ v in G, where s̄k ∼v sl, and s̄l+1 ∼v v, let v be sl+1.
Therefore, for p̄ : s̄k
r−→ s̄k+1 in Ḡ there is a derivation p : sl
r∗−→ sl+1 in G. We consider the
application of the first k transformations and the k+ 1th transformation in Ḡ as one GTS
derivation: s̄1
r∗−→ ¯sk+1, and also the first l sequences of transformations and the l + 1th
transformation in G as the derivation p : s1
r∗−→ sl+1. Let k + 1 = n and l + 1 = m. Thus,
we have matched the two derivations.
Proof of Theorem 5.4. To prove this theorem, we use the fact that G is symmetric, to
ensure the preservation of architecture in states of G and its quotient, even though s1 and
s̄1 only have the same set of vertices. The proof is given for different cases of φ. It is
sufficient to show the proof for one direction (⇒). The other direction is similar.
Atomic Propositions The propositional formula is defined per Definition 4.5 with an
abstraction on process indices. Therefore, without considering specific indices, if the
formula is true for s1, it is symmetrically true for any other communication graph
of processes with the same set of local states. Since s1 and s̄1 are vertex-bisimilar,
they have the same node labelling or the same set of possible local states, and both
satisfy the same formula.
EF formula From G, s1 |= EF ϕ, we deduce that there is a derivation p : s1
r∗−→ u in G,
where u is a state graph that satisfies the proposition graph ϕ. Since s1 ∼v s̄1 and
based on Lemma 5.1, we know that for each derivation p in G, there is a matching
derivation p̄ : s̄1
r∗−→ v in Ḡ such that u ∼v v. Therefore, each property that is satisfied
in u is satisfied in v as well, Ḡ, v |= ϕ, and v is a state along the path starting at s̄1.
Hence, Ḡ, s̄1 |= EF ϕ.
Based on the above theorem, we can use the vertex-bisimilar reduced GTS model of a
system to prove interesting properties of it.
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Figure 5.7: Mutual exclusion with single token in toroidal mesh.
5.5 GTS model of an Evolving Toroidal Mesh
In the following, we model mutual exclusion of a toroidal mesh structure as a GTS and show
how much reduction we get using GTS symmetry and vertex bisimulation. We consider a
toroidal mesh, in which a single token is used to regulate the access to a shared a resource.
Figure 5.7 shows the finite-state machine of each process in the toroidal mesh. Each process
may be in one of the local states N , N+, T , T+, C (the process is currently accessing the
shared resource). In the toroidal mesh grid, each process node has two incoming edges
and two outgoing edges, thus the token can be passed to two processes. Each process can
move freely between local states N and T , and also between N+ and T+. A process in the
i, j position can access the token, if the token is possessed by the neighbor at i − 1, j or
i, j−1 position, and that neighbor is ready to release the token. A similar situation occurs
for releasing the token by a process. These are indicated by simultaneous transitions in
Figure 5.7.
The GTS model of a dynamic 2× 2 toroidal mesh has been depicted in Figures 5.8 and
5.9. With an appropriate initial state for a token ring network, this implementation can
also be used for modelling dynamic token-ring networks. In this model, the local states
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of processes are represented by attributes. In the communication graph of processes, each
local state of a process is presented by four attributes: the status of the process, which
takes the values of Trying, Non-trying, and Critical ; the row and column numbers of the
process; and a Boolean attribute that determines whether the process owns a single token.
The GoTrying rule applies to a state graph of a toroidal mesh or ring with a process
in Non-trying mode, and any number of processes in arbitrary modes, and changes the
process status to Trying ; and the GoNonTrying rule does the reverse. The EnterCritical
and ExitCritical rules change the status of a process that owns a token to Critical and
Non-trying, respectively. This means that the process accessed a shared resource, or just
released it and passed the token to another process. The PassTokenNtoT rule applies to
a Non-trying process that owns the token and passes the token to a Trying process. In a
toroidal mesh, there may be two matches for this rule, since a process can pass the token
to two other processes, but in a ring the token will be passed only to one process in the
right side. The rule first checks to see if the process has an attribute token set as true and
then changes it to false. Next, it sets the token attribute of the other process to true. The
important point for the application of this rule is that only a Non-trying process that has
the token can pass it to a Trying or Non-trying process. A Trying process cannot pass the
token without having the chance to change the status to Critical, and that’s why there is
no PassTokenTtoN rule. Rule PassTokenNtoN acts similar to the rule PassTokenNtoT.
Rules AddProcess and ConnectRings in Figure 5.9 are used to model the growth of
toroidal mesh by incremental addition of vertical rings. Similar rules are used for the
addition of horizontal rings. The rule AddProcess adds one node to each horizontal ring,
and the rule ConnectRings connects those nodes to generate a vertical ring. At first, it
connects each newly added process to a process with the same column number and a higher
row number. Then for all new vertical rings, it adds the wrap-around connections. Similar
rules that are not illustrated here, are used for deletion of processes.
The LTS generated from this GTS for a ring network with an initial state of 3 processes
has been illustrated in Figure 5.4. Due to space limitations, we have restricted our attention
to show an LTS of a 3-process ring here. To clearly present the symmetric nature of rings
visually, we have omitted to show each state as a graph, and instead each state graph
is depicted as a black dot with a label that shows the labelling of nodes in that state
graph. In the above LTS, each transition shows the transformation of a state graph to
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another graph through the application of a GTS rule. Again, to avoid a busy LTS, only
some of the transitions are labelled with the transformation rule’s name. For example, the
application of transformation rule PassTokenNtoN to the state graph N+1 N2N3 results in
the transformation of the state graph to N1N
+
2 N3, which passes the token from the Non-
trying process 1 to the Non-trying process 2 to its right. The initial state of the model is
N+1 N2N3, although it can be any other state graph of the LTS as well.
As shown in Figure 5.4, the GTS model of the ring network with three processes results
in 36 state graphs in its LTS. We can see that the LTS can be divided into three symmetric
parts (each consisting of a cube and a plane). We would like to exploit this symmetry to
reduce the system’s model. Using isomorphism as the equivalence relation on the set of
state graphs S, we extract a canonical quotient with 12 state graphs (Figure 5.5). In the
LTS of Figure 5.4, there is no difference between dashed transitions and the regular ones,
they are only used for clarity of the picture. For example, using the graph isomorphism,
in a GTS model, the equivalence class of the state graph N+1 N2T3, consists of the state
graphs N+1 N2T3, T1N
+
2 N3, and N1T2N
+
3 (using a rotation as an isomorphism on rings).
These labellings are the labellings of three state graphs that are isomorphic to each other.
For the toroidal mesh, the LTS generated from the initial 2× 2 toroidal mesh evolving
to 2 × 4 has 3072 states. The toroidal mesh benefits from the rotational symmetries of
its rings. Therefore, reducing the model generates an LTS with 504 states based on the
rotational symmetries for state graphs with 4 (in 2× 2 toroidal mesh), 6 (in 2× 3 toroidal
mesh), and 8 processes (in 2 × 4 toroidal mesh). Vertex bisimulation further reduces the
model to 54 states based on the symmetries for state graphs with architecture of size 4, 6,
and 8.
5.6 Related Work
Ip and Dill [ID96], Emerson and Sistla [ES96], and Clarke et al. [CEFJ96] were the first to
explore symmetry reduction for systems with a fixed number of similar processes. These
methods offered only polynomial reductions for most non-fully symmetric systems; thus,
in [ET99, TW09] the authors have addressed those systems, however, those methods do
not apply to graph-based models and, furthermore, are restricted to models with a fixed
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number of components.
Iosif in [Ios02] has addressed symmetry reduction for dynamic heap objects formalized
as non-visual semantics. But his focus is on multithreaded programs that may only create
new objects and never delete the existing ones. Our approach is also different than regular
model checking [BJNT00], which provides abstraction that generally is not an equivalent
representation of the original model.
To address the verification of systems with unbounded number of processes of the
same type, parameterized model checking [AK86, GS92, ID99] has been used. In this
approach, the system is represented by an infinite family of instances, in which each instance
has a different size and is finite. Then the verification method verifies each finite-state
instance individually. Unfortunately, in general the verification of parameterized systems
is undecidable [AK86]. However, there is another approach in verifying a parameterized
system, which is to identify a decidable subclass of the system by choosing a small bound
on the number of processes. This approach is sound but incomplete, and unlike symmetry
reduction does not rely on an equivalence relation and building a quotient. Many methods
[CGB86, EK00] using this approach have restrictions on both the type of the system and
the properties that is going to be verified. In addition, in these methods, a fully automated
solution that works for all system sizes does not exist.
In the area of GTS models, it is only Rensink’s [Ren06, Ren08] work that has directly
addressed symmetry in GTS models. In [Ren06], a generalized definition of bisimulation
is used that does not guarantee isomorphism, while our work uses isomorphism to define
graph symmetry. Also, it does not give rise to canonical representation of states, whereas
we give an algorithm for generating a GTS-bisimilar quotient.
5.7 Conclusion
We have described symmetry-reduction techniques for models that provide explicit visual
semantics for dynamic multi-process systems. To generalize notions of symmetry for dy-
namic GTS models, we defined GTS symmetry and GTS bisimulation. Using these notions,
we provided an on-the-fly algorithm for generating a symmetry-reduced GTS model based
on graph isomorphism.
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We note that our work requires an upper bound on the number of nodes (components)
that can be added to a state, because verification of systems for an arbitrary number of
processes is generally undecidable [AK86]. We also have proved that the generated quotient
is GTS-bisimilar to the original GTS model, and thus they both satisfy the same set of
properties. To achieve better state-space savings for dynamic GTS models that are not
fully symmetric, we have defined vertex bisimulation. The vertex-bisimilar GTS model
may provide exponential savings over the original model. Vertex bisimulation defines an
equivalence relation on state graphs based on their vertices.
We showed that the vertex-bisimilar reduced model can prove an interesting subset of
CTL properties satisfied by the original model. This subset includes all the properties
expressed with the EF and ¬EF temporal operators. This includes the important class
of safety properties that are typically checked in an industrial verification setting. The
propositional formula of these properties has been illustrated as a graph. Proposition
graphs provide an abstraction on the process indices that take care of the symmetry of
propositions. Currently, we are investigating the satisfaction of EF-CTL properties with










































Figure 5.8: Initial state and GTS rules of a 2× 2 toroidal mesh.
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In this work, we have contributed toward providing formal semantics for evolving commu-
nication protocols using Graph Transformation Systems (GTSs). We proved that a finite
set of graph transformation rules can be analyzed and under certain conditions can be
used to verify invariant properties of communication protocols without building the full
state space. In the last part of this work, we presented symmetry-reduction techniques
for graph transformation models of dynamically evolving systems. In this chapter, we
summarize these results and outline possible directions for future work.
6.1 Summary
In Chapter 3, graph transformation rules were used to explain the dynamic behaviour of
a distributed communication protocol. Our work produced a visualization of behaviour
in three different levels. We explicated semantics of the third level of our model on an
IP-based telephony system called Distributed Feature Composition (DFC) using graph
transformations. A description of DFC semantics was presented by a graph transformation
system with a hierarchical, attributed graph model and an (single-pushout) SPO approach
for the transformation rules.
The basis for our model is to treat states of the system as graphs and computations of
the system as transformations of these graphs. Similar to the description of a system based
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on formal-language grammars, our graph transformation system presented a visual notation
that is based on graph transformation rules. Fundamental elements of our visual notation
are graph alphabets and rewriting rules. Our GTS formalism provided these advantages:
1- presenting visual and modular semantics. 2- describing computations of communication
protocols at an appropriately abstract level. 3- addressing typical communication protocol
layers. 4- the ability to cleanly separate the concerns and focus on partial connections for
analysis.
To show these advantages, we proposed an operational-semantics model using a hierar-
chical graph model. We modelled states of a communication system as attributed graphs
where attributes show operational data for each component. These graphs show a compo-
sition of components and processes communicating with each other. At a higher level, we
used a GTS that showed changes to the global state of the system. The global state of the
system may be modified due to a local change of state in any of the components or via a
topological change.
In Chapter 4, we addressed the verification problem for a class of systems with po-
tentially unbounded state spaces. We showed that an invariant system property in which
propositional formula is expressed as a graph can be verified against the GTS model by
examining the model’s finite set of transformation rules, and without resorting to the ex-
ploration of the full state space. While the problem is in general undecidable, we showed
that the property is satisfied by the GTS model if the set of rules are property preserv-
ing. To enable this type of verification, first we defined the notion of graph satisfaction.
Then we used this notion to define what it means for a transformation rule to preserve
a property. We also defined a specific type of graph, a regular expression graph, which
is an abstraction over connected nodes, and enables us to encode properties about path
connectivity. We went on to explain an invariant property of reversible features in DFC.
This property states that the sequence of reversible features in an existing call associated
with an address is an invariant of the call. Maintaining this property is important in order
to avoid feature interaction problems due to the dynamic evolution of the system. We
then showed how to encode the propositional part of this property using graphs and how
to perform the verification.
In Chapter 5, we defined a notion of symmetry for dynamically evolving symmetric
multi-process systems modelled as GTS that may grow to a given maximum size. The
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explicit GTS semantic modelling can directly be exploited to reduce symmetric systems.
Our symmetry-reduction technique was based on generating a reduced state space directly
from the set of graph transformation rules. For this purpose, we defined the notions of GTS
symmetry, and GTS bisimulation based on graph isomorphism. With GTS bisimulation,
we described an on-the-fly algorithm that builds a symmetry-reduced model using the set
of graph transformation rules that describe the full dynamic behaviour of the system.
To improve the reduction for symmetric GTS models, we defined vertex bisimulation.
Vertex bisimulation describes an equivalence relation on state graphs based on their set of
vertices and can be used in our algorithm for symmetry reduction resulting in an expo-
nential state space saving. We also showed that two vertex-bisimilar GTS models could
prove the same reachability properties given by a subset of CTL. In our method, we used
proposition graphs to indicate Boolean expressions of atomic propositions as graphs.
6.2 Future Work
Modelling FSMs using GTS
Hierarchical modelling in GTS is a solution to the design and analysis of distributed com-
munication systems. We have already provided a high-level modelling using GTSs that
covers the dynamic topology changes, and changes of local operational data in the system.
Here, we present ideas on how to model underlying finite-state machine of each component
and also the relationship between level one and two. We have used examples to explain
our ideas, and some of these examples relate to our previously used case study in Sec-
tion 3.4.1. As a future work, these ideas can be implemented as an extension to a graph
transformation tool.
Each FSM is a graph with several nodes representing states of the FSM and edges
between these states, representing existing transitions between states. An example of a
finite-state machine graph is depicted in Figure 6.1. In this figure, two extra edges are
used, which point to the start state and the current state of the FSM. There is one node
in the graph which is a representation of what component the FSM refers to. This node is
labelled the same as the node that represents a component in the second-level graphs, e.g.
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it can be the same as a Device or a Feature node in GTS rules describing DFC (depicted
in Figure 3.8). There are two other nodes in the graph that represent two ports (in and
out ports) of a component for communication. Each port has three attributes, the type
of the port which is either in or out ; the status of the port which is either linked or idle;
and the message that is passed to the current in-port from other components or is going to
be passed to another component through the out-port. In all the FSM graphs, ports are
linked, because the FSM will operate when it is already assembled into a communication
connection. The linking, which is the transformation of a port’s status from idle to linked
is done via a GTS rule in a higher level, e.g., like the rules we saw in Chapter 3. The FSM



















Figure 6.1: A FSM graph.
A set of transformation rules are used to describe the operational semantics of each
FSM. Each FSM can either accept or transmit a sequence of messages via its in- or out-
port. Therefore, based on each input message and the transition associated with that
message in the FSM, there is one corresponding local transformation rule. Input messages
belong to the finite set of input alphabet of the FSM. Rule DeviceGetsMsg-a in Figure 6.2
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Figure 6.2: A local transformation rule.
and S2 and whether the FSM has received message “a” on its in-port, then the message
is passed to the out-port of the FSM and the current state will be changed to the state
S2. For every transition and associated input in the FSM, there is one corresponding local
transformation rule in the grammar. The application of this rule to the FSM graph in
Figure 6.1 results in the transformation of the FSM graph to the graph in Figure 6.3.
On a higher level, messages will be passed between ports of components by a rule that
first checks if the two ports are linked, which means that two components are connected
in the architecture. Second, if the message in an out-port of a component is different than
the message in the in-port of another component at the right side, then the passing of
message is done and the message appears at the in-port of the other component. This
rule is illustrated in Figure 6.4. Whenever a GTS rule of an FSM is applied to the FSM
graph and changes the FSM’s state accordingly and passes the message from in-port of a
component to its out-port, it may trigger this higher-level rule that checks if a message at
an out-port has been changed. This message passing then may trigger the application of
a local transformation rule of another FSM graph.
To relate FSM graphs and the graphs that show the communication of components in
the second level, the GTS rules in this level should be changed to reflect the connection
through in- and out-ports. For example, two of the DFC rules that appeared previously



































Figure 6.4: A rule to pass messages between components.
All the other rules describing our case study in Chapter 3 may be changed the same
way. Then in all these rules, the simple edges between components will be changed to a
connection with out-port and in-port nodes. As soon as a component is created to connect




















































Figure 6.5: InsertDevice and InsertFeature-Src rules with the addition of ports.
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still open then the status of an out-port node will be idle.
To give an idea of how transformation rules in different levels of DFC example may
work together, if any change in an FSM graph of a component happens due to an input
message, then the out-port of that FSM will be changed which triggers the rule in Figure
6.4. After the application of this rule then the message will appear at the in-port of another
feature and then a local rule associated with the FSM of that feature will be matched and
applied to show a computation of that feature, and finally the feature passes the message
via its out-port to another feature downstream using the rule in Figure 6.4, and this process
continues until the message reaches to the other end of the usage.
In Figure 6.5, each component has one in-port and one out-port, but realistically a
component may have more ports, e.g., another in-port and out-port in the other direction.
Some components such as a CW feature may have an additional port to enable another
usage joining an existing usage. In this case, each second-level GTS rule may implement
extra ports by creation of more port nodes when creating a feature by an InsertFeature-
Src rule or by any of the Append rules. In this case, two different sets of ports may be
distinguished by another attribute, e.g., to identify them as upstream or downstream ports,
which means they are created for directing upstream signals or downstream signals. Hence,
a feature may look like the one in Figure 6.6. Therefore, there may be some changes in the
local FSM rules that pass a message between ports of a component reflecting the type of
ports used. For the higher-level rule in Figure 6.4, there is no change, because a message is
always passed from an in-port to an out-port no matter which in-port receives the message,
i.e., no matter whether the signal travels upstream or downstream. A usage with a source
CW feature connected via ports may then look like the usage in Figure 6.7. For the CW
feature, the local FSM rule should be changed to include additional ports and the way the
rule changes a current state based on the message passed between different sets of ports.
Program Text Reduction
Program text reduction is another way of system abstraction in which, instead of building
the quotient model, program P is directly reduced to program P̄ using the description of
program P . Thus, the transition system model driven from P̄ can be used for verification























Figure 6.6: A feature with several in- and out- ports.
Figure 6.7: Source CW feature joins an existing usage.
that with the assumption of full symmetry this method efficiently reduces the programs
of multi-process systems [ET99, BMWD09]. In a GTS formalism, a system is described
through its set of transformation rules; thus, this set is a representation of the program
text.
As a future work, we show that we can use vertex bisimulation to introduce a specific
type of program-text reduction on symmetric systems where the program text has been
described through a set of GTS rules. By investigating the transformation rules, we would
like to find out which rules generate a vertex-bisimilar state graph when applied to a state.
Without a doubt, these rules are not adding or deleting any processes to or from the
communication graph of processes; they are simply reconfiguring the topology, keeping the
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same set of local states before and after the application of the transformation rule. Since
we have exploited vertex bisimulation as a way of symmetry reduction for GTS models, we
can therefore perform the program-text reduction by eliminating these rules from the set
of graph transformation rules that describe the system. This elimination is an abstraction
over two vertex-bisimilar state graphs.
As an example, in Figure 6.8, the application of the GTS rule PassTokenNtoN to
a ring host graph with node labelling N+NT is depicted. The application of this rule
passes a token from one Non-trying process to another Non-trying process. This GTS
rule transforms the graph with node labelling N+NT to the graph with the node labelling
NN+T . These two state graphs are vertex-bisimilar. But using program-text reduction, in
Figure 6.8: Applying the rule PassTokenNtoN.
combination with the algorithm GenerateQuotient, results in an exponentially reduced
model. Comparing this combination method with the method of generating the quotient
using vertex bisimulation, although the state-space savings is the same, there is a savings
in the running time of the algorithm and also in the number of transitions generated in
the quotient model when we combine these methods.
GTS Partial Order Reduction
Explicit-state model checking is known as an effective verification technique for software
systems. The main problem with this technique, however, is the state explosion issue. To
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deal with this problem, some reduction techniques such as symmetry reduction and partial
order reduction are used. We have presented symmetry reduction methods for GTS models
of multi-process systems. In partial order reduction, the focus is on reducing the number
of transitions by exploiting the commutativity of independent, concurrent transitions. We
realized there may not be a benefit in using partial order reduction if all actions are
dependent. However, for systems with many independent actions there is a clear benefit
in using equivalence classes on transitions instead of states. This is especially important
in reduction of graph-based models, because detecting symmetries of graphs is usually an
expensive undertaking.
The idea is to use the set of transformation rules to find the set of independent actions.
In a GTS, an action is enabled by the application of a transformation rule in a state defined
as a graph. Rules are applied if there are morphisms between their left-side graph and
the state graph. Studying the morphisms and detecting conflicts between left-sides of two
different rules helps to define dependency between these two rules. Thus, the application of
a set of independent rules to a state graph may be reordered and different orderings can be
defined as an equivalent class of rule applications. This requires study of confluency in two
GTS derivations. Existing partial order reduction techniques cannot directly be applied
to GTS model of the systems; thus, future work in this area is beneficial to reduction of
GTS-based modelling.
Supporting Tool and Implementation
This thesis is a contribution to the use of graph transformation systems in the modelling and
verification of communication systems. Unfortunately, there are currently no tools to fully
support these ideas. Specifically, the practical use of methodologies for software systems
require a tool that implements the three level semantics, and the symmetry reduction
algorithm. The main challenge for a supporting tool is modelling synchronization of the
computations of the first-level graphs (FSMs) and also modelling events in these graphs.
In addition, another difficult task is to use GTS to model the interactions between these
FSMs. A challenging future work is then the implementation of these ideas in a software
tool. The tool must support the modelling of graphs as finite-state machines and provide
hierarchical levels in the GTS formalism.
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While the focus of this thesis has not been implementing or enhancing GTS tools,
but rather providing the theoretical basis for verification using an expressive, Turing-
complete formalism, here we show some of the challenges of implementing our ideas. For
implementing the approach for invariant checking in GTS models, the main challenge
of automation is checking the satisfiability of graphs, hence, checking REG morphisms
between graphs in rule and proposition graphs. In addition, the ability to fully support
the temporal operators of the properties in a graphical format is another challenge in
automation of GTS verification.
In general, automation of symmetry reduction techniques proved to be feasible, since
some of the explicit-state model checkers such as Murϕ have incorporated symmetry re-
duction techniques. Unfortunately, Murϕ is limited to verifying invariant properties in
fully-symmetric models. For the automation purposes, considering full symmetry makes
the quotient generation easier, but the disadvantage of the method in Murϕ is that the
symmetry should be considered when the user models the system. In contrary, symmetry
reduction based on graph isomorphism considers dynamic, non-fully symmetric systems as
they are designed. Thus, automation in case of solving the isomorphism checking is rather
straightforward as it is shown in GenerateQuotient algorithm 5.2.
It means that if the transition system was a Kripke structure, in which permutations
are simply index permutations, the implementation was rather a straightforward task, but
for systems modelled as graphs, the automation is more complex for determining if two
graphs are permutation of each other. Therefore, the main challenge is more related to the
GTS tool and how it can solve the isomorphism checking problem. Graph isomorphism
checking, although is not known to be in P or NP class of problems, has been shown to
have an automatic solution for some of the system sizes in practice [McK81].
Automata-based Model Checking using GTS
Automata-based model checking has been used frequently for the verification of distributed
systems. This methodology converts the negation of a property to an automaton. This
automaton accepts all the behaviours that violates the original property; the system will
then be modelled as an automaton as well. The intersection of these two automata will
either result in an empty set which means that the property is satisfied by the model or
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it will show all the violating behaviours. This methodology presents its own challenges in
building automata specifically for dynamic systems.
Usually the behaviours of automata can be expressed in terms of sequences of commu-
nication messages between processes. These sequences are defined by a language, which is
called the language of automaton. This methodology can also be seen as language contain-
ment, such that if the language (sequence of words) accepted by the system automaton is
a subset of the language accepted by the property automaton then the property is satis-
fied. This view of language containment can be leveraged to GTS formalisms. The reason
for this idea is that graph transformation rules that describe the behaviour of a system
can be viewed as a graph grammar, and a graph-based language can be derived from the
grammar. In the same way, a property can be defined as a GTS and its language will be
derived from its grammar. Finally, we find out if the language accepted by GTS of the
system is a subset of the language derived from the graph grammar of the property, which
shows the property satisfaction. Therefore, it is enough to show that the GTS of the prop-
erty accepts the graph-based language derived from the GTS of the system. We suggest
building a graph-automata for recognition of a graph-based language. A graph-automata
can be seen as a graph transducer that accepts graphs as input and generates a trace of
transformation rules that transforms that graph to another one. However, unlike words
building graph transducers is a challenging task.
Verification of Liveness Properties
In the literature related to model checking, verification of liveness properties is considered
more difficult than verification of safety properties. In contrast to safety properties that
make sure undesirable behaviours do not occur in the system’s model, liveness properties
ensure something desirable eventually occurs in the system’s behaviour. These properties
are important in a communication system, because they provide a way of proving that
the system eventually reaches a good state, e.g. that a message eventually arrives at its
destination, which demonstrates the absence of infinite loops or failure. Therefore, as an
area for future research it would be interesting to extend our GTS verification method
to provide the verification of (some) liveness properties described as graphs. In addition,
it would be interesting to determine what conditions should hold in GTS rules for the
120
satisfaction of liveness properties.
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