Abstract. In this paper, by using the atomic decomposition theory of Hardy space and weak Hardy space, we discuss the boundedness of parameterized Littlewood-Paley operator with variable kernel on these spaces.
Introduction
Let S n−1 be the unit sphere in the n-dimensional Euclidean space R n (n ≥ 2) with normalized Lebesgue measure dσ. A function Ω(x, z) defined on R n × R n is said to be in L ∞ (R n ) × L q (S n−1 ) with q ≥ 1, if Ω(x, z) satisfies the following conditions:
Ω(x, λz) = Ω(x, z) for any x, z ∈ R n and λ > 0, (1.1)
Ω(x, z) dσ(z ′ ) = 0 for any x ∈ R n , (1.2) sup x∈R n r≥0 S n−1
where z ′ := z/|z| for any z = 0. The singular integral operator with variable kernel is defined by
|x − y| n f (y) dy.
In 1955 and 1956, Calderón and Zygmund [1, 2] investigated the L p boundedness of T Ω . They found that these operators are closely related to the problem about the second-order linear elliptic equations with variable coefficients. In 2011, Chen and Ding [3] consider the same problem for the parameterized Littlewood-Paley operators with variable kernel µ If Ω(x, z) ∈ L ∞ (R n ) × L 2 (S n−1 ), then there exists a positive constant C independent of f such that
On the other hand, as everyone knows, many important operators are better behaved on Hardy space H p (R n ) than on Lebesgue L p (R n ) space in the range p ∈ (0, 1]. For example, when p ∈ (0, 1], the Riesz transforms are bounded on Hardy space H p (R n ), but not on the corresponding Lebesgue space L p (R n ). Therefore, one can consider H p (R n ) to be a very natural replacement for L p (R n ) when p ∈ (0, 1]. We refer to [7] for a complete survey of the real-variable theory of Hardy space. Motivated by this, the question arises, when p ∈ (0, 1], whether the operators µ ρ Ω, S and µ ρ, * Ω, λ are bounded from Hardy space H p (R n ) to Lebesgue space L p (R n ). In this paper we shall answer this problem affirmatively. Not only that, we also discuss boundedness of µ ρ Ω, S and µ
Precisely, the present paper is built up as follows. In next section, we first recall some notions concerning variable kernel Ω(x, z). Then we discuss the boundedness of µ ρ Ω, S from (weak) Hardy space to (weak) Lebesgue space (see Theorems 2.1, 2.2 and 2.3 below). Section 3 is devoted to establishing the boundedness of µ ρ, * Ω, λ from (weak) Hardy space to (weak) Lebesgue space (see Theorems 3.1, 3.2 and 3.3 below). In the last section, we will give some remarks for the above conclusions. Throughout this paper the letter C will denote a positive constant that may vary from line to line but will remain independent of the main variables. The symbol P Q stands for the inequality P ≤ CQ. If P Q P , we then write P ∼ Q. For any 1 ≤ q ≤ ∞, q ′ denotes the conjugate index of q, namely, 1/q + 1/q ′ = 1.
Boundedness of µ
Before stating the main results of this scetion, we recall some notions about the variable kernel Ω(x, z).
where
On the other hand, for any 0
) is said to satisfy the Lipschitz condition of order α if there exists a positive constant C such that, for any x ∈ R n and y ′ , z ′ ∈ S n−1 ,
It is noteworthy that the relationship between L 2, α -Dini condition and Lipschitz condition of order α is not clear up to now.
The main results of this section are as follows.
Theorem 2.1. Let 0 < α ≤ 1, n/2 < ρ < n, 0 < β < min{1/2, α, ρ − n/2} and n/(n + β) < p < 1.
Suppose Ω(x, z) satisfies the L 2, α -Dini condition or the Lipschitz condition of order α. Then µ
To show the above theorems, we need the following definition of atom. 
(iii) R n a(x)x γ dx = 0 for any multi-index γ with |γ| ≤ s.
where the positive constant C is independent of R and y.
Lemma 2.6. Let 0 < α ≤ 1, n/2 < ρ < n and 0 < β < min{1/2, α, ρ − n/2}. Suppose Ω(x, z) satisfies the L 2, α -Dini condition or the Lipschitz condition of order α. If a(x) is a (p, ∞, s)-atom associated with some ball B := B(x 0 , r), then there exists a positive constant C independent of a(x) such that, for any x ∈ (64B) ∁ ,
Proof. We only consider the case Ω(x, z) satisfies the L 2, α -Dini condition. In another case, the proof is easier and we leave the details to the interested reader. The trick of the proof is to find a subtle segmentation. To be precise, for any x ∈ (64B) ∁ , let us write
We estimate I 1 first. By x ∈ (64B) ∁ , y ∈ 16B and z ∈ B, we know that
From this, Minkowski's inequality for integrals, Ω(x, z) ∈ L ∞ (R n )×L 2 (S n−1 ) and 0 < β < ρ−n/2, it follows that, for any x ∈ (64B) ∁ ,
which is wished. Now we are interested I 2 . By x ∈ (64B) ∁ , y ∈ (16B) ∁ , z ∈ B and the mean value theorem, we know that
and β < 1/2, we deduce that, for any x ∈ (64B) ∁ ,
which is also wished.
It remains to estimate I 3 . It is apparent from t > |y − x 0 | + 8r that B ⊂ {z ∈ R n : |y − z| < t}. By this, the vanishing moments of atom a(z), and Minkowski's inequality for integrals, we obtain that, for any x ∈ (64B) ∁ ,
Below, we will give the estimates of I 31 and I 32 , respectively. For I 31 , Lemma 2.5 and the assumption that Ω(x, z) satisfies the L 2, α -Dini condition yield that, for any x ∈ (64B) ∁ ,
where the last "∼" is due to β < α.
For I 32 , noticing that t > max{|y − x|, |y − x 0 | + 8r, |y − z|} and |x − x 0 | > 3|y − x 0 |, we see that
From this, β < ρ − n/2 and the argument same as in I 31 , it follows that, for any x ∈ (64B) ∁ ,
Collecting the estimates of I 1 , I 2 , I 31 and I 32 , we obtain the desired inequality. This finishes the proof of Lemma 2.6.
Proof of Theorem 2.1. By the atomic decomposition theory of Hardy space (see [7, Chapter 2]), our problem reduces to prove that there exists a positive constant C such that, for any (p, ∞, s)-atom a(x) associated with some ball B := B(x 0 , r), µ
To this end, we estimate µ ρ Ω, S (a) separately around and away from the support of atom a(x). More precisely, Hölder's inequality, the L 4 boundedness of µ ρ Ω, S (see Theorem A), Lemma 2.6 and p > n/(n + β) yield that
The proof is completed.
Proof of Theorem 2.2. Proceeding as in the proof of [5, Theorem 1], it is quite believable that [5,
Theorem 1] may also be true for the variable kernel case, but to limit the length of this paper, we leave the details to the interested reader.
To show Theorem 2.3, we need the following atomic decomposition theory of weak Hardy space.
Lemma 2.7. ( [7] ) Let 0 < p ≤ 1. For every f ∈ W H p (R n ), there exists a sequence of bounded measurable functions {f k } ∞ k=−∞ such that
where C is independent of k and i; (c) R n b k i (x)x γ dx = 0 for any multi-index γ with |γ| ≤ ⌊n(1/p − 1)⌋. Conversely, if distribution f has a decomposition satisfying (i) and (ii), then f ∈ W H p (R n ). Moreover, we have f
Proof of Theorem 2.3. To show Theorem 2.3, it suffices to prove that there exist a positive constant C such that, for any f ∈ W H p (R n ) and λ ∈ (0, ∞),
To this end, we choose integer k 0 satisfying 2 k 0 ≤ λ < 2 k 0 +1 . By Lemma 2.7, we may write
where b k i satisfies (a), (b) and (c) of Lemma 2.7. We estimate
In fact, Minkowski's inequality and the finite overlapped property of {B k i } yield that
.
From the L 4 boundedness of µ ρ Ω, S (see Theorem A) and the above claim, we deduce that
It remains to estimate (A k 0 ) ∁ . Applying the inequality · ℓ 1 ≤ · ℓ p with p ∈ (0, 1], and Lemma 2.6, we conclude that
where the last "∼" is due to p > n/(n + β). The proof is completed.
3 Boundedness of µ
Theorem 3.1. Let 0 < α ≤ 1, n/2 < ρ < n, 2 < λ < ∞, 0 < β < min{1/2, α, ρ−n/2, (λ−2)n/3} and n/(n + β) < p < 1. Suppose Ω(x, z) satisfies the L 2, α -Dini condition or the Lipschitz condition of order α. Then µ
Theorem 3.3. Let 0 < α ≤ 1, n/2 < ρ < n, 2 < λ < ∞, 0 < β < min{1/2, α, ρ−n/2, (λ−2)n/3} and n/(n + β) < p ≤ 1. Suppose Ω(x, z) satisfies the L 2, α -Dini condition or the Lipschitz condition of order α. Then µ ρ, * Ω, λ is bounded from W H p (R n ) to W L p (R n ). Lemma 3.4. Let 0 < α ≤ 1, n/2 < ρ < n, 2 < λ < ∞ and 0 < β < min{1/2, α, ρ − n/2, (λ − 2)n/3}. Suppose Ω(x, z) satisfies the L 2, α -Dini condition or the Lipschitz condition of order α. If a(x) is a (p, ∞, s)-atom associated with some ball B := B(x 0 , r), then there exists a positive constant C independent of a(x) such that, for any x ∈ (64B) ∁ ,
Proof. We only consider the case Ω(x, z) satisfies the L 2, α -Dini condition. In another case, the proof is easier and we leave the details to the interested reader. By Lemma 2.6, we know that, for any
Thus, to show Lemma 3.4, it suffices to prove that, for any
For any x ∈ (64B) ∁ , write
For J 1 , by x ∈ (64B) ∁ , y ∈ 16B and z ∈ B, we know that |x − x 0 |/2 < |x − y| < 2|x − x 0 | and |y − z| < 32r.
From this, Minkowski's inequality for integrals, 0 < β < min{ρ − n/2, (λ − 2)n/3} and Ω(x, z) ∈ L ∞ (R n ) × L 2 (S n−1 ), it follows that, for any x ∈ (64B) ∁ ,
which is wished.
For J 2 , rewrite
Combining the estimates of J 1 , J 21 , J 22 and J 3 , we obtain the desired inequality. This finishes the proof of Lemma 3.4.
Proof of Theorems 3.1 and 3.3. Once we prove the Lemma 3.4, the proofs of Theorems 3.1 and 3.3 are identity to that of Theorems 2.1 and 2.3, respectively, the details being omitted.
Proof of Theorem 3.2. Proceeding as in the proof of [6, Theorem 1.1], it is quite believable that [6, Theorem 1.1] may also be true for the variable kernel case, but to limit the length of this paper, we leave the details to the interested reader.
Final remark
We conclude this paper by pointing out some remarks.
First of all, the weak-type space plays very important role in harmonic analysis since it can sharpen the endpoint weak type estimate for variant important operators. Therefore, with the help of Lemmas 2.6 and 3.4, we can easily carry out the proof of following two theorems. But to limit the length of this paper, we leave the details to the interested reader.
Theorem 4.1. Let 0 < α ≤ 1, n/2 < ρ < n and 0 < β < min{1/2, α, ρ − n/2}. Suppose Ω(x, z) satisfies the L 2, α -Dini condition or the Lipschitz condition of order α. Then µ ρ Ω, S is bounded from H n n+β (R n ) to W L n n+β (R n ). Theorem 4.2. Let 0 < α ≤ 1, n/2 < ρ < n, 2 < λ < ∞ and 0 < β < min{1/2, α, ρ − n/2, (λ − 2)n/3}. Suppose Ω(x, z) satisfies the L 2, α -Dini condition or the Lipschitz condition of order α. Then µ ρ, * Ω, λ is bounded from H n n+β (R n ) to W L n n+β (R n ).
Secondly, by using the interpolation theorem of sublinear operator (see [7, p. 63] ) between Theorem 2.2 (resp. Theorem 3.2) and Theorem A, we get immediately the following L p boundedness of µ ρ Ω, S (resp. µ ρ, * Ω, λ ) for 1 < p < 4. Corollary 4.3. Let 1 < p < 4, n/2 < ρ < n and Ω(x, z) ∈ L ∞ (R n ) × L 2 (S n−1 ). If Corollary 4.4. Let 1 < p < 4, n/2 < ρ < n, 2 < λ < ∞ and Ω(x, z) ∈ L ∞ (R n ) × L 2 (S n−1 ). If Ω, λ is bounded is bounded on L p (R n ).
