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Background
Single-cell transcriptomics (scRNA-seq) provides unprecedented opportunities to identify and characterize the cellular composition of complex tissues. Rapid and continuous technological advances over the past decade has allowed scRNA-seq technologies to scale to thousands of cells per experiment [1] . A common analysis step in analyzing single cell data involves the identification of cell populations presented in a given dataset . This task is typically solved by unsupervised clustering of cells into groups based on the similarity of their gene expression profiles, followed by cell population annotation by assigning labels to each cluster. This approach proved very valuable in identifying novel cell populations and resulted in cellular maps of entire cell lineages, organs and even whole organisms [2] [3] [4] [5] [6] [7] . However, the annotation step is cumbersome and time-consuming as it involves manual inspection of cluster-specific marker genes. Additionally, manual annotations, which are often not based on standardized ontologies of cell labels, are not reproducible across different experiments within and across research groups. These caveats become even more pronounced as the number of cells and samples increases, preventing fast and reproducible annotations.
To overcome these challenges, a growing number of classification approaches are being adapted to automatically label cells in scRNA-seq experiments. scRNA-seq classification methods predict the identity of each cell by learning these identities from annotated training data (e.g. reference atlas). scRNA-seq classification methods are relatively new compared to the plethora of methods addressing different computational aspects of single cell analysis (e.g. normalization, clustering, and trajectory inference). However, the number of classification methods is rapidly growing to address the aforementioned challenges [8, 9] .
While all scRNA-seq classification methods share a common goal, accurate annotation of cells, they differ in terms of their underlying algorithms and the incorporation of prior knowledge (e.g. cell type marker gene tables).
In contrast to the extensive evaluations of clustering, differential expression, and trajectory inference methods [10] [11] [12] , there is currently only a single attempt comparing methods to assign cell type labels to cell clusters [13] . The lack of a comprehensive comparison of scRNA-seq classification methods leaves users without indications as to which classification method best fits their problem. More importantly, a proper assessment of existing approaches in comparison to baseline methods can greatly benefit new developments in the field and prevent unnecessary complexity.
Here, we benchmarked 20 classification methods to automatically assign cell identities including single cell-specific and general-purpose classifiers. The methods were evaluated using eight publicly available single cell RNA-sequencing datasets of different sizes, technologies, species, and complexity. The performance of the methods was evaluated based on their accuracy, percentage of unclassified cells, and computation time. We further evaluated their sensitivity to the input features, their performance across different annotation levels and datasets. In general, all classifiers perform well across all datasets, including the general-purpose classifiers. In our experiments, incorporating prior knowledge in the form of marker genes does not improve the performance. We observed large differences in the performance between methods in response to changing the input features. Furthermore, the tested methods vary considerably in their computation time which also vary differently across methods based on the number of cells and features. Our results highlight the generalpurpose SVM classifier as the best performer overall.
Results

Benchmark of automatic cell identification methods
We benchmarked the performance and computation time of all 20 classifiers (Table 1) across   all eight datasets (Table 2) , whenever it is possible to apply. Classifiers can be divided into two categories: 1) supervised methods which require a training dataset labeled with the corresponding cell populations in order to train the classifier, or 2) prior-knowledgesupervised methods, for which either a marker genes file is required as an input, describing the signature genes to be expressed for each cell population, or a pre-trained classifier for specific cell populations is provided.
The datasets used in this study vary in the number of cells, genes and cell populations (annotation level), in order to represent different levels of challenges in the classification task and to evaluate how each classifier performs in each case (Table 2) . Starting from relatively typical sized scRNA-seq datasets (~1,500 -~8,500 cells), such as the five pancreatic datasets (Baron Mouse and Human, Muraro, Segerstolpe and Xin), which include both mouse and human pancreatic cells and vary in the sequencing protocol used. The Allen Mouse Brain (AMB) dataset is used to evaluate how the classification performance changes when dealing with different levels of cell population annotation since the AMB dataset contains three levels of annotations for each cell (3, 20 or 108 cell populations), denoted as AMB3, AMB20, and AMB108. The Tabula Muris (TM) and Zheng datasets represent relatively large scRNA-seq datasets (>50,000 cells), to assess how well the classifiers scale with large datasets. Additionally, by including the Zheng dataset, we are able to benchmark four prior-knowledge-supervised classifiers, since the marker genes files or pre-trained classifier are available for the four classifiers for peripheral blood mononuclear cells (PBMCs).
Due to either CPU time constraint or memory requirement of some classifiers, it was not possible to apply them on the large datasets, e.g., TM and Zheng. Cell-BLAST requires a lot of memory (> 100 GB) and long run time (in order of days) to obtain predictions for ~10,000 cells, and SingleR has long computation time similar to Cell-BLAST. Therefore, we did not evaluate Cell-BLAST on the TM and Zheng datasets, and SingleR was not evaluated on the Zheng dataset. Moreover, scPred failed while being tested on the Zheng dataset.
Overall performance evaluation across datasets and methods
Generally, all classifiers perform well across all datasets, including the general-purpose classifiers (Figure 1 ), except Cell-BLAST which had remarkably lower performance compared to all other classifiers across all datasets. Further, scVI has low performance on the deeply annotated datasets TM (55 cell populations) and AMB108 (108 cell populations), and kNN produces low performance for the Xin and AMB108 datasets. Beside SCINA, the top classifiers are CaSTLe, ACTINN, singleCellNet and SVM. Generally, all classifiers show relatively lower performance on the Zheng dataset compared to other datasets, as the Zheng dataset contains 11 immune cell populations which are harder to differentiate, particularly the T cell compartment (6 out of 11 cell populations). This difficulty of separating these populations was previously noted in the original study [14] . Also, the confusion matrices for CaSTLe, ACTINN, singleCellNet and SVM clearly indicate that some populations are similar to each other where all classifiers are making wrong predictions, such as 1) monocytes with dendritic cells, 2) two CD8+ T populations, and 3) four CD4+ T populations (Supplementary Figure 1) .
Performance evaluation across different annotation levels
We used the AMB dataset with its three different levels of annotations, to evaluate the classifiers' performance behavior with a larger number of smaller cell populations within the same dataset. For AMB3, the classification task is relatively easy, differentiating between three major brain cell types (GABAergic, Glutamatergic and Non-Neuronal). 
Performance evaluation across datasets
While evaluating the classification performance within a dataset is important, it is more challenging to predict cell identities across datasets. To test the classifiers' ability to predict cell identities in a dataset that was not used for training, we used the four human pancreatic datasets: Baron Human, Muraro, Segerstople and Xin. In this case, the classification performance can be affected by batch differences between datasets. We evaluated the performance of the classifiers when trained using the raw data as well as aligned data using the mutual nearest neighbor (MNN) method [15] . Supplementary Figure 2 shows UMAPs [16] of the combined dataset before and after alignment, demonstrating better grouping of pancreatic cell types after alignment. 
Performance sensitivity to the input features
During the cross-validation experiment described earlier, we used all features (genes) as input to the classifiers. However, some classifiers suffer from overtraining when too many features are used. Therefore, we tested the effect of feature selection on the performance of the classifiers. Different strategies for feature selection in scRNA-seq classification experiments exist. Using genes as features that have a higher number of dropouts compared to the expected number of dropouts has been shown to yield the best results [17, 18] . Here, subsets of features were selected based on this criterion. The feature selection experiments were all done on the TM dataset. For the number of features, we used the top: 100, 200, 500, 1000, 2000, 5000, and 19791 (all) genes. Some classifiers include a built-in feature selection method which is used by default. To ensure that all tools use the same set of features, the built-in feature selection was turned off during these experiments. Due to long running times or excessive memory usage, not all feature sets could be tested for all tools.
As already discussed before, Cell-BLAST could not be tested on the TM dataset. During feature selection, we ran Cell-Blast on all feature sets except the largest set with all features.
scVI also timed out when running on this feature set. Furthermore, scPred failed when tested using 2000 features, and singleCellNet timed out when tested using 5000 features. To assess the effect of the number of genes on the computation time, we compared the computation time of the methods during the feature selection experiments ( Figure 5C ). Most methods scale linearly with the number of genes. However, LDA does not scale very well when the number of genes increases. If the number of features is higher than the number of cells, the complexity of LDA is O(g^3), where g is the number of genes [19] . The computation time of the methods is thus dependent on the number of cells, number of genes, and, for most tools, also the number of different cell populations in the dataset.
Five classifiers, scmapcell, scmapcluster, SVM, RF, and NMC, have a computation time below six minutes on all the datasets. Here, it is especially noteworthy that most of these tools, and SVM in particular, also have the highest median F1-scores during all previous experiments.
Discussion
In this study, we evaluated the performance of 20 different methods for automatic cell identification using eight scRNA-seq datasets. Several classifiers accurately performed on almost all datasets, particularly: SVM, scPred, scmapcell/cluster, singleCellNet, scVI, LDA and ACTINN. Considering all three evaluation metrics (median F1-score, % of unlabeled cells and computation time), SVM is overall the best performing classifier for the scRNA-seq datasets used. Our results show that SVM scales well to large datasets as well as deep annotation levels. In addition, SVM did not suffer from the large number of features (genes) present in the data, producing the highest performance on the TM dataset using all genes, due to the incorporated L2-regularization. The comparable or higher overall performance of a general-purpose classier such as SVM warrants caution when designing scRNA-seq specific classifiers that they do not introduce unnecessary complexity. scPred, which is based on a SVM with radial kernel, performed well on most dataset, yet it suffers from long computation time for large datasets, together with LDA, ACTINN and singleCellNet, where the latter becomes even slower with large number of cell populations. In addition, in some cases, scPred and scmapcell/cluster reject high proportions of cells as unlabeled. In general, incorporating a rejection option with classification is a good practice, as it allows to detect potentially new cell populations not included in the training data, and improve the performance for the classified cells with high confidence. However, for the datasets used in this study, the performance of classifiers with rejection option did not show substantial improvement compared to other classifiers. scVI works well for datasets with relatively small number of cell populations, but failed to scale with deeply annotated datasets.
kNN classifier produces poor performance with most datasets, but this performance can potentially be improved by optimizing the number of neighbors. Generally, we evaluated all classifiers using their default settings. However, adjusting these settings for a specific dataset might improve the performances but increases the risk of overtraining.
For the Zheng dataset, the prior-knowledge-supervised methods did not improve the classification performance over supervised methods which do not incorporate such prior knowledge. These results indicate that incorporating prior knowledge in the form of marker genes is not beneficial. Besides, defining these marker genes is often challenging and heavily depends on personal expertise. Furthermore, these marker genes can be implicitly learned by supervised methods through the training process.
Based on our results, we recommend to use of the general-purpose SVM classifier (with a linear kernel) since it had better or equal performance compared to the other classifiers tested across all datasets, with a remarkably fast computation time. Other high performing classifiers include: scPred, scmapcell/cluster, singleCellNet, LDA and ACTINN. While the performance of almost all methods was relatively high on various datasets, some datasets with overlapping populations (e.g. Zhang PBMC dataset) remain challenging.
Conclusions
We present a comprehensive evaluation of automatic cell identification methods for single cell RNA-sequencing data. Generally, all classifiers perform well across all datasets, including the general-purpose classifiers. In our experiments, incorporating prior knowledge in the form of marker genes does not improve the performance (on PBMC data). We observed large differences in the performance between methods in response to changing the input features. Furthermore, the tested methods vary considerably in their computation time which also vary differently across methods based on the number of cells and features. Our results highlight the general-purpose SVM classifier as the best performer overall. To support future extension of this benchmarking work with new classifiers and datasets, we provide a Snakemake workflow to automate the performed benchmarking analyses (https://github.com/tabdelaal/scRNAseq_Benchmark/tree/snakemake_and_docker).
Methods
Classification methods
We evaluated 20 scRNA-seq classifiers, publicly available as R or Python packages or scripts (Table 1 ). This set included 15 methods developed specifically for scRNA-seq data as well as 5 general-purpose classifiers from the scikit-learn library in Python: linear discriminant analysis (LDA), nearest mean classifier (NMC), k-nearest neighbor (kNN), support vector machine (SVM), and random forest (RF). Methods were excluded from the evaluation if they did not return the predicted labels for each cell. For example, we excluded LAmbDA [20] because the tool only returns the posterior probabilities rather than predicted labels.
Similarly, we excluded MetaNeighbor [21] because the tool only returns the area under the receiver operator characteristic curve (AUROC). For all tools the latest (May 2019) package was installed or scripts were downloaded from their Github. For scPred it should be noted that it is only compatible with an older version of Seurat (v2.0). For CHETAH it is important that the R version 3.6 or newer is installed.
During the benchmark, all tools were run using their default settings and if not available, we used the settings provided in the accompanying examples and vignettes. As input, we provided each method with the raw count data (after cell and gene filtering as described in Data Preprocessing) according to the method documentation. The majority of the methods have a built-in normalization step. For the general-purpose classifiers, we provided logtransformed counts,݈‫݃‬
Some methods required a marker gene file as an input (e.g. Garnett, Moana, SCINA, DigitalCellSorter). In this case, we use the marker gene files provided by the authors. We did not attempt to include additional marker gene files and hence the evaluation of those methods is restricted to datasets where a marker gene file for cell populations is available.
Datasets
Eight scRNA-seq datasets were used to evaluate and benchmark all classification tools (Table 2) 
Data Preprocessing
Based on the manual annotation provided in the datasets, we started by filtering out cells that were labeled as doublets, debris or unlabeled cells. Next, we filtered genes with zero counts across all cells. For cells, we calculated the median number of detected genes per cell, and from that we obtained the median absolute deviations (MADs) across all cells in the log scale. We filtered out cells when the total number of detected genes was below 3 MADs from the median number of detected genes per cell. The number of cells and genes in Table 2 represent the size of each dataset after this stage of preprocessing.
Moreover, before applying cross validation to evaluate each classifier, we excluded cell populations with less than 10 cells across the entire dataset, Table 2 summarizes the number of cell populations before and after this filtration step for each dataset.
Experimental setup
For the supervised classifiers, we evaluated the performance by applying a 5-fold cross validation across each dataset after filtering genes, cells and small cell populations. The folds were divided in a stratified manner in order to keep equal proportion of each cell population in each fold. The training and test indices for each fold were defined and saved for each dataset, these indices were provided while applying the classifiers on the datasets, to make sure all folds are exactly the same for all classifiers.
The prior-knowledge-supervised classifiers, Garnett, Moana, DigitalCellSorter and SCINA, were only evaluated on the Zheng dataset, for which the marker genes file or the pre-trained classifier was available, after filtering genes and cells. Each classifier uses the dataset and the marker genes file as inputs, and outputs the cell population label corresponding to each cell. No cross validation is applied in this case, except for Garnett where we could either use the pre-trained version provided from the original study, or train our own classifier using the marker genes file along with the training data. In this case, we applied 5-fold cross validation using the same train and test indices described previously. Supplementary Table 1 shows the mapping of cell populations between the Zhang dataset and each of the prior-knowledgesupervised classifiers. For Moana a pre-trained classifier was used, this classifier also predicted cells to be Memory CD8+ T cells and CD16+ Monocytes, while these cell populations were not in the Zheng dataset.
Across dataset prediction
We selected the major four endocrine pancreatic cell types (alpha, beta, delta and gamma) across all four human pancreatic datasets: Baron Human, Muraro, Segerstolpe and Xin.
Supplementary table 2 summarizes the number of cells in each cell type across all datasets.
To account for batch effects and technical variations between different protocols, datasets were aligned using MNN [15] from the scran R package (version 1.1.2.0). Using both the raw data (unaligned) and the aligned data, we applied leave-one-dataset-out cross validation where we train on three datasets and test on the left out dataset.
Performance evaluation metrics
The performance of the tools on the datasets is evaluated using three different metrics: 1)
For each cell population in the dataset the F1-score is reported. The median of these F1-scores is used as a measure for the performance on the dataset. 2) Some of the tools do not label all the cells. These unassigned cells are not considered in the F1-score calculation. The percentage of unlabeled cells is also used to evaluate the performance.
3) The computation time of the tools is also measured.
Feature selection
Genes are selected as features based on their dropout rate. The method used here, is based on the method described in [17] . During feature selection, a sorted list of the genes is made.
Based on this list, the top n number of genes can be easily selected during the experiments.
First, the data is normalized using 
Benchmarking pipeline
In order to ensure reproducibility and support future extension of this benchmarking work with new classification methods and benchmarking datasets, a Snakemake [22] dependencies. These images will be used through snakemake's singularity integration to allow the workflow to be run without the requirement to install specific tools and to ensure reproducibility. Documentation is also provided to execute and extend this benchmarking workflow to help researchers to further evaluate interested methods.
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