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Abstract
This	paper	focuses	on	forecasting	of	products	with	sporadic	demand.	The	demand	for	such	products	is	not	continuous	but	diffused	
seemingly at random, with a large proportion of zero values in the analyzed time series. The sporadic character of demand patterns 
actually means that the information available on the demand for previous selling periods is patchy, resulting in lower quality of 
data	available.	Under	such	circumstances	demand	forecasting	is	a	challenging	task.	We	present	the	results	of	a	case	study,	where	
forecasting	practice	of	a	pharmaceutical	wholesaler	firm	–we	call	it	Pharma–	is	analyzed	and	developed.	We	present	state-of-the-art	
knowledge	related	to	demand	forecasting	of	sporadic	products	and	test	suggestions	related	to	them.	We	show	that	these	suggestions	
can	only	partly	be	backed.	We	extend	 therefore	 the	 suggested	product	 classification	 scheme	and	 recommend	using	 the	 concept	
of demand data aggregation. This will reduce sporadicity and result in higher quality forecasting. Aggregation also helps to specify 
the recommended	forecast	period,	the	length	of	time	recommended	to	calculate	the	forecast	for.	The	managerial	consequences	of	
these suggestions are also discussed, and future research directions are highlighted.
Keywords
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1 Introduction
Inventory management and forecasting are traditionally 
linked to each other and represent a major research area 
in operations and logistics management. Although interest 
in the topic is long-standing, research in the field has inten-
sified recently due to previously neglected though, now 
increasingly important new aspects of demand character-
istics. One of these new aspects is the sporadic nature of 
demand, which is the focus of this paper. Demand for some 
products (or services) is not continual in time; its demand 
is diffused and random with a large proportion of zero 
values in the analyzed time series (Chitturi et al., 2010; 
Jónás et al., 2018; Petropoulos and Kourentzes, 2015). 
The quality of previous data about demand on which fore-
casting is built has always been treated as a crucial point 
in forecasting. The sporadic character of demand pat-
terns actually means that the information available on the 
demand of previous selling periods is patchy, resulting 
in lower quality data. Under such circumstances demand 
forecasting is a challenging task.
Sporadic demand has previously been researched 
mainly in connection with forecasting components and 
service parts (Croston, 1972; Eaves and Kingsman, 2004; 
Pennings et al., 2017; Vasumathi and Saradha, 2014). 
Recently the topic has again become prominent but now 
related to "traditional" products and services, such as phar-
maceuticals. The forecasting problems of this industry are 
analysed in this paper. The product portfolio of a whole-
sale firm of pharmaceutical products is empirically ana-
lyzed in this context. The company –we call it Pharma– is 
an actual firm which wished to remain anonymous and 
serves as a case for our analysis.
Investigating the phenomena of sporadic demand is rele-
vant from a managerial perspective because it can increase 
operational effectiveness and efficiency. New forecasting 
methods considering the sporadic nature of demand have 
been developed and proposed which promise a higher 
forecast accuracy and thus an improved level of service 
with lower inventory investment (Babiloni et al., 2010; 
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Chitturi et al., 2010; Kourentzes, 2014). The objective of 
our paper is to empirically test these newly developed 
methods and their efficacy. According to our analysis 
based on long term and real-life time series data, it was 
found that the new methods proposed really can lead to 
higher forecast accuracy in certain cases, when basic 
(daily) demand data is aggregated in time. This aggrega-
tion allows an appropriate forecasting period to be deter-
mined (working days, weeks, months or even quarters).
This paper presents a business application of forecast-
ing methods developed to help Pharma improve its per-
formance. However, as will be discussed in the paper, our 
application- oriented work has resulted in new observa-
tions, given us new insights and resulted in generaliz-
able suggestions related to the state-of-the-art knowledge 
in this field. These new insights also raise new questions 
and open new research directions in the field of forecast-
ing and inventory management.
2 Forecasting of sporadic demand
The key feature of demand patterns investigated in our 
paper is sporadicity. When sporadicity is analyzed, 
the distribution of periods during a given analytical time-
frame (e.g. days over one year) with no demand for a prod-
uct is compared with the distribution of periods when 
there is demand. The index of sporadicity actually indi-
cates the average length and consequently also the pro-
portion of periods without demand in the timeframe stud-
ied. The demand for a product is said to be sporadic when 
the average length and/or the proportion of periods with 0 
demand in a given timeframe is relatively high. There is 
no generally accepted value, only some rules for deter-
mining sporadicity (Croston, 1972).
In order to be able to carry out high quality forecasting 
and chose the appropriate forecasting method, it is import-
ant to conduct an in-depth analysis of demand data from 
previous selling periods and acquire a deep understanding 
of the product’s demand pattern. Traditionally the coef-
ficient of demand volume variation was the basic feature 
forecasting focused on and on which the selection of suit-
able forecast method was based (Peterson and Silver, 1985; 
Vollman et al., 1984). This coefficient of demand volume 
variation is defined as follows,
CV D X
E XDE
=
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where D(X) is the standard deviation of the probability 
variable X –in our case this is the actual demand for a 
product for the forecast period– while E(X) is its expected 
value. Some of the authors suggest 0.45 as the thresh-
old value for the coefficient of demand volume variation 
(Peterson and Silver, 1985). Others place the value higher, 
at 0.7 (Boylan et al., 2008).
As highlighted above, the coefficient of variation is 
not the only relevant demand characteristic. In order to 
be able to analyze the sporadicity of demand, the aver-
age interdemand interval (p) is also used in forecasting 
(Syntetos and Boylan, 2001).
Employing these two key demand pattern charac-
teristics, Boylan et al. (2008) developed a classification 
scheme of products. Products with low demand volume 
variation and low sporadicity index (that is low expected 
proportion of demand periods with 0 demand in the ana-
lyzed timeframe that is the p) are called smooth prod-
ucts. When a demand volume variation of a product is 
low, but its sporadicity index is high, it is known as an 
intermittent demand item. Products that are character-
ized by high demand volume variation but for which 
demand is not highly sporadic, are categorized as erratic. 
Where both demand volume variation and sporadicity are 
high, the product category is labelled as lumpy (see Fig. 1). 
As mentioned, Boylan and his co- authors suggest 0.7 as a 
threshold value for demand volume variation, while 1.32 
is used as the threshold for average interdemand interval. 
These threshold values are used in the present study.
Two relatively new methods have been developed and 
published that take into consideration the effect of spo-
radicity, the Croston method and the Syntetos-Boylan 
method (Syntetos et al., 2005). The Croston method is 
a version of the simple exponential smoothing modified and 
extended for products with high sporadicity. Its core idea 
is to calculate the number of periods with 0 demand in the 
analyzed timeframe and build in an additional smooth-
ing equation. The mathematical–statistical description 
Fig. 1 Recommended forecast methods according to demand volume 
variation and sporadicity (Babiloni et al., 2010; Boylan et al., 2008)
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can be found in the work of Croston published in 1972. 
Syntetos and Boylan have pointed out, however, that the 
Croston method results in biased estimation. They devel-
oped the Boylan-Syntetos method, which is based on the 
Croston method but which should result in an unbiased 
forecast. A detailed description of this latter method is 
presented in Syntetos and Boylan (2001).
According to Boylan et al. (2008) and Babiloni 
et al. (2010) different product categories require different 
forecasting methods to be used. Where demand volume 
variation (that is CVDE ) is over 0.7 and/or the sporadicity of 
a product are high (value of p is higher than 1.32), the rec-
ommended forecasting method is the Syntetos-Boylan 
method. For products with low coefficient of variation 
( CVDE ) and average interdemand interval (p) the Croston 
method is recommended, or in extreme positive cases tradi-
tional time series analysis. The proposed method has been 
generalized recently in the field of information technology 
(Chovanec and Breznická, 2016; Nikolopoulos et al., 2016; 
Prestwich et al., 2014).
3 Extending the existing product forecast 
classification scheme
This paper does not aim to develop a new forecasting 
method for products with sporadic demand, but to test 
existing forecasting models. The firm analyzed asked us 
to suggest a complex forecasting strategy for its product 
portfolio that will result in better forecasting and thus 
a lower level of inventory accumulation. The core problem 
of the firm was inventory related, i.e. the excess inventory 
level of Pharma was estimated at approximately one month 
of sales. The inventory management practice of Pharma 
was a typical periodic review system (tp , S). Parameter tp 
was measured in weeks (five working days). The maximum 
inventory level, S, was calculated as three weeks' average 
demand calculated from previous sales data. (This is a built 
in SAP algorithm.) This calculated S was treated as the fore-
casted volume for the coming week. This means the actual 
forecasting (planning) horizon was 1 week. Product man-
agers were permitted to reconsider these data based 
on their experience, but the suggested forecasts developed 
by the software were not usually changed. Safety stock lev-
els were not specified. The literature includes a number of 
results to determine the parameters of inventory holding' 
mechanisms (Gamberini et al., 2014; Persson et al., 2017).
As pointed out already, the fundamental aim of our 
empirical investigation was to satisfy a business need, 
to analyze real life sales data and suggest an appropriate 
forecasting methodology for Pharma in order to obtain 
more accurate forecasts and consequently lower inventory 
level. The company services several hundred pharmacies 
with more than 10 000 product types in a radius of approx-
imately 300 km. The firm in our case study has a cen-
tralized distribution structure with 1 main and 6 regional 
warehouses. All the partner pharmacies in the country 
place their orders directly with the central warehouse. 
Based on this demand information, this warehouse plans 
and directly carries out the distribution of goods in the cap-
ital and the central region. Pharmacies in other regions are 
served by the central warehouse through one of the regional 
warehouses. Our empirical analysis involved 11 924 prod-
ucts traded by the firm. The demand information available 
covered a period of 97 working days, an almost complete 
5 months' period from 03.01.2011 to 20.05.2011. It should 
be emphasized that this demand information refers to the 
sum of demand for a concrete product coming into the 
central warehouse from all the pharmacies, and are not 
the POS data of the pharmacies themselves.
The first step was to carry out a complete classifica-
tion of the product portfolio of Pharma. The results are 
presented in Table 1. After developing this classifica-
tion, we realized that the literature (see Fig. 1) is incom-
plete because the developed and suggested scheme is 
not capable of incorporating products without an exist-
ing coefficient of variation (products with only one 
item of demand data in the analyzed time frame) and 
products that are without existing zero demand interval. 
Therefore, we generalized the classification scheme devel-
oped by Boylan et al. (2008) and extended its method-
ology to incorporate all products of the firm including 
products without any zero demand period and products 
with only one period with demand.
The number of working days with demand is indicated 
in Table 1 with n, and the number of working days with-
out demand is m. Using these characteristics, we grouped 
the product portfolio into 3 subgroups. The first subgroup 
Table 1 Extended classification scheme applied for the complete 
product portfolio of Pharma
Time
m =0
m ≥ 1 Number of 
products in the 
portfolioDemand p < 1.32 p ≥ 1.32
n ≥ 2
CVDE ≥ 0.7 573 1043 4124 5740
CVDE < 0.7 1038 503 4124 5665
n = 1 0 0 519 519
Number of products 
in the portfolio 1611 1546 8762 11 924
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includes products that were demanded, ordered from the 
central warehouse only once during the whole analyzed 
timeframe (97 working days). This subgroup was left 
out from the original classification scheme of Boylan 
et al. (2008), although from a methodological point of 
view this is an important subgroup, because the coeffi-
cient of demand volume variation cannot be interpreted 
for these products. Into the other two subgroups were cat-
egorized products where this coefficient can be calculated. 
Differentiation between these latter two subgroups was 
carried out based on the previously presented suggestion, 
where the threshold level applied was 0.7.
The second characteristic of the classification was 
the average length of interdemand interval (p). When a 
product was ordered every working day, p could not be 
interpreted. If a product is not demanded every working 
day, that means it is not ordered at least one day from the 
analyzed timeframe. In such cases p can already be cal-
culated and used as a classification criterion. For products 
where this p could have been calculated, the threshold 
value of 1.32 suggested by Boylan et al. (2008) was also 
used in our classification.
As indicated in the Table 1, our extended classification 
scheme resulted in 1 611 products with a regular order 
pattern, for which there was demand every working day. 
Of this product category 1 038 products had a low demand 
volume variation, while for 573 products the value of CVDE 
coefficient indicated a high variation.
It can also be seen that 519 products were ordered 
only once during the total 97 working days. Any kind 
of statistical analysis is not applicable for these prod-
ucts. When the length of the timeframe in the analysis is 
extended, the number of products in this product category 
is expected to decrease.
5 665 products had a low CVDE value. The demand 
for these products is practically static; 5 740 products had 
a high demand volume variation.
The product categories indicated by bold numbers 
in Table 1 are those that were used in the classifica-
tion scheme of Boylan et al. (2008). The product port-
folio analyzed includes 503 products with smooth, 4 124 
with intermittent, 4 124 with lumpy and 1 043 with erratic 
demand. In these cases, we were able to test the meth-
odological suggestions developed by Boylan et al. (2008) 
and Babiloni et al. (2010) and presented above in Fig. 1.
4 Testing suggested forecast methodologies
Using the previous demand data provided by Pharma we cal-
culated and present here the forecasted demand for four 
specific products, representing the four product categories 
in the classification scheme developed by Boylan et al. (2008) 
and Babiloni et al. (2010): the smooth, the erratic, the lumpy 
and the intermittent product categories. The smooth product 
category is represented by the product Lavestra. The erratic 
product category is represented by the product called Isodex. 
The product category with lumpy demand will be exempli-
fied by a product named Menthae. Finally, a product called 
Isolyte will represent the intermittent product category.
4.1 A product with smooth demand
As has just been mentioned, the product category 
with smooth demand is represented by the Lavestra. 
This product has a desirably low CVDE value, 0.29 and also 
a low p value, with 1.0 meaning that the product was regu-
larly ordered almost every working day. The development 
of demand volumes over time illustrated in Fig. 2 also 
indicates a smooth demand pattern.
4.2 A product with erratic demand
This product category is represented by the product Isodex, 
which has a relatively high CVDE value of 1.56. The value 
of the p –index of sporadicity – is 1.1, indicating a low 
sporadicity of this product. The past demand volumes of 
the product are shown in Fig. 3.
4.3 A product with lumpy demand
Products with lumpy demand are represented by Menthae. 
It has a 0.99 CVDE and a 1.35 p value that is slightly 
above the threshold of 1.32.
The development of past demand volumes for Menthae 
are illustrated in Fig. 4. One noteworthy characteristic of 
this product is that there was demand for it on 70 of the 
97 working days examined, which means we were able 
to identify 27 working days with 0 demand. The demand 
data also indicate that demand for the product is seasonal; 
the majority of the demand arises during the winter period. 
(Because of the relatively low number of observations 
we had, we assumed a static pattern and did not dealt 
with the problem of seasonality.)
4.4 A product with intermittent demand
The product category with intermittent demand is repre-
sented by the product Isolyte. It has a low CVDE value, 0.37 
and an extremely high p value of 14.83, meaning that of 
the 97 working days examined there was demand for it 
only every 15th day. During the whole timeframe of our 
investigation there was demand for it once per day on 6 
occasions and twice per day on two occasions.
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The development of demand volumes over time 
for Isolyte are indicated in Fig. 5. It can be seen that there 
is a relatively low variation in demand volumes but spo-
radicity is significant.
Demand forecast is a corrected statistical estimation. 
Perfect estimation is practically unachievable; there-
fore, calculating the forecast error is always an essen-
tial part of forecasting. Forecast error can be measured 
in different ways. One broadly used measure (Hyndman-
Koehler, 2006) is the Mean Absolute Deviation (MAD) 
that indicates the difference between the forecasted and 
the actual demand volumes:
MAD =
−
=
∑ d f
n
i i
i
n
1 ,
 
where n is the number of observations, di is the actual demand 
for the product in period i, and fi is the forecasted value.
This measure was used in our analysis to evaluate 
the quality of forecasts which resulted from using differ-
ent forecast methods.
Fig. 2 Demand volumes of Lavestra (using daily data)
Fig. 3 Demand volumes of Isodex (using daily data)
Fig. 4 Demand volumes of Menthae (using daily data)
Fig. 5 Demand volumes of Isolyte (using daily data)
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Forecasts were made for all four products using 4 dif-
ferent methods as suggested in Fig. 1: moving aver-
age and simple exponential smoothing (two classic time 
series analysis), the Croston and the Syntetos – Boylan 
method. The results of the test are summarized in Table 2. 
(The forecast was calculated for 21 May 2011.)
The forecasted volumes with the best MAD values 
are indicated in the Table 2. For a smooth product, like 
Lavestra, the suggested forecasting methods are the tra-
ditional time series analysis or the Croston method. 
(In these cases, both the value of p and CVDE are close 
to their threshold values.) Our test confirms these theo-
retical suggestions. For the other three product categories 
(erratic, lumpy and intermittent), the suggested method 
for forecasting is the Syntetos-Boylan method. Our empir-
ical results back these hypotheses only partially. For our 
erratic and lumpy product, Isodex and Menthae, the low-
est MAD value was obtained using the Syntetos-Boylan 
method, but for our intermittent product Isolyte a classic 
time series analysis resulted in the best forecast accuracy.
We extended our empirical test and also calculated 
the forecasted volumes and their MAD values for addi-
tional products with intermittent (Doliva) and lumpy prod-
ucts (Insuman). The results of these new calculations also 
only partially support the theoretical suggestions for which 
methodology to apply. In both cases the suggested forecast-
ing methodology would be the Syntetos–Boylan method. 
Using real life data it was found that, in the case of Doliva, 
a product with intermittent demand pattern, the lowest 
MAD value was achieved with simple exponential smooth-
ing and the Croston method. In case of Insuman, a lumpy 
product, the best forecast was obtained when a moving 
average was used. To sum up the outcome of the first round 
of our empirical analysis we can state that our results do 
not unambiguously support the theoretical suggestions 
developed by Boylan et al. (2008) and Babiloni et al. (2010).
5 Demand data aggregation and its effect 
on sporadicity and the quality of forecast
The managers of Pharma indicated that their most 
important problem was the sporadic character of demand. 
As mentioned above, applying new forecasting methods 
(e.g. the Syntetos – Boylan method) for products with spo-
radic demand gives no straightforward solution to this 
core problem. As a next potential solution to the problem 
of sporadicity we tested the impact of demand data aggre-
gation on the quality of forecast (Zotteri et al., 2005).
With the help of a tailor-made Windows Excel macro 
we were able to specify the number of how many work-
ing days out of the total 97 when there was real demand 
for all the products in Pharma's portfolio; so was also pos-
sible to calculate the proportion of days with 0 demand. 
Based on this information we were able to develop a daily 
demand curve. As illustrated in Fig. 6 this demand curve 
is "U" shaped. On the left side of the curve are those prod-
ucts that can be characterized as having high sporadic-
ity. The proportion of days with 0 demand is very high 
for these products. The right wing of the curve shows 
products, where sporadicity is not a problem, the propor-
tion of days with no demand is low, and which are ordered 
almost every working day.
Similarly, weekly and monthly demand curves can be 
interpreted by aggregating available daily demand data 
on weekly and monthly level. Aggregating data also 
extends the time period of the analyses, in the first step 
from days to weeks, then from weeks to months. As the 
length of the period analyzed increases, the number of 
products with real demand during the given analytical 
time period will necessarily also increase, while the num-
ber of products with 0 demand decreases.
This aggregation was carried out, whereby weekly 
demand data was worked out using data from 95 work-
ing days, since these 95 days make up 19 complete 
weeks. Of all the 11 924 products in the portfolio 23 had 
Fig. 6 Daily demand curve of the 11 924 products
Table 2 Results of our empirical test (using daily demand data)
Forecasting 
method 
applied
Smooth 
product: 
Lavestra
Erratic 
product: 
Isodex
Lumpy 
product: 
Menthae
Intermittent 
product: 
Isolyte
Value of MAD
Moving 
average 26.53 10.68 2.38 0.15
Exponential 
smoothing 24.89 10.23 2.42 0.15
Croston 
method 28.16 10.42 2.61 0.20
Syntetos-
Boylan 
method
31.33 9.58 2.31 0.26
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demand on the last two days of the analyzed periods. 
Consequently, these products and their demand data were 
left out from this step of analysis.
Using daily demand information, we identified 
1 600 products for which there was actual demand on all 
97 working days. Using the aggregated demand informa-
tion on a weekly basis the number of products for which 
demand existed during the period analyzed (a week) 
increased to 4 671.
Monthly or quarterly aggregation can theoretically also 
be executed. Using demand data aggregated at a monthly 
level the number of products with demand during the 
actual analytical period (here month) increased to 7 686, 
while aggregation on a quarterly basis resulted in 10 017 
products with real demand during that time period (quar-
ters). Aggregation on these levels, however, may raise 
serious problems because radically decrease the number 
of observations available for demand forecasting. As men-
tioned, we collected information over 97 working days 
that covered 5 months and 2 quarters. 5 and 2 observa-
tions are far from acceptable and no statistical estimation 
can be based on them.
This also highlights an important managerial implica-
tion of such demand data aggregation: Although aggre-
gation can help in smoothing out the sporadic character 
of products, it can also enormously increase the length of 
time necessary for forecasting. Where sufficient demand 
data is available for statistical estimation, the process of 
aggregation can decrease the sporadic nature of demand 
and result in a lower p value (index of sporadicity).
As indicated in Fig. 7, aggregating available daily 
demand data on a weekly and then monthly basis leads 
to decreased sporadicity indeed. (Slightly grayed boxes 
indicate the initial data sets.) Previously we discussed 
the case of 4 + 2 products. For all 6 of these products 
we calculated the actual CVDE and p values for aggregated 
both weekly and monthly data. The results of these cal-
culations are summarized in Table 3. Aggregating daily 
demand data manually always resulted in lower sporadic-
ity although in some cases (see product Isolyte) aggrega-
tion led to increased demand volume variation.
Our practical objective was to help Pharma to develop 
more reliable forecasting and a more efficient inventory 
management system. To be able to do that we wanted 
to test methodological recommendations published in the 
literature for products with sporadic demand character. 
Therefore, we calculated the actual forecast values for sev-
eral particular products using not only the initial raw data-
set of daily demand information, but also using aggre-
gated weekly demand data. Due to the very low number 
of observations (from 2 to 5) the demand data aggregated 
on a monthly level were not used for further forecasting. 
A summary of our calculations is presented in Table 4.
In Table 4 we have bolded the forecast methods, which were 
actually in line with theoretical suggestions. Where fore-
casts were carried out using daily demand data the theoret-
ical suggestions could be confirmed in only 3 cases of the 6 
(Lavestra, Isodex and Menthae). After aggregating the daily 
data at the weekly level and using this aggregated database 
for forecasting, the number of products for which the sug-
gested methodology was confirmed increased to 5. Only in 
case of the product Insuman did the theoretical suggestion 
not match our empirical result.
When classification is carried out using monthly aggre-
gated data, Insuman's product classification changes from 
lumpy to erratic. This indicates that using very long time 
series data may help solve the problem of forecasting. 
Insuman represents the most problematic product cate-
gory, the lumpy product. Of the 11 924 products Pharma 
has in its product portfolio 4 124 belong to this category.
6 Conclusions and further research
This paper investigated a forecasting system for a whole-
sale pharmaceutical firm. We analyzed its sales data and 
developed a classification scheme for its product portfolio 
based on the two relevant demand characteristics, using 
the coefficient of variance and the average interdemand 
interval of products. This scheme is an extended ver-
sion of the suggested demand classification scheme sug-
gested by Boylan et al. (2008) and Babiloni et al. (2010). 
Our extended classification scheme includes also prod-
ucts that were without an existing coefficient of variation, 
Fig. 7 Changing demand character of the analyzed products due to 
demand data aggregation
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i.e. only one piece of demand data is available in the ana-
lyzed time frame. This scheme also makes it possible to 
classify products that do not have a zero demand interval. 
Using this scheme all items in a concrete product portfo-
lio can be classified.
After the classification we tested the forecasting meth-
ods that are suggested by state-of-the-art literature. 
Our empirical analysis only partly supported these rec-
ommendations; in 3 cases of the 6 analyzed these recom-
mendations hold. The next step was to aggregate the ini-
tial daily demand data provided by Pharma. The basic 
aim of this aggregation was to decrease the sporadic-
ity of products. The results supported our hypothesis, 
and the sporadicity index of all the analyzed products 
decreased. Aggregation was carried out both on weekly 
and monthly bases. After aggregation we tested the pro-
posed forecasting method again. The results show that 
the reliability of theoretical suggestions increased, so that 
for 5 of the 6 products the 6 suggested forecasting method 
resulted in the lowest MAD value.
This result has important managerial relevance, since it 
can result in better forecasting and lead to more efficient 
inventory management. Managers should be aware of the 
relatively easy technical solution of data aggregation and 
consider its potential when developing firm-specific fore-
casting and inventory management systems. This data 
aggregation aims to specify the length of the forecast 
period, where the sporadicity index hits the threshold level. 
However, we also have to highlight the prerequisite of such 
an aggregation. We noticed that in some of our product 
examples even quarterly or yearly aggregation would have 
been necessary to effectively reduce the index of sporadic-
ity. This underlines the importance of developing appropri-
ately long databases for effective forecasting.
Table 4 Results of or empirical test using daily and aggregated weekly demand data
Product category Method resulting in lowest MAD value Product category using Method resulting in lowest MAD value
daily data weekly data
LAVESTRA Smooth Exponential smoothing Smooth Exponential smoothing
ISODEX Erratic Syntetos-Boylan Erratic Syntetos-Boylan
ISOLYTE Intermittent Moving average,
Exponential smoothing
Intermittent Syntetos-Boylan
MENTHAE Lumpy Syntetos-Boylan Smooth Moving average
DOLIVA Intermittent Croston,
Exponential smoothing
Smooth Exponential smoothing
INSUMAN Lumpy Moving average    Lumpy Moving average
Table 3 Demand typology based on initial daily, aggregated weekly and monthly data
Product 
characteristics
Demand type
No. of data with demand
(proportion to the total) Demand type
No. of data with demand
(proportion to the total) Demand type
No. of data with demand
(proportion to the total)
Daily Weekly Monthly
LAVESTRA
Smooth
CV = 0.29
p = 1
96
98.96 %
Smooth
CV = 0.16,
p = not exist
19
100 %
Smooth
CV = 0.2,
p = not exist
5
100 %
ISODEX
Erratic
CV = 1.56
p = 1.1
86
88.66 %
Erratic
CV = 0.8,
p = not exist
19
100 %
Smooth
CV = 0.56
p = not exist
5
100 %
ISOLYTE 
Intermittent
CV = 0.37
p = 14.83
8
8.25 %
Intermittent
CV = 0.56,
p = 4.56
5
26.32 %
Erratic
CV = 1.17,
p = 1
4
80 %
DOLIVA 
Intermittent
CV = 1.46
p = 2
46
47.42 %
Smooth
CV = 0.58
p = not exist
19
100 %
Smooth
CV = 0.39
p = not exist
5
100 %
INSUMAN 
Lumpy
CV = 2.88
p = 16.66
14
14.43 %
Lumpy
CV = 1.44
p = 7.5
4
21.05 %
Erratic
CV = 1.83,
p = 3
2
40 %
MENTHAE 
Lumpy
CV = 1.32
p = 1.35
70
72.16 %
Smooth
CV = 0.61,
p = not exist
19
100 %
Smooth
CV = 0.48,
p = not exist
5
100 %
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The adequate forecast period determined with the help 
of aggregation also influences the suggested inventory 
management policy. The forecast period proposed using 
such a data aggregation should affect not only the length 
of review of the actual inventory information, but also 
the necessary safety stock level. Specifically, we recom-
mended that Pharma apply the concept of a reorder point 
and introduce a mixed inventory policy (tp , s, S), where 
the period length specified in aggregation determines 
the volume of safety stock.
Besides the managerial relevance of our analysis, 
the suggested technique of data aggregation also raises 
theoretical questions. The aggregation has crucial mathe-
matical statistical consequences. We did not examine how 
such an aggregation would change the statistical proper-
ties of a time series; such as the distribution or density 
function of the derived demand data set, which may 
directly influence the main inventory related information, 
such as lot size for example. The clarification of these the-
oretical issues needs further research, and can contribute 
to more generalizable recommendations.
The suggested forecast horizon could also have a cru-
cial influence on the inventory management. First, the 
proposed forecast period determines the length of peri-
odic review, in our case the magnitude of parame-
ter tp . Secondly, this period length affects the vol-
ume of the safety stock, i.e. the safety stock must cover 
the excess demand on the forecast horizon tp (Novotna 
and Sustrova, 2018).
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