In this paper we consider an optimal dividend problem for an insurance company which risk process evolves as a spectrally negative Lévy process (in the absence of dividend payments). We assume that the management of the company controls timing and size of dividend payments. The objective is to maximize the sum of the expected cumulative discounted dividends received until the moment of ruin and a penalty payment at the moment of ruin which is an increasing function of the size of the shortfall at ruin; in addition, there may be a fixed cost for taking out dividends. We explicitly solve the corresponding optimal control problem. The solution rests on the characterization of the value-function as the smallest stochastic super-solution that we establish. We find also an explicit necessary and sufficient condition for optimality of a single dividend-band strategy, in terms of a particular Gerber-
Optimal control of Lévy risk models
The spectrally negative Lévy risk model. Recall the classical Cramér-Lundberg model
which is used in collective risk theory (e.g. Gerber [21] ) to describe the surplus X = {X t , t ∈ R + } of an insurance company. Here, C k are i.i.d. positive random variables representing the claims made, N = {N t , t ∈ R + } is an independent Poisson process with intensity λ modelling the times at which the claims occur, and p t, with p = η + λm, represents the premium income up to time t, with profit rate η > 0 and mean m < ∞ of C 1 .
In later years, the model (1.1) has been generalized to the "perturbed model"
where B t denotes an independent standard Brownian motion, which models small scale fluctuations of the risk process.
Since the jumps of X are all negative, the moment generating function E[e θXt ] exists for all θ ≥ 0 and t ∈ R + , and is log-linear in t, defining thus a function ψ(θ) satisfying:
where ν(dx) = λF C (dx), x ∈ R + , with F C the distribution function of C 1 , is the "Lévy measure" of the compound Poisson process S t , and η = ψ ′ (0) is the mean of X 1 − X 0 .
The cumulant exponent ψ(θ) is well defined at least on the positive half-line, where it is strictly convex with the property that lim θ→∞ ψ(θ) = +∞. Moreover, ψ is strictly increasing on [Φ(0), ∞), where Φ(0) is the largest root of ψ(θ) = 0. We shall denote the right-inverse function of ψ by Φ :
An important generalization is to replace the process S in (1.2) by a general subordinator (a nondecreasing Lévy process, with Lévy measure ν(dx), x ∈ R + , which may have infinite mass). Under this model, the "small fluctuations" can arise either continuously, due to the Brownian motion, or due to the infinite mass of the Lévy measure.
Taking S to be a pure jump-martingale with i.i.d. increments and negative jumps with Lévy measure ν(dx), one arrives thus to a general integrable spectrally negative Lévy process X = {X t , t ∈ R + } i.e. (see Bingham [15] , Bertoin [12] , Kyprianou [30] ) a stochastic process that has stationary independent increments, no positive jumps and càdlàg paths with X t integrable for any t ∈ R + , defined on some probability space (Ω, F, F, P), where F = {F t } t∈R + is the natural filtration satisfying the usual conditions of right-continuity and completeness. To avoid degeneracies, we exclude the case that X has monotone paths. In case of zero Gaussian coefficient, X is called a pure-jump Lévy process. We denote by {P x , x ∈ R} the family of probability measures that correspond to the shifts of X by a constant, that is, P x [X 0 = x] = 1.
An alternative characterization of spectrally negative Lévy processes is via the "q-harmonic homogeneous scale function" W (q) , a non-decreasing function defined on the real line that is 0 on (−∞, 0), continuous on R + , with Laplace transform given by De Finetti's dividend problem. Under the assumption that the increments of the surplus process have positive mean, the Lévy risk model has the unrealistic property that it converges to infinity with probability one.
In answer to this objection, De Finetti [17] introduced the risk process with dividends
where π is an "admissible" dividend control policy and D π t denotes the cumulative amount of dividends that has been transferred to a beneficiary up to time t, and where U π 0− = X 0 = x > 0 is the initial capital.
Writing τ π = inf{t ∈ R + : U π t < 0} for the time at which ruin occurs, the objective is to maximize the expected cumulative dividend payments until the time of ruin v * (x) := sup
where E x [·] = E x [·|X 0 = x] and Π denotes the set of all admissible strategies, and where q is the discount rate.
Note that ruin may be either exogeneous or endogeneous (i.e. caused by a claim or by a dividend payment). A dividend strategy is admissible if ruin is always exogeneous, or more precisely, an admissible dividend strategy D π is a right-continuous F-adapted stochastic process that will satisfy that at any time preceding ruin, a dividend payment is smaller than the size of the available reserves:
(1.6) for any t ≤ τ π ,
The second line in Eqn. (1.6) states that, if the jump-part of X is of bounded variation, it is not admissible to pay dividends at a rate larger than the premium rate p at any time t that there are no reserves (i.e. U π t = 0), as this would lead to immediate ruin. Single barrier policies. Recall first the simplest case when there are no transaction costs. One possible dividends distribution policy is the "barrier policy" π b of transferring all surpluses above a given level b, which results in the optimal value:
where D b = D π b is a local time-type strategy, given explicitly in terms of X by D b 0− = 0 and
with x + = max{x, 0}. As this equation shows, a non-zero optimal barrier must be an inflection point of the scale function, if the latter is smooth.
Fixed transaction costs. It is interesting to consider also the effect of adding fixed transaction cost K > 0 that are not transferred to the beneficiaries when dividends are being paid. The objective of the beneficiaries becomes then to maximize v π (x):
where N π t is the cardinality of the range R(D −1 ) of the right-inverse D −1 of D π , that is, (1.7) N π t = #{s ∈ [0, t] : s ∈ R(D −1 )}, R(D −1 ) = {u ∈ R + : D −1 (x) = u for some x ∈ R + }.
If the range R(D −1 ) is discrete, N π t is equal to the number of times a dividend has been paid out by time t.
The introduction of a fixed transaction cost K > 0 has the usual effect of changing the optimal reflection boundaries b into strips [b − , b + ], so that when U t = b + , a dividend b + − b − is paid, and the process is diminished to the lower "entrance" point b − .
The typical optimal dividend strategy consists then of "lump sum payments" [4] , with π of the form π = {(J k , T k ), k ∈ N}, where 0 ≤ T 1 ≤ T 2 ≤ ... is an increasing sequence of F-stopping times representing the times at which a dividend payment is made and J i ≥ K is a sequence of positive F T i -measurable random variables representing the sizes of the dividend payments. Then,
where N π t = #{k : T k ≤ t} is the number of times that dividends have been paid by time t. For single bands policies for example, the dividend distribution consists of the fixed amount
Optimality conditions for single band strategies. The interest in bands strategies was reawakened by Azcue and Muler [10] , who considered the Cramér-Lundberg model via a viscosity approach, and produced the first example (with Gamma claims) in which a single constant band is not optimal.
Let (1.8) b * = sup{b > 0 : W (q)′ (b) ≤ W (q)′ (x) for all x}, denote the last global minimum of the scale derivative.
Avram et al. [8] showed that
where Γ denotes the infinitesimal generator of X, is a sufficient optimality condition for the single band strategy under a general spectrally negative Lévy model. In fact, the condition (1.8)-(1.9) is both necessary and sufficient. Under the same model, Loeffen [33, 34] (with and without transaction cost) uncovered a sufficient single band optimality condition, namely that the last local minimum of the q-scale function is also a global minimum.
Kyprianou et al. [31] showed the optimality of a threshold policy if ν has a log-convex density.
Loeffen and Renaud [35] provided a more general result by establishing optimality of the threshold policy in the presence of an affine penalty function with slope less than unity, if ν has a log-convex tail.
The optimality of barriers strategies was recently established by Albrecher and Thonhauser [2] in the presence of fixed interest rates as well.
Multiple barrier policies. However, single barrier strategies might not be optimal cf. Gerber [19, 20] . The optimal strategy may be a "multi-bands strategy", involving several "continuation bands" [a i , b i ), i = 0, 1, ... with upper reflecting boundaries b i , separated by "dividend paying bands" [b i , a i+1 ), i = 0, 1, ... of jumping to the next reflecting barrier below b i , by paying all the excess as dividends (see also Hallin [26] , who formulated a system of time dependent integro-differential equations associated to multi-bands policies). Gerber showed that for exponential claims (and with no constraints on the dividends rate), the optimal policy involved only one continuation band; however, constructing examples where more than one band was necessary remained an open problem for a long time.
Balancing dividends, ruin penalties and transaction costs. Several alternative objectives have been proposed recently, involving a penalty at ruin, based on a function of the severity of ruin [16, 22, 46] , or on a continuous payoff until ruin [1] .
The case where the insurance company is bailed out by the beneficiaries every time that there is a short fall in the reserves was investigated in [8] , and in Kulenko and Schmidli [29] .
In the current paper we investigate the influence of a general penalty and transaction costs on the optimal dividend policy. Assuming that the management of the company controls timing and size of dividend payments and is liable to pay a penalty that is a function of the shortfall at the moment of ruin, we solve the corresponding optimal control problem by constructing explicitly its solution. To show that the constructed function solves the stochastic optimal control problem, standard verification arguments that rely on the application of Itô's lemma can in general not be employed, due to a lack of smoothness of the value function. In particular, it will follow from the form of the value-function and from results concerning the smoothness of scale functions (Kyprianou et al. [31] , Lambert [32] ) that, in general, the value-function is continuous but not C 1 on R ++ := (0, ∞) if X has bounded variation, and is C 1 but not C 2 on R ++ , if X has unbounded variation. The approach followed in this paper is probabilistic in nature and rests on a dual representation of the value function as the point-wise minimum of stochastic super-solutions (Thm. 4.2(i)), and on a comparison and local-verification result (Thm. 4.2(ii)), which is a consequence of this representation.
A key point is an explicit formula in Eqn. (2.24) below of a"continuous q-harmonic/Gerber-Shiu function" F w (x) associated to a given penalty w(x), x ∈ R − , in terms of simpler scale functions.
Informally, F w (x) is the "continuous nonhomogeneous solution" of the Dirichlet problem on R ++ with boundary condition w(x), x ∈ R − . More precisely, F w (x) is defined by subtracting a multiple of the homogeneous scale function W (q) (x) out of the solutions of either the two-sided, or the reflected exit problem, as defined in Section 2, such that the remaining part is continuous on R if w is continuous, and continuously differentiable on R if w is continuously differentiable on R − and X has unbounded variation -see Definitions 2.3 and 2.8 in Section 2.2.
For exponential penalties w(x) = e xv , the Gerber-Shiu function has a simple formula (2.16), which may be used also as a generating function for the expected payoffs associated to polynomial penalties
The function F w (x) provides an explicit expression for the solution of the key auxiliary problem of finding the value function of a single dividend-band strategy and is equal to the value-function of an embedded optimal stopping problem -see Proposition 5.1 and Theorem 5.14, leading ultimately to the optimal band levels -see Section 5.4.
We establish an explicit necessary and sufficient criterion for optimality of single dividend barrier policies in the presence of fixed transaction cost and general penalty, which in particular includes the case of zero penalty (w ≡ 0) -see Theorem 5.4 in Section 5.1.
Contents. The remainder of the paper is organized as follows. Section 2 is concerned with two stochastic boundary value problems associated to the value of dividend payments in the presence of a penalty. In Section 3 the dividend-penalty problem is phrased and its optimal solution is presented, and Section 4 is devoted to the martingale approach. In Section 5 the value function is constructed,
and some examples are analyzed in detail in Section 6. A number of the proofs are presented in the Appendix.
Two stochastic boundary value problems
The problem under consideration in this section is the identification of the solution of two exit problems in terms of the q-scale function W (q) . It is known that, on R + , W (q) is non-decreasing and everywhere right-and left-differentiable. Furthermore, if the Gaussian coefficient σ is positive, [31] ), and W (q)′ (0+) = 2 σ 2 . Throughout the paper, we denote by f ′ (x) the right-derivative at x of a function f .
a be the first entrance times of X into the sets (b, ∞) and (−∞, a),
δ ∈ R and any given Borel-measurable function w : (−∞, a] → R (the "pay-off") satisfying the integrability condition
To V a,b w is associated the following stochastic boundary value problem (SBV) on (a, b): find a Borelmeasurable function f :
Fixing β ∈ R, and w : (−∞, a] → R satisfying (2.2) the function of interest in this case is U a,b w : (a, b) → R given by
The corresponding SBV problem is to find a Borel-measurable function f :
We will show in Thm. 2.12 below that Problems A and B admit unique solutions if w is sufficiently regular. The boundary condition at a is imposed only if X has unbounded variation, in which case a is regular for (−∞, a) for X and Y b . We will drop the super-scripts a, b if a = 0 and/or b = ∞, writing
Certain particular cases of Problems A and B have been extensively studied in actuarial science. For example, U b w with β = 1 and w ≡ 0 is equal to the present value of the cumulative dividend payments under a barrier strategy at level b. The following particular cases will be needed in the sequel.
Example 2.1. In the case that b is finite, w ≡ 0, the unique solutions of Problems A and B are given by
, (i) Problem A admits a unique solution given by
(ii) Problem B admits a unique solution given by
Of course, such a function F is not unique. In the next sections, we construct special Gerber-Shiu functions that are continuous on R for continuous payoffs w and continuously differentiable on R if X has unbounded variation and w is continuously differentiable, starting with the case of exponential and polynomial payoffs (note that neither V a,b w , U a,b w , nor W (q) are continuous or continuously differentiable on R in general).
2.1. Exponential and polynomial boundary conditions. In the case that w is exponential or polynomial the solution of the stochastic boundary value problems can be expressed in terms of the following family of functions:
x ≤ 0 and, for x > 0, by
With n the largest integer such that
Note that, for any q, v ∈ R + , Z (q,v) | R + is C 1 , as a consequence of the continuity of W (q) | R + .
The composition of a function f with a translation θ a by a ∈ R will be denoted by
Let e v (x) := e vx 1 R − (x) denote an exponential pay-off, and e v,a := −a e v the translated version. The solutions of Problems A and B with δ = β = 0 and pay-off e v,a are given as follows:
is a Gerber-Shiu function with payoff e v,a . In particular, the following hold true:
For use in the sequel we record the special case of the kth moment of the overshoot 
.
In particular, Z k is a Gerber-Shiu function with payoff w(x) = (x − a) k .
The proofs of Prop. 2.5 and Cor. 2.6 are given in Appendix A.
General boundary functions.
We shall restrict ourselves to the following class of payoffs w.
Definition 2.7. We denote by R the set of Borel-measurable functions w : R − → R that are continuous at 0, admit a finite left-derivative w ′ (0−) at 0, and satisfy the following integrability conditions:
where the function w ν : R ++ → R is defined by
To each payoff w ∈ R we associate a scale function F w :
x < 0, and is continuous on R + with Laplace transform
where w * ν denotes the Laplace transform of w ν . Remark 2.9. (i) In the case of exponential penalty, w = e v , the function F w reduces to Z (q,v) . Indeed, the Laplace transforms F * ev and (Z (q,v) ) * of F ev | R + and Z (q,v) | R + are both equal to:
(ii) Properties of F w that will be used in the sequel are listed in Appendix A.
The classical Gerber-Shiu function V 0,∞ w (x) corresponding to penalty w can be explicitly expressed in terms of F w , as follows: Proposition 2.10 (Classical Gerber-Shiu function). Let w ∈ R. For any x ∈ R it holds that
In particular, the following martingale property holds true:
Remark 2.11. An equivalent representation for V 0,∞ w in terms of W (q) was found in Biffis & Kyprianou [14] .
The solutions of the stochastic boundary value problems can hence be expressed in terms of the functions W (q) and F w as follows: Proof of Theorem 2.12: An application of the compensation formula yields the following represen-
where U a,b e 0,a is given in (2.20) , and q-resolvent measure R q a,b (x, dy) of Y b killed upon entering (−∞, a) which is given by ([38, Thm. 1])
Combining these expressions with Lem. A.2(iii) and taking note of the fact that the term 
is a UI P x -martingale, for x ∈ [a, b], and is hence a solution of Problem B. If U 1 , U 2 are two solutions of Problem B then U 0 := U 1 − U 2 is a solution of (2.8) -(2.9) with w = β = 0. Hence,
where we used that e −q(t∧τa) U 0 (Y b t∧τa ) is uniformly integrable. A similar argument yields the uniqueness of a solution to Problem A. As for the existence, an application of the strong Markov property yields the following:
Combining Eqn. (2.1) with Eqn. (2.31), and inserting (2.11) and (2.25), yields the identity (2.14) with F = F a w (using that the term σ 2 2 a w ′ (0−)W (q) (x) cancels).
The dividend-penalty control problem
The process X represents the cash-reserves of the company in the absence of dividend payments.
We will restrict ourselves to the case of positive net income (or infinitesimal drift), η := E[X 1 ] > 0.
The level of the reserves {U t , t ∈ R + } when the dividend payments has been taken into account is then given by
where D = {D t , t ∈ R + } is a dividend process, a non-decreasing right-continuous F-adapted process with D 0− = 0. Here D t represents the cumulative amount of dividends that has been paid until time t.
The beneficiaries control the timing and size of dividend payments made by the company, and are liable to pay at the moment τ π of ruin the penalty −w(U π τ π ), which may be used to cover (part of) the claim that led to insolvency, where w is a penalty. The beneficiaries seek to pay out dividends according to an admissible policy that maximises the sum of the expected discounted cumulative dividends and the expected penalty payment. Definition 3.1. A penalty w : R − → R − is an increasing function that is right-continuous on (−∞, 0), left-continuous at 0 and admits a finite left-derivative w ′ (0−), and satisfies the integrability condition
The collection of penalties is denoted by P. It is straightforward to verify that P ⊂ R, the class given in Definition 2.7.
The present value of the penalty payment discounted at rate q > 0, considered as function of the level of reserves, is called the "Gerber-Shiu penalty function" associated to the penalty w, and is given by
where E x [·] denotes the expectation under P x . Under condition (3.1), it holds that, for any level of initial capital x ∈ R + , W π w (x) is bounded uniformly over π ∈ Π (see Lemma 4.9).
The objective of the beneficiaries of the insurance company is phrased in terms of the following stochastic optimal control problem:
where Π denotes the set of admissible dividend policies π and µ K is the (possibly signed) random
with N π t equal to the counting process defined in Eqn. (1.7) . The solution to the stochastic control problem (3.2) consists of a pair (w, π * ) of a function w :
A flexible class of dividend strategies are the so-called multi dividend-bands strategies, that are specified as follows:
is described as follows:
In the case of zero transaction cost a multi dividend-bands strategy π a,b consists in paying out "the
and is equal to a local time of U a,b at the boundary b = (b(t)) t∈R + . Note that in this case the process X is reflected at the levels b + n : the dividend strategy is the minimal moderation of X to ensure that the moderated process does not cross the boundary b(t). In the case of a positive fixed transaction cost K the "reflection boundaries" b + n widen to strips [b − n , b + n ] and the "local time" type payments are replaced by lump-sum payments b + n − b − n where b − n may lie below a n−1 (see Figure 3 ). The solution of the stochastic control problem is given as follows: Figure 1 . Illustrated in the figure on the left is a path of the risk process U π in the absence of transaction cost (K = 0) for a three-bands strategy with the lowest level b + 1 equal to zero. The figure on the right pictures a path of the risk process U π in the case K > 0 and π is a two-bands
The vertical dashed stretches represent the claims, while lump sum dividend payments are indicated by arrows. At the moment τ of ruin a penalty payment w(U τ ) is required that is a function of the shortfall U τ Theorem 3.3. For any w ∈ P, an optimal strategy for the control problem (3.2) is the multi dividendbands strategy π a * ,b * and
, and the levels a * , b − * and b + * are specified in Sect. 5.4 below.
The construction of the strategy π a * ,b ± * and the proof of its optimality are given in Sect. 4 and 5.
Martingale approach
4.1. Dual representation. The solution of the stochastic control problem (3.2) is based on a characterization of the optimal value function v * , as the point-wise minimum of the following family of functions:
and the following conditions are satisfied:
The family of such functions will be denoted by G. (ii) Def. 4.1 is closely to the notion of (stochastic) sub-solution that was introduced by Stroock & Varadhan [44] in the setting of linear parabolic PDEs and their associated diffusions. In the same setting Bayraktar & Sîrbu [11] recently showed that the point-wise supremum of (stochastic) subsolutions is a lower semi-continuous viscosity sub-solution of a corresponding Cauchy problem.
(iii) It can a priori be shown that v * is continuous if K = 0. See Lemma 4.7 below.
(iv) A sufficient condition for a g ∈ C 2 (R) to satisfy Eqn.
is a family of operators that is defined as follows:
where ν(x) = ν((x, ∞)) and ν 1 (x) = (x,∞) yν(dy). In case that X has bounded variation the operator a L w ∞ takes the following equivalent form:
The operator a L w ∞ is related to the infinitesimal generator Γ of the Feller-semigroup of X as follows: 
where µ π K denotes the random measure on (R + , B(R + )) defined in Eqn. (3.3) . The family of such functions will be denoted by H.
Proposition 4.5. The value function v * admits the following dual representation:
Remark 4.6. More generally, the value-function v * restricted to [z, ∞), z ∈ R + , admits the following representation:
The proof of the representations in Eqns. (4.9) and (4.10) is in part based on the fact that the function v * is itself a member of the class H, which follows from the following auxiliary results (the proofs of which are deferred to the appendix):
Lemma 4.7. For any fixed π ∈ Π and x ∈ R + , the process V π = {V π t , t ∈ R + } defined as follows:
(ii) v * is dominated by an affine function:
Lemma 4.9. For any q > 0, and w ∈ P, there exists a C ∈ R ++ such that following bound hold true:
Furthermore, for any π ∈ Π and x ∈ R + , the following holds true:
In particular, the process
Proof of Prop. 4.5: Fix x ∈ R + , and let H be any element of H, and π ∈ Π any admissible policy.
The super-martingale property (4.7), the boundary condition (4.8), and the uniform integrability yield the following:
Taking the supremum over π ∈ Π and using the definition of v * yields that H(x) ≥ v * (x). Since H ∈ H was arbitrary, it holds thus that inf H∈H H(x) ≥ v * (x). This inequality is in fact an equality since v * is a member of H, on account of Lem. 4.7 and Lem. 4.9.
The following result implies that the set H contains the set G: Proof of Lem. 4.10: Fix arbitrary X 0 = x ∈ R + and π ∈ Π and s, t ∈ R + with s ≤ t. Since g and (4.14) and the fact that g and h are dominated by an affine function. Consider the sequence (π n ) n∈N of strategies defined
We claim that for every n ∈ N (4.16)
Given this claim the proof is completed as follows. On account of the form of π n , it follows that e −qs dN π s . The fact that the grid T n contains both s and t, the MCT and the martingale property (4.16) imply the following:
Since s, t were arbitrary it follows that M π is a P x -martingale.
Next we turn to the proof of the claim. Denoting
In view of Eqn. (4.3) it follows that Z i is non-positive. Furthermore, the discrete time version of Doob's stopping theorem and the strong Markov property of X imply the following identity:
The tower-property of conditional expectation then yields 
In the following result it is shown that this verification can be carried out locally in the sense that M is a super-martingale, provided that the function g is sufficiently regular and that M τ is a super-martingale for a suitable localization τ :
all i ∈ N, and let (τ i ) i be the following sequence of stopping times:
Let h : R + → R, g : R → R be Borel measurable functions bounded by affine functions and assume that g| R ++ is continuous if X has bounded variation, and is C 1 if X has unbounded variation and define
Proof: For the ease of presentation we will restrict ourselves to the case of a partition of the form [0, a) ∪ [a, ∞) for a > 0. The general case follows by a similar line of reasoning.
Denote M = Y T − 0 and fix t > 0 and x ∈ R + . Suppose first that X has bounded variation. Then 0 is irregular for (−∞, 0) for X, so that the following set of stopping times forms a discrete set:
where θ denotes the translation operator. The strong Markov property of X implies that the following holds on the event {s ≤ T i−1 }:
The expectation in (4.19) is zero in view of Doob's optional stopping theorem and the super-martingale 
Suppose now that X has unbounded variation. Denote by (T i ) i∈N∪{0} the sequence of subsequent passage times into the sets [a − ǫ, a + ǫ] and R\[a − 2ǫ, a + 2ǫ]:
where, for any Borel set A,
The sum M (1) of increments of M during the periods that X spends in the band [a−2ǫ, a+2ǫ] vanishes in expectation as ǫ ց 0, as shown in the following result the proof of which is given in the Appendix:
By the line of the reasoning given in the first part of the proof it follows that M (2) is a supermartingale for every ǫ > 0, so that also M is a super-martingale in view of Lem. 4.12.
4.4.
Value-function for large levels of the reserves. From the form of the generator it can be deduced that the value-function is affine for large levels of the reserves:
Proposition 4.13. Suppose that either (i) K = 0 or (ii) K > 0 and ν(R + ) < ∞. Then, for sufficiently large levels of the reserves, it is optimal to immediately pay out a lump-sum dividend, and for some y ∈ R + , the function v * restricted to [y, ∞) takes the following form:
The proof rests on the fact that the generator y L v * ∞ applied to the function ℓ y : [y, ∞) → R defined by ℓ y (x) = x − y + v * (y) will be negative for y sufficiently large:
Suppose that either (i) K = 0 or (ii) K > 0 and ν(R + ) < ∞. For y ∈ R + sufficiently large, the following holds true:
An application of Itô's lemma (which is justified since ℓ y ∈ C 2 ([y, ∞))) yields the following fact: In view of Lem. 4.8(ii) and the fact that the measure {|x|>1} xν(dx) has finite mass, the integral tends to zero as x and y tend to infinity such that x − y is kept constant. On account of Lem. 4.8(ii) v * (y) → ∞ as y → ∞, so that it follows that y L v * ∞ ℓ y (x) is strictly negative for all y sufficiently large and all x > y.
5.
Construction of the optimal value function 5.1. Single dividend-band strategies. We will first consider the case of single dividend band strategies. The value v b (x) := v π b (x) associated to the single dividend band strategy π b at a non-zero level b when X b 0 is equal to x, is given by
In the following result v b is explicitly expressed in terms of scale functions.
where F = F w and
Proof. Let K > 0. Taking note of the fact that no dividend payment takes place before X reaches the
In view of the strong Markov property of X and the absence of positive jumps it follows then that for all x ∈ [0, b + ] and 
In the case that K is strictly positive, G attains its maxmimum at some (x * , y * ) ∈ Moreover, if K is strictly positive, observe that the partial right-derivatives of G(x, y) are given by In the case of strictly positive K we fix therefore d > 0 and set
and define d * as follows:
The candidate optimal levels are then defined as follows:
In the absence of transaction cost (K = 0), we set
where we denote G(0−) = G(0).
A necessary and sufficient condition for the optimality of the policy π b * can be explicitly expressed in terms of the function G * : (b * − , ∞) → R that is defined as follows:
Remark 5.3. In view of its form the function G * is left-and right-differentiable at any y > 0 if K > 0, and is equal to a difference of two monotone real-valued functions if K = 0 (cf. Lem. A.2(vi)).
Recall that a function f :
all k ∈ N and x > a, where f (k) denotes the kth derivative with respect to x.
, it is optimal to adopt the strategy π b * .
(ii) The strategy π b * is optimal for the stochastic optimal control problem (3.2) if and only if Ξ :
, then the strategy π b * is optimal.
Remark 5.5. In the absence of transaction cost (K = 0), the function Ξ in (5.11) can be equivalently expressed as
, where e θ denotes an independent exponential random variable with mean θ −1 and L 0 : (0, ∞) → R is given by
In particular, if the penalty is zero and there are no transaction cost (w = K = 0), the necessary and sufficient optimality condition simplifies to the complete monotonicity of L 0 (θ) on the interval (Φ(q), ∞). This observation appears new even in this particular case. is a martingale and that (b) g * satisfies the following inequality:
The fact (a) in turn follows from the martingale properties of F w and W (q) , while (b) follows on account of the definitions of b * and G * : if K = 0, the following holds true:
Similarly, if K > 0 and x > y, g * (
The two displays imply that g * (x) − g * (y) ≥ x − y − K for any x, y, K ≥ 0 with x ≥ y. This completes the proof of Thm. 5.4 (i); the proofs of parts (ii) and (iii) are given in Appendix D.
(ii) The strategy π b * is optimal if and only if the following condition for v b * is satisfied:
where the operator b * + L w ∞ is defined in (4.5). The necessity of the condition (5.12) follows in view of part (i) and Prop. 4.13. To see that the condition (5.12) is also sufficient, suppose that the condition in Eqn. (5.12) is not satisfied. Since
Define a strategỹ π as follows: whenever U t does not take a value in the interval (α, β) operate according to π b * , and while the reserve process U t takes a value in the interval (α, β), do not pay any dividends. Then
) is a super-martingale and the following holds true (cf.
Eqn. (4.22)):
This identity implies that vπ(x) is strictly larger than v b * (x) for any x ∈ (α, β).
Explicit conditions can be identified in terms of the penalty w and the Lévy measure ν that guarantee that G # is non-increasing on (b * + , ∞), which are hence sufficient conditions for the optimality of the policy π b * .
In the absence of transaction cost (K = 0) we will call a penalty w ∈ R severe if (i) w(0) ≤ γ w := v 0 (0), and (ii) w(x + y) − w(y) ≤ x for all x, y ∈ R − . Condition (i) states that the penalty payment for ruin occurring without shortfall is not smaller than the expected value minus transaction cost of liquidation (i.e. the sum of the expected premium income until the moment of ruin and the expected penalty payment), while condition (ii) implies that the additional penalty payment for an additional shortfall of size x is at least x.
The result is phrased as follows:
Theorem 5.7. Suppose that K = 0 and ν admits a convex density ν ′ . If in addition (a) the penalty
The proof is given in Appendix D. As application we consider next the case of a single-dividend band strategy with b * + = 0.
Liquidation strategy.
In the absence of transaction cost (K = 0), the liquidation strategy π ℓ is to "pay out all the reserves to the beneficiaries and subsequently pay all the premiums as dividends, until the moment of ruin." Note that π ℓ = π 0 , that is, a single dividend-band strategy at level 0.
In the case that X is given by the Cramér-Lundberg model, the first jump (claim) arrives after an exponential time T with finite mean λ −1 , and the value v ℓ of the liquidation strategy is equal to
where ∆X T = X(T ) − X(T −), and w ν : (0, ∞) → R is defined by (2.23). If X 0 = 0 and X has infinite activity, ruin occurs immediately if strategy π ℓ is followed, that is, in this case τ π ℓ = 0, P 0 -a.s. and v ℓ (x) = x + w(0).
Hence, the value of the liquidation strategy is equal to
As direct consequence of Theorem 5.4(ii) we get the following sufficient condition for the optimality of the liquidation strategy:
Corollary 5.8. Let K = 0. If G * is monotone decreasing on R + , then the strategy π ℓ is optimal.
5.3.
Auxiliary optimal stopping problem with dividends. In order to treat the general case of a general multi-dividend band strategy, we consider in this section first an auxiliary stochastic control problem in which the controls are pairs (τ, π) of dividend strategies π ∈ Π and F-stopping times τ . The problem is an extension of (3.2) in which the management of the company in addition to deciding the timing and size of dividend payments also has the option to "wind up the company" at any stopping time τ before the ruin time τ π upon which a payment f (U π τ π ) is received, for some pre-specified reward function f : R + → R. The value-function of this stochastic control problem is given by the following expression: In this context a candidate optimal policy is the strategy (σ π b a , π b ) to pay out dividends according to π b and wind up the company ("stop") at the first moment σ a = σ π b a that U π b falls below a in case the first-passage time σ a is smaller than the ruin time τ π b . If the transaction cost K are large, an alternative is given by the strategy (σ π ∅ a,b , π ∅ ) not to pay out any dividends and to stop at the first moment σ a,b + = σ π ∅ a,b + that the reserves process X = U π ∅ leaves a finite interval [a, b + ]. The values V a,b (x) and V ∅ a,b + (x) associated to the strategies (σ a , π b ) and (σ π ∅ a,b + , π ∅ ) when U b 0 = x, are given by the following expressions:
In the following result, which can be derived by a line of reasoning similar to the one used in the proof of Prop. 5.1, the functions V a,b and V ∅ a,b can be explicitly expressed in terms of scale functions and of a family of functions (y, z) → G (a,K) (y, z), a, K ≥ 0, that is defined as follows (where we will suppress the dependence on K and write G (a) ):
where F (a) = F afw is the Gerber-Shiu function for pay-off a f w = f w (a + ·).
Proposition 5.9. For any b − , b + , a such that b + > b − > a ≥ 0 the following holds true:
(5.17)
Remark 5.10. In the sequel we will denote by V a,b (with b = (b − , b + )) the function that is equal to
We next turn to the determination of the candidate optimal levels β * (a). Fixing a for the moment, If K = 0, we define the levels β * + (a) = β * − (a) as follows:
Finally, the level α * is specified as follows:
where inf ∅ = +∞, and we denote β * := β * (α * ) = (β * − (α * ), β * + (α * )). We will write α * = α * fw and β * = β * fw if we wish to express the dependence of α * and β * on f w .
Remark 5.11. The choice of α * is informed by the principles of continuous and smooth fit of the theory of optimal stopping (see [37, Ch. IV.9]) that state that it can be expected that V * be continuous and continuously differentiable at the level α * , respectively. The latter heuristic is in force if α * is regular for (−∞, α * ) for U π * , where π * denotes the optimal strategy, while the former applies if α * is irregular for (−∞, α * ). In view of the fact that α * is regular for (−∞, α * ) iff X has unbounded variation, the heuristic implies that, if σ > 0 or In the complementary case that X has bounded variation, α * is irregular for (−∞, α * ), and the heuristic implies that V α * ,β * (α * ) = f (α * ).
This equation can also be equivalently expressed as Eqn. (5.19) , in view of the form of V a,b and the fact that W (q) (0) > 0 iff X has bounded variation.
We will present a solution to the control problem (5.14) in the following setting: of the fact that the value of any given admissible strategy (τ, π), τ ∈ T , π ∈ Π, in the stochastic control problem (5.14) is equal to the value of the strategyπ = {Dπ t , t ∈ R + } ∈ Π for the stochastic control problem (3.2) that is defined in terms of the liquidation strategy π ℓ as follows:
is non-positive for all y > 0 then it is not optimal to stop immediately (τ * ≡ 0).
(iii) In the absence of transaction cost (K = 0), the condition in As. 1(iii) implies that the optimal single dividend-band strategy defined in Eqn. (5.9) is the one at level b *
Under As. 1, it holds that the levels β * + (α * ) and α * are positive and finite:
Lemma 5.13. Under As. 1 it holds that 0 < α * ≤ β * + (α * ) < ∞ and G (α * ) (β * −) ∨ G (α * ) (β * ) = 0. If either (i) K > 0 or (ii) K = 0 and X has unbounded variation, then α * < β * + (α * ).
The proof of Lem. 5.13 is given at the end of the section.
Define the strategy (τ * , π * ) to be equal to (σ α * , π β * ) if α * < β * − and to be equal to (σ α * ,β * + , π ∅ ) if α * = β * − , and note that V τ * ,π * is given explicitly given as follows:
A necessary and sufficient condition for optimality of this strategy is as follows: 
This assertion as well as the statement in Thm. 5.14(ii) follow by a line of reasoning analogous to the one employed in the proof of Thm. 5.4(ii).
(ii) The definitions of α * and β * imply that the function V = V τ * ,π * satisfies the following two inequalities:
(iii) The assertion in Thm. 5.14(i) follows on account of the fact that F (α * ) (x − α * ) is a supersolution for (5.14) in the sense of Def. 4.4, by reasoning as in Rem. 5.6). The super-solution property is a consequence of the observation in part (ii) and the fact that
is a martingale.
5.4.
Recursion for the dividend band levels. The candidate optimal levels a * , b * − and b * + can next be defined recursively by solving repeatedly the optimal control problem (5.14) for appropriate reward functions f , using the following procedure:
and let Ξ be given by eqn. (5.11). 1. If Ξ is completely monotone, set a * ← a * ∪ {∞}. Return {a, b}. (ii) In the absence of transaction cost (K = 0) there may exist a limit point γ * = lim i→∞ b * i,+ = lim i→∞ a * i of the band levels. In that case the procedure will converge to the value-function Vã * ,b * corresponding to the levelsã * = (a * i ),b * = (b * i ), and needs to be re-started as follows:
Else define
Denote by v * = (v i , i ∈ I), a * = (a i , i ∈ I) and b * = (b * i , i ∈ I) the sequence of value-functions and band levels generated by above procedure (possibly re-started), where I is a corresponding index set.
The solution of the stochastic optimal control problem (3.2) is expressed in terms of the sequences v, a and b in the following result, which in particular implies Thm. 3.3: (iii) Note that the sequence (a i , i ∈ I) is strictly increasing and ultimately tends to infinity (cf. Step 1 of the above procedure and Lem. 5.13) and that v i (x) = v a * ,b * (x) for all x ≤ a * i . Hence, on account of (i) and (ii), it follows that v * (x) = v a * ,b * (x) , for any fixed x ∈ R + .
Remark 5.18. (i) When either there are no transaction cost (K = 0) or K > 0 and ν has finite mass, the optimal value function is affine for sufficiently large levels of the reserves (Prop. 4.13). Hence, in this case, there will exist a finite highest band of the multi-band strategy, with upper level given as follows:
(ii) In Shreve et al. (1994) an explicit example is given of an optimal control problem in a diffusion setting in which a multi-dividend-bands strategy is optimal with countably many bands. The construction of an explicit example in the current setting in which a multi-dividend-bands strategy with countably many bands is optimal is left as an open problem.
Examples
We compute first the generating scale function for processes whose homogeneous scale admits an exponential decomposition, i.e. assuming
where ζ i (q) are the roots of the Cramér-Lundberg equation ψ(ζ) = q. This implies that
where we have used that
In particular,
To determine the optimality of a single dividend-band strategy in the presence of an exponential penalty w(x) = ce vx or a linear penalty w(x) = cx, we will study the extrema of the functions
Theorem 5.4(ii) yields the following sufficient optimality condition in terms of G (v) and G 1 : Of interest is therefore the sign of the functions
, which are explicitly given by the following expressions:
6.1. Cramér-Lundberg model with exponential jumps. Suppose next that X is given by the Cramér-Lundberg model (1.1) with exponential jump sizes with mean 1/µ, jump rate λ, and Laplace exponent ψ(θ) = pθ − λθ/(µ + θ). The homogeneous scale function is:
where A ± = p −1 µ+ζ ± (q) ζ + (q)−ζ − (q) , and ζ + (q) = Φ(q), ζ − (q) are the largest and smallest roots of the polynomial (ψ(θ) − q)(θ + µ):
Hence, in this case we find
In particular, using that (ζ + (q) + ζ − (q) )/(ζ + (q) ζ − (q) ) = ψ ′ (0)/q − 1/µ, yields
where C ± = ±λµ −1 (ζ + (q) − ζ − (q)) −1 and ω o = q µp 2 C. Let us recall next that in the absence of penalty and costs (w(x) = K = 0), the function G(x) −1 = W (q)′ (x) is unimodal [8] with global minimum at
therefore the optimal strategy is always the barrier strategy at level b * . The case K = 0, w(x) = cx was tackled in [9] .
More generally, when w is exponential or linear and K ≥ 0 the function G is unimodal, which is a consequence of the following auxiliary result: In particular, let h : R + → R and k : R + → (0, ∞) be such that h ′ (x) = k(x)f (x) for x > 0, then h is unimodal.
Proof. The function g(x) := e −λ 3 x f (x) tends to +∞ and to α 3 < 0 as x → ±∞. If α 2 ≥ 0, g is strictly convex and strictly increasing. If α 2 < 0, g attains a minimum at the unique root of g ′ . In both cases g(c) = 0 admits a unique root c, and it holds that g ′ (c) > 0. As a consequence c is a unique root of f (x) = 0, f ′ (c) > 0, and f (x) > 0 for x > c. In particular, h has a unique stationary point where it attains a maximum, so that it is unimodal.
The form of D (v) (x) and D 1 (x), Lem. 6.2 and the fact that W (q)′ (x) > 0 imply that G (v) and G 1 are unimodal. Hence, single barrier policies are optimal, in view of Lem. 6.1. Let us next characterize the optimal level b * .
For K ≥ 0, we find:
(1) Let K = 0. In the case of an exponential penalty, b * + = 0 iff
as follows from (6.3) . Similarly, in the case of linear penalty, it holds that b * 1,+ = 0 iff
in view of (6.6). If b * + is positive, it is a stationary point, and hence solves the equation
if the penalty w is exponential and
if w is a linear penalty.
(2) Suppose next that K > 0. Then b * + is strictly positive as a consequence of the positive transaction cost K, and the optimal levels (b * − , b * + ) are given by
if w is an exponential penalty, and the function (6.10)
The following result sums up the form of the optimal dividend policy: Lemma 6.3. Consider a Cramér-Lundberg process (1.1) with exponential jump sizes with mean 1/µ, and fixed cost K ≥ 0. The optimal dividend policy is given by a single dividend-band strategy π b * for the following Gerber-Shiu penalties w: a) Exponential penalties: w(x) = ce xv , c < 0. (ii) If K = 0 and (q + λ) 2 − λµp < cλq, then b * is the unique solution b ∈ (0, ∞) of (6.8). 0 maximize over (b, d) , the function (6.10).
Appendix A. Properties of F w and Z (q,v)
For reference, we list some properties of the function F w . Recall the definition of the set R was given in Def. 2.7.
Lemma A.1. Let w ∈ R. Then the following hold true: (i) The function F w can be expressed in terms of W (q) as follows:
(ii) The value of F w at x = 0 matches w(0): F w (0) = w(0).
(iii) The following asymptotics hold true:
where κ w is defined in Eqn. (2.26).
(iv) If X has paths of bounded variation, the Laplace transform of F w simplifies as follows:
where w * ν is the Laplace transform of w ν : (0, ∞) → R given by w ν (x) = (x,∞) w(x − y)ν(dy).
Note that representation (A.1) and the continuity of W (q) | R + imply that the Laplace-transform (iv) If X has bounded variation then ν 1 := ∞ 0 ν(x)dx < ∞. Hence, for any x > 0, w ν is finite and equal to w ν (x) = w ν (x) − w(0)ν 1 .
Restricting to penalties w from the set P , which was defined in Def. 3.1, we have the following additional properties:
(i) The function w ν : (0, ∞) → R defined in Eqn. (2.23) is increasing and right-continuous, and satisfies the following integrability condition:
is right-continuous, and is equal to the following expression:
where w ν is given in (2.23) and the map m ν : (0, ∞) → (−∞, 0) is given by
is left-and right-differentiable at any x > 0 with right-derivative at x > 0 given by
where the first term is zero if σ 2 = 0. If σ 2 > 0 or ν 1 = ∞, then F w | (0,∞) ∈ C 1 (0, ∞).
(iv) The following alternative representation of F ′ w (x) holds true:
(v) The right-derivative at x = 0 of F w takes the following form: (iii) Recall that W (q) (x) is right-and left-differentiable at any x > 0 (with finite derivatives and with right-derivative at x denoted by W (q)′ (x)). The final term on the rhs of Eqn. (A.1) is also rightdifferentiable with derivative equal to the third term on the rhs pf Eqn. (A.5), on account of the dominated convergence theorem, the monotonicity and right-continuity of w ν and the right-differentiability of W (q) . A analogous reasoning shows that F ′ w | (0,∞) is in fact continuous if σ 2 > 0 or ν 1 = ∞, employing the fact that in that case W (q) | (0,∞) is C 1 .
(iv) The equality of (A.5) and (A.6) can be verified by taking Laplace transforms, using that the Laplace transforms of W (q) and m ν are given by Eqn. (1.4) and by the following expression:
(v) If X has bounded variation, then w ν (0+) exist and is finite. On account of the monotonicity of w ν , the continuity of W (q) and W (q) (0) = p −1 , the expression in Eqn. (A.7) follows by taking the limit of x to 0 in Eqn. (A.5). If X has unbounded variation, the form of F ′ w (0+) follows on account of the fact that the convolution in Eqn. (A.6) vanishes as x tends to zero. This fact follows on account of the following two observations: (α) Let η > 0 and δ > 0 be such that, for all z ∈ (0, δ),
. Then the form of w ν implies that the following estimate holds true:
(β) For any a, b ≥ 0, define the function K : (0, ∞) → R by K(x) :=
x 0 (a − bm ν (x − y)W (q) (dy). As K is increasing and has a Laplace transform K * (θ) = (ψ(θ)−q) −1 θ(a−bm * ν (θ)) that satisfies K * (θ) ∼ c/θ as θ tends to infinity for some constant c, a Tauberian theorem implies that K(x) tends to zero as x tends to zero. The stated fact now follows by combining the observations (α) and (β).
(vi) The statement follows on account of the representation in Eqn. (A.5) and the facts that w ν is monotone and non-positive and that W (q)′ | (0,∞) is equal to the difference of two monotone functions which holds as W (q) is log-concave, which is in turn a consequence of the representation of W (q) in terms of the excursion measure ( [12, p.195] ).
In the case of exponential boundary condition w we record the following additional properties:
Remark A.3. The family of functions Z (q,v) contains as member the function Z (q,0) = Z (q) , which corresponds to the case of a boundary condition equal to 1. Further, from (2.17) we read off that
where W (q,1) (x) =
x 0 (x − y)W (q) (y)dy. More generally, if E[|X 1 | k ] < ∞, then ψ (r) (0) is finite for r = 1, . . . , k, and the following representation holds true by an application of the Leibniz rule:
with ψ (n) (0) being the nth right-derivative of ψ at zero and
is strictly increasing on R + . In particular, for 
Inverting this Laplace transform in λ yields the following expression for Z (q,v)′ in terms of W (q) :
For any x ∈ R + the function v → Z (q,v)′ is the Laplace transform of a measure on R + which thus implies the stated complete monotonicity.
can be analytically extended into a neighbourhood of v = 0, and Z (q,v) (x) can be expanded in terms of Z k , k ∈ N, as follows:
Remark A.5 (Proof of Prop. 2.5). Note that, by changing measure and inserting the identity Eqn.
(2.12), the following expression can be derived for v ≥ 0:
v are the r-scale functions under P v , the Cramér-Esscher change of measure of P with Radon-Nikodym derivative defined by dP v dP | Ft = exp(vX t − ψ(v)t). Using the identity (from [7] ) 
and applying the compensation formula to the Poisson point process (∆X t , t ∈ R + ) yield the following expressions for any x ∈ R + :
where U q (x, dy) is the q-potential measure of X under P x killed upon entering (−∞, 0),
The two integrals in (A.15) are finite in view of the integrability condition (2.22) and the fact that 
Appendix B. Estimates for the optimal value function v * Proof of Lem. 4.8: (i) Let x > y. Denote by π ǫ (y) an ǫ-optimal strategy for the case U 0 = y. Then a possible strategy is to immediately pay out x − y and subsequently to adopt the strategy π ǫ (y), so that the following holds:
Since this inequality holds for any ǫ > 0, the lower bound in Eqn. (4.12) follows. To prove the other bound, letπ ǫ (x) denote an ǫ-optimal strategy for the case U 0 = x. Then a possible strategy is to not pay any dividends until the first time that the reserves hit the level x, and to subsequently follow the policyπ ǫ . Hence the following bound holds:
Rearranging and letting ǫ tend to zero yields the upper-bound in Eqn. (4.12) . The bounds in Eqn.
(4.12) and the continuity of W (q) | R + and of F w | R + directly imply that v * | R + is USRC and is moreover continuous in the case K = 0.
(ii) If K = 0, integration by parts, the non-negativity of w and the condition (1.6) of "no exogeneous ruin" imply that
where we used that the running supremum X η(q) at an independent exponential random time with mean q −1 follows an exponential distribution with parameter Φ(q) (e.g. [12, Cor. VII.2]). If K > 0, then the above bound remains valid since the value v * (x) decreases if the transaction cost K increases.
Proof of Lem. 4.9: The following bounds hold true:
Therefore the expectation under P x of the expression on the rhs of Eqn. (B.2) is also bounded by
The compensation formula applied to the Poisson point process (∆X t , t ∈ R + ) and the monotonicity of w and the fact that w(0) is non-positive yield that the following inequalities holds true, for any
x ∈ R + :
whereR q x (dy) denote the q-potential measure of U π under P x ,
The rhs of (B.3) is bounded below, since the bound in Eqn. (3.1) holds as w is element of P.
The uniform integrability of V π follows on account of the fact that V π is dominated by an integrable 
where D π (x) is the strategy π corresponding to initial capital X 0 = x. Define by W π = {W π u , u ≥ 0} the following value-process: It follows that V π is a super-martingale as direct consequence of the following P-a.s. relations:
Proof of (ii): This identity follows by classical arguments. Since the family of random variables {Jπ t ,π ∈ Π t } is directed upwards, it follows from Neveu [36] that there exists a sequence π n ∈ Π t such that Jπ n t ↑ W π t . Since Π t ⊂ Π s it follows that W π s dominates J πn s = E[J πn t |F s ], so that monotone convergence implies that the following holds true:
Proof of (i): The form of Dπ implies that, conditional on U π s , {Dπ u − Dπ s , u ≥ s} is independent of F s . On account of the Markov property of X it also follows that conditional on U π s , {Uπ u − Uπ s , u ≥ s} is independent of F s . As a consequence, we have the following identity on the set {s < τ π }
In particular, P x -a.s. the following representation holds true:
which yields the following P x -a.s. representation for W π s :
W π s = s∧τ π 0 e −qu µ π K (du) + e −q(s∧τ π ) ess. sup π=(π,π)∈Πs v π (U π s∧τ π ). (C.1)
In view of the definitions of Π s and v * , the essential supremum in Eqn. (C.1) is P-a.s. equal to v * (U π s∧τ π ), which implies that, P-a.s., W π s = V π s .
In view of the fact that f (x) ≤ ax + b for some constants a, b > 0 it follows that the following estimate holds for fixed t > 0:
On account of the fact that the potential measure of X is absolutely continuous, the left-hand side tends to zero as ǫ ց 0 P x -a.s. for any x ∈ R + . The dominated convergence theorem implies that this convergence also holds in P x -expectation.
J : (0, ∞) → R defined as follows:
imply that the following statement holds true: 
where w = v b . Inserting the explicit expressions (5.2) and (2.28) for v b , v b+c and R q 0,b + +c (x, dy), we find that
where we used that W (q) (x) = 0 for x < 0. Changing coordinates in the integral and using that Thus, we deduce that J(0+) ≤ 0.
To complete the proof we next verify that J(0+) = 0. First consider the case that σ 2 is strictly positive: The observations that, for any b > 0, e −q(t∧T 0 Hence also in the case that X has bounded variation it holds that J(0+) = 0.
The case σ 2 = 0 and 1 0 xν(dx) = ∞ follows by approximation: by adding a small Brownian component with variance σ 2 > 0 to X and then letting σ 2 → 0, it follows that also in this case J(0+) = 0.
To verify this claim we show that J(0+) ≥ 0. If σ ց 0, the continuity theorem implies that the scale functions W (q)(σ) and F 
