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摘　要　数据发布与数据挖掘中的隐私保护问题是目前信息安全领域的一个研究热点．作为一种严格的和可证明
的隐私定义，差分隐私近年来受到了极大关注并被广泛研究．文中分析了差分隐私保护模型相对于传统安全模型
的优势，对差分隐私基础理论及其在数据发布与数据挖掘中的应用研究进行综述．在数据发布方面，介绍了各种交
互式和非交互式的差分隐私保护发布方法，并着重从精确度和样本复杂度的角度对这些方法进行了比较．在数据
挖掘方面，阐述了差分隐私保护数据挖掘算法在接口模式和完全访问模式下的实现方式，并对这些算法的执行性
能进行了分析．最后，介绍了差分隐私保护在其它领域的应用，并展望未来的研究方向．
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１　引　言
随着信息技术应用的不断普及和深入，各种信
息系统存储并积累了丰富的数据，例如医疗机构建
立的患者诊断数据集，电子商务企业收集的客户在
线交易数据集等．对这些数据集进行分析可以使人
们获得更多关于真实世界的知识．因此，对于研究机
构、信息咨询组织以及政府决策部门来说，数据是非
常重要的基础资源．这种需求极大地促进了数据的
发布、共享与分析．
然而，数据集里通常包含着许多个人的隐私信
息，如医疗诊断结果、个人消费习惯以及其它能够体
现个人特征的数据，这些信息会随着数据集的发布
和共享而被泄露．虽然删除数据集的标识符属性（如
姓名、ＩＤ号等）能够在一定程度上保护个人隐私，但
一些攻击案例［１４］表明，这种简单的操作远不足以保
证隐私信息的安全．
数据的隐私保护问题最早由统计学家Ｄａｌｅｎｉｕｓ
在２０世纪７０年代末提出．他认为，保护数据库中的
隐私信息，就是要使任何用户（包括合法用户和潜在
的攻击者）在访问数据库的过程中无法获取关于任
意个体的确切信息［５］．虽然这一定义具有理论上的
指导意义，但显然它是主观的和模糊的．以这一定义
为目标，学者们在后续的研究中提出了许多量化指
标更明确、可操作性强的隐私保护模型和方法．
从已有的研究来看，犽ａｎｏｎｙｍｉｔｙ［６］及其扩展模
型在隐私保护领域影响深远且被广泛研究．这些模
型的基本思想是将数据集里与攻击者背景知识相关
的属性定义为准标识符，通过对记录的准标识符值
进行泛化、压缩处理，使得所有记录被划分到若干个
等价类（ＥｑｕｉｖａｌｅｎｃｅＧｒｏｕｐ），每个等价类中的记录
具有相同的准标识符值，从而实现将一个记录隐藏
在一组记录中．因此，这类模型也被称为基于分组的
隐私保护模型．
然而后续研究表明，这些模型存在两个主要缺
陷．其一，这些模型并不能提供足够的安全保障，它
们总是因新型攻击的出现而需要不断完善．例如为
了抵制“一致性”攻击，犾ｄｉｖｅｒｓｉｔｙ［７］、狋ｃｌｏｓｅｎｅｓ［８］、
（α，犽）ａｎｏｎｙｍｉｔｙ［９］、犕ｉｎｖａｒｉａｎｃｅ［１０］等模型相继被
提出；文献［１］提出了犿ｃｏｎｆｉｄｅｎｔｉａｌｉｔｙ模型以抵
制“最小性”攻击．许多新型的攻击方式都对基于分
组的隐私保护模型形成了挑战，例如“合成式”攻
击［１２］、“前景知识”攻击［１３］、“ｄｅＦｉｎｅｔｉ”攻击［１４］等．
出现这一局面的根本原因在于，基于分组的隐私保
护模型的安全性与攻击者所掌握的背景知识相关，
而所有可能的背景知识很难被充分定义．所以，一个
与背景知识无关的隐私保护模型才可能抵抗任何新
型的攻击．第二个缺陷是这些早期的隐私保护模型
无法提供一种有效且严格的方法来证明其隐私保护
水平，因此当模型参数改变时，无法对隐私保护水平
进行定量分析．这个缺点削弱了隐私保护处理结果
的可靠性．因此，研究人员试图寻求一种新的、鲁棒
性足够好的隐私保护模型，能够在攻击者拥有最大
背景知识的条件下抵抗各种形式的攻击．差分隐私
（ＤｉｆｅｒｅｎｔｉａｌＰｒｉｖａｃｙ，ＤＰ）［１５］的提出使得实现这种
设想成为可能．
差分隐私是Ｄｗｏｒｋ在２０６年针对统计数据库
的隐私泄露问题提出的一种新的隐私定义［１６］．在此
定义下，对数据集的计算处理结果对于具体某个记
录的变化是不敏感的，单个记录在数据集中或者不
在数据集中，对计算结果的影响微乎其微．所以，一
个记录因其加入到数据集中所产生的隐私泄露风险
被控制在极小的、可接受的范围内，攻击者无法通过
观察计算结果而获取准确的个体信息．
差分隐私能够解决传统隐私保护模型的两个缺
陷．首先，差分隐私保护模型假设攻击者能够获得除
目标记录外所有其它记录的信息，这些信息的总和
可以理解为攻击者所能掌握的最大背景知识．在这
一最大背景知识假设下，差分隐私保护无需考虑攻
击者所拥有的任何可能的背景知识，因为这些背景
知识不可能提供比最大背景知识更丰富的信息．其
次，它建立在坚实的数学基础之上，对隐私保护进行
了严格的定义并提供了量化评估方法，使得不同参
数处理下的数据集所提供的隐私保护水平具有可比
较性．因此，差分隐私理论迅速被业界认可，并逐渐
成为隐私保护领域的一个研究热点．近几年来，差分
隐私和其它领域研究的结合使得大量新的成果不断
涌现．本文在总结已有研究成果的基础上，对差分隐
私的理论发展及其在数据发布与数据挖掘领域的应
用进行综述．
本文第２节介绍差分隐私保护模型的相关定义
与基础理论；第３节介绍差分隐私保护数据发布在
交互式和非交互式环境下的实现方法，并对这些方
法进行分析和比较；第４节阐述差分隐私保护数据
挖掘在接口模式和完全访问模式上的差异，并着重
介绍差分隐私保护在各种挖掘算法中的实现；第５
节简介差分隐私保护在其它领域的应用；最后在第
２０１ 计　　算　　机　　学　　报 ２０１４年
６节讨论差分隐私保护研究所面临的挑战和未来的
发展方向．
２　差分隐私保护模型
差分隐私保护模型的思想源自于一个很朴素的
观察：当数据集犇中包含个体Ａｌｉｃｅ时，设对犇进
行任意查询操作犳（例如计数、求和、平均值、中位数
或其它范围查询等）所得到的结果为犳（犇），如果将
Ａｌｉｃｅ的信息从犇中删除后进行查询得到的结果仍
然为犳（犇），则可以认为，Ａｌｉｃｅ的信息并没有因为
被包含在数据集犇中而产生额外的风险．差分隐私
保护就是要保证任一个体在数据集中或者不在数据
集中时，对最终发布的查询结果几乎没有影响．具体
地说，设有两个几乎完全相同的数据集（两者的区别
仅在于一个记录不同），分别对这两个数据集进行查
询访问，同一查询在两个数据集上产生同一结果的
概率的比值接近于１．
差分隐私保护模型最初被应用在统计数据库安
全领域，旨在发布统计信息时保护数据库中个体的
隐私信息，之后被广泛应用于隐私保护数据发布
（ＰｒｉｖａｃｙＰｒｅｓｅｒｖｉｎｇＤａｔａＲｅｌｅａｓｅ，ＰＤＲ）与隐私
保护数据挖掘（ＰｒｉｖａｃｙＰｒｅｓｅｒｖｉｎｇＤａｔａＭｉｎｉｎｇ，
ＰＤＭ）等领域．已有的研究表明，差分隐私保护方
法既可以应用于交互式的统计查询，也可以应用在
各种非交互式的信息发布场合．
２．１　差分隐私的定义与相关概念
２．１．１　基本定义
对于一个有限域犣，狕∈犣为犣中的元素，从犣
中抽样所得狕的集合组成数据集犇，其样本量为狀，
属性的个数为维度犱．
对数据集犇的各种映射函数被定义为查询
（Ｑｕｅｒｙ），用犉＝｛犳１，犳２，…｝来表示一组查询，算法
犕对查询犉的结果进行处理，使之满足隐私保护的
条件，此过程称为隐私保护机制．
设数据集犇和犇′，具有相同的属性结构，两者
的对称差记作犇Δ犇′，｜犇Δ犇′｜表示犇Δ犇′中记录的
数量．若｜犇Δ犇′｜＝１，则称犇和犇′为邻近数据集
（ＡｄｊａｃｅｎｔＤａｔａｓｅｔ）．
定义１［１７］．　差分隐私．设有随机算法犕，犘犕
为犕所有可能的输出构成的集合．对于任意两个邻
近数据集犇和犇′以及犘犕的任何子集犛犕，若算法
犕满足
犘狉［犕（犇）∈犛犕］ｅｘｐ（ε）×犘狉［犕（犇′）∈犛犕］（１）
则称算法犕提供ε差分隐私保护，其中参数ε称为
隐私保护预算［１８］．
如图１所示，算法犕通过对输出结果的随机化
来提供隐私保护，同时通过参数ε来保证在数据集
中删除任一记录时，算法输出同一结果的概率不发
生显著变化．
图１　随机算法在邻近数据集上的输出概率
例如，表１显示了一个医疗数据集犇，其中的每
个记录表示某个人是否患有癌症（１表示是，０表示
否）．数据集为用户提供统计查询服务（例如计数查
询），但不能泄露具体记录的值．设用户输入参数犻，
调用查询函数犳（犻）＝犮狅狌狀狋（犻）来得到数据集前犻行
中满足“诊断结果”＝１的记录数量，并将函数值反
馈给用户．假设攻击者欲推测Ａｌｉｃｅ是否患有癌症，
并且知道Ａｌｉｃｅ在数据集的第５行，那么可以用
犮狅狌狀狋（５）－犮狅狌狀狋（４）来推出正确的结果．
表１　医疗数据集示例
姓名 诊断结果
Ｔｏｍ ０
Ｊａｃｋ １
Ｈｅｎｒｙ １
Ｄｉｅｇｏ ０Ａｌｉｃｅ １
但是，如果犳是一个提供ε差分隐私保护的查
询函数，例如犳（犻）＝犮狅狌狀狋（犻）＋狀狅犻狊犲，其中狀狅犻狊犲是
服从某种随机分布的噪声．假设犳（５）可能的输出来
自集合｛２，２．５，３｝，那么，犳（４）也将以几乎完全相同
的概率输出｛２，２．５，３｝中的任一可能的值，因此攻击
者无法通过犳（５）－犳（４）来得到想要的结果．这种针
对统计输出的随机化方式使得攻击者无法得到查询
结果间的差异，从而能保证数据集中每个个体的
安全．
２．１．２　相关概念
（１）隐私保护预算
从定义１可以看出，隐私保护预算ε用来控制
算法犕在两个邻近数据集上获得相同输出的概率
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比值，它事实上体现了犕所能够提供的隐私保护水
平．在实际应用中，ε通常取很小的值，例如０．０１，
０．１，或者ｌｎ２，ｌｎ３等．ε越小，表示隐私保护水平越
高．当ε等于０时，保护水平达到最高，此时对于任
意邻近数据集，算法都将输出两个概率分布完全相
同的结果，这些结果也不能反映任何关于数据集的
有用的信息．因此，ε的取值要结合具体需求来达到
输出结果的安全性与可用性的平衡．
（２）敏感度
差分隐私保护可以通过在查询函数的返回值中
加入适量的干扰噪声来实现．加入噪声过多会影响
结果的可用性，过少则无法提供足够的安全保障．敏
感度是决定加入噪声量大小的关键参数，它指删除
数据集中任一记录对查询结果造成的最大改变．
在差分隐私保护方法中定义了两种敏感度，即全局
敏感度（ＧｌｏｂａｌＳｅｎｓｉｔｖｉｔｙ）和局部敏感度（Ｌｏｃａｌ
Ｓｅｎｓｉｔｖｉｔｙ）．
定义２［１５］．　全局敏感度．设有函数犳：犇→犚犱，输入为一数据集，输出为一犱维实数向量．对于任
意的邻近数据集犇和犇′，
犌犛犳＝ｍａｘ犇，犇′‖犳（犇）－犳（犇′）‖１ （２）称为函数犳的全局敏感度．其中，‖犳（犇）－犳（犇′）‖１是犳（犇）和犳（犇′）之间的１阶范数距离．
函数的全局敏感度由函数本身决定，不同的函
数会有不同的全局敏感度．一些函数具有较小的全
局敏感度（例如计数函数，其全局敏感度为１），因此
只需加入少量噪声即可掩盖因一个记录被删除对查
询结果所产生的影响，实现差分隐私保护．但对于某
些函数而言，例如求平均值、求中位数等函数，则往
往具有较大的全局敏感度．以求中位数函数为例，设
函数为犳（犇）＝ｍｅｄｉａｎ（狓１，狓２，…，狓狀），其中狓犻（犻＝
１，…，狀）是区间［犪，犫］中的一个实数．不妨设狀为奇
数，且数据已被排序，那么函数的返回值即为第
犿＝（狀＋１）／２个数．在某种极端的情况下，设狓１＝
狓２＝…＝狓犿＝犪且狓犿＋１＝狓犿＋２＝…＝狓狀＝犫，那么从中删除一个数就可能使函数的返回值由犪变为
犫，因此函数的全局敏感度为犫－犪，这可能是一个很
大的值．
当全局敏感度较大时，必须在函数输出中添加
足够大的噪声才能保证隐私安全，导致数据可用性
较差．针对这个问题，Ｎｉｓｉｍ等人定义了局部敏感
度以及与其计算相关的其它概念．
定义３［１９］．　局部敏感度．设有函数犳：犇→犚犱，
输入为数据集犇，输出为一犱维实数向量．对于给定
数据集犇和它的任意邻近数据集犇′，则
犔犛犳（犇）＝ｍａｘ犇′‖犳（犇）－犳（犇′）‖１ （３）称为函数犳在犇上的局部敏感度．
局部敏感度由函数犳及给定数据集犇中的具体
数据共同决定．由于利用了数据集的数据分布特征，
局部敏感度通常要比全局敏感度小得多．以前文的求
中位数函数为例，其局部敏感度为ｍａｘ（狓犿－狓犿－１，
狓犿＋１－狓犿）．另外，局部敏感度与全局敏感度之间的
关系可以表示为
犌犛犳＝ｍａｘ犇（犔犛犳（犇） （４）但是，由于局部敏感度在一定程度上体现了数
据集的数据分布特征，如果直接应用局部敏感度来
计算噪声量则会泄露数据集中的敏感信息．因此，局
部敏感度的平滑上界（ＳｍｏｔｈＵｐｅｒＢｏｕｎｄ）被用
来与局部敏感度一起确定噪声量的大小．
定义４［１９］．　平滑上界．给定数据集犇及其任
意邻近数据集犇′，函数犳的局部敏感度为犔犛犳（犇）．对于β＞０，若函数犛：犇→犚满足犛（犇）犔犛犳（犇）且
犛（犇）ｅβ犛（犇′），则称犛为函数犳的局部敏感度的
β平滑上界．所有满足这一定义的函数都可被定义为平滑上
界，将局部敏感度代入此函数中则可得到平滑敏感
度（ＳｍｏｔｈＳｅｎｓｉｔｖｉｔｙ），进而用于计算噪声大小．
平滑上界与局部敏感度的关系如图２所示．Ｎｉｓｉｍ
在文中给出了一个平滑上界的例子，并以此生成了
平滑敏感度．
图２　局部敏感度的平滑上界
定义５［１９］．　平滑敏感度．给定数据集犇及犇′，
函数犛犳，β（犇）＝ｍａｘ犇′（犔犛犳（犇′）×ｅ－β｜犇Δ犇′｜）称为函数犳的β平滑敏感度，其中β＞０．由于绝大部分关于差分隐私保护的研究均针对
计数查询、求和查询等敏感度较小的函数，因此，若
无特殊说明，本文中敏感度均指全局敏感度．
２２　差分隐私保护算法的组合性质
一个复杂的隐私保护问题通常需要多次应用差
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分隐私保护算法才能得以解决．在这种情况下，为了
保证整个过程的隐私保护水平控制在给定的预算ε
之内，需要合理地将全部预算分配到整个算法的各
个步骤中．这时可以利用隐私保护算法的两个组合
性质，如图３所示．
图３　差分隐私保护算法的组合性质
性质１［２０］．　设有算法犕１，犕２，…，犕狀，其隐私
保护预算分别为ε１，ε２，…，ε狀，那么对于同一数据
集犇，由这些算法构成的组合算法犕（犕１（犇），
犕２（犇），…，犕狀（犇）提供∑狀犻＝１ε（ ）犻差分隐私保护．该性质表明，一个差分隐私保护算法序列构成
的组合算法，其提供的隐私保护水平为全部预算的
总和．该性质也称为“序列组合性”．
性质２［２０］．　设有算法犕１，犕２，…，犕狀，其隐私
保护预算分别为ε１，ε２，…，ε狀，那么对于不相交的数
据集犇１，犇２，…，犇狀，由这些算法构成的组合算法
犕（犕１（犇１），犕２（犇２），…，犕狀（犇狀）提供（ｍａｘε犻）
差分隐私保护．
该性质表明，如果一个差分隐私保护算法序列
中所有算法处理的数据集彼此不相交，那么该算法
序列构成的组合算法提供的隐私保护水平取决于算
法序列中的保护水平最差者，即预算最大者．该性质
也称为“并行组合性”．
２３　实现机制
在实践中为了使一个算法满足差分隐私保护的
要求，对不同的问题有不同的实现方法，这些实现方法
称为“机制”．Ｌａｐｌａｃｅ机制［２１］（ＬａｐｌａｃｅＭｅｃｈａｎｉｓｍ）
与指数机制［２］（ＥｘｐｏｎｅｎｔｉａｌＭｅｃｈａｎｉｓｍ）是两种最
基础的差分隐私保护实现机制．其中，Ｌａｐｌａｃｅ机制
适用于对数值型结果的保护，指数机制则适用于非
数值型结果．
２．３．１　Ｌａｐｌａｃｅ机制
Ｌａｐｌａｃｅ机制通过向确切的查询结果中加入服
从Ｌａｐｌａｃｅ分布的随机噪声来实现ε差分隐私保
护．记位置参数为０、尺度参数为犫的Ｌａｐｌａｃｅ分布
为犔犪狆（犫），那么其概率密度函数为
狆（狓）＝１２犫ｅｘｐ－｜狓｜（ ）犫 （５）
定义６［２１］．　Ｌａｐｌａｃｅ机制．给定数据集犇，设
有函数犳：犇→犚犱，其敏感度为Δ犳，那么随机算法
犕（犇）＝犳（犇）＋犢提供ε差分隐私保护，其中犢～
犔犪狆（Δ犳／ε）为随机噪声，服从尺度参数为Δ犳／ε的
Ｌａｐｌａｃｅ分布．
从不同参数的Ｌａｐｌａｃｅ分布（如图４）可以看出，
ε越小，引入的噪声越大．
图４　Ｌａｐｌａｃｅ概率密度函数
２．３．２　指数机制
由于Ｌａｐｌａｃｅ机制仅适用于数值型查询结果，
而在许多实际应用中，查询结果为实体对象（例如一
种方案或一种选择）．对此，ＭｃＳｈｅｒｙ等人提出了指
数机制．
设查询函数的输出域为犚犪狀犵犲，域中的每个
值狉∈犚犪狀犵犲为一实体对象．在指数机制下，函数
狇（犇，狉）→犚称为输出值狉的可用性函数，用来评估
输出值狉的优劣程度．
定义７［２］．　指数机制．设随机算法犕输入为
数据集犇，输出为一实体对象狉∈犚犪狀犵犲，狇（犇，狉）为
可用性函数，Δ狇为函数狇（犇，狉）的敏感度．若算法犕
以正比于ｅｘｐε狇（犇，狉）２Δ（ ）狇的概率从犚犪狀犵犲中选择并
输出狉，那么算法犕提供ε差分隐私保护．
以下是一个指数机制的应用实例．假如拟举办
一场体育比赛，可供选择的项目来自集合｛足球，排
球，篮球，网球｝，参与者们为此进行了投票，现要从
中确定一个项目，并保证整个决策过程满足ε差分
隐私保护要求．以得票数量为可用性函数，显然
Δ狇＝１．那么按照指数机制，在给定的隐私保护预算ε
下，可以计算出各种项目的输出概率，如表２所示．
表２　指数机制应用示例
项目 可用性Δ狇＝１
概率
ε＝０ ε＝０．１ ε＝１足球 ３０ ０．２５ ０．４２４ ０．９２４排球 ２５ ０．２５ ０．３０ ０．０７５篮球 ８ ０．２５ ０．１４１ １．５Ｅ０５网球 ２ ０．２５ ０．１０５ ７．７Ｅ０７
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可以看出，在ε较大时（如ε＝１），可用性最好的选项被输出的概率被放大．当ε较小时，各选项在可用性上的差异则被平抑，其被输出的概率也随着ε的减小而趋于相等．
２．４　主要研究方向由于理论上的可证明性和应用上的通用性，差
分隐私保护方法得到了业内学者们的认可．近年来
的一系列研究［２３３０］使其在理论上不断成熟．目前差
分隐私保护的理论与应用研究主要集中在两个方
向，即隐私保护数据发布与隐私保护数据挖掘．
２．４．１　隐私保护数据发布隐私保护数据发布研究的问题是如何在满足差
分隐私的条件下保证发布数据或查询结果的精确
性，研究内容主要集中在发布机制和算法复杂度的
调整上，研究方法主要是基于计算理论和学习理论
的定量分析．
差分隐私保护数据发布根据实现环境不同可分
为两种，即交互式数据发布和非交互式数据发
布［２１］，如图５所示．
图５　ＰＤＲ的实现环境
在交互式环境下，用户向数据管理者提出查询
请求，数据管理者根据查询请求对数据集进行操作
并将结果进行必要的干扰后反馈给用户，用户不能
看到数据集全貌，从而保护数据集中的个体隐私．
在非交互式环境下，数据管理者针对所有可能
的查询，在满足差分隐私的条件下一次性发布所有
查询的结果．或者，数据管理者发布一个原始数据集
的“净化”版本，这是一个不精确的数据集，用户可对
该版本的数据集自行进行所需的查询操作．
２．４．２　隐私保护数据挖掘隐私保护数据挖掘研究的问题是如何在保证数
据集隐私安全的前提下获取性能最优的数据挖掘模
型．其研究通常面向数据挖掘领域的具体算法，通过
对已有算法的调整和对挖掘结果的性能评估，来寻
求数据安全性和模型可用性的平衡．
差分隐私保护数据挖掘有两种实现模式，即接
口（Ｉｎｔｅｒｆａｃｅ）模式和完全访问（ＦｕｌｙＡｃｅｓ）模式［３１］，如图６所示．
图６　ＰＤＭ的实现模式
在接口模式下，数据挖掘者被视为不可信的．数
据管理者不会发布原始数据集，而只是对外提供访
问接口，并在接口上实施差分隐私保护．数据挖掘者
只能通过接口获取进行数据挖掘所需的统计类信
息，其查询数目受隐私保护预算的限制．在这种模式
下，隐私保护的功能完全由接口来提供，数据挖掘者
无需关心任何隐私保护需求，也无需掌握任何有关
隐私保护的知识，其进行数据挖掘所采用的各种算
法也无需因隐私保护做任何修改．
在完全访问模式下，数据挖掘者被认为是可信
的，能够直接访问数据集并执行挖掘算法．但他们必
须具备隐私保护的领域知识以对传统的数据挖掘算
法进行必要的修改，使得这些算法能够满足差分隐
私保护的要求，从而保证最终发布的模型不会泄露
数据集中的隐私信息．完全访问模式对查询数量没
有限制，因此数据挖掘者在设计算法时具有更大的
灵活性．
３　基于差分隐私保护的数据发布
基于差分隐私保护的数据发布是差分隐私研究
中的核心内容．本节针对交互式和非交互式两种不
同的实现环境，介绍差分隐私在数据发布中的应用
方法．
３．１　交互式数据发布交互式数据发布问题可表述为：给定数据集犇
和查询集合犉，需寻求一种数据发布机制，使其能够
在满足差分隐私保护的条件下逐个回答犉中的查
询，直到耗尽全部隐私保护预算．发布机制的性能通
常由精确度来衡量．交互式数据发布即是要在满足
一定精确度的条件下，以给定的隐私保护预算回答
尽可能多的查询．
对于犉中任意查询犳，设定一个足够小的实数
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δ＜１，查询结果的精确度α应满足
犘狉犳∈犉［｜犳（犇）－犕（犳（犇）｜α］１－δ（６）其中犳（犇）为查询犳在犇上的结果，犕（犳（犇）为随机算法犕对犳（犇）的干扰结果．α越小，精确度越高［３２］．
为了达到这个精确度所需的样本量为样本复杂
度．精确度与样本复杂度之间的关系有两种不同的
表达方式．（１）给定样本量狀，则发布机制的精确度
为α（狀），当狀→∞时，α（狀）趋于０；（２）给定α，达到这一精确度所需的样本量为狀０（α），则发布机制在
狀狀０（α）时保证了精确度α，其中当α→０时狀０（α）趋于无穷大．交互式数据发布采用精确度和相应的
样本复杂度来评估发布机制的性能．
交互式隐私保护数据发布的研究主要集中在发
布机制和基于直方图的发布方法上．两者的区别在
于，前者直接对数据集进行操作来响应查询，而后者
先根据数据集建立直方图分布，然后根据直方图分
布来响应查询．
３．１．１　交互式发布机制研究最早用于交互式数据发布的差分隐私保护机制
是Ｄｗｏｒｋ等人提出的Ｌａｐｌａｃｅ机制．在该机制下，根据查询函数的敏感度和隐私保护预算ε产生服从
Ｌａｐｌａｃｅ分布的噪声，并添加到每个查询结果中．这种简单的机制能够处理各种类型的查询，但缺点是
查询的数量有限，与数据集记录数为次线性关系．另
外，在干扰针对连续属性的查询结果时会产生较大
的噪声．
之后，Ｒｏｔｈ和Ｒｏｕｇｈｇａｒｄｅｎ［３］提出了中位数机制（Ｍｅｄｉａｎ）．相对于Ｌａｐｌａｃｅ机制，中位数机制能够在相同预算下提供更多数量的查询．在该机制下，查询
被分为“难查询”和“易查询”两类．其中，“易查询”的结
果可以根据“难查询”的结果来确定，因此“易查询”就
无需消耗任何预算．他们的研究证明，给定域犣和犽
个查询，“难查询”的数量级为犗（ｌｏｇ２犽）（ｌｏｇ２｜犣｜），其它均为“易查询”．“难查询”的结果通过独立的
Ｌａｐｌａｃｅ噪声进行干扰，而“易查询”的结果则用之前查询结果的中位数来确定．中位数机制的缺点则在
于其算法的时间复杂度会随着数据集容量的增长呈
指数增长，同时，其样本复杂度也是超多项式的．
Ｈａｒｄｔ等人［３４］提出了另一种有效的机制，即
ＰＭＷ（ＰｒｉｖａｔｅＭｕｌｔｉｐｌｉｃａｔｉｖｅＷｅｉｇｈｔｓ）．该机制的理论来源是机器学习中的加权多数算法（Ｗｅｉｇｈｔｅｄ
ＭａｊｏｒｉｔｙＡｌｇｏｒｉｔｈｍ），该算法用于通过投票机制来构建一个复合算法．与之相似，ＰＭＷ也采用了一种
投票机制来减少隐私保护预算的消耗，使得该机制
能够在给定的隐私保护预算下，回答更多的查询．具
体方式为，ＰＭＷ把数据集在数据域上的分布视作
一个直方图，首先将每个频数设为相同，然后等待查
询，每个查询的结果加上Ｌａｐｌａｃｅ噪声后会和上一
次查询结果相比较，若差异小于设定的阈值，则发布
上一次查询结果的值，此步骤不耗费隐私保护预算．
只有当差异大于此阈值时，才会发布新的查询结果，
并调整直方图中相应频数的值．由于很多查询并不
耗费隐私保护预算，所以这个机制能比普通Ｌａｐｌａｃｅ
机制回答更多的查询．在精确度方面，对于犽个查询，
每个结果的误差为犗（（ｌｏｇ犽）／槡 狀）．此方法在提高查询数量的基础上较好地保证了精确性，但缺点是只
能处理计数类型的查询．因此，针对复合线性查询的
噪声复杂度问题，Ｈａｒｄｔ等人［３５］又提出了犓ｎｏｒｍ机
制，将差分隐私保护的噪声复杂度作为高维凸体的
几何属性来研究．结果表明，该机制下每次查询的噪
声量为
犗（ｍｉｎ｛犽／ε，犽ｌｏｇ（狀／犽槡 ）／ε｝） （７）在犽狀时小于Ｌａｐｌａｃｅ机制下的噪声量为犗（ｍｉｎ｛犽／
ε，槡狀／ε｝）．但由于该机制包含在高维凸体上的随机采样操作，导致了较高的计算复杂度．
Ｇｕｐｔａ等人［３６］提出一种更为通用的迭代数据
集生成架构（ＩＤＣＦｒａｍｅｗｏｒｋ），并进一步证明之前
的Ｍｅｄｉａｎ和ＰＭＷ机制都是此架构的特例．在该
架构下，对于一个查询集合犉，首先在定义域空间中
任意选择一个数据集，作为初始数据集假设，然后用
此数据集来回答所有的查询，若发现有某个查询结
果和真实结果之间的差别大于预定义的阈值时，则
根据此查询结果来更新数据集假设，使更新后的数
据集能在阈值范围内回答此查询．这个迭代过程循
环进行，直到所有的查询结果和真实结果的差异不
再大于阈值．由于迭代次数会少于总查询数量，所以
耗费的隐私保护预算会比普通机制更少，从而降低
噪声总量．
以上几种交互式发布机制的比较如表３所示．
表３　交互式发布机制比较
机制 查询数量级计算效率 精确度
Ｍｅｄｉａｎ［３］ 狀的指数 高效 狀２／３（ｌｏｇ犽）（ｌｏｇ｜犣｜）１／３ε１／３
ＰＭＷ［３４］ 狀的指数 非高效 狀１／２（ｌｏｇ犽）（ｌｏｇ｜犣｜）１／４ε
犓ｎｏｒｍ［３５］狀的次线性 非高效 槡犽εｌｏｇ｜犣｜（）（ 犽 １／２
ＩＤＣ［３６］ 狀的指数 非高效狀１／４（ｌｏｇ犽）１／２（ｌｏｇ｜犣｜）１／４ε１／２
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另外，还有一些针对特殊查询的发布机制，如
布尔连接查询（ＢｏｌｅａｎＣｏｎｊｕｎｃｔｉｏｎＱｕｅｒｙ）、半空
间范围查询（ＨａｌｆｓｐａｃｅＲａｎｇｅＱｕｅｒｙ）等．
Ｇｕｐｔａ等人［３７］研究了在数据集只提供统计查
询的前提下，回答布尔连接查询集合犉所需的样本
复杂度问题．他们证明这种查询所需的样本复杂度
等于不可知学习的复杂度，进而把查询集合犉转化
为使用次模（Ｓｕｂｍｏｄｕｌａｒ）函数描述的问题，并给出
了此机制下布尔连接查询的样本复杂度为
狀＝１ε犱犗（ｌｏｇ（１／δ）／α
２） （８）
其中犱为数据集维度．
半空间区域查询实际上是一种高维空间里的范
围查询．它用于回答“当定义好一个超平面时，有多少
个点会落在超平面上方的空间里”．Ｍｕｔｈｕｋｒｉｓｈｎａｎ
等人［３８］对半空间查询的发布机制进行了研究，他们
将高维空间的范围查询分解成多个范围，并应用差
异理论（ＤｉｓｃｒｅｐａｎｃｙＴｈｅｏｒｙ）来确定范围的个数和
每个范围的大小，然后分别对这些范围添加Ｌａｐｌａｃｅ
噪声来保证差分隐私，并达到最优的隐私性和可用
性平衡．在该机制下，半空间查询的均方误差下界为
Ω（狀１－１／犱）．
交互式发布机制的研究方法是应用计算理论来
分析各种发布机制在保证差分隐私的前提下查询结
果的精确度，这些研究的结论是差分隐私在数据挖
掘、机器学习等领域应用研究的理论基础．
３．１．２　基于直方图的发布
直方图是一种直观的数据分布表示形式，其结
果可作为其它统计查询或线性查询的依据．在差分
隐私保护条件下，删除数据集的一条记录只会影响
直方图中一个数据格（Ｂｉｎ）的结果，因此计算计数查
询以及其他相关查询的敏感度是比较容易的，这使
得根据直方图来为各种查询提供差分隐私保护的响
应是可行的．
在形成直方图时，需要根据属性（或属性组合）
的狑个不同等级将数据集划分为狑个数据格，然后
分别统计每个数据格的频数．为了提供差分隐私保
护，一种简单的方法是向狑个数据格的频数分别添
加独立的Ｌａｐｌａｃｅ噪声，也称为基于数据格的方法．
因为频数统计函数的敏感度仅为１，所以这种方法
对于狑较小时（例如二维直方图）是有效的．但对于
多维直方图而言，多个变量的组合可以形成大量的数
据格，这时会使一些范围计数查询（ＲａｎｇｅＣｏｕｎｔｉｎｇ
Ｑｕｅｒｙ）的结果因累积噪声过大而失效．例如，图７
（ａ）中显示了一个按照年龄段对人数进行统计的直
方图，如果为每个频数加入噪声犢，则总体噪声为
７犢．为了降低噪声，一种有效的方法是将所有数据
格合并为若干个分区（Ｐａｒｔｉｏｎ），每个分区的频数
为其中全部频数的平均值，如图７（ｂ）所示，然后为
每个分区频数加入噪声，总体噪声为３犢．但是，分区
后数据格的频数相对于分区前的频数产生了一定的
误差．因此，如何结合数据分布的特征寻求合理的分
区方案，在减小狑的同时尽可能降低频数误差，成
为直方图发布的主要研究内容．
图７　直方图分区方案示例
显然，如果一个分区方案能够将直方图划分为
尽可能少的分区且每个分区中数据格频数彼此接
近，就能降低噪声并减少查询结果的误差．因此，
Ｘｉａｏ等人［３９］提出了一种基于犽犱树的直方图发布
算法．算法首先根据给定的数据集及其犽个属性产
生原始直方图，得到所有数据格及其频数，用ε／２的
预算为所有频数加入Ｌａｐｌａｃｅ噪声．然后以这些干
扰后的频数作为犽维空间的数据点，采用犽犱树算
法对空间进行递归划分，在每一次迭代中，首先计算
当前分区犘０中频数分布的紧密程度为
犔（犘０）＝∑犮犲犾犻∈犇０｜犮狅狌狀狋（犮犲犾犻）－犪０｜ （９）其中犮犲犾犻是犘０中的一个数据格，犮狅狌狀狋（犮犲犾犻）为其频
数，犪０是犘０中的所有数据格频数的平均值．如果
犔（犘０）大于预定义的阈值，则将该分区划分为两个
子分区．犽犱树算法最终将空间划分为若干个分
区，这个划分的结果实际上代表了一种分区方案．
最后，以这个分区方案对原始直方图进行分区，并
以ε／２的预算向所有分区的实际频数加入噪声并发
布．在Ｘｉａｏ等人的后续研究里，这一算法被命名为
ＤＰＣｕｂｅ［４０］．与基于数据格的方法相比，当参数（频
数分布紧密度阈值、空间分割次数）的取值适当时，
ＤＰＣｕｂｅ算法在查询数量和查询误差等方面具有更
好的性能．
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同样针对寻求最优分区方案问题，Ｘｕ［４１］等人采
用平方误差和（犛犈）来衡量一种分区方案的优劣
程度：
犛犈（犘）＝∑犾犼＝１∑犮犲犾犻∈犘犼（犫犼－犮狅狌狀狋（犮犲犾犻）２（１０）其中犘＝｛犘１，犘２，…，犘犾｝表示一种分区方案，由犾个
分区构成，犫犼为犘犼（犼＝１，…，犾）的估计频数，犮犲犾犻为
犘犼中任一数据格，犮狅狌狀狋（犮犲犾犻）为犮犲犾犻的频数．显然，
犛犈越小，查询精确度就越高．基于以上原理，他们
提出了两种实现算法，即ＮｏｉｓｅＦｉｒｓｔ和Ｓｔｒｕｃｔｕｒｅ
Ｆｉｒｓｔ算法．其中ＮｏｉｓｅＦｉｒｓｔ算法基于Ｌａｐｌａｃｅ机制，
ＳｔｒｕｃｔｕｒｅＦｉｒｓｔ算法则基于指数机制．实验结果表
明，ＮｏｉｓｅＦｉｒｓｔ算法所产生的直方图用于短范围查
询（ＳｈｏｒｔＲａｎｇｅＱｕｅｒｙ）时精确度更高，而Ｓｔｒｕｃｔｕｒｅ
Ｆｉｒｓｔ算法产生的直方图更适用于长范围查询（Ｌｏｎｇ
ＲａｎｇｅＱｕｅｒｙ）．
基于隐私保护的直方图发布所面临的另一个
问题是范围查询结果的一致性问题．例如查询序
列犉＝｛犳１，犳２，犳３｝的原始结果为犈＝｛犲１，犲２，犲３｝，查
询结果存在的约束关系为犲３＝犲１＋犲２，向犈中加入
独立的Ｌａｐｌａｃｅ噪声后输出为珟犈＝｛珓犲１，珓犲２，珓犲３｝，就有
可能使结果违背原有的约束关系．对此，Ｈａｙ等
人［４２］提出了一种对差分隐私保护结果进行后处理
（Ｐｏｓｔｐｒｏｃｅｓｉｎｇ）的方法．该方法用一棵树来表示
一个查询序列，树中每个节点表示一个范围查询，查
询之间的约束关系则表现为节点与其子节点之间的
连接关系．设珓犲［狏］为节点狏的差分隐私保护输出，
采用线性组合方法在约束关系下计算最接近珓犲［狏］
的无偏估计珋犲［狏］，所有节点的估计值构成最终的发
布序列珚犈．理论证明和实验结果均表明，珚犈不但在差
分隐私保护机制下保证了一致性，而且由于利用了
查询间的约束关系有效降低了查询误差．
由于直方图结构能够降低查询敏感度，所以成
为目前差分隐私保护中常用的数据结构，在其基础
上进一步进行发布机制的研究是目前差分隐私研究
的重要内容之一．
３２　非交互式数据发布
非交互式数据发布问题可表述为：给定数据集
犇和查询集合犉，需寻求一个数据发布机制，使其能
够在满足差分隐私保护的条件下一次性回答犉中
所有的查询．
早期的差分隐私保护研究认为数据发布很难在
非交互式环境下实现隐私保护．Ｄｉｎｕｒ等人［４３］曾提
出，一个数据集如果精确回答了超过次线性个查询，
那么用户就能够以很高的概率还原出原始数据集．
因此，如果要在非交互式环境下回答查询，或者发布
一个被净化处理的数据集，必须在发布的内容中加
入大量噪声，但这会极大地破坏其可用性．所以，早
期的研究大多集中在交互式环境下的查询数据发
布．但随着应用要求的提高，单纯的交互式环境在查
询数量和应用方式上存在许多局限，从而促进了非
交互式环境下数据发布的隐私保护研究．
非交互式数据发布的研究主要集中在批查询、
列联表发布、基于分组的发布方法以及净化数据集
（ＳａｎｉｔｚｅｄＤａｔａｓｅｔ）发布方法上．
３．２．１　批查询（ＢａｔｃｈＱｕｅｒｙ）
数据管理者针对所有可能的查询，一次性对外
发布所有查询的结果，这种模式称为批查询．在批查
询模式下，由于各查询之间彼此相关，删除数据集中
任一记录有可能会导致多个查询结果发生改变．因
此，基于差分隐私保护的批查询函数具有比单一查
询高得多的敏感度．
例如，图８为一个根据原始数据集生成的频数
统计变量集犝＝｛狓１，狓２，狓３，狓４｝及其范围查询集合
犉，犉＝｛犳１，…，犳１０｝为所有可能的范围查询．显然，
删除原始数据集中任一记录，最多可以使６个查询
结果发生改变，根据定义２，犉查询集合敏感度为６．
图８　批查询示例
当犝中元素的数量为狀时，如果直接采用
Ｌａｐｌａｃｅ机制为每个范围查询加入独立的噪声（记为
Ｌａｐ１方法），则查询的总敏感度为犗（狀２），每个查询
误差的方差为犗（狀４／ε２）．或者，先为每个单一查询
加入噪声，然后根据干扰后的单一查询计算其它范
围查询的结果（记为Ｌａｐ２方法），这种方法虽然敏
感度仅为１，但由于噪声的累加，在最坏情况下，查
询误差的方差为犗（狀／ε２）．
以上两种方法都是对Ｌａｐｌａｃｅ机制的直接应
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用，由于噪声过大而难以满足实际应用要求．
目前，批查询主要通过映射和变换查询集合来
降低总敏感度，从而降低噪声量．比较有代表性的有
Ｘｉａｏ等人［４］提出的小波变换方法（Ｐｒｉｖｅｌｅｔ）、Ｈａｙ
等人［４２］提出的层次查询方法等．
Ｐｒｉｖｅｌｅｔ方法通过Ｈａｒ小波变换将频数统计
矩阵犝映射到小波系数矩阵犝犆，然后为犝犆中的每
个小波系数添加Ｌａｐｌａｃｅ噪声．由于在计算小波系
数时提交的查询的总敏感度为（ｌｏｇ狀＋１），因此这里
加入的噪声服从犔犪狆（ｌｏｇ狀＋１）／ε）分布，另外查询
集合中的任一查询均由相应的（ｌｏｇ狀＋１）个小波系
数的线性组合来表示．所以，最终每个查询的噪声的
方差为犗（ｌｏｇ狀）３／ε２），当狀较大时（例如狀＞１０２４）
小于Ｄｗｏｒｋ的方法中加入的噪声量（犗（狀／ε２）．另
外，Ｘｉａｏ等人［４］还提出了针对多维数据集的小波变
换方法，其平均噪声方差为犗（ｌｏｇ狀）３犱／ε２），犱为数
据集维度．
Ｈａｙ等人提出的层次查询方法和小波变换类
似，也能将敏感度降低到ｌｏｇ狀＋１，每个查询所需噪
声的方差也为犗（ｌｏｇ狀）３／ε２），但并未提及多维数据
集的查询方式．
以图８中的频数统计变量为例，小波变换和层
次查询方法所提交的查询如图９所示．
图９　频数统计矩阵转换示例
表４列出了以上几种方法中犉的总敏感度以
及加在每个查询上的噪声方差．
表４　批查询的敏感度及噪声方差
批查询方法 总敏感度 噪声方差
Ｌａｐ１［２１］ 犗（狀２） 犗（狀４／ε２）Ｌａｐ２［２１］ １ 犗（狀／ε２）Ｐｒｉｖｅｌｅｔ［４］ ｌｏｇ狀＋１ 犗（ｌｏｇ狀）３犱／ε２）Ｈｉｅｒａｒｃｈｉｃａｌｒａｎｇｅｓ［４２］ ｌｏｇ狀＋１ 犗（ｌｏｇ狀）３／ε２）
类似的研究还有Ｌｉ等人［４５］提出了基于负载矩
阵分解的方法；Ｃｏｒｍｏｄｅ等人［４６］提出的基于Ｑｕａｄ
ｔｒｅ的查询，用于实现二维数据集的查询；以及
Ｂａｒａｋ提出的傅里叶变换方法［４７］等．
３．２．２　列联表发布方法
列联表是对数据集中的记录按照变量进行分类
时所列出的频数表，它是非交互式数据发布的一种
特殊形式．例如数据集犇包含狀个记录，由犽个布
尔变量组成，列联表就是对数据集按照２犽个可能的
组合值进行统计计数所形成的表格．事实上，在数据
分析研究中发布的内容通常并非列联表本身，而是
按照多个变量的组合值进行统计所得的计数，也称
为边缘频数（Ｍａｒｇｉｎａｌ）．研究表明，虽然边缘频数只
是关于数据集的某些记录的统计数据，在某些条件
下却可能会泄露相关记录的隐私信息［４８５１］．
差分隐私保护在列联表发布中的应用主要有两
种方法．其一是向列联表的每个单元格中加入噪
声［５２］，用户可以根据被干扰的频数计算每个边缘频
数．这种方法能够维持所有边缘频数之间的一致性，
但边缘频数的累积噪声也会较大．另一种方法是先
计算出拟发布的边缘频数，然后对它们加入噪声后
再发布．由于每个边缘频数只添加了一次噪声，所以
数据可用性更好．但因为每个边缘频数都是独立地
添加噪声，因此所发布的各边缘频数之间可能会违
背数据上的一致性．
针对在实现列联表隐私保护过程中数据准确性
与一致性之间的矛盾，Ｂａｒａｋ等人［４７］提出了一个综
合考虑准确性与一致性的整体解决方案，将列联表
的数据进行傅里叶转换，就能对边际频数进行无冗
余的编码．加入傅里叶域的噪声不会破坏一致性，因
为任一组傅里叶系数都对应着一个一致性列联表，
计算低阶的边际频数只需要很少的傅里叶系数，因
此加入到边际频数的噪声就会很小．然而，Ｆｉｅｎｂｅｒｇ
等人［５３］以及Ｙａｎｇ等人［５４］的研究表明，文献［４７］提
出的方法并不适用于稀疏数据集和非布尔变量构成
的数据集，在这些条件下的列联表发布问题还需要
进一步的研究．
３．２．３　基于分组的数据发布方法
基于分组的数据发布方法将早期的匿名泛化技
术应用到非交互式环境下来实现差分隐私保护．
犽ａｎｏｎｙｍｉｔｙ及其衍生模型（如犾ｄｉｖｅｒｓｉｔｙ模
型和狋ｃｌｏｓｅｎｅｓ模型）属于典型的基于分组的隐私
保护方法．研究表明，这些模型对攻击者所掌握的知
识假定过少［５］，并不能提供足够的安全保障．但一
些学者也认为差分隐私保护对攻击者所掌握的知识
假定过多（假定攻击者掌握了数据集中除攻击目标
之外所有其它个体的信息），对安全的要求过于严
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格．Ｌｉ等人［５６］研究了犽ａｎｏｎｙｍｉｔｙ与差分隐私保护
模型各自的优缺点，他们认为，通过对原始数据集进
行随机抽样，可以增加数据集的不确定性，相当于减
少了差分隐私保护中对攻击者所掌握的知识假定，
因此提出了一种将犽ａｎｏｎｙｍｉｔｙ模型和差分隐私保
护模型结合起来的新方法并称之为“安全犽匿名”
模型．该方法首先确定一个随机抽样函数犃犿，并对
数据集犇进行抽样，得到犛犇＝犃犿（犇），最后从犛犇中
删除出现次数小于犽的记录．理论证明，当函数犃犿
满足ε差分隐私保护条件时，安全犽匿名模型能够
提供（ε，δ）差分隐私保护［２３］．该研究对实现（ε，δ）
差分隐私保护提供了一个新的思路，但其缺点在于
仅仅提出了一个理论框架，对于如何实现一个满足
ε差分隐私保护条件的抽样函数等问题并未给出具
体解决方案．
基于分组的方法也被用于面向数据挖掘算法的
差分隐私保护问题．Ｍｏｈａｍｍｅｄ等人［５７］采用“自顶
向下、逐步细分”的策略，提出了一种针对决策树分
析的差分隐私保护数据发布算法ＤｉｆＧｅｎ．该算法
首先将数据集完全泛化，然后进入细分迭代循环．一
个逐步细分的决策树示例如图１０所示，ＤｉｆＧｅｎ算
法要保证决策树的生成过程满足差分隐私保护的
要求．
图１０　决策树逐步细分示例
设一轮迭代中有狔１个离散属性值和狔２个连续
属性值．按照细分层次树，狔１个离散属性值产生狔１
个细分方案．狔２个连续属性值则产生了狔２个细分方
案集犖１，犖２，…，犖狔２．对每个连续属性值的细分方案集犖犼，犼＝１，２，…，狔２，应用指数机制从犖犼中选择
一种方案，总共得到狔２种方案，然后将它们与狔１个
离散属性的细分方案放在一起，采用指数机制从这
狔１＋狔２种方案中选择一种．循环这一过程，直到达到
预定的细分次数．
虽然ＤｉｆＧｅｎ算法是满足ε差分隐私保护要求
的，但其缺点在于没有充分利用给定的预算，导致加
入不必要的冗余噪声．因为算法在每次迭代中都为
连续属性的处理分配了一定的隐私保护预算，但事
实上只有在上一次迭代时选择连续属性细分方案的
前提下，本次迭代才需要重新处理连续属性．因此，
除非每次迭代均选择连续属性细分方案，整个预算
ε才能够得到完全充分的利用．
针对这个问题，Ｚｈｕ等人［５８］对ＤｉｆＧｅｎ算法进
行了改进，提出了一种新的决策树构建算法．该算法
在每次细分迭代中，将所有连续属性细分方案乘以
相应的权重后和离散属性细分方案一起构成候选方
案集，然后调用指数机制来选择细分方案．该算法减
少了调用指数机制的次数，从而提高了隐私保护预
算的利用率，使得在给定的隐私保护预算下，数据集
能够更大程度地精确化，进而提高分类模型的准
确率．
基于分组的数据发布延续了犽ａｎｏｎｙｍｉｔｙ模型
的思想，并用差分隐私的要求来控制分组及匿名处
理的整个过程．从已有的研究来看，隐私保护预算在
算法中的合理分配与充分利用是基于分组的数据发
布需要继续研究的问题．
３．２．４　净化数据集发布方法
净化数据集是对原始数据集进行隐私保护处理
后发布给用户的数据集．直接发布一个满足差分隐
私的净化数据集来让用户进行任意的查询，一直被
认为是一个十分困难的问题．因为这会引入非常大
的噪声，并覆盖整个数据集的原始数据［２８］．但随着
差分隐私保护理论研究的深入，研究者发现如果将
学习理论引入差分隐私保护，可以在一定程度上解
决非交互式数据发布中精确度较低的问题．
从学习理论的角度来看，对一个数据集进行统
计分析的目的是为了获得数据集某个群体的信息．
如果将一个数据集犇视为从某个分布χ随机抽取的
样本集合，而且我们只关心对给定类别犆的布尔值
预测问题，那么当数据集的样本复杂度达到
犗（犞犆（犆）／α２）时，对于任意查询犳∈犆，犇中正例的
比例与χ中正例的比例误差在±α之内．这是学习理
论的一个重要结论［５９］．如果能将这个结论引入差分
隐私，则有可能找到犇的净化数据集犇＾，对于某一
类别犆的所有查询，其精确度为α．
Ｋａｓｉｖｉｓｗａｎａｔｈａｎ［６０］和Ｂｌｕｍ［６１］等人分别就这个
问题的两个方面进行了研究．其中Ｋａｓｉｖｉｓｗａｎａｔｈａｎ
等人关注的是在差分隐私的条件下学习理论是否
成立．Ｂｌｕｍ则研究在差分隐私学习成立的前提下，
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是否能在定义域犣中搜索到满足条件的净化数据
集犇＾．
首先，Ｋａｓｉｖｉｓｗａｎａｔｈａｎ等人［６０］结合差分隐私
保护与学习理论，提出了隐私保护学习（Ｐｒｉｖａｔｅ
Ｌｅａｒｎｉｎｇ）的概念，从计算学习理论的角度对差分隐
私保护条件下学习的可行性进行了必要的分析，即
在差分隐私保护条件下，成功地运行一个学习算法
需要多少样本复杂度和计算复杂度．他们在概率近
似正确（ＰＡＣ）框架［６２］下对差分隐私保护下的ＰＡＣ
学习进行了定义．
定义８［６０］．　差分隐私ＰＡＣ学习．设概念类别
犆定义在实例集合犡上，如果存在一个满足ε差分
隐私保护的算法犃，使用假设空间犎，对所有概念
犮∈犆和所有犡上的分布χ以及精确度和可用性参
数α，δ∈（０，１／２），算法犃输出假设犺∈犎，使得
犘狉［犲狉（犺）α］１－δ （１）
成立，犲狉（犺）为犺对分布χ上的样例的分类错误率，
则称犆在差分隐私保护条件下是可ＰＡＣ学习的，
其所需样本数量是１／ε、１／α和ｌｏｇ（１／δ）的多项式函
数，计算时间则是１／α和ｌｏｇ（１／δ）的多项式函数．
对于ＰＡＣ扩展后的不可知学习［６３］则在相同条
件下输出犺的概率满足
犘狉［犲狉（犺）犗犘犜＋α］１－δ （１２）
其中犗犘犜＝ｍｉｎ犮∈犆｛犲狉（犮）｝为犆中概念的最小分类错误率．在以上定义的基础上，一个通用的基于差分隐
私保护的不可知学习器犃ε狇（狕）被提出．函数犃ε狇（狕）采用指数机制以正比于ｅｘｐ（ε狇（狕，犺）／２）的概率输出（犺∈犎），其中狇（狕，犺）＝－犿犺为可用性函数，犿犺为
犺对数据集狕的误分类样例数．可以证明，犃ε狇（狕）是满足差分隐私保护要求的．同时，概念类别犆使用
假设空间犎＝犆和学习器犃ε狇（狕）是不可知学习的，其样本复杂度为
犗（ｌｎ｜犎｜＋ｌｎ（１／δ）·ｍａｘ｛１／（εα），α２｝）（１３）
对于无限假设空间，则样本复杂度为
犗（犞犆（犆）·ｌｎ｜犡｜＋ｌｎ（１／δ）·ｍａｘ｛１／（εα），α２｝）
（１４）
其中犞犆（犆）为犆的犞犆维．
Ｋａｓｉｖｉｓｗａｎａｔｈａｎ的结论表明，如果一个概念类
别在无隐私保护要求和多项式样本复杂度下是可学
习的，那么它在差分隐私保护条件下也是可学习的．
这个结论验证了在学习理论中引入差分隐私的可行
性，使之能被应用于更广泛的领域．
另一方面，Ｂｌｕｍ等人［６１］的研究证明，给定一个
由离散属性构成的域，对于任意具有多项式犞犆维
的概念类别，如果不考虑计算复杂度，利用指数机
制遍历整个数据域，最终寻找出满足差分隐私保
护的数据集是可行的，且用此数据集能以指定的
精确度回答所有关于这个概念类别的查询．同时，
他们给出了满足精确度α时数据集的最小样本复
杂度为
犗犱犞犆（犆）ｌｏｇ（１／α）α３ε ＋ｌｏｇ
（１／δ）（ ）αε （１５）
其中，犱为数据集维度，δ为可用性参数．
这两个研究为净化数据集的发布提供了理论依
据和相关实现方法．但是这一方法具有较高的计算
复杂度，为数据域大小｜犣｜和｜犆｜的超多项式函数，
在实际中很难应用．围绕这个问题，学者们提出了一
些解决方法．例如，Ｄｗｏｒｋ等人［２９］将所有概念类别
划分为若干子集，然后采用一种递归的方式来为各
个子集构建发布数据集，最终形成可发布的总数据
集．类似的研究还包括Ｈａｒｄｔ等人［６４］提出的基于阈
值学习的隐私数据发布算法、Ｄｗｏｒｋ等人［６５］提出的
Ｂｏｓｔｉｎｇ算法等．
总之，学习理论拓展了非交互式发布的研究领
域，证明了在保证精确度的情况下发布针对某类查
询的净化数据集是可行的．但研究的难点在于如何
降低计算复杂度，如何处理数值型数据以及如何提
供更广泛的查询类型等问题上．
３３　犘犇犚小结
数据发布一直是差分隐私研究的核心内容，其
研究进展直接影响到差分隐私在其它相关领域的应
用．本节对基于差分隐私保护的数据发布方法进行
分类并分析了各自的特点（如表５所示）．可以看出，
虽然目前差分隐私在数据发布上获取了很大进展，
但仍然有些关键问题需要进一步解决：
（１）高敏感度查询问题．差分隐私针对低敏感
度查询的效果较好，例如敏感度为１的计数查询，其
噪声方差仅为２／ε２．但实际应用中，会遇到很多高敏
感度查询，例如查询最大值，其敏感度可能远远大于
１．这时加入的噪声往往会覆盖原有数据，造成数据
可用性急剧下降．
（２）计算复杂度问题．大部分数据发布机制的
计算复杂度都是非高效（Ｉｎｅｆｉｃｉｅｎｔ）的，超过狀的多
项式阶，甚至达到指数阶．高复杂度限制了差分隐私
在实际应用中的效率，成为目前需要解决的问题
之一．
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表５　基于差分隐私保护的数据发布方法分类比较
方式 方法 方法描述 典型机制或方法 优点 缺点
交互式
交互式查询对原始数据集查询产生结果，加噪后发布 Ｌａｐｌａｃｅ
［２１］，Ｅｘｐｏｎｅｎｔｉａｌ［２］，Ｍｅｄｉａｎ［３］，ＰＭＷ［３４］，犓ｎｏｒｍ［３５］，ＩＤＣ［３６］
容易实现，可满足所有查询类型 噪声较大，查询次数有限
直方图发布由原始数据集产生加噪后的直方图，根据直方图响应查询
ＫＤｔｒｅ［３９］，ＤＢＣｕｂｅ［４０］，ＮｏｉｓｅＦｉｒｓｔ［４１］，ＳｔｒｕｃｔｕｒｅＦｉｒｓｔ［４１］，ＰＨＰａｒｔｉｏｎ［６］，ＣｏｎｓｔｒａｉｎｅｄＩｎｆｅｒｅｎｃｅ［４２］
敏感度小，分析简单，噪声可以控制在较小范围内
查询类型受限制，查询次数有限
非交互式
批查询发布数据管理者针对所有可能的查询，一次性对外发布所有查询的结果
Ｐｒｉｖｅｌｅｔ［４］，Ｈｉｅｒａｒｃｈｉｃａｌｒａｎｇｅｓ［４２］，Ｍａｔｒｉｘｍｅｃｈａｎｉｓｍ［４５］，Ｌｏｗｒａｎｋｍｅｃｈａｎｉｓｍ［６７］，Ｑｕａｄｔｒｅ［４６］，ＡｄａｐｔｉｖｅＭｅｃｈａｎｉｓｍ［６８］
容易实现，可满足所有查询类型
噪声较大，但可以采用不同机制降低到一定程度
列联表发布 对数据集中的记录按犽个属性的排列组合产生
犽维频数表，加噪后发布
Ｆｏｕｒｉｅｒｂａｓｉ［４７］，Ｎｏｎｕｎｉｆｏｒｍｓｔｒａｔｅｇｙ［６９］，ＣｏｒｅｌａｔｅｄＲｏｗ［５２］ 可满足大部分查询类型
高维度列联表噪声大
分组发布 对原始数据集进行泛化处理并发布 Ｓａｆｅ犽ａｎｏｎｙｍｉｚａｔｉｏｎ
［５６］
ＤｉｆＧｅｎ［５７］，ＤＴＤｉｆ［５８］
结合泛化和差分隐私方法，容易实现 隐私保护预算分配主观性大
净化数据集发布
对原始数据集加入噪声后产生净化数集并对外发布
ＥｘｐｏｎｅｎｔｉａｌＳｅａｒｃｈｉｎｇ［６０］，Ｂｏｓｔｉｎｇ［６５］Ｒｅｃｕｒｓｉｖｅ［２８］，ＴｈｒｅｓｈｏｌｄＬｅａｒｎｉｎｇ［６４］Ｌｅａｒｎｉｎｇｔｈｅｏｒｙａｐｒｏａｃｈ［６１］
可满足多种查询类型，查询次数可达到狀的指数阶
时间复杂度高，实现困难，噪声大
４　基于差分隐私保护的数据挖掘
基于差分隐私保护的数据挖掘是差分隐私研究
的另一个重要方向，本节根据差分隐私在ＰＤＭ中
的不同应用模式，分别介绍接口模式和完全访问模
式下的各种差分隐私保护数据挖掘算法，并对其性
能进行分析和比较．
４１　接口模式下的数据挖掘
在接口模式下的数据挖掘研究中，有两个被广
泛应用的接口框架，即ＳｕＬＱ和ＰＩＮＱ，两者都采用
了Ｌａｐｌａｃｅ机制作为实现差分隐私的主要方式．
ＳｕＬＱ框架由Ｂｌｕｍ等人［７０］提出．首先，他们将最简
单的单属性布尔查询定义为查询原语（Ｐｒｉｍｉｔｖｅ）［７１］，
然后以查询原语为基本操作来组合查询集合，可以
实现更加复杂的查询函数，只要查询的数量是记录
数量的次线性函数，即可以较小的噪声实现足够的
隐私保护．在此基础上，Ｂｌｕｍ等对ＳｕＬＱ原语做了
两个方面的扩展后形成了ＳｕＬＱ框架：（１）将处理
的数据类型从布尔型数据扩展到连续型数据；
（２）以ＳｕＬＱ原语为基本算子，设计提供隐私保护
功能的复杂算法，如犽ｍｅａｎｓ算法、ＩＤ３分类器以及
统计查询学习模型等．
ＰＩＮＱ［２０］是由ＭｃＳｈｅｒｙ等人开发的一套为数
据提供差分隐私保护的框架，它基于ＬＩＮＱ查询语
言并提供一系列便于二次开发的应用程序接口，其
中定义的Ｐａｒｔｉｏｎ算子允许在查询中对数据集进
行分割．由于Ｐａｒｔｉｏｎ算子可将数据集分割成不相
交的子集，因此可以利用差分隐私保护算法的并行
组合性，提高隐私保护预算的利用率．
４．１．１　接口模式下的分类算法
分类算法［７２］旨在根据训练数据集建立分类器
模型，用以推测新记录的类标识．ＩＤ３［７３］是最经典的
分类算法之一，它以信息增益为标准对训练数据集
进行迭代划分，从而建立一棵决策树．ＳｕＬＱ框架提
出了实现差分隐私保护的ＳｕＬＱｂａｓｅｄＩＤ３算
法［７０］．其基本思想是在每次计算属性的信息增益
时，使用加入噪声的计数值，最终生成相应的决策
树．此方法虽然可以保证差分隐私，但缺点是噪声过
大．从文献［３１］中对模拟数据集的实验结果来看，在
隐私保护预算小于１的情况下，ＳｕＬＱｂａｓｅｄＩＤ３算
法相对于无隐私保护功能的ＩＤ３算法，其预测准确
率大约降低了３０％．
Ｆｒｉｅｄｍａｎ和Ｓｃｈｕｓｔｅｒ基于ＰＩＮＱ平台对
ＳｕＬＱｂａｓｅｄＩＤ３算法进行了改进［３１］，利用其中的
Ｐａｒｔｉｏｎ算子将数据集分割成不相交的子集，然后
再实现ＩＤ３算法．虽然在计算信息增益的过程中应
用Ｐａｒｔｉｏｎ算子避免了不必要的预算消耗，但由于
为计算信息增益而进行的计数查询必须为每个属性
单独执行，因此整个预算必须事先分配给每一次计
数查询，这导致每个查询的预算相对很小，所以无法
显著降低ＳｕＬＱｂａｓｅｄＩＤ３所引入的噪声．
针对这个问题，Ｆｒｉｅｄｍａｎ和Ｓｃｈｕｓｔｅｒ进一步在
ＩＤ３算法中应用了指数机制来实现差分隐私保护，
提出了ＤｉｆＰＩＤ３算法［３１］．由于在指数机制下，只需
一个查询即可实现一次对全部属性的评估，决策树
的一次分裂只需消耗一次预算，因此每个查询所分
配的预算较大，有效降低了噪声．另外，通过将离散
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属性的处理扩展到连续属性，Ｆｒｉｅｄｍａｎ和Ｓｃｈｕｓｔｅｒ
还提出了ＤｉｆＰＣ４．５算法［３１］．在实际数据集上的测
试表明，ＤｉｆＰＩＤ３算法和ＤｉｆＰＣ４．５算法的分类准
确率较ＳｕＬＱｂａｓｅｄＩＤ３算法有极大的提高，在样
本量足够大和ε等于１的条件下均能获得大于８０％
的分类准确率．但是，ＤｉｆＰＣ４．５算法的缺点在于，
在每一次迭代中必须先用指数机制对所有连续属性
选择分裂点，然后将所得结果与全部离散属性一起
再次通过指数机制选择最终的分裂方案，由于每次
迭代需要两次调用指数机制，因此消耗了过多的隐
私保护预算．
对以上几种算法的归纳如表６所示．可以看出，
直接采用Ｌａｐｌａｃｅ机制需要较大的噪声干扰．在算
法中应用指数机制则可以提高隐私保护预算的利用
率，有效降低噪声．
表６　基于接口的分类算法
分类算法 实现机制 噪声 数据类型
ＳｕＬＱｂａｓｅｄＩＤ３［７０］Ｌａｐｌａｃｅ机制 高 离散
ＰＩＮＱｂａｓｅｄＩＤ３［３１］Ｌａｐｌａｃｅ机制 高 离散
ＤｉｆＰＩＤ３［３１］ Ｌａｐｌａｃｅ及指数机制 低 离散
ＤｉｆＰＣ４．５［３１］ Ｌａｐｌａｃｅ及指数机制 低 离散或连续
４．１．２　接口模式下的聚类算法
作为一种无监督学习方法，聚类算法将无类标
识的记录划分到若干个簇中，使得簇内记录相似度
高，而簇间相似度低．设聚类算法的输入为一数据
集，输出为犽个聚类，基于差分隐私保护的聚类算法
的目标则是在从数据集中删除任一记录时，保证每
个聚类的质心以及记录数量所发生的改变不泄露隐
私信息．
在ＳｕＬＱ框架里，Ｂｌｕｍ等人给出了提供差分隐
私保护的犽ｍｅａｎｓ算法．由于在计算每个记录与质
心的距离时会泄露隐私，因此在ＳｕＬＱ框架下通过
发布聚类质心和记录数量的估计值来满足隐私保护
的要求．但根据全局敏感度的定义，查询聚类质心的
函数敏感度为聚类的最大直径，而以此敏感度计算
出的噪声量较大，降低了聚类结果的可用性．
为了解决这个问题，Ｎｉｓｉｍ等人［１９］认为，在一
个给定的聚类中移动一个或者几个点不会显著改变
质心的位置，所以可以使用局部敏感度来有效降低
噪声．为了计算一个复杂函数犳的局部敏感度和相
应的平滑边界，他们提出了一种抽样聚合框架
（ＳａｍｐｌｅａｇｒｅｇａｔｅＦｒａｍｅｗｏｒｋ）．首先从原始数据
集犇中随机抽样产生犿个子集，分别代入函数犳得
到犿个中间结果．然后选择一个局部敏感度较低并
且容易计算的聚合函数犵，对犿个中间结果进行聚
合运算，得到一个关于犳（犇）的期望值犳－（犇），最后
根据函数犵的平滑敏感度向犳－（犇）中添加噪声，得
到最终的发布数据．
但是基于抽样聚合框架的算法在应用中存在
一定的局限性，即对所有随机抽样生成的数据集进
行聚类且输出的结果具有某种程度上的一致性时，
算法才可能输出令人满意的结果．因此，Ｆｅｌｄｍａｎ等
人［７４］提出了一种基于核心集（Ｃｏｒｅｓｅｔ）的方法，可用
于基于差分隐私保护的犽ｍｅｄｉａｎ和犽ｍｅａｎｓ聚类
分析．给定一个犱维空间里的点集犌，样本容量为
狀，可以计算出一个带权重且容量为犗（犽α－犱ｌｏｇ狀）的
点集犛犌犌，使得用犛犌替代犌来做犽ｍｅｄｉａｎ／
ｍｅａｎｓ聚类分析能够得到一个（１＋α）近似结
果［７５］，犛犌称为犌的核心集．Ｆｅｌｄｍａｎ等人给出了一
个满足ε差分隐私保护要求的算法犃，能够以至少
１－δ的概率输出核心集犛犆＝犃（犌）．给定对集合犌
的犽ｍｅｄｉａｎ／ｍｅａｎｓ聚类分析查询集合犉，对于任意
查询犳∈犉，可使
（１－α）犳（犌）－β犳（犛犆）（１＋α）犳（犌）＋β（１６）成立．其中β为预定义的边界值，犛犆称为犌的Ｐｒｉｖａｔｅ核心集．由于犛犆是满足差分隐私保护要求的，因此
基于犛犆的聚类分析查询也是满足差分隐私保护的，
且能够满足预定义的聚类分析准确性．
另外，Ｄｗｏｒｋ［１７］从预算分配的角度对差分隐私
保护犽ｍｅａｎｓ算法进行了完善，针对两种不同的情
形给出了分配预算的方法．设数据集维度为犱，则查
询函数的敏感度为犱＋１．若算法迭代次数指定为
狌，则每次迭代的预算为ε／狌，添加的噪声服从
犔犪狆（犱＋１）狌／ε）分布；若算法迭代次数不定，则第
一次分配的预算为ε／２，之后每次迭代的预算为上
一次迭代预算的１／２．
４．２　完全访问模式下的数据挖掘
４．２．１　完全访问模式下的分类算法
Ｊａｇａｎａｔｈａｎ等人应用随机决策树算法［７６］，提
出了完全访问模式下的差分隐私保护随机决策树分
类器构建方法［７］．与传统决策树的构建方法不同，
随机决策树首先通过随机选择分类属性来构建一个
决策树架构，这个过程与数据集中的记录完全无关．
然后再把数据集的记录输入这个决策树并分配到相
应叶节点中，最后统计各叶节点中的记录数量，并将
不符合预定义规则的叶节点剪枝．一个随机决策树
分类器由多个这样的决策树构成，它们共同评估一
个记录的分类结果．显然，删除数据集中的一个记录
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会使决策树的某个叶节点发生改变，甚至在剪枝过
程中使得一个子树被删除．为了使随机决策树模型
满足差分隐私保护的要求，首先去掉构建模型过程
中的剪枝步骤，然后取出全部叶节点中所有可能的
类标签的计数值，形成向量犞，它由犖×犜个整数构
成，其中犖为叶节点数量，犜为类标签值的数量．由
于向量犞的全局敏感度为１，因此向犞中加入
犔犪狆（１／ε）噪声即可达到差分隐私保护的要求（如果
分类器包含犽棵树，则构建每棵数所分配的预算为
ε／犽），有效降低了噪声量．该算法在３个实际数据集
（ＵＣＩ中的Ｎｕｒｓｅｒｙ、ＣｏｎｇｒｅｓｉｏｎａｌＶｏｔｉｎｇＲｅｃｏｒｄｓ
和Ｍｕｓｈｒｏｍ）上的测试表明，在不同预算条件下
（ε＝０．５，０．７５，１），所构建的决策树平均分类准确率
均超过了８５％．
另外Ｃｈａｕｄｈｕｒｉ等人［７８］提出了一种满足差分
隐私保护的ｌｏｇｉｓｔｉｃ回归算法．首先，他们证明了如
果直接利用Ｌａｐｌａｃｅ机制，在输出的回归模型上加
入噪声，其分类准确度会随着正则化参数的减小而
降低．所以他们提出了一个新的算法，先将噪声加在
目标函数的参数中，然后通过标准的ｌｏｇｉｓｔｉｃ回归
算法进行参数估计来获取模型．此模型相对于直接
利用Ｌａｐｌａｃｅ机制，具有更高的分类准确率．由此可
以发现，正则化参数和隐私保护之间存在着联系，当
正则化参数增大时，回归函数的敏感度降低，所需噪
声随之减少．
４．２．２　完全访问模式下的频繁项集挖掘
频繁项集挖掘是数据挖掘领域的一项重要技
术，可用于关联规则挖掘、用户行为预测以及相关性
分析．给定数据集犇，其中的每个记录称为一个事
务，每个事务由一些项（Ｉｔｅｍ）构成，这些项来自于项
空间犐．项集由若干个项组成，是犐的子集．如果一
个事务中包含了某项集犐０，则称该事务支持项集
犐０．支持项集犐０的事务数量占全部事务的比例称作
项集犐０的支持度，支持度大于预定义阈值的项集称
作频繁项集．频繁项集挖掘算法的输出结果即为所
有的频繁项集以及它们的支持度．
为了使频繁项集挖掘算法能够应用于包含隐私
信息的数据集，Ｂｈａｓｋａｒ等人［７９］对传统算法进行了
改进，提出了两个基于“截断支持度”的频繁项集挖
掘算法：基于指数机制的ＦＩＭ算法和基于Ｌａｐｌａｃｅ
机制的ＦＩＭ算法，用于根据给定数据集寻求长度为
犾的最频繁的犓个项集．
首先，两个算法具有相同的预处理过程．利用传
统挖掘算法得到所有犾项集，根据它们的真实支持度
狊计算出各自的“截断支持度”狊＾＝ｍａｘ（狊，狊犓－γ）．其
中狊犓为第犓大的支持度，γ为用以控制结果可用性
的预定义阈值．算法中采用“截断支持度”的主要目
的是为了避免遍历所有项集，降低算法的计算复
杂度．
之后，基于指数机制的ＦＩＭ算法以狊＾为可用
性函数犓次调用指数机制，从预处理结果中不重
复地选出犓个项集；而基于Ｌａｐｌａｃｅ机制的ＦＩＭ
算法则对预处理结果中的每个狊＾值添加Ｌａｐｌａｃｅ噪
声，然后从所得结果中选择支持度最大的犓个
项集．
最后，两个算法采用相同的方法，对所选定的
犓个项集，为它们的真实支持度添加Ｌａｐｌａｃｅ噪声
后，将项集及干扰后的支持度一同输出．
对算法的隐私性和可用性分析表明，两种算法
均能提供ε差分隐私保护，也能以１－ρ的概率实现两个可用性要求（ρ为预定义的阈值），即所有真实支持度大于狊犓＋γ的项集都能被输出，且所有被输
出的项集的真实支持度都不小于狊犓－γ．
但这些算法也存在一些缺点．首先，算法在执行
前必须预定义输出项集的长度犾，而不能根据中间
结果自适应的确定犾的值；另外，频繁项集挖掘的难
点之一在于数据集的高维度导致的计算复杂度，所
以以上算法仅适用于犓值较小的场合．当犓较大
（例如犓＞１０），尤其在项空间｜犐｜也较大时，算法的
计算性能及输出的准确性均会显著下降．
针对这些问题，Ｌｉ等人［８０］提出了用于高维数据
集的频繁项集挖掘方法——ＰｒｉｖＢａｓｉｓ，能够在保证
计算性能的前提下实现差分隐私保护．ＰｒｉｖＢａｓｉｓ方
法实际上是利用了频繁项集的一个重要性质来实现
降维处理，即一个频繁项集的所有子集也都是频繁
的．为了找到最频繁的犓个项集，ＰｒｉｖＢａｓｉｓ方法希
望能够找到一个项集犐犅，使得最频繁的犓个项集均
是犐犅的子集，然后通过计算并利用犐犅中１项集和
２项集的支持度，可以重构犐犅中所有子集的支持
度，并添加相应的噪声．这种方法可以避免遍历所有
可能的项集，降低计算代价．但是当犓很大时，犐犅也
必将很大，导致遍历犐犅的子集的计算代价也增大．
对此，ＰｒｉｖＢａｓｉｓ将犐犅拆解为若干子集，提出了θ基
集（θＢａｓｉｓＳｅｔ）的概念．一个θ基集表示为犐犅＝
｛犐犅１，犐犅２，…，犐犅ω｝，其中犐犅犻（犻＝１，２，…，ω）称为一个基（Ｂａｓｉｓ）．任何一个支持度大于θ的项集（即一个
候选的频繁项集）都是某个犐犅犻的子集．也就是说犐犅的子集涵盖了所有支持度大于θ的项集．显然，ω的
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值越小，且每个犐犅犻的长度｜犐犅犻｜越小（｜犐犅犻｜表示犐犅犻中项的数量），遍历犐犅所有子集的计算代价就越小．
ＰｒｉｖＢａｓｉｓ方法中提出了根据频繁１项集和２项集
来构建θ基集犐犅的算法．于是可以得到候选项集
犆（犐犅）＝∪ω犻＝１｛犐犡｜犐犡犐犅犻｝ （１７）其中犐犡为犐犅犻的任意子集．最后为候选项集的支持度加入Ｌａｐｌａｃｅ噪声，并选择支持度最大的犓个项
集对外发布．通过对５个实际数据集的实验表明，
ＰｒｉｖＢａｓｉｓ方法在频繁项集漏报率以及支持度误差
两个方面都低于基于“截断支持度”的方法．
４３　犘犇犕小结
差分隐私在数据挖掘中的应用研究与差分隐私
的理论发展密切相关．本节对基于差分隐私保护的
数据挖掘方法进行了归纳和分析，如表７所示．
ＰＤＭ中各种算法的有效性不但依赖于算法本身，
也受到所采用的差分隐私保护机制的精确度的影
响．所以ＰＤＲ中面临的高敏感度查询和计算复杂
度等问题在ＰＤＭ中依旧存在．除此之外，ＰＤＭ
需要解决的问题还包括：
（１）对于许多数据挖掘算法，在接口模式下采
用现有的差分隐私保护机制来实现ＰＤＭ往往需
要较大的噪声．为这些算法设计新的机制以降低噪
声是目前需要解决的问题之一．
（２）在完全访问模式下，为执行不同的数据挖
掘任务，必须将各种传统算法改造为满足差分隐私
保护要求的算法，如何在一个标准的框架系统内实
现对各种算法的差分隐私化，是ＰＤＭ需要解决的
另一个问题．
表７　基于差分隐私保护的数据挖掘方法分类比较
实现模式 挖掘方法 典型算法 优点 缺点
接口模式
分类 ＤｉｆＰＣ４．５［３１］，ＤｉｆＰＩＤ３［３１］，ＳｕＬＱｂａｓｅｄＩＤ３［７０］，ＰＩＮＱｂａｓｅｄＩＤ３［３１］
容易实现，分类准确率高 需要事先确定迭代次数，隐私保护预算分配困难
聚类 ＳｕＬＱｂａｓｅｄ犽ｍｅａｎｓ［７０］，Ｃｏｒｅｓｅｔ［７４］ＳａｍｐｌｅａｇｒｅｇａｔｅＦｒａｍｅｗｏｒｋ［１９］
容易实现，方法有效 敏感度高且难以计算；需较大隐私保护预算才能保证精度
完全访问模式
分类／回归 ＤｉｆＧｅｎ
［５７］，ＰｒｉｖａｔｅＲＤＴ［７］，Ｌｅａｒｎｉｎｇｇｕａｒａｎｔｅｓ［７８］，ＯｂｊｅｃｔｉｖｅＰｅｒｔｕｒｂａｔｉｏｎ［８１］
分类准确率高 计算代价高
频繁项集挖掘 ＦＩＭ［７９］，ＰｒｉｖＢａｓｉｓ［８０］ＴｒｕｎｃａｔｅｄＤＢ［８２］，ＤｉｆＦＰＭ［８３］
精度较高，挖掘速度快 频繁项集长度有限
５　其它应用
从应用领域来看，差分隐私保护方法还被普遍
应用于许多其它场合，例如推荐系统、网络数据分
析、搜索日志发布等．
（１）差分隐私在推荐系统中的应用．
推荐系统帮助用户从大量数据中寻找可能需要
的信息．在许多电子商务网站中，推荐系统用于发现
商品项目之间的关系，并向顾客推荐可能消费的项
目．由于推荐系统需要利用大量用户数据进行协同
过滤（ＣｏｌａｂｏｒａｔｉｖｅＦｉｌｔｅｒｉｎｇ），所以数据的隐私保
护问题很早就受到人们的关注．Ｍｃｓｈｅｒｙ等人［８４］
最先将差分隐私保护方法引入到推荐系统．他们假
定推荐系统是不可信的，攻击者可以通过分析推荐
系统的历史数据来推测用户的隐私信息，因此必须
对推荐系统的输入进行干扰．在分析项目之间的关
系时，他们先建立项目相似度协方差矩阵，并向矩阵
中加入Ｌａｐｌａｃｅ噪声实施干扰，然后再提交给推荐
系统实施常规推荐算法，例如犓最近邻算法或者因
子分解方法．
Ｍａｃｈａｎａｖａｊｈａｌａ等人［８５］在基于社交网络数据
的推荐系统中使用了差分隐私保护方法．社交网
络模型通常用图来表示，图中的节点表示用户，边
则表示用户之间的关系并被视为敏感信息．为了
使构建图的过程满足差分隐私保护要求，他们以
节点的邻居数为可用性函数并采用指数机制来
随机地构造图中的边，最终实现对图中所有边的
保护．
Ｚｈｕ等人［８６］针对犓最近邻算法所面临的隐私
泄露问题提出了一种基于差分隐私保护的邻居协同
过滤算法．该算法通过隐私邻居选择和定义推荐敏
感度两个关键的隐私保护步骤，来确保从用户的推
荐选择中无法推断出用户的历史记录．由于在计算
噪声的过程中采用了局部敏感度，使得最终的推荐
结果保持了较好的可用性，是一种实用的隐私保护
推荐算法．另外，针对基于标签的推荐系统，Ｚｈｕ等
人［８７］提出了一种对用户轮廓（ＵｓｅｒＰｒｏｆｉｌｅ）进行修
改并发布的差分隐私保护算法，能够在一定的精度
损失范围内进行标签推荐并保护用户隐私．
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（２）差分隐私在网络踪迹分析中的应用．
网络踪迹分析是通过测量和分析网络流量来获
取有用的信息．网络数据和流量记录往往由一些企
业或研究机构共享以供研究分析之用．但由于这类
分析有可能泄露隐私，所以这些网络数据在共享前
需要经过净化．早期的净化方法主要为匿名处理．但
Ｍｃｓｈｅｒｙ等人［８］认为匿名化方法不足以保证网络
数据的隐私性，所以将差分隐私的概念引入，并在
ＰＩＮＱ平台上实现了网络数据统计分析的差分隐私
保护方法．其基本思想是发布网络数据的各项统计
数据时，根据每项统计的敏感度，在结果中加入
Ｌａｐｌａｃｅ噪声，使网络数据中的单独个体对统计结果
不会有影响．相对于早期的匿名化方法，此方法较好
地保证了网络数据的大部分统计特性．
（３）差分隐私在运输信息保护中的应用．
Ｃｈｅｎ等人［８９］将差分隐私用于对运输信息的保
护．这里的运输信息是指公共交通系统中乘客的各
种乘车及换乘信息，对这些信息的分析可以促进零
售业和交通系统内的知识发现．但由于其中包含了
乘客的个人信息，所以在发布和共享之前，需要进行
隐私保护处理．分析运输信息的目的是寻找最频繁
的乘车路线，因此本质上这是一个频繁序列挖掘问
题．Ｃｈｅｎ等人根据数据的特征，采用前缀树（Ｐｒｅｆｉｘ
Ｔｒｅ）来表示运输信息数据集．树中每个节点表示一
个序列以及数据集对该序列的支持计数．由于这些
支持计数中加入了Ｌａｐｌａｃｅ噪声，从而保证了挖掘
结果满足了差分隐私保护的要求．
（４）差分隐私在搜索日志保护中的应用．
文献［９０］提出了一种搜索日志（ＳｅａｒｃｈＬｏｇ）发
布算法，用于搜索引擎公司在差分隐私保护条件下
对外发布高频关键词、查询和点击记录等信息．
已有的应用研究表明，差分隐私作为一种严格
的隐私定义，能够为解决现实中的隐私保护问题提
供有效的解决方法，具有良好的应用前景．
６　总结与展望
差分隐私是一种严格的和可证明的安全模型．
近年来的研究使得其在理论上不断发展和完善，并
在统计学、机器学习、数据挖掘、社交网络等领域得
到了初步应用．
本文介绍了差分隐私保护的基础理论，并着重
对基于差分隐私保护的数据发布和数据挖掘方法进
行了综述．差分隐私保护数据发布关注的是在给定
的隐私保护预算下，发布查询结果的精确性，以及保
证此精确性所需要的样本复杂度，其实现方法除了
加噪发布外，还有小波分析、域空间搜索、递归发布
等等．差分隐私保护数据挖掘关注的则是在实现隐
私保护的前提下，所得挖掘模型的分类／预测准确
性，其实现方法主要是将噪声机制或指数机制嵌入
到数据挖掘算法中，使得数据挖掘的过程满足差分
隐私保护的要求．
当然，差分隐私保护还是一个相对年轻的研究
领域，在理论和应用上都还存在一些难点以及新的
方向需要进一步深入研究，包括：
（１）复杂数据的差分隐私保护．
在实际应用中存在许多复杂的数据集，其中的
记录之间往往存在某种联系．然而目前的差分隐私
保护方法并未考虑数据之间的联系，因此无法有效
地处理这类数据集［９１］．例如在社交网络数据中，每
个用户都会和许多其他用户产生联系，因此即便从
数据集中删除了某个用户，仍可能从与其他用户的
联系中推断出该用户的信息．在这种情况下，如果
采用传统的差分隐私保护方法，同时考虑数据之
间的联系，则查询敏感度会很高，从而引入过多
噪声．
（２）连续数据发布的隐私保护．
已有差分隐私研究大多针对静态数据发布问
题，但在实际应用中，很多数据集都是动态更新的．
例如在线零售数据、推荐系统信息等．
连续数据发布的差分隐私保护问题主要有两个
研究难点：其一是隐私保护预算的分配问题．现有的
机制需要预先定义发布的次数，然后分配隐私保护
预算．当数据持续更新超出这个次数时，预算被耗
尽，发布机制失效．第二个难点是噪声大．由于每次
更新后的数据发布必须包含之前发布时的噪声，因
此随着发布次数的增长，累积噪声会迅速增大，导致
发布结果的可用性极低．对此，Ｃｈａｎ等人［９２］提出了
狆ｓｕｍ方法．该方法实质上是对实时数据进行重新
划分，只有在实时数据累积增加到阈值狆的时候，
才加上噪声重新发布新的结果．但该方法并没有解
决隐私保护预算耗尽后的机制失效问题以及累积噪
声随发布次数迅速增大的问题．
连续数据发布中的隐私保护问题还需要进一步
的深入研究．我们认为，采用动态的局部敏感度是一
种可行的发布方式，即数据更新后的查询敏感度可
根据更新前的发布结果重新计算，这样可以通过降
低查询敏感度来降低噪声．
７１１期 熊　平等：差分隐私保护及其应用
（３）差分隐私保护框架系统．
差分隐私保护框架系统是实现隐私保护的基础
设施．在其基础上，研究人员可以自行设计更加复杂
的差分隐私保护算法，例如在ＰＩＮＱ或ＳｕＬＱ的基
础上设计满足差分隐私的数据挖掘算法．但此类框
架系统的研究难点在于如何实现查询敏感度的自动
计算和发布机制的自动优化．查询敏感度的自动计
算是一个十分复杂的问题，可能的解决方案是为一
类查询提供一个噪声上界，但此方法可能会增加不
必要的噪声．发布机制的自动优化也同样具有挑战
性，对于复杂的查询，直接使用Ｌａｐｌａｃｅ机制和指数
机制效果并不理想，如何根据发布任务让差分隐私
保护框架自动选择优化机制还需要更深入的研究．
从目前的研究来看，复杂的差分隐私保护算法还只
能由领域专家提出并证明其差分隐私保护的性能．
（４）分布式差分隐私计算．
分布式隐私保护是隐私保护领域的一个重要分
支，它研究互不信任的多个实体如何对信息进行共
享而不泄露自己的隐私信息［９３］．在具体实现中，各
实体将自己的数据集输入一个安全函数，并共享函
数输出结果．该方向的研究难点在于两点：（１）如何
选择安全函数，使之满足差分隐私的要求；（２）如何
设计协议以兼顾差分隐私性和计算复杂度［９４］．对这
两个问题，目前的研究还只是从理论上提出了可行
性以及相应计算的误差界限，具体的实现方法还需
要进一步的研究．
（５）差分隐私定义的延伸．
差分隐私是一种严格的定义，它假定攻击者具
有尽可能多的背景知识．因此，为了满足差分隐私保
护的要求，必须在发布结果中引入足够大的噪声，但
噪声过大可能导致数据完全失去意义．针对这个问
题，一些研究者试图通过降低差分隐私的要求，在适
当降低隐私性的情况下，提高结果的可用性．例如文
献［５６］提出的“安全犽匿名”模型以及文献［９５］提
出的ＣｒｏｗｄＢｌｅｎｄｉｎｇ隐私定义等，但这些定义在实
现上都比较困难．尽管如此，我们认为在差分隐私的
基础上提出新的隐私定义是对差分隐私定义的完善
与延伸，对于扩展差分隐私的应用领域具有重要的
意义．
总之，差分隐私保护是目前信息安全领域的研
究热点之一，也取得了丰富的研究成果．但从实际应
用的角度来看，还有许多内容需要继续深入研究．本
文从理论和应用的角度对差分隐私保护目前的研究
状况进行综述，希望能够为该领域的研究者提供有
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