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The desire for greener solutions to fossil fuels for baseload power generation drive an 
interest in new nuclear power designs. The development of radiation-tolerant materials for new 
nuclear power plants requires extensive research, development and deployment programs. 
Typically, radiation effects studies are conducted using materials test reactors followed by 
expensive and time-consuming post-irradiation examination because of the resulting neutron 
induced radioactivity. Additionally, the flux of neutrons and gamma rays in a reactor dictate the 
radiation damage rate, temperature, and helium generation rate interdependently making the 
analysis for the underlying mechanisms of cavity nucleation difficult. Ion irradiation experiments 
allow for the separation of single variable dependencies to uncover the processes and understand 
the mechanisms underlying cavity nucleation with orders of magnitude higher damage rates 
compared to reactor irradiations and no induced radioactivity.  
The objective of this thesis is to understand the roles of temperature, co-injected helium, 
and high damage rates on the nucleation of cavities in T91 heat 30176 by comparing dual ion 
irradiation and reactor irradiation. A systematic study using dual ion irradiation was conducted at 
17 dpa with variations in  temperature from 406°C to 570°C, irradiation damage rates from 5 × 10-
5 to 3 × 10-3 dpa/s and helium injection rates from 0 to 4 appm He/dpa to compare with reactor 
irradiations in the BOR-60 reactor from 376°C to 524°C at 15-19 dpa and 6-9 × 10-7 dpa/s. 
Transmission electron microscopy was used to characterize the dislocation loop population and 
cavity size distributions in each irradiation experiment.  
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Bimodal cavity size distributions were observed with helium co-injection rate. Dual ion 
irradiation exhibited the expected bell-shaped dependence on void density with temperature. With 
increasing helium co-injection rate, cavity densities increased. With increasing irradiation damage 
rate, cavity density decreased. The cavity size distributions and dislocation loop size distributions 
were identical between irradiation in the BOR-60 reactor and dual ion irradiation with a shift in 
the irradiation temperature and helium injection rate to compensate for the increased damage rate.  
The cavity growth rate equation with a helium trapping-release process was used to analyze the 
results.  
With these results and model, several conclusions were drawn. The role of helium on 
bubble nucleation is determined by where helium is trapped in the microstructure. At low helium 
injection rates helium is in vacancy clusters that evolve into bubbles. At high helium injection 
rates, the implanted helium atoms became bound to dislocation loops in the microstructure as the 
nucleating bubbles saturated with helium. The dislocation loops arrive at a saturated trap behavior 
earlier in the damage process in reactor compared to dual ion irradiation. The mechanism of bubble 
to void transition shifts from being driven by helium accumulation to the critical bubble at low 
damage rates to being driven by spontaneous nucleation from stochastic vacancy fluctuation at 
high damage rates. At high temperatures, helium accumulation to a critical radius is the only void 
nucleation mechanism. An increase in the helium injection rate was needed to emulate reactor 
irradiation with ion irradiations to offset the decreases in the cavity nucleation rates imposed by 
the increased temperature and damage rate in ion irradiations. 
This work provided substantial insight into the complex nucleation of bubbles and voids 






Chapter 1:  Introduction
The desire for greener solutions to fossil fuels for baseload power generation drive an 
interest in new nuclear power designs. The advanced reactor designs “Generation IV” nuclear 
power plants offer many advantages over the current nuclear reactor fleet with increased safety, 
reduced radioactive waste generation, an extremely low carbon footprint, and more efficient use 
of fuel through higher levels of burnup. However, the environments in these reactors will cause 
the structural materials of the reactors to experience more extreme radiation fields and temperature 
conditions. 
The energetic neutrons in nuclear reactors cause atomic displacements when a neutron 
strikes an atom in the lattice of the material, transfers a portion of its kinetic energy to the atom, 
and displaces it from its lattice site. This atom in turn collides with nearby atoms, generating a 
cascade of damage until the energy of each particle is below the threshold energy for displacement. 
The atoms displaced out of lattice positions become interstitials and empty atomic sites become 
vacancies with the damage on the lattice being measured as displacements per atom (dpa). The 
accumulation of these defects into larger structures such as dislocations loops, dislocation lines, 
voids and bubbles depend on many factors including the energy distribution of the incoming 
particles, composition, temperature, and crystal structure.  Radiation can also cause chemical 
changes within the material through transmutation reactions, or through the segregation of 
individual atomic specie, resulting in precipitation or grain boundary segregation. The 
accumulation of radiation induced defects can cause dramatic changes to the mechanical 
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performance and dimensional stability of the material which could eventually lead to mechanical 
failure through phenomena such as embrittlement, hardening, reduction in fracture toughness, and 
swelling. Understanding how the processes of radiation damage work in each material is critical 
to enable the design of components around the detrimental effects on the properties of materials 
or to developing new alloys that are more tolerant to the harsh environments inside a nuclear 
reactor. 
Historically, austenitic stainless steels were used for structural materials in light-water 
reactors. However, it was discovered that their susceptibility to swelling and creep made them 
unsuitable for fast reactor applications. After initial testing at the Fast Flux Test Facility (FFTF), 
ferritic-martensitic steels became the leading candidates for high temperature-high dpa 
applications. Ferritic-martensitic steels are body-centered cubic, iron-based alloys, with typically 
7-15% chromium with a specific steel T91 nominally at 9% chromium. Minor solute elements 
such as Mo, Ni, Nb, Mn, Si, V, Cu, Ta, Ti and W are common additions to add strength, ductility, 
or reduce activation of the alloys. Relative to austenitic stainless steels, ferritic-martensitic steels 
have a very complex microstructure consisting of very small grains, subgrains, laths, precipitates, 
and a high dislocation line density. The crystal structure along with the complex microstructure of 
ferritic-martensitic steels provides strong sinks for point defects generated during irradiation to 
annihilate, increasing the radiation tolerance of the material. 
The development of radiation-tolerant materials for current or new nuclear power plants 
requires extensive research, development and deployment programs. Typically, radiation effects 
studies are conducted using materials test reactors followed by expensive and time-consuming 
post-irradiation examination because of the resulting neutron induced radioactivity. A typical 
damage rate for neutrons is on the order of 10-8 dpa/s up to 10-6 dpa/s in fast reactors [1]. Therefore 
3 
 
both proton irradiation [2] and heavy ion irradiation [3] (~10-5 and ~10-3 dpa/s respectively) are 
being used to emulate neutron damage in a faster and more cost effective manner out to high levels 
of damage. By virtue of its high damage rate, ion irradiation is the only viable means to study 
microstructure evolution at high dpa (> 100 dpa) with relatively low cost, no induced radioactivity, 
and with primary recoil spectra similar to that from neutron irradiation [4,5]. Ion irradiation 
experiments with damage rates of 10-4 to 10-3 dpa/s have successfully replicated many of the 
features of the microstructure observed in fast reactor irradiated materials [3,6]. However, there 
are still critical gaps in the use of ion irradiation as a surrogate for neutron irradiation [7]. While 
ion beams can achieve very high damage rates, there are several drawbacks that must be 
considered. Ion irradiations suffer from a shallow penetration depth into materials, varying damage 
rate with distance from the surface, lack of transmutation, effects of injected ions as interstitials, 
and carbon contamination [5,8]. Many of these limitations can be overcome with careful 
experimental design and appropriate characterization techniques.  
One such gap in the use of ion irradiation is the inclusion of helium, which is generated by 
transmutation reactions in nuclear reactors through (n,α) reactions and is known to play a role in 
the nucleation and growth of the cavity microstructure [9–13], but can also influence the 
dislocation microstructure [14–16] and precipitating phases [17–21]. Previous ion irradiation 
studies on ferritic-martensitic steels have used helium pre-implantation as a method to nucleate 
cavities for studying high dose microstructure evolution [22] and understanding the role of helium 
on cavity evolution [23]. However, the swelling behavior under ion irradiation is influenced by the 
mode of helium injection [24,25].  Additionally, many of the ion irradiation studies on swelling 
use only high damage rates to compare with the lower damage rates of neutron irradiation with no 
attempt to bridge the magnitude changes in damage rate. A systematic study of irradiation damage 
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rates and helium injection rates that captures the evolution of the cavity size distributions is 
necessary to understand and separate out the effects of helium and damage rate on cavity 
nucleation. In a reactor the flux of neutrons and gamma rays control the radiation damage rate, 
temperature, and helium generation rate making the analysis for the underlying mechanisms 
difficult. Ion irradiation experiments allow for the separation of single variable dependencies to 
uncover the processes and understand the mechanisms underlying cavity nucleation.  
The objective of this thesis is to understand the role of temperature, co-injected helium and 
high damage rates on the nucleation of cavities in dual ion irradiated T91. A combination of ion 
irradiation experiments, with careful post-irradiation characterization techniques, coupled with a 
computational model were used to achieve this objective. Chapter 2 provides a background on 
ferritic-martensitic steels and the effects of neutron and ion irradiation on the microstructural 
evolution, with a focus on the effects of helium and irradiation damage rate. Chapter 3 summarizes 
the objective of the thesis and the approach to achieve the objective. Chapter 4 describes the 
experimental procedures for the ion irradiation experiments and the techniques used for post 
irradiation characterization. Chapter 5 summarizes the results gathered from the experiments and 
analytical techniques. Chapter 6 offers an interpretation and discussion of the experimental results 
and addresses the objective. Chapter 7 provides the conclusions drawn from this thesis and Chapter 
8 suggests future work. 
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Chapter 2:  Background
A large body of literature exists on ferritic-martensitic steels because of their potential as 
structural materials for high damage applications. This chapter will define the context for the work 
performed in this thesis by describing the microstructure of ferritic-martensitic steels and the 
changes induced by neutron and ion irradiation. Existing experimental and theoretical work 
regarding swelling and other related microstructural developments during irradiation will be 
considered. Several areas, such as the effects of helium and irradiation damage rate on swelling, 
will be highlighted and given strong focus as these areas are the topics of this thesis.  
2.1 Microstructure of Ferritic-Martensitic Steels 
Ferritic-martensitic steels, with a focus on chromium steels, are body centered cubic (bcc) 
materials with a complex microstructure.  These chromium steels are either fully austenitic or have 
a duplex structure, austenite and δ-ferrite, at austenitizing temperatures in the range 850 to 1200°C.  
The austenite phase transforms to martensite during air cooling or rapid quenching to ambient 
temperature, and the steels are subsequently tempered to obtain a good combination of strength, 
ductility, and toughness. The metallurgical basis and development of high-chromium martensitic 
steels have been reviewed previously [26–29]. The factors determining the constitution, 
transformation, and tempering characteristics are briefly reviewed here with similarity to [26]. 
2.1.1 Physical Metallurgy of Ferritic-Martensitic Steels 
The basic composition leading to a ferritic-martensitic steel is iron with varying amounts 
of chromium with a set amount of carbon. From [30], the figure shown below as Figure 2.1 shows 
the effect of chromium on the phases in an Fe-Cr-C steel. The γ-Fe loop  is closed if the chromium 
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content exceeds about 12% [30]. However, the austenite-stabilizing elements, such as C, N, Ni, 
Mn, Cu, and Co, extend the γ-phase field, while the ferrite-forming elements, mainly Cr, Mo, Nb, 
V, W, Si, Ti, and Al contract it [31–33]. The austenite in low-carbon, low-nitrogen 9 and 12% Cr 
steels is stable at the normal austenitizing temperatures of 850 to 1200°C and 950 to 1150°C 
respectively. The tempering resistance of the steels is increased by the addition of the ferrite-
forming elements and, consequently, highly alloyed commercial steels may contain some δ-ferrite. 
The ferrite phase inhibits austenite grain growth, but it adversely influences the strength and, 
directly or indirectly, the toughness [34–36]. 
 




The formation of δ-ferrite can be avoided with the addition of the austenite-forming 
elements; thus, the balancing of the constitution to ensure 100% austenite at the austenitizing 
temperature may be effected using the data in [37]. Carbon is the cheapest austenite former, but is 
not always favored, as it decreases the toughness and impairs the weldability and corrosion 
resistance [29]. Furthermore, higher austenitizing temperatures are required to dissolve carbides 
of the MC type, where M is V, Nb, Ti, or Ta, resulting in coarser prior austenite grain sizes and 
reductions in toughness and creep ductility. Nitrogen can also be utilized as an austenite stabilizer, 
but the amount required is generally in excess. Nickel, although less effective than carbon and 
nitrogen, is usually used in steels for non-nuclear applications, as it has fewer adverse effects. 
Manganese has been considered as an alternative; however, it is inferior to nickel as an austenite 
stabilizer, and 0.1% C, 12% Cr steels contain some δ-ferrite even with an addition of 6% 
manganese [26,38]. The high-manganese steels are also prone to embrittlement during thermal 
aging or irradiation, possibly as a consequence of chi-phase formation [38]. Cobalt may also be 
employed, but, in common with nickel, has to be minimized in steels for component applications 
in reactor systems because of the high residual radioactivity induced by neutron irradiation.  
The ferrite-forming elements V, Nb, Ta, Ti, and A1 are also effective in removing the 
austenite formers carbon and/or nitrogen from solution as insoluble carbides and nitrides, thereby 
indirectly affecting the constitution of the steels [39]. The concentration of the elements that are 
soluble during austenitizing of the high-chromium steels may be estimated using solubility 
relationships derived for low-alloy or austenitic steels [40]. The solubility products of Nb(CN), 
VN, and AlN in austenite have been modified by taking account of the interaction parameters 
between the alloying element chromium and the interstitials carbon and nitrogen, with details 
available in [41,42]. The solubility curves for VN, Nb(CN), and AlN in a 11% Cr martensitic steel 
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at 1100 °C are also found in [41,42]. The solubility of VN is significantly greater than for AlN and 
Nb(CN), and complete dissolution of the VN in the high-chromium steels is likely at 1100 °C and 
lower austenitizing temperatures. The AlN may also be completely soluble during the austenitizing 
treatment as the steels generally contain relatively small amounts of aluminum. However, Nb(CN) 
may remain undissolved at the usual austenitizing temperatures, and particles of this phase are also 
effective in preventing excessive austenite grain growth. Cobalt is unusual in that it raises the 
martensite start temperature as well as being an austenite former capable of balancing the 
constitution; it is therefore an important addition in steels containing large concentrations of the 
ferrite-forming elements [43].  
The constitution of the steels at ambient temperature following cooling from the 
austenitizing temperature may be predicted from the Schaeffler-Schneider diagram, found in [26], 
from [44,45] using the nickel and chromium equivalents of the alloying elements [39,46]. Some 
of the 9% Cr [EM10, T91, TB9 (NF616) and E911] and 12% Cr [FI, FV448, 1.4914, MANET II, 
and TRII50] steels are predicted to be fully martensitic, while others are predicted to have duplex 
martensite plus δ-ferrite [HCM9M, NSCR9, EM12, JFMS, Tempaloy F-9, MANET I, HCMI2, 
TB12, and HCM12A], duplex martensite plus retained austenite [GE and HR1200], or three-phase 
martensite plus austenite plus δ-ferrite (HT9) structures on cooling to ambient temperature [26]. 
The structure of the rapidly cooled HT9 (12Cr-1MoVW) steel is reported to consist of martensite 
laths with high dislocation densities [47], small amounts of retained austenite in the form of 
islands, and δ-ferrite grains having low dislocation densities [48]. It has also been established that 
the δ-ferrite formation in the high-chromium martensitic steels is suppressed by maintaining a Cr 
equivalent element content of ≤ 9 wt% [49]; the Cr equivalent in this case is given by [50].  
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The austenite present at the austenitizing temperature should transform fully to martensite 
on cooling [51] in order to form a martensitic steel. The alloying additions made to balance the 
constitution or improve the tempering resistance of the steels also lower the martensite start (Ms) 
and finish (Mf) temperatures, resulting in a tendency for retained austenite to be present if the Ms 
temperature is close to or below room temperature [37]. The retained austenite increases the 
toughness of high-chromium transformable steels but, in other respects, it is undesirable as 
distortion occurs during its transformation and it decreases the strength. It follows that the 
composition of the steel must be adjusted not only to control the constitution but also to maintain 
the Ms-Mf temperature range above ambient. The coefficients of the elements in the Ni and Cr 
equivalent relationships are not the same as those for the effects on the Ms and Mf temperatures. 
A general indication of the influence of alloying elements on the Ms temperature can, however, be 
obtained from experimental relations, explained in more detail in [26].  
2.1.1.1 Microstructure 
The phase transformations and precipitation reactions that occur during anisothermal and 
isothermal treatments are important in regard to heat treatment and normal fabrication and welding 
procedures. The continuous cooling transformation (CCT) and isothermal time-temperature-
transformation (TTT) characteristics of the high-chromium, 8 to 14%, conventional and reduced-
activation ferritic-martensitic steels have been extensively studied using several techniques, 
including dilatometry, thermoelectric power, and optical and electron microscopy [52–56]. The 
CCT and TTT, displaying the characteristic C-curve behavior for chromium steels, diagrams for a 
12Cr-MoVNb steel are compared in [53], and the CCT diagram for the reduced activation 7.5Cr-










Figure 2.3. TTT diagrams for several low activation martensitic steels showing t99%. T* represents the shift of the 
temperature of isothermal transformation from starting temperature. [52] 
 
The Ms and Mf temperatures for the high-chromium steels usually range from 250 to 350°C 
and 80 to 190°C respectively, but much higher Ms ≤ 450°C and Mf ≤ 260°C temperatures have 
been determined for some of the reduced-activation steels [52,53,56]. These observations and the 
CCT diagrams demonstrate that the steels are air hardenable, with the martensite being formed in 
thick sections because the pearlite transformation is greatly slowed and bainite is not formed even 
within extended time periods. The martensite produced is typical low-carbon lath martensite; the 
hardness of the as-quenched martensite in the high-chromium ferritic-martensitic steels increases 
linearly with increasing interstitial carbon and nitrogen contents [52,53,57] and is given in [53]. 
The martensite hardness is not significantly dependent on the chromium, tungsten, vanadium, and 
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tantalum contents, austenitizing temperature, and microstructural characteristics, and depends 
mainly on the prior austenite grain size and martensite lath width and length [52]. 
The tempering of the martensite is performed at temperatures below the Ac1, the 
temperature at which the α to γ transformation beings on heating, to avoid reaustenitization and 
thereby achieve the optimum combination of strength and toughness. Nickel, manganese, and, to 
a lesser extent, copper all lower the Ac1 temperature, while the ferrite-forming elements Si, Mo, 
V, and Al increase it [37,51]. The difference measured Ac1 and Ac3, the temperature at which the 
α to γ transformation is complete, temperatures in the ranges 760 to 850°C and 870 to 960°C, 
respectively, are quoted for conventional and reduced-activation steels [52,53,56]. The respective 
Ac1 and Ac3 temperatures for a series of 9Cr-0.8WTa reduced-activation steels are comparable 
and the transformation behavior on heating is not significantly dependent on the interstitial element 
and tantalum concentrations [52]. Increased chromium, ~11%, and tungsten, ~2 to 3%, contents 
result in higher transformation temperatures. 
Slowed softening occurs during tempering of a simple, low-carbon 12% Cr steel at 
temperatures up to about 500°C while pronounced softening occurs at 500 to 550°C [29,37]. The 
rate of softening decreases progressively above 550°C.  The hardness changes at different 
tempering temperatures can be correlated with the microstructural changes as follows [29,58,59]. 
Below 350°C, a fine dispersion of M3C (Fe3C) precipitates forms and grows to a dendritic 
morphology and then to a plate-like Widmanstätten distribution. The chromium content of the 
Fe3C increases to about 20% with the possibility of M7C3 being formed in situ from the Cr-enriched 
Fe3C [60]. Both these effects slow down the growth rate of the Fe3C and thereby slow softening. 
At about 450-500°C needles of M2X [predominantly Cr2(CN)] nucleate primarily on the 
dislocations within the martensite laths and slow the softening, but the precipitation is not 
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sufficiently intense to produce secondary hardening. At about 500-550°C M7C3 and M2X phases 
coarsen, with a resulting rapid decrease in hardness. Greater than 550°C M7C3 and M2X are 
replaced by Cr-rich M23C6 precipitates, which nucleate on the martensite lath and prior austenite 
grain boundaries, and the rate of decrease of hardness slows down. The dislocation density 
decreases relative to that of the "as-quenched" martensite, and sub-structures consisting of low-
angle boundaries and dislocation arrays begin to form. At about ≥ 650°C M23C6 precipitates at the 
tempered lath martensite boundaries grow, leading to a further reduction in dislocation density and 
pronounced sub-grain formation across the martensite laths. At about ≥ 750°C sub-cells within the 
martensite laths grow into fairly equiaxed sub-grains with little or no trace of the original lath 
martensite structure. Growth of the M23C6 precipitates continues, but clearly defined dislocation 
networks may still be present. Virtually all the carbon in solution in the steels is precipitated as 
M23C6 on tempering for ≥ 1 h at 700 to 780°C [47]. 
It follows that over aging during tempering of these steels is associated with the removal 
of M2X from within the martensite laths and the growth of the grain boundary M23C6. These 
processes allow the dislocations to form polygonal networks. Further coarsening results in the sub-
boundaries becoming unpinned and growth of equiaxed areas of ferrite occurs with the boundaries 
being composed of well-defined dislocation arrays. This has been referred to as recrystallization 
during tempering, but it is also referred to as a form of sub-grain growth [29].  
The tempering characteristics of simple high-chromium steels are modified by alloying 
additions [29,58,59,61]. The presence of 0.02 to 0.03% nitrogen causes the hexagonal Cr2N (M2X) 
phase to form in preference to the rhombohedral M7C3 and increases the intensity of the secondary 
hardening and over aged hardness. Carbon is also effective in promoting secondary hardening by 
increasing the volume fraction of the M2X phase. Nickel, which is present in the majority of the 
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12% Cr steels to balance the constitution, accelerates carbide over aging and thus slightly decreases 
the tempering resistance. The ferrite formers Mo, W, and V are soluble in the M2X and increase 
its lattice parameter and the associated coherency strains, resulting in secondary hardening and 
increased tempering resistance [62]. However, silicon increases the coherency strains and the 
tempering resistance by dissolving in the matrix and decreasing its lattice parameter [33]. 
Vanadium, niobium, tantalum, and titanium form carbides, nitrides, or carbonitrides [VC, VN, 
Nb(CN), Ta(CN), and TiN/TiC] at higher temperatures than those at which M2X precipitates. 
These phases are very stable and increase the resistance to over aging and tempering. Any soluble 
V, Nb, Ta, and Ti also produce solid solution strengthening and slow recovery and growth of the 
sub-grains at the highest tempering temperatures. The solubilities of various carbides and nitrides 
in ferritic steels have been documented and reviewed [41,63] and will not be repeated here.  
The development of higher creep-rupture strength 9-12% Cr steels containing various 
combinations of N, Mo, W, V, Co, Cu, Nb, and Ta is based on optimizing the constitution and δ-
ferrite content, increasing the stability of the martensite dislocation structure, and maximizing the 
solid solution and precipitation hardening. The intensity of the precipitation hardening by carbides 
and nitrides of the V(CN) and Nb(CN) types is enhanced in steels having the appropriate 
stoichiometric ratios [64]. The W-containing intermetallic compounds appear to coarsen at a 
slower rate than the Mo variant, resulting in higher strength, ductility, and toughness. 
In summary, the microstructures of the conventional high-chromium martensitic steels in the 
normalized-and-tempered condition consist of: (a) martensite laths about 1μm wide and ≥ 5µm 
long [47], containing dislocations with a Burgers vector 1/2a0<111> and a density of 
approximately 1014-1015 m-2 [65] and (b) coarse M23C6 particles located at prior austenite and 
ferrite grain boundaries with finer precipitates within the laths and at the martensite lath and sub-
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grain boundaries; M2X precipitates rich in chromium and isomorphous with (CrMoWV)2(CN) 
within the martensite laths and δ-ferrite phase; primary (Nb,Ta)X; and fine secondary (V,Nb,Ta)X.  
2.2 Radiation Damage in Ferritic-Martensitic Steels 
Radiation damage can occur in ferritic-martensitic steels from nearly any source of 
radiation, whether it is neutrons, ions, electrons, or gamma rays. All of these forms of radiation 
have the capability to displace atoms from their lattice sites. The effect of irradiation on materials 
is rooted in the initial event in which an energetic projectile strikes a target. While the event is 
made up of several steps or processes, the primary result is the displacement of an atom from its 
lattice site. The kinetics of the projectile strike on a target lattice atom are discussed in detail in a 
number of sources [66,67], and will not be reproduced here. Irradiation displaces an atom from its 
site, leaving a vacant site behind (a vacancy) and the displaced atom eventually comes to rest in a 
location that is between lattice sites, becoming an interstitial atom. The vacancy-interstitial pair, 
known as a Frenkel pair, makes up the basis for radiation effects in crystalline solids. Irradiation 
events can produce many Frenkel pairs as damage from a single event cascade. The accumulation 
and diffusion of the resulting point defects form the foundation for the observed effects of 
irradiation on the physical and mechanical properties of materials.  
The formation, growth and dissolution of defect aggregates such as voids, dislocation 
loops, and other features, depend upon the diffusion of point defects and their reaction with the 
defect aggregates. They also depend upon the concentration of point defects in the solid. The 
concentration at any point and time is a balance between the production rate, and the loss rate of 
point defects and is adequately described by the point defect balance equations. The increase in 
diffusion or enhancement of atom mobility in an irradiated metal is due to two factors: the 
enhanced concentration of the defects from the damage cascade, and the creation of new defect 
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species. The development of radiation-induced vacancy and interstitial concentrations occurs due 
to competing processes. Frenkel defects are created from the collisions between high-energy 
particles and lattice atoms. These defects can be lost either through recombination of vacancies 
and interstitials or by reaction with a defect sink, such as void, dislocation, dislocation loop, grain 
boundary or precipitate. The local change in defect concentration of the various defect species can 
be written as the net result of the local production rate, reaction with other species, and diffusion 
into or out of the local volume.  
The point defect balance equations can be broken up into four cases [66]: (1) low 
temperature, low sink density, (2) low temperature, intermediate sink density, (3) low temperature, 
high sink density, and (4) high temperature. While all of these cases are relevant to the general 
effects of concentrations of defects on solids, ferritic-martensitic steels, having a complex 
microstructure of grain boundaries, lath boundaries, precipitates, dislocations, and other features, 
fall into the third category for most reactor relevant conditions. The main effect of a high sink 
density is that interstitials find the sinks before they find vacancies. The time relationship with the 
concentration of defects can be broken into four regions. In the first region, both interstitials and 
vacancies buildup without reactions. In the second region, the concentration of vacancies continues 
to increase while the interstitials reach a semi-steady state as they arrive at sinks. The concentration 
of interstitials decreases when the concentration of vacancies is high enough to lead to mutual 
recombination in the third region. Eventually, both the interstitial and vacancy concentrations will 
reach steady states and begin to form extended defects. These extended defects are responsible for 
many of the macroscopic changes observed from irradiation.  
The first of these extended defects is the dislocation. The interactions of dislocations, a line 
of either interstitials or vacancies that forms a boundary between a region of the crystal that has 
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slipped and one that has not, with intrinsic point defects are of importance in understanding the 
processes of plasticity, hardening, and irradiation creep. Plasticity is enabled through the presence 
of dislocations, which lower the stress needed to deform a material. Additionally, dislocations act 
as sinks for point defects, affecting dislocation growth and the subsequent swelling of irradiated 
materials. Although this section is dedicated to dislocation microstructure, the effects of 
dislocations on ferritic-martensitic steels are important to nearly every radiation induced change 
in the material. During the early stages of irradiation of ferritic-martensitic steels, defect clusters 
appear to be rather uniformly distributed within grains, and a saturation density is quickly reached. 
However, with further irradiation, self-ordering alignment of defect clusters was found in some 
grains at doses as low as 3 dpa whereas in other grains the defect spatial distribution remained 
uniform. Once the aligned structure was created, it was stable up to 15 dpa. The stress caused by 
a high density of loops would be minimized by the regular arrangement of defects clusters. The 
preferred crystallographic orientation of defect arrays may be driven by the minimization of elastic 
interaction energy between defect clusters. 
Voids in ferritic-martensitic steels are also one of the extended defects that form during 
irradiation and lead to irradiation induced swelling. In the radiation damage process, equal 
numbers of vacancies and interstitial atoms are created as Frenkel pairs. The dislocations in most 
ferritic-martensitic steels have a slightly higher preference for the interstitials, leaving the 
concentration of vacancies higher in the metallic lattice. The excess vacancies can migrate and 
form clusters. These clusters are stabilized by the diffusion of gases, such as helium produced by 
(n,α) transmutation reactions, to form three dimensional cavities with a preferential spherical 
shape. Austenitic stainless steels, having been heavily used in the nuclear industry extensively, are 
well researched.  The major and minor elemental components in austenitic steels, as well as the 
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heat treatment, have been shown to influence the incubation and transient doses before swelling 
continues at a near constant rate of about 1% per dpa, with the length of the transient regime 
varying. Body centered cubic materials, such as pure iron, iron alloys, ferritic, bainitic, and 
martensitic steels with varying levels of chromium, have also been researched heavily and show a 
much greater resistance to void swelling than the austenitic steels, having a face centered cubic 
structure. The swelling rates for bcc steels are lower than austenitic stainless steels, closer to ~0.1% 
per dpa or lower compared to 1% per dpa [68].  
Another large factor in the microstructural evolution of ferritic-martensitic steels under 
irradiation is radiation-induced segregation and precipitation. The strong interaction between 
solutes and the point defects, generated during irradiation, results in coupled transport of the solute 
atoms by the point-defect fluxes to and away from sinks, such as grain boundaries, free surfaces, 
dislocations loops, and void surfaces. The magnitude of the solute-point defect binding energy 
determines whether the solute flow is towards or away from the sinks.  A Modified Inverse 
Kirkendall Effect has been shown to be the primary mechanism for Cr RIS in ferritic-martensitic 
steels [69]. This segregation also leads to new irradiation induces phases in the ferritic-martensitic 
steels. These phases are most commonly chromium-rich ferrite (α'), M6X (η), G phase, and sigma 
phase (σ). These are primarily formed by the enrichment of chromium (α'), nickel and silicon (G 
phase), with phosphorus (σ). These changes in phases, along with the growth of dislocations and 
voids simultaneously, make the evolving microstructure of ferritic-martensitic steels under 
irradiation complex. 
As a result of these microstructural changes, the macroscopic properties of the ferritic-
martensitic steels also see alteration. The loss of ductility in ferritic-martensitic steels during 
irradiation can be caused by many factors, including hydrogen and helium. It has been concluded 
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from discussions of the mechanisms responsible for the hydrogen embrittlement in the high-
chromium martensitic steels that hydrogen is transported to microstructural features and regions 
of triaxiality during tensile testing by lattice diffusion and mobile dislocation sweeping and is 
eventually trapped at interfaces and dislocations. The embrittlement then results from either one 
or a combination of the following processes: the interaction of the hydrogen with dislocations such 
that plastic flow is localized on specific slip planes, with cross slip possibly being inhibited, and 
leading to shear modes of failure, and the lowering of the cohesive strength of the interfaces on 
which the hydrogen has accumulated, thereby promoting brittle modes of fracture. The most 
widely accepted model of helium embrittlement is based on the stress-induced growth of cavities 
nucleated from helium bubbles at the grain boundaries. The helium bubbles of a certain radius are 
initially equilibrium with the internal gas pressure being balanced by the surface tension. The 
bubbles on the grain boundaries orthogonal to the applied tensile stress become unstable and grow 
by grain boundary vacancy condensation if the stress exceeds a critical value. Intergranular helium 
bubbles of nanometer dimensions have been observed to nucleate cavities that enlarge and coalesce 
to form cracks on the transverse grain boundaries in irradiated austenitic steels and alloys in a 
manner analogous to the growth of cavities during thermal creep. Irradiation creep, however, 
involves stress-induced processes that enhance the annihilation of irradiation-produced point 
defects.  
In general, the deformation processes involve the stress-induced absorption of irradiation-
produced point defects on dislocations that cause the dislocations to climb, which can subsequently 
lead to glide of the dislocations. For irradiation creep to occur, the absorption of point defects at 
dislocations must be asymmetric, for if vacancies and interstitials were partitioned equally, 
annihilation would occur without climb, and there would be no creep. Proposed mechanisms for 
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irradiation creep include swelling-driven creep (I-creep), Stress Induced Preferential Absorption 
(SIPA) creep, and Preferred Absorption Glide (PAG) creep. I-creep involves climb-enabled glide 
that occurs because dislocations have a slight bias for interstitials, and these interstitials induce 
dislocation climb; the excess vacancies are incorporated in voids. Under the influence of a stress, 
pinned dislocations can bow out to give an increment of elastic strain. The bias-driven interstitials 
at dislocations can cause them to climb around the pinning obstacles and glide until they encounter 
another obstacle and are again pinned. Each time this process is repeated, an increment of creep 
strain occurs, with the creep rate depending on the climb velocity. In SIPA creep, dislocations are 
assumed to be sinks for both vacancies and interstitials, but there is a slight bias for interstitials to 
be absorbed by dislocations with their Burgers vectors aligned with the stress axis. This 
preferential absorption due to the stress-induced higher capture efficiency of the dislocations with 
properly aligned Burgers vectors causes dislocation climb and deformation in the stressed 
direction. PAG creep is due to climb-enabled glide; that is, first, the dislocations climb around 
obstacles by the SIPA process, after which the dislocations can glide under the influence of the 
applied stress until they are again stopped by an obstacle.   
In conclusion, the point defects created as part of the radiation damage process provide the 
basis for the changes of ferritic-martensitic steels under irradiation. The point defects gather to 
form clusters and from there, agglomerate into extended defects, such as dislocations, voids, 
precipitates. They can also cause segregation of elements in the material. These extended defects 
cause macroscopic changes in ductility, creep strength, hardness, tensile behavior, etc. All of these 
macroscopic and microscopic changes in ferritic-martensitic steels make predicting the full 
behavior under irradiation complex.  
2.3 Swelling in Ferritic-Martensitic Steels 
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Since the initial observation of voids in irradiated materials [70], they have been the subject 
of much research. The theory of nucleation and void growth, as well as the thermodynamics of gas 
containing voids, has been published [71–73] and reviewed [74]. Modeling efforts have also been 
done to understand the behavior of point defects in ferritic steels [75,76]. The primary objective 
of this section is to provide a review of the experimental undertakings over the years and the 
conclusions of these studies. This section follows a similar logic and approach to the work done 
by Klueh and Harries [26] and Garner et al. [68] with additional material added.  
In the radiation damage process, equal numbers of vacancies and interstitial atoms are created 
as Frenkel pairs. The dislocations in most ferritic-martensitic steels have a slightly higher 
preference for the interstitials, leaving the concentration of vacancies higher in the metallic lattice. 
The excess vacancies can migrate and form clusters. These clusters are stabilized by the diffusion 
of gases, such as helium produced by (n,α) transmutation reactions, to form three dimensional 
voids with a preferential spherical shape.  The formation of these voids is partially influenced by 
the temperature of the material. At low temperatures, defined as 30% of the melting temperature, 
Tm, the vacancies are slow to diffuse, allowing for recombination with the relatively more mobile 
interstitials. At relatively high temperatures, greater than 50% of Tm, the thermal vacancy 
concentration exceeds that caused by the irradiation environment. Thus, the stability of these three 
dimensional defects is limited to the temperature range 0.3-0.5 Tm [66].  
The swelling to damage relation is typically represented as being composed of three regimes, 
an incubation regime, a transient regime, and a linear swelling regime. In the incubation regime, 
the swelling is very low, less than 0.1%, and can be considered negligible up to an incubation dose. 
In the linear swelling regime, the total swelling can be described by a linear relation with the 
difference between the total dose and the incubation dose multiplied by a swelling rate. Between 
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these two regimes is a transient period to merge the incubation and linear swelling regimes into a 
continuous function [73,77].  
2.3.1 Neutron Irradiation of Ferritic-Martensitic Steels 
 Under neutron irradiation, helium production via (n,α) reactions is controlled by the 
neutron energy spectrum of the reactor and the energy dependent cross sections based on the 
elemental components of the material. Typical helium production has been estimated for fast 
reactors from ~0.1 appm helium/dpa [78] to ~1.0 appm helium/dpa [79] but varies strongly with 
composition. This section attempts to gather relevant neutron irradiation experiments to elucidate 
the effect of helium/dpa on the cavity evolution.  
Little [80] presents a general overview of the microstructural evolution of ferritic-
martensitic steels under irradiation. For swelling, Little describes the viability of using ferritic-
martensitic steels for their superior swelling resistance as compared with austenitic steels. Figure 
2.4 shows how swelling in ferritic-martensitic steels is much lower compared to swelling in 





Figure 2.4. Swelling of ferritic-martensitic and austenitic alloys are displayed under a variety of irradiation spectrums. 
 
In general, it is observed that increasing amounts of Cr from pure iron tend to increase the 
swelling resistance. Little continues to propose that ferritic-martensitic steels with 9-12% Cr 
exhibit the highest swelling resistance at dpa values >100. However lower levels of swelling 
(<0.5%) are also observed for higher Cr steels (14-22%). The resistance to swelling is also coupled 
with a large increase in incubation period. 
 Vitek et al. [79] irradiated a 9Cr-1MoVNb steel in HFIR at 300°C, 400°C, 500°C, and 
600°C to about 36 dpa with an estimated helium/dpa ratio of 0.83 appm helium/dpa. Few cavities 
of roughly 4-6nm in diameter were observed at 300°C, 500°C, and 600°C with a homogenous 
distribution at 300°C and heterogeneously nucleated at dislocations and lath boundaries at 500 and 
600°C. At 400°C, the cavities have an average size of 15 nm with a density of 1.1 x 1021 m-3 and 
swelling of 0.19%.  
 The work of Wakai et al. [81,82] explored the effects of helium on cavity development in 
the reduced activation ferritic-martensitic steel F82H doped with natural boron, boron-10, nickel-
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58, and nickel-60 to produce helium/dpa ratios of ~0.5 to ~10 appm helium/dpa when irradiated 
in HFIR to 51 dpa at 300°C and 400°C. At the lower temperature, cavities were observed only in 
the highest helium/dpa ratios of 6.5 and 9.9 appm helium/dpa. At 400°C, however, cavities were 
observed in nearly all variations of F82H. As the helium/dpa ratio was increased, the average 
cavity size decreased, but the number density came to a peak in the F82H tailored with boron-10 
(6.5 appm helium/dpa).  
 For comparison to the works presented previously, several studies done in FFTF are 
presented with an assumed nominal helium/dpa ratio of 0.2 appm helium/dpa. Kai et al. [83] 
irradiated a 9Cr-1MoVNb, 9Cr-2WV, 9Cr-2WVTa, and a 12Cr-1MoVW to about 35 dpa at 420°C 
resulting in cavity densities ranging from 0.05-6 x 1020 m-3 and average sizes from 25-30nm. 
Kimura et al. [84] irradiated several Fe9Cr-2(1)W alloys to about 40 dpa at 420°C, resulting in 
average cavity sizes from 20-31nm and densities from 1.6-8.2 x 1020 m-3.  Sencer et al. [85] 
examined a duct of HT9 used in the FFTF reactor that reached an estimated 155 dpa at 443°C with 
an average cavity size of 28nm and density of 2.5 x 1020 m-3. Van den Bosch et al. [86] examined 
FFTF irradiated T91 irradiated at about 413°C to 184 dpa resulting in an average cavity size of 
29nm and 8.3 x 1020 m-3. Finally, T91, HT9, MA 956 and MA 957 were examined in the work of 
Gelles et al. [87] at about 200 dpa. The average cavity sizes ranged from 21-35nm and densities 
from 1.9-48 x 1020 m-3. Examining the data from FFTF there is a little concern that the cavity sizes 
are all in the same range despite the large differences in damage level. However, as the cavities 
are influenced by the entire microstructure, there are many complicating factors that cannot be 
sorted out without additional information.  
In a recent paper, Getto et al. [22] provided a review of swelling in the ferritic-martensitic 
steels HT9 and T91 irradiated in-reactor up to 208 dpa at temperatures ranging from 400°C to 
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443°C, reproduced in Figure 2.5. There is a significant amount of scatter in the swelling reported, 
but in general as the damage level increases, the amount of swelling also increases. There are also 
variations in different heats of the same alloy, and single heats undergoing different heat 
treatments. Up to the high damage level of 208 dpa though, the amount of swelling is still < 3%, 
highlighting the overall swelling resistance of ferritic-martensitic steels.  
 
Figure 2.5. Summary of ferritic-martensitic steels irradiated in-reactor up to 208 dpa at temperatures varying from 400°C to 443°C, 
reproduced from [22].  
 
2.3.2 Heavy Ion Irradiation of Ferritic-Martensitic Steels 
In order to understand the radiation responses of material at an accelerated rate compared to 
neutron irradiation, ion irradiation experiments have been performed at high damage rates to 
simulate the effects of damage seen in reactor at high damage levels.  
A ferritic steel (Fe2.25Cr-1 Mo)  was studied by  Sindelar et al. [88]. The focus of this 
studying was to determine the microstructural response to irradiation at various damage levels and 
in different phases of the material. Irradiation was performed up to 350 dpa at 500°C using 14 
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MeV nickel ions. No cavities were present in any of the samples unless helium was pre-injected 
at 100 appm.   
 The ferritic-martensitic alloy T91 was studied by Gigax et al. [89] using 3.5 MeV iron 
ions at 475°C up to 550 dpa at the region examined. The swelling response indicated low swelling 
(< 3%) up to 410 dpa but a sudden increase to 22% swelling at 550 dpa for a rate of 0.11%/dpa. 
Maximum swelling occurred at approximately half of the projected ion range, supposedly due to 
the defect imbalance effect [90]. Swelling of T91 had an incubation period of swelling of ~400 
dpa at the depth of peak swelling, greater than incubation periods from neutron irradiated T91. 
However, in reactor the production of helium will drive cavity nucleation and therefore, decrease 
the incubation period for swelling. This ion irradiation study was conducted without considering 
the effects of helium and this may account for the delay in the incubation period.  
 The swelling and microstructure evolution of ferritic-martensitic alloys HT9, T91, and 
T92 were investigated by Getto et al. [22] using iron ions and 10 appm helium pre-implanted to 
obtain systematic evolution from 75 to 650 dpa. Contrary to the previous study, for the least 
swelling resistant alloy (HT9), a swelling rate of 0.033%/ dpa was observed from 188 to 650 dpa. 
Swelling resistance was higher in T91 at a rate 0.007%/ dpa. The decrease in swelling/swelling 
rate in T91 was primarily due to suppression of cavity nucleation, rather than growth, which 
proceeded at approximately 0.1 nm/dpa. Swelling resistance was highest in T92, which had not 
yet reached steady state swelling by 650 dpa due to a low density of small cavities, indicating 
suppression of both nucleation and growth. Analysis of additional heats of T91 indicated that alloy 
composition was not the primary factor in determining swelling resistance. In addition to swelling 
increasing with damage level, the volume fraction of G-phase precipitates and line length of 
dislocation were found to evolve in the microstructure up to 650 dpa as shown in Figure 2.6. The 
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use of ion irradiations has been instrumental in determining that the microstructure of ferritic-
martensitic steels will continue to evolve with damage level beyond intended reactor lifetimes.  
 
Figure 2.6. Microstructural evolution of HT9 irradiation with 5 MeV iron ions at 460°C from 130 to 650 dpa from [22].  
 
2.4 Factors Affecting Cavity Nucleation and Evolution 
2.4.1 Impact of Temperature on Cavity Evolution 
Cavity nucleation rate is strongly dependent on the vacancy super-saturation. Therefore, 
changes in temperature which affect the super-saturation of vacancies will affect the length of the 
nucleation region as well. Theory has shown that swelling follows a bell-curve temperature 
dependence based on the melting temperature of the material, Tm [91]. Cavity formation and 
swelling tends to prevail at irradiation temperatures from about 0.3Tm to about 0.5Tm. Below this 
temperature range, vacancies are unable to diffuse and cluster together to form cavity embryos. 
Nucleation of cavities decreases with increasing temperature outside of this range due to a higher 
emission of vacancies from clusters. In this intermediate temperature range, there is a temperature 
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where the vacancy flux to a cavity embryo is largest compared to the vacancy emission. Vacancies 
have limited mobility at these temperatures and will recombine with interstitials before clustering 
into cavities. This behavior can be described by the number of vacancies required for a critically 
stable cavity to form [92]: 







3,     Eq. 2.1 





 represents the vacancy super-saturation. Both temperature and vacancy super-
saturation appear in the denominator. At low temperatures and low vacancy super-saturations, the 
number of vacancies 𝑛 becomes extremely large, and cavity nucleation is an unlikely event. At 
high temperatures, the vacancy super-saturation is reduced, from the increase in thermal vacancies 
and emission of vacancies to be lost to other sinks and therefore 𝑛will also become prohibitively 
large.  
Dvoriashin and colleagues [93] studied a ferritic-martensitic steel EP-450 after irradiation 
in a fast reactor. Swelling was studied as a function of temperature in the range of 275ºC - 690ºC.  
Figure 2.7 shows swelling rate as a function of temperature demonstrating the characteristic bell-
curve dependence. A peak is observed around 420ºC. Considering the lower damage data points 
at 11 dpa have a larger swelling rate than those at either 46 dpa or 89 dpa, it is likely that these 
swelling rates are representative are more representative of a nucleation rate rather than a growth 





Figure 2.7. Temperature dependence of swelling rate in EP-450 [93]. 
 
Ayrault [94] studied the effect of irradiation temperatures above 450°C on a 9Cr-1Mo steel. 
No swelling peak was found, but the highest swelling occurred at 450ºC. This may suggest that 
the tail-end of a temperature peak was caught in this study and the peak would appear somewhere 
close to 450ºC. 
Hide et al. [95] studied the response to irradiation of six different ferritic alloys with 
200keV C+ and 3 MeV Ni+: MA957 (an ODS alloy), HT9, Fe-12Cr, 12Cr-2Mo, 9Cr-8Mo-4Ni 
(solution anneal), 9Cr-8Mo-4Ni (aged). These metals were studied at damage levels ranging from 
50 – 200 dpa and temperatures from 425-625°C. All of the samples were pre-injected with helium 
to a fixed ratio of 0.1 appm/dpa. All alloys exhibited peak swelling at 575°C. Although this value 
is higher than the previously suggested values between 400-500°C, the higher damage rate is 
expected to shift the swelling bell-curve to higher temperatures [73,96].  
Kai and Kulcinski [97] studied  HT9 irradiated with nickel ions at three different 
temperatures: 400ºC, 500ºC , and 600ºC. Cavities were only observed at 500ºC.  The intermediate 
temperature seemed the only temperature which allowed for cavity nucleation. 
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Schmidt et al. [98] observed a peak swelling temperature of 500ºC in HT9 and 550ºC in 
EM-12 after irradiation with 2.8 MeV Fe+ ions up to 250 dpa. The dependence of swelling as a 
function of temperature is shown in Figure 2.8. 
 
Figure 2.8. Temperature dependence of swelling at 150 dpa for EM-12 and HT9 [98]. 
 
Sencer et al. [85] irradiated HT9 in FFTF and found a peak swelling temperature at about 
443ºC. However, it must be noted that the damage level was also highest at this temperature (155 
dpa compared to 28 dpa at 384ºC), which may cloud the effect of temperature. 
Wakai et al. [99] showed highest swelling at  470ºC, which then decreased with increasing 
temperature. Ferritic-martensitic steel F82H was irradiated with a triple beam system (Fe+, He+, 
and H+) at temperatures from 470ºC to 600ºC. It is likely that a peak swelling temperature is present 
at a temperature lower than that studied in this paper. 
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Getto et al. [6] studied swelling in HT9 at temperatures ranging from 400°C to 480ºC after 
irradiation up to 375 dpa using Fe2+ ions and 10 or 100 appm helium pre-implanted. The peak 
swelling temperature was determined to be near 460ºC. At lower and higher temperatures 480ºC 
and 440ºC, it was determined that the onset of swelling was delayed relative to experiments 
performed at 460ºC. The swelling behavior as a function of temperature at 188 dpa is shown in 
Figure 2.9. This set of experiments suggested that cavity nucleation was enhanced closer to the 
peak swelling temperature. 
 
 
Figure 2.9.  Temperature dependence of swelling, diameter, and number density at 188 dpa for HT9 [6]. 
 
Toloczko et al. [100] performed a study on a MA957 tube up to 500 dpa at a variety of 
temperatures, 400ºC, 420ºC, 450ºC, and 500ºC.  The peak swelling temperature was determined 
to be near 450ºC. The swelling results are shown in Figure 2.10. The study compared the swelling 
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behavior at damage levels of 100 and 500 dpa. However, the coarseness of these doses does not 
allow for the determination whether steady-state swelling was achieved. It does, however, provide 
further evidence that nucleation was enhanced at doses closer to the peak temperature.  
 
 
Figure 2.10. The temperature of dependence of swelling is shown for MA 957 at 500 dpa (red curve) and 100 dpa (blue 
curve) from [100]. 
 
The authors compared the swelling behavior of MA-957 to that of HT9 and EP-450. The 
swelling as a function of dose are shown up through about 500 dpa in Figure 2.11. A steady-state 
swelling value of 0.2%/dpa was determined for HT9 and EP-450. However, it is important to note 
that EP-450 was irradiated at a different temperature (480°C) compared to MA-957 and HT9. MA-
957 exhibited the lower swelling up to 500 dpa and the achievement of steady-state has not yet 
been confirmed. This is further supported by the cavity size distributions in the paper, which are 




Figure 2.11. The swelling dependency for MA 957, HT9, and EP-450 are shown through ~600 dpa from [100]. 
 
Per both theory and the studies described here; a swelling peak is expected at an 
intermediate temperature range. For neutron irradiations, this peak may be approximately centered 
at 420°C-440ºC.  For ion irradiations, it may be higher from ~460ºC-500ºC. This swelling peak is 
usually referred to as occurring at steady state, however since the processes affecting the growth 
of cavities also govern nucleation behavior (i.e. super-saturation of vacancies), these concepts can 
also be extended to cavity nucleation. Therefore, the swelling at low damage levels would also be 
expected to have a peaked behavior at an intermediate temperature.  
Qualitatively, there is evidence that swelling follows the expected bell-curve behavior, and 
so it is reasonable to assume that nucleation behavior will follow, due to its large role in 
determining overall swelling behavior.  However, there is a very little direct experimental evidence 
that suggests this is the case. This is due to the difficulty in determining the transition from 
nucleation to growth dominated behavior. Garner [68] postulated that there exists a “universal 
steady-state swelling rate” independent of temperature, but this has not been experimentally 
confirmed.  A systematic set of experiments at incremental temperatures and incremental damage 
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levels would be required to identify the location of the peak swelling temperature and possible 
changes during the transition from nucleation to growth dominated swelling.  
2.4.2 Helium Effect on Cavity Evolution 
Neutron Irradiation of Ferritic-Martensitic Steels 
 Under neutron irradiation, helium production via (n,α) reactions is controlled by the 
neutron energy spectrum of the reactor and the energy dependent cross sections based on the 
elemental components of the material. Typical helium production has been estimated for fast 
reactors from ~0.1 appm helium/dpa [78] to ~1.0 appm helium/dpa [79] but varies strongly with 
composition. This section attempts to gather relevant neutron irradiation experiments to elucidate 
the effect of helium/dpa on the cavity evolution.  
 Vitek et al. [79] irradiated a 9Cr-1MoVNb steel in HFIR at 300°C, 400°C, 500°C, and 
600°C to about 36 dpa with an estimated helium/dpa ratio of 0.83 appm helium/dpa. Few cavities 
of roughly 4-6nm in diameter were observed at 300°C, 500°C, and 600°C with a homogenous 
distribution at 300°C and heterogeneously nucleated at dislocations and lath boundaries at 500 and 
600°C. At 400°C, the cavities have an average size of 15 nm with a density of 1.1 x 1021 m-3 and 
swelling of 0.19%.  
 Complimenting the previous study, Hashimoto et al. [101] irradiated a 9Cr-1MoVNb steel 
and 9Cr-2WVTa and additional alloys with 2Ni added to increase helium generation during 
irradiation in HFIR to about 12 dpa at 400°C with about 2-2.5 appm helium/dpa in the base alloys 
and 12-13 appm helium/dpa in the nickel doped alloys. Irradiation of the nickel doped alloys 
resulted in smaller cavities on average and a larger density of cavities compared to the non-nickel 
doped alloys. However, the amount of swelling was still small in both cases with the largest 
swelling occurring in the 9Cr-1MoVNb at 0.17%.  
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 The work of Wakai et al. [81,82] explored the effects of helium on cavity development in 
the reduced activation ferritic-martensitic steel F82H doped with natural boron, boron-10, nickel-
58, and nickel-60 to produce helium/dpa ratios of ~0.5 to ~10 appm helium/dpa when irradiated 
in HFIR to 51 dpa at 300°C and 400°C. At the lower temperature, cavities were observed only in 
the highest helium/dpa ratios of 6.5 and 9.9 appm helium/dpa. At 400°C, however, cavities were 
observed in nearly all variations of F82H. As the helium/dpa ratio was increased, the average 
cavity size decreased, but the number density came to a peak in the F82H tailored with boron-10 
(6.5 appm helium/dpa).  
 For comparison to the works presented previously, several studies done in FFTF are 
presented with an assumed nominal helium/dpa ratio of 0.2 appm helium/dpa. Kai et al. [83] 
irradiated a 9Cr-1MoVNb, 9Cr-2WV, 9Cr-2WVTa, and a 12Cr-1MoVW to about 35 dpa at 420°C 
resulting in cavity densities ranging from 0.05-6 x 1020 m-3 and average sizes from 25-30nm. 
Kimura et al. [84] irradiated several Fe9Cr-2(1)W alloys to about 40 dpa at 420°C, resulting in 
average cavity sizes from 20-31nm and densities from 1.6-8.2 x 1020 m-3.  Sencer et al. [85] 
examined a duct of HT9 used in the FFTF reactor that reached an estimated 155 dpa at 443°C with 
an average cavity size of 28nm and density of 2.5 x 1020 m-3. Van den Bosch et al. [86] examined 
FFTF irradiated T91 irradiated at about 413°C to 184 dpa resulting in an average cavity size of 
29nm and 8.3 x 1020 m-3. Finally, T91, HT9, MA 956 and MA 957 were examined in the work of 
Gelles et al. [87] at about 200 dpa. The average cavity sizes ranged from 21-35nm and densities 
from 1.9-48 x 1020 m-3. Examining the data from FFTF there is a little concern that the cavity sizes 
are all in the same range despite the large differences in damage level. However, as the cavities 
are influenced by the entire microstructure, there are many complicating factors that cannot be 
sorted out without additional information.  
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Dual Ion Irradiation of Austenitic Steels and FCC Alloys 
 Although ferritic-martensitic steels are the focus of this work, the studies of Katoh et al. 
[102,103] combined together experimental and modeling information on dual ion irradiated 
solution annealed Type 316 stainless steel to examine the effects of the helium/dpa ratio on the 
cavity density (separated into bubbles and voids), cavity radius, and swelling.  For the voids shown 
in Figure 2.12, designated in this work as large cavities, the number density exhibited a bell curve 
behavior with regards to the helium/dpa ratio with a peak near 15 appm helium/dpa at 25 dpa. For 
the same level of damage, the average void size decreased with increasing helium/dpa ratio. For 
bubbles observed at 25 dpa, the density increased with increasing helium/dpa ratio. This study also 
examined the effect of the damage rate dependence of the helium/dpa ratio on swelling using a 
rate theory model. For the same temperature, see Figure 2.13, the model predicts as the damage 
rate is increased, the helium/dpa ratio needed for peak swelling also increased. However, there is 
no experimental data presented to validate this prediction.  
 
Figure 2.12. He/dpa dependence of (A) void number density, (B) mean void radius and (C) swelling in dual-ion irradiated 





Figure 2.13. Predicted damage rate dependence of the He/dpa ratio at which peak swelling occurs from [102]. 
  
The effects of helium and its relationship with damage rate have been presented in [104] 
and discussed in a review by Abromeit [105]. Using dual ion irradiation, the effects of the He/dpa 
ratio on swelling across a range of damage rates from 10-4 to 10-2 dpa/s were investigated. As 
shown in Figure 2.14, increasing the helium/dpa ratio increased the swelling overall. However, for 
the same He/dpa ratio, as the damage rate increased, the amount of swelling decreased. The exact 
reasons for this decrease are not discussed as no microstructural information is presented. 
Speculation could suggest an increase in the density of cavities and lower growth of any individual 




Figure 2.14. The influence of helium and displacement rate on nickel-ion induced swelling from [104], reproduced in 
[105]. 
  
  Similar behavior can be found in other austenitic stainless steels [15,21,106–109] and in 
simple FCC materials such as copper [110,111] and nickel [112,113].  In these materials, a 
monotonic increase in cavity density and corresponding decrease in cavity size with increasing 
He/dpa ratio at a given irradiation temperature and damage was observed. The peak cavity swelling 
has been reported to occur near 10-30 appm He/dpa in neutron-irradiated FCC metals, such as 




Figure 2.15. Normalized cavity swelling as a function of He/dpa ratio for copper irradiated between 373 and 410°C. Figure 
produced by S. Zinkle from [110,114–119]. 
  
Dual Ion Irradiation of Ferritic-Martensitic Steels 
 Asano et al. [12] performed a study on the ferritic-martensitic steel HT9 using dual ion 
irradiation to 25 dpa with 15 appm helium/dpa at several temperatures (350°C, 410°C, 470°C, 
530°C, and 600°C), and up to 100 dpa with 5 appm helium/dpa or 15 appm helium/dpa. At 25 dpa, 
the highest swelling occurred at 470°C with a bimodal cavity size distribution. At higher 
temperatures of 530°C and 600°C, the cavities were associated with dislocations and grain 
boundaries. For the HT9 irradiated to 100 dpa at 450°C, a helium/dpa ratio of 15 appm helium/dpa 
resulted in a bimodal cavity distribution while the lower helium/dpa ratio of 5 appm helium/dpa 
formed only small cavities.  
 In the work of Kupriiyanova et al. [120], the ferritic-martensitic steel EP-450 was dual ion 
irradiated at 480°C up to 200 dpa with up to 160 appm helium/dpa. At 50 dpa, as the helium/dpa 
ratio was increased from zero, the average size decreased and number density of cavities increased 
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resulting in increased swelling with increased helium/dpa ratio. However at 200 dpa, the swelling 
decreased with increasing helium/dpa ratio from the decrease in cavity size. Similar trends at 200 
dpa were observed in other ferritic-martensitic steels F82H and EK181 also studied in this work. 
 Ogiwara et al. [121] dual ion irradiated two reduced activation ferritic-martensitic steels 
JLF-1 and JLS-1 from 40-100 dpa with 15 appm helium/dpa at 470°C and 550°C. Significant 
swelling was observed only at 470°C in both alloys.  
 The work of Wakai et al. [122] irradiated the ferritic-martensitic F82H to 50 dpa with 18 
appm helium/dpa at 470°C, 510°C, and 600°C. With increasing temperature the cavity density was 
reduced but not significantly, such as 5.2 x 1021 m-3 at 470°C to 4.6 x 1021 m-3 at 600°C and average 
cavity sizes ranging from 5.2 to 6.7 nm. From this information, it is likely that all of the cavities 
observed are stabilized by the co-injected helium and have limited growth from the high 
temperature.  
 The work of Hiwatashi et al. [123] explored the effects of dual ion irradiation on several 
reduced activation ferritic-martensitic steels JLF1, JLF3, JLF4, JLF5, and two model alloys 
Fe9Cr2Mo and Fe2.25Cr1Mo up to 125 dpa and 0, 1, and 15 appm helium/dpa at 450°C. In both 
JLF4 and the model alloy Fe2.25Cr1Mo, the average cavity size decreased and density increased 
with increasing helium/dpa ratio with the highest swelling occurring at the intermediate value of 
1 appm helium/dpa.  
 Yamamoto et al. [124] performed several dual ion irradiations on a ferritic-martensitic 
alloy, F82H3 and two nanostructured ferritic alloys MA957 and 14YWT-PM2 at 500°C and 650°C 
from 15-55 appm helium/dpa with significant characterization at 10 dpa and 26 dpa in F82H3 and 
MA 957. This work found no significant systematic trend in the cavity density, average cavity 
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density, or swelling with helium/dpa, but found a systematic increase in average cavity diameter 
with increasing helium content.  
 Although the materials used in the work of Bhattacharya et al. [125] were not commercial 
ferritic-martensitic steels, the model iron-chromium alloys (Fe, Fe3Cr, Fe5Cr, Fe10Cr, Fe12Cr, 
Fe14Cr) dual ion irradiated to 128 dpa with 13 appm helium/dpa at 500°C provided insight into 
the effect of chromium addition on swelling. The Fe10Cr alloy displayed the highest amount of 
swelling, primarily from its increased cavity density, as the sizes for all model alloys had similar 
cavity sizes.  
 The study of Brimbal et al. [126] performed dual ion irradiation on Fe and Fe5Cr to 100dpa 
with 0, 2.5, and 26 appm helium/dpa at 500°C to examine the effects of helium and chromium on 
swelling. As the helium/dpa ratio was increased in the pure iron, the average cavity size decreased 
and the cavity density increased. However, cavities were only observed in the Fe5Cr at the highest 
helium/dpa ratio of 26 appm helium/dpa with a very high density of cavities and small average 
size.  
2.4.3 Effects of Damage Rate and Helium Co-Injection Rate 
From the neutron and dual ion irradiated ferritic-martensitic steels, a picture of the overall 
effect of the helium/dpa ratio can be attempted. Several assumptions have been made going into 
this picture, such as the assumption that any FFTF irradiated material had a helium/dpa ratio of 
about 0.2 appm helium/dpa and the assumption that materials irradiated in the same reactor have 
the same nominal damage rate. Consolidating all of the available cavity information from neutron 
irradiations performed between 400-500°C and 12-200 dpa [78,79,81–87,101] and dual ion 
irradiations from 10-125 dpa between 360-600°C [12,120–126], the trends of cavity density, 
Figure 2.16b, average cavity size, Figure 2.16a, and swelling, Figure 2.16c with the helium/dpa 
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ratio can be obtained. Because of the high sink density in ferritic-martensitic steels, the damage 
rate and the vacancy concentration are expected to be linearly dependent, and thus Figure 2.16 an 
also be viewed as the helium/vacancy ratio.  
 
 
Figure 2.16. Compilation of literature data to show the effect of the helium/dpa ratio on (A) average cavity size, (B) 
average cavity density, and (C) swelling.  
  
As the helium/dpa ratio increases, the average cavity diameter appears to decrease. The 
cavity density also appears to increase with increasing helium/dpa ratio up to about 30 appm 
helium/dpa. The swelling appears to decrease with increasing helium/dpa ratio. Although the 
trends are visible, there is still significant scatter in the available data. Given the possible variations 
in cavity evolution with temperature, material composition, heat treatment, and across damage 
rates, these trends have still emerged. Graphing the same set of cavity data as a function of the 
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irradiation damage rate, Figure 2.17, similar trends do not emerge. While the cavity densities can 
be considered similar between the low damage rates of neutron irradiation and the high damage 
rates of ion irradiation, the significant differences in the helium/dpa ratio, and therefore 
helium/vacancy ratio, make the comparison questionable. The dependence of damage rate on 
cavity evolution is not discernable from the literature included in this review. This is likely in part 
from the lack of reporting on the damage rate for many of the neutron irradiation studies.  
 
Figure 2.17. Compilation of literature data to show the effect of the damage rate on (A) average cavity size, (B) average 
cavity density, and (C) swelling. 
 
2.4.4 Theoretical Considerations 
Russell [71,72,127] presents the thermodynamics of voids and gas-containing cavities in 
metals. For the cavity to be in equilibrium with the solid around it, the external pressure of the 
solid on the cavity must be equal to the internal pressure from the gas atoms with the surface 
energy taken into account as well. This theory presents that the size of the cavity is proportional 
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to the density of the gas occupying the cavity, and the volume of the cavity itself. The internal 
pressure of a gas in any individual cavity is difficult to measure, but has been estimated by using 
Electron Energy Loss Spectroscopy [128], as done in [129–132] for helium bubbles in aluminum 
and ferritic-martensitic alloys. 
The production of inert gas atoms in reactors acts to stabilize subcritical cavities, and from 
this process, encourage nucleation of stable cavities. Helium is the focus of many inert gas studies 
as it is commonly produced in reactor materials through nuclear transmutation reactions. Helium 
is thought to enhance the nucleation of cavities by lowering the free energy requirement to create 
a critical cavity embryo. The free energy equation for voids without any gas is driven by the 
supersaturation of vacancies (Sv) and countered by the energy required to form an interface in the 
material: 
𝛥𝐺 = −𝑛𝑘𝑇 𝑙𝑛(𝑆𝑉) + (36𝜋𝛺
2)1/3𝛾𝑛2/3.                                   Eq. 2.2 
In the presence of helium, the free energy equation for cavities becomes: 





3 − 𝑥𝑘𝑇 𝑙𝑛 (
𝑀𝐻𝑛𝛺
𝑥𝑘𝑇
),      Eq. 2.3 
where x corresponds to the number of helium atoms in the cavity, M is the concentration of helium 
atoms in the solid (usually in atoms/cm3 or equivalent), and H is the Henry’s Law constant for the 
dissolution of helium in the metal. From comparing Equations 2.2 and 2.3, the presence of helium 
lowers the free energy required to form a stable cavity, with the added term being the free energy 
required to move the helium from the solid into the cavity. This lower free energy results in a 
smaller critical cavity nucleus, and thus enhancing nucleation relative to a gas-free environment. 
 Hishinuma [92] and Mansur [133] discuss the effect of helium in terms of a critical radius 
required for a cavity to stabilize and grow. These works highlight a derivation of the critical radius, 
the radius at which the net flux of vacancies to the cavity is zero, to include the functional 
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dependences on gas pressure, dislocation and cavity capture efficiencies, temperature, damage 
rate, and other variables. By examining the critical radius, the emergence of a bimodal cavity size 
distribution is discussed with one distribution around the radius of a gas-stabilized bubble and the 
other distribution arising from cavities with a large enough inward flux of vacancies to grow.  
To investigate the importance of helium to cavity nucleation, Stoller and Odette [134] 
studied the effect of the cluster composition (helium vs. vacancy) on the nucleation path of cavities. 
Two paths emerge to limit cavity formation: one limited to growth by helium accumulation alone, 
the other limited by stochastic fluctuations in the vacancy cluster population. The accumulation of 
gas seemed to be the generally dominant mechanism. Specific cluster compositions and 
distributions are not analyzed, however. This work was also analyzed in the context of austenitic 
stainless steels, and its applicability to ferritic-martensitic steels has still not fully emerged.  
 Stoller and Osetsky [135] evaluated the behavior of helium in bcc iron using molecular 
dynamics. This work found that when a helium bubble is in mechanical equilibrium with the iron 
lattice, the helium/vacancy ratio decreases as the bubble increases in size. The compressibility of 
the helium also decreases with increasing bubble size, leading to ideal gas behavior for the helium. 
However, the bubbles presented in these simulations are less than 5 nanometers in size and would 
result in barely visible structures under TEM. The simulations found that the helium to vacancy 
ratio for equilibrium bubbles large enough to be visible is in the range of 0.3-1.0, consistent with 
electron energy loss spectroscopy results in ferritic-martensitic steels [129,130]. 
One mechanism of helium related to swelling is the generation of Frenkel pairs via a loop 
punching mechanism [136–138]. Small clusters of helium atoms produce lattice distortions and 
lead to lattice atoms being pushed into interstitial sites. In BCC materials, the helium interstitial 
activation energy is lower than in FCC materials. Since the binding energies of helium interstitials 
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to each other in BCC materials are even greater than in FCC, self-trapping of helium will also 
occur. The concentration of helium–helium clusters increases in the initial evolution phase under 
irradiation but decreases to a negligible amount at longer times. The concentration of helium–
vacancy clusters shows three distinct stages of evolution [139,140]. At lower times, the helium–
vacancy cluster concentration increases, it remains fairly constant for several orders of magnitude 
of time and then decreases at higher time scales. The initial increase is due to very small helium–
vacancy clusters. Once the free helium is depleted, the size of the clusters grows by incorporating 
more vacancies. At longer time scales, point defects dissociate from smaller clusters and form 
larger clusters. These large clusters serve as sinks to absorb point defects and grow into cavities. 
2.4.5 The Critical Bubble Model of Cavity Nucleation  
Many aspects of cavity formation have been modeled approximately using the critical 
bubble model (CBM) concept [141,142]. A critical bubble is one that has grown to a radius (𝑟∗) 
and helium (𝑚∗) content such that upon the addition of a single helium atom or vacancy, the bubble 
immediately transforms into an unstably growing cavity without the need for statistical nucleation. 
More generally, the CBM is one of the possible solutions to the cavity growth rate equation when 











)].   Eq. 2.4 
The three major terms of the equation are the growth of the cavity through the arrival of 
vacancies to the cavity (𝐷𝑣𝐶𝑣), the reduction in cavity radius from interstitial arrival to the cavity 
(𝐷𝑖𝐶𝑖), and the thermal emission of vacancies using the capillary approximation to account for the 





)). In general, the roots of the cavity growth rate 
equation strongly depend on the helium gas pressure and can result in four possible states with 
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increasing helium concentration in the cavity, illustrated in Figure 2.18. Without helium, there is 
only one root (𝑟𝑣
∗) and it corresponds to when a cavity embryo becomes large enough through 
statistical fluctuations in the number of vacancies in the cavity to grow through bias driven growth. 
With some helium atoms in the cavity and below the critical helium content, the growth rate 
equation has two roots corresponding to the stable bubble radius (𝑟𝑏
∗) and the size to convert from 
a bubble to an unstably growing cavity (𝑟𝑣
∗). With the critical amount of helium, as described 
previously for the CBM, there is only one root (𝑟∗) and it corresponds to the critical bubble radius. 
With a helium content greater than the critical number of helium atoms, there are no roots to the 
growth rate equation and all cavities and bubbles grow unstably.  
 
Figure 2.18. A schematic showing solutions to the cavity growth rate equation with (a) no helium, (b) less than the critical amount 
of helium (m < m*), (c) the critical amount of helium (m=m*) and (d) in excess of the critical amount of helium (m > m*). 
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 A significant advantage of the CBM and the cavity growth rate equation is that it requires 
a relatively modest number of parameters, and parameter combinations, that are generally 
reasonably well known including for defect production, recombination, dislocation bias, sink 
strengths, interface energy, and defect diffusion rates. One key prediction of the CBM is the 
prediction of a bimodal cavity size distribution, composed of growing cavities and stable bubbles. 
It is with this prediction and advantage that the cavity growth rate equation used with the CBM is 
the primary context for the discussion around cavity nucleation.  
2.4.6 Summary of Background 
From a theoretical view, the effect of helium is to lower the free energy necessary to create 
a stable cavity embryo. The free energy depends on both the number of vacancies involved in the 
embryo and the amount of gas atoms in the cavity embryo. For any stabilization point, where the 
change in free energy is zero, there are many combinations of these two parameters to satisfy this 
requirement. As the damage rate is changed the number of vacancies will increase in some 
proportionality to the damage rate depending on the dominant mode of point defect loss through 
either recombination of interstitials and vacancies or loss to sinks. In order to maintain the same 
free energy for a stable cavity, the amount of helium must be modified in proportion to the vacancy 
population for each damage rate. Once a cavity is stable, its growth is driven by the flux of 
vacancies in the case of voids, or a combination of helium and vacancy fluxes in the case of 
bubbles. Thus, a key parameter of cavity nucleation and growth is the ratio of available helium in 
the matrix and available vacancies.  
From the experimental and theoretical work presented previously, there are two potential 
paths to discuss for the helium to vacancy ratio: the effects of helium through the helium co-
injection rate independently of the damage rate, and the effects of the vacancy population through 
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the damage rate. Without helium, cavity nucleation begins instantaneously with radiation damage, 
nucleating vacancy defect clusters that transition to embryos and grow large enough to become 
cavities. Eventually these self-stabilizing cavities will grow with increasing radiation damage and 
swell the irradiated material. When a small amount of helium is co-injected into the microstructure, 
the helium binds to vacancy clusters with a certain amount of energy and lowers the free energy 
necessary for the cavity to stabilize. The helium stabilized clusters can achieve growth faster than 
the vacancy clusters lacking helium, and thus achieve growth dominated swelling at a lower level 
of damage. Ideally, the density and sizes of clusters would be directly measured at this stage of 
nucleation and stabilization, but this information is beyond most measurement techniques. These 
cavity embryos continually nucleate and grow to resolvable sizes as the material experiences more 
radiation damage. The resulting size distribution becomes bimodal with cavities above a critical 
size threshold stable enough to grow with only vacancy accumulation and cavities below this 





Chapter 3:  Objective
The objective of this work is to determine the mechanisms that control cavity nucleation 
in dual ion irradiated T91 steel over a range of temperature, helium injection rates, and damage 
rates. A hypothesis for the behavior of cavities as a function of helium co-injection rate and damage 
rate is presented as follows: 
 Dual ion irradiated T91 will exhibit monotonically increased bubble and void density as 
the helium-to-vacancy ratio is increased through the helium co-injection rate for the same level of 
damage and same temperature. This is due to the stabilization of vacancy clusters as bubbles and 
voids from the increased helium pressure inside the cavity which is directly proportional to the 
number of helium atoms in the cavity and injected in the matrix.   
 For a fixed helium-to-vacancy ratio, bubbles will transition to voids at the same void radius 
independent of damage rate implying the same transition process across damage rates with the 
growth of cavities decreasing with increasing damage rate. 
 To test the hypotheses a combination of ion irradiation experiments with careful 
characterization of the microstructure was used.  
 To achieve the main objective, two sub-objectives were identified. The first sub-objective 
is aimed at determining the effects of temperature, helium, and damage rate on the cavity size 
distributions. To complete this sub-objective, a series of experiments were performed in the 
laboratory with varying conditions. This required the establishment of a well-defined and 
consistent process to perform the experiments, analyze the results, and process the experimental 
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data. The development of the following techniques was essential in acquiring the relevant 
experimental data:  
• A method for consistent and controlled ion irradiation experiments with and without 
simultaneous helium co-injection 
• A post-characterization technique utilizing TEM (transmission electron microscopy) and 
STEM (scanning transmission electron microscopy) to image the microstructure 
• A method for consistent quantification of the microstructure features (bubbles, cavities, 
dislocations) 
Through these methods, the magnitude and shape of the size distributions of cavities and 
dislocation loops with changes in the temperature, helium co-injection rate and damage rate were 
determined. These size distributions provided a comprehensive picture of the microstructure 
evolution with increasing temperature for the same helium co-injection rate and damage rate, and 
increased helium co-injection rate and damage rate for the same level of damage and temperature. 
Together, these results answered the question of what happened to the cavity behavior as a function 
of temperature, helium co-injection rate and damage rate.  
The second sub-objective is aimed at determining why a change in the temperature, helium 
co-injection rate or damage rate resulted in the observed changes in the cavity evolution. A detailed 
analysis of the cavity size distributions and dislocation loop size distributions accomplished this 
sub-objective. The results from this work were applied to existing cavity nucleation theories and 
compared with other available experimental results. This analysis ultimately provided insight into 
the role of the temperature, helium co-injection rate and damage rate on the nucleation of cavities.  
Completion of these two sub-objectives demonstrated the roles of temperature, helium co-
injection rate, and irradiation damage rate on the nucleation of cavities. 
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Chapter 4:  Experimental procedures and Methodology
This chapter presents the experimental procedures used to prepare, irradiate, and 
characterize the T91 samples explored in this dissertation. Additionally, the analysis framework 
for the cavity growth rate equation is described.  
4.1 Alloy and Sample Preparation 
Alloy T91 heat 30176 was used for the work in this thesis. The composition in weight 
percent is reported in Table 4.1. The composition designated PNNL was provided by PNNL and 
has been reported in several publications using this archival heat [86,87,143]. An independent 
chemical analysis was performed by Luvak Inc. using combustion infrared detection to measure 
carbon and sulfur content (ASTM E1019 [144]), inert gas fusion to measure oxygen and nitrogen 
content (ASTM E1019 [144]) and direct current plasma emission spectroscopy to measure all other 
elements (ASTM E1097 [145]). As discussed previously, T91 is a nominally 9Cr ferritic-
martensitic steel and considered to be a candidate for fast reactor applications because of its high 
swelling resistance. The as-received T91 samples were encapsulated in a quartz tube that was 
evacuated twice and then backfilled with 0.25 atmosphere of argon. The samples were then 
normalized at 1038°C for 30 minutes and air cooled. Tempering was performed at 760°C for 30 
minutes and then air cooled. The timer for each step of the heat treatment process began when the 
temperature of a thermocouple touching the quartz tube read within 5°C of the target temperature. 
The resulting microstructure was a tempered martensitic material. Figure 4.1 shows the 
microstructure of the non-irradiated, heat treated T91 imaged using bright field scanning 
transmission electron microscopy (BF STEM). The unirradiated microstructure of T91 in the as-
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tempered condition as reported in [146] consisted of prior austenite grain boundaries, packets, 
laths, coarse chromium carbides, fine V,Cr-nitrides, and network dislocations. Chromium carbides 
were mainly M23C6 type and were mostly on the prior austenite grain boundaries (PAGBs) or lath 
boundaries. Fine V,Cr-nitrides were observed in the matrix and sometimes were found adjacent to 
the Cr-carbides. The average size of M23C6 was estimated to be ~100 nm while the average size 
for (V,Cr)N was approximately 40 nm. Both Cr carbides and V,Cr-nitrides had an estimated 
number density between 1018 m-3 and 1019 m-3. The dislocation density varied from area-to-area 
and was estimated to be ~5 ×1014 m-2.  
 
Figure 4.1. Bright field scanning transmission electron microscopy image of T91 heat 30176 in the as-received, as-tempered state.  
 
Table 4.1. Chemical compositions (wt%) of T91 heat 30176 provided by PNNL and Luvak, from [146]. 
 Fe Cr Mn Nb Mo Ni Si V C N Al S P Ti Cu W 
PNNL Bal. 8.6 0.37 0.072 0.89 0.09 0.11 0.21 0.08 0.054 - - - - - - 
Luvak Bal. 8.76 0.44 0.086 0.86 0.10 0.25 0.23 0.091 0.052 0.004 0.002 0.007 0.003 0.062 0.004 
 
Prior to ion irradiation, samples of T91 were cut in the form of 1.5 × 1.5 × 20mm bars 
using electrical discharge machining (EDM). EDM utilizes rapid current discharge through two 
electrodes to break down material and effectively cut the metallic sample. The desired cuts of the 
material can be programmed into the machine and can result in a geometric precision on the order 
of 1μm.  
54 
 
The bar samples were then mechanically polished using successively finer grits of silicon 
carbide grinding paper. The samples were mounted on a metal puck using Crystalbond™ adhesive 
resin. The puck was heated on a hot plate to melt a thin layer of adhesive. The T91 bar samples 
were then arranged on the adhesive in the center of the puck, side-by-side, as they would be on the 
irradiation stage. Additional bars of spare ferritic-martensitic steel samples, called guide bars, were 
added to the puck to bookend the irradiation samples. The guide bars allowed for more consistent 
polishing and a welding point for thermocouples on the irradiation stage. It was necessary to ensure 
that the samples were adhered flat to the puck and at the same height. The puck was then removed 
from the hot plate and allowed to cool, with deionized water sprayed at the base of the puck to 
reduce the temperature quickly and harden the adhesive. The samples were then hand-polished 
using a variable speed grinding wheel overlaid with silicon carbide grinding paper. Grits of 600, 
800 and 1200 were used to polish the sample. The polishing direction was rotated 90 degrees 
between each grit step so that it would be easy to identify when the damage induced by the previous 
polishing step had been removed. The samples were also rinsed with deionized water between 
grinding steps to remove stray particles. After the 1200 grit grinding step, the puck was re-heated 
to melt the adhesive and the samples were flipped to the opposite side, while maintaining the same 
relative orientation. The grinding process was repeated for the opposite face. The to-be-irradiated 
surface was further polished with a cloth pad and diamond slurries of 3μm, 1μm and 0.25μm to 
provide a mirror-like finish. The samples were then removed from the puck by heating once again. 
To remove any residual adhesive, the samples were allowed to rest in a beaker of acetone until the 
adhesive completely dissolved. They were then successively cleaned with methanol then ethanol 
and allowed to dry in air. 
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To remove any damage layer induced by mechanical polishing, the samples were then 
electropolished. The electropolishing solution consisted of a 10% perchloric acid, 90% methanol 
solution which was cooled to between -40 and -50°C using a methanol bath with dry ice or liquid 
nitrogen. The sample was completely submerged in a 1000 mL beaker containing approximately 
500 mL of electropolishing solution. A magnetic stirrer rotating at ~300 rpm was used to create a 
vortex in the electropolishing solution which impacted the surface of the sample head on. The to-
be-irradiated surface of the sample was oriented to face the cathode, a 25 x 25mm square platinum 
wire mesh, which was also submerged in the solution. The sample itself served as the anode. A 
diagram of electropolishing set-up is shown in Figure 4.2. The samples were electropolished at an 
applied voltage of -40V for approximately 20 seconds. During the electropolishing, the sample 
was agitated within the vortex to refresh the flow of solution at the surface. This procedure was 
estimated to remove about 2μm of material based on the polishing curve presented in [147]. As 
the final mechanical polish utilized 0.25μm particles, removal of 2μm was deemed more than 
sufficient for removal of a remaining damage layer. 
Prior to irradiation in the BOR-60 nuclear reactor, Slices of thickness of 0.4 mm were cut 
from the heat-treated T91 samples using wire EDM and were thinned down to 0.25 mm by double 
sided diamond lapping to a 0.25 μm finish. 3-mm diameter disks were then punched out from the 
thinned slices using a Gatan TEM disc punch system. Each of the disks was then laser engraved 




Figure 4.2. A schematic of the electropolishing setup used for samples prior to ion irradiation. 
 
4.2 Dual Ion Irradiations 
4.2.1 Ion Irradiation Experiments and Characterization Performed 
For clarity, the ion irradiation campaigns will be divided into three: the temperature series 
to determine starting conditions for the other series, the helium co-injection series, and the damage 
rate series. A total of fourteen dual ion irradiation experiments were performed for this thesis. Each 
irradiation consisted of one sample of as-tempered T91 heat 30176. The temperature series was 
performed at damage rates of 5-8 × 10-4 dpa/s with a helium co-injection rate of about 4 appm 
He/dpa to a total damage of 14.6-16.6 dpa at temperatures of 406°C, 420°C, 432°C, 445°C, 460°C, 
480°C, 520°C, and 570°C with one irradiation conduced to a total damage of 35 dpa by adding 
18.4 dpa to the previous 16.6 dpa sample at a temperature of 445°C. The temperature histograms 
recorded by a thermocouple calibrated FLIR® thermal imager are included in Appendix A - . The 
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helium co-injection series was performed with damage rates of 7-8 x 10-4 dpa/s at 445°C to a total 
damage of 16.6 dpa with helium co-injection rates of 0, 0.02, 0.22, and 4 appm He/dpa. The 
damage rate series was performed with a helium co-injection rate of about 4 appm He/dpa to a 
total damage of 16.6 dpa at 445°C with damage rates of 5 × 10-5 dpa/s, 1 × 10-4 dpa/s, 7.1 × 10-4 
dpa/s, and 3 × 10-3 dpa/s. After the irradiation was performed, at least two TEM specimens were 
extracted for characterization of cavities and dislocation loops. Table 4.2 summarizes the 
experimental details of the irradiations.  






Temperature (°C) Damage Rate 
(dpa/s) 
Helium Co-




Nov. 4, 2015 16.6 406 6.0 × 10-4 4.3 72 
Jan. 23, 2017 16.6 420 5.4 × 10-4 4.3 72 
Oct. 10, 2016 16.6 432 5.4 × 10-4 4.3 72 
Sept. 27, 2017 16.6 445 7.1 × 10-4 4.3 72 
Sept. 29, 2017 16.6 460 7.5 × 10-4 4.3 72 
Jan. 25, 2017 16.6 480 5.8 × 10-4 4.3 72 
Oct. 26, 2017 14.6 520 6.5 × 10-4 4.3 63 
Nov. 1, 2017 15.4 570 6.7 × 10-4 4.3 67 
May 30, 2018 35.0 (16.6+18.4) 445 7.6 × 10-4 4.3 150 
May 13, 2017 16.6 445 7.0 × 10-4 0 0 
Dec. 17, 2018 16.6 445 8.1 × 10-4 0.02 0.36 
Dec. 07, 2018 16.6 445 7.2 × 10-4 0.22 3.6 
Jan. 20, 2019 16.6 445 5.0 × 10-5 4.3 72 
Aug, 22, 2017 16.6 445 1.0 × 10-4 4.3 72 
Feb. 26, 2019 16.6 445 3.0 × 10-3 4.3 72 
 
The T91 samples were irradiated using the dual-beam configuration at the Michigan Ion 
Beam Laboratory at the University of Michigan [148]. Dual ion beam irradiations were conducted 
with the stage facing Beamline 4 (BL4). BL4 delivered a 5 MeV iron ion beam from the 3 MV 
NEC Pelletron accelerator and is normal to the sample surface. Beamline 7 delivered the helium 
ion beam from the 1.7 MV General Ionex Tandem Accelerator for dual beam irradiations and is 
+60° from BL4. The configuration of the sample stage and a description of the multi-beam 
chamber used for these irradiations are described later in Sections 4.2.4 and 4.2.5. These 
accelerators, along with a series of diagnostic instruments allowed for the performance of well-
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controlled experiments. 5.0 MeV iron ions from the NEC Pelletron provided an adequate 
penetration depth to analyze the irradiated microstructure using a focused ion beam lift out 
technique (detailed later in Section 4.4.1).  
4.2.2 SRIM Damage and Helium Implantation Calculations 
Stopping and Range of Ions in Matter (SRIM) [149] was used to provide a depth-dependent 
estimation of the damage caused by an ion, given the ion energy and the target material 
composition in atomic percent. The SRIM damage calculations were performed using the quick 
Kinchin-Pease mode using the displacement energies for each element from Table 1 in [150]. A 
displacement energy of 40 eV was used for Fe, Cr, Ni, V, and Mn, and 60 eV for Nb and Mo. For 
all other elements, a displacement energy of 25 eV was used. The composition for the SRIM 
calculation was the PNNL composition of the target material and detailed in Table 4.1. The 
simulation was run for 100,000 ions to obtain smooth damage and implantation curves with 
adequate counting statistics. Figure 4.3 shows the SRIM calculated profiles for how the damage 
rate and injected interstitials change with depth for 5 MeV Fe2+ ions in T91. As is clear in image, 
the damage varies with depth. The damage level at 600 nm depth was used as the nominal damage 
level for any given experiment as this region is far from the surface and avoids the profile of the 
injected ions [7]. The damage rates provided by SRIM for the relevant experiments performed is 
0.348 displacements / Å-ion for the 5.0 MeV Fe2+ ion beam. The damage rate from the energy 
degraded helium ions was determined to be several orders of magnitude lower than the damage 




Figure 4.3. The damage rate and implanted ion concentration as a function of depth for 5 MeV Fe2+ in T91 as calculated by SRIM. 
 
The SRIM damage rate was used to estimate the total irradiation time required to reach any 
given damage level. By making periodic measurements of the beam current, and integrating it over 
the time of irradiation, an estimation of the total ion fluence was made. The equations below, Eq. 
4.1 and Eq. 4.2, estimated the total dpa for a given condition (the units for each input and 




























.       Eq. 4.2 
Using the measured thickness of the aluminum foil in the foil degrader in the multi-beam 
chamber described in Section 4.2.5, SRIM was used to calculate the energy, E, position vector in 
three dimensions, r, and direction vector, φ, in three dimensions for each ion exiting the foil and 

























































from the foil to the sample surface following the direction vectors calculated with SRIM without 
any additional forces to alter the beam trajectory. A schematic of this description is available in 
Figure 4.4. This resulted in a “plume” of ions forming a curved distribution. To ensure an even 
distribution of ions across the sample surface, the effects of raster scanning the beam were 
considered. The plume of ions was copied and added to itself with a small change (0.5 mm) in the 
raster scanned direction. This process was repeated until the entire raster scanned distance along 
the x and y directions of scanning were covered. The same variation in position would be used for 
a defocused ion beam passing through the foil and would be used for this simulation. The position 
and direction of each ion were then rotated to match the geometry between the ion beam’s original 
direction and the irradiation stage. For this dual ion beam setup, the helium ion beam impinge on 
the sample surface at 60° to the normal of the stage surface. SRIM was used after this geometric 
adjustment to calculate the implantation distribution of the energy degraded ions for each angle of 
foil rotation. Although the foil can rotate to higher angles beyond 60°, the increased amount of 
scattering from the apparent thickness significantly reduces the ion beam current density at the 




Figure 4.4. A schematic of the foil degrader geometry considered for SRIM based calculations based on the foil rotation angle, θ, 
position of the ions after degradation, r, and direction of ions from the original trajectory, φ. 
  
The resulting profiles for displacement damage in dpa, injected iron interstitial 
concentration in at% and helium concentration in atomic parts per million (appm) are displayed in 
Figure 4.5 for 4 appm He/dpa. Due to an error in the original helium foil degrader calculation 
methodology, the He/dpa ratio is non-uniform and not expected to significantly impact the results 
in the area of interest 500-700 nm from the surface. For the damage rate series of ion irradiations, 
the helium concentration and flux were scaled linearly with the same shape as this helium 




Figure 4.5. Iron and helium depth profiles for dual ion irradiations using 5 MeV defocused Fe2+ ions and degraded He2+ 
ions in alloy T91 to 16.6 dpa at 600 nm for 4 appm He/dpa. 
 
4.2.3 Conditions for Each Ion Beam 
To define the irradiated area, a slit aperture system was used for each beamline. The aperture 
system for each beamline consisted of four independently controlled and electrically isolated slits 
that could be moved into and out of the beam path via digital control. The slit apertures also 
measured the unsuppressed current incident on each individual slit. With this system, the area of 
irradiation from each ion beam was directly determined using the geometry of the stage relative to 
the beamline. For example, with the iron ion beam, if a 6mm × 6mm irradiation area was desired, 
both X slits were set to a distance of 3mm and the Y slits were set to a distance of 3mm, resulting 
in a total area between the slits of 6mm x 6mm. However, for the helium ion beam which impacted 
the stage at a 60° angle relative to the Fe2+ beam, the X slits were adjusted by the cosine of the 









































































of 5mm, the total area hit on the stage was 10mm × 10mm. To achieve a uniform damage profile, 
the Fe2+ beam needed to be defocused such that it completely covered the area defined by the slit 
aperture system. 
4.2.4 Irradiation Stage 
An irradiation stage was used to hold the samples in place and provide the necessary heating 
and cooling avenues. A schematic of the stage is shown in Figure 4.6. The ion irradiation stage 
consists of a thermally conductive copper or nickel alloy head attached to a stainless-steel tube 
welded onto a 6” CF flange for use with the high vacuum system. The length of the stage was 
machined to match the distance from the flange to the intersection point of ions beams from the 
irradiation beamlines in the multi-beam chamber. The stage head has channels machined for 
pressurized air cooling and a hole machined into the non-vacuum side of the stage head for a 
resistive cartridge heater. A 0.25mm thick square of copper foil was placed on the stage head to 
facilitate heat conduction from the back of the stage to the samples. The samples, along with the 
guide bars, were then arranged on the copper foil side-by-side to-be-irradiated side facing upward. 
Specimens were held down with a notched plate and notched hold down bars for a typical multi-
beam ion irradiation with a photograph of a typical irradiation stage presented in Figure 4.7. The 
notches are 1 mm in width and spaced 1 mm apart to aid in the alignment of the samples to the 
intersection point of the ion beams. Type J thermocouples custom built for each experiment using 
0.001mm diameter iron and constantan wires were spot-welded to samples placed just outside of 
the irradiation area. The wires were connected to a feedthrough which led to the back of the stage 
flange and would eventually be connected to the cold junction (digitally controlled). These 
thermocouples are used to calibrate a 2D infrared thermal pyrometer viewing the irradiation stage 




Figure 4.6. Schematic drawing of the stage used for dual ion irradiations in this work. 
 
Figure 4.7. A photograph of a fully assembled ion irradiation stage. 
 
4.2.5 The Multi-Beam Chamber 
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After assembling the stage, it was mounted into the Multi-Beam Chamber (MBC). The MBC 
was designed to provide a fixed intersection point for each of the three accelerators at the Michigan 
Ion Beam Laboratory. A schematic of the MBC is provided in Figure 4.8. A custom-built half-
cylinder shape was chosen for the chamber to provide radially directed ports, allowing direct 
access to the irradiation stage for the accelerators and monitoring equipment, and a flat back panel 
for easy access while minimizing the chamber volume, which is necessary for high vacuum. Two 
back panels were made for the MBC each with a 6” Conflat Flange (CF) for the irradiation stage. 
The angle of the 6” CF is different between the two panels to provide the stage at either 0° to face 
Beamline 5 (BL5) or 30° to face either Beamline 4 (BL4) or Beamline 7 (BL7). The dual ion beam 
irradiations for this thesis were conducted with the stage facing BL4. BL4 delivers an iron ion 
beam from the 3 MV Pelletron accelerator and is normal to the ion irradiation stage. BL7 delivers 
the helium ion beam from the 1.7 MV General Ionex Tandem Accelerator and is +60° from BL4 
and in the same horizontal plane. The stage was mounted to the back panel of the chamber using 
a copper gasket and tightened down with nuts and bolts. Once mounted a resistive cartridge heater 
was inserted into the back of the stage. The cartridge heater was approximately 4cm long and 1cm 
in diameter, with a temperature rating of up to 760°C. Additionally, a contact Type J thermocouple 
was inserted into the back of the stage into an approximately 1mm diameter hole to monitor the 
temperature close to the heater. Cables from a computer readout were attached to thermocouple 




Figure 4.8. Multi-beam chamber with connecting beamlines. Each beamline is equipped with Faraday cups to record the ion beam 
current, slit apertures to define the irradiation area, and a beam profile monitor (BPM) to assess the beam shape. 
 
The MBC contains many diagnostic instruments to monitor the status of the irradiation 
chamber before, during, and after an ion irradiation experiment. The pressure in the vacuum 
chamber is monitored using an InstruTech Inc. model IGM402 hot cathode ionization vacuum 
gauge. The partial pressure of each gas specie in the vacuum is monitored using an Inficon 
Transpector® MPS Residual Gas Analyzer. The chamber is equipped with an Evactron EP Series 
Plasma De-Contaminator to plasma clean the chamber. A large copper piece in the MBC acts as a 
liquid nitrogen cooled cold trap that encircles the stage to prevent contamination during irradiation 
[8]. The vacuum chamber pressure for each irradiation was maintained below 10-7 torr (< 1.3 × 10-
5 Pa). The MBC also has several quartz windows to allow live viewing of the irradiation stage 
using a Nikon digital camera interfaced through the internal laboratory network. A 2D FLIR® 
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infrared thermal pyrometer viewing the irradiation stage through a germanium window. The 
pyrometer records surface temperatures on user-defined regions of interest on the specimens at a 
rate of 3.125 Hz throughout the experiment. All of these diagnostics provided digital outputs to 
networked computer systems, which recorded and displayed the information using custom built 
LabView™ programs. 
After the appropriate diagnostic connections were made, the slit aperture system discussed 
previously in Section 4.2.3 was set to the desired area. The alignment of the stage was then checked 
with a laser which had been previously aligned with the beam path for BL4. The laser was mounted 
at the end of a bending magnet near the accelerator. A plastic film was placed in front of the laser 
to diffuse the beam and simulate the effect of a defocused ion beam. The alignment of the laser 
illuminated area was checked via the camera on the samples to-be-irradiated. Figure 4.9a shows 
an image of samples mounted on the beamline and aligned with the laser. Following laser 
alignment to the samples, a gridded piece of alumina was slid in front of the irradiation stage using 
a linear motion feedthrough. The alumina fluoresces when struck with ion beams and verified the 
alignment of the laser, Figure 4.9b and the iron ion beam from BL4, Figure 4.9c. The alumina 




Figure 4.9. Photographs of the alignment verification process showing (a) the diffuse laser on the irradiation stage, (b) the same 
diffuse laser on an alumina piece in front of the irradiation stage, (c) fluorescence of the alumina piece from the 5 MeV Fe2+ ions.  
 
Once the stage is mounted, the irradiation chamber was pumped down, starting with an oil-
free scroll pump. Pumping with the rough pump for about 10 minutes allowed the chamber to 
reach a pressure of approximately 1x10-1 torr. At this point to prevent possible carbon 
contamination, the samples, sample stage and vacuum chamber were plasma cleaned using the 
Evactron EP Series Plasma De-Contaminator using a forward power of 15W for 2 hours. 
Following the plasma cleaning, the scroll pump was allowed to pump the chamber to < 10-2 torr, 
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at which the gate valve to a cryopump directly underneath the chamber was then opened and the 
valve to the scroll pump was closed. This cryopump almost immediately brought the chamber 
pressure to about 1 × 10-5 torr. Once the chamber vacuum was less than 10-6 torr, the gate valves 
were opened up to the rest of the beamlines, which were maintained at ~5 × 10-8 torr to provide 
additional pumping power. The stage was then left to pump for at least 12 hours, usually overnight, 
to achieve a pressure in the range of 0.8-1 × 10-7 torr. 
As the sources were started for the day, the liquid nitrogen tank was opened to allow the cold 
trap to cool. A series of automated valves pulled the liquid nitrogen from a large dewar into a 
dewar on the MBC with a large copper surface. The large copper surface acted to transfer heat 
from the copper cold trap in the MBC to the liquid nitrogen through conduction. The cooling 
process started approximately two hours prior to the ion beams being ready to allow for the cold 
trap to reach a steady state temperature near the boiling point of liquid nitrogen. When the ion 
beams were confirmed ready, the stage was heated to the irradiation temperature by applying a 
voltage to the cartridge heater in the back of the stage. No outgassing was performed on the 
samples and the heat up to temperature was done as quickly as possible. This resulted in a 
temporary increase in the pressure near the stage to about 3-4 × 10-7 torr. The thermocouples were 
carefully monitored during heat-up to ensure that the samples exhibited uniform heating behavior. 
The entire heat up process typically took about 20-30 minutes. As soon as the desired irradiation 
temperature was reached, the thermal imager was calibrated against the thermocouple 
measurements for user-defined areas of interest (AOI) by adjusting the emissivity of each AOI 
until agreement is reached. In the thermal imaging program, three AOIs were placed on each 
sample in the irradiated region and monitored for the duration of the irradiation. Figure 4.10 shows 
a typical thermal image with square AOIs on a heated irradiation stage. As soon as the irradiation 
70 
 
stage was at temperature and calibrated, the ion beams were allowed pass to the samples to begin 
the experiment. 
 
Figure 4.10. A typical thermal image with square AOIs on a heated irradiation stage. AOIs 1, 2, and 3 are in the ion irradiation area 
struck by both the 5 MeV Fe2+ ions and energy degraded He2+ ions.  
 
4.2.6 Running the Irradiations 
While the experiment was running, it was monitored continuously to ensure all of the 
irradiation parameters remained within specifications. All irradiations were maintained within 
±10°C of the desired target temperature and in many cases with a 2σ less than ±7°C. While the 
thermocouples were still monitored, the AOIs from the FLIR® imager were used to monitor the 
temperature throughout the experiment. The imager provided the spatial dependence on 
temperature and could be used to see if all samples were experiencing a uniform temperature. The 
LabView™ program interfacing with the FLIR® imager would sound an alarm if any of the AOIs 
deviated more than ±10°C of the target temperature. If fluctuations were observed, changes were 
made to the voltage on the cartridge heater to compensate and keep the temperature as close to the 
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desired temperature as possible. For a 5 MeV Fe2+ beam, only a small amount of beam heating 
was observed, ranging from 1-10°C depending on the ion flux. Similarly, for the He2+ beam, only 
a small amount of beam heating was observed, ranging from 1-2°C depending on the ion flux and 
the rotation of the thin foil energy degrader. The cooling lines for air flow were not typically used 
during the experiments, since the heater cartridge could stably maintain the temperature on its own. 
The pressure near the stage and in the beamlines was also monitored digitally during 
irradiation using InstruTech Inc. model IGM402 hot cathode ionization vacuum gauges. The target 
starting pressure before heating the sample was below 1x10-7 torr. With the combination of heating 
up and putting the beam on the samples, the stage pressure at the very beginning of irradiation 
spiked to the 5-8 × 10-7 range but recovered to ~1 × 10-7 in about an hour. It was important to 
always make sure the pressure was below 10-6 torr during irradiation to minimize the possibility 
of oxidizing the samples.  
The current for each ion beam was also monitored at all times during the experiment. As 
mentioned in Section 4.2.3, the iron beam was defocused to have the beam spread across the 
sample surfaces and impacting the slit apertures. The helium beam was raster-scanned across the 
opening of slit apertures and passed through a thin foil energy degrader before reaching the 
samples. A suppressed Faraday cup was periodically inserted in front of the stage for each beam 
to measure the current of each ion beam that was impacting the samples. For irradiations lasting 
longer than three hours, a time interval of 30-45 minutes was used between insertions while a 
shorter time period of 15 minutes was used for irradiations lasting shorter than three hours. The 
Faraday cups for each beam had to be inserted at the same time as electrons emitted from the stage 
due to either ion beam would hit the back of the inserted Faraday cup, causing a false modification 
to the measured current value from the Faraday cup. A continuous current measurement was not 
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possible because the entire stage and irradiation chamber could not be suppressed. However, the 
slit apertures were used to continuously measure the presence of current and the alignment of the 
beam. If the balance of current the slits shifted, the bending magnet could be used to realign the 
beam. Additionally, while the current values on the slits were not quantitatively accurate, they 
could still be used to measure the relative stability of an ion beam (i.e. if the beam was increasing 
or decreasing in current). They would therefore provide an indication of whether the stage Faraday 
cup needed to be inserted to capture a change in either the Fe2+ or He2+ ion beams. 
If at any point during the irradiation the pressure, current, or temperature were compromised 
(due to a power outage, accelerator or source malfunction, etc.) priority was given to maintain the 
integrity of the samples. If for example, the beam was lost for a period longer than 15 minutes, the 
samples would be quickly cooled to room temperature. This would be achieved by shutting off the 
cartridge heater voltage and applying high pressure air to the air-cooling lines. Typically, this 
would allow the samples on the stage to reach below 100°C within 10 minutes. Once the issue had 
been resolved, the samples would be heated like start-up, the AOIs for the thermal imager would 
be recalibrated, and the irradiation would resume. 
Once the target damage level was achieved, the irradiation was complete. The irradiation was 
terminated by blocking each ion beam with a Faraday cup and rapidly cooling the stage. The heater 
voltage was turned off and the air-cooling lines were opened to high pressure. The stage was cooled 
to room temperature and the irradiation chamber was left under vacuum to allow for the liquid 
nitrogen cooled cold trap to warm up enough to reduce water condensation on the cold trap when 





4.3 Irradiation with Neutrons in the BOR-60 Reactor 
The TEM capsules were inserted into the BOR-60 reactor in 2013 at different reactor core 
positions to achieve various irradiation temperatures. The targeted irradiation temperatures were 
370, 400, 450 and 525C and the targeted doses were 20 and 40 dpa. All the TEM capsules went 
through multiple irradiation cycles in the BOR-60 reactor. Actual sample temperatures were 
calculated based on the coolant temperature reported during each irradiation cycle and the 
calculated temperature rise through the capsule to the TEM samples. The individual cycle histories 
were provided by Terrapower, LLC from the Research Institute of Atomic Reactors (RIAR) to 
relay to researchers through a personal communication [151] and are not publicly available. The 
irradiation conditions for the BOR-60 irradiated T91 is included in Table 4.3 with reported damage 
levels of 14.6-35 dpa at rates of 6-9 × 10-7 dpa/s in a temperature range of 376°C to 524°C. The 
estimated uncertainty on the temperature histories is reported as ±23°C. The helium generation 
rate of T91 irradiated in BOR-60 was estimated using SPECTER (0.20 appm He/dpa) [152] and 
FISPACT-II (0.22 appm He/dpa ) [153] using ENDF libraries [154] in both programs. The value 
of 0.22 appm He/dpa was assumed to be constant throughout the irradiation campaign in the BOR-
60 reactor.  










(He appm /dpa) 
He Generated 
(appm) 
P027 17.1 376 6-9 × 10-7 0.22 3.76 
P033 18.6 415 6-9 × 10-7 0.22 4.09 
P037 14.6 460 6-9 × 10-7 0.22 3.21 
P042 15.4 524 6-9 × 10-7 0.22 3.39 
P028 35 445 6-9 × 10-7 0.22 7.70 
 
4.4 Post Irradiation Characterization Methods 
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The following section details the preparation and analysis methods used to examine the 
microstructure of T91 after it was irradiated. It consists of TEM sample preparation, imaging with 
TEM and STEM, and the characterization and analysis of the images.  
4.4.1 TEM Specimen Preparation 
Due to the shallow penetration depth of the Fe2+ and He2+ ions (see Figure 4.5) in the dual 
ion irradiated T91 and the residual radioactivity of the BOR-60 irradiated T91, the FIB (focused 
ion beam) lift-out method was needed to prepare TEM samples. This method allowed for the 
extraction of cross-sectional slices of material just a few microns into the surface. Additionally, 
T91 is highly magnetic, and large samples would cause magnetic distortion in the electron beam 
during TEM imaging. The FIB lift-out method allowed for microstructural analysis and avoided 
magnetic issues during imaging. 
The TEM foils were prepared using a dual beam FIB. This instrument utilizes an electron 
beam (normal to a horizontal surface) for imaging, and a gallium ion gun (52° from the electron 
beam) for imaging and milling. The currents and energies of these beams could be varied according 
to user specifications. The ion beam operated at energies up to 30keV and currents of about 21nA. 
Energies of 30keV were used for most preparation steps. The specific instruments used in this 
thesis were FEI Helios NanoLab™ Dual Beam™ and Nova NanoLab™ DualBeam™ focused ion 
beam workstations for the dual ion irradiated T91 and FEI Versa NanoLab™ Dual Beam™ and 
Quanta NanoLab™ DualBeam™ for the BOR-60 irradiated T91 at the Low Activation Materials 
Development Analysis (LAMDA) laboratory [155] at Oak Ridge National Laboratory.  
The FIB liftout method was utilized as follows. The irradiated specimen was mounted 
irradiated-side up on an SEM mount and placed in the FIB chamber, which was then pumped 
down. The stage was tilted 52° to be perpendicular to the ion beam. An appropriate area on the 
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sample was chosen in the irradiated region. A gas injector was inserted and the gallium beam was 
used to deposit a small layer of platinum on the target surface, in dimensions of approximately 20 
× 2 micron surface area with a 3 micron height, using a current of about 0.4 nA and an ion energy 
of 16 keV. Using a higher current of ~21nA and energy of 30 keV, the gallium beam was used to 
create trenches using a regular cross section pattern about 4 microns deep on the long sides of 
platinum deposition. The long sides of the deposition were cleaned up using lower current (~3nA) 
and the cleaning cross section pattern. The stage was then tilted back to 7° so that the gallium beam 
could provide an undercut of the sample in a U-cut shape. The undercut was done to both sides of 
the samples to leave the sample attached to the bulk T91 piece by two small pieces. A 
micromanipulator (called an Omniprobe™ needle) was inserted and slowly positioned such that it 
made contact with the corner of the platinum deposition. A small amount of platinum (~1 micron) 
was used to weld the Omniprobe™ needle to the sample. The final connecting edges were then cut 
with the gallium beam to free the specimen from the metal bulk. The Omniprobe™ needle was 
then carefully raised a safe distance away from the irradiated sample and the stage was moved to 
the location of a mounted Omniprobe™ grid. The needle with the attached sample was lowered to 
a position in a valley of a chevron post where the two lower corners of the liftout sample were in 
contact. The gallium beam was used to weld the specimen to the post with about 1 micron of 
platinum on each corner. The needle was then cut free from the sample and retracted from the 
chamber. The stage was then rotated 180° to add an additional 1 micron of platinum on each corner 
to secure the sample to the chevron post. At this point, the specimen was still ~2 microns in 
thickness.  
To achieve the target thickness of 100 nm, successive thinning needed to be done. The sample 
was tilted to 52° and the current was lowered to 0.23 nA. A cleaning cross section was used to 
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create even surfaces on each side and thin the liftout to 1 micron in thickness. Two windows were 
created by placing the cleaning cross section with a length of about 6 microns inside the platinum 
coating and using a Z height of 0.1 micron to create a window slowly. The bar at the bottom and 
the resulting frame provided support for the liftout to minimize chances of a bent or twisted liftout. 
The sample was alternately tilted ±2° about 52° to thin the sample in a wedge shape. This method 
was used to minimize the amount of material milled from the top of the sample to preserve the 
surface, while still thinning the entire specimen. The current was successively lowered as needed, 
while alternating the angle until the specimen was measured in the SEM to be less than 200nm 
thick. The energy of the ion beam was reduced in successive steps of 5 keV and 2 keV to thin the 
foil to a final thickness of about 100 nm. The low energy milling was found to effectively eliminate 
TEM-visible damage induced by the FIB process at higher ion beam energies. The chamber was 
then vented and the sample attached to the grid was placed in a labelled membrane box for safe 




Figure 4.11. A schematic of the FIB process, showing a) platinum deposition on the surface, b) trenching around the platinum 
deposition, c) undercut of the sample at 52°, d) attaching of the Omniprobe to the sample, e) attaching of the sample to the copper 




4.4.2 Cavity Imaging 
Imaging of the TEM specimens in this thesis was performed using a JEOL 2100F Cs 
Corrected Analytic Electron Microscope (AEM) and a JEOL 2010F AEM at the Michigan Center 
for Materials Characterization (MC)2. The JEOL 2100F is a 200keV microscope that operates 
mainly in scanning TEM (STEM) mode. The JEOL 2010F is a 200keV microscope that can operate 
in both conventional TEM and STEM modes with a Gatan OneView 16-megapixel CCD camera 
capable of 4k resolution with 0.25 nm point to point resolution. Both microscopes also maintained 
the capability for XEDS using an EDAX® detector, with EDAX® acquisition software. 
Additionally, a Gatan® Imaging Filter (GIF) allowed for the capability to perform electron energy 
loss spectroscopy (EELS). A software suite called DigitalMicrograph® was used to acquire the 
images. The TEM specimen was mounted on a JEOL Single-tilt or Double-tilt stage and inserted 
into the microscope. 
To determine the size and density of cavities, imaging of the entire liftout was performed 
using STEM mode on the JEOL 2100F, capturing a high angle annular dark field (HAADF) image 
and a bright field (BF) image simultaneously. The contrast in STEM HAADF images arises mainly 
from thickness and “Z-contrast,” which is dependent on the atomic number of the material. 
Cavities, which lack both thickness and any atomic number appear as distinct, dark areas under 
these imaging conditions with well-defined boundaries. The HAADF images are typically free 
from contrast caused by dislocation networks and FIB damage allowing for accurate and 
convenient imaging of cavities. Example images of a typical HAADF image and its corresponding 




Figure 4.12. STEM BF (left) and STEM HAADF (right) micrographs of the same area on a T91 specimen irradiated to 16.6 dpa at 
445°C with 4 appm He/dpa and 7.1 × 10-4 dpa/s. 
 
A standard procedure for consistent imaging of cavities across all samples was used. 
Images were taken at approximately 100kx magnification, which allowed for a field of view of 
about 1.4 x 1.4 microns. Successive images were taken across the length of the sample with 
minimal overlap until a complete set of HAADF and BF images covering the entire specimen were 
taken. In many cases, higher magnification images were taken to acquire more detailed views 
smaller cavities and microstructural features. The point resolution for these images is about 0.68 
nm [156].   
Typically, conventional TEM (CTEM) images have been used to image cavities. In this 
work, CTEM BF images were collected to determine the size and density of cavities smaller than 
5 nm in diameter using the 4k resolution of the Gatan OneView camera. A standard procedure for 
consistent imaging of these small cavities across all samples was used. A series of underfocused 
and overfocused images were collected sequentially from a focus value of - 2 μm and +2 μm in 
0.2 μm steps. When the image is in focus, the cavities do not exhibit any noticeable contrast. In 
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underfocused images, cavities appear as lighter features with a darker fringe around them, and in 
overfocused images, the cavities appear as darker features with a lighter rim around them. 
However, the diameter of such small cavities is not reliable for focus values less than -1 μm or 
greater than +1 μm [157]. Therefore, the underfocused images collected closest to the focal value 
of +0 μm were used to estimate the size of a cavity and the remaining images were used to confirm 
the feature being measured is indeed a cavity. Example images of underfocused and overfocused 
cavities are shown in Figure 4.13. Images were taken at approximately 150kx magnification in 
CTEM mode, which allowed for a field of view of about 0.3 × 0.3 microns and a point resolution 
of 0.23 nm [156]. At least three areas centered at 600 nm from the surface of the TEM specimen 
were imaged per irradiation condition.  
 
Figure 4.13. CTEM BF overfocused (left) and CTEM BF underfocused (right) micrographs of the same area on a T91 specimen 
irradiated to 16.6 dpa at 445°C with 4 appm He/dpa and 7.1 × 10-4 dpa/s. The circled areas highlight some of the small cavities 
observed with CTEM. 
 
The thickness of the TEM specimen was measured using EELS (electron energy loss 
spectroscopy). This method estimated the thickness of the sample by measuring the amount of 
electron energy loss as the beam passed through the sample. The electron beam was set to probe 
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size of ~1nm and the camera length was set to 2cm (for a corresponding collection angle of about 
38mrad). A zero-loss spectrum was taken in an area without going through the sample to calibrate 
the beam. Then an EELS spectrum map was taken on at least six areas of the sample (within the 
500-700nm depth region). The DigitalMicrograph® software included an algorithm to calculate 
the thickness by calculating the error in a logarithmic fit of the inelastic mean free path of the 
electrons through the sample. The error in this calculation is estimated to be around 10% [158]. 
The average of these thickness measurements taken from the EELS map was used as the nominal 
thickness of the TEM specimen. 
4.4.3 Cavity Characterization 
Characterization of the cavities after the images were taken was performed using a freely 
available image processing suite FIJI [159]. For each HAADF image, the cavities were counted 
and measured with the diameter and the position of center of the cavities being recorded and stored 
separately from the image. During counting, the HAADF images were cross-referenced with the 
BF images to ensure the cavities being counted were actually cavities and not precipitates, contrast 
from dislocations, or other microstructural features. After the counting of an image was complete, 
the next sequential image was examined for any overlapping regions and marked to avoid double 
counting cavities in the overlapping regions. When the entire TEM specimen was counted, the 
resulting information was fed into a custom script written in MATLAB®. This script reads in the 
length of all counted regions (excluding the overlapped regions) to tally the total length of the 
specimen. The script also reads in the cavity diameter and position from the measurement files and 
sorts them into 100nm depth bins, starting at the surface of the sample. Taking this length into 
account, the 100nm depth of the bin, and the average thickness of the specimen a total volume of 
the bin, Vbin, was calculated. The volume of each cavity was calculated assuming the cavity was a 
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sphere. The sum of the volume of each cavity was tallied for each bin. This value was effectively 
the change in volume, ΔV, in the bin. Swelling was then calculated as the change in volume divided 
by the original volume. Therefore, the swelling of any particular depth bin could be expressed as 
a percentage:  















∗ 100%,   Eq. 4.3 
where l is the length of the bin, w is the width of the bin, and δ is the thickness of the TEM 
specimen, N is the number of cavities in the bin, and di is the diameter of the individual ith cavity.  
For the nominal swelling value within the 500-700 nm depth region, the volume change calculation 
included cavities from both the 500-600 nm and the 600-700 nm bins. Average cavity diameter 
and number densities were also determined as a function of depth. Additionally, a cavity size 
distribution with number density plotted as a function of size was also determined. 
For the cavities of smaller sizes, nominally smaller than 5 nm in diameter, on each 
underfocused BF CTEM image near the +0 μm focal point, the cavities were counted and measured 
with the diameter of the cavities being recorded and stored separately from the image. During 
counting, the underfocused BF images were cross-referenced with the overfocused BF images to 
ensure the cavities being counted were cavities. After the counting of an image was complete, the 
next sequential image was examined for any overlapping regions and marked to avoid double 
counting cavities in the overlapping regions. When the entire image set for the TEM specimen was 
counted, the cavity sizes were collected into one file. The average cavity size from these images 
and number densities were also determined. The cavity size distribution with number plotted as a 
function of size was also determined and spliced into the cavity size distribution from the HAADF 
images to create size distributions for the full range of cavity sizes.  
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The sink strength of the total cavity size distribution was determined by summing over the 
size distribution with the following equation from [4]:  
𝑘𝑐𝑎𝑣
2 = 2𝜋 ∑ 𝑑𝑖𝑁𝑖
𝐷
𝑖=0 ,      Eq. 4.4 
where Ni is the density of cavities of diameter di, and D is the maximum cavity size observed. 
Density bins in the size distribution were calculated with a resolution of 0.5 nm per bin from 0 to 
5 nm and 1 nm per bin for cavities greater than 5 nm in diameter.  An example of the results of 
depth profiling cavities from HAADF images with size, number density, and swelling, along with 




Figure 4.14. An example of profiling cavities through depth in T91 irradiated to 16.6 dpa at 445°C with 4 appm He/dpa at 7.1 × 
10-4 dpa/s for (a) number density, (b) average diameter and (c) swelling from STEM imaging. The resulting combined STEM and 
CTEM cavity size distribution from the 500-700 nm region is shown in (d). 
 
4.4.4 Determination of Valid Region of Analysis 
As seen in the SRIM profile in Figure 4.5, the damage rate changes as a function of depth, 
so the calculation of a damage level for a particular experiment is not straightforward. As 
mentioned previously, a depth of 600 nm in the SRIM profile was used as the nominal damage 
level for each experiment. This depth was chosen as it adequately avoids the effects of injected 
interstitials at the higher depths and avoids effects of the free surface. Zinkle and Snead [7] 
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determined the valid depths of analysis for a Fe-10Cr system for 5 MeV iron ions which takes into 
account diffusion of interstitials from higher depths and the void-denuded surface effects. For the 
T91 system, which is close to the model system as a nominally Fe-9Cr alloy, at 50 dpa and 450°C, 
the valid depth regions remain within a range of 350 – 900 nm, which adequately avoids surface 
and interstitial effects. A similar depth range was determined as valid by Getto et al. [6] in HT9. 
Thus, using a depth of 500-700 nm in the SRIM profile as the region of analysis avoids 
complicating artefacts from the shallow penetration depth of ion irradiation.  
4.4.5 Error Analysis 
For all conditions in this thesis, an effort was made to minimize the error due to counting 
statistics, to ensure the accuracy of the cavity size distribution measurements. A similar error 
analysis presented in [147,160] is followed here. At least two TEM specimens for each condition 
were extracted, which was nominally equivalent to 2.5 μm2 of material about 100nm thick (for the 
500-700nm region). However, errors due to instrument limitations, such as TEM resolution needed 
to be considered. The two types of error that needed to be accounted for were error due to TEM 
resolution, and error due to EELS thickness measurements.  
The resolution for the HAADF images taken was 0.7nm/pixel. This would mean that the 
error on each end of a measurement would be less than 1nm, regardless of the size of the 
measurement. The error in the measurement of the size of the feature (cavity, precipitate, or 
dislocation), would then depend on the size of the measurement. The fractional error could then 




,       Eq. 4.5 
where L is the size of the measurement.  
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The resolution for CTEM BF underfocused and overfocused images was 0.07nm/pixel for 
the magnification used for imaging. However, the imaging resolution of the instrument for CTEM 
is 0.10 nm for lattice resolution and 0.25 nm for point-to-point resolution. Therefore, 0.25 nm was 
assumed to be the error in the CTEM BF measurements of cavities. The fractional error could then 




,       Eq. 4.6 
where L is the size of the measurement. Figure 4.15 shows how the error due to TEM resolution 
changes as a function of cavity size. This measurement error would also contribute to any 
calculation which depends on the cavity size, such as the calculation of swelling. 
As mentioned previously, the fitting of the EELS zero loss method exhibits an error of 
10%. This thickness measurement affects the calculation of number density but is not dependent 
on any other factors. Therefore, error in number density at all times is estimated to be 10%. This 
is depicted as a flat line in Figure 4.15. The calculation of swelling includes both diameter and 
thickness measurements, therefore the contributions of error in both TEM resolution and EELS 
thickness measurements both contribute to the swelling error. Cavity swelling is directly 
proportional to the number density and proportional to the cube of the diameter, as shown below: 
𝛥𝑉
𝑉





.      Eq. 4.7 
The propagation of error for multiplicative quantities and quantities raised to a power is 














,     Eq. 4.8 
𝜇𝑝𝑜𝑤𝑒𝑟 = 𝑛 ∗ (
𝜎𝑥
𝑥
),      Eq. 4.9 
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where n is the exponent in the original equation. For swelling, these two propagations can be 













+ (3 ∗ 𝜇𝑑)2  Eq. 4.10 
where Nd is the number density, d is the cavity diameter, and 𝜇𝑁𝑑 and 𝜇𝑑 are the fractional errors 
in the number density and diameter respectively. The swelling error therefore depends on errors in 
the number density and diameter. The dependence of the error with swelling on cavity size is also 
shown in Figure 4.15. 
 
Figure 4.15. The error in diameter, number density and swelling is plotted as a function of cavity diameter. 
 
It is also important to consider the high degree of inhomogeneity inherent to ferritic-
martensitic steels. Grain-to-grain variation in the microstructure contributes additional uncertainty 
to the swelling measurements, as cavity nucleation and growth can vary extensively in adjacent 
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from different regions of the irradiated sample. At least two TEM specimens were made per 
condition, encompassing an area of approximately 2.5 μm2, with foil thicknesses less than 100 nm. 
4.4.6 Dislocation Imaging and Characterization 
Imaging of dislocation loops in ferritic-martensitic steels requires careful imaging 
conditions and sample preparation. The TEM specimens which were used for cavities were also 
used for dislocations. Two types of loops exist in FM alloys: sessile b<100> loops aligned on the 
[100] planes and glissile ½ b<111> loops. The ratio between these loops typically favors a higher 
population of b<100> loops. Typically, CTEM has been used to investigate the presence of these 
loops using the weak two-beam condition. However, such a method requires a sequence of images 
in the same area using varying diffraction vectors g to satisfy the dislocation loop g·b invisibility 
criterion. This is especially difficult in ferritic-martensitic steels which typically exhibit small 
grains with limited orientations. Methods to image dislocation loops using STEM mode have been 
used to more easily characterize these loops [71]. STEM imaging of loops also smears out 
thickness-dependent contrast that may be present in CTEM, resulting in a cleaner image. On-zone 
STEM imaging allows for the simultaneous imaging of all possible diffraction vectors, allowing 
for viewing of b<100>, ½ b<111> loops and dislocation lines all in the same image. When imaging 
along the [100] zone axis, b<100> loops appear circular or as perpendicular lines aligned with the 
[002] directions, while the ½ b<111> loops appear as ellipses aligned with the [011] direction. 
When imaging along the [110] zone axis, b<100> loops appear as ellipses or perpendicular lines 
aligned with the [002] directions, while the ½ b<111> loops as ellipses or perpendicular lines 
aligned with the [110] or [112] directions. A schematic of loop orientations when imaged along 
the [100] and [110] zone axes is shown in Figure 4.16 adapted from [161]. In practice, the loops 
were imaged in STEM mode just slightly off of the [100] zone axis or [110] zone axis so that 
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perpendicular loops did not appear as lines, and the inside-outside contrast was seen. An example 
micrograph showing b<100> loops, ½ b<111> loops, and dislocation lines of T91 irradiated to 
16.6 dpa at 445°C and a damage rate of 7.1 × 10-4 dpa/s is shown in Figure 4.17. 
 
Figure 4.16. Schematic of dislocation loop orientations when observing down the [100] zone axis (left) and [110] zone axis (right) 




Figure 4.17. BF STEM image taken down the [100] zone axis showing b<100> loops, ½ b<111> loops and dislocation lines in 
T91 irradiated to 16.6 dpa at 445°C. 
 
Images of loops were taken from at least three different grains for every condition within 
the 500-700nm depth region. Using FIJI, loops were counted and sized in a single orientation (for 
example along the [001] direction for b<100> loops with a [110] zone axis) or along two 
orientations (for example along the [001] and [010] directions for b<100> loops with a [001] zone 
axis). EELS thickness measurements were used as were used with the cavity number densities to 
calculate a loop density. The density was then multiplied by 3 for images along the [110] zone axis 
or multiplied by 1.5 for images along the [100] zone axis to account for the loops in the other 
directions which were not counted. Additionally, a dislocation loop size distribution with number 
density plotted as a function of size was also determined. From the values of diameter and density 
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a total loop line length (or sink strength) was calculated. The sink strength of the dislocation loops 
was calculated using the following equation: 
𝑘𝑙𝑜𝑜𝑝
2 = 𝜋 ∑ 𝑑𝑖𝜌𝑖
𝑁
𝑖=0 ,     Eq. 4.11 
where ρi is the number density of dislocation loops of diameter di in the dislocation loop size 
distribution. The dislocation network density was calculated for this heat of T91, heat 30176, in 
previous work done by Jiao et. al [146] and estimated to be 1014-1015 m-2. A nominal value of 5 × 
1014 m-2 was assumed for the dislocation network density.  
 
4.5 Numerical Solutions to the Cavity Growth Rate Equation 
Before discussing the results of the irradiation experiments, it is helpful to describe a 
common analytical framework in this section to be used in the analysis. Many aspects of cavity 
formation have been modeled approximately using the critical bubble model (CBM) concept 











)].   Eq. 4.12 
The cavity growth rate equation depends on several parameters from the microstructure, 
the irradiation conditions, and the material properties. Determination of the cavity growth rate 
involves two principle calculations: 1) the steady state point defect concentrations, and 2) the 
helium gas pressure inside a cavity. To calculate the point defect concentrations a standard rate 
equation for the change in defect concentration of either interstitials and vacancies with time was 
used from [4]: 
𝑑𝐶(𝑖,𝑣)
𝑑𝑡
= 𝐾0 − 𝐾𝑖𝑣𝐶𝑖(𝐶𝑣 + 𝐶𝑣,𝑇) − 𝐾(𝑖,𝑣)𝑠𝐶(𝑖,𝑣)𝐶𝑠.    Eq. 4.13 
The first term on the right side of the equation is the production rate of defects, 𝐾0,. The 
second term, 𝐾𝑖𝑣𝐶𝑖(𝐶𝑣 + 𝐶𝑣,𝑇), is the annihilation of the point defects due to mutual recombination 
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and includes the loss of interstitials recombining with thermally produced vacancies. The final 
term in the equation is the loss of point defects to sinks and is dependent on the concentration of 
sinks, 𝐶𝑠, the concentrations of point defects, and the interaction rate for either interstitials or 
vacancies with sinks, 𝐾(𝑖,𝑣)𝑠. To input the measured sink strengths of the microstructure, the point 
defect rate equations can be rewritten as: 
𝑑𝐶(𝑖,𝑣)
𝑑𝑡
= 𝐾0 − 𝐾𝑖𝑣𝐶𝑖(𝐶𝑣 + 𝐶𝑣,𝑇) − 𝑘(𝑖,𝑣)
2 𝐷(𝑖,𝑣)𝐶(𝑖,𝑣),   Eq. 4.14 
where 𝑘(𝑖,𝑣)
2  is the sink strength for either vacancies or interstitials and 𝐷(𝑖,𝑣) is the diffusion 
coefficient for the point defect specie.  




,  𝑧𝑖𝑣~500,     Eq. 4.15 
where 𝑧𝑖𝑣 is the combinatorial factor, 𝛺 is the atomic volume, and 𝑎 is the lattice parameter.  
The sink strengths for interstitials and vacancies will be calculated for each irradiation 
condition using the microstructure measured in Chapter 5: . For each specie, the total sink strength 





2 ,    Eq. 4.16 
𝑘𝑖
2 = 𝑘𝑑𝑖𝑠
2 (1 + 𝑏𝑖𝑎𝑠) + 𝑘𝑐𝑎𝑣
2 + 𝑘𝑔𝑏
2 ,     Eq. 4.17 
where 𝑘𝑐𝑎𝑣
2  is the sink strength from cavities and bubbles, 𝑘𝑔𝑏
2  is the grain boundary sink strength, 
and the dislocation sink strength, 𝑘𝑑𝑖𝑠
2 , is multiplied by an interstitial bias factor. 
The diffusion of interstitials and vacancies was assumed to have an Arrhenius dependence: 




),     Eq. 4.18 
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where 𝛼 is 1/6 for interstitials and 1 for vacancies, 𝜔 is the jump frequency for either vacancies or 
interstitials, 𝑘 is the Boltzmann constant, 𝑇 is the temperature, and 𝐸𝑚 is the migration energy for 
the point defect specie. 











),     Eq. 4.19 
where 𝑆𝑓 is the entropy of formation, and 𝐸𝑓
𝑣 is the vacancy formation energy. The thermal 
interstitial concentration was assumed to be negligible.  
All of the previously described equations were used with the time derivative in Eq. 4.14 set 
to zero to solve for the steady state concentration of interstitials and vacancies using a numerical 
solver in MATLAB®. The pressure of helium gas inside a cavity was calculated using a modified 
form of the ideal gas law to include a hard sphere equation of state for helium, as used in previous 




,      Eq. 4.20 
where 𝑉 is the volume of the spherical cavity, 𝑛𝑔 is the number of gas atoms with a factor for the 




,      Eq. 4.21 
where  




,       Eq. 4.22 
and  
𝑑𝑔 = 0.3135 (0.8542 − 0.03996 ∗ ln (
𝑇
9.16
)),   Eq. 4.23 
where 𝑑𝑔 is the hard sphere diameter of helium. 
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These equations were used to solve for the pressure of the gas numerically using 
MATLAB®. The default parameters used for the calculation of the cavity growth rate equation are 
included in Table 4.4. The dislocation bias for interstitials has been reported in literature in the 
range of 1% to 25% using analytic solutions [163–166] and 1 to 5% using rate theory approaches 
[167–171]. A value of 5% was chosen for this analysis to include the largest effect in the range of 
both approaches.  
Table 4.4. Table of input parameters for calculating the cavity growth rate equation.  
Parameter  Value Reference 
Temperature, T Input Variable This work 
Damage Rate, K0 Input Variable This work 
Helium Co-Injection Rate Input Variable This work 
N 8.34 × 1022 at/cm3 [69] 
Lattice parameter (a) 0.288 nm [69,160] 
Sink strength From microstructure This work 
ωi 2.9 × 1012 s-1 [69] 
ωv 1.6 × 1013 s-1 [69] 
Γ 1.75 J/m2 [160] 
Evm 0.63 eV [160] 
Evf 1.6 eV [69] 
Eim 0.35 eV [69] 
Sf 2.17k [4] 




Chapter 5:  Results
This chapter presents the results of the characterization of the reactor and ion irradiation 
experiments described in Chapter 4: . The results are segregated into four sections based on the 
irradiation campaigns undertaken. The first section pertains to ion irradiations conducted with a 
fixed damage rate range, same levels of damage, same helium co-injection rate, and uses 
temperature as the altered variable. The second section focuses on ion irradiations conducted with 
a fixed damage rate range, a fixed level of damage, a fixed temperature determined to have the 
features of interest and uses the helium co-injection rate as the scaled variable. The third section 
features the ion irradiations performed at a fixed level of damage, temperature and helium co-
injection rate and uses the irradiation damage rate as the independent variable. The fourth section 
features the irradiations conducted in BOR-60 nuclear reactor. For clarity and brevity, the first 
series of experiments will be referred to as the Temperature Series, the second series will be 
referred to as the Helium Rate Series, the third series will be referred to as the Damage Rate Series, 
and the fourth series will be referred to as the BOR-60 Series. The results of the Temperature 
Series are presented first as this series determined the starting conditions for the other two ion 
irradiation series. The Helium Rate Series is presented second and the Damage Rate Series is 
presented third. Finally, the BOR-60 Series is presented last. The nomenclature adopted for 
discussion is based on the experimental cavity size distributions. The term “bubbles” is used for 
cavities in the smaller of the size distributions in the bimodal cavity distribution while the term 
“voids” is used for those in the larger of the size distributions in the bimodal cavity distribution. 
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The cutoff between the two is determined based on the valley between the size distributions for 
each irradiation condition but can generally be estimated as 4-5 nm in diameter.  
5.1 Microstructure Evolution with Variable Temperature for Fixed Helium Co-injection 
Rate and Damage Rate 
5.1.1 Cavity Results 
Voids were observed at all temperature conditions except the lowest (406°C) and highest 
(570°C) temperatures. STEM-HAADF images of cavities in dual ion irradiated T91 under different 
irradiation conditions at 4 appm He/dpa are shown in Figure 5.1. The temperature dependence of 
void diameter and number density are displayed in Figure 5.2a-b and tabulated in Table 5.1. The 
average void diameter tended to increase from 4.5±1.1 nm at 420°C to 7.5±1.1 nm at 510°C. 
Although voids were observed at 520°C, there were too few to obtain a reasonable average for the 
diameter. The void number density exhibited a bell-shaped behavior with temperature at 14.6-16.6 
dpa with a maximum of 5.8 × 1020 m-3 at 460°C. Bubbles were observed in all examined 
conditions. The bubble number density exhibited no obvious trend with temperature at 14.6-16.6 
dpa and did not increase significantly at 35 dpa. The combined observations of bubbles and voids 
resulted in a bimodal cavity size distribution, as displayed in Figure 5.3 for 14.6-16.6 dpa as a 
function of temperature and Figure 5.4 for a function of damage at 445°C. Void swelling was small 
at all conditions with values between 0.0008%±0.0004% at 432°C and 0.017%±0.004% at 460°C, 
as shown in Figure 5.2c. An increase in damage from 16.6 dpa to 35 dpa at 445°C resulted in a 
modest increase of the average void diameter and almost doubling of the void density. The bubble 
density remained fairly constant with dpa. The bubble number density, average void diameter, void 
number density, and void swelling are included for each condition in Table 5.1. Cavities exhibited 
large area-to-area variation both on a lath-to-lath basis and in different areas within the same lath. 
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Not all areas showed the presence of cavities when imaged with STEM-HAADF at 100kx or TEM 
BF at 200kx. Due to the inhomogeneous nature of the ion irradiation damage curve, no attempt 
was made to quantify the percentage of laths with nucleated cavities and bubbles as the laths 
frequently extend through multiple 100 nm wide bins. 
Table 5.1. Summary of characterization results for cavities in dual ion irradiated T91 with 4.3 appm He/dpa. N.O. indicates that 
the feature was not observed. N.M. indicates the condition was not characterized for this feature. Negl. indicates the feature was 









































406 16.6 6.0 26 250 0.7 0 N.O. N.O. Negl. 1.9 
420 16.6 5.4 22 280 1.3 54 1.1 4.51.1 0.001 3.1 
432 16.6 5.4 178 540 1.6 27 1.2 5.01.1 0.0008 7.4 
445 16.6 7.1 131 178 1.3 423 5.4 6.61.1 0.012 2.3 
460 16.6 7.5 161 120 1.6 657 5.8 7.11.1 0.017 1.8 
480 16.6 5.8 190 320 1.1 52 1.5 7.51.3 0.0044 2.5 
520 14.6 6.5 176 140 2.2 1 Negl. Negl. Negl. 2.3 
570 15.4 6.7 334 170 1.7 0 N.O. N.O. N.O. 2.3 





Figure 5.1. STEM HAADF images showing cavity evolution in dual ion irradiated T91 with 4 appm He/dpa from 14.6-16.6 dpa at 





Figure 5.2. Average void diameter (a), density (b) and swelling (c) for voids in dual ion irradiated T91 with 4 appm He/dpa as a 




Figure 5.3. Cavity size distributions for dual ion irradiated T91 to 14.6-16.6 dpa with 4 appm He/dpa as a function of temperature. 
 
 
Figure 5.4. Cavity size distributions for dual ion irradiated T91 at 445°C with 4 appm He/dpa as a function of damage. 
 
5.1.1.1 Low Temperature Regime 
101 
 
In a low temperature range (406°C-432°C), the cavity size distributions consist of a high 
density of bubbles with very little growth of voids as shown in Figure 5.5. Density increased with 
increasing temperature in this regime from a negligible density at 406°C to 1.2 × 1020 m-3 at 432°C. 
while the cavities that did grow grew to similar average sizes of 4.5±1.1 nm at 420°C and 5.0±1.1 
nm at 432°C. Swelling was correspondingly low at 0.001% or less for this temperature regime.  
 
Figure 5.5. Cavity size distributions for dual ion irradiated T91 to 16.6 dpa with 4 appm He/dpa in the low temperature regime. 
5.1.1.2 Intermediate Temperature Regime 
At the intermediate temperatures of 445°C, 460°C, and 480°C, the cavity size distributions 
consistent of a high density of small bubbles and exhibit clear growth of voids as shown in Figure 
5.6. The tail of the cavity diameter to larger sizes increased with increasing temperature, with the 
average cavity diameter following the same trend from 6.6±1.1 at 445°C to 7.5±1.1 at 480°C. 
However, the cavity density showed a peaked behavior with a maximum of 5.8 × 1020 m-3 at 460°C. 
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Primarily following from this density behavior is the peaked behavior of swelling with a maximum 
of 0.017% at 460°C.  
 
Figure 5.6. Cavity size distributions for dual ion irradiated T91 to 16.6 dpa with 4 appm He/dpa in the intermediate temperature 
regime. 
5.1.1.3 High Temperature Regime 
At higher temperatures of 520°C and 570°C, the cavity size distributions are similar to the 
low temperature distributions in that they consist only of bubbles, shown in Figure 5.7. Although 
some larger cavities were observed at 520°C, there are not enough to generate a size distribution 
or estimate a representative average diameter. However, the density of bubbles is lower at high 
temperature compared to the low temperature regime. The high temperature conditions had 




Figure 5.7. Cavity size distributions for dual ion irradiated T91 to 15 dpa with 4 appm He/dpa in the high temperature regime. 
The cavity size distributions in all temperature regimes were further examined for the 
locations of the local extrema in each distribution. At low temperatures of 406°C and 420°C and 
high temperature of 520°C and 570°C, only bubbles were observed and therefore only one 
extremum existed in the cavity size distribution. In the intermediate temperature range, three local 
extrema were observed in each cavity size distribution: two peaks and one valley. The cavity radii 
associated with extrema did not change significantly with temperature. A summary of the cavity 
extrema is included in Table 5.2.  
Table 5.2. Table of the extrema in the cavity size distributions in the Temperature Series of ion irradiations. N.O. indicates 





















































N.O. N.O. ~3±0.25 ~3.5±0.2
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5.1.2 Dislocation Loop Results 
STEM-BF images of dislocation loops under different dual ion irradiation conditions at 4 
appm He/dpa are shown in Figure 5.8 with a summary of the average dislocation loop diameter 






Table 5.3 and shown graphically in Figure 5.9. The dislocation loop size distributions are 
included in Figure 5.10. Loops with a Burgers vector of a<100> on either (010) or (001) planes 
appeared as nearly edge-on in the images, while the a/2<111> loops residing on (111) planes 
appeared at an angle of approximately 54° relative to the (001) plane. The primary dislocation 
loops observed at each temperature from 406°C to 480°C were a{100} dislocation loops. Very 
few a/2{111} dislocation loops were observed across all temperatures examined and comprised 
less than 10% of the total loop number density. Several a/2{111} dislocation loops are visible in 
Figure 5.8 for the conditions of 432°C, 445°C, and 460°C. At a higher temperature of 520°C, very 
few dislocation loops were observed and there were not enough to have statistical significance. At 
the highest temperature of 570°C, only dislocation lines were observed. The average dislocation 
loop diameter increased monotonically with temperature up through 460°C and the dislocation 
loop number density decreased monotonically with irradiation temperature as shown in Figure 5.9.  
The trends in the averages stem from the dislocation size distributions in Figure 5.10 where 
distributions decrease in density and shift to larger sizes with increasing temperature. Dislocation 
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lines were observed at all temperatures and no significant alteration of the existing network 







Table 5.3. Summary of characterization results for dislocation loops in dual ion irradiated T91 with 4.3 appm He/dpa. N.O. indicates 
that the feature was not observed. N.M. indicates the condition was not characterized for this feature. Negl. indicates the feature 
was observed but not in a large enough quantity to characterize for a representative value.  
Temperature 
(°C) 






















406 16.6 6.0 50 12.0 10.1±1.2 3.8 3.8 
420 16.6 5.4 61 5.4 13.1±1.6 2.2 3.1 
432 16.6 5.4 55 4.7 19.8±2.4 2.9 2.9 
445 16.6 7.1 103 3.5 25.3±3.0 2.8 2.5 
460 16.6 7.5 59 1.6 29.5±3.5 1.5 1.8 
480 16.6 5.8 33 0.46 29.0±3.8 0.42 0.4 
520 14.6 6.5 4 Negl. Negl.  Negl.  Negl. 
570 15.4 6.7 0 N.O. N.O. N.O. N.O. 




Figure 5.8. STEM-BF images showing dislocation evolution in T91 in the Temperature Series of irradiations to 14.6-
16.6 dpa at 4 appm He/dpa under different irradiation conditions: (a) 420°C, (b) 432°C, (c) 445°C, (d) 460°C, (e) 520°C, 
and (f) 570°C. Some near-edge on a<100> type dislocation loops are indicated with yellow arrows and a/2<111> type 





Figure 5.9. Average dislocation loop diameter (a) and dislocation loop density (b) as a function of temperature for dual ion irradiated 
T91 with 4 appm He/dpa.  
 
Figure 5.10. Dislocation loop size distributions as a function of temperature for dual ion irradiated T91 with 4 appm He/dpa.  
5.2 Microstructure Evolution with Variable Helium Co-Injection Rate for Fixed 
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5.2.1 Cavity Results 
Cavities were observed across all helium conditions, as shown with STEM HAADF images 
in Figure 5.11. The dependence of void diameter and number density are displayed in Figure 5.12a-
b and tabulated in Table 5.4. Overall the average void diameter across this range of helium co-
injection rates did not change significantly with a range of 5.8±1.1 nm to 6.9±1.1 nm. Small 
cavities consistent with bubbles were only observed when helium was co-injected. Both the void 
density and bubble density increased with increasing helium co-injection rates, included in Figure 
5.12b-c. The combined observations of bubbles and voids with helium co-injection resulted in 
bimodal cavity size distributions, as displayed in Figure 5.13. Both lobes of the distribution 
increased in density with increasing helium co-injection rate. Cavity swelling increased with 
increasing helium co-injection rate from a negligible amount of swelling with no helium co-
injection to 0.012%±0.004% at 4 appm He/dpa, as shown in Figure 5.12d. The bubble number 
density, average void diameter, void number density, and void swelling are included for each 
condition in Table 5.4. 
Table 5.4. Summary of characterization results for cavities in dual ion irradiated T91 at 445°C to a damage level of 16.6 dpa. N.O. 
indicates that the feature was not observed. N.M. indicates the condition was not characterized for this feature. Negl. indicates the 











































4.3 7.1 131 178 1.3 423 5.4 6.61.1 0.012 2.3 
0.22 8.1 32 7.0 2.5 238 3.4 5.91.1 0.0051 0.29 
0.02 7.2 27 3.0 3.1 37 0.57 5.81.1 0.0007 0.09 





Figure 5.11. STEM HAADF images showing cavity evolution in dual ion irradiated T91 to 16.6 dpa at 445°C with (a) 0 He/dpa, 





Figure 5.12. Average void diameter (a), void density (b), bubble density (c) and swelling (d) for cavities in dual ion irradiated T91 




Figure 5.13. Cavity size distributions for dual ion irradiated T91 to 16.6 dpa at 445°C as a function of He/dpa ratio. 
 The cavity size distributions were examined for local extrema in the distribution. Without 
helium, only one peak was observed. With an increase in helium to 0.02 appm He/dpa, the 
distribution is bimodal in nature and contains three extrema: two peaks and one valley. With 
increasing He/dpa, the valley and the larger of the two peaks shifted to smaller cavity radii. A 
summary of the extrema for each distribution is included in Table 5.5. 
Table 5.5. Table of the extrema in the cavity size distributions in the Helium Rate Series of ion irradiations. N.O. indicates 
the feature was not observed.  
Extrema (radius) 0 He/dpa 0.02 appm He/dpa 0.22 appm He/dpa 4 appm He/dpa 
Peak 1 (bubbles) N.O. ~1.625±0.25 nm ~1.125±0.25 nm ~0.75±0.25 nm 
Valley N.O. ~3.0±0.25 nm ~2.25±0.25 nm ~2.0±0.25 nm 
Peak 2 (voids) ~3.25±0.25 nm ~4.0±0.25 nm ~4.0±0.25 nm ~3.5±0.25 nm 
 
5.2.2 Dislocation Loop Results 
STEM-BF images of dislocation loops under different helium co-injection rates irradiated 
at 445°C to 16.6 dpa are shown in Figure 5.14 with a summary of the average dislocation loops 
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diameter and number density tabulated in Table 5.6 and shown graphically in Figure 5.15. The 
dislocation loop size distributions are included in Figure 5.16. Loops with a Burgers vector of 
a<100> on either (010) or (001) planes appeared as nearly edge-on in the images, while the 
a/2<111> loops residing on (111) planes appeared at an angle of approximately 54° relative to the 
(001) plane. The primary dislocation loops observed at each helium co-injection rate were a{100} 
dislocation loops with very few a/2{111} dislocation loops observed. The average dislocation loop 
diameter did not change significantly with helium co-injection rate from 17.5±3.2 nm to 25.3±3.0 
nm. The dislocation loop density did not significantly change with helium co-injection rate in the 
range of 3.1±0.5 × 1021 m-3 to 3.9±0.5 × 1021 m-3. Consequently, the dislocation loop size 
distributions, shown in Figure 5.16, showed strong similarity with the helium co-injection rate range. 
Dislocation lines were observed at all helium co-injection rates and no significant alteration of the 
existing network dislocation density was noted compared to the as-tempered condition. 
Table 5.6. Summary of characterization results for dislocation loops in dual ion irradiated T91 at 445°C to a damage level of 16.6 
dpa. N.O. indicates that the feature was not observed. N.M. indicates the condition was not characterized for this feature. Negl. 




























4.3 7.1 103 3.5 25.3±3.0 2.8 2.5 
0.22 8.1 104 3.9 17.5±2.2 2.1 2.7 
0.02 7.2 141 3.1 18.8±2.4 1.8 2.3 





Figure 5.14. STEM-BF images showing dislocation evolution in T91 in the Helium Rate Series of irradiations to 16.6 
dpa at 445°C under different irradiation conditions: (a) 0 He/dpa, (b) 0.02 appm He/dpa, (c) 0.22 appm He/dpa, and (d) 
4 appm He/dpa. Some near-edge on a<100> type dislocation loops are indicated with yellow arrows and a/2<111> type 





Figure 5.15. Average dislocation loop diameter (a) and dislocation loop density (b) as a function of He/dpa ratio for dual ion 
irradiated T91 at 445°C at 16.6 dpa. 
 
Figure 5.16. Dislocation loop size distributions as a function of He/dpa ratio for dual ion irradiated T91 at 445°C to 16.6 dpa. 
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5.3 Microstructure Evolution with Variable Damage Rate for Fixed Temperature and 
Helium Co-Injection Rate 
5.3.1 Cavity Results 
Cavities were observed across all damage rate conditions, as shown with STEM HAADF 
images in Figure 5.17. The dependence of void diameter and number density are displayed in 
Figure 5.18a-b and tabulated in Table 5.7. The average void diameter held nearly constant near 
6.8±1.1 nm except for the highest damage rate condition where the average void diameter dropped 
to 4.7±1.1 nm. The void density appeared to decrease with increasing damage rate almost 
monotonically as shown in Figure 5.18b. Small cavities consistent with bubbles were observed at 
all damage rates. The bubble density showed no significant trend with damage rate, included in 
Figure 5.18c. The combined observations of bubbles and voids with helium co-injection resulted 
in bimodal cavity size distributions, as displayed in Figure 5.19. The size distribution of bubbles 
was consistent across damage rates, but the cavity distribution appeared to have a smaller tail to 
higher cavity diameters as the damage rate increased. Cavity swelling decreased with increasing 
damage rate from 0.023%±0.005% at the lowest damage rate to 0.0024%±0.0008% at the highest 
damage rate, as shown in Figure 5.18d. The bubble number density, average cavity diameter, 
cavity number density, and cavity swelling are included for each condition in Table 5.7. 
Table 5.7. Summary of characterization results for cavities in dual ion irradiated T91 at 445°C to a damage level of 16.6 dpa. N.O. 
indicates that the feature was not observed. N.M. indicates the condition was not characterized for this feature. Negl. indicates the 









































4.3 3 × 10-3 283 45 1.7 236 3.2 4.71.1 0.00244 0.8 
4.3 7.1 × 10-4 
131 178 
1.3 423 
5.4 6.61.1 0.012 
2.3 
4.3 1 × 10-4 380 55 1.8 182 5.2 7.21.1 0.0154 1.2 





Figure 5.17. STEM HAADF images showing cavity evolution in dual ion irradiated T91 to 16.6 dpa at 445°C with 4 appm He/dpa 
irradiated with damage rates of (a) 5 × 10-5 dpa/s, (b) 1 × 10-4 dpa/s, (c) 7.1 × 10-4 dpa/s, and (d) 3 × 10-3 dpa/s. Some cavities are 





Figure 5.18. Average void diameter (a), void density (b), bubble density (c) and swelling (d) for cavities in dual ion irradiated T91 





Figure 5.19. Cavity size distributions for dual ion irradiated T91 to 16.6 dpa with 4 appm He/dpa as a function of damage rate. 
 
The cavity size distributions were examined for local extrema in the distributions. In each 
bimodal cavity size distribution, three local extrema were observed corresponding to two peaks 
and one valley in the distribution. There was no significant change in the locations of the peaks 
and valleys with irradiation damage rate in this series of experiments. A summary of the cavity 
size distribution extrema is included in Table 5.8.  
Table 5.8. Table of the extrema in the cavity size distributions in the Damage Rate Series of ion irradiations. N.O. 
indicates the feature was not observed.  
Extrema (radius) 5 x 10-5 dpa/s 1 x 10-4 dpa/s 7.1 x 10-4 dpa/s 3 x 10-3 dpa/s 
Peak 1 (bubbles) ~1.0±0.25 nm ~1.0±0.25 nm ~0.75±0.25 nm ~1.0±0.25 nm 
Valley ~1.75±0.25 nm ~1.75±0.25 nm ~2.0±0.25 nm ~1.75±0.25 nm 
Peak 2 (voids) ~3.0±0.25 nm ~3.5±0.25 nm ~3.5±0.25 nm ~3.0±0.25 nm 
 
5.3.2 Dislocation Loop Results 
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STEM-BF images of dislocation loops from dual ion irradiated T91 irradiated at 445°C to 
16.6 dpa across a range of damage rates are shown in Figure 5.20 with a summary of the average 
dislocation loops diameter and number density tabulated in Table 5.9 and shown graphically in 
Figure 5.21. The dislocation loop size distributions are included in Figure 5.22. Loops with a 
Burgers vector of a<100> on either (010) or (001) planes appeared as nearly edge-on in the images, 
while the a/2<111> loops residing on (111) planes appeared at an angle of approximately 54° 
relative to the (001) plane. The primary dislocation loops observed at each damage rate were 
a{100} dislocation loops with very few a/2{111} dislocation loops observed. The average 
dislocation loop diameter did not change significantly with damage rate from 24.7±3.0 nm to 
27.2±3.0 nm except at the highest damage rate condition of 3 × 10-3 dpa/s where the average 
dislocation loop diameter decreased to 10.5±2.2 nm. The dislocation loop density increased with 
increasing damage rate from 1.7±0.2 × 1021 m-3 at the lowest damage rate to 4.7±0.6 × 1021 m-3 at 
the highest damage rate. The dislocation loop size distributions, shown in Figure 5.16, showed a 
shift to smaller sizes with increasing damage rate with the tail of the size distribution becoming 
smaller with increasing damage rate. Dislocation lines were observed at all damage rates and no 
significant alteration of the existing network dislocation density was noted compared to the as-
tempered condition. 
Table 5.9. Summary of characterization results for dislocation loops in dual ion irradiated T91 at 445°C to a damage level of 16.6 
dpa as a function of damage rate. N.O. indicates that the feature was not observed. N.M. indicates the condition was not 
characterized for this feature. Negl. indicates the feature was observed but not in a large enough quantity to characterize for a 




























4.3 3 × 10-3 93 4.7 10.5±1.2 1.6` 2.3 
4.3 7.1 × 10-4 103 3.5 25.3±3.0 2.8 2.5 
4.3 1 × 10-4 40 2.2 24.7±2.6 1.7 2.1 





Figure 5.20. STEM-BF images showing dislocation evolution in T91 in the Damage Rate Series of irradiations to 16.6 
dpa at 445°C with 4 appm He/dpa at damage rates of: (a) 5 × 10-5 dpa/s, (b) 1 × 10-4 dpa/s, (c) 7.1 × 10-4 dpa/s, and (d) 3 
× 10-3 dpa/s. Some near-edge on a<100> type dislocation loops are indicated with yellow arrows and a/2<111> type 





Figure 5.21. Average dislocation loop diameter (a) and dislocation loop density (b) as a function of damage rate for dual ion 
irradiated T91 at 445°C at 16.6 dpa. 
 
 
Figure 5.22. Dislocation loop size distributions as a function of damage rate for dual ion irradiated T91 with 4 appm He/dpa to 16.6 
dpa at 445°C. 
5.4 Microstructure Evolution in the BOR-60 Nuclear Reactor 
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5.4.1 Cavity Results 
Voids were observed in some BOR-60 irradiation conditions, shown with STEM HAADF 
images in Figure 5.23. Only bubbles were observed at the high temperatures of 460°C and 524°C. 
The dependence of void diameter and number density are displayed in Figure 5.24 and tabulated 
in Table 5.10. At 15-19 dpa, voids decreased in density with increasing temperature until no voids 
remained at high temperatures. The average void diameter did not change significantly with 
temperature or damage level. With an increase in dpa from 17 to 35 dpa, the density of voids nearly 
doubled while maintaining a consistent average diameter. Small cavities consistent with bubbles 
were observed at all damage rates. The bubble decreased with increasing temperature and appeared 
to levels off to a floor at higher temperatures, consistent with the void densities. The combined 
observations of bubbles and voids resulted in bimodal cavity size distributions, as displayed in 
Figure 5.25. Increasing the dpa from 17 dpa to 35 dpa resulted in a small decreased in the bubble 
density and an increase in the void distribution to larger diameters, an indication of growth. 
Swelling remained small in all BOR-60 conditions with a maximum swelling of 0.033% at 35 dpa 
and 378°C as shown in Figure 5.24d.  
Table 5.10. Summary of characterization results for cavities in BOR-60 irradiated T91 at a damage rate of 6-9 × 10-7 dpa/s. N.O. 
indicates that the feature was not observed. N.M. indicates the condition was not characterized for this feature. Negl. indicates the 








































P027 17.1 376 254 120 1.0 549 7.3 6.9±1.1 0.016 16.4 
P033 18.6 415 218 16 0.9 240 6.5 5.6±1.1 0.0058 2.6 
P037 14.6 460 47 3.2 1.0 N.O. N.O. N.O. Negl. 0.5 
P042 15.4 524 103 3.3 1.1 N.O. N.O. N.O. Negl.  0.6 





Figure 5.23. STEM HAADF images showing cavity evolution in T91 irradiated in BOR60 under different irradiation conditions: 
(a) 17.1 dpa at 376°C; (b) 35.1 dpa at 378°C; (c) 18.6 dpa at 415°C; (d) 14.6 dpa at 460°C; and (e) 15.4 dpa at 524°C. Some cavities 








Figure 5.25. Cavity size distributions for BOR-60 irradiated T91.  
The cavity size distributions were examined for local extrema in the distributions. In each 
bimodal cavity size distribution, three local extrema were observed corresponding to two peaks 
and one valley in the distribution. There was no significant change in the locations of the first peak 
with increasing irradiation temperature in this series of experiments. A summary of the cavity size 
distribution extrema for the BOR-60 Series is included in Table 5.11.  
Table 5.11. Table of the extrema in the cavity size distributions in the BOR-60 Series of irradiations. N.O. indicates the 
feature was not observed.  
Extrema (radius) 376°C, 17.1 dpa 415°C, 18.6 dpa 460°C, 14.6 dpa 524°C, 15.4 dpa 378°C, 35 dpa 
Peak 1 (bubbles) ~1.25±0.25 nm ~1.0±0.25 nm ~1.0±0.25 nm ~1.25±0.25 nm ~1.0±0.25 nm 
Valley ~2.0±0.25 nm ~2.25±0.25 nm N. O.  N. O.  ~2.25±0.25 nm 
Peak 2 (voids) ~3.0±0.25 nm ~3.0±0.25 nm N. O. N. O.  ~3.0±0.25 nm 
 
5.4.2 Dislocation Loop Results 
This portion of the dislocation loop characterization was performed and analyzed primarily 
by Dr. Zhijie Jiao at the University of Michigan. It is included in this dissertation as the information 
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is presented in literature in Ref. [146]. STEM-BF images of dislocation loops from BOR-60 
irradiated T91 are shown in Figure 5.26 with a summary of the average dislocation loops diameter 
and number density tabulated in Table 5.12 and shown graphically in Figure 5.27. The dislocation 
loop size distributions are included in Figure 5.28. Loops with a Burgers vector of a<100> on 
either (010) or (001) planes appeared as nearly edge-on in the images, while the a/2<111> loops 
residing on (111) planes appeared at an angle of approximately 54° relative to the (001) plane. The 
primary dislocation loops observed at each damage rate were a{100} dislocation loops with very 
few a/2{111} dislocation loops observed. The average dislocation loop diameter at 17 dpa 
increased with temperature from 21.8±0.5 nm to 25.8±0.9 nm and remained a consistent diameter 
of about 22.9±1.2 nm when increasing from 17 dpa to 35 dpa. The dislocation loop density showed 
no change in the temperature range of 376°C to 415°C at 15-19 dpa with a density of about 2.0±0.3 
× 1021 m-3, very few dislocation loops at 460°C, and no dislocation loops at 524°C. The dislocation 
loop density did not change significantly with increasing damage indicating a steady state 
dislocation loop microstructure. increased with increasing damage rate from 1.7±0.2 × 1021 m-3 at 
the lowest damage rate to 4.7±0.6 × 1021 m-3 at the highest damage rate. The dislocation loop size 
distributions, shown in Figure 5.28, showed similar shapes and densities at 17 dpa and 35 dpa at 
either temperature. Dislocation lines were observed in all BOR-60 irradiation conditions and no 












Table 5.12. Summary of characterization results for dislocation loops in BOR-60 irradiated T91 at a damage rate of 6-9 × 10-7 
dpa/s. N.O. indicates that the feature was not observed. N.M. indicates the condition was not characterized for this feature. Negl. 
























P027 17.1 376 2.0 21.8±0.5 2.0 2.0 
P033 18.6 415 2.0 25.8±0.9 1.0 1.6 
P037 14.6 460 Negl. Negl. Negl. Negl. 
P042 15.4 524 N.O. N.O. N.O. N.O. 
P028 35 445 1.9 22.9±1.2 1.4 1.3 
 
 
Figure 5.26. STEM-BF images showing dislocation evolution in T91 irradiated in BOR60 under different irradiation conditions: 
(a) 17.1 dpa at 376°C; (b) 35.1 dpa at 378°C; (c) 18.6 dpa at 415°C; (d) 14.6 dpa at 460°C:14.6 dpa; and (e) 15.4 dpa at 524°C; 







Figure 5.27. Average dislocation loop diameter (a) and dislocation loop density (b) as a function of damage rate for BOR-60 
irradiated T91.  
 
 











0 20 40 60 80 100
BOR-60, 17.1 dpa, 376
o
C
BOR-60, 18.6 dpa, 415
o
C

























Chapter 6:  Discussion
The discussion of the results presented in Chapter 5 will be divided into three main sections. 
The first two sections are the role of helium on bubble nucleation and the mechanisms of void 
nucleation across damage rates in dual ion irradiated T91 and directly address the objective of 
determining the mechanisms that control cavity nucleation in dual ion irradiated T91 steel over a 
range of damage rates. The third section extrapolates the mechanisms determined using dual ion 
irradiated to reactor irradiation, and from this discussion examines the suitability of the cavity 
growth rate equation to bubbles and voids in reactor. The cavity growth rate equation, as presented 
in Section 2.4.5, will be used to explain the nucleation of bubbles and the transition from bubbles 
to voids according to the critical bubble model. As the level of dpa in this work is low for void 
swelling in ferritic-martensitic steels [22], this discussion will focus only on cavity nucleation and 
not the growth of cavities. Prior to the discussion on bubble and voids, a sensitivity analysis of the 
cavity growth rate equation is presented to identify the key parameters affecting bubble and void 
behavior.  
Sensitivity is defined as the derivative of an individual root of the cavity growth rate 
equation with respect to an input parameter, similar to the methodology presented in [69] for the 
sensitivity of grain boundary composition via radiation induced segregation. For calculational 
purposes, the sensitivity was approximated as the ratio of the change in a root of the cavity growth 






, when the input parameter 






































 is the resulting root of the cavity growth rate equation calculated with the modified input 
parameter, 𝑃′. 
The sensitivity can be expressed as the fractional change in a root of the cavity growth rate 


































. Eq. 6.2 
It follows then, that the variable of interest, the roots of the cavity growth rate equation, will be 
most sensitive to those parameters that have the largest magnitude of significance. In general, there 
will be two roots, one corresponding to the stable bubble radius, 𝑟𝑏
∗, and one corresponding to the 
critical radius for unstably growing voids, 𝑟𝑣
∗. 
Significance was calculated for three ion irradiation temperatures (420°C, 445°C, 480°C) 
at high damage rates, three helium co-injection rates (0.02 appm He/dpa, 0.22 appm He/dpa, and 
4.34 appm He/dpa), three damage rates (5 × 10-5 dpa/s, 1 × 10-4 dpa/s, and 7 × 10-4 dpa/s) at 










Table 6.1 for the significance related to temperature, Table 6.2 for the significance related 







































Table 6.1. Table containing significance related to irradiation temperature of several input parameters on the roots of the 
cavity growth rate equation. The irradiation damage rate and helium co-injection rate are fixed at 7 × 10-4 dpa/s and 4 
appm He/dpa, respectively.  
 

















a 0 0 -1.33 1.30 -0.063 1.118 
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Bias 0 0 0.77 -0.75 0.036 -0.63 
γ 0 0 -2.88 2.27 -0.22 1.004 
ω
i
 0 0 0.015 -0.018 0 -0.0 
ω
v
 0 0 -0.75 0.72 -0.036 0.620 
r
i
 0 0 0 0 0 0 
Grain size 0 0 0.10 -0.10 0 -0.10 
Emi 0 0 -0.099 0.092 -0.009 0.075 
Emv 0 0 7.63 -7.47 0.34 -6.03 
Efv 0 0 20.6 -20.23 0.92 -16.1 
T -0.80 14.93 -2.95 17.05 -0.98 24.04 
He/dpa 0 0 1.617 -0.42 0.42 -0.013 










Table 6.2. Table containing significance related to helium co-injection rate of several input parameters on the roots of 
the cavity growth rate equation. The damage rate and temperature are fixed at 7 × 10-4 dpa/s and 445°C respectively.  
 




rb* rv* rb* rv* rb* rv* 
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a  -0.084 0.63 -0.084 0.63 -1.33 1.30 
Bias 0.056 -0.40 0.056 -0.40 0.77 -0.75 
Γ -0.35 1.25 -0.35 1.25 -2.88 2.27 
ωi 0.014 -0.013 0.014 -0.013 0.015 -0.018 
ωv -0.042 0.38 -0.042 0.38 -0.75 0.72 
ri 0 0 0 0 0 0 
Grain size 0.014 -0.072 0.014 -0.072 0.10 -0.10 
Emi 0 0.072 0 0.072 -0.099 0.092 
Emv 0.53 -3.88 0.53 -3.88 7.63 -7.47 
Efv 1.48 -10.86 1.48 -10.86 20.6 -20.2 
T -2.71 13.93 -2.71 13.93 -2.95 17.05 
He/dpa 0.52 -0.045 0.52 -0.045 1.61 -0.42 
































Table 6.3. Table containing significance related to damage rate of several input parameters on the roots of the cavity 
growth rate equation. The helium co-injection rate and temperature are fixed at 4 appm He/dpa and 445°C, respectively.  
 
5 x 10-5 dpa/s 1 x 10-4 dpa/s 7.1 x 10-4 dpa/s 
Input Parameter 
(below) 
rb* rv* rb* rv* rb* rv* 
a  -0.16 1.52 -0.22 1.31 -1.33 1.30 
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Bias 0.083 -0.75 0.11 -0.65 0.77 -0.75 
Γ -0.31 1.11 -0.43 1.14 -2.88 2.27 
ωi 0 -0.0032 0 -0.005 0.015 -0.018 
ωv -0.083 0.77 -0.11 0.67 -0.75 0.72 
ri 0 0 0 0 0 0 
Grain size 0.017 -0.14 0.021 -0.11 0.10 -0.10 
Emi 0 0.013 -0.005 0.02 -0.099 0.092 
Emv 0.85 -7.93 1.20 -6.88 7.63 -7.47 
Efv 2.19 -20.3 3.10 -17.8 20.6 -20.2 
T -1.76 28.63 -1.80 26.46 -2.95 17.05 
He/dpa 0.40 -0.046 0.48 -0.062 1.61 -0.42 
dpa/s 0.059 -0.82 0.056 -0.75 0.084 -0.48 
 
The roots of the cavity growth rate equation were most sensitive to the vacancy migration 
energy and vacancy formation energy for all irradiation experiment series and several different 
input parameters in each irradiation experiment series. The first root, corresponding to 𝑟𝑏
∗, is most 
sensitive to temperature at low temperatures, surface energy (γ) and helium co-injection rate at 
intermediate temperatures, and temperature at high temperatures. The significance of the helium 
co-injection rate on 𝑟𝑏
∗ also increased with increasing helium co-injection rate. The second root, 
corresponding to 𝑟𝑣
∗, is most sensitive to the irradiation temperature at all temperatures, helium co-
injection rates, and damage rate. The roots of the cavity growth rate equation were relatively 
insensitive to the other input parameters examined. This sensitivity analysis serves as the 
foundation to examine the experimental cavity size distributions with the cavity growth rate 
equation by identifying the helium co-injection or generation rate, the vacancy migration energy, 
and the vacancy formation energy as key parameters of interest.  
6.1 The Role of Helium on Bubble Nucleation 
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The sensitivity analysis performed previously identified the helium co-injection rate as one 
of the primary factors influencing the roots of the cavity growth rate equation. In the cavity growth 
rate equation, Eq. 2.4 in Section 2.4.5, the helium co-injection rate enters the equation through the 











)].   Eq. 6.3 
The gas pressure stabilizes the cavity from evaporation through thermal vacancy emission. 
Therefore, determining the number of gas atoms inside a cavity is crucial to determine the stability 
of bubbles. Helium has an extremely low solubility in the matrix and a low migration energy as an 
interstitial atom, on the order of 0.06 eV [172].  When injected into the matrix, helium will diffuse 
rapidly and subsequently bind to various sinks in the microstructure. This section will determine 
the impact of helium partitioning on the stable bubble radius by examining the conditions under 
which helium resides in the matrix using the cavity growth rate equation, comparing the cavity 
growth rate equation to the experimental cavity size distributions and through a discussion of the 
binding energies associated with common microstructural features.  
As a first approximation of the fate of helium in the microstructure, it is assumed that all 
helium is in cavities.  As shown in Figure 5.3, the bubble density is significantly higher than the 
void density and thus the assumption can be made that the helium is only in bubbles. Furthermore, 
since the bubble size distribution is so narrow that it is assumed all bubbles are of the same size 
with a radius of 1 nm. The pressure of helium gas in the bubbles was calculated using a modified 
form of the ideal gas law to include a hard sphere equation of state for helium, as used in previous 




,      Eq. 6.4 
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where 𝑉 is the volume of the spherical cavity of radius 𝑟, 𝑛𝑔 is the number of gas atoms with a 




,      Eq. 6.5 
where  




,       Eq. 6.6 
and  
𝑑𝑔 = 0.3135 (0.8542 − 0.03996 ∗ ln (
𝑇
9.16
)),   Eq. 6.7 
where 𝑑𝑔 is the hard sphere diameter of helium. The number of helium atoms, 𝑛𝑔








6 ,     Eq. 6.8 
where 𝑁𝑏𝑐𝑐 is the density of iron atoms in the iron matrix, 
𝑎𝑝𝑝𝑚⁡𝐻𝑒
𝑑𝑝𝑎
 is the helium co-injection or 
helium generation rate during the irradiation experiment, 𝑑𝑝𝑎 is the final damage level of the 
irradiation experiment, and  𝑁𝑏𝑢𝑏 is the density of bubbles.  Physically, the roots in the cavity 
growth rate equation manifest themselves in the cavity size distributions as the local extrema; the 
peaks and valleys. By comparing the roots of the cavity growth rate equation with the peaks (𝑟𝑏
∗) 
and valleys (𝑟𝑣
∗) in the cavity size distributions for each experimental series in Chapter 5, the cavity 
growth rate can be assessed quantitatively. This comparison is made in Figure 6.1a for the 
Temperature Series of ion irradiation experiments, Figure 6.1b for the Helium Series, and Figure 
6.1c for the Damage Rate Series. The stable bubble radius is presented in these figures as 𝑟𝑏
∗ and 
corresponds to the first root in the cavity growth rate equation. Each irradiation series will be 
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discussed separately in the following paragraphs. The y-axis of this figure is scaled to match other 
figures presented later in the discussion.  
 
Figure 6.1. Comparison of the experimentally determined bubble peak in the cavity size distributions for the a) Temperature Series 
of ion irradiations, b) Helium Series of ion irradiations, c) Damage Rate Series of irradiations and the first root of the cavity growth 
rate equation for each series assuming all helium is in cavities. The dashed line is the smallest size bin used for analysis. Some 




Temperature Series: With increasing ion irradiation temperature, the experimental results 
suggest that the stable bubble radius, 𝑟𝑏
∗, does not change significantly. The cavity growth rate 
equation provides a similar picture where the calculated 𝑟𝑏
∗ is within 0.5 nm of the experimental 
value across all ion irradiation temperatures. This consistency is not surprising as each ion 
irradiation was performed with the same helium co-injection ratio.  
Helium Series: With all the helium in the cavities, the calculated stable bubble radius 
increases weakly with increasing helium co-injection rate. At low helium co-injection levels of 
0.02 appm He/dpa and 0.22 appm He/dpa, the measured bubble peaks are larger than the calculated 
stable bubble size indicating that the observed bubbles are likely stable. However, at the highest 
helium co-injection rate, the calculated 𝑟𝑏
∗ is larger than the measured bubble peak suggesting the 
observed bubbles should not be stable and should grow to the calculated stable bubble radius.  
Damage Rate Series: With increasing damage rate the stable bubble radius shifts to 
smaller values, indicating an expectation of increased bubble stability at higher damage rates. 
However, the experimental radii did not vary significantly with damage rate. At the highest 
damage rate, the calculated stable bubble radius converges to about 1 nm and appears to coincide 
with the peak of the bubble distribution, but the agreement worsens as the damage rate is reduced.  
From the comparison of 𝑟𝑏
∗ and the measured peak in the bubble size distribution, some of 
the measurements agreed with the calculated roots in the cavity growth rate equation but many did 
not. One of the potential reasons for disagreement is the assumption in the model that all the helium 
is in the cavities. Helium is known to become trapped at precipitate interfaces [173], dislocation 
cores [174], and grain boundaries [175–179]. Ideally, the fate of helium could be estimated using 
EELS to measure the concentration of helium in cavities [129,180] or using Thermal Helium 
Desorption Spectroscopy (THDS) to correlate the release of trapped helium to groups of 
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microstructure features [181–184]. The other microstructural features such as dislocation lines, 
dislocation loops, precipitates, and grain boundaries will act as sinks for helium according to their 
point defect sink strength. To refine the analysis using the cavity growth rate equation, the 
assumption of the fate of helium was revised to proportion among the sinks by sink strength. We 
will consider only the sink strength of cavities compared to the total sink strength in the sample. 
The number of helium atoms, 𝑛𝑔












2 ,    Eq. 6.9 
where 𝑘𝑐𝑎𝑣
2  is the cavity sink strength with voids and bubbles combined, and 𝑘𝑡𝑜𝑡𝑎𝑙
2  is the total 
sink strength of the microstructural features. The percentage of the total sink strength belonging 




Table 6.4 for the Temperature Series, Table 6.5 for the Helium Rate Series, and Table 6.6 for the 
Damage Rate Series. For the Temperature Series, the cavities make up between 20-30% of the 
total sink strength in the microstructure with an exception at 432°C caused by the high bubble 
density. With increasing helium co-injection rate, the increased density of cavities increases the 
cavity sink strength from 0 to about 23% of the total sink strength. With increasing damage rate, 
the sink strength follows primarily from the bubble density and thus increases with damage rate 
until the highest damage rate condition. The comparison between the experimental extrema in the 
cavity size distributions and the calculated roots of the cavity growth rate equation with helium 
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partitioning by sink strength is shown in Figure 6.2. As done in Figure 6.1, the y-axis is scaled to 




Table 6.4. Table containing the concentration of helium co-injected with and without partitioning by sink strength for the 
Temperature Series of irradiations.  
Temperature (°C) Total Helium Injected 
(appm) 
Cavity Sink Strength / 
Total Sink Strength (%) 
Helium in cavities 
assuming sink strength 
partitioning (appm) 
432 72 47 34 
445 72 22 16 
460 72 20 15 
480 72 30 22 
520 64 30 19 
570 67 30 20 
 
Table 6.5. Table containing the concentration of helium co-injected with and without partitioning by sink strength for the 
Helium Rate Series of irradiations.  
Helium Co-Injection 
Rate (appm He/dpa) 
Total Helium Injected 
(appm) 
Cavity Sink Strength / 
Total Sink Strength (%) 
Helium in cavities 
assuming sink strength 
partitioning (appm) 
0 0 0 0 
0.02 0.332 1.2 0.004 
0.22 3.65 3.5 0.13 
4.34 72 23 16 
 
Table 6.6. Table containing the concentration of helium co-injected with and without partitioning by sink strength for the 
Damage Rate Series of irradiations.  
Damage Rate (dpa/s) Total Helium Injected 
(appm) 
Cavity Sink Strength / 
Total Sink Strength (%) 
Helium in cavities 
assuming sink strength 
partitioning (appm) 
5 × 10-5 dpa/s 72 12 8.5 
1 × 10-4 dpa/s 72 14 9.7 
7 × 10-4 dpa/s 72 23 16 





Figure 6.2. Comparison of the experimentally determined bubble peak in the cavity size distributions for the a) Temperature Series 
of ion irradiations, b) Helium Series of ion irradiations, c) Damage Rate Series of irradiations, d) BOR-60 irradiations and the first 
root of the cavity growth rate equation for each series assuming helium is divided in the microstructure by sink strength. The dashed 
line is the smallest size bin used for analysis. Some open points are displaced along the x-axis slightly to avoid overlap.  
The partitioning of helium according to sink strength modified the calculated stable bubble 
radii, 𝑟𝑏
∗ primarily by reducing it in all irradiation series. In general, the calculated stable bubble 
radii did not change significantly with ion irradiation temperature and are within the experimental 
error of the measured bubble peak location in the cavity size distributions. For the Temperature 
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Series, the agreement between the calculated stable bubble radius and the experimental peak was 
better for the case of all helium in cavities only at high temperatures of 520°C and 570°C. For the 
Helium Series, the helium partitioning by sink strength brings the measured bubble peak and the 
calculated stable bubble size into agreement for the highest helium co-injection rate. However, at 
the lower helium co-injection rates, the values for the stable bubble radii are well below 
experiment. The calculated stable bubble radii in the Damage Rate Series now show a negligible 
dependence on the irradiation damage rate and within error of the experimentally measured bubble 
peak location in the cavity size distributions. From the comparison of the experimental peaks and 
valleys and the critical bubble model calculated using these two helium partitions schemes, several 
conclusions can be drawn.  
At low helium co-injection rates (0.02 and 0.22 appm He/dpa) helium is likely bound only 
to cavities. At high helium co-injection rates such as that used for the Temperature Series and 
Damage Rate Series, the implanted helium atoms become bound to other features in the 
microstructure along with cavities until reaching a high enough temperature at which all helium is 
in cavities. The calculations of the roots of the cavity growth rate equation from Eq. 6.3 which 
were presented in Figure 6.1 and Figure 6.2 suggest a shift from helium being bound only to 
cavities at low helium co-injection rates to being distributed throughout the microstructure at high 
helium co-injection rates. 
The assumption that all helium atoms are in cavities at low He/dpa values is supported by 
the binding energy of helium to HemVn clusters that ranges from 0.78 eV to 3.16 eV [185] using 
ab initio methods and has been measured to be about 3.6 eV [182] for bubbles in iron using 
Thermal Helium Desorption Spectroscopy (THDS). However, the binding energies of interstitial 
helium to other microstructure features are comparable with an edge dislocation such as an a<100> 
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dislocation loop at about 2.3 eV [174], about 1.0 eV for a screw dislocation line with a/2<111> 
character [186], and a range of 0.55-2.6 eV for grain boundaries [187]. To examine the possibility 
of helium trapping at microstructure features other than cavities, first consider the maximum 
number of helium atoms that can be placed in a cavity of radius 𝑟. Starting with the modified ideal 












,      Eq. 6.10  
where 𝑦 is defined in Eq. 4.22 with 𝑉 as the volume of the cavity, and further defined through Eq. 
4.23 for the hard sphere diameter. Solving for the number of gas atoms, 𝑛𝑔, per cavity of volume 
𝑉 as a function of the cavity radius, 𝑟, for a temperature of 445°C and a surface energy of 1.75 
J/m2 (as used in previous calculations for the Helium Series of ion irradiations) results in the plot 
shown in Figure 6.3.  
 
Figure 6.3. Calculation of the helium atoms per cavity at mechanical equilibrium for a nominal ion irradiation temperature of 




The number of gas atoms per cavity is then multiplied by the density of observed bubbles, 
a factor of 106, and divided by the atomic density of the iron matrix to estimate the total 
concentration of helium that could be stored in the observed cavities in atomic parts per million. 
As a conservative estimate, the highest bubble density measured in this work was used to estimate 
the upper bound of the helium concentration that could be contained in bubbles. The bubble density 
was chosen as it is the largest contribution to the overall density of cavities and have similar size 
distributions across the experimental conditions. The estimation of the concentration of injected 
helium contained in bubbles is displayed in Figure 6.4. From this calculation, all the helium 
injected at the lower helium rates of 0.02 appm He/dpa and 0.22 appm He/dpa, as well as the BOR-
60 case, can be contained in the observed bubbles. However, at the highest helium injection rate, 
there is more helium than could be contained in all the observed bubbles without exceeding 
mechanical equilibrium. Therefore, either the bubbles are over pressurized or some of the injected 
helium is trapped at other features in the microstructure. Over pressurized bubbles were observed 
in nickel and nickel alloys [188,189] irradiated with very high He/dpa (up to 25000 appm He at 
80 dpa) or with a high concentration of helium implanted prior to irradiation [190]. Over 
pressurized bubbles induce a tensile stress on the surrounding lattice, which increases the capture 
radius for vacancies. Thus, if the bubbles are over pressurized, then the bubbles will gather 
additional vacancies to return to mechanical equilibrium. This process requires a surplus of 
vacancies such as the high supersaturation of vacancies during ion irradiation. Such a 
supersaturation is not available with helium pre-implantation or with the low damage rates in a 
thermal reactor (10-7 dpa/s). Thus, the bubbles observed in this study for 4 appm He/dpa are likely 
in mechanical equilibrium as there is always a high vacancy supersaturation from the 7-8 × 10-4 




Figure 6.4. The maximum concentration of helium allowed in bubbles according to the hard sphere equation of state as a function 
of cavity radius. The concentrations of co-injected helium in the Helium Series of ion irradiations are included for reference with 
the bars showing the peak of the bubble distribution from the experimentally measured cavity size distributions.   
 
Although the previous calculation of bubble saturation provides the conditions under which 
helium is trapped in the microstructure, it does not provide the amount of helium trapped in bubbles 
or at other microstructure features. Helium partitioning by sink strength made a significant 
difference in the calculated stable bubble radius for the dual ion irradiations. To examine the steady 
state trapping of helium, the trapping and detrapping rates of microstructure features must be 
considered. As stated earlier, helium has an extremely low solubility in the matrix and a low 
migration energy as an interstitial atom, on the order of 0.06 eV [172].  When injected into the 
matrix, helium will diffuse rapidly and subsequently bind to various sinks in the microstructure. 
Therefore, the helium de-trapping rate will limit the mobility of helium and determine its fate. The 




and the attempt frequency, 𝜈0, and is assumed to have an Arrhenius dependence on the binding 










.       Eq. 6.11 
From this relationship, a feature with a stronger binding energy for helium will act as a 
stronger sink for helium and gather more helium with time. Binding energies for helium-vacancy 
clusters of various compositions calculated using ab initio methods are included in  
 
 
Table 6.7 along with several reactions for dislocations and grain boundaries.  
During the irradiation damage cascade event, vacancy and interstitial clusters are generated 
in high density relative to the pre-existing microstructure traps [191]. Thus, the first features 
helium encounters in the microstructure is a vacancy or interstitial cluster. Interstitials clusters 
form the precursors to dislocations either in the form of edge dislocations like a<100> loops or 
a/2<111> lines. Additionally, alloy T91 contains a high density of dislocation lines from the heat 
treatment process prior to irradiation. Vacancy clusters act as precursors to cavities. From the 
relative binding energies presented in  
 
 
Table 6.7 helium will bind to the feature it first encounters. With increasing irradiation time, 
the helium is likely to be released at a faster rate from screw dislocations compared to other 
features and become trapped at HemVn clusters and edge dislocations which serve as stronger traps 
with higher sink strength. With time, the helium will continue to trap and release in proportion to 
the binding energy, eventually resulting in the flow of helium to larger vacancy clusters. However, 
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the previous section demonstrated that bubbles are likely saturated with helium at high helium co-




Table 6.7. Table containing the binding energies of helium for HemVn clusters from [185], dislocations from [174,186] and a CSL 



















1.0 He-Σ3(112)GB 0.55 
He2V→HeV+He 1.84 He2V2→HeV2+He 2.75 He2V3→HeV3+He 2.96 He2V4→HeV4+He 3.12 
He3V→He2V+He 1.83 He3V2→He2V2+He 2.07 He3V3→He2V3+He 2.91 He3V4→He2V4+He 3.16 
He4V→He3V+He 1.91 He4V2→He3V2+He 2.36 He4V3→He3V3+He 2.57 He4V4→He3V4+He 3.05 
 
As an estimation of helium partitioning with time, a simple model of helium trapping and 
de-trapping was constructed from a mass balance approach as a set of differential equations 
consisting of the generation of helium, the trapping of helium at a feature in proportion to the sink 
strength, and the thermal de-trapping of helium from a feature:  
𝑑𝐶𝐻𝑒
𝑑𝑡
= 𝐺𝐻𝑒 − ∑ 𝑘𝑖













where 𝐶𝐻𝑒 is the concentration of helium in the matrix, 𝐺𝐻𝑒 is the helium injection rate, 𝑘𝑖
2 is the 
sink strength of a group of microstructure features such as dislocation loops, bubbles, and 
dislocation lines, 𝑁𝑖 is the density of a group of microstructure features, 𝑘 is the Boltzmann 
constant, 𝑇 is the irradiation temperature, Ω is the inverse of the atomic density for iron, and 𝐸𝑏
𝑖  is 
the binding energy of helium to a group of microstructure features. The diffusivity of helium, 𝐷𝐻𝑒 
is assumed to have an Arrhenius form with a migration energy of 0.064 eV and a pre-factor, 𝑑0 of 




𝑖 , which can be described as a separate mass balance rate equation for 













).   Eq. 6.13 
The rate equations in Eq. 6.12 and Eq. 6.13 were solved for two helium injection rates where the 
dislocation loop microstructure was found to be experimentally identical: dual ion irradiation to 
16.6 dpa at 445°C with either 0.22 appm He/dpa or 4.34 appm He/dpa The time dependent 
solutions are displayed in Figure 6.5. The sink strengths from the characterized microstructure 
were included as static, time independent features with binding energies of 1.0 eV for dislocation 
lines, 2.3 eV for dislocation loops and 3.6 eV for bubbles. The matrix of the material is defined as 
the bcc microstructure where there are no traps for helium.  
 
Figure 6.5. Solutions to a trapping-detrapping process consisting of dislocation loops, bubbles, and dislocation lines showing a) the 
concentration of helium in the matrix, and b) the number of helium atoms per defect as a function of displacement per atom.  
 
In both cases shown in Figure 6.5a, the dislocation lines saturate with helium quickly as 
these features have the lowest binding energy for helium. Early in the damage process, the 
149 
 
dislocation loops and bubbles quickly begin to accumulate helium. The amount of helium in 
dislocation loops reaches a steady state at about 3 dpa and helium continues to flow to bubbles 
beyond this point. The time at which bubbles accumulate more helium than dislocation loops 
increases with increasing helium injection rate. Thus, helium can be assumed to be in bubbles only 
with a lower helium injection rate and can be assumed to be divided by sink strength at higher 
helium injection rates. The dominant traps for helium transition between microstructure features 
based on the binding energy of helium in the order of weakest to strongest traps. From Figure 6.5b, 
the saturation concentration of helium in the matrix is on the order of about 1 appm for dual ion 
irradiation.  
The number of helium atoms accumulating at these traps may be physically unreasonable. 
From a comparison of Figure 6.3 and Figure 6.5, the number of helium atoms per cavity would 
not exceed the hard sphere equilibrium limit for bubbles of 1 nm radius. With cavities, helium 
accumulates inside the empty space. However, dislocation loops do not have this empty space. 
Instead helium accumulates around the dislocation. Within about 2 Burgers vectors of the core on 
the tension side of the dislocation, interstitial He atoms relax to <111> crowdion configurations in 
atom rows perpendicular to the dislocation, along the direction of the Burgers vector [174,193]. 
For a dislocation loop, the tensile strain affected volume can be approximated as a half volume of 
a torus with the radius of revolution as the radius of the dislocation loop, 𝑟𝑑𝑖𝑠, and the tube radius 
being about two Burgers vector length, about 0.6 nm. As the atomic packing factor of a bcc lattice 
is 0.68, then the maximum volume available for helium trapping is 32% of the volume around the 
torus. The hard sphere equation of state can then be used to estimate the number of helium atoms 
able to fit into this available volume, 𝑉𝑓𝑟𝑒𝑒. However, as helium accumulates it induces a strain on 
the lattice counteracting the tensile strain from the dislocation. Thus, the maximum number of 
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helium atoms trapped at a dislocation loop can be approximated when the pressure of helium is 
equal to the outward tensile volume from the dislocation loop. Starting with the modified ideal gas 
law in Eq. 4.20 and substituting in Eq. 4.21 for the compressibility factor and rearranging the 








,     Eq. 6.14  
where 𝑦 is defined in Eq. 4.22 with 𝑉𝑓𝑟𝑒𝑒 as the maximum volume available for helium trapping, 
and further defined through Eq. 4.23 for the hard sphere diameter. The energy of the dislocation 







) + 𝜀𝑐,     Eq. 6.15  
where 𝑏 is the length of the Burgers vector, R is the average distance between dislocation loops, 𝑣 
is the Poisson ratio of about 0.3, 𝑟𝑐 is the radius of the dislocation core, taken to be 5𝑏, and 𝜀𝑐 is 
the energy of the dislocation core, estimated to be 
𝜇𝑏
10




,      Eq. 6.16 
where E is the elastic modulus of T91, estimated as about 186 GPa from ASTM standard A213 






Table 5.3, Table 5.6, and Table 5.9), the average distance between dislocation loops is about 100 nm. 
Solving for the number of gas atoms, 𝑛𝑔, per dislocation loop as a function of the dislocation loop 
radius, 𝑟𝑑𝑖𝑠, for a temperature of 445°C results in the plot shown in Figure 6.6. Given the average 
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dislocation loop diameter of 20-25 nm for dual ion irradiated T91, it is possible for the dislocation 
loop microstructure to accommodate the helium accumulation presented in Figure 6.5 
 
Figure 6.6. Calculation of the maximum number of helium atoms per dislocation loop for a nominal ion irradiation temperature of 
445°C.   
In this simple model, the traps, including cavities, are assumed not to vary in density or 
size with time and have binding energies independent of the amount of helium trapped at the 
microstructure feature. These assumptions is not true over the course of an irradiation as the 
microstructure continually evolves. As shown in  
 
 
Table 6.7, as the m/n ratio of a HemVn cluster becomes greater than unity, the binding energy 
becomes less than that of edge dislocations. Helium will then flow from the vacancy clusters to 
dislocations until the vacancy cluster is able to grow and accommodate more helium. Thus, 
depending on the growth rate of a cavity, helium will be divided among the vacancy clusters, 
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bubbles, and dislocations in proportion to the density of these clusters and their relative strength 
for defects. Therefore, the assumption made in the previous calculations that the helium will 
partition in the microstructure based on sink strength is indeed a valid assumption at high helium 
co-injection rates. The helium partitioning shifts from helium being trapped in bubbles at low 
helium rates to helium being partitioned in the microstructure by sink strength as the cavities 
become saturated with helium. Shifting the partitioning from a division by sink strength to helium 
being bound only to cavities with increasing temperature at high helium rates is supported by the 
strongest sink in the microstructure besides cavities being the population of a<100> dislocation 
loops.  The dislocation loop population decreased monotonically with temperature until only 
dislocation lines remained in the microstructure. This reduction in the dislocation loop density 
explains the shift in partitioning with increasing temperature. 
In this section the role of helium partitioning on the stable bubble radius was determined.  
Calculations using the cavity growth rate equation were compared to the experimental cavity size 
distributions accounting for the binding energies associated with common microstructural defects. 
At low helium injection rates all helium is in vacancy clusters that evolve into bubbles or voids. 
At high helium injection rates, bubbles become saturated with helium resulting in accumulation of 
helium at other traps such as dislocation loops. At high enough temperatures, helium is only in 
bubbles as other strong helium traps, such as a<100> dislocation loops, did not nucleate, as 
expected for high temperatures [195]. The stable bubble radius is determined by the fate of helium 
in the microstructure. Helium partitioning stems from the sink strength for helium and binding 
energy of helium to bubbles relative to other traps regardless of damage rate.  
6.2 Void Nucleation Across Damage Rates 
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This section will demonstrate how void nucleation shifts from being driven by the 
accumulation of helium to the critical bubble at low damage rates to being driven by stochastic 
vacancy fluctuation at high damage rates. First, the barrier to transition from bubbles to voids will 
be identified and discussed with pathways to overcome this barrier. Second, the impact of variation 
in the vacancy migration energy will be discussed and evaluated to identify active transition 
pathways. Finally, a parameter for spontaneous void nucleation will be calculated and discussed 
for dual ion irradiation of T91.  











)],   Eq. 6.17 
has two main competing processes, the net absorption of vacancies, 𝐷𝑣𝐶𝑣 − 𝐷𝑖𝐶𝑖. and the thermal 





). The individual components of the cavity growth rate 
equation are presented in Figure 6.7 for select temperature conditions of 432°C, 460°C, and 520°C:  
at low temperature primarily bubbles were observed; at intermediate temperature both bubbles and 
voids were observed; and at high temperature only bubbles were observed. The shape of the net 
vacancy absorption curve is independent of temperature but changes in magnitude; however, 
thermal emission changes with increasing temperature. The crossover points for each of 
temperature corresponds to the roots of the cavity growth rate equation and forms the void 
nucleation barrier. As stated previously the first root corresponds to the stable bubble radius and 
the second root corresponds to the size at which a void can grow through bias driven growth. At 
460°C the void nucleation barrier is smaller than at 432°C. At a high temperature of 520°C, the 
void nucleation barrier becomes extremely large because thermal emission is dominant. Thus, the 




Figure 6.7. Individual components of the cavity growth rate equation using select ion irradiation conditions of 432°C, 460°C, and 
520°C and the associated microstructure assuming an equal distribution of all helium in cavities.  
6.2.1 Investigation of Individual Variables on Void Nucleation 
To investigate the importance of helium to cavity nucleation, Stoller and Odette [134] 
studied the effect of the cluster composition (helium vs. vacancy) on the nucleation path of cavities. 
Two paths emerge to limit void formation: one is to limit growth of the critical bubble by helium 
starvation [141,142], the other is to limit growth of the critical bubble by vacancy starvation 
[71,72,127].  In the cavity growth rate equation, the helium accumulation pathway corresponds to 
a solution with helium containing a singular root, 𝑟∗, and the stochastic vacancy fluctuation 
pathway to accumulate vacancies corresponds to the larger root, 𝑟𝑣
∗, in the two-root solution, see 
Figure 6.8. The stochastic fluctuation of vacancies may explain the occurrence of voids without 
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Figure 6.8. Schematic of solutions to the cavity growth rate equation showing the two-root solution for underpressurized cavities 
(solid line) and the single root solution for the critical bubble through helium accumulation (dashed line).  
 A comparison of the calculated 𝑟∗ and 𝑟𝑣
∗ values and the valleys of the experimental cavity 
size distributions is shown in Figure 6.9 using the helium partitioning schemes best matching the 
bubble peak and 𝑟𝑏
∗ from Section 6.1. Overall, the valleys of the cavity size distributions are greater 
than 𝑟∗ or 𝑟𝑣
∗, indicating both helium accumulation and vacancy accumulation are active nucleation 
paths. However, whenever the vacancy absorption becomes small compared to thermal emission, 
the calculated 𝑟∗ and 𝑟𝑣




Figure 6.9. Comparison of the experimentally determined valley in the cavity size distributions for the a) Temperature Series of 
ion irradiations, b) Helium Series of ion irradiations, c) Damage Rate Series of irradiations, and the calculated 𝑟∗and 𝑟𝑣
∗, from the 
cavity growth rate equation for each series using the helium partitioning schemes identified previously. The dashed line is the 
smallest size bin used for analysis. Some open points are displaced along the x-axis slightly to avoid overlap. 
 
Now that the effect of helium on void nucleation is included, other parameters can be 
explored. The sensitivity analysis performed previously in Chapter 6 identified vacancy migration 
energy, surface energy, and vacancy formation energy as significant parameters impacting void 
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nucleation in all experimental series. The diffusion of point defects is crucial to the nucleation 
process as it affects the arrival of point defects to bubbles and voids and appears in the cavity 
growth rate equation, Eq. 6.3, as 𝐷𝑖𝐶𝑖 and 𝐷𝑣𝐶𝑣. Therefore, at high damage rates changes in 
diffusion will modify the cavity growth rate equation significantly. Thus, an investigation of the 
vacancy migration energy is warranted and done first.  
The calculations and comparisons thus far have assumed an interstitial migration energy of 
0.35 eV and a vacancy migration energy of 0.63 eV for iron vacancies from the work on radiation 
induced segregation in Fe-Cr alloys by Wharry and Was [69]. This work also surveyed the 
literature and found a range for the interstitial migration energy of 0.35±0.04 eV and 0.63±0.06 
eV for the vacancy migration energy using ab initio methods [196–199]. Using the sensitivity for 
𝐸𝑚
𝑣  calculated previously, the effect on 𝑟𝑣
∗ can be estimated for the dual ion irradiation variable 
series of temperature, helium co-injection rate, and damage rate. This analysis focuses on the 
conditions where the calculated 𝑟∗ or 𝑟𝑣
∗ were greater than the valley in the cavity size distribution 
to determine whether a reasonable change in the vacancy migration energy (within the limits of 
the reported range) results in a better agreement. The results of this variation in the migration 
energy are displayed in Figure 6.10. Increasing the vacancy migration energy reduces vacancy 
absorption and thus, increases 𝑟∗ and 𝑟𝑣
∗. Because the sensitivity is very high, the range of the 
calculated 𝑟∗ and 𝑟𝑣
∗ extend to include the valley in the cavity size distributions for the dual ion 
irradiations meaning both helium accumulation and vacancy accumulation are possible nucleation 
paths. Based on the lower and upper bounds in Figure 6.10, there is likely no singular vacancy 




Figure 6.10. Comparison of the experimentally determined valley in the cavity size distributions for the a) Temperature Series of 
ion irradiations, b) Helium Series of ion irradiations, c) Damage Rate Series of irradiations, and the calculated 𝑟∗and 𝑟𝑣
∗ with bounds 
for the vacancy migration energy, from the cavity growth rate equation for each series using the helium partitioning schemes 
identified previously. The dashed line is the smallest size bin used for analysis. Some open points are displaced along the x-axis 
slightly to avoid overlap. 
 
The remaining highly significant parameters identified are the surface energy and vacancy 
formation energy. The reported surface energy for bcc iron ranges from 1.75 J/m2 (used in this 
work) to 2.62 J/m2 [200–204]. A larger surface energy makes it harder for voids to stabilize and 
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would not bring the calculated 𝑟∗ or 𝑟𝑣
∗ closer to the valley size distributions. Thus, while the 
surface energy is a highly sensitive parameter, it is not useful to investigate currently. The vacancy 
formation energy was measured to be about 1.60±0.1 eV from positron annihilation spectroscopy 
[205,206] with 1.6 eV used in this work. As the valleys and calculated points already agree with 
each other from variations in the vacancy migration energy, variation of the vacancy formation 
energy will further the agreement between the experiments and model. Thus, the critical bubble 
model of cavity nucleation is likely part of the mechanism of void nucleation in dual ion irradiated 
T91 steel across damage rates.  
6.2.2 The Effect of Stochastic Vacancy Fluctuation at High Damage Rates 
The thermal barrier to void nucleation can also be overcome by the stochastic fluctuation 
of vacancies, as evidenced by the formation of voids without helium at high damage rates. Russell 
[127] used statistical thermodynamics to create a general theory of void nucleation. One of the 
specific subcases examined in this work is the spontaneous void nucleation driven by a small 
amount of inert gas. Prior to void formation, spontaneous nucleation will occur when the void 
nucleation parameter, 𝜓, is greater than unity and will stop when the void sink strength overcomes 



















𝐶    Eq. 6.18 
where 𝐶𝑥
0 is the concentration of the inert gas in the matrix, 𝑘 is the Boltzmann constant, 𝑇 is the 
temperature, 𝑆𝑣 is the supersaturation of vacancies defined as the concentration of radiation 
induced vacancies divided by the thermal concentration of vacancies, 𝑘𝑣
2 is the sink strength for 
vacancies, 𝑘𝑖
2 is the sink strength for interstitials, 𝐾𝑥
𝑇 is the de-trapping rate of the inert gas from 
traps in the matrix, 𝛺 is the atomic volume, 𝛾 is the surface energy, 𝑎 is the lattice parameter, 𝑘2 
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is the total sink strength in the microstructure, and 𝐾𝑥
𝐶 is the de-trapping rate of the cavities. For 
this calculation, the de-trapping rate of inert gas uses Eq. 6.11 with a binding energy of 2.3 eV 
assuming the majority of traps in the matrix are dislocation loops and 3.6 eV for the binding energy 













=1.3 × 109 at 445°C. The concentration of inert 
gas atoms was considered based on Figure 6.5b to be about 1 appm helium similar to the saturation 
concentration of helium in the matrix in the dual ion irradiation. The results of calculating the void 




Figure 6.11. Calculation of the void nucleation parameter using the irradiation parameters for the experiments in this work with a 
matrix concentration of helium at 1 appm. Solid points indicate spontaneous nucleation is favorable and unfilled points indicate 
spontaneous nucleation is unfavorable. 
 
 Several trends can be assessed from the void nucleation parameter presented in Figure 6.11. 
With increasing damage rate, the void nucleation parameter increases from the increased vacancy 
supersaturation. Without spontaneous nucleation or vacancy fluctuations, the only path to void 
nucleation is the accumulation of helium in bubbles to reach the critical bubble. All irradiations 
below a damage rate of 1 × 10-4 dpa/s should not nucleate voids spontaneously. Yet, the density of 
162 
 
voids decreases with increasing damage rate, see Figure 5.18 and repeated here as Figure 6.12 for 
reference. So, the amount of helium arriving at cavities must decrease with damage rate to account 
for the decreased void nucleation rate. Helium accumulation can be assessed using the same helium 
trapping-detrapping process outlined in Section 6.1, using Eq. 6.12 and Eq. 6.13 for the Damage 
Rate Series of ion irradiations and their associated microstructure from Section 5.3. Helium 
accumulation on dislocation loops and cavities is displayed in Figure 6.13. Similar to Figure 6.5, 
the dislocation lines saturated early in the damage process with a low helium concentration and 
therefore, were not included in Figure 6.13.  
 




Figure 6.13. Solutions to a trapping-detrapping process consisting of dislocation loops, bubbles, and dislocation lines for the 
Damage Rate series of ion irradiations up to 100 dpa showing a) the concentration of helium in the matrix, b) the number of helium 
atoms per dislocation loop, and c) the number of helium atoms per cavity as a function of displacement per atom.  
 
With increasing damage level, the helium concentration in the matrix and at dislocation 
loops begins to level off between 1 to 10 dpa, saturating with helium. However, the cavities 
continue to accumulate helium, leading to the continual nucleation of bubbles. Evidence for this 
comes from the increase in void density with dpa while maintaining a constant average diameter, 
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Figure 5.2. With increasing damage rate, helium concentration in the matrix and trapped on 
dislocation loops increases significantly (Figure 6.13a-b), therefore reducing helium available for 
cavities (Figure 6.13c) at a given damage level. This is likely from the lack of time for helium to 
de-trap from the weaker traps and flow to the bubbles and voids. The decreased helium per cavity 
favors a population of bubbles over voids because bubbles are stabilized with less helium than 
voids.  
To assess helium driven void nucleation, the void nucleation rate per dpa for each dual ion 










),    Eq. 6.19 
where 𝑛𝑔
𝑐𝑎𝑣 is the helium trapped per cavity as a function of dpa from Figure 6.13c, 𝑚∗ is the 
amount of helium to form a stable 2 nm radius critical bubble (as observed in the valley of the 
distribution, Figure 6.10c), and 𝑁𝑏𝑢𝑏 is the density of bubbles observed. The void nucleation rate 
for helium driven void nucleation through the critical bubble model is displayed in Figure 6.14. 
From these nucleation rates, as the damage rate increases, the helium driven void nucleation rate 
decreases for any given damage level until all arrive at a plateau. Therefore, for a fixed dpa, the 
density of voids decreases with increasing damage rate. This agrees with the data on void density 
with increasing damage rate, shown in Figure 6.15. Similarly, the bubble nucleation rate would 
follow the same trend with a replacement of 𝑚∗ with the amount of helium necessary to form a 




Figure 6.14. Estimated void nucleation rates for helium driven void nucleation through the critical bubble model for the Damage 
Rate Series of dual ion irradiation.   
 
 
Figure 6.15. Estimated void nucleation rates for helium driven void nucleation through the critical bubble model for the Damage 
Rate Series of dual ion irradiation compared to the experimental void densities.   
 
The decrease in the helium per cavity with increasing damage rate also implies that as the 


































































































































than a stable void. The measured increase in bubble density with damage rate is shown in Figure 
6.12b. The relative promotion rate of bubbles into voids is represented by the ratio of the void 
density over bubble density, Figure 6.16. As the damage rate increases, the ratio decreases until a 
damage rate of 7 × 10-4 dpa/s is reached, consistent with the decrease in helium per cavity. 
However, the ratio increases at the highest damage rate. One possibility is spontaneous nucleation 
which requires both a high vacancy supersaturation and high helium concentration. The helium 
concentration in the matrix, Figure 6.13a, is at its highest at the highest damage rate, and therefore 
should have the highest likelihood of spontaneous void nucleation based on Eq. 6.18.  
  
Figure 6.16. Ratio of void to bubble densities as a function of damage rate in the Damage Rate Series of dual ion irradiation (a) 
without an overlay and (b) overlaid with the normalized to the lowest damage rate.  
 








),   Eq. 6.20 
where 𝐾 is the damage rate, Ω is the atomic volume, γ is the surface energy, 𝑘𝑇 is the thermal 
energy, and 𝑆𝑣 is the vacancy supersaturation. The calculated nucleation rate ratios for the Damage 
Rate Series of dual ion irradiations is shown in Figure 6.16b normalized to the lowest dual ion 
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irradiation damage rate. The spontaneous nucleation rate increases dramatically with increasing 
damage rate. However, the calculated values seem physically unrealistic. Nevertheless, the trend 
is consistent with the expectation of increased spontaneous nucleation with irradiation damage 
rate. Therefore, the mechanism of bubble to void transition shifts from being driven by helium 
accumulation to the critical bubble at low damage rates to include spontaneous nucleation through 
stochastic vacancy fluctuation at high damage rates. 
 From the work presented in this section, several conclusions can be drawn. First, the barrier 
to transition from bubbles to voids was identified as the thermal emission of vacancies and can be 
overcome either through helium accumulation or through stochastic vacancy fluctuations. Second, 
the variation in the migration energy demonstrated that helium accumulation by the critical bubble 
is the only nucleation pathway to voids at higher temperature (520°C) while stochastic vacancy 
accumulation is active at intermediate temperatures (432-480°C). This was confirmed with an 
analysis of the void nucleation parameter across three orders of magnitude in helium concentration. 
Third, the void nucleation parameter showed that spontaneous void nucleation is likely at high 
damage rates and impossible at low damage rates. Helium trapping was shown to increase helium 
on dislocation loops and in the matrix with increasing damage rate, leaving less available for 
cavities. The higher matrix helium concentration makes spontaneous nucleation more likely. Thus, 
the mechanism of bubble to void transition shifts from being driven by the accumulation of helium 
to the critical bubble at low damage rates to being driven by stochastic vacancy fluctuation at high 
damage rates.  
6.3 The Suitability of the Cavity Growth Rate Equation to Bubbles and Voids in Reactor 
As the cavity growth rate equation has been shown to account for bubble nucleation and 
void nucleation with dual ion irradiation, the same analysis can be applied to reactor irradiation in 
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the BOR-60 reactor to determine if the same mechanisms hold. First the roots of the cavity growth 
rate equation will be compared to the experimental cavity size distributions to determine if the 
same mechanisms of bubble nucleation and void nucleation apply.  
6.3.1 Extrapolation of the Cavity Growth Rate Equation to Reactor Irradiation 
Similar to the analysis presented in Section 6.1, the experimentally determined bubble peak 
in the cavity size distributions will be compared with 𝑟𝑏
∗ from Eq. 6.3 using two helium partitioning 
schemes: assuming all helium in cavities (Eq. 6.8) and assuming helium is partitioned by sink 
strength (Eq. 6.9) to determine the helium atoms per cavity. This comparison is made in Figure 
6.17. 
 
Figure 6.17. Comparison of the experimentally determined bubble peak in the cavity size distributions for the BOR-60 irradiations 
and the first root of the cavity growth rate equation for each series assuming (a) all helium is in cavities or (b) helium is divided in 
the microstructure by sink strength. The dashed line is the smallest size bin used for analysis.  
In the BOR-60 irradiations, all the calculated stable bubble radii are below the measured 
values. In the two lower temperature experiments have the calculated stable bubble radius below 
a practical visibility threshold for TEM characterization. The higher temperature experiments have 
a calculated stable bubble radius with a reasonable 0.5 nm difference in radius from the peak of 
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the cavity size distributions. At the low damage rates of BOR-60 irradiations, the calculated bubble 
radii all drop to below TEM resolution when helium is partitioned by sink strength. To examine 
the fate of helium, the same helium trapping process described in Section 6.1 was used with Eq. 
6.12 and Eq. 6.13 and solved as a function of time in Figure 6.18. The sink strengths from the 
characterized microstructure were included as static, time independent features with binding 
energies of 1.0 eV for dislocation lines, 2.3 eV for dislocation loops and 3.6 eV for bubbles. Like 
the dual ion irradiations, dislocation lines reach a steady concentration quickly. the dislocation 
loops saturate with helium and the bubbles overtake the dislocation loops by 0.2 dpa, about an 
order of magnitude earlier. At 17 dpa, there is about two orders of magnitude more helium in 
bubbles than dislocation loops and thus, the fate of helium can be assumed to have all helium in 
bubbles. The cavity growth rate equation is likely able to accommodate bubble nucleation in 
reactor relevant irradiation conditions.  
 
Figure 6.18. Solutions to a trapping-detrapping process consisting of dislocation loops, bubbles, and dislocation lines showing a) 
the number of helium atoms per defect, and b) concentration of helium in the matrix as a function of displacement per atom.  
 
 To assess void nucleation, a comparison of the calculated 𝑟∗ and 𝑟𝑣
∗ values and the valleys 
of the experimental cavity size distributions for BOR-60 irradiation is shown in Figure 6.19 with 
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all helium in cavities. At all BOR-60 conditions, the calculated radii are significantly larger than 
the experimental valley in the size distribution. The thermal barrier to void nucleation is too wide 




Figure 6.19. Comparison of the experimentally determined valley in the cavity size distributions for the BOR-60 irradiations and 
the calculated 𝑟∗and 𝑟𝑣
∗, from the cavity growth rate equation using the helium partitioning scheme identified previously. The 
dashed line is the smallest size bin used for analysis. 
 
To determine the important parameters for void nucleation, the sensitivity of the roots of 
the cavity growth rate equation can be assessed using Eq. 6.2, resulting in Table 6.2 for the 
significance related to the BOR-60 irradiations. The significance of the helium co-injection rate 
on 𝑟𝑏
∗ is one of the few factors with significance at BOR-60 relevant conditions. Like the dual ion 
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irradiation conditions, the second root of the cavity growth rate equation was most sensitive to the 
vacancy migration energy, surface energy and vacancy formation energy. 
Table 6.8. Table containing significance related to the BOR-60 irradiations of several input parameters on the roots of 
the cavity growth rate equation. A value of 0* means the calculated root was greater than 50 nm in radius and was not 
evaluated. The helium rate is fixed at 0.22 appm He/dpa. 
 
376°C, 8 × 10-7 
dpa/s 
415°C, 8 × 10-7 
dpa/s 
460°C, 7 × 10-7 
dpa/s 
524°C, 7 × 10-7 dpa/s 
Input Parameter 
(below) 
rb* rv* rb* rv* rb* rv* rb* rv* 
a  0 1.91 0 1.91 0 0* 0 0* 
Bias 0 -0.94 0 -0.94 0 0* 0 0* 
γ 0 1.00 -0.03 0.99 -0.05 0* -0.07 0* 
ωi 0 0 0 0 0 0* 0 0* 
ωv 0 0.96 0 0.97 0 0* 0 0* 
ri 0 0 0 0 0 0* 0 0* 
Grain size 0 -0.06 0 -0.15 0 0* 0 0* 
Emi 0 0 0.0004 0 0 0* 0 0* 
Emv 0 -10.8 0 -10.4 0 0* 0 0* 
Efv 0 -27.4 0 -26.2 0 0* 0 0* 
T 0 37.9 0 35.3 0.03 0* 0.05 0* 
He/dpa 0.03 0 0.03 0.04 0.05 0* 0.07 0* 
dpa/s 0 -0.97 0 -0.97 0 0* 0 0* 
 
With the effect of helium on void nucleation included based on the previous discussion of 
bubbles, other parameters can be explored. Even with a large variation of the calculated stable 
radii from the vacancy migration energy of 0.63±0.06 eV as was done for the analysis of the dual 
ion irradiated T91, the thermal barrier to void nucleation results in unreasonably large 𝑟∗ and 𝑟𝑣
∗ 
and virtually identical to the data presented in Figure 6.19. The remaining highly significant 
parameters identified are the surface energy and vacancy formation energy. The reported surface 
energy for bcc iron ranges from 1.75 J/m2 (used in this work) to 2.62 J/m2 [200–204]. A larger 




closer to the valley size distributions. During irradiation, solutes may segregate to the surface of a 
nucleating cavity, changing the surface energy locally [207–209] resulting in a different effective 
surface energy and corresponding change in the thermal emission of vacancies. From the 
characterization of BOR-60 irradiated T91, radiation induces the enrichment of nickel and silicon 
at grain boundaries [146]. Similar segregation to the surfaces of cavities is expected. Very little 
grain boundary segregation was observed with dual ion irradiation and therefore, by extension, 
there should be little change in surface energy at cavity interfaces. Bulk surface energies for the 
solute may be used as an approximation for a completely coated cavity surface. The surface energy 
for nickel ranges from 2.1 J/m2 to 2.5 J/m2 with an average of about 2.3 J/m2 [210] and make 
stabilization of voids more difficult. The surface energy for amorphous silicon is approximately 
1.05±0.14 J/m2 [211]. Using this surface energy of 1.05 J/m2, results in roots of 𝑟𝑏
∗=0.16 nm, 
𝑟∗=11.8 nm, and 𝑟𝑣
∗=33.6 nm, still significantly larger than the valley in the cavity size 
distributions. In order to get a reduction of 𝑟∗ to the experimental value of about 2 nm, a surface 
energy of 0.1 J/m2 must be used, which is physically unreasonable. A reasonable variation in 
surface energy does not result in the agreement of the cavity growth rate equation and the 
experimental cavity size distributions for BOR-60 irradiated T91.  
In addition to the surface energy, the remaining highly sensitive parameter is the vacancy 
formation energy. The vacancy formation energy was measured to be about 1.60±0.1 eV from 
positron annihilation spectroscopy [205,206] with 1.6 eV used in this work. A higher vacancy 
formation energy reduces the thermal emission and makes the bubble to void transition occur at 
smaller sizes. However, even with the large variation of the calculated stable radii from the 
vacancy formation energy, shown in Table 6.9, the thermal barrier to void nucleation is still too 
wide to overcome at the low damage rates of reactor irradiation. With only variations of single 
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independent variables, there is no method for the roots of the cavity growth rate equation, 𝑟∗ or 𝑟𝑣
∗, 
to reach the experimentally observed valley in the cavity size distribution with the current 
understanding of the physical processes.  
Table 6.9. Table with the impact of the high sensitivity of the vacancy formation energy on calculated radii for BOR-60 irradiations.   
    𝐸𝑓
𝑣 = 1.5⁡𝑒𝑉 𝐸𝑓
𝑣 = 1.6⁡𝑒𝑉 𝐸𝑓




















BOR-60 376 2.0±0.25 27.4 > 50 nm > 50 nm 38.6 > 50 nm 9.4 11.2 
BOR-60 415 2.25±0.25 26.2 > 50 nm > 50 nm > 50 nm > 50 nm 14.7 17.8 
 
From the discussion of the Damage Rate Series in Section 6.2, helium accumulation to the 
critical bubble appears to be the only mechanism for void nucleation at low damage rates while 
spontaneous nucleation from vacancy fluctuation is active at high damage rates. Then, from the 
critical bubble model of void nucleation bubbles produced in reactor should be able to gather 
enough helium to overcome the thermal barrier and nucleate voids. To estimate the amount of 
helium needed per cavity, the growth rate equation was solved using several values for the amount 
of helium per cavity: 3 helium atoms per cavity representative of having all helium produced 
during irradiation equally divided among the observed bubbles from Eq. 6.8, 1000 helium atoms 
per cavity which is near the mechanical equilibrium limit for helium in 1 nm radius bubbles, and 
enough helium atoms (7.2 × 105 helium atoms/cavity) to have only one root 𝑟∗ in the cavity growth 





Figure 6.20. Solutions to the cavity growth rate equation using reactor irradiation conditions of 376°C, 8 × 10-7 dpa/s and the 
associated microstructure using three different helium concentrations per cavity.  
With up to 1000 helium atoms per cavity, the second root 𝑟𝑣
∗ is greater than 50 nm and is 
physically unreasonable. Even with a large amount of helium to reach 𝑟∗, the root is about 38 nm. 
There is no physically reasonable amount of helium available from reactor irradiation to reach the 
critical bubble for void nucleation. Furthermore, the critical bubble radius of about 38 nm is 
nowhere near the experimental valley in the cavity size distribution. No reasonable variation in the 
vacancy migration energy, vacancy formation energy, surface energy, or amount of helium 
resulted in an agreement between the model and experiment. Therefore, homogenous nucleation 
through critical bubble model is not the mechanism of void nucleation in reactor irradiated T91. 
The cavity growth rate equation and critical bubble model assume a homogeneous 
microstructure with a homogenized vacancy supersaturation. Cavities also nucleate on specific 
features in the microstructure, such as dislocations [212–214], precipitates [215–217], and grain 
boundaries [218] resulting in heterogenous nucleation not considered in the critical bubble model 
explicitly. Being an engineering alloy, T91 contains many microstructure features in the 
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normalized and tempered condition prior to irradiation such as a dislocation line network on the 
order of 1014 – 1015 m-2 in areal density. Recent work of Kohnert et al. [219] examined the spatial 
effect of the local strain field induced by dislocations on point defect absorption. For three-
dimensional dislocation networks, the line direction and Burger’s vector of each dislocation 
segment might arrange in a variety of orientations. When dislocations of opposite line direction 
interact, they can produce volumes where the local supersaturation of vacancies is higher than a 
homogenized case, which reduces the critical size necessary to nucleate voids. To estimate the 
number of these possible sites, the areal density can be converted to an estimated volume density 
by raising it to the three halves power, resulting in a volume density of about 1021-1022 m-3. 
Assuming the orientation of dislocation lines is randomized in the material, the density of sites is 
reduced by ½ to have pairs of dislocation lines, reduced by another ½ assuming the directions can 
be either towards or away from the nearest line, and reduced by another 1/3 for the three 
dimensional nature of the line network. From these assumptions, the density of local 
supersaturation sites is on the order of 1020-1021 m-3. This estimation is the same order of magnitude 
as the density of voids in the BOR-60 irradiated T91 (about 7 × 1020 m-3).  Local heterogenous 
nucleation of voids is likely responsible for producing the vacancy supersaturation needed for void 
nucleation.  
6.3.2 The Agreement of Reactor and Dual Ion Irradiation across Damage Rates 
Despite the differences in void nucleation mechanisms, as well as irradiation parameters 
(damage rate, temperature, helium injection rate), dual ion irradiation and BOR-60 irradiation were 
able to achieve similar cavity size distributions at 17 dpa and 35 dpa, shown in Figure 6.21 for 
convenience. The reason is the importance of heterogeneous void nucleation in the reactor case 
and that the choice of ion irradiation parameters resulted in the same helium trapping-detrapping 
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ratio as in reactor. There are three major irradiation parameters that change between these matching 
cases: damage rate, temperature, and helium injection rate. The relationship between damage rate 
and temperature for cavities is fairly well understood [73,220–222]. As the damage rate increases, 
the temperature must be increased to avoid an increase in point defect recombination. The shift 
from 376°C to 445°C from reactor to ion irradiation follows this idea when increasing the damage 
rate. However, an increase in the helium co-injection rate was also needed to match ion irradiation 
to reactor irradiation.  
 
Figure 6.21. Comparison of the cavity size distributions for T91 irradiated in the BOR-60 reactor to 17.1 dpa with about 8 × 10-7 
dpa/s at 376°C with 0.22 appm He/dpa and dual ion irradiated to 16.6 dpa at 445°C with 4 appm He/dpa at 7 × 10-4 at (a) 17 dpa 
and (b) 35 dpa.  
  
To compare the role of helium on void nucleation between ion and reactor irradiation, the 
helium trapping-detrapping rate equations in Eq. 6.12 and Eq. 6.13 were solved for the two cases 
where the cavity and dislocation microstructure were found to be experimentally identical: dual 
ion irradiation to 16.6 dpa at 445°C with 4.34 appm He/dpa and BOR-60 irradiation to 17.1 dpa at 
376°C with 0.22 appm He/dpa. Additionally, the ion irradiation with the same He/dpa as BOR-60 
is included. The time dependent solutions are displayed in Figure 6.22, combining Figure 6.5 and 
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Figure 6.20. The sink strengths from the characterized microstructure were included as static, time 
independent features with binding energies of 1.0 eV for dislocation lines, 2.3 eV for dislocation 
loops and 3.6 eV for bubbles. 
 
Figure 6.22. Solutions to a trapping-detrapping process consisting of dislocation loops, bubbles, and dislocation lines showing a) 
the concentration of helium in the matrix, and b) the number of helium atoms per defect as a function of displacement per atom.  
 
The fate of helium calculated in Figure 6.22 shows the behavior for reactor and ion 
irradiation. In all cases shown in Figure 6.22, the dislocation lines saturate with helium quickly as 
these features have the lowest binding energy for helium. With ion irradiation, the dislocation 
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loops and bubbles quickly begin to accumulate helium. The amount of helium in dislocation loops 
reaches a steady state at about 3 dpa and helium continues to flow to bubbles beyond this point. 
However, in the reactor irradiation, the dislocation loops saturate with helium and the bubbles 
overtake the dislocation loops by 0.2 dpa, about an order of magnitude earlier. At 17 dpa, there is 
about two orders of magnitude more helium in bubbles in reactor than with dual ion irradiation. 
The increased helium injection rate per second with ion irradiation results in more helium trapped 
at dislocation loops relative to reactor irradiation. Both reactor and ion irradiation have the 
dominant trap for helium transition between microstructure features based on the binding energy 
of helium in the order of weakest to strongest traps.  
To examine the differences in helium trapping between reactor and ion irradiation further, 
the ratio of helium arriving at the defect and helium thermal detrapping is calculated for a 
















    Eq. 6.21 
with the same parameters and calculations as Eq. 6.12 and Eq. 6.13. The helium trapping-
detrapping ratio for dislocation loops and cavities can be displayed as a function of displacement 
damage (Figure 6.23 and Figure 6.24a) or time (Figure 6.24b) comparing BOR-60 irradiation and 




Figure 6.23. Solutions to the helium trapping-detrapping ratio as a function of displacement damage for BOR-60 irradiation and 
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Figure 6.24. Solutions to the helium trapping-detrapping ratio for cavities as a function of (a) displacement damage and (b) time 
for BOR-60 irradiation and the Damage Rate Series of dual ion irradiations The open circles represent 17 dpa at each damage rate.  
 
The helium trapping-detrapping ratios with time are independent from the damage rate 
(Figure 6.24b). The difference in trapping behavior is solely dependent on the time and 
temperature through the diffusion of helium and thermal detrapping rate. From Figure 6.23, the 
BOR-60 irradiation reaches steady state helium trap and release rates at dislocation loops at lower 
dpa compared to any of the dual ion irradiations. However, because of the lower temperature, the 
detrapping rate is lower meaning it takes more time to reach this steady state with reactor 
irradiation. The dual ion irradiations, thus, accumulate more helium at dislocation loops compared 
to reactor. The trapping ratio of helium at cavities is much higher for BOR-60 irradiation at all 
irradiation times (Figure 6.24b). However, the trapping ratio is the same at 17 dpa for the 
conditions where the cavity microstructures matched. The increased helium retention at cavities 
with time in BOR-60 and increased helium retention at dislocation loops in ion irradiation needs 
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to be offset with a higher helium injection rate during ion irradiation at a higher temperature to 
achieve the same ratio of helium trapping and releasing from cavities (Figure 6.25b).  
From the discussion thus far, a conclusion can be drawn on why the cavity size distributions 
were matched with dual ion irradiation with an increase in temperature, helium injection rate, and 
damage rate relative to reactor irradiation. The bubble nucleation rate decreases with increasing 
damage rate through the increased point defect recombination [73,220–222] and decreased helium 
per cavity (Figure 6.13). The bubble nucleation rate decreases with temperature through an 
exponential reduction in helium trapping relative to detrapping (Eq. 6.21 and Figure 6.24) with a 
smaller increase through the increased vacancy absorption (Figure 6.7) and increases with helium 
injection rate (Figure 5.13) through the helium gas pressure (Eq. 6.4). The void nucleation rate 
through the promotion of bubbles in the critical bubble model decreases with increasing damage 
rate through the decreased helium per cavity (Figure 6.15), decreases with temperature through a 
reduction in helium trapping relative to detrapping (Eq. 6.21 and Figure 6.24) and increase in 
thermal emission of vacancies (Figure 6.7), and increases with helium injection rate from the 
combination of Figure 6.5 and Eq. 6.21. Thus, an increase in the helium injection rate was needed 
to compensate for the temperature and damage rate. The combination of helium trapping behavior 
and heterogeneous nucleation in reactor are likely responsible for the match in the cavity size 
distributions between reactor and dual ion irradiation despite the dual ion irradiation following 




Chapter 7:  Conclusions
This chapter presents the significant conclusions drawn from the results presented in 
Chapter 5: and the discussion in Chapter 6: . The conclusions first focus on addressing the objective 
proposed in Chapter 3: : To determine the mechanisms that control cavity nucleation in dual 
ion irradiated T91 steel over a range of temperature, helium injection rates, and damage 
rates. Additionally, several other conclusions were drawn.  
o The bubble nucleation rate decreases with increasing damage rate through the 
increased point defect recombination, decreases with temperature through a 
reduction in helium trapping relative to detrapping, and increases with helium 
injection rate.  
o The void nucleation rate through the promotion of bubbles in the critical bubble 
model decreases with increasing damage rate through the increased point defect 
recombination, decreases with temperature through a reduction in helium trapping 
relative to detrapping and reduction in vacancy supersaturation, and increases with 
helium injection rate.  
o The mechanism of bubble to void transition shifts from being driven by the 
accumulation of helium to the critical bubble at low damage rates to being driven 
by stochastic vacancy fluctuation at high damage rates. 
o Both reactor and ion irradiation have the dominant trap for helium transition 
between microstructure features based on the binding energy of helium in the order 
of weakest to strongest traps.  
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o The homogeneous cavity growth rate equation, and by extension the critical bubble 
model, was unable to predict or replicate void nucleation in reactor irradiated T91. 
o Local heterogenous nucleation of voids is likely responsible for producing the 
vacancy supersaturation needed for void nucleation in reactor irradiated T91. 
o The combination of helium trapping behavior and heterogeneous nucleation in 
reactor are likely responsible for the match in the cavity size distributions between 
reactor and dual ion irradiation despite the dual ion irradiation following 
homogenous void nucleation mechanisms at a higher temperature and damage rate.
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Chapter 8:  Future Work
The results and findings of this dissertation provided insight into the roles of temperature, 
helium co-injection rate, and irradiation damage rate on cavity nucleation. However, there are 
many unanswered questions and areas which merit further study.  
The effect of helium on the transition to growth dominant swelling. In this work, only one 
level of displacement damage was examined with single independent variable changes to 
determine cavity nucleation mechanisms. As the amount of radiation damage is increased, the 
microstructure will continue to evolve with the growth of voids, additional nucleation of bubbles, 
and possibly the formation of radiation induced precipitates. At high levels of damage, the sink 
strength of the cavities is expected to increase and become balanced with the remaining sinks in 
the microstructure. Tracking this sink strength evolution against the continued nucleation and 
growth of cavities will provide insight into how the bubbles nucleated at low damage levels 
influence the microstructure over the lifetime of a component.  
The role of heterogeneous nucleation on cavity nucleation. In this work, much of the 
analysis considered a homogeneous critical bubble model as the primary nucleation mechanism at 
high damage rates. In reactor relevant damage rates, however, the roles of precipitate-matrix 
interfaces, dislocations, and solute impurities are likely to play a larger role in cavity nucleation. 
The heterogenous nucleation sites are expected to lower the barrier for bubbles to transition to 
unstably growing voids and will be relevant at lower vacancy supersaturation values, such as those 
for reactor irradiation. Additional studies on other possible nucleation sites for cavities and the 
spatial heterogeneity of the microstructure need to be performed.  
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The effects of hydrogen implantation on cavity nucleation. In this work, helium was 
considered as the primary gas atom responsible for the nucleation and stabilization of 
cavities. However, in reactor, hydrogen is produced through (n,p) reactions and can also 
serve to nucleate cavities through the formation of H2 gas inside a vacancy cluster 
[223,224] or through chemical bonding between the alloying elements and hydrogen. 
Additional dual ion irradiations using iron ions and hydrogen co-implantation can isolate 
the role of hydrogen on cavity nucleation. Furthermore, hydrogen gas accumulation with 
helium gas accumulation appears to have a synergistic effect on cavity growth that is poorly 
understood [225–228]. Triple ion beam irradiations with iron ions, helium co-injection, 
and hydrogen co-injection simultaneously will assess the roles of these gases on cavity 





Appendix A - Temperature Histograms 
As the results, discussions, and conclusions partially depend on the irradiation temperature, the 








Figure A.1. Temperature histograms for temperature series of ion irradiations on T91 heat 30176 to 16.6 dpa with 5 MeV 




Helium Rate Series 
 
Figure A.2. Temperature histograms for helium rate series of ion irradiations on T91 heat 30176 to 16.6 dpa with 5 MeV 




Damage Rate Series 
 
Figure A.3. Temperature histograms for damage rate series of ion irradiations on T91 heat 30176 to 16.6 dpa with 5 MeV 
Fe2+ ions and energy degraded He2+ ions at 445°C with 4 appm He/dpa.  
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Appendix B - Benchmarking Helium Injection Through a Thin Foil Energy Degrader
As the results, discussions, and conclusions depend on the helium injection rate, the 
methodology and benchmarking experiments to validate the physics of a rotating thin foil energy 
degrader are presented in this appendix. Portions of this appendix have been published as an article 
[148] and repeated here for reference. 
A thin foil energy degrader can distribute light ions in a sample across the ion implantation 
range using a mono-energetic ion beam. A common method of controlling the light ion distribution 
in the target is to use multiple foils with different thicknesses on a rotating wheel [229]. The 
implantation profile will have localized peaks based on the thickness of the foils used in the wheel. 
A second method uses a single foil rotated in front of the beam [230]. The foil is rotatable to 
increase the electronic energy loss and scattering of the beam by changing the path length of the 
ion beam through the foil. By controlling the time spent at each angle during rotation, the depth of 
implantation can be manipulated to form any concentration profile of interest to the user. This 
work presents the description of a detailed computational methodology for a rotating thin foil 
energy degrader for use with monoenergetic MeV light ion beams. The effects of energy loss, 
scattering, and raster scanning are considered for calculation of the energy-degraded ion beam flux 
and fluence. Experiments to benchmark and validate the methodology are presented as a proof-of-
concept. The holder consists of a stainless-steel frame that secures a thin foil using a crimp, shown 
in Figure B.4 containing a 2.6 µm thick Al foil. The holder was attached to a rotatable feedthrough 
and controlled with a programmable stepper motor capable of rotating in 0.01° increments. A 
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custom program written in LabVIEWTM was developed to control the rotation of the foil from 0° 
to 60° degrees of rotation in both clockwise and counterclockwise directions. 
 
Figure B.4. The thin foil energy degrader used at the Michigan Ion Beam Laboratory for control of the implantation range of a light 
ion beam during multi-ion irradiation through foil rotation. The holder is shown with a 2.6 µm aluminum foil loaded and held taut 
by a crimp inside the holder frame. 
 
As the foil is rotated to increase electronic loss, the spatial flux profile also changes. To 
assess the ion flux as a function of both position and energy, a simple calculation method was 
developed using Stopping and Range of Ions in Matter (SRIM-2013) [149]. Ions enter a foil of 
known thickness with known ion energy, E0, and at a foil angle of θ0. An assumption is made that 
the ions are perfectly focused going into the foil as a standard input to SRIM. SRIM was then run 
to provide distributions in energy, position, and direction of the ions exiting the foil using the 
Transmit.txt output file option. One hundred thousand ions were used as an input to provide a large 
sample size for the resulting distributions.  
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To develop accurate spatial distributions of ions using SRIM, the thickness of the thin foil 
must be known. The foil thickness was measured using several methods: direct measurement with 
a micrometer, Rutherford Backscattering (RBS) of the foil placed on a carbon substrate, and by 
measuring the transmission of the ion beam current through the thin foil. To demonstrate these 
measurements, aluminum foils of 99.0%+ purity and varying thicknesses obtained from 
Goodfellow Inc. were used for all the experiments described in this work. RBS was used with a 
988 keV proton beam with a detector at 160° to calculate the thickness of the aluminum foil using 
SimNRA [231] to match the front and back edges of the aluminum signal. The transmission 
through the foil was measured by taking the ratio of current in a suppressed Faraday cup before 
the foil and a suppressed Faraday cup after the foil in the multi-beam chamber for a deuterium ion 
beam in an energy range from 600 keV to 900 keV in 20 keV increments. The calculated 
transmission profile was estimated using SRIM to determine the ratio of ions expected at the 
Faraday cup. Thickness measurements using three different techniques were in good agreement; 
2.4 ± 0.5 µm by micrometer, 2.6 ± 0.1 µm using transmission of the ion beam, and 2.58 ± 0.02 




Figure B.5. Comparison between thin foil thicknesses measured with RBS (a) and transmission of an ion beam (b). As the foil 
thickness controls the amount of energy loss and scattering, the thickness measurement is done with multiple techniques to 
determine the thickness within ±0.1 µm. 
Using the measured thickness of the aluminum foil, SRIM was used to calculate the energy, 
E, position vector in three dimensions, r, and direction vector, φ, in three dimensions for each ion 
exiting the foil and for each angle of foil rotation, θ, in one degree increments. Individual ions 
were then propagated from the foil to the sample surface following the direction vectors calculated 
with SRIM without any additional forces to alter the beam trajectory (Figure B.6). This resulted in 
a “plume” of ions forming a curved distribution. To ensure an even distribution of ions across the 
sample surface, the effects of raster scanning the beam were considered. The plume of ions was 
copied and added to itself with a small change (1 mm) in the raster scanned direction. This process 
was repeated until the entire raster scanned distance along the x and y directions of scanning were 
covered. The same variation in position would be used for a defocused ion beam passing through 
the foil and would be used for this simulation. The position and direction of each ion were then 
rotated to match the geometry between the ion beam’s original direction and the irradiation stage. 
For the multi-beam setup used in this thesis, the light ion beams impinge on the sample surface at 
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60° to the normal of the stage surface. SRIM was used after this geometric adjustment to calculate 
the implantation distribution of the energy degraded ions for each angle of foil rotation. Although 
the foil can rotate to higher angles beyond 60°, the increased amount of scattering from the 
apparent thickness significantly reduces the ion beam current density at the irradiation stage and 
makes these angles impractical for multi-ion beam irradiations.  
 
Figure B.6. A schematic of the foil degrader geometry considered for SRIM based calculations based on the foil rotation angle, θ, 
position of the ions after degradation, r, and direction of ions from the original direction, φ.   
 
To determine the implantation depth profile of a rotating foil energy degrader and the 
dosimetry of scattered and energy degraded ions, a methodology was developed. A brief overview 
of this methodology/technique is described in [148]. Our methodology used to calculate the energy 
degradation and scattering of ions is shown as a flowchart in Figure B.7. The methodology can be 
broken down into the calculation of three physical phenomena. First, ions enter a foil of known 
thickness with known ion energy, E0, and an incident angle of θ and exit the foil with a position 
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vector 𝑟 and direction vector ?⃑? . Second, the ions transverse through the vacuum following a 
straight line until the ions arrive at the Faraday cup (FC) or at the sample a certain distance away 
from the foil. Finally, ions implant into the sample based on its surface area.  
 
Figure B.7. A flowchart of the computational methodology used to calculate the energy degradation, scattering, and implantation 
of light ions with a thin foil energy degrader.  
 
The first section of the methodology addresses what happens to the ions in the thin foil. 
The script takes as input the mass of the light ion in amu, the initial positive charge state of the 
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ion, the atomic number of the light ion, the total number of ions for the calculation, the foil 
material, the foil thickness, the initial angle of foil rotation θ0 typically 0°, the final angle of foil 
rotation θf, and the rotation steps between θ0 and θf. From these parameters, the script generated 
TRIM.in files for each angle of foil rotation and ran them in the Stopping and Range of Ions in 
Matter (SRIM-2013 [149]) program by calling the TRIM.exe executable. The resulting output is a 
TRANSMIT.txt file for each foil rotation angle, θ, containing the energy, position vector, and 
direction vector for each transmitted ion. In this calculation it is assumed that all the ions start at 
the origin before they interact with the foil. This assumption will be addressed in the next 
calculation section.  
The second section of the methodology concerns how the direction and position of the ions 
leaving the foil travel through the vacuum to the FC and sample. This script takes as input the 
TRANSMIT.txt files, the ion mass, the atomic number of the ions, the target material composition, 
the target thickness, the target properties (such as the displacement energy, lattice binding energy, 
and surface energy), and the sample angle relative to the initial ion beam direction. Additionally, 
the geometry of the system such as the distances from the foil to the sample, the foil to the Faraday 
cup, and between the Faraday cup and the sample, the opening of the Faraday cup, and the target 
surface area are inputs to this section of the methodology. After reading in the TRANSMIT.txt 
file, the ions are translated across the vacuum using Eq. B.1 and a timestep of one picosecond until 
the distance between the Faraday cup is reached. The number of ions inside the circular opening 
of the Faraday cup is calculated and stored. Then, the ions are propagated again using Eq. B.1 until 
the ions reach sample.  At this point, the energy, position, and direction of each ion hitting the 
desired surface area on the sample are tallied. The ion scattering becomes significant with 
increased foil rotation angle. The calculated ion distributions for a 2.1 MeV helium ion beam 
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passing through a nominally 3 foil is displayed in Figure B.8. The distance from the foil to the 






cos ?⃑⃗?𝑖 𝑡 + 𝑟0,𝑖     Eq. B.1 
 
 
Figure B.8. Heat maps showing the distributions of energy degraded helium ions after travelling 26 cm in vacuum for the foil held 
at 0° and 55°.   
 
From the ratio of the number of ions in the TRANSMIT.txt file and the initial input ions, 
a transmission ratio is obtained as a function of foil rotation angle, 𝑅𝑇𝑟(𝜃𝑖). The ratio of the ions 
hitting the sample to the initial number of ions in the initial SRIM calculation is also obtained as a 
function of rotation angle, 𝑅𝑆𝑡(𝜃𝑖). Finally, the number of ions at the Faraday cup and the number 
of ions hitting the desired surface area on the target stage are given in a ratio as a function of foil 
angle, 𝑅𝐹𝐶−𝑆𝑡(𝜃𝑖). The position and direction of each ion were then rotated to match the geometry 
between the ion beam’s original direction and the irradiation stage. The energy, position, and 
direction of ions hitting the target are then compiled with the target material composition and 
properties to generate a TRIM.in for the target and TRIM.dat for the energy degraded ions as a 
function of foil rotation angle. To obtain smooth implantation profiles, the ions hitting the target 
surface are copied and compiled with itself if there are less than fifty thousand ions in the TRIM.dat 
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file. To assess the distribution of ions across the sample surface, the effects of raster scanning the 
beam were included in the calculation. To do that, the ion distribution was copied and added to 
itself with a small change (1 mm) in the raster scanned direction. This process was repeated until 
the entire raster scanned distance defined by slit apertures in the beamline along the x and y 
directions of scanning were covered. The raster scanned distribution was then normalized by the 
total number of ions in the distribution. The ratio of ions hitting the target surface with raster 
scanning to the ratio of ions hitting the target surface without raster scanning is quantified as a 
reduction in intensity of the ion beam as a function of foil rotation angle, 𝑅𝑅𝑠(𝜃𝑖). An example of 
the dependence of 𝑅𝑆𝑡(𝜃𝑖) and 𝑅𝑅𝑠(𝜃𝑖) on the foil rotation angle is included in Figure B.9.  
 
Figure B.9. An example of the dependence of the ratio of the ions hitting the target stage to the initial number of input ions, 𝑅𝑆𝑡(𝜃𝑖), 




The final section of the methodology address what happens as the ions come to rest in the 
target material. The TRIM.in and TRIM.dat generated by the previous section are divided among 
four copies of SRIM-2013 and run in a pseudo-parallel manner to reduce the computation time. 
The resulting output is the RANGE.txt implantation file as a function of foil rotation angle and 
distance from the surface,⁡𝐼(𝑥, 𝜃𝑖). The full implantation profile for a foil degraded beam is 
calculated using Eq. B.2 with the ion flux before the foil degrader and 𝑁 as the density of atoms 










∗ 𝑅𝑇𝑟(𝜃𝑖) ∗ 𝑅𝑆𝑡(𝜃𝑖) ∗ 𝑅𝑅𝑠(𝜃𝑖) ∗ 𝐼𝑜𝑛⁡𝐹𝑙𝑢𝑥   Eq. B.2 
The remaining term in this equation is the time spent at each angle of rotation, 𝑡𝜃𝑖. This is a 
user defined parameter and alters the relative contribution of an individual rotation angle to the 
final implantation profile. The time coefficient is the independent parameter to determine the 
overall shape of the implantation profile and controlled via a stepper motor external to the vacuum 
system and a rotatable feedthrough.  
By measuring the position of the ions in the plane normal to the beam direction, the position 
and directional components of the calculations were assessed. To assess the position and direction 
experimentally, a 3 MeV He++ ion beam focused to a Full Width Half Maximum (FWHM) of 2 
mm was passed through a 2.6 µm thick aluminum foil oriented perpendicular to the ion beam. An 
experimental setup consisting of a 1 mm diameter miniature suppressed Faraday cup faced the ion 
beam at 26 cm from the foil. The current was measured along x and y directions in 1 mm 
increments over a 25 mm travel distance in each direction to obtain the flux distribution. The 
experimental and computational beam intensity profiles are shown in Figure B.10. The overall 
shapes are in excellent agreement. The relative intensity to the center peak was calculated to 
provide a comparison point between the ion beam current measured experimentally, and the 
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number of ions used computationally in the SRIM based method described previously. The 
experimental profile was found to be wider than the computational profile, but this is expected. 
The experimental profile was derived from a 2 mm FWHM beam and the computational profile 
assumed a perfect line of ions. The difference in FWHM between the profiles was approximately 
2 mm, likely resulting from this assumption.  
 
Figure B.10. Comparison between experimental and computational beam profiles for a foil held perpendicular to a light ion beam 
showing excellent agreement in the shape of the helium ion beam after passing through a thin aluminum foil. 
 
Although the rotation of the foil is used primarily to control the energy loss of the ions, the 
relative amount of scattering in the foil must also be measured as a function of rotation angle to 
quantify effects of rotation on the beam current.  Using a 3.0 MeV He++ ion beam in both focused 
(2 mm FWHM) and raster-scanned conditions, the intensity of the ion beam relative to the focused 
beam was measured and compared to the computed intensity expected using SRIM. As shown in 
Figure B.11 for both beam conditions, the peak intensities were in good agreement with foil 
rotation. From the measurement of the shape of the profile (Figure B.10) and the relative intensity 
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loss during rotation (Figure B.11), the results from SRIM were found to adequately assess the 
direction, position and intensity of a thin foil degraded light ion beam. Because of the reduction in 
beam intensity with increasing rotation angle, achieving a uniform implantation profile requires 
the foil to be held for a longer time at the higher rotation angles. Between 0° and 30°, the loss in 
beam intensity from scattering is not significant and each angle can be rotated through quickly. 
For degrader angles greater than 30°, the time required to the same implanted ion concentration at 
each angle increases, for example for a hold time of 1 s at 30°, the hold times at 45°, 53°, 56°, and 
60° are 30 s, 140 s, 150 s, and 500 s. respectively.  However, Faraday cup measurements and 
profiling could not include an assessment of the energy of the degraded light ions.  
 
Figure B.11. Comparison between experimental and computational beam profiles for a foil held perpendicular to a helium ion beam 
showing when the foil is rotated, the computed intensity matches well with the experimental intensity for both focused and raster 
scanned beam conditions. 
 
Accurate dosimetry is critical to quantifying the number of implanted ions from degraded 
helium ion beams. For an energy degraded helium ion beam, the amount of scattering from the foil 
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degrader makes a Faraday cup measurement insufficient to quantify the dose at the target area 
without accounting for the distance between the Faraday cup and the target area. To determine the 
ion flux at the irradiation stage, the scattering and intensity measurements from the calculation 
method described previously are used to determine the ratio of the number of ions measured at the 
Faraday cup to the number of ions impacting a specified area on the irradiation stage. The current 
in the Faraday cup is recorded during irradiation and modified using this ratio to determine the ion 
beam flux on the irradiated area.  
To confirm the dosimetry calculation methodology for the energy degraded helium ions, a 
series of two helium implantations into high purity silicon at room temperature were performed. 
In the first helium implantation experiment, mono-energetic helium ions were injected into a high 
purity single crystal silicon substrate from Virginia Semiconductor with energies of 380 keV and 
then 140 keV to fluences of 2.0 × 1017 ions/cm2 using the 400 kV NEC Ion Implanter at the 
Michigan Ion Beam Laboratory (MIBL). The higher energy ion implantation was performed first 
to minimize the impact of the radiation damage induced by helium ions on the implantation profile 
shape. The helium ion beam was raster scanned over a 25 mm by 25 mm square area with four 
Faraday cups with 1 cm2 area each occupying a corner of the square. The current density is 
recorded on the Faraday cups and used with a charge integrator to determine the fluence of the 
helium ion beam.  
For the second helium implantation experiment, the silicon was implanted using a raster 
scanned 2.1 MeV He2+ ions from the 1.7 MV General Ionex Tandetron accelerator at MIBL. The 
implantations were performed with three conditions: without a thin foil to 1.0 ×1017 ions/cm2, 
passing through a 3.04 μm Al foil with the foil held perpendicular to the beam (0°) to a fluence of 
1.3 × 1017 ions/cm2 and with the foil rotated to 55° to a fluence of 0.9 × 1017 ions/cm2. The He2+ 
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charge state was chosen as the thin foil may strip an additional electron off a He+ ion beam and 
result in a distribution of charge states between He+ and He2+ at the Faraday cup [232], making ion 
flux measurements complex. A 3 m thick aluminum foil 99.0%+ purity was purchased from 
Goodfellow Inc. for this experiment The thickness of the foil was measured using Rutherford 
Backscattering Spectrometry (RBS) to have a thickness of 3.04 μm The Al foil was positioned 26 
cm in front of the silicon target with the Faraday cup positioned between the foil and the silicon 
sample approximately 16 cm from the foil. The Faraday cup had a radius of 1.27 cm. The silicon 
specimen was positioned to have the helium ions hit the sample surface at an incident angle of 60°. 
The slit aperture was set to have an area of 5 mm horizontally and 10 mm vertically, resulting in a 
area of 10 mm × 10 mm on the silicon specimen surface. A diagram of the experimental setup for 
this implantation is in Figure B.12. For the mono-energetic helium implantations, the SRIM-2013 
program was used to calculate the implantation profiles using the helium ion implantation 
distribution in Range.txt output file multiplied by the ion fluence and divided by the atomic density 
of silicon, 5 × 1022 at/cm3. A similar methodology was followed for the energy-degraded helium 
ions to obtain a calculated helium implantation based on periodic Faraday cup insertions and the 
calculated Faraday cup to stage ratio, 𝑅𝐹𝐶−𝑆𝑡(𝜃𝑖), for foil rotation angles of 0° and 55°. 
 
Figure B.12. A schematic of the system for helium implantations with 2.1 MeV He2+ ions and a thin Al foil energy degrader. The 




Following each implantation, elastic backscattering spectrometry (EBS) measurements 
were performed to measure the helium depth distribution and the integrated fluence. The cross 
section of elastic backscattered protons by Helium-4 were measured by Miller [233] and Godinho 
[234] in difference energy ranges and are available through the IBANDL database [235] for a 
scattering angle of 165°. The cross sections from the database were combined to obtain the 
4He(p,p0)
4He cross section in the energy range from 596 keV to 5384 keV as shown in Figure 
B.13.  
 
Figure B.13. Elastic backscattering cross sections used for helium concentration analysis from [233–235]. 
 
Elastic backscattering measurements were performed in the IBA geometry with Ortec BU-
012-050-100 detector and a scattering angle (θ) of 165°, sample tilt angle (α) of either -35° or -
55°, and an exit angle (β) of 50° or 70° using 2.38 MeV H+ ions as the incident particles on helium 
implanted and non-helium implanted areas of the silicon sample. The sample tilt angles were 
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chosen to maximize the depth resolution of the helium implantation profiles with the higher tilt 
angle used to measure shallower implantations. The resulting measurements were analyzed using 
the SimNRA program [231]. First, the front edge of the silicon RBS signal and the Si(p,p0)Si 
reaction using the cross sections from [236] in the helium implanted silicon was fit to determine 
the particles/sr for the spectra. The spectra for the non-helium implanted silicon was scaled to the 
same intensity as the silicon front edge in the spectra from the helium implanted silicon. The two 
spectra were subtracted to isolate the signal from the helium backscatter reaction. The resulting 
helium only spectra was then fit using SimNRA and the combined Miller and Godinho cross 
sections to produce the helium concentration profile with depth. 
To confirm the helium implantation range with a thin foil energy degrader, a TEM 
transparent lamella was produced from the helium implanted silicon using a standard FIB liftout 
method as transmission electron microscopy inherently has a higher spatial resolution than EBS. 
A low energy ion beam was used (5 keV and 2 keV) when the foil was still relatively thick (around 
150 nm) to thin the foil to a final thickness around 100 nm, which effectively eliminated TEM-
visible FIB damages induced at high beam energy. Scanning transmission electron microscopy 
bright field (STEM-BF) images were collected at a magnification of 80kx using a JEOL 2100F at 
the Michigan Center for Materials Characterization (MC2) to examine black dot defects generated 
by the helium implantation.  
As the number of visible defects was significantly large for hand counting techniques, the 
black dot defects were identified and analyzed with Trainable Weka Segmentation [237], a 
machine learning plugin in Fiji [159] based on the approach taken in [238]. The segmentation 
model was trained on multiple STEM-BF images of black dot defects in Si. A small fraction of 
false positives and false negatives occurred in the black dot defect identification, but they do not 
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significantly impact the depth analysis. Each group of pixels positively identified as a black dot 
defect was gathered in 100 nm depth bins to estimate the depths of the helium implantation 
profiles.  
The results for each EBS measurement with contributions from RBS, the Si(p,p0)Si 
reaction and the 4He(p,p0)
4He reaction are included in Figure B.14. As seen in this figure, the 
helium signal appeared at low channel numbers in an area of the silicon signal where no other 
reactions were captured. An example of the resulting signal is displayed in Figure B.15 showing 
the helium signal peaks in isolation. The comparison of the measured profiles from fitting this 
isolated spectra using SimNRA and the implantation profiles calculated from SRIM are included 
in Figure B.16. The locations of each peak measured with EBS were found to be accurate with the 
calculation from SRIM. The peaks were integrated with depth to calculate the measured fluence 
of helium ions for each peak. The results are included in Table B.1 with comparison to the fluence 
values calculated from the Faraday cups during implantation.  The integrated fluence of helium in 
each peak agreed with the fluence expected from Faraday cups measurements during the helium 
implantation. Therefore, EBS measurements can be used to accurately measure the amount of 
helium implanted and confirm the energy distribution of implanted ions through a comparison of 




Figure B.14. EBS spectra of the helium implanted silicon sample.  
 
 





Figure B.16. Comparison of the calculated helium implantation profile from SRIM (blue) and measured by EBS (red) for 140 keV 
and 380 keV He+ ions in silicon.  
 
Table B.1. Comparison of the helium implantation fluences from the FC measurements during ion implantation and from the EBS 
measurements to confirm the accuracy of EBS measurements.  
Helium Energy (keV) Measured Fluence from FCs 
(ions/cm2) 
Measured Fluence from EBS 
(ions/cm2) 
140 2.0 × 1017 2.1±0.2 × 1017  
380 2.0 × 1017 2.3±0.2 × 1017 
 
 EBS spectra were collected after each implantation for 2.1 MeV He2+ implanted silicon 
without the foil degrader and with the foil degrader at 0° and 55°. The implantation profiles are 
shown in Figure B.17. The helium implantation profile from the 55° foil implantation is shallower 
(or closer to the surface) and wider than the other profiles. Part of the difference in height is from 
the lower fluence injected for this implantation. However, at higher foil rotation angles, the energy 
straggling and scattering are increased compared to lower angles. This energy straggling widens 
the implantation peak and is likely responsible for the wider implantation profile observed with 




Figure B.17. Helium concentration profiles determined by EBS for 2.1 MeV He2+ implanted into silicon without a foil degrader 
and with the foil degrader held at 0° and 55°. 
 
Similarly, three distinct bands of a high density of black dot defects were observed in the 
STEM-BF images, shown in Figure B.18. The microstructure of the single crystal silicon exhibited 
very few visible defects outside the helium implantation area and thus, the examined defects can 
be attributed to the helium ion implantations. The number of defects identified through the 
Trainable Weka Segmentation as a function of distance from the surface is presented in Figure 
B.19. The height differences in the peaks are likely from the contrast differences in the individual 
images used for the Weka segmentation analysis. The overall shape and height of each defect band 
were consistent with the EBS measurements of the individual helium implantation peaks. The two 
foil degraded implantations overlapped in their defect production profiles and were unable to be 




Figure B.18. STEM-BF image of 2.1 MeV He2+ implanted into silicon without a foil degrader and with the foil degrader held at 0° 
and 55° showing the three implanted regions. 
 
 
Figure B.19. Defects identified with Weka segmentation analysis as a function of distance from the surface based on the STEM-
BF images in Figure B.18. 
 
The comparison of the implantation profiles from SRIM-2013 using the methodology 
described previously, the EBS measurements, and the Weka segmentation analysis of black dot 
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arbitrarily scaled to be compared with the SRIM simulations and EBS measurements as the 
absolute number of defects identified is not important to the comparison. Overall, there is excellent 
agreement between all the measurements. The locations of the peaks measured with EBS and TEM 
are consistent with the predicted ion ranges from SRIM, even after a thin Al foil energy degrader. 
The integration of the EBS measurements of each peak to obtain the fluence is presented in Table 
B.2. The fluence amounts measured agreed with the fluences calculated from periodic Faraday cup 
insertions. Thus, the methodology used to calculate the helium implantation profile using SRIM 
through a thin foil energy degrader was found to be accurate.  
 
Figure B.20. Comparison of the helium implantation profiles calculated with SRIM, measured with EBS, and analyzed with Weka 
segmentation based on STEM-BF images.  
 
Table B.2. Comparison of helium implantation fluences from the FC measurements during ion implantation with a thin foil energy 
degrader and from the EBS measurements to confirm the methodology of calculating the implantation profile of energy degraded 
helium ions.  
Foil Rotation Measured Fluence from FCs 
(ions/cm2) 
Measured Fluence from EBS 
(ions/cm2) 
No foil 1.0 × 1017 1.0±0.1 × 1017  
0° 1.3 × 1017 1.2±0.2 × 1017 
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