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abstract
Petal Diagrams and Seifert Surfaces
Jason Gardiner
Department of Mathematics, BYU
Master of Science
Petal diagrams of knots are projections of knots to the plane such that the diagram has
exactly one crossing. Petal diagrams offer a convenient and combinatorial way of representing knots via their associated petal permutation.
In this thesis we study the fundamental group and Seifert surfaces of knots in petal form.
Using the Seifert-Van Kampen theorem, we give a group presentation of the fundamental
group of the knot complement of a knot in petal form. We then discuss Seifert surfaces
and use decomposition diagrams to represent the Seifert surfaces of knots in petal form. We
finally give an algorithm to produce a set of decomposition diagrams for a spanning surface of
a knot in petal form and prove that for incompressible surfaces such decomposition diagrams
are unique up to perturbation moves.
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Chapter 1. Introduction

1.1

Knots and Knot Diagrams

Our objects of study in this thesis will be knots. A knot is simply an embedding of a circle
in S 3 :
Definition 1.1 (Knot). A knot k is the image of a smooth embedding of S 1 into S 3 .
We say that two knots are equivalent if there is a smooth isotopy between them in S 3 .
Although knots live in three dimensions, it is not always convenient to draw or represent the
knots in three dimensions. To deal with this, we frequently project them into two dimensions
and include some extra information concerning how the knot crosses itself:

Figure 1.1: A knot diagram for knot 942 . Image adapted from [1].

Definition 1.2 (Knot Diagram). A knot diagram D is the image of a projection of a knot K
into R2 , by first removing a point from S 3 away from the knot so we are left with R3 and then
choosing a projection to R2 so that any self-intersections of the image of K are transverse
double points (that is, you never have more than two strands of the knot intersecting at one
point) along with information about which strand crosses under the other.

1

Figure 1.2: Knots with seven or fewer crossings. Image from [2].
Knot diagrams are not unique, as they depend both on the isotopy representative and
projection of the knot. Because of this, many invariants of knot diagrams have been created
to help distinguish knot diagrams of different knots. The crossing number of a knot is one
of the most important invariants.
Definition 1.3 (Crossing Number). The crossing number of a knot diagram D is equal to
the number of intersections in the diagram. The crossing number of a knot K refers the
smallest crossing number of all of the possible knot diagrams of K.
The crossing number is a simple way to say how “complicated” a knot is. Because of
its simplicity, it is common to classify knots according to their crossing number as shown in
Figure 1.2.

1.2

Reidemeister Moves

Although knot diagrams significantly simplify our study of knots, they can still be very
complicated and every knot has infinitely many knot diagrams. This problem naturally
2

Figure 1.3: The Reidemeister Moves
leads to the following problem that is, in some sense, the most fundamental problem of knot
theory: When do two knot diagrams represent the same knot?
Although we can manipulate knot diagrams in an infinite number of ways, this problem
has a surprisingly simply answer. In 1927 Kurt Reidemeister showed that there is a set of
three moves called Reidemeister moves that can relate any two knot diagrams if and only
if they are diagrams of the same knot. These three moves are illustrated in Figure 1.3. In
each case, the move alters a small neighborhood of the diagram.
These moves give us an algorithmic way to determine if a knot diagram represents the
unknot. We can try all possible sequences of Reidemeister moves, and if the knot is the
unknot, then we will eventually find it. However, it is not at all obvious how to tell that a
knot diagram does not represent the unknot. It might seem reasonable to expect that we
could simplify the knot without increasing the number of crossings, but it turns out that
there are unknots that can only be untangled with Reidemeister moves by increasing the
number of crossings such as in Figure 1.4. However, Marc Lackenby solved this problem
by showing in [3] that any diagram of the unknot can be untangled in at most (236c)11
Reidemeister moves, where c is the crossing number of the diagram. This gives us a sure
(but not very quick) way of determining if a knot diagram represents the unknot.
Reidemeister moves are also useful for creating invariants of knots. If you have a potential
knot invariant and want to prove that it really is an invariant of the isotopy class of the knot,

3

Figure 1.4: A complicated unknot. Image adapted from [4].
it is enough to define it in terms of a diagram and then show that it is unchanged by the
Reidemeister moves.

1.3

Petal Diagrams

We now introduce the concept of a petal diagram, which was first introduced in [5]. A
petal diagram is a special knot projection where all the crossings are combined into one
multicrossing and where none of the loops (which are referred to as petals) coming out of the
multicrossing are nested (see Figure 1.5). All the information of the knot can be represented
by tracing along the knot and recording the height of the strand each time it passes through
the multicrossing, where the diagram is viewed from the top and the strand furthest from
the viewer is at height zero. This will give us a permutation of the numbers 0, . . ., n (where
n is the number of petals in the diagram) referred to as a petal permutation. In this thesis,
I will always assume that petal diagrams are oriented in the counterclockwise direction (if
it isn’t, then the diagram can be flipped so that it is). Thus, the knot represented in Figure
1.5 will be represented by permutation (6, 4, 2, 0, 3, 5, 1). Note that we can always apply
a cyclic permutation to a petal permutation to get a new permutation that represents the
same knot. For example, (0, 3, 5, 1, 6, 4, 2) represents the same knot as (6, 4, 2, 0, 3, 5, 1).
4

Figure 1.5: Petal diagram of the figure eight knot. The numbers indicate the height of the
strand with the zero strand being furthest from the reader.
If a knot has been isotoped so that its projection is a petal diagram, we will say that it
is in petal form. Let the axis of a knot in petal form be the line in S 3 that goes through
the multicrossing and is orthogonal to the projection plane when viewing the petal diagram.
The axis will intersect the knot in a finite number of points. Call these intersection points
stem points.
For a knot K, let the petal number p(K) be the minimum number of petals of any
petal diagram representing K. A petal diagram for K that has p(K) petals is said to be
a minimum representation of K. Note also that petal diagrams will always have an odd
number of petals.
All knots can be put in petal form and [5] gives an algorithm to change a standard knot
diagram into a petal diagram. For example, we can represent a petal diagram of the trefoil
knot with the permutation (3, 1, 4, 2, 0). Unfortunately, however, not all links can be put in
petal form.

1.4

Petal Moves

Because the Reidemeister moves are only sufficient to relate standard knot diagrams, it is
natural to ask if there is some analogous set of moves that we can define on petal diagrams.

5

We also want a set of moves like Reidemeister moves that we can use to find invariants from
petal diagrams. It turns out that there is a set of two moves that can be performed on petal
diagrams to relate any two equivalent petal diagrams. These moves, defined in [6], are called
petal additions and crossing exchanges.
1.4.1

Petal Additions. A petal addition is simply when you push a petal through the

axis so that the original petal is split into two, creating a new petal on the opposite side
of the axis. Petal additions change the permutation representing the petal diagram in the
following way.
Let i ∈ Z, and let hi : Z → Z be defined as:

hi (x) =




x

x<i



x + 2 x ≥ i.
Given a petal permutation p = (a0 , a1 , ..., an ), then p0 is obtained from p by a trivial petal
addition if for some 0 ≤ k ≤ n we have one of the following:

p0 = (hi (a0 ), ..., hi (ak ), i, i + 1, hi (ak+1 ), ..., hi (an ))

or
p0 = (hi (a0 ), ..., hi (ak ), i + 1, i, hi (ak+1 ), ..., hi (an )).
This new petal diagram will have two more petals than before. When we do the opposite
and remove a petal, this is called a petal deletion. Figure 1.6 shows an example of a petal
addition.
1.4.2

Crossing Exchanges. Crossing exchanges are a bit more complicated to explain.

To begin, we define the concept of left- and right-pairs. For a given petal permutation
p = (a0 , a1 , ..., an ), the left-pairs of the permutation are defined to be the set of tuples

6

Figure 1.6: These knot diagrams are sideviews of the trefoil knot (3, 1, 4, 2, 0). The blue arc
in the left diagram represents a petal. The right diagram shows what happens when we add
the petal (5, 4) between 4 and 2. The new diagram has petal permutation (3, 1, 6, 5, 4, 2, 0)

L = {(a0 ), (a1 , a2 ), ..., (an−1 , an )}
and the right-pairs are defined to be

R = {(a0 , a1 ), (a2 , a3 ), ..., (an−2 , an−1 ), (an )}.

Note that the left- and right-pairs of a permutation are not unique because we can always
apply a cyclic permutation to the petal permutation before we divide it into its left- and
right-pairs. For a particular left- or right-pair v = (a, b), the set E(v) = {a, b} is called
the set of endpoints for the pair (a, b). Let L and R be sets of left- and right-pairs for
the permutation p = (a0 , a1 , ..., an ), and let v and v 0 both be left-pairs (right-pairs) with
E(v) = {m, w + 1} and E(v 0 ) = {m + 1, w} for distinct integers m and w with w ≥ m + 2.
Now, suppose that for any left-pair (right-pair) α, E(α) is either contained in or disjoint
from the closed interval [m + 2, w − 1]. If this is the case, then p0 is obtained from p by a
crossing exchange if p0 can be obtained by swapping m and m + 1 and swapping w and w + 1
in the petal permutation p. Note that when viewing a knot in petal form from the side, the
diagram will consist of arcs on both sides of the axis that begin and end on the axis. We can
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m

m

m+1

m+1

w
w+1

w
w+1

Figure 1.7: The geometric idea behind the crossing exchange. Image from [6].
perform a crossing exchange if there are two arcs on the same side of axis with one nested
inside the other and with no arcs that intersect them. Performing the crossing exchange
will be equivalent to performing a type II Reidemeister move on the two arcs. For example,
when performing a crossing exchange in Figure 1.7, the arc that is connected to stem points
w and m + 1 is pulled through the other arc, then the other arc is pulled through it. So now,
the arc that was former connected to points w and m + 1 is now connected to w + 1 and m.

Chapter 2. Knot Groups
One way to try to distinguish different knots is by examining their complement in S 3 . Specifically, for a knot K, we can look at the fundamental group of the complement S 3 \K. We will
refer to this group as the knot group of K. We begin by introducing the Wirtinger presentation and continue on to create a presentation for petal diagrams by using the Seifert-Van
Kampen theorem.

2.1

The Wirtinger Presentation

It is easy to get a group presentation of the knot group of a knot by using a knot diagram of
the knot. The Wirtinger presentation of π1 (S 3 \ K) is very easy to calculate directly from an
oriented knot diagram of K. The generators of the group presentation correspond to the arcs
8

Figure 2.1: Each crossing will give a relation in one of these forms.
in the knot diagram, where an arc is an unbroken segment in the diagram that begins and
ends at an underpass. Each crossing on the diagram will give us a relation. The relations
for each crossing are determined as shown in Figure 2.1.
Example 2.1. As an example, we find a presentation of the fundamental group of the
complement of the figure eight knot 41 shown in Figure 2.2. Notice that there are four arcs.
This gives us four generators: a, b, c, and d. There are also four crossings, so we will end up
having four relations r1 , r2 , r3 , and r4 . The four relations will end up being:
a = c−1 dc

b = dad−1
c = a−1 ba
d = bcb−1 .
Giving us a group presentation for the knot group:

ha, b, c, d|a = c−1 dc, b = dad−1 , c = a−1 ba, d = bcb−1 i.
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Figure 2.2: The Figure Eight Knot. Image adapted from [1].

2.2

A Petal Presentation

To get a group presentation for π1 (K \S 3 ) from a knot’s petal diagram we use the Seifert-Van
Kampen theorem. We first give a statement of the Seifert-Van Kampen theorem from [7].
Note that the ∗ in the theorem refers to the free product.
Theorem 2.2 (Seifert-Van Kampen Theorem). If X is the union of path-connected open sets
Aα each containing the basepoint x0 ∈ X and if each intersection Aα ∩ Aβ is path-connected,
then the homomorphism Φ : ∗α π1 (Aα , x0 ) → π1 (X, x0 ) is surjective. If in addition each
intersection Aα ∩ Aβ ∩ Aγ is path-connected, then the kernel of Φ is the normal subgroup
N generated by all elements of the form iαβ (ω)iβα (ω)−1 (where iαβ : π1 (Aα ∩ Aβ , x0 ) →
π1 (Aα , x0 ) is the homomorphism induced by the inclusion Aα ∩ Aβ ,→ Aα ) for ω ∈ π1 (Aα ∩
Aβ , x0 ), and hence Φ induces an isomorphism π1 (X, x0 ) ≈ ∗α π1 (Aα , x0 )/N .
We now use this theorem to find a group presentation of the fundamental group of the
complement of a knot from a petal diagram representing the knot. Let K be a knot in petal
form with n petals. First, we divide the complement of the knot into two parts. The inside
part V will be an open ball containing the convex hull of the stem points (but that doesn’t
10

Figure 2.3: Everything outside the dotted circle is U . Everything inside the dashed circle is
V.
completely contain any of the petals) intersected with the knot complement. The outside
part U will be the rest of the knot complement, but with part of the inside so that U ∩ V is
an open ball with a closed ball removed from its inside (with 2n holes in it that correspond
to where the knot goes through the sphere). This setup is illustrated with the trefoil knot
in Figure 2.3. Note that V will be an open ball with n tubes that go through it, and U will
be the complement of a closed ball in S 3 that then has n tubes cut out of it that begin and
end on the surface of the closed ball. Thus, the fundamental group of both U and V will be
the free group on n elements, so the free product of the fundamental groups of U and V will
be the free group on 2n elements.
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We pick a point x0 above the knot (that is, towards the reader when viewing the knot’s
diagram) in U ∩ V to be the basepoint. We now label the 2n holes in U ∩ V as shown in
Figure 2.3. Note that the prime indicates that it is an element of π1 (U ∩ V, x0 ). If the letter
is an a and there is no prime, then it is referring to an element of π1 (U, x0 ). A b without a
prime refers to an element of π1 (V, x0 ).
When a path begins and ends at x0 and goes once around one of the holes in U ∩ V , we
will use the label of the hole to denote the element of π1 (U ∩V, x0 ) that this path corresponds
to. For elements of π1 (U ∩ V, x0 ), we will choose the positive direction around the hole to be
the direction that makes the right-hand rule point out into U . In U , we will say that a path
goes around a tube in the positive direction if, when using the right-hand rule your thumb
points in the same direction as the orientation of the knot (remembering that the knot is
oriented in the counterclockwise direction). We do the same in V , but because the tubes
will be pointing in so many directions, it is a bit trickier to define the element a specific path
corresponds to. When looking at a strand in a petal diagram, we say that a path that starts
near the viewer and goes down past the strand passes on the positive side of the strand if
continuing around the strand and coming back up towards the viewer makes it go around
the strand in the positive direction. If a tube is labeled b, then the path corresponding to
the element b will be the path that goes down and passes all the tubes above tube b on their
positive sides, goes around b in the positive direction, and then comes back up passing the
tubes on the same sides as when going down. Thus, the path shown in Figure 2.4 represents
the element C if the knot is coming towards the reader in tubes A and C and is going away
from the reader in tube B. If, however, the knot came towards the reader in all three tubes,
then the path in the figure would not be going down past B in the positive direction and
the path would correspond to B −1 CB.
With our notation set, we can now find our group presentation.

Let iU V : π1 (U ∩

V, x0 , x0 ) → π1 (U, x0 ) be the homomorphism induced by the inclusion U ∩ V ,→ U and
let iV U : π1 (U ∩ V, x0 , x0 , x0 ) → π1 (V, x0 , x0 , x0 , x0 ) be the homomorphism induced by the

12

Figure 2.4: The circles represent the tubes in V that the knot goes through. If the orientation
of the knot points towards the reader, then the right-hand rule tells us that when the path
goes in a counterclockwise direction around the tube it is going in the positive direction with
the clockwise direction being its inverse.
inclusion U ∩ V ,→ V . In order to find all the elements of the form iU V (ω)iV U (ω)−1 for
ω ∈ π1 (U ∩ V, x0 ), we only need to calculate iU V (ω)iV U (ω)−1 for each of the generators of
the fundamental group of π1 (U ∩ V, x0 ). Thus, all we need to do is find each iU V (ω) and
iV U (ω) where ω lists over every a0j and b0j . Then we will have a complete set of relations for
our group presentation.
We begin by calculating iU V and iV U for every b0j . Note that iU V (b0j ) will be equal to
some a−1
k where k is the number that comes directly before j in the petal permutation. It
is a bit more complicated to determine how to represent iV U (b0j ). This element always ends
up being of the form w−1 b−1
j w, where w will be all the tubes that the path didn’t pass on
the positive side (when going downward) written so that the indices are in ascending order.
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We now find iU V and iV U for every a0j . It is immediate that iU V (a0j ) = aj for each j. To
calculate iV U (a0j ), we follow the same procedure as when calculating iV U (b0j ). Our element
will always be of the form w−1 bj w where w will be all the tubes that the path didn’t pass on
the positive side when going downward written so that the indices are in ascending order.
Example 2.3. We now make a group presentation for the trefoil knot (3, 1, 4, 2, 0) shown in
Figure 2.3. The generators will be a0 , a1 , a2 , a3 , a4 , b3 , b4 , b0 , b1 , b2 . Calculating iU V for each
of the a0j and b0j is simple:
iU V (b03 ) = a−1
0

iU V (a00 ) = a0

iU V (b04 ) = a−1
1

iU V (a01 ) = a1

iU V (b00 ) = a−1
2

iU V (a02 ) = a2

iU V (b01 ) = a−1
3

iU V (a03 ) = a3

iU V (b02 ) = a−1
4

iU V (a04 ) = a4 .

We can now calculate iV U for each a0j and b0j :
−1
iV U (b03 ) = b−1
4 b3 b4

−1
iV U (a00 ) = b−1
4 b3 b0 b3 b4

iV U (b04 ) = b−1
4

iV U (a01 ) = b−1
4 b1 b4

−1 −1
iV U (b00 ) = b−1
2 b1 b0 b1 b 2

iV U (a02 ) = b2

−1
iV U (b01 ) = b−1
2 b1 b2

iV U (a03 ) = b3

−1 −1
iV U (b02 ) = b−1
4 b3 b2 b3 b 4

iV U (a04 ) = b4 .

Which gives us the full set of relations:
−1 −1
a−1
0 = b4 b3 b4

−1
a0 = b−1
4 b3 b0 b3 b4

−1
a−1
1 = b4

a1 = b−1
4 b1 b4

−1 −1 −1
a−1
2 = b2 b1 b0 b 1 b2

a2 = b 2

−1 −1
a−1
3 = b 2 b1 b2

a3 = b 3

−1 −1 −1
a−1
4 = b4 b3 b2 b3 b4

a4 = b 4 .

We can then easily get rid of each ai and making it so we only have five generators and
relations.
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Chapter 3. Seifert Surfaces

3.1

Seifert Surfaces and Seifert’s Algoritihm

We now introduce Seifert surfaces which will be the main focus of the rest of this thesis.
Definition 3.1 (Seifert surface). A Seifert surface for an oriented knot K in S 3 is a compact,
oriented surface in S 3 whose boundary is equal to K.
We also introduce the concept of a spanning surface:
Definition 3.2. A spanning surface for a knot K in S 3 is a compact surface in S 3 whose
boundary is equal to K.
Given these definitions, it is natural to ask whether Seifert and spanning surfaces always
exist, and if so, how to construct them. It turns out that Seifert surfaces (and thus spanning
surfaces) always exist and that, given a knot diagram, they are easy to construct. We recall
an algorithm to construct them known as Seifert’s algorithm [8]:
Theorem 3.3 (Seifert’s Algorithm). There exists a Seifert surface for every oriented knot
K in S 3 .
Proof. Let D be a knot diagram for knot K in S 3 . Start by looking at each crossing. Modify
each crossing as shown in Figure 3.1, making sure that the orientation of each part is still
consistent. When you have done this to each crossing, you will be left with a diagram of
non-intersecting circles referred to as Seifert circles. In the final Seifert surface, each circle
will be the boundary of a disk. If a circle is contained in another circle, then it can be viewed
as a disk “floating” closer to the reader than the larger circle behind it (which also a disk).
Now, at each spot where there used to be a crossing, glue a rectangular strip between the
two disks that has been twisted so that its boundary matches the crossing that used to be
there like in Figure 3.2. The finished result is a Seifert surface for K, which completes the
proof.
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Figure 3.1: When following Seifert’s algorithm, modify each crossing so that the orientation
of the knot is still consistent.

Figure 3.2: When replacing the crossings with strips, the strips must be twisted so that the
edges of the strip match the original crossing.
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Remark. Using the method described in the proof of Theorem 3.3 above, we can easily make
a Seifert surface from a diagram of a knot. It should be noted, however, that this algorithm
requires you to start with a standard knot diagram and will not work directly from a petal
diagram. We will later give an algorithm to construct a spanning surface directly from a
petal diagram.
Example 3.4. We now construct a Seifert surface for the knot 819 shown in Figure 3.3.

Figure 3.3: Knot 819
First we modify each of the crossings as shown in Figure 3.4.

Figure 3.4: Knot 819 with the crossings modified.
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This leaves us with 3 Seifert circles. Now, for each of crossings in the original knot, we
glue half-twisted rectangular strips, making sure to match the original crossing. This will
give us our final result.

3.2

Petal Decompositions

As noted in the previous section, we can’t use Seifert’s algorithm to make a Seifert surface
directly from a petal diagram. Instead, we would have to manipulate the petal diagram and
turn it into a standard knot diagram. We will shortly give an algorithm to make a spanning
surface from a petal diagram, but we first briefly discuss bridge trisections and use these to
motivate our discussion of spanning surfaces of petal diagrams.
3.2.1

Bridge Trisections. The next three definitions come from [9].

Definition 3.5 (Trisections of S 4 ). A trisection of a S 4 is a decomposition of S 4 = X1 ∪
X2 ∪ X3 such that
1. Xi is a 4-ball
2. For all i, j ∈ {1, 2, 3}, Bij = Xi ∩ Xj = ∂Xi ∩ ∂Xj is a 3-ball
3. X1 ∩ X2 ∩ X3 = B12 ∩ B23 ∩ B31 is a 2-sphere
Definition 3.6. A trivial c-disk system is a pair (X, D) where X is a 4-ball and D ⊂ X
is a collection of c properly embedded disks D which are simultaneously isotopic into the
boundary of the 4-ball X.
We now give the definition of a bridge trisection:
Definition 3.7. A (b, c1 , c2 , c3 )-bridge trisection of a knotted surface K ⊂ S 4 is a decomposition of the form (S 4 , K) = (X1 , D1 ) ∪ (X2 , D2 ) ∪ (X3 , D3 ) such that
1. S 4 = X1 ∪ X2 ∪ X3 is a trisection of S 4 as defined above
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2. (Xi , Di ) is a trivial ci -disk system
3. (Xi , Di ) ∩ (Xj , Dj ) is a b-strand trivial tangle.
Every knotted surface K, it turns out, has a bridge trisection [9]. Intuitively, a bridge
trisection is when we divide up a closed knotted surface in S 4 into three parts. To begin, we
first split S 4 into three copies of B 4 , D, E, and F . We then divide the boundary of each B 4
into two 3-balls, Da and Db , Eb and Ec , and Fc and Fa , where Db is glued to Eb , Ec is glued
to Fc and Fa is glued to Da . The boundary of B 4 is equal to S 3 , so each of these pieces (Da ,
Db , Eb , etc.) will be copies of B 3 .
Now, suppose we have a knotted surface K in S 4 . A bridge trisection of this surface is
a decomposition of K. We decompose this surface into three parts: K ∩ D, K ∩ E, and
K ∩ F . When we look at each part, we can decompose it further. We decompose it so that
the surface is equal to several disks that have been glued to some unlinks on the surface of
the 4-ball. These unlinks can then be split into two tangles, where the two tangles live in
the two different 3-balls that make up the surface of the 4-ball. For example, Eb and Ec will
both contain tangles in them so that when they are glued together to form the surface of E,
the tangles become trivial. We then glue disks to each of the components of the unlink to
make K ∩ E.
Many of the definitions and theorems that follow in this thesis will be analogous to this
construction, only in one dimension lower. For example, this next definition will show how
to divide a Seifert surface in S 3 into multiple pieces.
Definition 3.8 (Petal Decomposition). Let K be a knot in petal form with axis A and n
petals. Let S be an surface with ∂S = K. Divide up S into n sections by first intersecting
the surface with n half-planes that all intersect axis A and extend outward between each
of the petals (as shown in Figure 3.5) and then by isotoping the surface so that all of its
intersections with the n half-planes are transverse. This is a petal decomposition of S. We
refer to the intersection of the surface with one of the half-planes, as a decomposition diagram
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Figure 3.5: A petal diagram with half-planes coming out of the axis that will intersect the
Seifert surface.
of the surface. We say that two distinct decomposition diagrams are adjacent if they are on
either side of the same petal.
Remark. Note that having a complete set of n decomposition diagrams for a Seifert surface
will never uniquely describe the Seifert surface. For any Seifert surface, we can always attach
a tube to two parts of the surface without changing any of the decomposition diagrams as
long as we make sure that the tube doesn’t pass through any of the half-planes. Because of
this, a set of decomposition diagrams will always describe infinitely many surfaces.
Definition 3.9. We say that a set of decomposition diagrams is reduced if
1. Each diagram consists entirely of non-intersecting arcs that begin and end at points
on axis A.
2. When two adjacent diagrams are glued together along A, all the half-circles become
full circles except for one curve that begins and ends on two distinct stem points.
3. When two adjacent diagrams are glued together along A, all circles surround or intersect a stem point.
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Figure 3.6: An example of two adjacent diagrams that have been glued together and that
are reduced. Note that the points on the axis are the stem points with the lowest point being
at height zero. The (2, 5) above the diagram indicates that the petal comes out at height
two and goes in at height five.
Example 3.10. For the knot 819 , which has petal permutation1 (0, 3, 6, 2, 5, 1, 4), Figure 3.8
shows a complete set of reduced decomposition diagrams for a Seifert surface of the knot.
Remark. Note that adjacent pairs of diagrams always surround one particular petal in the
knot. For example, the first two diagrams for the petal permutation (3, 1, 4, 2, 0) will correspond to the petal (3, 1). The second and third diagrams would correspond to petal (4, 2),
and so on with the third and fourth corresponding to (0, 3), the fourth and fifth corresponding to (1, 4), and the fifth and first corresponding to (2, 0). The petal that a pair of diagrams
corresponds to also tells us which two stem points will be connected by a path when the pair
of diagrams are glued together.

3.3

Existence

The decomposition diagrams of a Seifert surface can be very complicated. However, by
restricting ourselves to incompressible Seifert surfaces, we can always find reduced diagrams
for the surface. First we define what it means for a surface to be incompressible [10]:
1
This permutation and the permutation for knot 942 later on come from the table at the end of [5]. The
permutations for the trefoil and figure eight knots are from [6]
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Figure 3.7: An example of two adjacent diagrams that have been glued together and that
are not reduced. These diagram aren’t reduced because there are circles on it that do not
surround or intersect any stem points.
Definition 3.11. A surface S in S 3 is incompressible if for every disk D in S 3 with D ∩ S =
∂D, there is a disk D0 in S with ∂D0 = ∂D.
We refer to the disk D in the definition as a compressing disk. If you cut an incompressible
surface along the boundary of a compressing disk and then glue disks to both of the new
boundaries, you will always be left with a surface that is isotopic to the original surface and
an embedded sphere.
Theorem 3.12. Let S be an incompressible surface in S 3 with one boundary component.
Then S is isotopic to another surface S 0 whose boundary is in petal form and whose decomposition diagrams are all reduced.
Proof. Isotope the boundary of S in petal form with n petals. Now create a petal decomposition of the surface. Note that the boundary of each piece in the decomposition will always
be a disjoint union of copies of S 1 . Also note that for any piece in the decomposition, the
entire boundary will be on the decomposition planes except for the boundary that is part
of the knot’s petal. So, when two adjacent decomposition planes have been glued together
on the axis, the intersection of the surface with the two planes will consist entirely of circles
except for a curve that goes between the two stem points that the petal is connected to.
These circles can be arranged on the decomposition diagrams in multiple ways:
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Figure 3.8: This is a set of reduced decomposition diagrams for the knot 819 which has petal
permutation (0, 3, 6, 2, 5, 1, 4). If you glue together any two adjacent diagrams in this figure
along their axes (meaning that you “flip” one of them and make the points on the axes
match up), there will be a path that goes between two stem points that correspond to one
of the petals of the knot. For example, gluing together the fourth and fifth diagrams gives
a diagram with a path between stem points 4 and 0.
Case 1: The circle doesn’t contain or intersect any stem points. Because the surface is
incompressible, any circle on S that bounds a compressing disk in S 3 will bound a disk on
S. So, we can find a compressing disk on either side of the planes as illustrated in Figure
3.9 and then compress along either one. We choose to compress along the disk that makes it
so the surface no longer intersects the plane in that spot. The sphere might intersect lots of
other planes, but it will always intersect them as circles that don’t contain or intersect any
stem points, or it will intersect them in half-circles that are completed into circles when the
plane’s adjacent diagram is glue on. In the latter case, the circle can’t contain or intersect
any stem points, otherwise the sphere would have to contain the entire knot. This means
that there is nothing blocking the surface, so we are able to isotope the surface so that it
isn’t intersecting the planes anymore. This is equivalent to removing the circle from the
diagram.
Case 2: The circle contains stem points, or the circle intersects stem points. In this case,
the circle can’t be removed, but because all the stem points are on axis A, these circles will
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Figure 3.9: The dotted lines represent two compressing disks on either side of two adjacent
planes. We would compress along the disk represented by the dotted lines that are to the
left of and above the other dotted lines, because the disk represented by the other dotted
lines would then be inside of the sphere.
be around points on axis A, so “ungluing” the decomposition planes will leave half-circles in
both decomposition planes, meaning that the decomposition diagrams are reduced.
We can thus remove any circles that make our diagrams not reduced without changing
the surface. Thus, we have that our surface S is isotopic to a surface S 0 with reduced
diagrams.
We will need the algorithm outlined in the proof of Theorem 3.12 in the uniqueness
section, so we will write it out more carefully and show that it is well-defined, that is, that
it will always give the same set of reduced diagrams.

3.4

The Reduction Algorithm

Given an incompressible surface with one boundary component that has been fixed into petal
form with n petals, we can make the set of diagrams into a set of reduced diagrams through
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Figure 3.10: Two adjacent decomposition diagrams that have been glued together. The
circle on the right plane does not surround or intersect any stem points and and can thus
be removed if the surface is incompressible. The two circles in the middle, however, can’t be
removed because they either surround or intersect stem points.
the following steps:
1. Pick one of the diagrams to start on.
2. Glue the axis of this diagram to the axis of the next adjacent diagram (going in the
counterclockwise direction).
3. Find all circles that can be removed from the plane. Remove all the circles. If there
are nested circles, remove the innermost circles first. Note that removing a circle in
one pair of diagrams may remove circles in other pairs of diagrams.
4. Now, go to the next plane (meaning the plane that was glued to the first plane in step
2) and repeat these instructions until you have glued the last plane to the first plane
and removed the circles.
We now show that the result of this diagram does not depend on any of the choices in
the algorithm and that it is thus well-defined.
Theorem 3.13. Given a set of diagrams for an oriented incompressible surface, the resulting
set of reduced diagrams that the reduction algorithm gives does not depend on the initial choice
of diagram or on the order in which the circles are removed.
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Proof. When removing a circle in the reduction algorithm, we compress the surface along
it and end up with two components where one component is equivalent to the original
surface and the other is a sphere. We can then think of the process of removing a circle as
compressing along a disk and then getting rid of the sphere. It is possible that the sphere
intersects other planes, so removing the sphere might get rid of circles on other planes, but
it can never increase the number of circles. When removing a circle, the component that is
equivalent to the original surface will also stay the same as it was before except for an open
neighborhood around the disk that becomes the sphere that is removed.
Thus, we know that the number of circles that can be removed will always decrease by
at least one when removing a circle, and we know that removing a circle won’t change which
other circles can be removed except possibly by removing them too. So, it doesn’t matter
what order we remove the circles in. Because it doesn’t matter what order we remove the
circles in, it also doesn’t matter which plane we pick as our starting plane because this choice
only serves to decide which circles to remove first. Thus, the algorithm will always give the
same output for a specific set of diagrams.

3.5

Uniqueness

As previously noted, a set of decomposition diagrams will always describe infinitely many
surfaces; however, we will later show that the diagrams do uniquely describe incompressible
surfaces. But first, we will consider how many sets of diagrams can represent a given surface.
It turns out that by restricting ourselves to incompressible surfaces the reduced diagrams
will be unique up to some trivial perturbations. We begin by defining what we mean by
trivial perturbations.
Definition 3.14 (Trivial Perturbations). Let A1 and A2 be a pair of adjacent decomposition
diagrams and let B1 and B2 be another pair of adjacent decomposition diagrams. Glue A1
and A2 along their axes and then glue B1 and B2 together along their axes. Call these new
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diagrams A and B respectively. We say that the pair A1 and A2 can be trivially perturbed
to be equal to B1 and B2 if the curves on A can be isotoped to be equal to the curves
on B while keeping the points of the curves that are on stem points fixed. We say that
two sets of diagrams are the same up to trivial perturbations if all the adjacent pairs of
decomposition diagrams in one set can simultaneously be trivially perturbed to be equal to
their corresponding adjacent pairs in the other set.
Remark. Note that for two sets of diagrams to be the same up to trivial perturbations,
you have to be able to simultaneously perturb all of the adjacent pairs at once. This is
because each decomposition diagram has two diagrams adjacent to it. Thus, when altering
one adjacent pair you will often end up altering all the adjacent pairs at once. Adding the
simultaneity condition makes sure that the adjacent pairs of diagrams can all be related to
the other set’s adjacent pairs at the same time.
Theorem 3.15. Let S be an oriented incompressible surface with one boundary component
that has been fixed in petal form. There is a set of reduced decomposition diagrams for S
that is unique up to trivial perturbations.
Proof. Let S be an incompressible surface with one boundary component that has been fixed
into petal form with n petals. Let θ(x, t) : S × [0, 1] → S 3 be an isotopy of S relative to ∂S.
S
Let M = t∈[0,1] (θ(S, t), t) ⊂ S 3 × [0, 1] and let Mt = (θ(S, t), t). Perturb M so that Mt is
transverse to the axis at every t and so that it is still an isotopy. To see that we can do this,
create a smooth family of isotopies Φ : S × [0, 1] × B 4 → S 3 × [0, 1] that are indexed by ball
B 3 so that Φ(x, t, 0) is equal to θ(x, t) and so that Φ is transverse to the axis A. We then
know that Φ(x, t, b) is transverse to A for almost all b ∈ B 3 . We know that embeddings are
stable, so we know that for each t ∈ [0, 1] there is an open neighborhood of (t, 0) in [0, 1]×B 3
such that all the isotopies are still embeddings. So, we can find a neighborhood for each
t, and because [0, 1] is compact, we can take a finite number of these neighborhoods that
cover [0, 1]. We can then make the isotopy transverse to the axis and keep it an isotopy by
making sure that we pick b ∈ B 3 in the union of these neighborhoods. We then know that
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Figure 3.11: Each horizontal circular slice is an open neighborhood on the surface at a
particular moment in time (thus, the height represents the time parameter in the isotopy).
Each point on an arc is mapped to the axis by the isotopy. The two black points on the
green arc move together as time goes forward, combine into one point, and then disappear.
in a neighborhood of the axis, the isotopy will be transverse to the planes. Finally, we can
make the rest of the surface transverse to the planes while not moving the neighborhood
around the axis.
Let A ⊂ S 3 be the axis of ∂S, and let P be the union of all the decomposition planes.
Now, look at the preimage of the axis θ−1 (A). We know that the surface intersects the axis
at a finite number of points at each time t with n of these points lying on the boundary of
the surface. Note that at each time t, the points of the surface that intersect P form a graph
on S where the edges correspond to the intersections of the interiors of the planes with the
surface and where the vertices correspond to the points on the surface that intersect the
axis. Thus, if the axis intersects the surface at a non-boundary point, then that point will
have n edges coming from it, one for each half-plane. If the axis intersects the surface at a
boundary point (making it a stem point), then there will be either

n+1
2

or

n−1
2

edges coming

from it. Because each edge corresponds to a specific half-plane, we can assign each half-plane
a different color and then color each edge depending on which half-plane it corresponds to.
We now examine how the preimage of the axis can change and show that there are only
a few meaningful ways in which it can change. Figure 3.11 gives an example of how the
preimage of the axis might look. We then show how the surface changes when the preimage
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changes in each of these ways, and then show that the reduction algorithm will give the same
result no matter how the isotopy moves the surface. Because the boundary of the surface
is fixed, the n points in the preimage of the axis that correspond to the stem points will
remain constant for each time t. The other points, however, can change over the course of
the isotopy. There are four possibilities for how these points can change:
1. The points remain constant.
2. The points move, but never touch each other.
3. Two points move closer to each other and eventually combine into one point which
disappears.
4. A point appears and splits into two separate points (this is the inverse of the previous
possibility).
We are trying to show that the reduced diagrams are unique, so we need to show that
no matter how the isotopy changes the diagrams, the reduction algorithm will always give
the same output. Thus, we don’t need to consider cases where the graph doesn’t change,
because these will correspond to the diagrams staying the same, which, because of Theorem
3.13 we know won’t change the output of the reduction algorithm.
In the first possibility, the graph these points make on the surface won’t ever change.
The graph won’t change in the second possibility either. The graph will change, however, in
the third and fourth cases.
Because the third and the fourth cases are simply inverses of each other, we will only
consider the third case. To treat this case, take a neighborhood N around the two points in
the surface, pick small ε > 0, and consider the intersection of N × (t − ε, t + ε) with A ∪ P .
As time goes forward and the two points combine into one, their path will look something
like the green arc in Figure 3.12. In this figure, each horizontal circular slice represents a
moment in time. The colored paths between the two points represent the edges of the graph.
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Figure 3.12: Each circular slice represents a moment in time. The green arc represents the
two points on the axis that slowly combine into one point and then disappear. The blue,
black, and red arcs represent the edges of the graph.

Figure 3.13: We can move the surface around so that we have this picture instead of the one
shown in Figure 3.12.
For example, at the bottom of the figure, two red lines representing the intersection with the
red half-plane go out to the edge of the circle. To simplify the drawing, the red path only
shows where the red edges of the graph intersect the outside of the circle at each moment in
time, thus there should really be a disk glued along the union of the green arc and the red
path. There should also be disks glued along the union of the green arc and the black path
and the green arc and the blue path. Now, we can move the surface so that the disks only
intersect the outside of the cylinder on the bottom as shown in Figure 3.13. By isotoping
the surface so that we have this nicer picture, we are able to always assume that the two
points that are combining together have all their edges connected to each other.
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Figure 3.14: Some of the ways the two points can combine. When the edges become circles,
the circles all separate from each other when the point disappears, which means that they
will be circles that the reduction algorithm will remove.
Now, when two points on the axis with all their edges connected to each other combined
together, either all the edges shrink down and disappear with the point, the endpoints of
all the edges connect together leaving us with a circle for each edge, or some of the edges
shrink down and some of the edges turn into circles. Some of these possibilities are shown in
Figure 3.14. Notice that with all the edges between the two points connected together that
this means that we will have circles several of the adjacent pairs of half-planes. Thus, we will
be able to remove all of these circles, and it will be the same as though all the edges shrank
down and disappeared with the point. If the edges become circles, then the circles will all
separate from each other when the point disappears, which means that they will be circles
that the reduction algorithm will remove, leaving us in the same situation as when the all
the edges shrink down. Thus, two points on the axis combining and then disappearing (or a
point appearing and splitting apart) won’t affect the result of the reduction algorithm.
We now look at the preimage of the planes. The critical points in this preimage will
correspond to a few different cases:
1. A circle in the interior of the plane shrinks to a point and disappears.
2. A point appears and expands into a circle.
If the circle shrinks to a point, this corresponds to the surface being pulled out from
the plane. When a point appears and expands into a circle, this corresponds to the surface
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being pushed through the surface. Because these circles are in the interior of the planes, we
know that they are not surrounding or intersecting any stem points. Thus, the reduction
algorithm would end up removing the circle and pulling the surface out from the plane.
Thus, the reduction algorithm would give the same result either way.

3.6

Seifert-Type Algorithm for Petal Diagrams of Knots

In this section we give an algorithm to make spanning surfaces from petal diagrams. Note
that this algorithm will not necessarily produce an oriented surface, (which is why we only
say that it gives a spanning surface of the knot and not a Seifert surface of the knot). Let
K be a knot that has been placed in petal form with n petals. We will create a spanning
surface for K by finding a set of reduced diagrams.
Each diagram will consist of a rectangle where one side is the axis of the knot. On
the axis there will be n stem points. Because our diagrams will be reduced, when any two
adjacent diagrams are glued together along the axis, there will be a path between two stem
points that will correspond to one of the petals of the knot. For example, if the two adjacent
diagrams are on either side of a petal that goes from a height of one to a height of four, then
there will be a path on the diagrams (after they have been glued together) that starts at the
stem point at height one and ends at the stem point at height four.
The first diagram will have no arcs on it. To meet the reduced condition, when the first
and the second diagrams are glued together there should be exactly one arc, and that arc
should begin and end at the stem points that correspond to the first petal of the knot (that
is, the first two numbers in the petal permutation of the knot). Thus, the second diagram
will be a single arc that begins at the first stem point of the petal and that ends at the
second stem point of the petal.
We can now continue making the rest of the diagrams by gluing the previous (already
made) diagram to the one that we are currently making and adding arcs to the current
diagram so that there is a path that starts and ends at the stem points in the petal corre-
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sponding to the current pair of diagrams. Any arcs on the previous diagram that are not part
of this path should be closed off by adding an arc between their endpoints on the current
diagram so that they form circles. Because the arcs on the previous diagram will always
begin and end on the stem points, the circles will intersect the stem points and the diagrams
will still be reduced. The next lemma shows that it will always be possible to complete a
diagram as just described.
Lemma 3.16. Given a valid decomposition diagram D and two stem points q and q 0 , it is
always possible to create a second diagram D0 that when glued with the first makes a reduced
diagram with a path between the two stem points.
Proof. Glue together D and D0 along their axes. We will say that a stem point is open if it
does not have an arc connected to it on diagram D. Assume that stem point q has a lower
height than q 0 . Start at q. If there is an arc on the D that begins or ends at this stem point,
then trace along this arc to the stem point at its other end. Now, draw an arc on the new
diagram that starts at the current stem point and that ends at the next open stem point at
a lower height than the current stem point that fulfills one of the following conditions:
1. It is not q or q 0 and has an arc connected to it on the diagram D.
2. It is q 0 and has no arc connected to it on the diagram D.
If there are no open stem points at a lower height than the current stem point that meet one
of these conditions, then go to the next open stem point with a higher height that meets one
of the conditions. Continue this process until there is a path between the two original stem
points. We know that there will always be a stem point that meets one of the conditions
because we want to end the path at q 0 , and q 0 will be either above or below our current stem
point (of course, if it is equal to our current stem point, then we are done). If there are
still arcs on the previous diagram that aren’t connected to this path, then complete them
into circles (this will be possible because none of the arcs on the previous diagram will never
intersect each other). Note that the condition that we go to the next open stem point makes
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it so we never cover up q 0 or any of the arcs on D that need to be completed into circles or
become part of the path. That way, our path never becomes trapped by another arc with
nowhere to go.
In order to make the algorithm described in the previous lemma more clear, we now
illustrate it by completing the following diagram which corresponds to the petal (6, 0).

The smaller of the two points in the petal is zero, so we call stem point zero q and start
at it. Diagram D has an arc connected to stem point zero, so we trace this arc up to stem
point five. We now draw an arc from stem point five to stem point four as illustrated in the
diagram directly below, because stem point four is open and has an arc connected to it on
D.

Now, following the arc on D that is connected to stem point four, we arrive at stem point
one. Stem point zero is open and has an arc on D, but it is one of the two stem points we
are trying to connect together, so we have to go up to the next open stem point. Then next
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open stem point above stem point one is stem point two, so we go up one stem point to stem
point two as shown in the next diagram.

We now follow the arc on D connected from stem point two up to stem point three.
There are no open stem points below that meet one of the conditions, so we go to the next
open stem point above. Even though stem point six doesn’t have an arc on diagram D, it
is the next open stem point above because it is one of the stem points we want to connect.
Thus, we connect stem point three to stem point six.

We have now finished the path between stem points zero and six, so now all we need
to do is complete any remaining arcs on diagram D into complete circles as shown in the
diagram at the top of the next page.
This algorithm will give a set of diagrams for a knot, however we haven’t shown that the
first (blank) diagram will be compatible with the last diagram made by the algorithm. To
show that the first and last diagrams will be compatible with each other, we will give a more
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general result that tells us how many arcs each of the diagrams will have. It turns out that
the last diagram will always only have one arc on it that will correspond to the last petal.
This will be compatible with the blank first diagram.
When counting the number of arcs, note that the algorithm will always make it so each
diagram will have one more arc on it than the previous diagram until you have reached the
middle diagram, at which point the number of arcs will stay the same on the next diagram
and then decrease by one on each of the following diagrams. To see that this is true, suppose
we have two reduced, adjacent diagrams that are glued together. If each endpoint of the path
begins by going onto the right diagram before going onto the left diagram, then the path
must cross the axis an even number of times. The axis will divide our path into segments,
and since there are 2k intersections with the axis for some k ∈ Z+ , there will be 2k − 1
segments. Because the beginning and end segments are both on the right diagram, we know
that the right diagram will have one more arc than the left diagram (we can ignore any
circles because they will contribute arcs to both diagrams). If one endpoint starts by going
onto the right plane and the other goes onto the left plane, then a similar argument shows
that both planes will have the same number of arcs. If both endpoints start by going left,
then the left plane will have one more arc than the right plane. Figure 3.15 illustrates this
argument.
For any petal knot, each stem point will be a part of two different petals. For example,
in permutation (3, 1, 4, 2, 0), the stem point four is in both the (4, 2) and (1, 4) petals. When
you look at the adjacent pair of diagrams surrounding the first of these petals (petal (4, 2)),
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Figure 3.15: When both endpoints start by going onto the same side first, that side will have
one more arc than the other side. If the endpoints start on different sides, then both sides
will have the same number of arcs.
stem point four will be an endpoint of the path and it will start by going onto the right
diagram first. Every later pair of adjacent diagrams will then have to have arcs on both
sides of stem point four until you get to the adjacent pair of diagrams around petal (1, 4)
because when using the algorithm in Lemma 3.16 to make a new diagram D0 from a previous
diagram D, every stem point that has an arc connected to it on either D or D0 will have an
arc connected to it on the other diagram too, unless it is an endpoint of the path. When
looking at the pair of diagrams surrounding petal (1, 4), the arc connected to stem point
four will be on the left diagram.
This will necessarily be the case for all the stem points in any set of diagrams made by
this algorithm. For any adjacent pair of diagrams, a stem point with an arc connected to
it will be an endpoint of the path, an interior point of the path, or a point on a circle. In
the first case, the stem point will only have an arc connected to it on one diagram. In the
latter two cases, the stem point will have arcs connected to it on both diagrams. The first
time a stem point x has an arc connected to it in a set of diagrams, it will start on the right
diagram and then will have arcs on every diagram (because it will be an interior point of
the path or a point on a circle) until it gets to the adjacent pair of diagrams where x is an
endpoint of the path.
For a permutation (a1 , ..., an ) with n numbers, we know that all the stem points except
one (stem point an ) will show up for the first time in the first
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n−1
2

petals. Thus, for each of

these petals, the adjacent pair of diagrams surrounding it will have both endpoints of the
path start by going onto the right diagram first. So, the number of arcs on each of these
diagrams will increase by one each time. The stem points corresponding to both an and a1
will then show up in the next petal

n+1
.
2

Because this will be the first time that an shows

up in a petal, the end of the path at an will start by going to the right. However, for a1 ,
this will be the second time it shows up as the endpoint of a path, thus it will have an arc
connected to it on the left diagram. Thus, the number of arcs on the left and right diagrams
surrounding this petal will be equal. All the petals after petal (an , a1 ) will only have stem
points that have already been endpoints on other diagrams, so the endpoints of all the paths
on the rest of the adjacent pairs of diagrams will have arcs connected to them on the left
diagrams. Thus, the number of arcs on the diagrams will decrease by one each time until you
get back to the first diagram that is empty. Therefore, the last diagram will be compatible
with the first diagram.
Now that we have diagrams for a spanning surface of the knot, we can construct a surface
from the diagrams. While there are infinitely many surfaces for any set of diagrams, the
most natural surface can be constructed as follows:
1. We first identify each of the diagrams with a half-plane in S 3 so that the ith diagram
is associated with the half-plane pi at angle

2π(i−1)
n

around the axis.

2. For each adjacent pair of diagrams, there will be a unique path that connects two of
the stem points. There will be a path on the corresponding half-planes in S 3 . Glue the
ends of an unknotted 1-cell to the corresponding stem points on the axes of the halfplanes in S 3 . This will be a petal of the knot, and will thus be part of the boundary
of the surface. Now, glue the edge of a 2-cell along this new 1-cell and the path that
is on the pair of half-planes in S 3 .
3. For every adjacent pair of diagrams, if there are any circles on the diagrams, then glue
the edge of a 2-cell to the circles on the corresponding half-planes.
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It turns out that, any set of reduced diagrams for a knot represents at most one incompressible surface, and if the set does represent an incompressible surface, then the method
for making a spanning surface from a set of diagrams given just above will create it.
Theorem 3.17. Given an incompressible surface S in S 3 with one boundary component
that has been fixed into petal form, the set of reduced decomposition diagrams for S uniquely
determine the surface S.
Proof. When an adjacent pair of diagrams from a set of reduced decomposition diagrams
are glued together, the diagrams will consist of circles and one path. If they represent an
incompressible surface, then all of the circles on the diagram must bound disks on the surface,
which means that we can just glue a disk to each of the circles as in part 2 above. We are
now left with the circle that is formed from the union of the path on the plane and the petal
that sticks out of the plane between the two end points of the path. Because our surface
is incompressible, we know that there must simply be a disk glued along this circle as in
part 1 above. Thus, there are no choices on how to construct an incompressible surface from
reduced diagrams.
Remark. Note that this theorem is not saying that every set of reduced decomposition diagrams for a knot does represent an incompressible surface. It turns out, in fact, that there
are reduced decomposition diagrams that don’t represent any incompressible surfaces. The
proof of this fact requires the Euler characteristic of the surface and will be given in the next
section.

3.7

The Euler Characteristic and Genus of a Surface

The diagrams for the spanning surface constructed by the algorithm in the previous section
divide up the surface into 0-, 1-, and 2-cells. Because the Euler characteristic is the number
of even dimension cells minus the number of odd dimension cells, we can easily compute the
Euler characteristic of the surface using only the diagrams.
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The number of 0-cells will always be equal to the number of petals the knot has. The
number of 1-cells is found simply by summing the number of arcs on each diagram and
then adding an extra arc for each diagram to account for the boundary of the surface. The
number of 2-cells will be equal to the number of diagrams (to account for the petals) plus
the number of circles that are formed.
In the previous section we showed that the algorithm will always make is so each diagram
will have one more arc on it than the previous diagram until you have reached the middle
diagram, at which point the number of arcs will stay the same on the next diagram and then
decrease by one on each of the following diagrams. Thus, to get the sum of the number of
arcs on the diagrams, we need to add up 1 + 2 + ... +

n−1
2

+

n−1
2

+ ... + 2 + 1. This is given

by the following formula:


n+1
2



n−1
2


.

In order to find the number of 2-cells, we need to count the circles that appear on the
diagrams. However, it turns out that if the diagrams were generated by the algorithm in
Lemma 3.16, it is always possible to modify the diagrams so that they don’t have any circles.
Once we have done this, the number of 2-cells for each adjacent pair of diagrams will be one
(corresponding to the petal that sticks out of the diagram), but this 2-cell will be cancelled
out with the 1-cell that corresponds to the boundary of the surface when calculating the Euler
characteristic. So, to calculate the Euler characteristic we will be able to simply subtract
the number of arcs on the diagrams from the number of stem points.
Lemma 3.18. Given a valid decomposition diagram and two stem points, it is always possible
to create a second diagram that when glued with the first makes a reduced diagram with a
path between the two stem points and with no circles on it.
Proof. First, use Lemma 3.16 to make a diagram the fulfills all of the conditions in the
theorem statement except possibly the part that it has no circles on it. We now show how to
modify the second diagram, D0 , that the theorem gives to get a diagram that has no circles
on it when glued to the first diagram D.
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Note that none of the circles will have an arc of the path to their right. We know that
this will never happen because when making the path, the algorithm will always pick the
next available stem point that has an arc connected to it. Thus, if an arc of the path skips
over a circle, then the diagram was not generated using the algorithm given in Lemma 3.16.
Now, there will be some number of circles that aren’t contained in any other circles. We
can modify diagram D0 so that all of these circles become one big circle that contains all
the other circles in the manner shown in Figure 3.16. We then repeat this for all the circles
that aren’t contained in any other circles except the new big circle. We then continue in this
fashion until we reach the innermost circles. Note that we never have to change diagram D
or any part of the path to do this.

Figure 3.16: We can connect several circles together as shown in this diagram.
Our diagram now consists of the original path and a set of non-intersecting, nested circles
that are nested so every circle contains every other circle that it isn’t contained in. Now,
starting with the innermost circle, we cut part of the arc of the circle and connect it to the
circle that it is contained in. We then continue doing this until all the nested circles are
connected to each other and form one circle as shown in Figure 3.17. Now that we have only
one circle, we can simply cut one of the arcs of this circle and cut one of the arcs of the path
and connect them together, to make it so our diagram has no circles on it.
Now, in order to generate a complete set of diagrams, we follow the same algorithm as
before where we start with an empty diagram, and then keep using the algorithm to make
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Figure 3.17: We can turn nested circles into one circle by starting with the innermost circle,
cutting its arc, connecting it to the circle that contains it, and then continuing to do this
until the outermost circle is reached.
new diagrams. However, before we make another diagram, we use this algorithm to get rid
of any circles. This will give us a complete set of reduced diagrams with no circles for the
petal permutation.
Now we can calculate the Euler characteristic of the surface, and we can also get an
upper-bound on the genus of the knot. We know from above that if the surface’s boundary
 n−1 
has n petals, then the number of arcs on the diagrams will be equal to n+1
. Thus
2
2
the Euler characteristic will be the following

χ(S) = n −

n+1
2



n−1
2


.

The disk is the only incompressible spanning surface of the unknot. This is because the
boundary of the surface will be a compressing disk which means that the entire surface must
be homeomorphic to a disk. We can put the unknot into petal form, and then we can use
the petal moves defined earlier to add as many petals as we want. Then, we can use our
algorithm to make a spanning surface for each of these unknots. Because our formula for
the Euler characteristic only depends on the number of petals, this means that changing the
number of petals the unknot has will change the type of surface the algorithm makes. So,
we can find reduced diagrams that represent a compressible spanning surface of the unknot.
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Thus, although reduced diagrams can never represent more than one incompressible surface,
they sometimes don’t represent any incompressible surface.
Our formula for the Euler characteristic of surfaces made with our algorithm also allows
us to calculate the genus of the surface because we have that χ(S) = 2 − 2g(S) − b(S) where
g(S) is the genus of surface S and b(S) is the number of boundary components of S. Thus
we have that
1
g(S) =
2




1−n+

n+1
2



n−1
2


.

Thus, we have an upper bound on the genus of a knot.

3.8

Conclusion and Future Directions

Given an oriented and incompressible surface in S 3 with one boundary component that has
been put into petal form with n petals, we can find, up to trivial perturbation, a unique
set of reduced diagrams that correspond to the surface. We also know that these diagrams
are unique to this incompressible surface because no other incompressible surface can be
constructed from these diagrams. These results are analogous to the bridge trisections of
knotted surfaces in S 4 that were mentioned earlier.
There is more to do, however. Most of the results in the Seifert surface section of this
thesis depend on the surface being incompressible. This is because there are an infinite number of compressible surfaces that can be represented by any set of decomposition diagrams
(reduced or otherwise). However, is there perhaps a nice way to extend the diagrams so that
we can uniquely represent compressible surfaces?
We are also interested in finding invariants of spanning surfaces that could be calculated
using this framework. Given a surface with one boundary component in petal form, we can
count the number of times the surface passes through the axis away from the boundary.
Every knot has a spanning surface that passes through the axis zero times away from the
boundary, but it is still possible that there exist surfaces that have to pass through the axis
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away from the boundary. If these surfaces exist, then this would be a good invariant for
spanning surfaces.
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