Objective. To compare crude and adjusted in-hospital mortality rates after prostatectomy between hospitals using routinely collected hospital discharge data and to illustrate the value and limitations of using comparative mortality rates as a surrogate measure of quality of care.
Patients and methods
binomial outcomes [12] [13] . Details of coding of the variables used in the logistic model The VIMD records demographic and other details of all are shown in the appendix. Odds ratios (ORs) for death for public hospital inpatient separations for the State of Victoria each hospital versus a reference were based on maximum [9] . Clinical data are stored as ICD-9-CM codes in diagnosis likelihood techniques using the SAS procedure LOGISTIC and procedure fields in the VIMD [10] . Patients who had [14] . Identification of high and low outlier hospitals compared undergone prostatectomy between 1987/88 and 1994/95 to the reference was based on a 0.05 significance level. were identified according to the relevant procedures for Two models were used for comparing mortality rates across prostatectomy: transurethral resection of prostate (ICD-9-hospitals. Model 1 described the variation in mortality rates CM code 60.2), suprapubic (60.3), retropubic (60.4), and between hospitals based on univariate logistic regression radical (60.5). The presence or absence of comorbid illnesses (crude OR) i.e. without accounting for patient and hospital or disease at the time of hospitalization were determined by characteristics. Because we wished to examine the variation the presence of specific ICD-9-CM codes within any of the in mortality rates across hospitals after adjusting for diffirst five diagnosis fields of the VIMD. Covariables used to ferences in case-mix, we report model 2 where we added control for severity of illness were patients' age, disease status age, measures for severity of illness, and hospital char-(presence of prostatic or other malignancies, other serious acteristics (Table 2 ) into the logistic model, and then assessed comorbid illness or not), and admission (location of hospital, the variation in mortality rates across hospitals (adjusted OR). emergency admission or otherwise, length of stay) ( Table 1) .
Adjusted ORs were obtained by exponentiating appropriate Length of stay is an important covariate and has been used coefficients in the fitted model. An asymptotic 95% conas a surrogate global measure of disease severity [11] . With fidence interval (CI) for the OR was constructed by exthe exception of age and length of stay, which were grouped ponentiating the limit of ±1.96 standard errors about the into discrete ranges, the patient and hospital covariables were coefficient. As the usual binomial model does not account coded into categories indicating the presence or absence of for inter-hospital variability, a parameter of overdispersion the factor. Mortality was defined as in-hospital death aswas estimated by the deviance divided by the degrees of sociated with prostatectomy.
freedom [12] [13] [14] . As the factor of overdispersion was less Hospitals performing 40 operations or more (n= 36) were than one, we are therefore reporting the results of a fixed selected for further analysis from the VIMD. Fifteen were effect logistic model. teaching hospitals identified according to the groupings of The predictive accuracy of the logistic model was assessed the hospitals by the Department of Human Services: these using the three rank correlation indexes ('c' statistic, Somer's were aggregated into a single notional hospital category and D, Tau-a) and R 2 [15] [16] [17] [18] [19] [20] [21] . The 'c' statistic is the area under served as the comparison group in multivariate analysis. The the receiver operating characteristics (ROC) curve, and it remaining (n= 21) were Regional General and Area hospitals represents the probability that a randomly selected pair of with 500 or more episodes of care per annum. subjects of opposite status (survivors/non-survivors) are correctly rated [15] [16] [17] . 'c' has a maximum value of 1.0 (perfect Analytic methods prediction). Somer's D is mathematically equal to 'c' but Statistical analysis was performed using the Statistical Analysis rescaled to lie between -1.0 and +1.0 [18] . Tau-a is also System software (SAS, 6.10 release). The outcome (de-similar to 'c' except that the randomly selected pair of subjects pendent) variable was defined as the total number of inpatient may have the same status (survivors/non-survivors) [19] . deaths divided by the total admissions for prostatectomy. R 2 is the adjusted generalized coefficient of determination obtained from PROC LOGISTIC [20] [21] . The statistical Patient level logistic regression analysis was used to compare significance of the differences in the fit of the logistic models, i.e. their effectiveness in describing mortality, was assessed with the likelihood ratio 2 .
Results
Comparison of death rates for prostatectomy for hospitals A through U based on univariate logistic regression are shown in Figure 1 . Before adjusting for age, severity of illness and hospital characteristics, the OR (crude) for each hospital varied from 0.11 to 1.32, i.e. the hospital (B) with the highest proportion of operative deaths experienced rates 12 times higher than the hospital (E) with the lowest rate. The variation in crude mortality rates between hospitals achieved a borderline significance ( 2 =31.31; d.f.=21; P=0.06). After adjustment, although the OR varied from 0.21 (hospital S) to 5.54 (hospital A), ratio=26.38, the difference in mortality rates between hospitals was not statistically significant ( 2 =
25.68; P=0.21).
The crude ORs of deaths in two hospitals (A and Q) were close to reference (OR=0.84 and OR=1.26, respectively). Adjustment increased both ORs dramatically (OR=5.54 and Figure 1 Comparison of mortality after prostatectomy between hospitals: crude odds ratio and 95% confidence OR=4.56, respectively) with one (Q) remaining outside the 95% CI (Table 2) . intervals. and patient characteristics in the logistic model, none of these hospitals remained outside the 95% CI (Table 2) . Two hospitals (A and C) had high adjusted mortality rates with wide 95% CIs and P values of 0.09 and 0.1, respectively.
when working with hospital discharge data, even after adThe impact of adjusting death rates for severity of illness justment for severity of illness, there are many factors which for each hospital is illustrated in Figure 2 . The ranking of could contribute to the differences between hospitals other the hospitals based on OR before and after adjustment for than quality of care. There are limitations to the extent to severity of illness is shown in Table 3 . which a regression model can correct for differences in The model with age, measures of severity of illness and hospital patient populations. Failure to take account of an hospital characteristics provided a better fit compared to the important confounding variable, such as the length of stay, basic model (likelihood ratio 2 =1990.78; d.f.=16; can lead to misrepresentation of shifts from in-hospital to P<0.0001. The accuracy of the model fit was: c statistic= post-discharge mortality. There are also many problems in 0.89; Somer's D=0.78; Tau-a=0.013; R 2 =0.24.
ensuring the accuracy of coding and measurement. By mistaking an iatrogenic clinical event for a problem present on admission to hospital, adjustment could enhance the apparent performance of the hospital.
Discussion
Our logistic model has demonstrated that differences between hospitals can be adjusted to some extent by using How an unexpectedly high hospital mortality should be interpreted has been the subject of much debate [4] [5] [6] [7] [22] [23] [24] [25] [26] [27] . information contained in discharge abstracts. The four outlier hospitals initially identified on crude (unadjusted) analysis It is generally agreed that two of the most important factors are case-mix -selection of more severely ill patients -and were no longer significantly different compared to the reference after adjustment for age and comorbidities. A new substandard quality of care [4] [5] [6] [7] [21] [22] [23] [24] [25] [26] [27] . It is essential to adjust for severity of illness before attempting to draw hospital which was not significantly different to the reference based on crude analysis (OR=1.26; P=0.74) had a sigconclusions about quality of care but there is no agreement on how this should be done [22] [23] [24] [25] [26] [27] . Using methods in the nificantly higher death rate compared to the reference after adjustment was made for patient and hospital characteristics clinical environment which use clinical indices and sometimes clinical judgement to make such adjustments, it has been in the logistic model (OR=4.56; P=0.05). This highlights the limitations of making inferences about the quality of care demonstrated empirically that better care is associated with a lower hospital mortality -as would be expected. However, on the basis of inadequately adjusted death rates as they are confounded by the case-mix of the patients and hospital seen as a 'signal' suggesting the need for a more detailed clinical study. characteristics.
Our model included several variables (age, type of adWe have restricted our analysis to well-defined patient groups (all patients undergoing prostatectomy) instead of mission, type of procedure, location of the hospital, length of stay, and comorbidities) reflecting patient origin and hospital looking at overall mortality experience of the hospital which comprises a variety of patient subpopulations subject to characteristics. The inclusion of the variable 'location of the hospital' implies that we are recognizing that variation in distinctive risks of death. As with any composite index, the use of total in-hospital mortality can conceal excess mortality metropolitan/rural hospitals is due either to different types of patients seen, or different quality of care, or both. Ex-in one specific group if this was compensated by unusually low mortality among patients with other diseases. A better perience and evidence suggests that the first component of the variation (different types of patients) is an important one. perspective on quality of care and performance can be assessed by restricting analysis to specific groups of patients. Patients with greater severity/complexity in their condition are more likely to be transferred from rural to specialist This will further control for differences in case-mix compared to using total in-hospital mortality rates. Ascertaining conmetropolitan hospitals and consequently inflate the crude death rates for metropolitan hospitals. We have therefore dition-specific mortality rates over long periods will provide a better way to screen hospitals with 'unexpectedly' high accounted for this variation by retaining the location of hospital variable in the logistic model. numbers of deaths compared to mortality rates either on different conditions or on all conditions [31] . However, the There is no single standard measure for determining the predictive accuracy of the logistic model. Some authors have main limitation of restricting mortality analysis to a specific condition or a procedure is the availability of only small used Somer's D [18] , or Tau-a [19] , which provide rank correlations between predicted probabilities and observed numbers of cases. The wide 95% CI for some hospitals observed in this study highlights this problem. Inter-hospital outcomes. Investigators have also used R 2 as a measure of predictive accuracy of the logistic model [20] [21] . As the comparison of death rates for specific conditions may therefore be used only for large hospitals with high throughput dependent variable is a binary outcome, whereas predictions are probabilities, the predictive accuracy of such a model as of major procedures (or medical conditions). The aggregation of data over many years for small hospitals, as an alternative measured by R 2 is limited [20] [21] . ROC is a more valid measure of determining the predictive accuracy of the logistic approach, may delay timely action for improving the quality of care. model [15] [16] [17] . We have reported on all measures, thus enabling us to compare our results with other studies.
We have restricted our analysis to in-hospital deaths after prostatectomy. This is because our data only include events Our logistic model provided a good fit to the data (c= 0.89; R 2 =0.24). The predictive accuracy of our model is better that occurred during the hospital stay. In-hospital deaths have been used by other investigators in comparing mortality rates than an early model of Health Care Financing Administration (HCFA) (c=0.64; R 2 =0.025) [15] , similar to the model between hospitals [32] [33] . HCFA [34] [35] included, in their report, all deaths that occurred within 30 days of the last reported by Horn [24] using Severity of Illness Index (c= 0.83) and a recently derived HCFA model (c=0.84) [28] . admission during the calendar year because of their concern about the effect of differences in length of stay on in-hospital However, it is difficult to compare models between various studies due to the different methods and measurements used. mortality. HCFA was criticized for this approach, as it is unclear if the hospitals can be held accountable for all deaths Over-fitting of our logistic model is unlikely as all potential confounders were significant predictors of mortality in the occurring after discharge. We have accounted for the variation that may occur due to differing length of stay by adjusting data. Comorbidities identified from the diagnosis field had ORs>1.0 and were significantly different from the reference. for this variable in the logistic model.
As mortality rates for several hospitals are tested, the Correction for comorbidity from discharge data is relatively blunt and the relationship between higher grades of severity statistical issues of multiple testing may make interpretation of the data more difficult. There may be a higher probability of illness and death is likely to be non-linear. Because an administrative database, rather than clinical information, is of generating a false-positive result due to random error than the stated level of significance for individual comparisons the main source of data it creates problems in assessing comorbidities. We did not have information on some useful [36] . A variety of methods exists for correction of P values but such corrections may reduce the statistical power [37] [38] . clinical variables such as prostate size. In addition, it is known that comorbidities are under-recorded in hospital discharge Policy makers should therefore be careful in making judgements on quality of care based purely on the strength of data [21] , particularly for surgical admission [29] . A recent analysis of coding errors in the VIMD supports the fact that evidence provided by the P values.
Assuming that data collection and analysis are optimal, the majority of diagnosis coding errors are omissions of codes for comorbid conditions [30] . Under-recording of there are two ways in which information might be refined.
Adding information relevant to severity of illness collected comorbidities in hospital discharge data limits the effectiveness of statistical methods for eliminating case-mix on admission and after initial treatment is useful in predicting subsequent morbidity and mortality. To what extent it will bias [21] . For these reasons, caution should be exercised in interpreting residual variance after adjustment to differences prove cost-effective to collect and process such information remains an unanswered question. Another way of improving in quality of care. The finding of an outlier should rather be
