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This paper considers a probabilistic local polling process, examines its properties, and proposes its
use in the context of distributed network protocols for achieving consensus. The resulting consensus
algorithm is very simple and lightweight, yet it enjoys some desirable properties, such as proportionate
agreement (namely, reaching a consensus value of one with probability proportional to the number of
ones in the inputs), resilience against dynamic link failures and recoveries, and (weak) self-stabilization.
The paper also investigates the maximum influence of small sets and establishes results analogous to
those obtained for the problem in the deterministic polling model. C° 2001 Elsevier Science
1. INTRODUCTION
1.1. Motivation
Distributed algorithms can be loosely classified into two categories whose formal definitions turn
out to be rather elusive, but whose behavior have distinctly different characteristics. For lack of a better
name, let us refer to those classes as light-weight (or fuzzy) vs heavy-weight (or structured) algorithms.
The algorithms in the heavy-weight structured category are generally rather complex; the operations
performed by each processor are based on involved procedures, which must be performed in some precise
and nontrivial order, depending on the processor’s interactions with its neighborhood. Consequently,
their correct execution depends on some intricate interrelationships between the individual actions taken
by many remote processors. Many of the algorithms developed in the field of distributed computing fall
under this category, including a variety of algorithms for tree constructions, leader election, consensus,
and resource allocations.
The opposite category of light-weight fuzzy algorithms consists of algorithms based on a small num-
ber of simple local operations, which are performed periodically and in the same way at all processors.
The success of the algorithm thus relies only on the (possibly slow) convergence of the global process
induced by these local actions.
Typically, light-weight processes are less focused than their heavy-weight counterparts, in the sense
that they are slower to terminate and converge to their desired output in a more roundabout way.
Nevertheless, they have certain significant advantages. The two main advantages, which seem to be
surprisingly hard to capture formally or quantify, can be described as ease of use and inherent resiliency.
By ease-of-use we mean that light-weight protocols are generally easier to design, program, and
verify, require less local resources such as memory (e.g., the protocol discussed in the current paper
requires only O(log n) bits of local memory per processor), and involve considerably less control and
management overheads.
1 The results of this paper are based on Hassin’s M.Sc. thesis [H98] and were reported in preliminary version in [HP99, HP00].
2 Supported in part by a grant from the Israel Science Foundation and by a grant from the Israel Ministry of Science and Art.
248
0890-5401/01 $35.00
C° 2001 Elsevier Science
All rights reserved.
DISTRIBUTED PROBABILISTIC POLLING 249
By inherent resiliency we attempt to capture the following key element of the philosophy underlying
the light-weight approach: in a very large system with an enormous number of processors, complex
algorithms which heavily rely on each processor performing its task precisely and in tight coordination
with its colleagues are doomed to fail, whereas a global convergence process based on simple repetitive
actions of the processors has better failure resilience. This philosophy gains some support from observing
the fact that many natural (be it physical, chemical, or biological) processes operate in this light-weight
and fuzzy manner, which seems to make them less sensitive to noise or transient local failures.
This paper focuses on the study of a light-weight repetitive probabilistic polling process on networks.
The process can be described as follows. Consider a weighted graph G, whose vertices are initially
colored black or white. The process proceeds in synchronous rounds. In each round, each vertex recolors
itself synchronously according to the colors of its neighbors. There are many different possible rules for
the recoloring, such as majority and averaging. Here we concentrate on a probabilistic rule, by which
each vertex chooses at random one neighbor (with probability dependent on the edge weights) and
adopts its color. This process seems to be natural and very basic, and we are interested in its behavior,
fundamental properties, and performance guarantees.
Our interest in this process is twofold. From a graph-theoretical point of view, this process is relevant
to the problem of estimating the potential influence of small coalitions of vertices in graphs. Specifically,
the paper addresses the question of the probability of ending up in the all-white state, for any given
graph and initial coloring.
However, the question is not just a purely combinatorial one. The second reason for our interest in the
polling process stems from the observation that this process has some potentially significant applications
in the area of distributed computing. In particular, we are interested in exploring the possibility of
exploiting such a process as a light-weight alternative to various heavy-weight and structured consensus
protocols (cf. [L95, AW98]), especially under benign fault models.
The consensus problem [LSM82] involves helping a group of processors starting with different views
to converge to a common opinion. In a simplified model where an opinion comprises a single bit, this
goal can be rephrased as follows: starting with an arbitrary assignment of 0=1 bits to the vertices, ensure
that the vertices converge into an identical output bit. Identifying 0=1 bits with W/B colors, the above
polling process can be interpreted as a consensus algorithm, whose appropriateness depends to some
extent on its convergence properties.
Consensus protocols are typically required to function correctly under various fault models, including
malicious ones, where some processors are assumed to be corrupt and deliberately play against the rules
of the protocol. The probabilistic polling process seems to be too weak to handle such byzantine behavior.
Nevertheless, we show that it is sufficiently robust to function well in the setting of a dynamic network
in which links may disconnect and revive from time to time (cf. [AAG87]). This model subsumes also
some benign node-fault models, such as the “omission” and “fail-stop” models.
The way in which the polling process ensures resilience against transient failures is of particular
interest, as it illustrates the relative strengths of the light-weight fuzzy approach. In contrast with
standard (structured) fault-tolerance algorithms, no special measures are taken by the protocol in order
to protect itself against failures. Rather, we rely on the intrinsic properties of the process and, in particular,
on the fact that certain random variables induced by the Markov chains are martingales. Moreover, the
curious property of this process which makes it fault-resilient is that those random variables remain
martingales even in the dynamic network setting.
This unique mode of operation dictates some of the marked differences between the polling process
and other approaches to reaching consensus. On the negative side, the process is much slower to converge
than other (structured) consensus algorithms. Another notable weakness of the polling process is the
lack of termination detection: there is no clear identification of the point when a processor decides;
rather, the output variables may change their values a number of times during the process, and even
after reaching a monochromatic state, the processors have no way of knowing that.
On the positive side, the probabilistic polling process is in fact suitable for solving a repetitive variant
of the consensus problem in which the variables are occasionally changed by failures or other external
forces, and the process must repeatedly bring the system back to a monochromatic view. Put another way,
this process is self-stabilizing in a weak sense; i.e., if one assumes an adversary is allowed to arbitrarily
change the colors of some of the nodes, the process will eventually converge back to a monochromatic
state, albeit not necessarily to the original one.
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Another advantage of the probabilistic polling process is what may be called proportionate agreement.
Since consensus protocols are geared at leading the vertices from disagreement to a common opinion,
there are many natural situations in which it may be desirable that the final common opinion faithfully
represents the initial opinions of the participants. This property is indeed reflected, under a rather liberal
interpretation, in the formal statement of the consensus problem. This is done by including the so-
called nontriviality or validity property, which requires that if the initial input bit of all vertices is zero
(respectively, one), then the final decision must be the same. However, this is an extremely weak form
of reflecting the initial opinions. Proportionate agreement is a somewhat stronger property, requiring
that the final consensus value is zero or one with probability based on their proportion in the initial
inputs.
In fact, we formulate and use a slightly stronger variant of this property, which applies in a model where
different processors have different reliability levels. Each processor is assigned a weight representing its
reliability level, which yields a node-weighted version of proportionate agreement, in which the output
should reflect the opinions of different processors in proportion to their reliability level. It turns out
that a proper selection of the parameters of the probabilistic polling protocol will ensure proportionate
agreement.
Finally, note that the probabilistic polling process does not require the use of processor Ids or any data
structures (although certain global knowledge is needed, in particular, an upper bound on the degree-
to-reliability ratio of the nodes); hence it can be operated in an anonymous network setting in which
some algorithms for the standard consensus problem fail to operate.
Now, it should be made clear that some of those desirable properties can be achieved also by a standard
structured protocol, using techniques such as BFS tree construction and broadcast and convergecast
operations on trees (enabling proportionate agreement via direct counting), coupled with compilers
designed to transform static network protocols into ones designed for dynamic networks [AAG87], or
non-self-stabilizing protocols into self-stabilizing ones [AD97, KP97]. However, as explained earlier,
the outcome of a design based on a combination of these formidable techniques would very likely be
a cumbersome algorithm which will be hard to program and maintain, as well as resource expensive.
Hence our interest in light-weight methods is well justified even assuming that heavy-weight algorithms
with identical properties can be constructed.
1.2. Previous Work
Processes of a similar nature to our probabilistic polling can model the influence and flow of in-
formation in a variety of different environments, such as societies, genetic processes and distributed
multiprocessor systems. In all of those cases, it is interesting to understand how the local rules used
by the individual participants affect the global behavior of the system. Indeed, discrete influence sys-
tems of this type were studied in areas such as social influence [H59, F56, D74] and neural net-
works [GO80, GFP85, PS83]. The process is also reminiscent of gossip and epidemic models (cf.
[HHL89, A99, A92] and the references therein). In biological and physical systems the prevailing inter-
pretation is that nature operates on the basis of micro-rules which cause the macro-behavior observed
from outside the system.
Some combinatorial questions were also studied in some of the models, concerning the power of small
sets. Much of the research in this area concentrated on the deterministic model with the majority rule (i.e.,
where each node of the graph recolors itself in each round by the color currently appearing at the majority
of its neighbors) and, in fact, on the special case of the static (single-step) process [LPRS93, BBPP96].
A survey of this subject can be found in [P96]. The dynamic, synchronous, deterministic majority-
based version of the process was studied in [GO80, PS83, P96a, GFP85]. Sets of vertices which, if
initially colored white, can force the process to end in the all-white state after a single step are called
monopolies. A natural question concerns the minimum possible size of a monopoly. The first result
concerning monopolies [LPRS93] was that the minimal size of the monopoly is ˜(pn), and there
are graphs that achieve this bound, i.e., graphs with O(pn) monopolies. These results hold for the
1-neighborhood majority rule, but a similar picture occurs when looking at larger r -neighborhoods,
namely, deciding by the majority of all nodes at distance • r [BBPP96]. In [BBPP96] it is shown
that for even values of r ‚ 2 the minimal size of the monopoly is ˜(n3=5), and there exist graphs with
monopoly of size O(n3=5). (For odd r values the picture is different, and the exact bound is not yet clear.)
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Some related results concern a probabilistic asynchronous model called the voter model, introduced
by [HL75]. This is a continuous time Markov process with a state space consisting of all the 2-colorings
of V . The process evolves according to the following mechanism. Attached to each vertex is a clock
which rings at an exponentially distributed (unit) rate independent of all other clocks. When its clock
rings, the vertex chooses a neighbor at random and adopts its color. This process was extensively
studied in infinite grid graphs [HL75], and the model for arbitrary finite connected graphs is studied in
[DW83]. Among the parameters studied on such models are convergence time (i.e., the time it takes to
reach a fixed point) and convergence probability (i.e., the probability to end up with all nodes colored
white, given some initial coloring). Although the underlying Markov chain is quite different from our
synchronous probabilistic model, it turns out that the probabilities to end in the all-white state in the two
models are the same. Note, though, that our model deals with weighted probabilities, whereas [DW83]
discusses the uniform case.
1.3. Our Results
In Section 2 we introduce the model formally, analyze the underlying Markov chain, and prove our
main theorem, establishing that the probability of the process ending in the all-white state is proportional
to the sum of the probabilities of the nodes initially colored white in the stationary distribution of the
process. The theorem is generalized also to processes on graphs with multiple colors (instead of just two).
For the special unweighted case, the above stated probability of absorption to the all-white state
becomes
P
i2W di=2m, where m is the number of edges, W is the set of nodes initially colored white
and di is the degree of node i . (We were recently informed that a similar result, for the unweighted case,
was obtained independently by Nakata et al. [NIY99] using a different proof.) We also prove an upper
bound for the expected convergence time of the process in case the weight matrix describes a reversible
Markov chain. In the uniform case the bound is O(n3 log n).
Then, Section 3 deals with applying the polling process in the context of distributed computing. We
use the main theorem to construct an algorithm for a variant of the consensus problem, in the dynamic
network model, with the additional property of proportionate agreement.
Finally, Section 4 proves lower and upper bounds for the size of small monopolies which can bring
the process to the all-white state with high probability. It is shown that for probability 1=2, constant
size monopolies suffice. However, for probabilities slightly higher than 1=2 (specifically, 1 ¡ † for
1
n
• † < 12 ), the smallest monopolies are of size 2(
p
n
†
).
2. CONVERGENCE PROBABILITIES OF THE POLLING PROCESS
This section introduces the model formally and states the main theorem concerning the probability
of ending up in the all-white state. The probabilistic model is just a finite Markov chain, where the
probability to move to another state is the product of the probabilities of each node transition (since
choosing a neighbor at random is done independent of the choices made by other nodes). Hence the
number of states is 2n . A useful property of the model is that the chain always ends in a monochromatic
fixed point and the main theorem calculates the probability to end up in the all-white fixed point.
2.1. Definition of the Model
Every node in a connected nonbipartite undirected graph G D (V; E) is initially colored white or
black or assigned value ‘1’ or ‘0’, respectively. The set of neighbors of node i , denoted 0(i), consists
of all nodes j such that (i; j) 2 E . For simplicity it is assumed (at this stage) that the graph contains no
self loops. The sizes of the sets V , E , and 0(i) are denoted n, m, and di , respectively. The system has
an associated weight matrix H D (hi j ), labeling each edge e D (i; j) by a directional weight hi j > 0,
such that
P
j20(i)hi j D 1 (i.e., H is stochastic) and hi j > 0 iff h ji > 0.
Our work focuses on the discrete time synchronous model; i.e., it is assumed that there exists a global
clock providing the processors in the system with discrete points in time, 0; 1; 2; : : : . Processors act
simultaneously at time t , and the state of each processor v at time t C1 is determined on the basis of the
actions of the processors in v’s neighborhood (including v itself) at time t . In particular, in each round
t , every node i chooses randomly a neighbor, with the probability of choosing j set to the weight hi j ,
and recolors itself with j’s color.
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Our coloring process can be formally described as follows. For integer t ‚ 0, let St D (S1t ; : : : ; Snt )
be an n-bit random variable representing the global state of the process at time t , where Sit , the i th bit
of St , is defined as
Sit D
‰1; if node i has value 1 at time t ,
0; if node i has value 0 at time t .
We use S to denote a random variable representing the state of the process and lower-case s, a, b, to
denote an actual state in the state space S. Specifically, we always denote the initial coloring or state by
s. We focus our attention on two special states, namely, the all-ones state denoted 1 and the all-zeros
state denoted 0. The transition from St to the next state, StC1, is thus performed by setting SitC1 to be S
j
t
with probability hi j , for every i . This transition occurs simultaneously at all nodes, i.e., the process is
synchronous.
The process defined by the weight matrix H is in fact a Markov chain which we denote byMH D
MH (G). Every state of the chain is of the form a D (a1; : : : ; an), where ai 2 f0; 1g is the value or
color of node i . The set of nodes colored white (resp. black) in the state a is denoted by Wa (resp. Ba).
The transition matrix P ofMH is specified as follows. For two states a; b, the probability Pab for a
transition from a to b is
Pab D
ˆY
i2Wb
X
j20(i)
hi j a j
!Y
i2Bb
ˆ
1¡
X
j20(i)
hi j a j
!
:
For any event Q define IPs(Q) to be IP(Q j S0D s). Similarly, for any random variable Z define IEs(Z )
to be IE(Z j S0 D s).
2.2. Absorption Probability to the All-White State
In this section we prove the main theorem concerning the probability ‰s1(G) of the processMH (G)
being absorbed into the all-white state when starting with initial coloring s.3
Any Markov chain state space breaks into two sets, the transient states and the recurrent states, where
for the transient states there is some probability not to return, hence probability 0 to return infinitely
many times. Equivalently, the process does not leave a class of recurrent states as t tends to infinity. If
this class is of size 1 then we call this state an absorbing state. The first lemma classifies the state space
ofMH .
LEMMA 2.1. In the chain MH , there are only two absorbing states f1, 0g; All other states are
transient.
Proof. First let us prove that f1; 0g are recurrent states. As mentioned above, we have to prove that
‰11 D 1, i.e., that IP1(“the process returns to 1”) D 1. But from 1 the only reachable state is 1; hence
we return after one step. The same holds for 0.
Next, consider any state s =2 f1; 0g which represents a nonmonochromatic coloring of V . Under this
state, there must be two neighbors with the same color. This must happen because G is nonbipartite,
so it must contain an odd cycle, and any 2-coloring on this cycle must assign the same color to two
neighbors. Let i and j be two such neighboring nodes, and w.l.o.g assume that they are colored white.
We prove by induction that there is a positive probability that at time k all nodes of distance k from
i or j are colored white. Hence at time step Diam(V ), s can be absorbed to the all-white state, never
returning to itself, which means that it is transient, completing the proof. After the first step, i and j can
be white because they can choose each other. The neighbors of i and j can also be colored white since
they can choose i or j (as the case may be). At time step k C 1 all nodes at distance l • k C 1 from
fi; jg can choose a node from distance l ¡ 1 • k from fi; jg (i; j can choose each other) which may be
colored white, with positive probability, by the induction hypothesis.
Note that if the graph is bipartite, then there is another absorbing state (see, for example, Fig. 1). In
our model we assume that if hi j > 0 then h ji > 0, and hence we can use the nonbipartiteness criterion
3 We omit the parameter G when it is clear from the context.
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a b
FIG. 1. In a bipartite graph G D (V1; V2; E), the process can be absorbed into a class fa; bg, where a is the state in which
V1 is colored white and V2 black, and in b the opposite occurs.
to prove the above lemma. In the general case, it can be shown that weaker conditions on H suffice in
order to prove Lemma 2.1 (particularly, it suffices that the graph be strongly connected and the Markov
chain be aperiodic).
The rest of our analysis is based on the following idea. Whenever a Markov chain has exactly two
absorbing states, say 0 and n, the expectation of the process state is easy to compute. Since all other
states are transient, the expectation as time tends to infinity is just pn C (1 ¡ p)0 D np, where p
is the probability of being absorbed to n. But sometimes the expectation can be calculated directly.
This happens, in particular, in a martingale (see [F66], p. 399), where the expectation stays constant
throughout the process. In our model, too, it happens that a certain function of the white nodes is a
martingale. We call this function the stationary weight of the process, defined below. Recall (cf. [MR95,
pp. 129–133]) that for a strongly connected G there exists a unique stationary distribution …H , i.e., a
distribution satisfying
Pn
iD1…H (i) D 1 and …H ¢ H D …H . For the process state St 2 f0; 1gn , we define
the stationary weight random variable on each node as
…H
¡
Sit
¢ D …H (i) ¢ Sit ;
and for the entire process we let
…H (St ) D
nX
iD1
…H
¡
Sit
¢
:
LEMMA 2.2.
lim
t!1 IEs(…H (St )) D ‰s1:
Proof.
IEs(…H (St )) D
X
a2S
…H (a) ¢ IPs(St D a)
D
X
a 62f1;0g
…H (a) ¢ IPs(St D a)C 0 ¢ IPs(St D 0)C 1 ¢ IPs(St D 1):
By Lemma 2.1, a is transient for a 62 f1; 0g. Hence, IPs(St D a) tends to 0 as t tends to infinity, for
every a 62 f1; 0g. The lemma follows.
Next, let us prove that the random variable …H (St ) is a martingale.
LEMMA 2.3. For every t ‚ 0,
IEs(…H (St )) D
X
i2Ws
…H (i):
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Proof. Consider the conditional expectation IEs(…H (StC1) j St ). This is a random variable in itself
and is a function of St . For the state St we can calculate
IEs(…H (StC1) j St ) D
nX
iD1
IE
¡
…H
¡
SitC1
¢ flfl St¢ D nX
iD1
…H (i) ¢
nX
jD1
hi j S jt D
nX
jD1
S jt
ˆ
nX
iD1
…H (i)hi j
!
:
Using the fact that … is stationary we obtain
IEs(…H (StC1) j St ) D
nX
jD1
…H ( j)S jt D …H (St ):
Taking expectations on both sides we get
IEs(IEs(…H (StC1) j St )) D IEs(…H (St )):
Using the fact (see [F66, p. 223]) that IE(IE(Y j X )) D IE(Y ) on the left hand side we obtain
IEs(…H (StC1)) D IEs(…H (St )):
Since this holds for every t , we have, by induction
IEs(…H (St )) D IEs(…H (S0)) D
X
j2Ws
…H (i):
Our main theorem, concerning the probability ‰s1(G) ofMH (G) reaching the all-white state when
starting with initial coloring s follows immediately from Lemmas 2.2 and 2.3.
THEOREM 2.1. For a connected nonbipartite graph; where hi j > 0 for every (i; j) 2 E , the proba-
bility that the processMH is absorbed into the all-white state is
‰s1 D
X
i2Ws
…H (i):
As a special case we can deduce ‰s1 for the uniform case, i.e., when choosing each neighbor with
the same probability 1=di . It is known (see [MR95, p. 132]) that the stationary distribution of a uniform
random walk is … (i) D di=2m; hence we conclude
COROLLARY 2.2. For a connected nonbipartite graph, the probability that the uniform process is
absorbed into the all-white state is
‰s1 D
X
i2Ws
di
2m
:
Remark. Given an initial bipartite graph, one can always add self-loops, with arbitrary chosen
weights (even to a single node), hence converting the graph into a nonbipartite one. In this case
Theorem 2.1 holds without the requirement that the graph is nonbipartite. (Of course, the edge weights
of the whole graph must be rescaled in order to regain the stochastic property of the weight matrix H ,
and the resulting probability will depend on the modified weights.)
2.3. Many Colors
The model can be extended by adding more colors to the process. Instead of two colors we have k > 2
colors f0; : : : ; k¡1g. The new processMcolor is defined the same asM; i.e., each node picks a neighbor
at random and adopts its color. The analysis ofMcolor is essentially the same, although having more
than two absorbing states (it is easy to see that for the case where i 2 0(i), the absorbing states are just
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the monochromatic colorings), the calculation is the same. For any particular color c 2 f0; : : : ; k ¡ 1g,
the process can be reduced to the white–black process by thinking of the color c as white and all other
colors as black, and using Theorem 2.1. We conclude that for every initial coloring s, if Asc is the set of
nodes colored initially with color c then
‰sc D
X
i2Asc
…H (i) D
X
i2Asc
di
2m
;
where c denotes the monochromatic all-c state, and H is the weight matrix of the underlying graph, as
defined earlier.
2.4. Time Bounds
The expected time of absorption can be bounded whenever H represents a reversible Markov chain;
i.e., …H (i)hi j D …H ( j)h ji . In reversible Markov chains, a known technique is to look at the reversed
process. We use this technique in order to bound our process. At time t we can ask, for a vertex i ,
from which vertex did i get its current color or, in other words, which neighbor it picked at random.
Continuing to ask this question backward in time, we can track the current coloring from the initial
coloring. Figure 2 illustrates the changes of the coloring from the bottom up and the corresponding
backward process. Considering a random walk starting from each node, one can see that if two such
walks meet they continue together from that point on. In this case we say that the two walks have
collapsed.
For example, in Fig. 2 the walks starting at time t D 4 from nodes 1 and 3 collapse after one stage,
and after another two stages the walk of node 4 also meets them. The crucial observation is that if all the
walks collapse to a single walk in the backward process, then this certainly implies a monochromatic
color in our (forward) process. We use results on the simultaneous meeting time of two uniform random
walks on a connected nonbipartite graph G in order to bound the meeting time of n walks. As mentioned
1 42 3
t
1
2
3
4
0
FIG. 2. Time-diagram for the process (starting from bottom). An arrow from node i at time t to node j at time t¡1 indicates
that at step t , i has randomly selected its neighbor j and adopted its color. The reversed process is obtained by starting at a node i
at time t and traversing the arrows downward, thus getting a path of length t which corresponds to a random walk and represents
the answer to the question from which node did it get its color. For example, node 3 is colored black because its backward path
is 3-2-1-2-3, and the initial color of 3 is black.
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in [TW93], in the uniform case, this meeting time is bounded by O(n3 log n). (This follows from the
fact that the meeting time of two walks is bounded by n3.) Here we sketch a proof for a reversible
Markov chain H .
Let Mi j (G) be the meeting time for two walks which started at i and j in a graph G, and define
M as
M D max
G;i 6D j
fIE(Mi j (G))g:
Define the hitting time to be Zi; j D IE (first time a random walk starting at i hits j), and Z D maxi j Zi; j .
Define also Zmax D maxi j f1=(…H (i)hi j )g.
We overview the proof by specifying its main parts.
† Bound the time it takes for half the walks to meet in terms of the meeting time of two walks
(see Theorem 2.4).
† Following [TW93] one can construct another graph on which the hitting time of any pair is
connected by a factor of two to the meeting time of two walks on the original graph (see Lemma 2.4).
† The hitting time of any adjacent pair (i; j) can be bounded by a known technique (see Fact 2.3).
This allows us to bound the hitting time of any pair (i; j) by looking at any path from i to j and rely on
linearity of expectation to bound the sum of the hitting times.
We now turn to a more formal presentation of the proof, starting with the connection between the
meeting time and the hitting time.
LEMMA 2.4. In a connected nonbipartite graph GD (V; E) with weights H D (hi j ), M D O(nZmax ).
Proof. In order to use the results of [TW93], which connect the meeting time and the hitting time, we
need to construct another graph from G. Construct a new graph ˜G D ( ˜V ; ˜E; ˜H ) where ˜V is composed
of two copies of V , ˜V D V0 [ V1, V0 D fi0 j i 2 V g and similarly for V1. For every (i; j) 2 E , we have
f(i0; j1); (i1; j0)g ‰ ˜E , with weight hi j , and for each i an edge (i0; i1) with weight hii . These weights
define ˜H . As discussed in [TW93] the meeting time of G is bounded by twice the hitting time, Z , of
˜G (see [TW93] for further details). To bound Zi; j , the hitting time of two nodes i; j in ˜V , one can look
at a particular shortest path between i and j , i D m0;m1; : : : ;ml D j . Obviously l • Diam( ˜G) • n.
By linearity of expectation
Zi; j D
l¡1X
kD0
Zmk ;mkC1 • n ¢maxk
'
Zmk ;mkC1
“
:
It remains to bound Zk;l for (k; l) 2 ˜E . We use the following known fact on random walks on weighted
graphs (cf. [AF94]).
FACT 2.3. If (G; H ) is a connected weighted graph and H represents a reversible Markov chain,
then Zi; j C Z j;i • 1=(…H (i)hi j ) for any (i; j) 2 E.
Using this fact in ( ˜G; ˜H ), one can see that … ˜H on ˜H collapses to the non-tilde case; the lemma
follows.
Next we show that at the cost of another log n factor one can bound the meeting time of all the walks.
THEOREM 2.4. The expected time it takes to reach a monochromatic color in the weighted process,
where H represents a reversible Markov chain, is bounded by O(M log n).
Proof. The proof is based on the idea that after O(M) steps, at least half of the walks meet, and
hence all the walks meet after O(log n) such stages. Let us look at some stage where there are 2k
remaining walks. We group these walks into k pairs and look at the expected time for the meeting of at
least k=2 of those pairs. Define Rik(t) to be 1 if the i th pair did not meet after time t and 0 otherwise.
Hence, we can define the number of pairs that did not meet at time t as Rk(t) D
Pk=2
iD1 R
i
k(t).
We shall need the following Chernoff-type inequality.
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PROPOSITION 2.1 [HR90]. Let n 2 IN and let p1; : : : ; pn 2 IR with 0 • pi • 1. Put p D
Pn
iD1 pi=n
and m D np and let X1; : : : ; Xn be 0–1 random variables with IP(Xi D 1) D pi and S D
Pn
iD1 Xi . If
r ‚ 6m then
IP(S ‚ r )• 2¡r :
Let pi denote the probability that the i th pair did not meet after the processMH is run for 12M steps.
Using Theorem 2.4 and the Markov inequality we get
pi D IP
¡
Rik(12M) D 1
¢• IP(Mi j < 12M)• 112 :
Proposition 2.1 can now be used with pi • 112 , m • k12 , yielding
IP
µ
Rk(12M)> k2
¶
D IP
µ
Rk(12M)> 6 k12
¶
• 2¡ k2 • 1p
2
:
Observe that if the process is run for l ¢12M steps then the probability that half of the pairs did not meet
is less than ( 1p
2
)l . Let T be the time it takes half of the pairs to meet. From the above it follows that
IE(T ) D
1X
tD0
tIP(T D t) D
1X
tD0
IP(T ‚ t)• 12M
1X
lD0
IP(T > l ¢ 12M)• 12M
1X
lD0
µ
1p
2
¶l
• 41M:
Since half of the pairs must be eliminated for O(log n) times in order for all the paths to meet (and thus
achieve a monochromatic color in the processM), the theorem follows.
In the uniform case where 1=(…H (i)hi j ) D 2m=di ¢ di D 2m we conclude
THEOREM 2.5. The expected time to reach a monochromatic color in the uniform process is O(n3
log n).
3. APPLICATION TO CONSENSUS
3.1. The Consensus Problem
In this section we explore the possibility of using the probabilistic polling process as a tool in designing
consensus-type algorithms in distributed networks.
Consider n processors connected by a synchronous communication network G(V; E). Each processor
i has an input bit si 2 f0; 1g, and it is required to decide on an output bit yi 2 f0; 1g. A consensus algorithm
is required to guarantee the following properties:
† Agreement: yi D y j for every i and j .
† Validity: For a 2 f0; 1g, if si D a for every i then yi D a for every processor i .
† Stopping: All the processors decide on some value after a finite number of steps.
Intuitively, the validity property is aimed at imposing the requirement that the common opinion
reached by the processors reflects their initial opinion. However, this requirement is imposed in a rather
“liberal” sense, namely, it forbids a decision of 1 only if all initial values were 0; a single 1 input is
sufficient grounds for allowing the common decision to be 1. In this section we utilize a variant of
the polling process as an algorithmic tool for designing a consensus-type algorithm with the additional
desirable property that the final common opinion is dependent on the initial state in a stronger way
than implied by the validity requirement. In particular, it will ensure that the process ends up in the
all-white state with probability proportional to the initial weight of the white set. In this section we
utilize a variant of the polling process as an algorithmic tool for solving the following generalization of
the consensus problem, called the proportionate agreement problem. Suppose that every processor in
the network has an associated reliability factor 0 • Ri • 1, representing its resilience against failures,
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such that
P
i Ri D 1. Intuitively, a high value of Ri indicates that processor i is more reliable, and hence
its opinion should be assigned higher weight in making the decision. Therefore, the probability with
which the final decision is 1 should reflect the combined reliability of the processors i with input si D 1.
Thus a proportionate agreement algorithm is required to guarantee the following properties:
† Convergence to agreement: With probability 1, yi D y j for every i and j after a finite number
of steps.
† Proportionality: If Ws is the set of nodes with input 1 then the probability to end in the all-1
state is
P
i2Ws Ri .
We do not handle a stopping condition in this paper, although it is guaranteed that eventually all
nodes have the same value after bounded expected time.
Algorithms for consensus usually deal with the problem under the complicating circumstances of
faulty processors. In fact, assuming no failures whatsoever, it is trivial to come up with a simple
deterministic algorithm (of the “global” type) which will guarantee proportionate agreement by simple
counting. Indeed, as mentioned earlier, the probabilistic polling process is too weak to handle malicious
(e.g., Byzantine) failures. In this section we first describe and analyze our agreement algorithm in a
fault-free environment and then extend our treatment to the dynamic setting. Nevertheless, we show
later on that our consensus process is resilient enough to operate properly in the dynamic network
model, in which the network dynamically changes during the process, and possibly decomposes into a
number of connected components (which can be caused by communication failures). It is shown that
once the communication network reaches quiescence, the process converges, and the probability to end
in the all-white state remains the same.
3.2. Consensus by Proportion
In this section we present the algorithm PropCon for the proportionate consensus problem. Our
algorithm is based on simply applying the process MH to the network. As proved in Section 2, the
process MH ends up in one of the initial values of the processors. The advantage of this algorithm
is the ability to control some desired properties by assigning different values to the weight matrix H .
This algorithm has the desired property that if the initial proportion of the white nodes is ° , then the
probability to end up in the all-white state is ° as well. We need to design a weight matrix H such that ‰s1
depends on the proportion of white nodes and reflects the reliability of each processor. In order to define
this matrix we need an upper bound on the degree-to-reliability ratio of the nodes. For concreteness,
define k D maxi2V ddi=Rie. This choice guarantees that k Ri ‚ di for all i . Now normalize the reliability
factor by setting ˜Ri D k Ri (hence
P
i2V ˜Ri D k). Now the matrix H can be defined as
Hi j D
8><>:
1= ˜Ri ; if (i; j) 2 E
1¡ di= ˜Ri ; if i D j
0; otherwise.
Algorithm PropCon uses the matrix H defined above as the weight matrix for the process MH .
Every processor chooses one neighbor at random according to H .
THEOREM 3.1. Algorithm PropCon solves the proportionate consensus problem.
Proof. We assume that … (i) D Ri and verify that this is a stable point.
…H⁄i D
X
j20(i)
1
˜R j
¢ … ( j)C
µ
1¡ di
˜Ri
¶
¢ … (i)
D
X
j20(i)
1
˜R j
¢ R j C
µ
1¡ di
˜Ri
¶
¢ Ri
D di ¢ 1k C
µ
Ri ¡ dik
¶
D Ri :
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By the fact that the stationary distribution is unique, we conclude that … is indeed the stationary
distribution. Consequently, we obtain the desired property
‰s1 D
X
i2Ws
… (i) D
X
i2Ws
Ri :
3.2.1. Time Bound for Algorithm PropCon
As shown in Section 2.4, if H represents a reversible Markov chain we can use Thm. 2.4 to bound
the expected convergence time. In our case
…H (i)hi j D Ri ¢ 1k Ri D
1
k
;
which does not depend on i or j , hence H represents a reversible Markov chain. Since the above cal-
culation bounds 1=(…H (i)hi j ), for every i 6D j , we use Theorem 2.4 to bound the expected convergence
time of algorithm PropCon.
THEOREM 3.2. The expected convergence time of algorithm PropCon is bounded by O(kn log n).
Let us comment that the above analysis has some significant implications regarding the placement of
highly reliable processors in a given network. Since the convergence time is strongly influenced by the
parameter k, it would be desirable to minimize the maximum value of di=Ri . This can be achieved by
sorting the degrees fdi g and the reliabilities fRi g, and placing the more reliable processors in the higher
degree junctions in the network.
The next corollary concerns the uniform case, where Ri D 1=n and k D 1n (with 1 denoting the
maximum node degree in G).
COROLLARY 3.3. The expected convergence time of Algorithm PropCon in the uniform case is
bounded by O(n21 log n).
3.3. Dynamic Networks
A major problem in real life communication networks arises from the possibility of failures that
might cause some links to suddenly disconnect. In this section we show that algorithm PropCon has
certain resilience properties against communication failures. We consider the dynamic network model
(cf. [AAG87]) in which link failures might occur at any moment. A failed link is disconnected and does
not transfer any messages. After a while, a failed link may recover and resume its normal functioning
state. A potential outcome of the type of failures dealt with here is the disconnection of the network; i.e.,
the network might be decomposed into a number of connected components. Nonetheless, it is assumed
that eventually the network stabilizes on some connected topology. Our goal is to ensure convergence
to the all-1 state (either during the dynamic stage or after the network quiets down) with probability ‰s1
controlled by our algorithm’s parameters.
Formally, we define a stabilizing dynamic network, denoted DynNet(G; T0; A), as follows. The un-
derlying graph of the network is G. At any time t , the actual topology of the network is represented by
an adjacency matrix At , which is some arbitrary subgraph of G. However, from some step T0, there are
no more disconnections or faults until the process ends in a monochromatic state; i.e., At D A for every
t > T0, where A represents an adjacency matrix of a connected undirected graph for the final topology
of the network.
The problem of designing algorithms for dynamic networks is handled in [AAG87] by proposing
a general approach for converting any algorithm for static networks into an algorithm for dynamic
networks. The main component in the solution is a reset procedure, where the algorithm tries to start
again after a communication failure happened.
The perhaps surprising result of this section is that our algorithm is rather robust, in the sense that
even in the face of a continually changing network topology, the topology of the operating portion of
the network before each round does not affect ‰s1 at all. In contrast to the algorithm of [AAG87] a node
does not inform its neighbors about failures. Moreover, no information or data structure is maintained
to overcome such failures.
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The only delicate point about applying algorithm PropCon in the dynamic setting involves the random
selection of a neighbor in a changing environment (in which the node’s degree and set of neighbors
constantly change). In the dynamic variant of algorithm PropCon, this is done as follows. Node i
chooses randomly according to the weight matrix H a neighbor (or itself if hii > 0). If j was chosen
a request is sent to j asking its opinion. However, if no answer is received, because of failures, i stays
with its color. This way of choosing neighbors at random defines a weight matrix Ht , which depends
on the topology of the network at time t . If some communication lines have failed at time t then the
probability that node i chooses itself is greater. If we define Cti D f j j (i; j) 2 EnEt g, the edges which
are disconnected at time t , then
H ti j D
8><>:
hi j ; if (i; j) 2 Et
0; if (i; j) 2 EnEt
hii C
P
k2Cti hik; if i D j:
We denote this process byMpc.
If we apply Algorithm PropCon as just explained, then the probability to end up in the all-white
state remains the proportional fraction of nodes initially colored white.
The reason why the probability ‰s1 does not change is that the processMpc is still a martingale.
THEOREM 3.4. For any initial coloring s and DynNet (G; T0; A), the probability to end in the all-white
state, when applying the processMpc is
P
i2Ws Ri .
Proof. First, let us prove that in the processMpc the martingale property of Lemma 2.3 remains
valid for any H that represents a reversible Markov chain. In particular, this is true for algorithm
PropCon as was shown in Section 3.2.1.
LEMMA 3.1. In the processMpc; for every t ‚ 0;
IEs(…H (St )) D
X
i2Ws
…H (i):
Proof. We can follow exactly the proof of Lemma 2.3. The only thing that changes is that hi j
becomes hti j . Let us prove that it does not make any difference, i.e., that
nX
iD1
…H (i)hti j D
nX
iD1
…H (i)hi j :
Taking care of the changes in hti j from hi j and using reversibility we obtain
nX
iD1
…H (i)hti j D
nX
iD1
…H (i)hi j C
X
i2Ctj
…H ( j)h ji ¡
nX
i2Ctj
…H (i)hi j
D
nX
iD1
…H (i)hi j C
X
i2Ctj
…H (i)hi j ¡
nX
i2Ctj
…H (i)hi j
D
nX
iD1
…H (i)hi j :
All other lemmas in our main theorem do not depend on hi j ; hence the theorem follows.
This result seems counterintuitive at first glance. One might expect that an adversary in control of edge
failures can force the process to end in the all-black state. This point is illustrated via the next example.
Consider a complete 2t-vertex graph where initially half of the nodes (f1; : : : ; tg) are colored black and
the other half (ft C 1; : : : ; 2tg) white. Suppose that an adversary wishes to increase the probability for
ending in the all-black state. A plausible approach is to try to overtake the white nodes one at a time.
First, the adversary disconnects the graph such that f1; : : : ; t C 1g form one connected component. If
the adversary succeeded, i.e., the black nodes f1; : : : ; tg overtake the single isolated white node (t C 1),
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FIG. 3. A 2t-vertex complete graph, where the nodes initially colored black, f1; : : : ; tg, try to overtake the white nodes one
by one. This is done by cutting the graph into the desired components at each stage: first cutting f1; : : : ; t C 1g and thus isolating
node t C 1 until it is overtaken, then cutting f1; : : : ; t C 2g until node t C 2 is overtaken, and continuing in this way until the
entire graph is overtaken by the black nodes.
then the adversary next rearranges the graph (by reconnecting and disconnecting edges) so that now
f1; : : : ; tC2g form a connected component. The adversary may proceed in this fashion until overtaking
the entire graph; see Fig. 3. But the probability that the adversary will succeed in the entire process,
i.e., for every single overtaking, is the telescopic product
t
t C 1 ¢ ¢ ¢
2t ¡ 1
2t
D t
2t
D 1
2
;
exactly as the initial proportion of the whites.
4. SOME EXTREMAL COMBINATORIAL RESULTS
A basic question studied extensively in the deterministic model is how small can the set initially
colored white be and still succeed in recoloring the entire graph white [LPRS93, BBPP96, P96a, P96].
We now address this question in our probabilistic model. In this setting, the question translates into
looking for the smallest sets initially colored white, called monopolies, that end in the all-white state
with high probability under the process4 M. Our main result establishes that in order to end up in
the all-white state with constant probability slightly better than 1=2, the monopoly must be of size
˜(pn).
4.1. Graphs with Best Monopolies
This section presents families of graphs that have small sets W ‰ V which can color the entire
graph white with high probability. Let us start with some useful definitions. For any A1; A2 µ V
let
E(A1; A2) D f(i; j) 2 E j i 2 A1; j 2 A2g:
4 On nonbipartite graphs with no self loops, choosing neighbors randomly and uniformly.
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Let us also define the function f (x; n) denoting the highest probability to reach the all-white state on
an n-vertex graph starting with x D jWs j white nodes. Formally,
f (x; n) D max
(G;Ws )jGjDn;jWs jDx
‰s1(G);
where ‰s1 is the probability to end in the all-white state when the initial coloring is s, and the maximum
is taken over all n-vertex graphs G and all initial sets of white nodes Ws of size jWs j D x . The following
theorem characterizes the pairs (G;Ws) attaining this maximum.
THEOREM 4.1. (G;Ws) achieves the maximum of f (x; n) for 3• x < n iff the following three condi-
tions hold:
1. Ws induces a clique in G,
2. Bs is an independent set in G, and
3. jE(Bs;Ws)j D jBs j D n ¡ x.
Proof. Let us first prove that the three conditions are necessary. Assume, for the sake of contradiction,
that there is some pair (G;Ws) that attains the maximum for f (x; n) but does not satisfy condition 1.
Construct a new graph ˆG with the same V but with some additional edges. Specifically, as the set of
white nodes5 W D Ws is not a clique, we pick an arbitrary pair of nonadjacent white nodes and add an
edge between them. Now consider the process on the pair ( ˆG;W ). By Theorem 2.1,
‰s1(G) D
X
i2W
di
2m
but ‰s1( ˆG) D
P
i2W di C 2
2m C 2 :
When
P
i2W di < 2m (which holds given the assumption that x < n and the graph is connected), the
latter term is larger which yields a contradiction. (In case x D n, for all G, f (n; n) D 1.)
Next, suppose the first condition is satisfied but not the second. Again we build ˆG, this time deleting
a single edge connecting two black nodes. Note that the deletion can be performed while still remaining
with a nonbipartite graph, because we required x ‚ 3, and at this stage we have a clique of size greater
than 3 from which no edges are deleted; hence ˆG remains nonbipartite. Now, if the graph is still
connected after the edge deletion, then ‰s1 has increased since the denominator is smaller. Otherwise,
connect the black node which is not in the connected component of the white clique to an arbitrary white
node. Now ‰s1 has increased because the numerator is larger. Either way, the resulting pair ( ˆG;W ) has
higher ‰s1, a contradiction.
As a side remark, if the second condition holds then ‰s1 > 1=2, as by Theorem 2.1
‰s1 D
X
i2W
di
2m
D 2jE(W;W )j C jE(W; B)j
2jE(W;W )j C 2jE(W; B)j C 2jE(B; B)j >
1
2
:
(The last inequality follows since 2jE(B; B)j D 0 by condition 2.)
Finally, if the third condition is not satisfied then there is some black node which has two white
neighbors. But then, deleting one such edge yields better probability because (while jE(W;W )j > 0)
2jE(W;W )j C jE(W; B)j
2jE(W;W )j C 2jE(W; B)j <
2jE(W;W )j C jE(W; B)j ¡ 1
2jE(W;W )j C 2(jE(W; B)j ¡ 1) :
Conversely, the three conditions are sufficient since they determine all the parameters of ‰s1; i.e.,
E(W;W ), E(B; B), and E(W; B).
Denote by Gxn the family of graphs that achieve the maximum for f (x; n); see Fig. 4.
For graphs in Gxn we have
5 We omit the subscript s when it is clear from the context.
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FIG. 4. An example for G 2Gxn . The white nodes form a clique (encircled in the figure), the black nodes induce an independent
set, and every black node has one edge connecting it to a white node.
COROLLARY 4.2.
f (x; n) D x
2 ¡ 2x C n
x2 ¡ 3x C 2n :
Proof. By Theorem 2.1
‰s1 D
X
i2W
di
2m
D 2jE(W;W )j C jE(B;W )j
2jE(W;W )j C 2jE(B;W )j C 2jE(B; B)j :
But the graphs that attain the maximum of ‰s1 have specific values, by Theorem 4.1, yielding
f (x; n) D (x
2 ¡ x)C (n ¡ x)
(x2 ¡ x)C 2(n ¡ x) D
x2 ¡ 2x C n
x2 ¡ 3x C 2n :
4.2. Extremal Results
This section concerns finding minimal sets Ws , for which ‰s1 exceeds some threshold fi. Formally,
for 0 < fi • 1, define
9(G; fi) D minfjWs j : ‰s1(G) ‚ fig:
The threshold of fi D 1=2 can be easily achieved with jWs j D 3, as by Theorem 4.1, there exists a graph
G such that 9(G; 1=2) • 3. Specifically, when jWs j D 3 the best graphs (in the sense of maximizing
‰s1) are those with a clique of size 3, and all other nodes not connected to each other, with only one
edge connecting them to the white clique. In this case
‰s1 D 3
2 ¡ 2 ¢ 3C n
32 ¡ 3 ¢ 3C 2n D
n C 3
2n
>
1
2
:
However, as shown next, the threshold of 1=2 can be achieved exactly with jWs j D 2.
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FIG. 5. A nonbipartite graph with a monopoly of size 2 that can color all G with white with probability 1=2.
PROPOSITION 4.1.
1. For every n-vertex nonbipartite graph G, 9(G; 1=2) ‚ 2.
2. There exist n-vertex nonbipartite graphs G with 9(G; 1=2) D 2.
Proof. The lower bound on9(G; 1=2) is proven by contradiction. Suppose that there exists a graph
G with9(G; 1=2) D 1. Then for the initial coloring s attaining this value, the set W D Ws is a singleton,
hence necessarily jE(W;W )j D 0, and therefore
‰s1 D jE(B;W )j2jE(B;W )j C 2jE(B; B)j :
Since G is nonbipartite, jE(B; B)j > 0 and hence ‰s1 < 1=2.
For the existence of graphs G with9(G; 1=2) D 2, consider the graph G D (V; E) depicted in Fig. 5,
where V D f1; : : : ; ng and E D f(1; i) j i 6D 1g [ f(3; 4)g. Take Ws D f1; 2g. By Theorem 2.1 we
obtain
‰s1 D (n ¡ 1)C 12n D
1
2
:
Let us next turn to thresholds of the form fi D 1¡ †.
PROPOSITION 4.2. Let 0 < fl < 1=2 be constant. For any † in the range 1
n
¿ † < 12 ¡ fl,
1. For every n-vertex nonbipartite graph G, 9(G; 1¡ †) D ˜(p n
†
).
2. There exist (infinitely many) n-vertex nonbipartite graphs G with 9(G; 1¡ †) D O(p n
†
).
Proof. For the second claim of the proposition, consider graphs from the class Gxn . Let us first
determine the minimal monopoly size x that achieves the desired threshold. Using Corollary 4.2, this
would be the minimal x satisfying
x2 ¡ 2x C n
x2 ¡ 3x C 2n ‚ 1¡ †;
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which requires us to solve the quadratic inequality
†x2 C (1¡ 3†)x C (2† ¡ 1)n‚ 0:
Solving the inequality for x > 0 we obtain
x ‚ 3
2
¡ 1
2†
C
r
1
4†2
¡ 3
†
C 9
4
C n
†
¡ 2n: (1)
To estimate an upper bound for this value, look at †À 1
n
and † < 12 ¡ fl, for which
3
2
¡ 1
2†
C
r
1
4†2
¡ 3
†
C 9
4
C n
†
¡ 2n< 3
2
C
r
1
4†2
C 9
4
C n
†
< 2
r
1
4†2
C 9
4
C n
†
<
r
5n
†
:
Hence picking x D
q
5n
†
suffices, and the second claim of the proposition follows.
To estimate a lower bound for 9(G; 1 ¡ †), let us separate the calculations to two cases. If † is a
constant then by (1), x D ˜(pn) is immediate. If 1
n
• † • 112 then by (1) again,
x > ¡ 1
2†
C
r
n
†
¡ 3
†
¡ 2n > ¡ 1
2†
C
r
n
†
¡ 5n > ¡ 1
2†
C
r
n
2†
> 0:2
r
n
†
;
hence concluding a lower bound for x , for graphs in Gxn ,
To complete the proof of the first claim of the proposition for arbitrary graphs, suppose that there
exists some graph G 0 with smaller monopoly, say of size y ¿ x , such that ‰s1(G 0) ‚ 1 ¡ †. Look at
some graph G 2 G yn . By Theorem 4.1 we conclude
‰s1(G)>‰s1(G 0)> 1¡ †;
which is a contradiction since for graphs in the family G yn , the minimal y to achieve this probability is
x .
It is interesting to note that Propositions 4.1 and 4.2 reveal a jump in 9(G; fi) around fi D 1=2. In
particular, whereas constant probability 1=2 can be achieved with constant size monopolies, it turns out
that in order to achieve constant probability which is slightly better than 1=2, the minimal size monopoly
becomes ˜(pn), just as in the deterministic single-step model.
4.3. Special Graph Classes
In what follows we consider some special classes of graphs and analyze their behavior under the
polling process.
4.3.1. Regular Graphs
First, consider the uniform weight matrix H ofM on a d-regular graph. The stationary distribution
of H , …H , is …i D 1n , as
…H⁄i D
X
j20(i)
1
n
¢ 1
d
D d ¢ 1
nd
D 1
n
:
Hence the probability to end up in the all-white state is ‰s1 D x=n. In particular 9(G; fi) D fin. Hence
even to achieve the 1=2 threshold, one needs to start with n=2 nodes colored white. This property is
interesting since it implies that regular graphs preserve a fair polling between the nodes.
4.3.2. Planar Graphs
In a planar graph G we have jE(W;W )j • 3jW j ¡ 6 for any vertex set W µ V (cf. [M90, p. 39]);
hence G =2 Gxn , since a graph containing a clique of size 5 cannot be planar. Nevertheless, it is still
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possible to apply the same process of the proof of Theorem 4.1. The only change is that the maximum
size of jE(W;W )j is not x(x ¡ 1) but 3x ¡ 6. Hence restricting our attention to the class P of planar
graphs, and defining fP (x; n) as f (x; n) except restricted to achieve its maximum over the graphs
G 2 P , we obtain
fP (x; n) D 2(3x ¡ 6)C n ¡ x2(3x ¡ 6)C 2(n ¡ x) D
5x C n ¡ 12
4x C 2n ¡ 12 :
Applying the same techniques as in the previous section, we get that for 9(G; 1¡ †) we need
5x C n ¡ 12
4x C 2n ¡ 12 > 1¡ †;
which implies that
x >
n(1¡ 2†)C 12†
1C 4† :
This yields the following result.
COROLLARY 4.3. Let fl > 0 be constant. For every † < 12 ¡fl and every n-vertex nonbipartite planar
graph G, 9(G; 1¡ †) D ˜(n).
4.4. Relation to the Deterministic Model
Consider the deterministic majority rule of polling; i.e., every node recolors itself with the color of the
majority of its neighborhood [P96a]. The model has been studied also in the static (or single-step) case,
focusing on initial colorings that cause the whole graph to be colored white after one step [LPRS93].
Such initial colorings are called admissible. Assuming the processM is applied to some graph G with
an admissible initial coloring, we ask what can be said about the final coloring.
THEOREM 4.4. For any admissible 2-coloring of G; s; ‰s1> 1=2. The bound is tight.
Proof. Count the edges incident to the black nodes, and recall that for every black node most of these
edges are in E(B;W ). Summing over all nodes in B, one obtains jE(B;W )j> 2jE(B; B)j. A similar
count of the white nodes yields 2jE(W;W )j> jE(B;W )j. Using these two inequalities we obtain
‰s1 D 2jE(W;W )j C jE(B;W )j2jE(W;W )j C 2jE(B;W )j C 2jE(B; B)j
>
2jE(W;W )j C 2jE(B; B)j
2jE(W;W )j C 2jE(W;W )j C 2jE(B; B)j
‚ 2jE(W;W )j C jE(B; B)j
4jE(W;W )j C 2jE(B; B)j D
1
2
:
In order to prove that the bound is tight, consider a complete graph of size n D 2t . Suppose that
jW j D t C 1. Then every node has a majority of white nodes in its neighborhood but ‰s1 D t C 12t , which
tends to 1=2 as n tends to infinity.
The extremal example for the single-step deterministic model is depicted in Fig. 6, where a clique of
size k D 2pn is the white nodes, which are composed of groups of l D 2, and each such group is fully
connected to a group of black nodes of size c D pn. In our probabilistic model we obtain that for any
parameters (k; l; c),
‰s1 D k(k ¡ 1C c)k(k ¡ 1)C 2kc D
k C c ¡ 1
k C 2c ¡ 1 :
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k-clique
l
l
c
c
FIG. 6. The classical example for the single-step deterministic model, where k D 2pn, l D 2 and c D pn forcing a 2 : 1
majority in all polls.
In particular, substituting the values from the deterministic example yields
‰s1 D 3
p
n ¡ 1
4
p
n ¡ 1 ;
which tends to 3=4 as n tends to infinity.
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