Abstract. The Karhunen-Loeve expansion based on the calculation of the eigenvalues and eigenfunctions of the Karhunen-Loeve integral equation is known to have certain properties that make it optimal for many signal detection and filtering applications. We propose an analytical solution of the equation for a practical case when the covariance function of a stationary process is exponentially oscillating. Computer simulation results using a real aerial image are provided and discussed.
Introduction
Series expansions of a random process are widely used in image processing, speech processing, pattern recognition, communication systems, and generalized filtering. [1] [2] [3] Given the second-order statistical properties of a wide-sense stationary process, the optimal series expansion for data representation and data analysis is the well-known KarhunenLoeve expansion, which is defined as the solution of the Karhunen-Loeve eigenvalue integral equation or the Fredholm equation of the first type whose kernel is the covariance function of the stationary process. 3 The essential property of this expansion is that it produces uncorrelated expansion coefficients. Thereby, this representation admits processing schemes in which each datum is manipulated independently from the others. Unfortunately, no simple ways to compute the eigenfunctions seems to have been known until now. Moreover, there is no unique KarhunenLoeve expansion for all random processes. However, it is possible to approximate the Karhunen-Loeve expansion ͑possessing an infinite coordinate space͒ of a wide-sense stationary process by orthogonal transforms with a finite coordinate space such as the discrete Fourier transform, 4 the discrete cosine transform, 5 or other sinusoidal transforms. 6, 7 The use of this type of transforms was justified by the fact that they belong to a family of transforms asymptotically equivalent to the Karhunen-Loeve transform of a first-order Markov process. 6 The process often requires computing analytical orthogonal eigenfunctions. Several techniques have been proposed for solving the Karhunen-Loeve eigenvalue integral equation when the spectral density of the process is a rational function of frequency. [8] [9] [10] However, the proposed general methods are computationally costly. A simple analytical solution has been found for the case of the exponential covariance function. 3 Note that the covariance function of real images is often more complicated. We illustrate using an empirical covariance function calculated for a real aerial image. In this paper, an explicit solution for the eigenvalues and eigenfunctions is given in a special case when the covariance function of a stationary process is exponentially oscillating. The paper is organized as follows. Section 2 provides notations and assumptions. In Sec. 3, we give solutions for the eigenvalues and eigenfunctions. Section 4 illustrates the eigenvalues and eigenfunctions for a real aerial image. Section 5 summarizes our conclusions.
Notation and Assumptions
In the theories of signal detection and filtering there frequently occur integral equations of the form
where K(x) represents the covariance function of a continuous stationary second-order process possessing a continuous spectral density S(w), ϪTрtрT. Denote an ensemble average by E͓.͔ and let m(t) ϭE͓n(t,v)͔ and
is the covariance function of the process n (t,v) . If the covariance function is continuous in square ϪTрt, sрT, the process is second-order continuous in ϪTрtрT, and if in addition K(t,s)ϭK(͉tϪs͉), one is second-order stationary. From the theorem of Karhunen 3 any second-order random function n(t,v) that is second-order continuous in ϪTрtрT can be expanded as follows:
with convergence in the mean for every t in ͓ϪT,T͔. The quantities k and k (t) are determined from Eq. ͑1͒. Here ͕ k (t)͖ are orthonormal over ϪTрtрT and ͕a k (v)͖ are normalized uncorrelated random variables; that is,
where ␦ kl is the Kronecker delta. For Gaussian processes, the variables ͕a k (v)͖ are independent normal random variables. These properties have been exploited with great advantage in many theoretical and practical applications. Now we restrict ourselves to a special case of stationary processes. Let the covariance function of a second-order stationary process be exponentially oscillating,
where P is the mean-square value of the zero-mean process; and ␣ and ␤ are nonnegative parameters of correlation and oscillation, respectively. The spectral density can be expressed as
where S(w)ϭS(Ϫw)у0. It can be shown that the eigenfunctions generated by such kernels by means of Eq. ͑1͒ are complete in ϪTрtрT, and the eigenvalues are positive.
Solution of Eigenvalue Integral Equation with Exponentially Oscillating Covariance Function
The basic idea of the used method is straightforward. We convert the integral equation to a differential equation whose solution can be easily found. Then we substitute the solution back into the integral equation to satisfy the boundary conditions. First, we substitute Eq. ͑4͒ into Eq. ͑1͒ and eliminate the magnitude sign as follows:
where ϪTрt,sрT, kϭ1,2, . . . . Differentiating four times, we have a fourth-order linear differential equation with constant coefficients
for 0. It can be shown that the integral equation satisfies for the following condition: 0Ͻ Ͻ2␣/(␣ 2 ϩ␤ 2 ) and the roots of the characteristic equation are given by
, and the terms in the parentheses on the right-hand side are positive. A general solution of the integral equation can be written as follows:
where b 2 ϭϪb 1 and b 4 ϭϪb 3 are imaginary and real solutions of the characteristic equation, respectively. Now substituting Eq. ͑9͒ into Eq. ͑7͒ and performing the integration, we obtain
It can be easily verified that if either ͑1͒ ͕C 1 ϭC 2 ,C 3 ϭC 4 ͖ or ͑2͒ ͕C 1 ϭϪC 2 ,C 3 ϭϪC 4 ͖, Eq. ͑10͒ satisfies for all time. Eliminating from Eq. ͑8͒ and combining Eqs. ͑8͒ and ͑10͒, for these two conditions we obtain the following system of equations:
where ''ϩ'' is used for the condition 1, and ''Ϫ'' is used for the condition 2. Equation ͑11͒ can be simplified for these conditions as follows:
where
From the second equation of the system in Eq. ͑11͒ the coefficient C 3 as a function of the coefficient C 1 can be written as
Solving the system in Eq. ͑12͒, two sets of ͕b 1
. . , can be numerically calculated. Finally, the eigenfunctions for the conditions 1 and 2 are given by
ϪTрtрT, kϭ1,2, . . . .
͑16͒
The expressions for the normalizing constants C 1 Ϯ (k) are useless for practical work; however, we derive them using the property of orthonormality of the eigenfunctions ͓see Eq. ͑3͔͒ to compare the results with the ones obtained for the exponential covariance function. 3 They can be written as
Here for simplicity we omitted the index k. 
If ␤ϭ0, we arrive to known results for the exponential covariance function. In this case, C 3 Ϯ ϭ0, Q Ϯ ϭ0, and the expressions for eigenfunctions are simplified to Fig. 1 Test aerial image.
͑19͒
with normalizing coefficients
.
͑20͒
The corresponding eigenvalues are calculated as 
Computer Experiments
This section presents the experimental results to illustrate the eigenvalues and eigenfunctions for a real aerial image. help of 1-D eigenfunctions using the ensemble average over image rows. The argument t is scaled to the interval ͓Ϫ1,1͔. Figure 2 shows the experimental covariance curve calculated along image rows and two approximations optimized in terms of the normalized mean square error ͑MSE͒ by means of exponential ͑EXP͒ and exponentially oscillating ͑EXP-COS͒ functions. Since the MSE criterion has the minimum as a function of the model parameters, the downhill simplex method 11 can be used for a numerical optimization. The downhill simplex method is not very efficient in terms of the number of function evaluations that it requires. However, the method requires only function evaluation, not derivatives. The optimal parameters of the EXP function are ␣ϭ0.062 ͓the correlation coefficient ϭexp(Ϫ␣) ϭ0.936], MSEϭ0.527. For the EXP-COS function, they are taken as ␣ϭ0.03 (ϭ0.975), ␤ϭ0.02, MSEϭ0.148. Obviously, that the approximation by the exponentially oscillating function is much better with respect to MSE and subjective criteria than that by the commonly used exponential function. Figure 3͑a͒ shows the normalized eigenvalue as a function of the solution b 1 ͓see Eq. ͑18͔͒. As b 1 decreases monotonically, increases monotonically. The solution of the integral equation exists if the eigenvalue belongs to the interval 0Ͻ Ͻ2␣/(␣ 2 ϩ␤ 2 )ϭ46.1538. The relationship between the real solution b 3 and imaginary solution b 1 is shown in Fig. 3͑b͒ . The range of the real solution is 0 Ͻb 3 Ͻ0.36055. The solution of the Karhunen-Loeve integral equation for the first 10 eigenfunctions and eigenvalues is given in Table 1 . The values b 3 and b 1 that satisfy Eq. ͑12͒ can be determined graphically, as shown in Fig. 4 . Here the horizontal curve corresponds to the third equation of the system in Eq. ͑12͒, whereas the vertical curves are plots of the first two equations of the system in Eq. ͑12͒. The odd-numbered set of intersections corresponds to condition 1 and the even-numbered set to condition 2. The eigenfunctions given in Eq. ͑16͒ are plotted in Fig. 5 . Several interesting observations may be made with respect to the example.
First, the eigenvalue ͓see Eq. ͑18͔͒ corresponding to a particular eigenfunction is equal to the height of the power density function given in Eq. ͑5͒.
Second, from Eq. ͑16͒ we see that the eigenfunctions contain sines and cosines whose frequencies are not harmonically related. However, as b 1 T increases, the oddnumbered intersections occur at approximately by (k Ϫ1)/2 ͑k odd͒ and the even-numbered intersections occur at approximately (kϪ1)/2 ͑k even͒ ͑see the columns 3 and 4 of Table 1͒ . From Fig. 3͑b͒ and Eq. ͑16͒ we see that for a higher index, in the second term of Eq. ͑16͒ b 3 k tends to a constant, say BC, and the eigenfunctions are approximately a set of periodic sine and cosines as follows: 
Next, if the random zero-mean function n 0 (t,v) is approximated by the first N expansion terms then the expected error is calculated as
and this error converges uniformly to zero as N→ϱ.
Finally, for the case of the exponentially oscillating covariance function, we illustrate an approximation of the test image using the Karhunen-Loeve expansion of the image rows. Figure 6 EXP-COS ϭ1.82. As expected, the approximation of the test image with the exponentially oscillating model is better than that of with the exponential model.
Conclusion
We presented an analytical solution of the Karhunen-Loeve integral equation for a special case when the covariance function of a stationary process is exponentially oscillating. The explicit expressions for the eigenfunctions and eigenvalues were obtained. Computer simulation results using a real aerial image illustrated all theoretical results with the use of the exponentially oscillating covariance function.
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