Abstract. In the first part of this article, we complete the program announced in the preliminary note [10] by proving a conjecture presented in [11] that states the equivalence of contractibility and p 1 −stability for generalized spaces of formal barycenters Σρ,α and hence we get purely algebraic conditions for the solvability of the singular Liouville equation on Riemann surfaces. This relies on a structure decomposition theorem for Σρ,α in terms of maximal strata, and on elementary combinatorial arguments based on the selection rules that define such spaces. Moreover, we also show that these solvability conditions on the parameters are not only sufficient, but also necessary at least when for some i ∈ {1, . . . , m} the value α i approaches −1. This disproves a conjecture made in Section 3 of [22] and gives the first non-existence result for this class of PDEs without any genus restriction. The argument we present is based on a combined use of maximum/comparison principle and of a Pohozaev type identity and applies for arbitrary choice both of the underlying metric g of Σ and of the datum h.
Introduction and statement of the results
Let Σ be a closed 1 , orientable surface, which is endowed with a Riemannian metric g and let ρ be a real parameter: then it is of wide interest the study of the following partial differential equation (1) −∆ g u + ρ = ρ h(x)e 2u Σ h(x)e 2u dV g on Σ,
that are dated back even to Liouville. Mainly motivated by Differential Geometry, namely by the central problem of prescribing the Gaussian curvature under a conformal change of metric g → e 2u g, these equations have been extensively studied both by topological and variational methods (see for instance [12] , [14] , [15] ). More recently, the singular counterpart of (1) has been the object of several works and specifically in the recent articles [11] and [20] the authors present a variational approach to the problem (2) −∆ g u = ρ h(x)e 2u Σ h(x)e 2u dV g − 1 − 2π
where p j ∈ Σ are some fixed points, h is a smooth positive function, while ρ and α 1 , . . . , α m are real numbers. In fact, we will restrict our attention to the case studied in [11] , namely α j ∈ (−1, 0) for all j = 1, 2, . . . , m. Moreover, notice that a necessary condition for the solvability of both (1) and (2) (as well as of its regularised version (3)) is that V ol g (Σ) = 1, which will be always implicitly assumed in the sequel. This equation also has a strong geometric flavour, since it extends the question presented above to the case when the target curvature is given by the sum of a smooth function and a finite linear combination of Dirac masses describing conical singularities. Indeed, it can be shown that that finding a solution for (2) (with an appropriate choice of ρ and h) is the same as prescribing the Gaussian curvature on a surface with conical singularities. The details of this formulation of the problem have been discussed for instance in Proposition 1.2 in [5] . Here we only recall that a cone of angle φ = 2π(1 + α) at a point p is described in (2) by a summand −2παδ p , as can justified by means of a well-known extension of the Gauss-Bonnet formula (see [23] ).
Equation (2) also arises in the study of self-dual multivortices in the Electroweak Theory by Glashow-Salam-Weinberg, where u can be interpreted as the logarithm of the absolute value of the wave function and the points p j 's are the vortices, where the wave function vanishes. This class of problems has proved to be relevant in other physical frameworks, such as the study of the statistical mechanics of point vortices in the mean field limit and the abelian Chern-Simons Theory. An excellent account on the different perspectives of the recent research concerning Liouville type equations on surfaces is given in [22] (see also the ample references therein).
One basic principle in studying equation (2) is trying to exploit its variational structure. Indeed, if we perform the singular change of variable u := u−2π with h(x) = h(x)e 4π m j=1 αj Gp j and, by comparison with the regular case (see [15] ), we get that (3) is nothing but the Euler-Lagrange equation for the modified functional
(where α = (α 1 , . . . , α m ) ∈ (−1, 0) m ). In fact, there are no obstructions in reducing the solution of (2) to the study of (3), the regularity issues being described in Section 5 of [11] .
The key idea, to that aim, is trying to detect a change in the topology of the sublevels J L ρ,α (see the Notations paragraph at the end of this section) of our functional (4) . Specifically, it has been shown that the very high sublevels are a deformation retract of the whole ambient space H 1 (Σ, g) while the very low sublevels are described (in the sense of homotopy equivalence) by a rather non-trivial class of spaces, that might be called generalized spaces of formal barycenters. More precisely, it was proved in [11] (using some techniques introduced in [16] ) that such (partial) homotopy equivalence 2 exists whenever the parameters α 1 , . . . , α m belong to the real interval (−1, 0) and ρ is not a singular value for (2) in the following sense. Definition 1.1. We say that ρ > 0 is a singular value for Problem (2) if
for some n ∈ N and I ⊆ {1, . . . , m} (possibly empty) satisfying n + card (I) > 0.
The set of singular values will be denoted by S = S (α).
Let us see then how such model spaces Σ ρ,α are actually defined. Definition 1.2. Given a point q ∈ Σ we define its weighted cardinality as follows:
The cardinality of any finite set of (pairwise distinct) points on Σ is obtained extending χ by additivity.
This enables us to easily describe selection rules to determine admissibility conditions for specific barycentric configurations in dependence on the values of the α i 's and ρ. Definition 1.3. Suppose all the parameters ρ, α 1 , . . . , α m are fixed. We define the corresponding space of formal barycenters as follows (6)
We will consider Σ ρ,α endowed with the weak topology corresponding to the duality with C 1 (Σ, g). It is easy to see that such topology is equivalently determined by the distance function
This will be a useful tool to perform some explicit computations. Notice that since we are considering negative weights the topological structure of Σ ρ,α is in general richer than that of
(which are the corresponding model spaces for the regular problem) and strongly depends on the values of the parameters ρ and α. For instance, when m = 2, α 1 = α 2 = α, ρ > 8π (1 + α) and 4π < ρ < 4π(2 + α) we have that Σ ρ,α can be visualised as a space obtained by gluing together a mirror image of Σ and a linear handle joining the singular points p 1 and p 2 . Due to all the previous remarks it should be clear that the key issue here is determining whether, for given values of ρ and α the space Σ ρ,α is contractible or not. Moving from the study of a wide range of examples, it was conjectured in [11] that contractibility of such a space is in fact equivalent to its p 1 −stability, which is defined as follows. Definition 1.4. Given the parameters ρ and α, we say that the corresponding model space Σ ρ,α is p j −stable for some index j ∈ 1, 2, . . . , m if one of the following two equivalent conditions holds:
(2) Whenever k ∈ N and a set I are such that
Obviously, if Σ ρ,α is p 1 −stable then it is contractible or, more precisely, it deformation-retracts onto δ p1 in the ambient space C 1 (Σ, g) * by means of the ho-
The converse is much less clear and it is the object of the first part of this article. Such theorem can be immediately turned into algebraic, namely algorithmic, form. Theorem 1.6 (algebraic version). The space of formal barycenters Σ ρ,α is NOT contractible if and only if there exist a number k ∈ N and a set I ⊆ {1, 2, . . . , m}, possibly empty, such that k + card(I) > 0 and
In Section 2 of this article, we list a number of basic properties concerning the spaces Σ ρ,α , mainly dealing with its structure of a stratified space. Using these preliminary results, we prove this theorem in Section 3: this completes the program described and announced in the preliminary note [10] . Rather surprisingly, as a net result of our theory we get a general existence result for equation (2) based on a sufficient condition of purely algebraic nature (with respect to the values of ρ and α 1 , . . . , α m ). Theorem 1.7. Whenever the parameters α ∈ (−1, 0) m and ρ ∈ R \ S (α) are chosen so that the space Σ ρ,α is NOT p 1 −stable, then equation (2) is solvable. This is an immediate consequence of Theorem 1.5 (or, equivalently, 1.6) and Theorem 1.6 in [11] . Remark 1.8. The regularity of the solutions has been studied in Section 5 of [11] : indeed it was proved that when the space Σ ρ,α is not contractible, then Problem (2) admits a solution u such that we can write u = v + m j=1 α j G pj where G p * refers to the Green functions introduced above and v ∈ C γ (Σ, g), for any γ ∈ [0, γ 0 ) with γ 0 ∈ (0, 1), solving equation (3). In fact, such u will be smooth (C ∞ ) away from the singularities and will have logarithmic blow-ups at the points p j for j = 1, . . . , m since (see [2] 
The peculiar character of this result is reducing an analytical problem to an algebraic criterion, which in turns is derived by means of a topological approach: what is proved in this article allows to completely by-pass explicit topological assumptions in this final statement.
A rather remarkable consequence of our main result concerning the equivalence between contractibility and p 1 −stability of Σ ρ,α is the following fact, which seems highly non-trivial from the purely topological viewpoint. Corollary 1.9. For any index j ∈ 1, . . . , m and value of ρ ∈ R\S (α 1 , . . . , α j−1 , α j+1 , . . . , α m ), there exists a threshold value α * (depending on ρ) such that the corresponding space Σ ρ,α is contractible for α j < α * . Here we have assumed, by extension of the previous definition given in (5) that (7)
As a logical counterpart of the previous discussion, we might naturally ask what can in fact be said in case the values of ρ and α are chosen so that Σ ρ,α is contractible. Now, the reader should understand that it is quite unreasonable to ask for the previous algebraic conditions to be also necessary for solvability of (2). Indeed, the min-max approach which lies at the basis of our variational theory only detects saddle points corresponding to changes in the topology of the sublevels of J ρ,α while for instance it neglects local minima whose existence can be obtained, at least in some special cases, even by an appropriate smart choice of the datum h (see e.g. [13] ). Nevertheless, it is certainly an interesting question to ask whether at least some partial converse of Theorem 1.7 holds.
The main purpose of the second part of this article is to try to answer such a question. Moving from a recent conjecture by G. Tarantello ([22] ), we first study the case m = 1, namely let p ∈ Σ be the only singular point for (2) and let α ∈ (−1, 0) be the associated angular parameter. For ρ ∈ (0, 4π (1 + α)) the functional J ρ,α is coercive (thanks to an inequality due to Troyanov, see [23] ), while for ρ ∈ (4π (1 + α) , 4π) the space Σ ρ.α is indeed contractible and the sovability issues immediately become not trivial at all. In fact, concerning this regime, it was proved in the above mentioned article that when Σ = S 2 equation (2) is NOT solvable. The proof relies on the use of the stereographic projection and of a Pohozaev-type identity. In such regime our theory does not distinguish between S 2 and positive genus surfaces and so we were motivated to believe that such theorem could actually be proved without topological restrictions on Σ. Unfortunately, the method used by Tarantello is highly peculiar and does not extend to the case when the genus of Σ is positive and indeed it was conjectured in [22] , in the context of the degree theory approach to this problem, that (2) was indeed solvable on tori for ρ ∈ (4π (1 + α) , 4π). In Section 4 and 5 of this article, we disprove this fact by showing the following more general result. Theorem 1.10. Assume that α i ∈ (−1, 0) for i ∈ {1, . . . , m}, and let ρ / ∈ S (α 1 , . . . , α j−1 , α j+1 , . . . , α m ) for the corresponding values of α 1 , . . . , α j−1 , α j+1 , . . . , α m (see (7)). Then there exists α * ∈ (−1, 0) such that equation (2) ρ,α is not solvable for α j ≤ α * . Moreover, such α * can be chosen uniformly for ρ in any relatively compact subset of
This is proved by contradiction, namely we study the behaviour of a sequence of (normalized) solutions of (2) for fixed ρ and α j approaching the threshold value −1. Our argument is based on a rather soft use of the classical blow-up analysis by Brezis and Merle ( [9] ) away from the singularity (and in fact on its extension given in [7] ), on a maximum/comparison principle to rule out lower boundedness of any subsequence at (any) positive distance from p and finally on a local version of the Pohozaev identity. The proof we give has the following distinctive features:
· it bypasses an explicit blow-up analysis for equation (2) for fixed ρ and α j ց −1, which is though partially obtained as a byproduct; · it works without any restriction on the genus of Σ, so that the case of the sphere is also covered here with no reference to the stereographic projection; · it requires no assumption on the Riemannian metric g and the datum h. Section 4 is devoted to a detailed proof of this result in the special case when m = 1 and ρ ∈ (0, 4π), while a description of the extension of our argument to the general situation of Theorem 1.10 is given in Section 5. Finally, let us say that the above results admit a vague but suggestive physical interpretation: indeed when some of the parameters α j approaches −1, the corresponding singularity acts as a sort of black hole that causes an energy loss which is formally reflected by the (failure of) the Pohozaev identity.
For the sake of brevity, we do not discuss here the specific consequences of our results with respect to the geometric problem described above (first studied in [17] for the regular case): this is the object of a forthcoming paper with A. Malchiodi. However, the effectiveness of the variational approach to such problem has been recently shown in [5] (under the assumption that the genus of Σ is positive and α j ≥ 0 for j = 1, . . . , m), where general existence and multiplicity results are obtained.
Notations. Throughout this article, we will assume that the labeling of the singular points is chosen so that α 1 ≤ α 2 ≤ . . . ≤ α m . The dependence on the parameters α 1 , . . . , α m of the modified datum h for problem (3) will be implicit, as explained in Remark 4.2. We refer to the sublevels of the functional J ρ,α by J L ρ,α , this being the subset of H 1 (Σ, g) of the functions u for which J ρ,α (u) ≤ L. Large positive constants are always denoted by C and the exact value of C is allowed to vary from formula to formula and also within the same line. When we want to stress the dependence on some parameter, we add subscripts to C, hence obtaining things like C η and so on. Landau convention will also be adopted, so that for instance o δ (1) stands for a function of k ∈ N converging to 0 as k → +∞ and depending on a parameter δ. The Lebesgue measure on R 2 will be L 2 . In applying the MayerVietoris Theorem, we will regularly denote by A and B the sets we work with, so that our space splits as X = A ∪ B: it is well known that A and B are tipically required to be open subspaces of X. Nevertheless, in order to avoid unnecessariliy tedious notation, we will work with A and/or B possibly not open in X, in this case tacitly assuming that suitable open neighbourhoods of A, B should be considered instead. Finally, in this note we will always deal with homology taking coefficients in Z 2 : as usual in the Algebraic Topology literature, Z 2 denotes the field with two elements. In order to avoid ambiguities in some of the definitions and in the statement of our results, we remark that N = {0, 1, 2, . . .}.
The structure of Σ ρ,α as a stratified space
We need to start by introducing some notation. For k ∈ N and a set of indices I ⊆ {1, . . . , m} satisfying the relation 4π [k + I (1 + α i )] < ρ we define the set
where
Definition 2.1. Given two couples (k 1 , I 1 ) and (k 2 , I 2 ), we will write that Σ k1,I1
or, equivalently, if k 2 ≥ k 1 and the set I 1 can be split into two subsets, say I ′ 1 and I ′′ 1 , such that:
We will denote by ≺ the strict order associated to .
Notice that the partial order ≺ restricts to a total order on the class of strata Σ k,∅ , namely
which corresponds to the regular problem, that is in absence of singularities. This notion of partial order among strata of a given space Σ ρ,α allows to associate to such space (that is, in practice, to a given choice of α 1 , . . . , α m and non-singular ρ) a combinatorial oriented graph that we will call, for brevity S-graph. Obviously, we mean that each stratum is represented by a node and inclusion is described by an oriented edge. We will say that a stratum in Σ ρ,α is maximal if it is maximal with respect to the order ≺ on the family of strata of Σ ρ,α . We will make use, in the sequel, of the following easy but crucial result.
Fact 1.
For given values of α and ρ, according to the restrictions defined above, the space Σ ρ,α admits a unique decomposition as a union of maximal strata, say
Such a decomposition can be determined from the S-graph associated to Σ ρ,α and, hence, algorithmically from the values of the parameters.
A basic consequence of the selection rules given in Section 1 while defining these model spaces is the following.
Fact 2 ([11]
). Let Σ k1,I1 and Σ k2,I2 be strata that are included in Σ ρ,α for some fixed admissible values of α and ρ. Then Σ k1,I1 ∩ Σ k2,I2 equals the union of all and only the strata that are contained both in Σ k1,I1 and Σ k2,I2 , that is those
For any choice of (k, I) we simply write
Such triplets (k, I) will be called minimal with respect to ≺.
Fact 3 ([11]
). For any couple (k, I) such that the stratum Σ k,I is admissible and non-minimal and for any ε > 0 sufficiently small, the set Σ k,I (ε) is a smooth open manifold of dimension 3k + card (I) − 1. As a consequence, each Σ k,I as well as the spaces Σ ρ,α is a topological finite CW −complex.
Remark 2.2. The previous corollary involves only non-minimal strata, so one could at first wonder about minimal ones. But actually, one sees at once that they can only be of the form Σ 0,{j} for some j ∈ {1, . . . , m}. Each of these only consists of one point, so the topology of such strata is also clear.
Notice that in the singular case, given d ∈ N, we may have different strata having dimension d whenever (
It is also useful to recall (with a sketch of the proof) the following well-known result concerning the spaces Σ k,∅ .
Fact 4 ([16]
). For any k ≥ 1, the space Σ k,∅ is not contractible.
Proof. We argue by induction on k ≥ 1. When k = 1 the space Σ 1,∅ is trivially homeomorphic to Σ which is assumed to be a closed 2-manifold, hence noncontractibility is clear. Let us deal with the case k ≥ 2. In this case Σ k,∅ is a topological subspace of C 1 (Σ, g) having Σ k−1,∅ as topological boundary. Arguing as in [3] it is possible to prove that Σ k,∅ , Σ k−1,∅ is a good pair, and actually there is an open subset Ω ⊂ Σ k,∅ such that:
2) the boundary ∂Ω is the disjoint union of Σ k−1,∅ and a smooth (3k
on the other. We might then consider the long exact sequence in homology of the pair Σ k,∅ , Σ k−1,∅ and, more specifically
where both
is a finite CW-complex of dimension 3k − 4. Hence there is an isomorphism
3 It has been pointed out by S. Galatius that the word stratum would probably more tipically refer to the regular object Σ k,I (ε) rather than to Σ k,I , and still we will sistematically refer here to the Σ k,I s as strata for the sake of brevity.
Finally, we list some properties concerning the notion of p j -stability.
Fact 5. If Σ ρ,α is p j −stable for some index j, then it is necessarily p 1 −stable.
Proof. Assume p j −stability: we need to show that given arbtrary k, I the following implication holds:
There are two cases: either j ∈ I or j / ∈ I. In the second alternative, the thesis is trivial since by assumption α 1 ≤ α j (see the paragraph on Notations above). In the first, define the set I by replacing in I the index j by the index 1 (if 1 ∈ I, then we simply erase the index j). Clearly, 4π k + i∈ I (1 + α i ) < ρ and, thanks to the p j −stability assumption we get 4π k + i∈{j}∪ I (1 + α i ) < ρ which is equivalent to 4π k + i∈{1}∪I (1 + α i ) < ρ, so Σ ρ,α is p 1 −stable. Proof. Sufficiency is trivial, while necessity follows at once by the definition of maximal stratum given above. Indeed, let Σ ρ,α be p j -stable and let Σ k,I be one of its maximal strata. Assume by contradiction that the index j does not belong to the set I. Then the stratum Σ k,I∪{j} would at the same time be included in Σ ρ,α (due to p j -stability) and properly contain the stratum Σ k,I . But Σ k,I is maximal, contradiction.
Fact 8. Given k ∈ N, an index j ∈ {1, . . . , m} and a set I such that I = ∅ and j / ∈ I define for i ∈ I the set I(j|i) by replacing in I the index i by the index j. Then the topological subspace
is not contractible and, more precisely,
We will call for brevity such spaces ∂∆ since they formally resemble the boundary of singular simplices in the space C 1 (Σ, g) * .
Proof. For any fixed k ∈ N, we argue by induction on the cardinality of I. If card(I) = 1, then I = {i} and hence we need to show that H 3k Σ k,{i} ∪ Σ k,{j} ; Z 2 = Z 2 . This is trivial when k = 0 (the space Ξ 0,I(j|·) being disconnected) and so assume k ≥ 1. Observe that Σ k,{i} ∩Σ k,{j} = Σ k,∅ ∪Σ k−1,{i,j} and so H 3k−1 Σ k,{i} ∩ Σ k,{j} ; Z 2 = Z 2 as easily proved using the Mayer-Vietoris long exact sequence thanks to the previous Fact 4 and observing that
Again by Mayer-Vietoris, this time applied to Σ k,{i} and Σ k,{j} we get the isomorphism . . . Σ k,I(j|in) if I = {i 1 , . . . , i n }. Now A is obviously contractible (because I = ∅) and B is too since it is certainly p j −stable. Moreover,
and so, by inductive hypothesis (since A∩B is a ∂∆), we have H 3k+card(I)−2 (A ∩ B; Z 2 ) = Z 2 . Finally, using once again the Mayer-Vietoris long exact sequence we get the isomorpism
and this completes the proof.
Proof of Theorem 1.5
This section is devoted to the detailed proof of Theorem 1.5.
Proof. We have already seen, in the Introduction, that if Σ ρ,α is p 1 −stable, then it is contractible. Let us prove the converse implication. Assume then the space Σ ρ,α is not p 1 −stable: we want to show that in this case such space is necessarily not contractible (and actually we will prove slightly more, namely that a specific homology group does not vanish). According to our structure decomposition theorem (cmp. Fact 1) there are only two possible cases: either one of the maximal strata of the decomposition is Σ k,∅ for some positive integer k or one of the maximal strata of the decomposition is Σ k,I for I = ∅ and 1 / ∈ I. In order to simplify the notation we will work here with the absolute homology groups H * , the argument being perfectly the same when use of reduced homology is needed.
Case 1: Let us assume here the existence of one (and, necessarily, only one) maximal stratum having the form Σ k,∅ for some positive integer k. If our model space splits as
. . . Σ ks,Ls set A = Σ k,∅ and B = Σ k1,L1 ∪ . . . ∪ Σ ks,Ls . Observe that for each index r = 1, 2, . . . , s we have dim Σ k,∅ ∩ Σ kr ,Lr ≤ 3k − 3 (as easily obtained by studying the substrata of Σ k,∅ ) and hence we might look at the following portion of the Mayer-Vietoris long exact sequence
which implies, due to the previous dimensional argument, that H 3k−1 (A) = H 3k−1 Σ k,∅ ∼ = Z 2 injects into H 3k−1 (Σ ρ,α ; Z 2 ). Hence this homology group is certainly not trivial and so Σ ρ,α is not contractible, at least in this case.
Case 2:
We now turn to the case when strata Σ k,∅ do not appear in the decomposition of Σ ρ,α , whose p 1 −instability is then due to the presence of a maximal stratum Σ k,I (not necessarily only one) for I = ∅ and 1 / ∈ I. Following the construction described in proving Fact 8, we consider the corresponding space Ξ k,I(1|·) . Due to the very definition of our selection rules (see Definition 1.3) it is seen at once that Ξ k,I(1|·) ⊆ Σ ρ,α . In other terms, all the strata Σ k,I(1|i) , i ∈ I must be strata of Σ ρ,α , even though some of them might obviously be not maximal and hence these might not appear in the decomposition of such space. We set A = Σ k,I and define B as the union of all other maximal strata of Σ ρ,α . Again dim(A) = 3k+card(I)−1 while necessarily H 3k+card(I)−1 (A ∩ B) = 0. Indeed, we are assuming A to be a maximal stratum and therefore none of the strata Σ k,I(1|i) , i ∈ I can be contained in a stratum Σ k+1,I(1|i) of Σ ρ,α , which forces in fact A ∩ B = ∪ i∈I Σ k,I\{i} as we studied in Fact 8. Looking at the Mayer-Vietoris long exact sequence, specifically is certainly trivial even in the subspace of B given by ∪ i∈I Σ I(j|i) ), which contradicts injectivity of ϕ * . Therefore H 3k+card(I)−1 (Σ ρ,α ; Z 2 ) is not trivial and this completes the proof. In fact, it should be remarked that such inclusion map ϕ : A ∩ B ֒→ B is nullhomotopic and hence we can deal with a short exact sequence In this section we present a detailed proof of a non-existence result for equation (3) in the special case when m = 1 and ρ ∈ (0, 4π). More specifically, we prove the following:
Theorem 4.1. Assume that m = 1 and ρ ∈ (0, 4π) is fixed. Then there exists α * ∈ (−1, 0) such that equation (2) ρ,α is NOT solvable for any α ≤ α * . Moreover, such α * can be chosen uniformly for ρ in a relatively compact subset of R ≥0 \ 4πN.
We argue by contradiction, the proof being divided into several independent steps in order to make it more readable. Assumption ( * ): suppose that the thesis is false, so that we can find · a sequence (α k ) k∈N such that α k ց −1: · a sequence ( u k ) k∈N ⊆ C 0 (Σ, g) such that for each k ∈ N we have that u k is a solution of (3) ρ,α k and Σ he 2 u k dV g = 1.
Notice that the normalization condition given above can be assumed without loss of generality since our equation is invariant under traslations (i.e. u → u + c). As a consequence, each of these functions solves an equation of the form
which is formally simpler to handle than the previous one, (3).
Remark 4.2.
(1) From now onwards, in order to avoid too tedious notation, we will avoid explicit use of the symbol · in referring to solutions of the singular modified problem (3). (2) It is important to notice that the modified datum h does depend on the values of α 1 , . . . , α m so that it would be more precise to adopt the notation h (α) and yet we will let this be implicit in order to keep the notation at a reasonable level of sophistication.
Lemma 4.3. Let a radius 0 < δ < 1 2 inj (Σ, p) be given. Then any sequence (u k ) k∈N of normalized solutions of the problem (3) ρ,α k for α k ց −1 is never uniformly bounded from below on ∂B 2δ (p) . As a consequence, any such sequence cannot be bounded in L ∞ loc Σ \ B δ (p) . Proof. Assume by contradiction that our sequence (u k ) k∈N is bounded on the boundary ∂B 2δ (p) , so that it is possible to find a constant
We are going to contradict the normalization condition Σ he 2u k dV g = 1 by applying a maximum/comparison principle.
Indeed, as a first step, a standard application of the maximum (minimum) principle for the previous system implies the existence of a new constant C ∈ R >0 (again not depending on k) such that u k ≥ −C on B 2δ (p) for any k ∈ N. As a second step, we make use of this uniform lower bound in order to apply a comparison principle. Since h(x) ≃ d g (x, p) 2α near p (due to standard Green's functions asymptotics, see Proposition 4.8), we get the system (in local normal coordinates around the singular point p)
Here C ′ ∈ R >0 is a constant only depending on ρ, the datum h and the metric g (it has to be recalled here that h is only assumed to be smooth and positive on Σ). Notice that in deriving the system above, we are implicitly exploiting the fact that the Laplace-Beltrami operator ∆ g is uniformly elliptic on B δ (p) and in divergence form. As a consequence of (4), a comparison argument implies the much finer estimate
for some A ∈ R independent of k, where we have set λ = C ′ e −2C . We now claim that B δ he 2u k dV g → +∞ for k → +∞, which would conclude the proof of this lemma. Indeed
. Therefore, once we set ε k = 1 + α k we get
. The second part of our statement simply descends by observing that if we had L ∞ loc -boundedness on Σ\B δ (p), then by standard elliptic regularity we could find a subsequence of (u k ) k∈N smoothly converging to a limit function on the same domain, hence we would have boundedness from below on ∂B 2δ (p), which is impossible by the previous argument.
To proceed further, we need to recall the following important result, that will be used to study (locally, far form the singularity) the behaviour of the sequence (u k ) k∈N given by assumption ( * ).
Theorem 4.4 ([9], [19]). Let Ω ⊆ R
2 be an open and bounded subset with smooth boundary. Consider a sequence of (classical) solutions to the equation
in Ω where W i ∈ C 0 (Ω), ∀i ∈ N and 0 ≤ W i (x) ≤ C 0 for some fixed C 0 . Assume further that Ω e 2ui dx ≤ C 1 for some C 1 > 0, not depending on the index i. Then there exists a subsequence (say (u i k )) which satisfies one of the following three alternatives:
· there exists a finite blow-up set S = {a 1 , ..., a m } such that for any j ∈ {1, ..., m} there exists a sequence (x j k ) k∈N ⊆ Ω converging to a j with u i k (x j k ) → +∞ but for any compact subset of Ω \ S the functions u i k converge uniformly to −∞. Moreover, in this case, there exist constants β 1 , ..., β m such that β j ≥ 4π for any j ∈ {1, . . . , m} and W i k e 2ui k ⇀ m j=1 β j δ aj in the sense of measures. This is indeed the crucial tool in the next step of our proof.
In the following discussion, it will be often convenient to write our equation in isothermal coordinates and perform a suitable change of variables that we introduce here. Given any q ∈ Σ and a small ball B = B r (q) ⊂ Σ (for our purposes we can certainly assume r < 1 2 inj (Σ, q)) it is well-known (see for instance [21] ) that there exists a system of coordinates z = z(x) : B 2r (q) → Ω ⊂ R 2 around the point q and a function (called conformal factor) w ∈ C ∞ (Ω) such that w(0) = 0 and g(z) = e −2w dz
Therefore, the (locally defined) Riemannian metric g = e 2w g is flat on B r (q). Clearly, we can extend such w to a smooth function on the whole R 2 which vanishes identically on either there exists a subsequence (u k l ) l∈N of (u k ) k∈N and a smooth function
Proof. By a standard compactness argument, we can always find a finite number of (geodesic) balls of Σ, say
Moreover, arguing as above, we can get on each 2B i a smooth function w i so that the conformal metric g = e 2wi g is flat. We remark here that this can not be done globally, namely on the whole Σ \ B δ (p) because the Uniformization Theorem only allows solvability of the Yamabe problem on Σ (that is K g = const. on Σ). However, in such local isothermal coordinates z i = z i (x) : 2B i → Ω i ⊂ R 2 we get the equation
by solving the Dirichlet problems ∆T i = ρe −2wi and setting
2zi h where clearly z i = −w i + T i . Now, all of the data V i k are both smooth, positive and uniformly bounded respectively on each 2B i . Therefore, we are then in position to apply the blow-up analysis by Brezis and Merle. Notice that, due to the fact that ρ ∈ (0, 4π) and that Ωi V i k e 2v k dL 2 (z) ≤ 1 (as immediately checked from the normalization condition ( * )), the third alternative can be ruled out and therefore, by some standard elliptic regularity argument, we are led to the following alternative: either there exists a subsequence (u k l ) l∈N and a smooth function u
Obviously, for each B i there exists a B i ′ such that B i ∩ B i ′ = ∅ snd hence we can certainly label the balls so that for each i = 2, . . . , N there is a smaller index i ′ such that B i ∩ B i ′ = ∅: as a consequence, due to incompatibility of the previous two cases, a (finite) diagonal argument allows to obtain the previous alternative globally on Σ \ B δ (p). This precisely means that we can find a subsequence of (u k ) k∈N (that for the sake of clarity is not renamed) such that one and only one of the alternatives in our statement holds and so the proof is complete.
Hence, if we put together Lemma 4.5 and Lemma 4.3, we get that the asymptotic behaviour for k → +∞ of our sequence is uniquely determined. Lemma 4.6. Assuming ( * ), we have that for any 0 < δ < 1 2 inj (Σ, p) there exists a subsequence of (u k ) k∈N , say (u k l ) l∈N , such that
As a further consequence, by applying a standard diagonal argument to (u k ) k∈N for a discrete sequence of values of δ monotonically converging to 0 we can prove the following easy, but enligthning, result.
Lemma 4.7. There exists a subsequence of (u k ) k∈N (which we do not rename) such that µ k ⇀ δ p (weakly, in the sense of measures), where we have set µ k = he 2u k dV g .
Proof.
As explained above, it is possible by means of the previous lemmas to get a subsequence such that the associated (probablity) measures (µ k ) k∈N satisfy this property:
Hence, the family (µ k ) k∈N ⊆ P(Σ) is tight and therefore, by Prohorov's compactness theorem, there exists a Borel probability measure µ such that µ k ⇀ µ (up to possibly extracting an extra subsequence). Clearly, such a measure µ can only be supported at p and so the conclusion follows.
The core of our argument relies on Green's representation formula, which is recalled below. and possesses the following properties:
and this equality holds whenever such integrals make sense; (2) There exists a constant C (depending on M and the metric g) such that
where r denotes the Riemannian distance from the point x ∈ M , namely r = d g (x, y); (3) The value of the integral M G(x, y) dV g (y) does not depend on x and hence we can choose Green's function so that its integral is zero.
In the sequel, we always implicitly assume that the definition of the Green function G(x, y) is given with the additional requirement that M G(x, y) dV g (y) = 0. As a consequence of this classic result, we can represent each function obtained by means of the diagonal argument explained before Lemma 4.7 as follows:
and the idea now is to observe that the convergence result Lemma 4.7 implies that u k − u k looks like the Green function G(p, ·), at least far from the singularity. Let us see how this can be formalized.
Lemma 4.9. Let (u k ) k∈N the sequence obtained in Lemma 4.7 assuming ( * ) and let 0 < η < 1 2 inj (Σ, p). Then the following representation formula holds for each function u k :
As indicated by the referee, the proof of this Lemma is quite standard given the representation formula (11) and the result contained in Lemma 4.7, so we finally decided to omit it. In fact, it is gotten by means of elliptic estimates to be used together with Proposition 4.8.
Remark 4.10. It has to be noticed that Green's functions are extensively used in Geometric Analysis, the most relevant example being the solution of the Yamabe problem by Schoen and Yau by means of the Positive Mass Theorem. In the study of mean-field equations several applications might be mentioned, such as for instance [9] and [12] .
The previous lemma allows us to estimate the gradient and the normal derivative ∇v, (ν, ∇v) for z ∈ ∂B δ (p ≡ 0) in one of the leading terms of the Pohozaev identity which is stated below. This is the crucial issue in finding a contradiction from assumption ( * ), which concludes our argument. where z : B η (q) → Ω ⊂ R 2 are isothermal coordinates (see the discussion before equation (10)), δ = δ(η) is a suitably small radius such that B δ (0) ⊂ Ω, (·, ·) is the dot product in R 2 and ν is the outer unit normal.
Thanks to the preliminary reduction to the Euclidean setting, the proof of this result is quite standard and essentially follows the argument presented for instance in Chapter 8 of [1] .
At this point, by using (14) , (15) and the fact that log V k = 2α log |z| + ψ k (z) for some smooth functions ψ k (these being C 1 −uniformly bounded on B 2δ (0)) we can easily evaluate the leading terms in this identity and get 1 2π ρ 2 = 2 (1 + α k ) ρ + R 3,k (δ) ,
where lim η→0 + lim k→+∞ R 3,k (δ) = 0. Clearly, as we let α k ց −1 we obtain ρ = 0 which is desired contradiction.
Remark 4.12. · It should be highlighted that it is possible to give a proof of this theorem (4.1) without making use isothermal coordinates. In fact, in our first proof of this result all these computations were performed in normal coordinates around the singular point p. The drawback of such a strategy is that an ad hoc local Pohozaev identity is required in that case. · It was pointed out to us that these sorts of arguments, based on the analysis of the Pohozaev identity near the concentration point were introduced in [8] , see also [4] and [7] .
Proof of Theorem 1.10 in the general case
In this section, we describe how the previous strategy needs to be modified in order to obtain the general non-existence result stated in Section 1. We remark, as discussed in the paragraph concerning Notations that it is possible to assume, without loss of generality, that j = 1.
Proof. First of all, observe that Lemma 4.3 applies without changes to this more general framework. Hence, we may then argue by a local covering argument as in Lemma 4.5 (with some balls covering the singularities p 2 , . . . , p m ) and thanks to an appropriate extension of Theorem 4.4 to the singular setting (given by Theorem 2.1 in [7] ), we finally end up with the following (global) alternative on Σ \ B δ (p) (for each δ > 0): either there exists a subsequence (u k l ) l∈N of (u k ) k∈N that blows-up at finitely many points a 1 , . . . , a N in the sense described above; or there exists a subsequence (u k l ) l∈N such that u k l → −∞ uniformly on Σ \ B δ (p). Now, these two cases are not essentially distinct since the second may be just recovered by setting formally N = 0 in the first. Anyhow, we are in position to apply a diagonal argument as in Lemma 4.7 and get
where we recall that the blow-up analysis (see [19] , [18] , [8] , [7] ) forces quantization of mass, namely ω i = 1 + α j if a i = p j for some j = 2, . . . , m; 1 otherwise.
and we have set
