Abstract-This paper proposes a prediction model of total agricultural output value based on the wavelet neural network, and presents the model structure of network and learning algorithm to train network using the gradient-descent algorithm with the momentum, and then conducts a prediction for our country's total agricultural output value combined with the actual data. To verify the validity of the model, a comparison test was carried out. The results showed that compared with traditional BP network prediction model, this model had a faster convergence rate and higher prediction accuracy.
INTRODUCTION
As China is a traditional agricultural country, agriculture has been the pillar industry since ancient times, so it is the national economic basis and plays an important role in the successful development of China's economy. Only when the agricultural yield is stable and can meet public requirements, society's long-term stability and sustainable development can be guaranteed. However, agricultural output is a complex non-linear system affected by many factors and with various uncertainties, so the prediction is very difficult.
The artificial neural network has a strong ability to handle complex nonlinear systems, so this theory has been commonly used in the predictive research and obtained satisfactory results. However, there are complex factors affecting agricultural production, if all the factors are regarded as the input variables of neural network without selections, regardless of whether some of these factors have relatively large influences on the agricultural production, but some have little effect which will lead that the input of neural network may contain too much redundant information, thereby leading to the poor generalization ability of the network and inaccurate prediction [1] . According to the literature [1] , the rough set theory is adopted to find the main factors affecting agricultural production and utilize the wavelet neural network to carry out prediction for agricultural output value. The wavelet neural network is a kind of feedforward neural network combined with wavelet analysis and neural network theory, which integrates the good time-frequency localization nature of wavelet transform as well as the self-learning function of neutral network. So it has strong approximation and fault-tolerant capacity.
Compared with the forward neural network, the wavelet neural network has the following advantages: first, the primitive of wavelet neural network and the entire structure are determined based on the wavelet analysis theory, which can avoid the blindness on structure design, such as the BP neural network [2] ; Second, the wavelet neural network has a stronger learning ability and a faster convergence speed.
By the simulation study of the agricultural output value in the recent thirty years, this paper proposes regarding the major factors affecting agricultural production as the wavelet neural network input and model for the agricultural output value. Its effectiveness and feasibility have been validated.
II. WAVELET NEURAL NETWORK MODEL

A. Wavelet Theory
Wavelet analysis develops from the Fourier transform, aiming at its deficiency. The Fourier transform is the most widely used analytical tool in the field of signal processing, but it has a serious shortage of abandoning the time information in transformation, which can only process stationary signal with unchanged spectral components. However, it would make a huge error in dealing with nonstationary signals, or even the results may be very different from the actual situation. The wavelet transform is the timefrequency analysis method of a signal, which overcomes the defects of short-time Fourier transform in the single resolution and has good localization properties in time domain and frequency domain. Besides, it can achieve the adaptive change of time-frequency window, which is an ideal mathematical tool for local signal spectrum analysis [3] .
Wavelet analysis is mainly applied to using a particular method to construct the wavelet base function in specific function space and to expand and approach given signals. The relevant concepts are briefly recounted as follows:
and then ψ(t) is regarded as a wavelet, also called the mother wavelet or basic wavelet.
Definition 2: Scale and translate the wavelet function ψ(t), and a family of wavelet functions can be obtained [4] .
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is the wavelet base function of the wavelet ψ(t). In the formula, a is the scale parameter, and b is the translation parameter.
Wavelet transform refers to translating a basic wavelet function ψ(t) by b and then making it form the inner product with the signal x(t) to be analyzed in different scale a [5] . The expression (3) is as follows.
It can be seen from the formula that the wavelet transform is a time-frequency analysis method with variable resolutions. It is able to make adaptive adjustment to sampling step of different frequencies in the time domain. When analyzing low-frequency signals, its time window is large. However, when analyzing high-frequency signals, its time window is small. This conforms to the natural law that the high-frequency signals are with short duration, while the low-frequency signals are with long duration in practical problems. Therefore, as a mathematical theory and analysis method, this method has caused widespread concern.
B. Structure and learning algorithm of wavelet neural network
Wavelet neural network is based on the BP neural network topology and regarding the wavelet base function as the transfer function of hidden-layer nodes, where the forward propagation occurs in signal and back-propagation occurs in error at the same time [6] . Its topology is shown in figure 1 . 
In this formula, h(j) is the output value of j th node of the hidden layer; ω ij is the connection weight of the input layer and hidden layer; b j is the shift factor of wavelet basis function; a j is the expanding factor of the wavelet basis function h j ; h j is the wavelet basis function. The wavelet basis function adopted in this paper is Morlet wavelet, and its expression (5) is shown as follows. 2 2 cos(1.75 )
The calculation formula (6) of the output layer of wavelet neural network is shown as follows.
In this formula, ω jk is the connection weight of hiddenlayer and output layer; h(i) is the output of the ith hiddenlayer node; l is the number of the hidden-layer nodes; m is the number of the output layer nodes.
The training steps of wavelet neural network algorithm are shown as follows:
Step1: network initialization. Randomly initialize the expanding factor a j , shift factor b j , as well as the connection weights ω ij and ω jk of wavelet function. Set the network learning rate η;
Step2: classify samples. Samples are divided into training samples and test samples. The training samples are used to train network and the test samples are used to test the accuracy of network prediction.
Step3: predict output. Training samples are input to the network to calculate the output of network prediction and calculate the error e between the network output and desired output.
Step4: correct weight. Correct the network weights and wavelet function parameters according to the error e to make the network predicted values approaching the expectation.
Step5: determine whether the algorithm is over; if it is not, return to step3.
III. PREDICTIVE MODEL OF AGRICULTURAL OUTPUT
A. Data preprocessing
The agricultural production data from 1978 to 2010 are selected in this paper to carry out a research. Specific data are shown in TableⅠ. The amount of chemical fertilizer, the total power of agricultural machinery, crop plantings, the affected area and purchasing price index of agricultural products are selected as the inputs of neural network. The corresponding total agricultural output value is regarded as the network output. In order to eliminate the error caused by the differences between dimension and magnitude of different factors and improve the convergence speed of the network, it is necessary to normalize the original sample data, as shown in the following formula (7). 
In this formula, x min and x max are the minimum and maximum values of the sequence, so that all the data are limited in the interval [0, 1].
B. Model Simulation
The data from 1978 and 2002, shown in TableⅠ, are regarded as the training samples of neural network, and the corresponding total agricultural output value is regarded as the network output to conduct training for the network and then predict the total agricultural output value from 2003 to 2010. In order to assess the predictions of wavelet neural network, the BP neural network and three-layer wavelet neural network are respectively adopted to train the network, and the network structure of these two neural networks are all 5 -8 -1. The gradient-descent training method with momentum is utilized with the training accuracy of 0.001, and the simulation is carried out under the MatlabR2010 environment. Wavelet neural network reaches the training accuracy after 2869 steps, while the BP neural network reaches the training accuracy after 23562 steps. The predictive results of these two models are shown in TableⅡ. BP network is adopted to predict China's total value of agricultural production from 2002 to 2010 and its average relative error is 4.29%. While wavelet neural network is used to carry on the prediction, the average relative error of wavelet neural network is 1.28%. Therefore, the prediction model based on wavelet neural network is superior to the traditional BP neural network model both in the convergence speed and prediction accuracy.
IV. CONCLUSION
Wavelet neural network is a kind of new network model which is constituted by the combination of the wavelet analysis theory and neural network theory. The wavelet transform has a good time-frequency localization property, while the neural network has self-learning function and good fault tolerance capability, so their combination has a powerful advantage. In this paper, the wavelet neural network model is adopted to forecast China's total value of agricultural production, and predictive results show that this model owns a faster convergence speed and higher prediction accuracy compared with traditional BP neural network model.
