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EXTREMAL UNIPOTENT REPRESENTATIONS FOR
THE FINITE HOWE CORRESPONDENCE
JESUA EPEQUIN CHAVEZ
Introduction
Let Fq be a finite field with q elements and odd characteristic. De-
note the symplectic group Sp2n(Fq) by Sp2n(q). A pair of reductive sub-
groups of Sp2n(q), where each one is the centralizer of the other, is called
reductive dual pair. We study irreducible dual pairs (cf. [11]), because
these are the building blocks of all the others. One such pair (Gm, G
′
m′),
in Sp2n(q), can be either symplectic-orthogonal (Sp2m(q),Om′(q)), uni-
tary (Um(q),Um′(q)), or linear (GLm(q),GLm′(q)) with n = mm
′ in all
cases.
Roger Howe introduced in [9] a correspondence Θm,m′ : R(Gm) →
R(G′m′) between the categories of complex representations of these sub-
groups. It is obtained from a particular representation ω of Sp2n(q),
called the Weil representation.
For a fixed irreducible unipotent representation π of Gm (cf. [14]),
our main goal is to find certain extremal (i.e. minimal and maximal)
representations in the set of irreducible components of Θm,m′(π), for
unitary and symplectic-orthogonal pairs. The definition of extremal
representation is canonical for unitary pairs, for symplectic-orthogonal
pairs it is defined by means of the Springer correspondence. Our results
generalize those found by Aubert, Kras´kiewicz, and Przebinda in [3].
In [8], Ge´rardin introduced Weil representations ω♭ of linear, sym-
plectic, and unitary groups over finite fields, this representation agrees
with ω when restricted to symplectic-orthogonal pairs; for unitary
pairs, their restrictions differ by a character with values in {±1}. There-
fore, we can replace the study of Θm,m′ by the study of the correspon-
dence Θ♭m,m′ : R(Gm)→ R(G
′
m′), induced by ω
♭.
An important fact about the Howe correspondence Θ♭m,m′ is that it
respects irreducible cuspidal unipotent representations in the case of
first occurrence (see Theorem 2). The study of these representations is
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crucial because unipotent representations of finite groups of Lie type
G belong to Harish-Chandra series Irr(G,M, δ), where δ is a cuspidal
unipotent representation of the Levi subgroup M .
For a classical group Gm, these series are Irr(Gm, Gl×T, λ⊗1), where
λ is a cuspidal unipotent representation of Gl (l < m), and T is the
torus of diagonal matrices (of dimension (m − l)/2). In [4], Aubert,
Michel, and Rouquier showed that Θ♭m,m′ maps this series into the set
R(G′m′, G
′
l′ × T
′, λ′ ⊗ 1) of representations spanned by Irr(G′m′ , G
′
l′ ×
T ′, λ′ ⊗ 1), where λ′ is the first occurrence of λ.
Due to a result by Howlett and Lehrer [10], for type I dual pairs, the
Howe correspondence between these Harish-Chandra series can be seen
as a correspondence between pairs (Wr,Wr′) of type BWeyl groups. In
[4], Aubert, Michel, and Rouquier found explicit representations Ωr,r′
ofWr×Wr′ , that yield the Howe correspondence between these pairs of
Weyl groups for unitary pairs, and made a conjecture for symplectic-
orthogonal pairs. This conjecture was recently proved by Pan in [16]
(see Section 3).
Irreducible representations of the Weyl group Wn are known to be
parametrized by bipartitions of n. Let χξ′,η′ denote the representation
of Wr′ corresponding to (ξ
′, η′), and Θ(ξ′, η′) denote the set of bipar-
titions (ξ, η) of r, such that χξ,η ⊗ χξ′,η′ appears in Ωr,r′ . We can (in
most cases) introduce an order on this set. In Theorems 7 to 10 we
establish the following.
Theorem. Extremal representations exist and are unique in Θ(ξ′, η′).
In a subsequent paper we will generalize this result to arbitrary ir-
reducible representations.
1. Howe Correspondence
1.1. Dual pairs. Let W be a symplectic vector space over Fq, and
Sp(W ) its symplectic group. By choosing a suitable base we can identify
this group to a group of matrices, in this situation we denote it by
Sp2n(q), where dimW = 2n. The centralizer in G of a subgroup H will
be denoted by CG(H).
Definition 1. A reductive dual pair (G,G′) in Sp(W ) is a pair of
reductive subgroups G and G′ of Sp(W ) such that
CSp(W )(G) = G
′, and CSp(W )(G
′) = G.
We will usually omit the word reductive and call (G,G′) a dual pair.
IfW = W1⦹W2 is an orthogonal sum decomposition, and if (G1, G
′
1)
and (G2, G
′
2) are dual pairs in Sp(W1) and Sp(W2) respectively, then
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(G,G′) = (G1 × G2, G
′
1 × G
′
2) is a dual pair in Sp(W ). A dual pair
(G,G′) which does not arise in this way is said to be irreducible. Every
dual pair can be written as a product of irreducible dual pairs. These,
in turn, are one of the following.
(1) Let V1 and V2 be vector spaces over Fq. Suppose V1 has a sym-
plectic form 〈 , 〉1, and V2 has a quadratic form 〈 , 〉2.
The Fq-vector space W = V1 ⊗Fq V2 has a symplectic form defined
by
〈u1 ⊗ u2, v1 ⊗ v2〉 = 〈u1, v1〉1〈u2, v2〉2.
We can see Sp(V1) and O(V2) as subgroups of Sp(W ) via the natural
map Sp(V1) × O(V2) → Sp(W ). The irreducible pair (Sp(V1),O(V2))
so obtained is called symplectic-orthogonal.
(2) Consider the quadratic extension Fq2 of Fq and let F denote its
Frobenius morphism. Let V1 (resp. V2) be a vector space over Fq2 with
a non-degenerate skew-Hermitian (resp. Hermitian) form 〈 , 〉1 (resp.
〈 , 〉2), and let U(V1) (resp. U(V2)) be the corresponding unitary group.
The Fq2-vector space V = V1⊗Fq2 V2 can be equipped with the skew-
hermitian form
〈u1 ⊗ u2, v1 ⊗ v2〉 = 〈u1, v1〉1
F 〈u2, v2〉2.
Via the natural map U(V1) × U(V2) → U(V ), we can see U(V1) and
U(V2) as subgroups of U(V ).
Denote by W the Fq-vector space underlying V . Composing the
previous form with TrF
q2/Fq
yields a symplectic form on W . Moreover,
the unitary group U(V ) is embedded in Sp(W ). The irreducible dual
pair (U(V1),U(V2) of subgroups of Sp(W ) is called unitary.
Unitary and symplectic-orthogonal pairs are said to be of type I dual
pairs.
(3) Let V1 and V2 be vector spaces over Fq. The natural action of
GL(V1) × GL(V2) on V = V1 ⊗ V2, induces an action on its dual V
∗.
By considering the diagonal action we get a map GL(V1)×GL(V2)→
GL(W ), where W = V ⊕ V ∗ is a symplectic vector space with form
〈x+ x∗, y + y∗〉 = y∗(x)− x∗(y),
that makes GL(V1) and GL(V2) subgroups of Sp(W ). Irreducible dual
pairs (GL(V1),GL(V2)) arising this way are called linear (or of type II ).
1.2. Weil representations. In order to define the Howe correspon-
dence, we must introduce the Heisenberg group. This is the group with
underlying set H(W ) =W × Fq and product
(w, t) · (w′, t′) = (w + w′, t+ t′ +
1
2
〈w,w′〉)
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Let ρ be an irreducible representation of H(W ). Its restriction to the
center Z ≃ Fq of H(W ) equals ψρ · 1, for a certain character ψρ of Fq.
Theorem 1. [15] For any non-trivial character ψ of Z there exists (up
to equivalence) a unique irreducible representation ρ of H(W ) such that
ψρ = ψ.
This representation is known as the Heisenberg representation. It
depends on ψ, so we denote it by ρψ.
The natural action of Sp(W ) on H(W ) fixes the elements of its cen-
ter. Hence, for a fixed character ψ of Fq, the representations ρψ and
x · ρψ agree on Z, for any x ∈ Sp(W ). Theorem 1 implies that there is
an operator ωψ(x) verifying
ρψ(x · w, t) = ωψ(x)ρψ(w, t)ωψ(x)
−1.
This defines a projective representation ωψ of Sp(W ), which can be
lifted to an actual representation of Sp(W ), known as the Weil repre-
sentation.
For an irreducible dual pair (G,G′), pulling back this representation
by G × G′ → Sp(W ), we get a representation ωG, G′ of G × G
′. It
decomposes as :
ωG, G′ =
∑
π∈Irr(G)
π ⊗Θ(π),
where Θ(π) is a (not necessarily irreducible) representation of G′. This
map Θ, from the set of irreducible representations of G to the set of
representations of G′, is known as the Howe correspondence.
For unitary dual pairs we introduce the representation
ω♭ψ = νm ⊗ ωψ, on U(V ),
where νm(u) = (det u)
(q+1)/2 defines a character of U(V ). This repre-
sentation induces a correspondence denoted by Θ♭ψ.
1.3. Witt towers. Some nice properties of the Howe correspondence
involve its compatibility with Witt towers T = {Gn}n∈N :
(1) For unitary groups there are two, one whose groups are Gn =
U2n(q), for n ∈ N, and the other for groups Gn = U2n+1(q), for n ∈ N.
The first one will be denoted by U+, and the second one by U−.
(2) In the symplectic case there is only one, it is formed by groups
Gn = Sp2n(q), for n ∈ N. It will be denoted by Sp.
(3) Even-orthogonal groups provide two Witt towers whose groups
are Gn = O
+
2n(q), and Gn = O
−
2n(q), for positive integers n. These will
be denoted by O+, and O− respectively.
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Definition 2. The pair (Gm, G
′
m′) is in the stable range (with Gm
smaller) if the defining module for G′m′ has a totally isotropic subspace
of dimension greater of equal than the dimension of the defining module
of Gm.
For instance, for pairs (Sp2m(q),O2m′(q)) the stable range condition
(with O2m′(q) smaller) means that m ≥ 2m
′.
Proposition 1. [11, Propositions 4.3 and 4.5] In the situation above,
for every irreducible representation π of Gm, Θ(π) 6= 0
2. Cuspidal unipotent representations
For type I dual pairs (Gm, G
′
m′), the Howe correspondence defined
by the representation ω♭m,m′ of Gm × G
′
m′ , will be denoted Θ
♭
m,m′ . In
this section show the behaviour of this correspondence with respect to
Harish-Chandra series of cuspidal unipotent representations.
The occurrence of a cuspidal irreducible representation π ofGm in the
Howe correspondence for (Gm, G
′
m′) withm
′ minimal (that is Θ♭m,k(π) =
0 for k < m′), is referred to as the first occurrence. The integer m′ will
be called first occurrence index for π. In this case, the representation
Θ♭m,m′(π) is cuspidal and irreducible (cf. [2, Theorem 2.2]), and we
denote it by θ♭(π).
Another important fact about the correspondence Θ♭m,m′, is that it
respects unipotent representations. If the representation π⊗π′ of Gm×
G′m′ appears in ω
♭
m,m′ , then π is unipotent if and only if π
′ is unipotent
(cf. [4, Proposition 2.3]).
Between groups belonging to a dual pair, the only ones having cus-
pidal unipotent representations are GL1(q), Sp2k(k+1)(q), U(k2+k)/2(q),
and SOǫ2k2(q) with ǫ = sgn(−1)
k. Moreover, this representation is
unique (trivial for the linear group) (cf. [12, Theorem 3.22]). For the
last three groups we denoted it by λk.
Inducing the cuspidal unipotent representation λk of SO
ǫ
2k2(q) to
Oǫ2k2(q), we obtain two irreducible cuspidal representations, λ
I
k and
λIIk , which differ by tensoring with the sgn character of O
ǫ
2k2(q).
Theorem 2. [2, Theorems 4.1 and 5.2] The Howe correspondence
Θ♭m,m′ for type I dual pairs takes cuspidal unipotent representations
to cuspidal unipotent representations as follows :
• For towers (Sp,Oǫ), λk corresponds to λ
II
k if ǫ is the sign of
(−1)k, and to λIk+1 otherwise.
• For towers (Uǫ,Uǫ
′
), λk corresponds to λk′, where k
′ = k + 1
or k′ = k − 1. We take k so that ǫ is the sign of (−1)k(k+1)/2,
and we choose k′ such that ǫ′ = (−1)k
′(k′+1)/2.
6 JESUA EPEQUIN CHAVEZ
Moreover, these cases give the first occurrence θ♭(λk) of λk.
This theorem allows us to write the Howe correspondence Θ♭m,m′ ,
between cuspidal unipotent representations, as a function on natural
integers θ : N→ N, defined by θ♭(λk) = λθ(k).
Let T, and T′ be two Witt towers such that pairs (Gm, G
′
m′) with
Gm ∈ T, and G
′
m′ ∈ T
′ are of type I. For a fixed group Gm, a group Gl
in the same Witt tower, and such that l < m, together with a cuspidal
representation λ of Gl, yield a cuspidal pair (Gl × T1/2(m−l), λ ⊗ 1),
where Tk denotes the maximal torus of diagonal matrices in GLk.
Theorem 3. [4, The´ore`me 3.7] In the situation above, let l′ be the
first occurrence index of λ, and λ′ = θ♭(λ) the corresponding cuspidal
representation of G′l′ ∈ T
′. For γ ∈ Irr(Gm, λ ⊗ 1), Θ
♭
m,m′(γ) = 0
whenever m′ < l′, and Θ♭m,m′(γ) ∈ R(G
′
m′ , λ
′⊗1) otherwise. Moreover,
the representation λ is unipotent if and only if the same holds for λ′.
3. Correspondence between Weyl groups
Let G be a reductive group defined over Fq, and P =MU be a Levi
decomposition of the rational parabolic subgroup P. For a cuspidal
representation δ of M set
WG(δ) = {x ∈ NG(M)/M :
xδ = δ}.
Theorem 4. [10, Corollary 5.4] and [6, Corollary 2] There is an iso-
morphism
EndG(R
G
M
(δ)) ≃ C[WG(δ)].
In particular, irreducible representations in the Harish-Chandra series
Irr(G,M, δ) are indexed by irreducible representations of WG(δ).
We refer to this parametrization as the Howlett-Lehrer bijection.
Let Gm belong to a Witt tower of symplectic, unitary or orthogonal
groups. Harish-Chandra series for Gm can be parametrized by cuspidal
pairs (Gm−|t| × GLt, ϕ ⊗ σ), for partitions t = (t1, . . . , tr) such that
|t| ≤ m. Series containing unipotent representations correspond to
representations ϕ⊗σ, cuspidal and unipotent. This forces the cuspidal
pair to become (Gm(k) × Tr, λk ⊗ 1), where λk is a cuspidal unipotent
representation of Gm(k), r = (m−m(k))/2, and m(k) is equal to k
2+k
for symplectic, (k2 + k)/2 for unitary, and k2 for orthogonal groups.
For the first two kinds of groups, the Harish-Chandra series will be
denoted by Irr(Gm)k, and the set of representations spanned by this
series will be denoted by R(Gm)k. For orthogonal groups O
ǫ
2m(q) and
k verifying ǫ = (−1)k, the Harish-Chandra series corresponding λIk and
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λIIk are denoted by Irr(O
ǫ
2m(q))
I
k, and Irr(O
ǫ
2m(q))
II
k , and their spanned
sets by R(Oǫ2m(q))
I
k, and R(O
ǫ
2m(q))
II
k respectively.
For symplectic or unitary groups, the unicity of λk implies that the
condition on the elements of the group WGm(1⊗ λk) is trivial. There-
fore, the Howlett-Lehrer bijection identifies Irr(Gm)k to NGm(Lk)/Lk,
which is a Weyl group of type B(m−m(k))/2. The same reasoning al-
lows us to state that the series Irr(Oǫ2m(q))
I
k and Irr(O
ǫ
2m(q))
II
k are in
bijection with the irreducible representations of a Weyl group of type
Bm−k2.
These remarks, together with Theorems 2 and 3 imply that for
type I pairs (Sp2m(q),O
ǫ
2m′(q)), and (Um(q),Um′(q)) the Howe corre-
spondence between Harish-Chandra series of cuspidal unipotent rep-
resentations leads to a correspondence between pairs of type B Weyl
groups : (Bm−k(k+1),Bm′−θ(k)2) for symplectic-orthogonal pairs, and
(B 1
2
(m−k(k+1)/2),B 1
2
(m′−θ(k)(θ(k)+1)/2)) for unitary pairs.
Let (Gm, G
′
m′) be a type I dual pair and (Wr,Wr′) be one of the cor-
responding pairs of Weyl groups from the previous paragraph. Denote
θ(k) by k′, and denote the projection of ωm,m′ onto R(Gm)k⊗R(G
′
m′)k′
by ωm,m′,k.
Theorem 5. [16, Theorem 3.31] For the symplectic-orthogonal dual
pair (Sp2m(q),O
ǫ
2m′(q)), there is a bijection
Irr(Sp2m(q))k × Irr(O
ǫ
2m′(q))
Γ
k′ ≃ Irr(Wr ×Wr′),
where Γ = II if ǫ = (−1)k and Γ = I otherwise. Moreover, it identifies
ωm,m′,k to the representation Ωr,r′ whose character is :
min(r,r′)∑
l=0
∑
χ∈Irr(Wl)
(IndWrWl×Wr−l χ⊗ sgn)⊗ (Ind
W ′r
Wl×Wr′−l
χ⊗ sgn),(1)
for (Sp2m(q),O
ǫ
2m′(q)) if ǫ = (−1)
k; and
min(r,r′)∑
l=0
∑
χ∈Irr(Wl)
(IndWrWl×Wr−l χ⊗ 1)⊗ (Ind
W ′r
Wl×Wr′−l
χ⊗ sgn),(2)
otherwise.
Theorem 6. [4, Theorem 3.10] Let (Um(q), Um′(q)) be a unitary dual
pair. The bijection
Irr(Um(q))k × Irr(Um′(q))k′ ≃ Irr(Wr ×Wr′),
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identifies the representation ωm,m′,k with the representation Ωr,r′ whose
character is :
min(r,r′)∑
l=0
∑
χ∈Irr(Wl)
(IndWrWl×Wr−l χ⊗ 1)⊗ (Ind
W ′r
Wl×Wr′−l
sgnχ⊗ 1),(3)
for the pair (Um(q),Um′(q)), if k is odd or k = k
′ = 0; and
min(r,r′)∑
l=0
∑
χ∈Irr(Wl)
(IndWrWl×Wr−l χ⊗ sgn)⊗ (Ind
W ′r
Wl×Wr′−l
sgnχ⊗ 1),(4)
otherwise.
4. Extremal unipotent representations
We present symplectic-orthogonal and unitary pairs separately, be-
cause the definiton of “extremal” (i.e. “minimal” and “maximal”) rep-
resentation changes from one pair to the other.
There is a natural order on the set of partitions of an integer n ∈ N.
Take µ and µ′ two partitions of the same integer. Then, µ ≤ µ′ if and
only if
µ1 + . . .+ µk ≤ µ
′
1 + . . .+ µ
′
k, for all k ∈ N.
Following [4] we introduce another order between partitions.
Definition 3. Let µ and µ′ be partitions (of possibly different integers).
We denote
µ  µ′ if and only if µ′i+1 ≤ µi ≤ µ
′
i.
This defines an order on partitions. It says that µ  µ′ if the Young
diagram of µ is contained in the one of µ′ and that we can go from the
first to the second by adding at most one box per column.
We denote by P2(n) the set of bipartitions (λ, µ) of n. Irreducible
characters of a Weyl group Wn of type B or C are known to be
parametrised by bipartitions of n (cf. [7, Theorem 5.5.6]). We de-
note by χλ,µ the irreducible representation of Wn, corresponding to the
bipartition (λ, µ) of n.
Proposition 2. [7, Chapter 5] Let (λ, µ) be a bipartition of the integer
r, then
1. IndWlWr×Wl−r χλ,µ ⊗ sgn =
∑
µµ′ χλ,µ′ .
2. IndWlWr×Wl−r χλ,µ ⊗ 1 =
∑
λλ′ χλ′,µ.
3. sgn⊗χλ,µ = χµ,λ
Achar and Henderson [1] introduced the following order between
bipartitions.
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Definition 4. For (ρ, σ), (µ, ν) ∈ P2(n) we say that (ρ, σ) ≤ (µ, ν),
if and only if, the following inequalities hold for all k ≥ 0 :
ρ1 + σ1 + · · ·+ ρk + σk ≤ µ1 + ν1 + · · ·+ µk + νk, and
ρ1 + σ1 + · · ·+ ρk + σk + ρk+1 ≤ µ1 + ν1 + · · ·+ µk + νk + µk+1.
We will refer to this as the natural order.
The following technical result will be used for both unitary and
symplectic-orthogonal pairs.
Lemma 1. Let (ξ, η), and (ξ′, η′) be bipartitions of l, and l′ respectively.
Suppose the number of parts of η and η′ are equal, and that ξ has one
more part than ξ′ (this can be achieved by adding zeroes). Call t0 (resp.
t1) the number of parts of η
′ (resp. ξ′). Finally suppose that ξ′  ξ,
and η  η′.
1. For P ⊂ {1, . . . , t0}, and Q ⊂ {1, . . . , t1},
ξ1 +
∑
Q
ξi+1 +
∑
P
ηi ≥ (l − l
′) +
∑
Q
ξ′i +
∑
P
η′i.
2. For P ⊂ {1, . . . , t0}, and Q ⊂ {1, . . . , t1 + 1},∑
Q
ξi +
∑
P
ηi ≤ l − l
′ + η′1 +
∑
Q
ξ′i +
∑
P
η′i+1,
where we set ξt1+1 = η
′
t0+1 = 0.
Proof. By definition,
ξi+1 ≤ ξ
′
i ≤ ξi, and ηj ≤ η
′
j(5)
for all i = 1, . . . , t1, and j = 1 . . . , t0. Rewriting |ξ|+ |η| − |ξ
′| − |η′| =
l − l′ as
ξ1 +
t1∑
i=1
(ξi+1 − ξ
′
i) +
t0∑
i=1
(ηi − η
′
i) = l − l
′,
inequalities (5) imply
ξ1 +
∑
Q
(ξi+1 − ξ
′
i) +
∑
P
(ηi − η
′
i) ≥ l − l
′,
for P ⊂ {1, . . . , t0}, and Q ⊂ {1, . . . , t1} arbitrary. The proof of item
(2) is similar. 
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4.1. Symplectic-orthogonal pairs. Let Wn = W (Cn) be the Weyl
group of Sp2n(Fq). In [13] Lusztig extended the Springer correspon-
dence (introduced in [17]) to finite fields of large characteristic. This
correspondence is an injective map from the set of irreducible repre-
sentations of Wn, into the set of pairs (O, ψ), where O is a unipotent
conjugacy class of Sp2n(Fq), and ψ is an irreducible character of the
group A(u) of connected components of the centraliser C(u) of any
u ∈ O.
Recall that a partition is called symplectic if each odd part appears
with even multiplicity. There is a bijection between symplectic parti-
tions of 2n and unipotent conjugacy classes of Sp2n(Fq). We denote by
Oλ the unipotent orbit associated to the symplectic partition λ.
Let λ be a symplectic partition of 2n. By adding a zero if necessary,
we can suppose λ has an even number 2k of parts. We now set λ∗j =
λ2k−j+1 + j − 1, for j = 1, . . . , 2k. We divide λ
∗ into its odd and even
parts. Is has the same number of each. Let the odd parts be
2ξ∗1 + 1 < 2ξ
∗
2 + 1 < . . . < 2ξ
∗
k + 1
and the even parts be
2η∗1 < 2η
∗
2 < . . . < 2η
∗
k.
Set ξi = ξ
∗
k−i+1 − (k − i), and ηi = η
∗
k−i+1 − (k − i) for each i. We
obtain in this way a bipartition (ξ, η) = (ξ(λ), η(λ)) of n. The injec-
tive map, sending λ to (ξ(λ), η(λ)), is closely related to the Springer
correspondence.
Conversely, let (ξ, η) be a bipartition of n, we ensure that ξ has one
more part than η by adding zeroes to ξ if necessary. Let k the number
of parts of η. We associate to (ξ, η) the following u-symbol(
ξk+1 ξk + 2 · · · ξ1 + 2k
ηk + 1 · · · η1 + 2k − 1
)
.
The bipartition (ξ, η) is in the image of the above map if and only if
its associated u-symbol is distinguished, that is
ξk+1 ≤ ηk + 1 ≤ ξk + 2 ≤ ηk−1 + 3 ≤ · · · .
In this situation the Springer map sends the representation χξ,η of
Wn to the pair (Oλ, 1) where λ is the symplectic partition such that
(ξ, η) = (ξ(λ), η(λ)), and 1 is the trivial representation of A(u).
The set of all u-symbols which share the same entries with the same
multiplicities (in different arrangements) is called a similarity class.
Each similarity class contains exactly one distinguished u-symbol.
Suppose the bipartition (ξ, η) is not in the image of the above map,
and let (ξ′, η′) be the bipartition corresponding to the distinguished
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u-symbol that is similar to the one of (ξ, η). Let λ be the symplectic
partition verifying (ξ′, η′) = (ξ(λ), η(λ)), then the Springer correspon-
dence maps χξ,η into the pair (Oλ, ψ) for some character ψ of A(u).
In this situation we write λ = λ(ξ, η). This defines a surjective map
sending bipartitions of n, to symplectic partitions of 2n.
Remark 1. The closure order between unipotent conjugacy classes is
compatible with the (natural) order on symplectic partitions.
For the symplectic-orthogonal pair (Sp2m(q),O
ǫ
2m′(q)), the Howe cor-
respondence between unipotent Harish-Chandra series induces a corre-
spondence for the pair of type B Weyl groups (Wm−k(k+1),Wm′−θ(k)2),
where θ(k) is equal to k or k + 1 (see Theorem 2).
Let l = m − k(k + 1) and l′ = m′ − θ(k)2. Theorem 5 asserts
that the correspondence between Weyl groups is given by a certain
representation Ωl,l′.
Definition 5. Fix a bipartition (ξ′, η′) of l′.
1. We denote by Θ(ξ′, η′) the set of all bipartitions (ξ, η) of l such
that χξ,η ⊗ χξ′,η′ is an irreducible component of Ωl,l′.
2. A minimal representation (ξmin, ηmin) in Θ(ξ
′, η′), is the one
verifying λ(ξmin, ηmin) ≤ λ(ξ, η) for all (ξ, η) in Θ(ξ
′, η′). The
definition of maximal representation is similar.
Note that a priori, these extremal representations need not exist and
even if they do, they need not be unique. Our goal is to prove the
existence and uniqueness of such representations.
The explicit form of Ωl,l′ depends on the sign of ǫ, and the parity of
k. Theorem 5 presented two cases, we study these independently.
We suppose from now on that m ≥ 2m′, i.e. that the dual pair
(Sp2m(q),O
ǫ
2m′(q)) is in the stable range (with O
ǫ
2m′(q) smaller).
A. First case. Consider the dual pair (Sp2m(q),O
+
2m′(q)) for k even, or
(Sp2m(q),O
−
2m′(q)) for k odd. In these cases, Proposition 2 allows us to
rewrite the representation Ωl,l′, given in Theorem 5 as
Ωl,l′ =
min(l,l′)∑
r=0
∑
(ξ,ζ)∈P2(r)
∑
η,η′
χξ,η ⊗ χξ,η′ ,(6)
where the third sum is over partitions η and η′ of l − |ξ| and l′ − |ξ|
such that ζ  η and ζ  η′.
Lemma 2. Let (ξ′, η′) be a bipartition of l′.
1. The bipartition (ξ, η) belongs to Θ(ξ′, η′) if and only if η and η′
have a common predecessor for , and ξ = ξ′.
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2. The smallest element of Θ(ξ′, η′) for the natural order corre-
sponds to (ξ′, (l − l′) ∪ η′)
3. The largest element of Θ(ξ′, η′) for the natural order corresponds
to (ξ′, (l − l′ + η′1 + η
′
2, η
′
3, · · · , η
′
r)).
Proof. Item 1 is an easy consequence of equality (6).
The representations belonging to Θ(ξ′, η′) correspond to bipartitions
having ξ′ as first component, and whose second component η shares a
common predecessor (for ) with η′. Thus, it is enough to prove that
the smallest partition (for the natural order) verifying this property, is
(l− l′) ∪ η′. The number l − l′ is the biggest element in this partition,
because the stable range condition m ≥ 2m′ implies that l ≥ 2l′.
Let η′ = (η′1, . . . , η
′
r), η = (η1, . . . , ηr+1), and ζ = (ζ1, . . . , ζr) be such
that η′, and η have ζ as common predecessor for . By adding zeros,
we can suppose that η has one more part than ζ and η′). By definition
η′k+1 ≤ ζk ≤ η
′
k, , and ηk+1 ≤ ζk ≤ ηk,
for k = 1, . . . , r. Hence,
η′k ≥ ηk+1 for k = 1, . . . , r.(7)
As (ξ, η) and (ξ, η′) are bipartitions of l and l′ respectively, |η| − |η′| =
l − l′, i.e.
r+1∑
i=1
ηi = l − l
′ +
r∑
i=1
η′i.(8)
This equality and the inequalities in (7) provide
k+1∑
i=1
ηi ≥ l − l
′ +
k∑
i=1
η′i,
for k = 0, . . . , r, i.e. η ≥ (l − l′) ∪ η′. This proves item 2. The proof of
item 3 is analogous. 
The following result states that the map λ = λ(ξ, η) is increasing
when restricted to Θ(ξ′, η′).
Proposition 3. Suppose that (ξ′, ζ) and (ξ′, ζ ′) belong to Θ(ξ′, η′).
Then, (ξ′, ζ) ≤ (ξ′, ζ ′) if and only if λ(ξ′, ζ) ≤ λ(ξ′, ζ ′).
Proof. By adding zeros we can suppose that the ζ and ζ ′ have the same
number k of parts, and that ξ′ has one more part than both. Let(
ξ′k+1 ξ
′
k + 2 · · · ξ
′
1 + 2k
ζk + 1 · · · ζ1 + 2k − 1
)
, and
(
ξ′k+1 ξ
′
k + 2 · · · ξ
′
1 + 2k
ζ ′k + 1 · · · ζ
′
1 + 2k − 1
)
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be the u-symbols corresponding to (ξ′, ζ), and (ξ′, ζ ′) respectively. Let
(
γ2k+1 γ2k−1 · · · γ1
γ2k · · · γ2
)
, and
(
γ′2k+1 γ
′
2k−1 · · · γ
′
1
γ′2k · · · γ
′
2
)
be their associated distinguished u-symbols. It is easy to see that
λ(ξ′, ζ) ≤ λ(ξ′, ζ ′), is equivalent to γ ≤ γ′, where γ = (γ1, . . . , γ2k+1)
and γ = (γ1, . . . , γ2k+1).
Supposse that (ξ′, ζ) ≤ (ξ′, ζ ′), or equivalently, that ζ ≤ ζ ′. We must
verify that γ ≤ γ′, i.e.
γ1 + · · ·+ γr ≤ γ
′
1 + · · ·+ γ
′
r.
for r = 1, . . . , k + 1. The sum to the left above can be written as
t∑
i=1
ζi + 2(k − i) + 1 +
s∑
i=1
ξ′i + 2(k − i+ 1),
for some t, and s such that t+ s = r. The relation ζ ≤ ζ ′ implies that
the sum above is lower or equal than
t∑
i=1
ζ ′i + 2(k − i) + 1 +
s∑
i=1
ξ′i + 2(k − i+ 1).
This last sum in lower or equal than γ′1 + · · · + γ
′
r (because of distin-
guishedness).
Conversely, supposse that γ ≤ γ′. Let t′ = 1, . . . , k, and choose r
minimal such that ζ ′1 + 2(k − 1) + 1, . . . , ζ
′
t′ + 2(k − t
′) + 1 appear in
the list γ′1, . . . , γ
′
r. In this case
γ′1 + · · ·+ γ
′
r =
t′∑
i=1
ζ ′i + 2(k − i) + 1 +
s′∑
i=1
ξ′i + 2(k − i+ 1),(9)
where s′ = r−t′. The previous sum is greater or equal than γ1+· · ·+γr,
which in turn can be written as
γ1 + · · ·+ γr =
t∑
i=1
ζi + 2(k − i) + 1 +
s∑
i=1
ξ′i + 2(k − i+ 1),(10)
for certain t and s verifying t + s = r. Suppose that s ≥ s′. Distin-
guishedness implies that ξ′s′+i+2(k+1−s
′− i) ≥ ζt+i+2(k− t− i)+1,
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for i = 1, . . . , s− s′. Therefore,
t′∑
i=1
ζ ′i + 2(k − i) + 1 +
s′∑
i=1
ξ′i + 2(k − i+ 1)
≥
t∑
i=1
ζi + 2(k − i) + 1 +
s∑
i=1
ξ′i + 2(k − i+ 1)
≥
t′∑
i=1
ζi + 2(k − i) + 1 +
s′∑
i=1
ξ′i + 2(k − i+ 1).
This implies that ζ ′1 + · · ·+ ζ
′
t′ ≥ ζ1 + · · ·+ ζt′ . 
Theorem 7. Let (ξ′, η′) be a bipartition of l′.
1. There exists a unique minimal representation in Θ(ξ′, η′), it is
given by (ξ′, (l − l′) ∪ η′).
2. There exists a unique maximal representation in Θ(ξ′, η′), it is
given by (ξ′, (l − l′ + η′1 + η
′
2, η
′
3, · · · , η
′
r)).
Proof. Existence comes from Lemma 2 and Proposition 3. Unicity also
comes from Proposition 3. Indeed, this proposition implies that the
minimal (resp. maximal) representation in Θ(ξ′, η′) (see Definition 5)
is also minimal (resp. maximal) for the natural order. 
B. Second case. We now analyse pairs (Sp2m(q),O
+
2m′(q)) for k odd,
and (Sp2m(q),O
−
2m′(q)) for k even. Again, Proposition 2 lets us rewrite
the character Ωl,l′, given in Theorem 5, as
Ωl,l′ =
min(l,l′)∑
r=0
∑
(ξ,η)∈P2(r)
∑
ξ′,η′
χξ′,η ⊗ χξ,η′,(11)
where the sum is over partitions ξ′ and η′ of l − |η| and l′ − |ξ| such
that ξ  ξ′ and η  η′.
Lemma 3. Let (ξ′, η′) be a bipartition of l′.
1. A bipartition (ξ, η) belongs to Θ(ξ′, η′) if and only if ξ′  ξ and
η  η′.
2. The smallest element of Θ(ξ′, η′) for natural order is ((l− l′) ∪
ξ′, η′).
3. The largest element of Θ(ξ′, η′) for the natural order corresponds
to the bipartition ((l − l′ + η′1 + ξ
′
1, ξ
′
2, . . . , ξ
′
r), (η
′
2, . . . , η
′
r)).
Proof. Item 1 is a straightforward consequence of equality (11). Items
2 and 3 are a corollary of Lemma 1. 
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Unlike the previous section, in this case the map λ = λ(ξ, η) is not
increasing when restricted to Θ(ξ′, η′). However, we can prove that the
representations obtained in items (2) and (3) of the previous theorem,
are indeed the minimal and maximal representations in Θ(ξ′, η′).
Theorem 8. Let (ξ′, η′) be a bipartition of l′.
1. There exists a unique minimal representation in Θ(ξ′, η′), it
corresponds to the bipartition ((l − l′) ∪ ξ′, η′)
2. There exists a unique maximal representation in Θ(ξ′, η′), it is
the bipartition ((l − l′ + η′1 + ξ
′
1, ξ
′
2, . . . , ξ
′
r), (η
′
2, . . . , η
′
r)).
Proof. As in the proof of Proposition 7, we can suppose that η, η′ and
ξ′ have the same number k of parts and that ξ has k + 1 parts. Let(
ξk+1 ξk + 2 · · · ξ1 + 2k
ηk + 1 · · · η1 + 2k − 1
)
, and
(
ξ′k ξ
′
k−1 + 2 · · · l − l
′ + 2k
η′k + 1 · · · η
′
1 + 2k − 1
)
be the u-symbols corresponding to (ξ, η) and ((l−l′)∪ξ′, η′) respectively.
Let (
γ2k+1 γ2k−1 · · · γ1
γ2k · · · γ2
)
, and
(
γ′2k+1 γ
′
2k−1 · · · γ
′
1
γ′2k · · · γ
′
2
)
be the corresponding distinguished u-symbols. Distinguishedness ,and
the inequality l > 2l′ imply that γ′1 = l − l
′ + 2k, and γ1 = ξ1 + 2k.
For r ∈ {1, . . . , 2k + 1}, there exist P , Q ⊂ {1, . . . , r} such that
γ′1 + · · ·+ γ
′
r = (l − l
′ + 2k) +
∑
P
ξ′i + 2(k − i) +
∑
Q
η′i + 2(k − i) + 1.
The right side in the above inequality is smaller than
(ξ1 + 2k) +
∑
P
ξi+1 + 2(k − i− 1) +
∑
Q
ηi + 2(k − i) + 1,
by item 2 of Lemma 1. The last sum is smaller than γ1 + · · · + γr
(because of distinguishedness). This means that γ′ ≤ γ, and as in the
proof of Proposition 7, this is equivalent to λ((l− l′)∪ ξ′, η′) ≤ λ(ξ, η).
For unicity, consider the u-symbol corresponding to ((l− l′)∪ ξ′, η′).
We prove that all the other u-symbols in its similarity class correspond
to bipartitions which do not belong to Θ(ξ′, η′). This implies that any
(ξ, η) in Θ(ξ′, η′) verifies λ(ξ, η) 6= λ((l − l′) ∪ ξ′, η′). Unicity of the
minimal representation follows.
Let (ξ, η) be the partition whose u-symbol is similar (and different
from) the one of ((l − l′) ∪ ξ′, η′). In this situation, there are three
possibilities :
(1) |ξ|> |ξ′|+l − l′. Since the biggest entry in ξ is l − l′, in order to
obtain its Young diagram we would need to add at least two boxes in
a same column to the diagram of ξ′. This contradicts ξ′  ξ.
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(2) |ξ|< |ξ′|+l − l′. This implies that |η|> |η′|, so that the Young
diagram of η would not contain the one of η′. This contradicts η  η′.
(3) |ξ|= |ξ′|+l − l′. Since the partitions are different, we would find
certain t such that ξ′t < ξt+1. As in item (1), this contradicts ξ
′  ξ.
In any case, we see that (ξ, η) does not belong to Θ(ξ′, η′). The
assertion concerning the maximal representation has a similar proof.

4.2. Unitary pairs. Let µ be a partition of n, and denote by the same
letter the corresponding irreducible character of Sn. Define
Rµ =
1
n!
∑
σ∈Sn
µ(σ)RUn
Tσ
(1).
These central characters provide all the unipotent representations of
Un(q) up to the sign
εµ = (−1)
∑k
i=1 (
µi
2 )+(
m(m−1)
2 ).
Proposition 4. The characters of unipotent irreducible representa-
tions of Un(q) are given by εµRµ, for different partitions µ of n.
In what follows we need to use some combinatorics related to parti-
tions. Let D(µ) denote the Young diagram of µ. We call rim of µ, the
boxes belonging to {(i, j) ∈ D(µ)|(i, j+1) /∈ D(µ) or (i+1, j) /∈ D(µ)}.
We call rim 2-hook of µ a pair {(i, j), (i, j + 1)} or {(i, j), (i+ 1, j)} of
elements of the rim of µ, such that we obtain the diagram of a partition
after removing these elements from D(µ). Finally, the 2-core of µ is
the partition obtained by removing as many rim 2-hooks as possible
from the diagram of µ.
Let again µ = (µ1, . . . , µr) be a partition of m, and let t ≥ r be an
integer. We call t-set of β-numbers associated to µ, the set βtµ = {βi}
where βi = µi + t − i. Conversely, to each decreasing sequence β =
{β1, . . . , βt} of positive integers, we can associate a partition µ, defined
by µi = βi + t− i.
Set βtµ(0) = {βi/2|βi is even} and β
t
µ(1) = {(βi − 1)/2|βi is odd}.
Let µ(0) and µ(1) be the partitions associated to the sets of β-numbers
βtµ(0) and β
t
µ(1). Then, the pair (µ(0), µ(1)) depends only on the con-
gruence class t of t modulo 2 . We call µ(0) and µ(1) the 2-quotients
of parameter t of µ .
We have a bijection between the category R(Um(q))k, of complex
representations spanned by Irr(Um(q))k, and the set of irreducible rep-
resentations of W 1
2
(m−k(k+1)/2). This bijection allows us to describe
explicitely the characters in this Harish-Chandra series.
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Proposition 5. [5, Appendice, proposition p. 224]
1. The unique cuspidal unipotent representation λk of the unitary
group U(k2+k)/2(q) is ετkRτk , where τk is the k-th 2-core τk =
(k, . . . , 1).
2. For n ≥ 1/2(k2+k) the irreducible characters of R(Un(q))k are
εµRµ where µ is a partition of n of 2-core τk. This character is
related to the bipartition (µ(0), µ(1)) (where µ(0) and µ(1) are
the 2-quotients of parameter 1 of µ) under the bijection given
in Theorem 4.
This theorem tell us that for a fixed k there is a bijection between
the bipartitions of 1
2
(n−k(k+1)/2), the representations in the Harish-
Chandra series R(Un(q))k, and the partitions of n with 2-core τk.
Proposition 6. [4, Lemma 5.8] Let µ′ be the partition obtained from
µ by removing a 2-rimhook, then the t-set of β-numbers of µ′ is equal
to {β1, . . . , βj−1, βj−2, βj+1, . . . , βt}, for a certain j ≤ t. In particular,
the β-sets of a partition and its 2-core have the same number of even
(resp. odd) elements.
Remark 2. Let βk be the t-set of β-numbers of τk, and t0 = |βk(0)|
and t1 = |βk(1)| be its number of even and odd parts respectively. These
two numbers depend on the parity of k and t. For instance, let t be odd.
If k is even, then t0 = (t+ k + 1)/2 and t1 = (t− k − 1)/2; and if k is
odd then t0 = (t− k)/2 and t1 = (t+ k)/2.
Proposition 7. Let µ and µ′ be two bipartitions of the same inte-
ger, and t be odd. Then µ and µ′ have the same 2-core if and only if
|βtµ(0)| = |β
t
µ′(0)| and |β
t
µ(1)| = |β
t
µ′(1)|.
Proof. Suppose that µ and µ′ have the same 2-core. Proposition 6 says
that the number of even (resp. odd) elements in the t-sets of β-numbers
of µ and µ′ equal the number of even (resp. odd) elements in the t-set
of β-numbers of the common 2-core, so we have |βtµ(0)| = |β
t
µ′(0)| and
|βtµ(1)| = |β
t
µ′(1)|.
If µ and µ′ have different 2-cores τk and τk′, assuming that k < k
′
we have 4 cases depending on the parity of k and k′. For instance,
if they’re both odd then |βk(1)| = (t + k)/2 < (t + k
′)/2 = |βk′(1)|
and |βk′(0)| = (t − k
′)/2 < (t − k)/2 = |βk(0)|, so by Proposition
6, |βtµ′(0)| < |β
t
µ(0)| and |β
t
µ(1)| < |β
t
µ′(1)|. The other 3 cases are
analogous. 
For the unitary dual pair (Um(q),Um′(q)), the Howe correspondence
between unipotent Harish-Chandra series induces a correspondence for
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the pair (W 1
2
(m−k(k+1)/2),W 1
2
(m′−θ(k)(θ(k)+1)/2)) of type B Weyl groups,
where θ(k) is equal to k − 1 or k + 1 (see Theorem 2).
Let l = 1
2
(m − k(k + 1)/2) and l′ = 1
2
(m′ − θ(k)(θ(k) + 1)/2). The
correspondence for the pair (Wl,Wl′) is given by the representations
Ωl,l′ introduced in Theorem 6.
Definition 6. Fix a bipartition (ξ′, η′) of l′. We denote by Θ(ξ′, η′) the
set of all bipartitions (ξ, η) of l, such that χξ,η ⊗ χξ′,η′ appears in Ωl,l′.
Proposition 5 provides a bijection between Irr(Wl) and R(Um(q))k,
sending the irreducible representation χξ,η to the unipotent character
εµRµ, where µ = µk(ξ, η) is the partition of n with τk as 2-core and
(ξ, η) as 2-quotient of parameter 1.
Definition 7. Fix a bipartition (ξ′, η′) of l′.
1. We define a partial order on Θ(ξ′, η′) by (ξ, η)  (ξ
′′
, η
′′
) if and
only if µk(ξ, η) ≤ µk(ξ
′′
, η
′′
).
2. A bipartition in Θ(ξ′, η′) is minimal (resp. maximal), if it is so
for the order just defined.
We show in the following sections that Θ(ξ′, η′) admits a unique
minimal (resp. maximal) representation.
The explicit form of Ωl,l′ depends on the parity of k. Theorem
6 provides two cases, we study these separately. As for symplectic-
orthogonal pairs, we suppose the pair to be in the stable range (with
Um′(q) the smaller), this condition implies that l ≥ 2l
′.
A. First case. Consider the pair (Um(q),Um′(q)) for k odd or k =
θ(k) = 0. In these cases, the Howe correspondence is given by the
representation Ωl,l′ given in Theorem 6. Proposition 2 allows us to
write.
Ωl,l′ =
min(l,l′)∑
r=0
∑
(ξ,η)∈P2(r)
∑
ξ′,η′
χξ′,η ⊗ χη′,ξ,
the third sum being over partitions ξ′ and η′ of l − |η| and l′ − |ξ|,
such that ξ  ξ′ and η  η′. The proof of the following lemma is a
consequence of the previous identity and Lemma 1.
Lemma 4. Let (ξ′, η′) be a bipartition of l′.
1. A bipartition (η, ξ) belongs to Θ(ξ′, η′), if and only if η′  η and
ξ  ξ′.
2. The smallest element in Θ(ξ′, η′) for the natural order is ((l −
l′) ∪ η′, ξ′).
3. The largest element in Θ(ξ′, η′) for the natural order is ((l− l′+
ξ′1 + η
′
1, η
′
2, · · · , η
′
r), (ξ
′
2, · · · , ξ
′
r)).
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Theorem 9. Let (ξ′, η′) be a bipartition of l′.
1. The unique minimal representation in Θ(ξ′, η′) corresponds to
the bipartition ((l − l′) ∪ η′, ξ′) of l.
2. The unique maximal representation in Θ(ξ′, η′) corresponds to
the bipartition ((l − l′ + ξ′1 + η
′
1, η
′
2, · · · , η
′
r), (ξ
′
2, · · · , ξ
′
r)) of l.
Proof. Take (η, ξ) in Θ(ξ′, η′), let µ = µk(η, ξ), and µm = µk((l − l
′) ∪
η′, ξ′). We intent prove that µm ≤ µ.
Let t′0 (resp. t
′
1) be the number of parts of ξ
′ (resp. η′). By adding
zeroes (if necessary) we can assume that t′ = t′0 + t
′
1 is odd, η has
t′1 + 1 parts, and ξ has t
′
0 parts. Therefore, if we are to use (η, ξ) as a
2-quotient of parameter 1, we must add a zero to either η or ξ, so the
total number of parts becomes t = t′ + 2 (odd).
Let k′ = θ(k) be even and k = k′ − 1, or k′ be odd and k = k′ + 1.
Using the formulas in Remark 2, the number of parts of η = µ(0) (resp.
(l − l′) ∪ η′ = µm(0)) should equal t0 = t
′
1 + 2, and those of ξ = µ(1)
should be t1 = t
′
0. Therefore we must add a zero to η (resp. (l−l
′)∪η′).
Let β (resp. βm) be the t-set of β-numbers of µ (resp. µm), a simple
calculation shows that
β = {2(ξ1 + t
′
0)− 1, . . . , 2ξt′0 + 1, 2(η1 + t
′
1 + 1), . . . , 2(ηt′1+1 + 1), 0},
βm = {2(ξ
′
1 + t
′
0)− 1, . . . , 2ξ
′
t′0
+ 1, 2(l− l′ + t′1 + 1), . . . , 2(η
′
t′1
+ 1), 0}.
Let β1 > · · · > βt (resp. βm,1 > · · · > βm,t) the elements of β (resp.
βm) after reordering. It is easy to see that µm ≤ µ if and only if
β1 + · · ·+ βk ≤ βm,1 + · · ·+ βm,k, for k = 1, . . . , t.
Let k ∈ {1, . . . , t}. There exist r ∈ {1, . . . , t′1}, and s ∈ {1, . . . , t
′
0}
such that βm,1 + · · ·+ βm,k equals
2(l − l′ + t′1 + 1) +
r∑
i=1
2(η′i + t
′
1 − i+ 1) +
s∑
i=1
2(ξ′i + t
′
0 − i) + 1.
The right side in the above inequality is smaller than
2(η1 + t
′
1 + 1) +
r∑
i=1
2(ηi+1 + t
′
1 − i+ 1) +
s∑
i=1
2(ξi + t
′
0 − i) + 1,
by item 1 of Lemma 1, and the last sum is smaller than β1 + · · ·+ βk.
The case k′ odd and k = k′+1, or k′ even and k = k′−1 can be treated
in a similar way. The same arguments yield item 2. 
B. Second case. Consider the pair (Um(q),Um′(q)) for k even and dif-
ferent from zero. In these cases, the Howe correspondence is given by
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the representation Ωl,l′ given in Theorem 6. Once again, Proposition 2
allows us to write.
Ωl,l′ =
min(l,l′)∑
r=0
∑
(ξ,ζ)∈P2(r)
∑
η,η′
χξ,η ⊗ χη′,ξ,
where the third sum is over partitions η and η′, of l − |ξ| and l′ − |ξ|,
such that ζ  η and ζ  η′.
Lemma 5. Let (ξ′, η′) be a bipartition of l′.
1. A bipartition (η, ξ) of l belongs to Θ(ξ′, η′), if and only if, ξ and
ξ′ have a common predecesor for , and η′ = η.
2. The smallest element in Θ(ξ′, η′) for the natural order is (η′, (l−
l′) ∪ ξ′).
3. The largest element in Θ(ξ′, η′) for the natural order is (η′, (l−
l′ + ξ′1 + ξ
′
2, ξ
′
3, . . . , ξ
′
r)).
Proposition 8. Let (η, ξ) and (η, ξ′) be two bipartitions of l. If (η, ξ) ≤
(η, ξ′) then µk(η, ξ) ≤ µk(η, ξ
′).
Proof. Call t0 the number of parts of η, let µ = µk(η, ξ), and µ
′ =
µk(η, ξ
′). As µ and µ′ have the same 2-core, we can suppose ξ and ξ′
to have the same number of parts t1, so that the t-sets of β-numbers
of µ and µ′ are
β = {2(η1 + t0 − 1), . . . , 2ηt0 , 2(ξ1 + t1)− 1, . . . , 2ξt1 + 1},
and
β ′ = {2(η1 + t0 − 1), . . . , 2ηt0 , 2(ξ
′
1 + t1)− 1, . . . , 2ξ
′
t1
+ 1}.
Suppose that, after ordering, the elements of β (resp. β ′) are β1 >
· · · > βt, (resp. β
′
1 > · · · > β
′
t) for t = t0 + t1. It is easy to see that
µ ≤ µ′ if and only if β1 + · · ·+ βk ≤ βm,1 + · · ·+ βm,k, for k = 1, . . . , t.
Let k ∈ {1, . . . , t}. We can find non negatives integers r ∈ {1, . . . , t0}
and s ∈ {1, . . . , t1}, such that β1 + · · ·+ βk is equal to
r∑
i=1
2(ηi + t0 − i) +
s∑
i=1
2(ξi + t1 − i) + 1.
The condition (η, ξ) ≤ (η, ξ′) (i.e. ξ ≤ ξ′) implies that the previous sum
is smaller or equal than
r∑
i=1
2(ηi + t0 − i) +
s∑
i=1
2(ξ′i + t1 − i) + 1,
which in turn is smaller than β ′1 + · · ·+ β
′
k. 
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This proposition tells us that the map sending (η, ξ) to µk(η, ξ) (for
k fixed) is increasing when restricted to Θ(ξ′, η′). These remarks and
Lemma 5 imply the following :
Theorem 10. Let (ξ′, η′) be a bipartition of l′.
1. The unique minimal representation in Θ(ξ′, η′) is given by the
bipartition (η′, (l − l′) ∪ ξ′).
2. The unique maximal representation in Θ(λ, µ) is given by the
bipartition (η′, (l − l′ + ξ′1 + ξ
′
2, ξ
′
3, . . . , ξ
′
r)).
C. Results in terms of partitions. In the previous two sections, we ex-
pressed the Howe correspondence between Harish-Chandra series as
a correspondence between bipartitions (the so called “2-quotients”).
Moreover, we were able to exhibit extremal representations (seen as
bipartitions) issued from this correspondence. Since Proposition 5 also
provides a parametrization of Harish-Chandra series in terms of parti-
tions having the same 2-core, it is then natural to ask if these results
can be expressed in terms of partitions.
In this section we provide a satisfactory answer for minimal repre-
sentations whenever θ(k) = k+1. As in the previous section we assume
this pair to be in the stable range (with Um′(q) smaller).
Theorem 11. Let (Um(q),Um′(q)) be a dual pair. Then, the minimal
representation corresponding to ǫµ′Rµ′ is ǫ(m−m′)∪µ′R(m−m′)∪µ′ , provided
that θ(k) = k + 1.
Proof. Proposition 5 tells us that the partition µ′ of m′ has τθ(k) as its
2-core. Let (ξ′, η′) be its 2-quotient of parameter 1. Adding zeroes if
necessary, we can suppose that the number of parts t′0 of ξ
′, and t′1 of
η′, have an odd sum t′, so that the t-set of β-numbers of µ′ has an odd
cardinal. An easy calculation shows that this set is :
β ′ = {2(ξ′1 + t
′
0 − 1), . . . , 2ξ
′
t′0
, 2(η′1 + t
′
1)− 1, . . . , 2η
′
t′1
+ 1},
where the elements are not necessarily in decreasing order.
We take t = t′+2 (odd) for computing the t-set of β-numbers of the
partition µmin corresponding to the minimal bipartition. The hypoth-
esis θ(k) = k + 1, together with Remark 2 imply that :
(1) If k is even, then t0 = t
′
1 + 1, and t1 = t
′
0 + 1. Moreover, in this
case the minimal bipartition is (η′, (l− l′) ∪ ξ′). Therefore, the t-set of
β-numbers of µmin is
βmin = {2(l − l
′ + t′0) + 1} ∪ {x+ 1|x ∈ β
′} ∪ {0}.
(2) If k is odd, then t0 = t
′
1+2, and t1 = t
′
0. In this case the minimal
bipartition corresponds to ((l− l′)∪ η′, ξ′), so the t-set of β-numbers of
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µmin is
βmin = {2(l
′ − l + t1 + 1)} ∪ {x+ 1|x ∈ β
′} ∪ {0}.
Recalling that l ≥ 2l′, a final simple calculation shows that µmin equals
(m−m′) ∪ µ′. 
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