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Abstract
In this paper we perform a reduced phase space quantization of gravity using four Klein-
Gordon scalar fields as reference matter as an alternative to the Brown-Kuchaˇr dust model in [1]
where eight (dust) scalar fields are used. We compare our results to an earlier model by Domagala
et. al. [2] where only one Klein-Gordon scalar field was considered as reference matter for the
Hamiltonian constraint. As a result we find that the choice of four Klein-Gordon scalar fields
as reference matter leads to a reduced dynamical model that cannot be quantized using loop
quantum gravity techniques. However, we further discuss a slight generalization of the action for
the four Klein-Gordon scalar fields and show that this leads to a model which can be quantized
in the framework of loop quantum gravity. Particularly, considering the model by Domagala et.
al.[2] and the one introduced in this work we are able to compare Dirac and reduced phase space
quantization.
1 Introduction
In the last years several different models describing the dynamics of loop quantum gravity have
been introduced [1, 2, 3, 4]. A common property of all these dynamical models is that they
introduce additional matter fields that serve as reference matter for either only the temporal co-
ordinate or the temporal and spatial coordinates respectively. In the framework of the relational
formalism [5, 6, 7] these reference fields are used to construct observables with respect to the
Hamiltonian and spatial diffeomorphism constraint that are present in the ADM formulation
of general relativity. Following [8] these models can be classified as type I and type II models.
Models of type I are characterized by containing two pairs of four scalar fields and are usually a
second class system. If one reduces the system with respect to the second class constraints one
pair of the four scalar fields can be expressed in terms of the remaining degrees of freedom and
one ends up with a first class system for which the remaining four scalar fields can be used as
reference matter. Thus, a full reduction with respect to the Hamiltonian and spatial diffeomor-
phism constraint is possible. On the other hand for models of type II only a partial reduction
can be obtained for the reason that these models include only one reference field usually used as
reference matter associated to the Hamiltonian constraint. In this work we will extend the class
of models of type I models that were so far focused on the various dust models that have been
introduced by Kucharˇ et al in their seminal papers [9, 10, 11]. Referring to the model in [2] that
belongs to the class type II here we want to discuss the associated model of type I which uses four
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Klein-Gordon scalar fields as reference matter for the Hamiltonian and spatial diffeomorphism
constraint. Particularly, analyzing the model presented here as well as the model in [2] yields
the possibility to learn something about possible differences in the quantum theory when either
Dirac quantization is used, as it is done for [2], or reduced phase space quantization that we will
apply here. For a review on the Dirac quantization program applied to loop quantum gravity
see for instance [12]. In the case of reduced phase space quantization for loop quantum gravity
in order to complete the quantization program, basically we need to perform three steps.
• Step 1: Construction of Observables
First, we need to perform a reduction with respect to the constraints of the system. Since
loop quantum gravity is based on a formulation of general relativity in terms of Ashtekar
variables this includes the Hamiltonian, the spatial diffeomorphism as well as an additional
SU(2) gauge constraint. Note, that in all current available models the latter is solved by
Dirac quantization and therefore not considered in the reduction of the classical theory.
We will follow the same line in our work here and derive the partially reduced phase space
with respect to the Hamiltonian and spatial diffeomorphism constraint and solve the Gauss
constraint via Dirac quantization at the quantum level. The classical reduction is obtained
using the relational formalism that, given a set of reference fields, provides a formalism to
construct observables.
• Step 2: Dynamics of the Observables on the Reduced Phase Space
As a second step we have to derive the dynamics for the constructed observables. Since
by definition they Poisson commute with the Hamiltonian and spatial diffeomorphism
constraints their dynamics is no longer generated by the canonical ADM Hamiltonian.
This is also called the problem of time in the context of general relativity. We will denote
the generator of the dynamics of the observables physical Hamiltonian because, as we will
discuss below, it has similar properties than the Hamiltonian in unconstrained systems.
• Step 3: Reduced Phase Space Quantization
Finally, given the reduced phase space, we want to obtain the corresponding quantum
theory via canonical quantization. For this purpose the algebra of observables needs to be
computed and one has to find representations thereof. In general the algebra of observables
can be more complicated than the corresponding kinematical algebra. However, for the
existing models as well as for the model discussed here, the chosen reference matter has the
feature that the associated algebra of observables is isomorphic to the kinematical algebra.
Hence, to find a representation of this algebra, that corresponds to finding the physical
Hilbert space, is not more difficult than quantizing the kinematical theory. Furthermore,
we are only interested in those representations for which the dynamics encoded in the
physical Hamiltonian, can be implemented as a well defined operator on the physical
Hilbert space.
The paper is structured as follows:
In section 2 we will discuss a model that includes four Klein-Gordon scalar fields and we will
derive its corresponding reduced phase space. Furthermore, we will discuss the associated dy-
namics of the observables and we will show that the resulting physical Hamiltonian cannot be
quantized using loop quantum gravity techniques. In section 3 we will generalize the four Klein-
Gordon scalar field model by adding in addition three more scalar fields. As we will show this
model becomes a second class constraint model and the reduction with respect to the second
class constraints results in a model with one ordinary and three generalized additional scalar
fields whose dynamics can be quantized using standard loop quantum gravity methods.
2
2 Four Klein-Gordon Scalar Fields as Reference Matter
The first model we want to discuss here is general relativity with four additional reference
fields. This model can be understood as the natural type I model associated with the one scalar
field model in [2] which originally was considered because it is the full loop quantum gravity
generalization of the Ashtekar-Pawlowski-Singh (APS) model introduced in [13]. We assume
that each of the reference fields is a Klein-Gordon scalar field. Thus, the action of the total
system under consideration is given by
S[g, ϕI ] =
∫
M
d4X
√
gR(4) − 1
2
∫
M
d4X
√
gδIJg
µνϕI,µϕ
J
,ν = S
geo + Sϕ,
where gµν is the space-time metric, g := |det(gµν)|, R(4) denotes the four-dimensional Ricci
scalar, µ, ν = 0, · · · , 3 are space-time indices and I, J = 0, · · · , 3 label the four Klein-Gordon
scalar fields. Note that the latter index is just an internal one labeling the reference matter
fields and has no relation to the space-time indices. We choose our signature convention for the
space-time metric tensor gµν to be (−,+,+,+). We restrict our discussion to the ADM variables
here. Since all the obtained results here can be straightforward carried over to case of Ashtekar
variables. Applying the ADM formalism, where dot denotes the derivative with respect to the
time parameter t in the ADM frame, we end up with the following canonical action
S[qab, p
ab, n, p, na, pa, ϕ
J , piJ ] =
∫
R
dt
∫
χ
d3x
(
q˙abp
ab + ϕ˙JpiJ + n˙p+ n˙
apa −
[
nctot + nactota + νz + ν
aza
])
,
with primary Hamiltonian
Hprimary =
∫
χ
d3xhprimary =
∫
χ
d3x
(
nctot + nactota + νz + ν
aza
)
,
with
z := p, za := pa, c
tot := cgeo + cϕ, ctota := c
geo
a + c
ϕ
a
and
κcgeo =
1√
q
(
qacqbd − 1
2
qabqcd
)
pabpcd −√qR(3),
cϕ =
δIJpiIpiJ
2
√
q
+
1
2
√
qδIJq
abϕI,aϕ
J
,b,
κcgeoa = −2qacDbpbc,
cϕa = piJϕ
J
,a, (2.1)
here κ = 16piG where G is Newton’s gravitational constant, Da is the torsion free metric compat-
ible connection with respect to the ADM metric and q := det(qab). As usual z and za are primary
constraints of the canonical action. To analyze the time evolution of the primary constraints
z and za under the primary Hamiltonian we notice that the non-vanishing Poisson brackets on
the phase space are given by
{qcd(x), pab(y)} = κδa(cδbd)δ(3)(x, y), (2.2)
{n(x), p(y)} = δ(3)(x, y), (2.3)
{nb(x), pa(y)} = δab δ(3)(x, y), (2.4)
{ϕI(x), piJ(y)} = δIJδ(3)(x, y). (2.5)
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The analysis of the stability of the primary constraints shows that ctot and ctota are the secondary
constraints of the system.
z˙ = {z,Hprimary} = {p,Hprimary} = −ctot, (2.6)
z˙a = {za, Hprimary} = {pa, Hprimary} = −ctota . (2.7)
No tertiary constraints arise, since we are in a similar situation as in [14], for a prove see appendix
B there. As expected each of the four reference fields ϕI contributes to the Hamiltonian and
diffeomorphism constraint with the standard expression of a Klein-Gordon scalar field. The set
of constraints {z, za, ctot, ctota } is first class. Now we go to the reduced ADM phase space for which
z ≈ 0 and za ≈ 0 and in this phase space we can treat lapse and shift as Langrange multipliers.
Before we actually discuss the construction of observables in 2.2 we will briefly review the general
formalism in the next subsection, where we will very closely follow the presentation in [15].
2.1 Brief Review on Observables in the context of the Relational Formalism
The main idea of the relational framework is to introduce so called reference fields, often also
denoted as clocks, that will then be used to construct observables with respect to the constraints
involved in the system. Let us assume we have a system with a set of constraints {CI} labelled
by an arbitrary index I. We would like to introduce for each constraint CI a corresponding
reference field T I such that the constraint and the reference field are, at least weakly, canonically
conjugate, that is {T I , CJ} ≈ δIJ where ≈ means equality up to terms that vanish on the
constraint surface. Now since for a given set of constraints finding those reference fields might
not be easy, we use the freedom that we can always modify the set of constraints as long as
the modified set defines the same constraint surface. Suppose we choose a set of reference fields
{T I}, one for each CI with the property that {T I , CJ} =: N IJ with N being an invertible matrix,
then we can define the equivalent set of constraints {C ′I} defined through
C ′I :=
∑
J
(N−1)JICJ . (2.8)
One can easily show that for {C ′I} we have {T I , C ′J} ≈ δIJ . Given these new set of constraints
{C ′I} we can use the reference fields {T I} to construct observables for general phase space
functions. This will be a particular combination of the original phase space function under
considerations and the reference fields such that the combination is gauge invariant. To present
this construction more in detail we consider the Hamiltonian vector field associated with C ′I ,
which we denote by XI . As can be shown and will be crucial in the following constructions the
XI mutually weakly commute. Let us introduce a set of up to now arbitrary real numbers {βI},
again one for each constraint C ′I , and consider the following sum of Hamiltonian vector fields
Xβ :=
∑
I
βIXI . (2.9)
Now we consider a function f on phase space and define a map f → αβ(f) on the set of smooth
functions on phase space given by
αβ(f) := exp(Xβ) · f =
∞∑
n=0
(−1)n
n!
Xnβ · f , (2.10)
here Xnβ · f = {Cβ, f}(n), where {., .}(n) denotes the iterative Poisson bracket defined through
{Cβ, f}(0) = f and {Cβ, f}(n) = {Cβ, {Cβ, f}(n−1)}1. αβ is a Poisson automorphism on the
1The additional factor (−1)n in αβ comes from the fact that we use {qA, pB} = δAB here, in in contrast to [14]
where {qA, pB} = −δAB is used.
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algebra of functions on phase space associated with the Hamiltonian vector field Xβ of Cβ =∑
I β
IC ′I . We will use the map αβ as well as the set of reference fields to construct an observable
associated with a given phase space function f . A weak Dirac observable has to weakly Poisson
commute with all constraints {CI}. Now the idea of the relational formalism is that although
the phase space function f as well as the reference fields T I have non-vanishing Poisson brackets
with the constraints a particular combination of the two involving the map αβ has vanishing
Poisson brackets with all constraints. We want to construct a map that returns the value of f
at those values where the reference fields T I take the values τ I . In order to do so let us choose
another set of real numbers {τ I}. We are interested in those values of the gauge parameters βI
for which αβ(T
I) = τ I . If we apply αβ onto the reference fields we obtain αβ(T
I) ≈ T I + βI ,
which can easily be solved for βI yielding βI = τ I − T I . We will denote this equation for short
as β = τ − T suppressing the indices. Using this we can construct the following map for the
phase space function f
Of (τ) := [αβ(f)]β=τ−T . (2.11)
Note that only after we have computed the action of Xβ with β treated as a constant on phase
space, we are allowed to set β = τ −T which then becomes phase space dependent. As has been
proven in [6, 7] Of (τ) is indeed a weak Dirac observable, that is for all I we have
{Of (τ), CI} ≈ 0. (2.12)
We realize that we can also understand the map Of as a map that returns the value of f in the
gauge β = τ −T . As also shown in [7, 16] the multi parameter family of maps Oτ : f → Of (τ) is
a homomorphism from the commutative algebra of functions on phase space to the commutative
algebra of weak Dirac observables, both with pointwise multiplication,
Of (τ) +Og(τ) = Of+g(τ), Of (τ)Og(τ) ≈ Ofg(τ). (2.13)
This will be a particularly useful property when the explicit construction of the observables is
considered for the following reason: Let us denote the coordinates on phase space by (qA, pA),
where the index A is chosen such that all relevant phase space degrees of freedom are involved.
Now for a phase space function f = f(qA, pA) we have
Of (τ) = f(OqA , OpA)(τ). (2.14)
This has the important consequence that it is sufficient to construct observables for the elemen-
tary phase space variables, something we will use below. Moreover, the multi parameter family
of maps Oτ : f → Of (τ) is a Poisson homomorphism with respect to the Dirac bracket {., .}∗
associated with the system of second class constraints T I , CI [7, 16] , this means
{Of (τ), Og(τ)} ≈ {Of (τ), Og(τ)}∗ ≈ O{f,g}∗(τ), (2.15)
where the Dirac bracket is defined as
{f, g}∗ := {f, g} − {f, CI}(N−1)IJ{T J , g}+ {g, CI}(N−1)IJ{T J , f}. (2.16)
In the following we want to discuss the special case of constraints that are in deparametrized
form and understand how this simplifies the construction of the observables Of (τ). In the case
of deparametrization we can always find canonical coordinates that consists of two sets (T I , PI)
and (qa, pa) such that all constraints CI of the system can be written in the following form
CI = PI + hI(q
a, pa), (2.17)
and thus do not depend on the configuration variables T I . In practice this is a very special
case and most constrained systems, if at all, can only be written in partially deparametrized
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form, in which only part of the constraints deparametrize. However, for the following discussion
let us assume that we consider a fully deparametrized system. Now following the steps of the
construction of observables from the discussion above we first observe that
{T I , CJ} = δIJ . (2.18)
Considering the notation above this means the equivalent constraints C ′I are identical to CI and
thus the task of inverting an in general complicated matrix NJI is no longer necessary. Further-
more, if all constraints are linearly in the momenta PI then the associated constraint algebra
is Abelian. For the reason that here also none of the hI depends on the reference fields T
I we
immediately get {hI , hJ} = 0. This again implies {hI , CJ} = 0 showing that each hI is already
a Dirac observable, i.e. OhI (τ) = hI . Moreover, from the Abelian constraint algebra it follows
that also the associated Hamiltonian vector fields commute and in this case here not only on
the constraint surface but on the entire phase space. As a consequence all weak equalities that
we used above can be replaced by strong equalities here.
First let us discuss the construction of the observables for the elementary variables (qa, pa).
Since qa and pa both commute with all momenta PJ , we can consider the Hamiltonian vector
field associated with the hI ’s instead of defining Xβ via C
′
I . Moreover, for the reason that also
qa and pa commute with all reference fields T
I , we can already when applying Xβ to f , for a
function f that depends only on (qa, pa), replace β by the corresponding gauge τ − T yielding
the following form for the observables
Of (τ) =
∞∑
n=0
(−1)n
n!
Xnτ · f, (2.19)
where Xτ is the Hamiltonian vector field of the function
Hτ =
∑
I
(τ I − T I)HI , (2.20)
where HI := OhI (τ) denotes the observables associated with hI . In case hI = hI(q
a, pa) is a
function of qa and pa only, once the observables for the elementary variables Oqa(τ) =: Q
a(τ)
and Opa(τ) =: Pa(τ) are constructed, we obtain HI as HI = OhI (τ) = hI(Q
a, Pa)(τ) using the
homomorphism property of the observable map. In the particular case of deparametrization we
already have HI = hI because hI is already a Dirac observable as discussed above. Now if we
restrict to functions that do only depend on qa and pa the Dirac bracket reduces to the Poisson
bracket because those f commute with all reference fields T I . In particular for the algebra of
the observables Qa(τ) and Pa(τ) we obtain
{Qa(τ), Pb(τ)} = {Oqa(τ), Opb(τ)} = O{qa,pb}(τ) = Oδab (τ) = δab , (2.21)
showing that the reduced phase space has a very simple symplectic structure in terms of the
coordinates Qa, Pa, an important property if the quantization of such systems is considered.
Having finished the discussion about the non-reference field degrees of freedom, now let us
discuss the case of the remaining reference field degrees of freedom. The observable associated
to the reference fields T I is given by
OT I (τ) =
[
αβ(T
I)
]
β=τ−T = τ
I , (2.22)
and therefore is just a constant function on phase space. In the case of deparametrization the
momenta PI Poisson commute with all constraints and thus they are already Dirac observables.
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In addition they can also be expressed as function of the observables Qa(τ) and Pa(τ) because
on the constraint surface we have
PI = OPI (τ) = O−hI (τ) = −hI(Qa(τ), Pa(τ)) = −HI . (2.23)
If we consider models that can only be partially parametrized we can still express the momenta
PI as functions on the reduced phase space might in general be explicitly τ -dependent. For the
models considered in this work we partial deparamtrization is always of the form that the hI
depend at most on the partial spatial derivatives of the clocks and therefore there is no depen-
dence on τ at the observable level. Hence, what we will finally be interested in is the reduced
phase space with elementary variables Qa(τ) and Pa(τ).
Let us again consider an observable Of (τ) associated with a function that depends only on
qa and pa. How can we formulate the evolution of such observables? Certainly, this cannot be
generated by the constraints, since by construction Of (τ) Poisson commutes with all constraints.
However, Of (τ) gives us the value of f when the reference fields T
I take the values τ I . Let us
without loss of generality denote the reference field associated with physical time by T 0 and the
values that it takes by τ0. Then time evolution for Of (τ) can be described by the derivative of
Of (τ) with respect to τ
0 since this encodes how Of (τ) changes with time τ
0. Considering the
form of Of (τ) in (2.19) we can explicitly compute this derivative and as shown in [7] one obtains
∂Of (τ)
∂τ0
= {Of (τ), H0}, (2.24)
where H0 :=
∫
d3xOh0 is the integrated observable associated with h0 that occurs in the con-
straint C0 := P0 +h0 associated with the reference field T
0 that we interpret as a reference field
for time. In the following we will call H0 the physical Hamiltonian because in contrast to the
constraint C0, that is generating gauge transformations, H0 does not vanish on the constraint
surface and can therefore be understood as a true Hamiltonian, which generates evolution with
respect to physical time τ0. Note that because h0 does not depend on T
0 (and also not on any
other reference field) the final physical Hamiltonian H0 is time independent.
Here we restricted our discussion to the case of deparametrization, but as has been shown in
[8] and will be also important for the models discussed in this paper if the system does not
deparametrize but the function h0 depends on the partial derivatives of T
0 only, then the final
physical Hamiltonian H0 will be still independent of time.
2.2 Step 1: Construction of Observables
Now we will use the formalism introduced in section 2.1 and apply it to the four scalar field model
in order to construct observables with respect to the Hamiltonian and spatial diffeomorphism
constraint. For this purpose as a first step we have to rewrite the Hamiltonian as well as the
spatial diffeomorphism constraint in an equivalent form such that the set of resulting constraints
becomes weakly Abelian. To achieve this we will use the same strategy as in [14], that is firstly
solving the four constraints for the four reference field momenta piJ and then apply the so called
Brown-Kucharˇ mechanism in order to ensure that the final physical Hamiltonian is given in
deparametrized form.
2.2.1 Weakly Abelian Set of Constraints
We start with the spatial diffeomorphism constraint ctota and want to solve it for pij . In order
that the scalar fields ϕj with j = 1, 2, 3 serve as good reference fields we have to assume that
ϕ : χ→ S is a diffeomorphism, where S denotes the scalar field manifold consisting of the values
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the fields ϕj can take. We denote by ϕaj the inverse of ϕ
j
,a, such that ϕajϕ
j
,b = δ
a
b , ϕ
a
kϕ
j
,a = δ
j
k.
Using this we can solve for pij and get
ctota = 0 ⇔ pij = −ϕbj
(
cgeob + pi0ϕ
0
,b
)
=: h˜j(qab, p
ab, ϕ0, ϕj , pi0) =: −h˜j . (2.25)
Further, we want to solve ctot for pi0. Considering the explicit form of c
tot in (2.1) multiply ctot
with 2
√
q and reinsert the result for the momenta pij from (2.25) into it, where the last step is
known as the Brown-Kucharˇ mechanism. Note, that we apply the Brown-Kucharˇ mechanism not
in its standard form here because then we would replace qabϕ0,aϕ
0
,b by
qab(cgeoa +pijϕ
j
,a)(c
geo
b +pijϕ
j
,b)
pi20
,
but here we use the spatial diffeomorphism constraint to replace pij . The advantage of this is
that we get at most a quadratic equation in pi0 and not a fourth order one as in [2] yielding in
general to a more complicated form of the final physical Hamiltonian. These steps lead to
−2√qcgeo = pi02 + δjkϕaj
(
cgeoa + pi0ϕ
0
,a
)
ϕbk
(
cgeob + pi0ϕ
0
,b
)
+ qδJKq
abϕJ,aϕ
K
,b .
This is a quadratic equation for the scalar field momentum pi0 and can be rewritten as
0 =
(
1 + δjkϕajϕ
b
kϕ
0
,aϕ
0
,b
)
pi0
2 + δjkϕajϕ
b
k
(
cgeoa ϕ0,b + c
geo
b ϕ
0
,a
)
pi0
+qδJKq
abϕJ,aϕ
K
,b + δ
jkϕajϕ
b
kc
geo
a c
geo
b + 2
√
qcgeo.
Let us define the following abbreviations
a :=
(
1 + δjkϕajϕ
b
kϕ
0
,aϕ
0
,b
)
,
b := δjkϕajϕ
b
k
(
cgeoa ϕ
0
,b + c
geo
b ϕ
0
,a
)
,
c := qδJKq
abϕJ,aϕ
K
,b + δ
jkϕajϕ
b
kc
geo
a c
geo
b + 2
√
qcgeo,
then solving for pi0 yields
pi0 = − b
2a
±
√(
b
2a
)2
− c
a
=: h(qab, p
ab, ϕ0, ϕj) =: −h. (2.26)
Note, that the application of the Brown-Kucharˇ mechanism in its standard way does not result
in a form of the Hamiltonian constraint that can be written linearly in pi0 and a function that
does not depend on the remaining scalar field momenta pij . In order to ensure later on that the
physical Hamiltonian density is positive we choose the plus sign in the definition of h. Now we
will use the results in (2.25) and (2.26) to write down an equivalent set of constraints that is
linearly in the scalar field momenta. We obtain
ctot := pi0 + h(qab, p
ab, ϕ0, ϕj),
ctotj := pij + hj(qab, p
ab, ϕ0, ϕj), (2.27)
where we used pi0 = −h to obtain from h˜j a function hj that no longer depends on the momentum
pi0. Note, that this result also coincides with [17], where a model with eight scalar fields was
considered to implement the harmonic gauge condition. This second class model can be reduced
to a first class model with four remaining scalar fields of the Klein-Gordon type. We realize
that neither the new Hamiltonian constraint nor the spatial diffeomorphism constraint is in
deparametrized form for the reason that the function h as well as the functions hj still depend
on the scalar fields. However, as pointed out in [8] in case these functions depend only on
spatial derivatives of the reference fields the final resulting physical Hamiltonian will still be
time-independent and this is exactly the case for the present model as we will show in the next
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subsection. In contrast to the old constraints the constraints shown in (2.27) are weakly Abelian
and can thus be used to construct observables for the geometric degrees of freedom using the
four scalar fields as reference fields. In the following we will construct the observables in two
steps. First we reduce with respect to the spatial diffeomorphism constraint and afterwards with
respect to the Hamiltonian constraint.
2.2.2 Explicit Construction of the Observables
For the construction of the observables we can closely follow [14] where four dust reference fields
are used. Likewise to the case of the dust reference fields, we will construct the final observable
in two steps. First, we derive spatially diffeomorphism invariant quantities. For this purpose,
as in [14], we define the smeared constraint
Kβ1 :=
∫
χ
d3xβj1c
tot
j . (2.28)
Observables with respect to Kβ1 are given by
O
(1)
f,{ϕj}(σ) =
∞∑
n=0
(−1)n
n!
[
{Kβ1 , f}(n)
]
βj1=σ
j−ϕj
. (2.29)
For the dust reference fields in [14] an explicit form of the inductive Poisson bracket {Kβ1 , f}(n)
in terms of vector fields vj acting on a scalar g by vj ·g(x) := Saj g,a was derived, where Sj denotes
the reference dust fields and Saj the inverse of S
j
,a . All the steps used [14] in order to prove the
explicit form of the inductive Poisson bracket go through also for the scalar field reference fields
ϕj . We just have to replace Saj by ϕ
a
j . For the benefit of the reader we have reviewed the proof
in the appendix in section B. Using this result we consequently obtain for the case that f is a
scalar, e.g. some function g : χ 7→ R on χ
{Kβ1 , g(x)}(n) =
[
βj11 ...β
jn
1 vj1 ...vjn · g
]
(x) (2.30)
with vj · g(x) = ϕaj g,a(x). Hence the spatially diffeomorphism invariant quantity for g is given
by
O
(1)
g,{ϕj}(σ) = g +
∞∑
n=1
(−1)n
n!
[
σj1 − ϕj1]...[σjn − ϕjn]vj1 ...vjn · g. (2.31)
We have vj ·ϕk = ϕajϕk,a = δkj . In equation (B.8) in B we calculated the action of the vector field
vk on O
(1)
g,{ϕj}(σ). The result is given by
vk ·O(1)g,{ϕj}(σ) =
∞∑
n=1
(−1)n
n!
βj11 ...β
jn
1
[
vkσ
j
]
vjvj1 ...vjn · g. (2.32)
As explained in the appendix we are allowed to choose any σj and a convenient choice is σj to be
constant. This requires that ϕj is invertible for j = 1, 2, 3 which is an assumption entering the
whole construction and means that ϕj : χ 7→ S can be understood as a diffeomorphism, where
we denote with S the scalar reference field manifold. Hence, for a scalar g on χ we therefore
obtain the following explicit integral representation for the spatially diffeomorphism invariant
expression
O
(1)
g,{ϕj}(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)g(x). (2.33)
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Now, as introduced in [14] for the quantities that are no scalars on χ we use the (ϕj)−1 : S 7→ χ
to pull back tensors that become scalars on χ but tensors of same rank on S where we denote
the physical space being the range of σj within S. Explicitly, we construct for all variables that
are not reference fields for ctotj using the abbreviation J := |det(ϕj/∂x)| the following quantities
ϕ0, pi0/J, qjk = qabϕ
a
jϕ
b
k, p
jk = pabϕj,aϕ
k
,b/J, (2.34)
where J is used to transform the scalar/tensor densities of weight one pi0 and p
ab into true
scalars/tensors. The integral representations of the corresponding observables are then given by
ϕ˜0 := O
(1)
ϕ0,{ϕj}(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)ϕ0(x),
pi0 := O
(1)
pi0,{ϕj}(σ) =
∫
χ
d3x δ(ϕj(x), σj)pi0(x),
q˜jk := O
(1)
qab,{ϕj}(σ) =
∫
χ
d3x
∣∣det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)ϕajϕbkqab(x),
p˜jk := O
(1)
pab,{ϕj}(σ) =
∫
χ
d3x δ(ϕj(x), σj)ϕjaϕ
k
bp
ab(x), (2.35)
where we will denote spatially diffeomorphism invariant quantities with a tilde. For the degrees
of freedom that adopt the role of a reference field for ctotj we get
ϕ˜j = O
(1)
ϕj ,{ϕj}(σ) =
[
α
Kβ1
β1
(ϕj)
]
α
Kβ1
t (ϕ
j)=σj
= σj =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)ϕj(x),
pij = O
(1)
pij ,{ϕj}(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)pij(x).
(2.36)
For the spatially diffeomorphism invariant version of the constraints c˜tot and c˜tota thus we obtain:
c˜tot = pi0 + h˜,
c˜totj = pij + h˜j = pij + c˜
geo
j − h˜ϕ˜0,j = pij − 2q˜j`Dkp˜k` − h˜ϕ˜0,j , (2.37)
where we used that
O
(1)
ϕj,a
(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)ϕj,aϕak = δjk, (2.38)
and likewise O
(1)
ϕa,j
(σ) = δkj and with
h˜ =
1
1 + ϕ˜0,jϕ˜
0
,kδ
jk
×
(
− c˜geoj ϕ˜0,kδjk
+
√[
c˜geoj ϕ˜
0
,kδ
jk
]2 − (1 + ϕ˜0,jϕ˜0,kδjk)[2√det(q˜)c˜geo + det(q˜)q˜jk(ϕ˜0,jϕ˜0,k + δjk)+ c˜geoj c˜geok δjk]),
c˜geo =
1√
det(q˜)
(
q˜j`q˜km − 1
2
q˜jkq˜`m
)
p˜jkp˜`m −
√
det(q˜)R(q˜). (2.39)
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Next, we will continue with constructing full observables that are also invariant under c˜tot. As
before we denote the smeared Hamiltonian constraint as
K˜β2 :=
∫
S
d3σ β2c˜
tot. (2.40)
Then the observables are given by the power series
Of,{ϕ0,ϕj}(σ, τ) = O
(2)
f˜(σ),ϕ˜0
(σ)(τ) (2.41)
=
∞∑
n=0
(−1)n
n!
[
{K˜β2 , f˜}(n)
]
β2=τ−ϕ˜0
= f˜(σ)
+
∞∑
n=1
(−1)n
n!
∫
S
d3σ′1(τ − ϕ˜0(σ′1))...
∫
S
d3σ′n(τ − ϕ˜0(σ′n)){c˜tot(σ′1), ...{c˜tot(σ′n), f˜(σ)}...}.
Again we want
∫
S d
3σ (τ − ϕ˜0(σ))h˜(σ) to be spatially diffeomorphism invariant. This requires a
constant τ . We will denote full observables by capital letters, explicitly
Qjk(σ, τ) := Oqab,{ϕ0,ϕj}(σ, τ) = Oq˜jk(σ),ϕ˜0 ,
P jk(σ, τ) := Opab,{ϕ0,ϕj}(σ, τ) = Op˜jk(σ),ϕ˜0 ,
Π0(σ, τ) := Opi0,{ϕ0,ϕj}(σ, τ) = Opi0(σ),ϕ˜0 ,
Πj(σ, τ) := Opij ,{ϕ0,ϕj}(σ, τ) = Opij(σ),ϕ˜0 .
(2.42)
Note, that Π0 and Πj are no independent observables because using the constraints in (2.27)
these can be expressed in terms of Qjk and Pjk. Furthermore, we have
Oϕ0,{ϕ0,ϕj}(σ, τ) = τ and Oϕj ,{ϕ0,ϕj}(σ, τ) = σ
j . (2.43)
2.3 Step 2: Dynamics encoded in the physical Hamiltonian
Likewise to the dust case in [14] this power series for Of,{ϕ0,ϕj}(σ, τ) cannot be written down in
closed form. However, what is more important is that we know an explicit form of the physical
Hamiltonian Hphys generating the evolution with respect to the physical time τ . Hence, we
could derive equations of motion for Of,{ϕ0,ϕj}(σ, τ). Solving these equations yields a possibility
to obtain an explicit expression for observables. When choosing dust fields as reference fields it
could be shown that Hphys is the (physical) space integral over S of the observable associated to
the function h in ctot, see [14] for more details. The proof that Hphys generates τ – evolution uses
the property that ctot deparametrizes for the dust reference fields. Nevertheless, as we will show
now also in the scalar field case where deperametrization is not present Hphys can be expressed
as the integral over the observable associated to h. Let us consider phase space functions f that
are independent of the reference field degrees of freedom used for ctot that is f is not allowed
to depend on ϕ0 and/or pi0. Then by considering the explicit power series for observables in
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equation (2.41) we have
d
dτ
Of,{ϕ0,ϕj}(σ, τ) =
d
dτ
O
f˜(σ),ϕ˜0(σ)
(τ)
=
∞∑
n=1
(−1)n
(n− 1)!
∫
S
d3σ′1...
∫
S
d3σ′n{c˜tot(σ′1), ...{c˜tot(σ′n), f˜(σ)}...}(τ − ϕ˜0(σ′2))...(τ − ϕ˜0(σ′n))
= −
∞∑
n=0
(−1)n
n!
∫
S
d3σ′1...
∫
S
d3σ′n{c˜tot(σ′1), ...{c˜tot(σ′n), ...
{
∫
S
d3σ′c˜tot(σ′), f˜(σ)}...}(τ − ϕ˜0(σ′1))...(τ − ϕ˜0(σ′n))
= −O{∫
S
d3σ′c˜tot(σ′),f˜(σ)},ϕ˜0(σ)(τ)
= −O{∫
S
d3σ′h˜(σ′),f˜(σ)},ϕ˜0(σ)(τ)
= −O{∫
S
d3σ′h˜(σ′),f˜(σ)}∗,ϕ˜0(σ)(τ)
= −{O
O
(1)∫
χ
d3x′h(x′),ϕj (σ),ϕ˜
0(σ)
(τ), O
O
(1)
f,ϕj
(σ),ϕ˜0(σ)
(τ)}∗
= −{O∫
χ
d3x′h(x′),{ϕ0,ϕj}(τ), Of,{ϕ0,ϕj}(σ, τ)}
= −{O∫
S
d3σ′h˜(σ′),{ϕ0,ϕj}(τ), Of,{ϕ0,ϕj}(σ, τ)}
= −{
∫
S
d3σ′Oh,{ϕ0,ϕj}(σ
′τ), Of,{ϕ0,ϕj}(σ, τ)} = {
∫
S
d3σ′H(σ′, τ), Of,{ϕ0,ϕj}(σ, τ)}
= −{Hphys(τ), Of,{ϕ0,ϕj}(σ, τ)}
= {Of,{ϕ0,ϕj}(σ, τ),Hphys(τ)}. (2.44)
In the third line we used that c˜tot(σ) mutually commute and in the fifth line that f is by
assumption independent of ϕ0 that allows us to replace c˜tot by h˜. Furthermore, we could use
the Poisson bracket instead of the corresponding Dirac bracket because f˜ (by assumption) does
not depend on the reference field momentum pi0. Consequently all terms in the Dirac bracket
additional to the Poisson bracket vanish. The Dirac bracket here has the following form for the
spatial diffeomorphism invariant quantities
{f˜ , f˜ ′}∗ := {f˜ , f˜ ′} −
∫
S
d3σ
(
{f˜ , c˜tot(σ)}{f˜ ′, ϕ˜0(σ)} − {f˜ ′, c˜tot(σ)}{f˜ , ϕ˜0(σ)}
)
(2.45)
and for the unreduced case
{f, f ′}∗ := {f, f ′} −
∫
χ
d3x
3∑
J=0
(
{f, ctotµ (x)}{f ′, ϕJ(x)} − {f ′, ctotµ (x)}{f, ϕJ(x)}
)
(2.46)
with ctot0 := c
tot. In the last before the last line we used the linearity of the observable map and
introduced the abbreviation H(σ, τ) := Oh(σ, τ). Thus, the physical Hamiltonian in case of the
Klein-Gordon scalar field reference field is given by the following expression
Hphys :=
∫
S
d3σ O
h˜(σ),ϕ˜0
(σ, τ) =
∫
S
d3σH(σ, τ), (2.47)
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here we denote the (full) observable associated to h according to our notation by H and the
latter is explicitly given by
H(σ) =
√
−
(
2
√
det(Q)Cgeo + det(Q)Qjkδjk + δjkC
geo
j C
geo
k
)
(2.48)
and does not depend on the physical time τ where
Cgeo :=
1√
det(Q)
(
Qj`Qkm − 1
2
QjkQ`m
)
P jkP ` −
√
det(Q)R(Q) + 2
√
det(Q)Λ,
Cgeoj := −2Qj`DkP k`. (2.49)
The reason why H includes less terms than h˜ in equation (2.39) and looks less complicated
is that all terms involving spatial derivatives of the reference field ϕ˜0 can be dropped because
Oϕ˜0,j ,ϕ˜0
(σ, τ) = dτ/dσj = 0. A side effect of this is that Hphys although involving still explicit
reference field variable dependence ϕ˜0, is nevertheless a time independent Hamiltonian since
only derivative terms occur. However, the additional explicit dependence on the reference fields
ϕ˜j survives because their derivatives give a contribution in terms of Kronecker deltas. From the
first impression it sound astonishing that although we started with a full covariant theory, we
end up with a physical Hamiltonian that looks not covariantly due to the occurring Kronecker
deltas. However, we should keep in mind that the index j in the equation above refers to the
label of the scalar reference fields and is no spatial index of a space-time index. Thus, the
non-covariance of the physical Hamiltonian refers to the manifold S associated to the spatial
reference fields ϕj and there is no guarantee that Hphys might be covariant there even if we start
with a covariant action on χ.
Furthermore, in contrast to the deparametrized dust case here we cannot conclude from the fact
that the ctot’s mutually commute that also the h’s do. For this reason it is more complicated
to understand in the scalar field case what precise symmetries Hphys possesses. This will be
discussed more in detail in future work.
2.4 Step 3: Reduced Phase Space Quantization
Finally, we would like to complete the quantization program and find a representation of the
observables algebra whose non-vanishing Poisson brackets are given by
{Qjk(σ, τ), P`m(σ˜, τ)} = δj`δkmδ(3)(σ, σ˜).
For the reason that we want to apply the quantization used in loop quantum gravity, we for-
mulate the geometry phase space in terms of su(2) connections and canonically conjugate fields
(AAa , E
a
A), also known as Ashtekar variables, rather than in terms of the ADM variables Q
jk, Pjk,
where A is an su(2) index. This describes the geometrical sector of the phase space as an SU(2)
Yang-Mills theory. As mentioned above, as a consequence we obtain next to the Hamiltonian
and spatial diffeomorphism constraint the so called SU(2) Gauss constraint on the (extended)
phase space. If we perform a symplectic reduction with respect to the Gauss constraint we get
back the usual ADM phase space. Now in the context of Ashtekar variables the observables
constructed in 2.2 describe a partially reduced phase space (only with respect to the Hamilto-
nian and spatial diffeomorphism constraint) on which we still have to solve the Gauss constraint
given by
GA := ∂jE
j
A + 
C
ABA
B
j E
j
C .
The introduction of Ashtekar variables allows to rewrite general relativity in terms of the lan-
guage of gauge fields and this suggests to formulate the theory in terms of holonomies along
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one dimensional paths and electric fluxes through two dimensional surfaces, likewise to the case
when one applies Dirac quantization in unreduced loop quantum gravity. For the unreduced case
a uniqueness result [18, 19] showing that cyclic representations of the holonomy – flux algebra
which implement a unitary representation of the spatial diffeomorphism gauge group Diff(χ)
are unique and are unitarily equivalent to the Ashtekar – Isham – Lewandowski representation
[20, 21]. In our case, that considers the (partially) reduced phase space, we do not have the
diffeomorphism gauge group but rather a diffeomorphism symmetry group Diff(S) of the phys-
ical Hamiltonian Hphys. This is physical input enough to also insist on cyclic Diff(S) covariant
representations and correspondingly, like in [1] we can copy the uniqueness result. Hence, we
choose the background independent and active diffeomorphism covariant Hilbert space repre-
sentation of loop quantum gravity that becomes the representation of the physical Hilbert space
here. Thus, Hphys = L2(A, µAL) can be understood as the space of square integrable function
over the set of generalized connections with respect to Ashtekar-Lewandowski measure, for more
details and a pedagogical introduction, see for instance [12, 22, 23, 24, 25, 26, 27] and references
therein. We solve the remaining Gauss constraint by simply restricting to the gauge invariant
sector of that Hilbert space. This can be achieved by choosing appropriate intertwiners for the
vertices of the so called spin network functions that provide an orthornomal basis in Hphys. For
more details see also [1].
As mentioned earlier we are only interested in those representations that also allow to implement
the physical Hamiltonian Hphys as a well defined operator. However, looking at the particu-
lar form of the physical Hamiltonian density in (2.48), we realize that it is exactly this point
where the reduced phase space quantization cannot be performed. Let us explain this
in detail: Due to the fact that in the loop quantum gravity representation used for Hphys the
spatial diffeomorphisms are not implemented weakly continuously, only finite diffeomorphism
exists at the quantum level, but the associated infinitesimal generators cannot be defined as
operators on Hphys. In our model this carries directly over to Cgeoj . As a consequence the
expression δjkCgeoj C
geo
k under the square root cannot be quantized and this implies that the
physical Hamiltonian Hphys cannot be implemented as a well defined operator on Hphys. This
shows that the four Klein-Gordon scalar fields model is an example for a model where Dirac
quantization and reduced quantization yield very different results. In case we would use this
model and apply Dirac quantization we would meet no technical problem in implementing the
constraint operators on the kinematical Hilbert space that also involve the contribution from
the Klein-Gordon scalar fields. Therefore, a formulation of the Quantum Einstein Equations in
the context of Dirac quantization would be possible, although the final physical Hilbert space
would still need to be derived. However, in the case of reduced quantization, we are able to
construct the physical Hilbert space Hphys, but then on Hphys the dynamics encoded in the phys-
ical Hamiltonian cannot be formulated as a well defined operator. Therefore, the quantization
program cannot be completed in the reduced case. This implies that four Klein-Gordon scalar
fields do not provide an appropriate set of reference fields in order to obtain a reduced phase
space quantization of general relativity.
Let us close this section with a few remarks.
1. One could ask the question why such issues are not present in any of the other currently
available reference matter models. The reason for this is that in all current available
models the generator Cgeoj occurs only in the combinationQ
jkCgeoj C
geo
k and it is exactly this
combination that can again be quantized in the usual loop quantum gravity representation
[1] used for Hphys here.
2. In [28] a lot of progress was made to formulate an operator that corresponds to infinitesi-
mal spatial diffeomorphisms at the classical level. However, because this work requires a
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particular phase space dependent form of the shift vector, the techniques developed there
cannot be applied here in order to find a suitable quantization of Hphys on Hphys.
3. One could take the point of view that this negative result does only occur because we re-
quire the theory to be quantizable within the representation used in loop quantum gravity.
However, if we drop this requirement and consider for instance Fock quantization, then we
could not implement the original constraints and quantities like the volume operator as
well defined operators on Fock space. Therefore the situation is even worse in that case.
In summary, we conclude that the four Klein-Gordon scalar fields model cannot be used as
a natural extension of the APS-model [13] and the one scalar field model [2] to obtain the
corresponding reduced quantum theories associated with these models. In the next section
we will demonstrate that a slight generalization of the four Klein-Gordon scalar fields model
is sufficient enough to get a model for which the dynamics can be implemented and thus the
reduced phase space quantization program can be completed.
3 Generalized Model with Four Klein-Gordon Scalar Fields
In this section we want to extend the former model with four Klein-Gordon scalar fields in order
to obtain a model that is suitable for completing the quantization program in the reduced case.
The seminal models [9, 17] have a common property, namely that at first they introduce more
than the necessary four scalar fields in addition to general relativity. It turns out that then these
models describe a system with second class constraints. A symplectic reduction with respect
to the second class constraints results in a first class model with only four additional scalar
fields. For the generalization of the four Klein-Gordon scalar field model we want to follow a
similar line. We will introduce three additional scalar fields in a particular way such that the
final physical Hamiltonian can be quantized on Hphys. The model we want to consider can be
described by the following action
S[g, ϕ0, ϕj ,Mij ] =
∫
M
d4X
√
gR(4) − 1
2
∫
M
d4X
√
ggµνϕ0,µϕ
0
,ν −
1
2
∫
M
d4X
√
gMijg
µνϕi,µϕ
j
,ν (3.1)
= Sgeo + Sϕ
0
+ Sϕ
j
,
here µ, ν runs from 0 to 3 whereas i, j runs only from 1 to 3. In principle we have introduced 9
new degrees of freedom sitting in a not further restricted arbitrary matrix Mij in three dimen-
sions. However, we will assume further properties of this matrix and this reduces the number
of independent degrees of freedom down to three. Note, that we also could have considered a
model with a 4x4 matrix MIJ . However, then the reference field for the Hamiltonian constraint
would no longer be a standard Klein-Gordon field and since we would like to compare our model
to the one in [2], we will only work with a spatial matrix here. The first assumption we make
is that Mij is a symmetric matrix which reduces the number of degrees of freedom from 9 to 6.
Further, we restrict our model to diagonal matrices for the reason that this is only a minimal
generalization from the former Klein-Gordon scalar field model that can be obtained by choosing
Mij = δij . As we will show this extension is already sufficient to get a quantizable model. Thus,
the form of Mij that we work with isM11(x) 0 00 M22(x) 0
0 0 M33(x)

and thus we have three additional degrees of freedom sitting in Mjj(x).
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3.0.1 Equations of Motion for the Generalized Model
We start with the equations of motion that follow from the Euler-Lagrange equation for the
variables Mjj and obtain for each j = 1, 2, 3
δS
δMjj
= 0 = −1
2
√
ggµνϕj,µϕ
j
,ν . (3.2)
If we define for each j = 1, 2, 3 a four velocity Uµ(j) := g
µνϕj,ν then the equation above can be
rewritten as
Uµ(j)ϕ
j
,µ = LUϕj = 0,
where LU denotes the Lie derivative with respect to Uµ(j). Thus, the reference field ϕj is constant
along the flow of the vector field Uµ(j). A similar property can be found in [9], however there the
four velocity is not constructed from one scalar field ϕj only but it is constructed from 7 scalar
fields T,Wj , S
j where j runs from 1 to 3. Next we discuss the equation of motion for ϕ0 which
is, as expected, the standard Klein-Gordon equation as can be seen from
0 = − ∂
∂xµ
δS
δϕ0,µ
= ∂µ
(√
gϕ0,νg
µν
)
=
√
g∇µ
(
gµνϕ0,ν
)
=
√
ggµν∇µϕ0,ν =
√
g2(g)ϕ0 ⇐⇒ 2(g)ϕ0 = 0,
here∇µ defines the torsion free covariant derivative metric compatible with g, 2(g) the d’Alembertian
operator and we used how covariant derivatives act on tensor densities. Finally, we consider the
equations of motion for ϕj . In the former model discussed in section 2 the dynamics of ϕj was
also described by a Klein-Gordon equation. This will be modified in the generalized model here.
We obtain for each j = 1, 2, 3
0 = − ∂
∂xµ
δS
δϕj,µ
= ∂µ
(√
gMjjϕ
j
,νg
µν
)
=
√
g∇µ
(
gµνMjjϕ
j
,ν
)
=
√
ggµν∇µ(Mjjϕj,ν)
as before no summation over repeated j indices is considered here. Hence, the equations of
motion for each ϕj are given by
Mjj
√
g2(g)ϕj +
√
g(∇µMjj)gµνϕj,ν = 0, (3.3)
where again no summation over repeated j indices is assumed. Considering our definition of
Uµ(j) = g
µνϕj,ν and the equation of motion for Mjj in (3.2) and the one for ϕ
j in (3.3) we obtain
∇UMjj = 0.
As a consequence, we realize that only on-shell the fields ϕj also satisfy the standard Klein-
Gordon equation. Comparing with the Brown-Kucharˇ dust model in [11] the role Mjj plays
in our model is taken by the scalar fields ρ and Wj in the Brown-Kucharˇ model. As discussed
later, it is exactly this modification for the spatial reference fields that leads to a reduced model
whose physical Hamiltonian can be quantized using loop quantum gravity techniques. In the
next section we will show that the model is second class and can be reduced to a first class
model with only four instead of seven additional scalar fields.
3.1 Constraint Stability Analysis
Given the action in (3.1) we introduce the following canonical momenta
(qab, p
ab), (n, p), (na, pa), (ϕ
J , piJ), (Mjj ,Π
jj)
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Considering the fact that Mjj in diagonal form is invertible we obtain the following primary
constraints
Λjj := Πjj :=
δS
δM˙jj
= 0,
z := p :=
δS
δn˙
= 0,
za := pa :=
δS
δn˙a
= 0.
The action in canonical form reads
S[qab, p
ab, n, p, na, pa, ϕ
0, pi0, ϕ
j , pij ,Mjj ,Π
jj ]
=
∫
R
dt
∫
χ
d3x
(
1
κ
q˙abp
ab + ϕ˙0pi0 +
3∑
j=1
ϕ˙jpij + n˙p+ n˙
apa +
3∑
j=1
M˙jjΠ
jj
−
nctot + nactota + νz + νaza + 3∑
j=1
µjjΛ
jj
)
Note that here we write down the summation over repeated j-indices explicitly for later conve-
nience. The associated primary Hamiltonian is given by
Hprimary =
∫
χ
d3xhprimary =
∫
χ
d3x
nctot + nactota + νz + νaza + 3∑
j=1
µjjΛ
jj

with
z := p, za := pa, Λ
jj := Πjj , ctot := cgeo + cϕ, ctota := c
geo
a + c
ϕ
a
and
κcgeo =
1√
q
(
qacqbd − 1
2
qabqcd
)
pabpcd −√qR(3),
cϕ =
pi20
2
√
q
+
1
2
√
qqabϕ0,aϕ
0
,b +
3∑
j=1
(
(M−1)jjpijpij
2
√
q
+
1
2
√
qMjjq
abϕj,aϕ
j
,b
)
,
κcgeoa = −2qacDbpbc,
cϕa = pi0ϕ
0
,a +
3∑
j=1
pijϕ
j
,a. (3.4)
The non-vanishing Poisson brackets are given by
{qcd(x), pab(y)} = κδa(cδbd)δ(3)(x, y),
{n(x), p(y)} = δ(3)(x, y),
{na(x), pb(y)} = δab δ(3)(x, y),
{ϕ0(x), pi0(y)} = δ(3)(x, y),
{ϕj(x), pik(y)} = δjkδ(3)(x, y),
{Mjj(x),Πkk(y)} = δkj δ(3)(x, y).
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As a first step we need to analyze the stability of the primary constraints under the dynamics
of the primary Hamiltonian. For z and za this can be easily computed and we obtain
z˙ = {z,Hprimary} = {p,Hprimary} = −ctot, (3.5)
z˙a = {za, Hprimary} = {pa, Hprimary} = −ctota . (3.6)
In order to ensure that z and za are stable we require c
tot and ctota to be secondary constraints
and these are the Hamiltonian and diffeomorphism constraint. Next we consider the three
constraints Λjj . Under the primary Hamiltonian Λjj evolves as
Λ˙jj = {Λjj , Hprimary} = n
2
[
(M−1)jk(M−1)j`pikpi`√
q
−√qqabϕj,aϕj,b
]
,
here no summation over repeated j-indices is assumed. We realize that we obtain three more
secondary constraints that we denote by cjj given by
cjj :=
n
2
[
(M−1)jk(M−1)j`pikpi`√
q
−√qqabϕj,aϕj,b
]
.
We obtained a set of secondary constraints {ctot, ctota , cjj}. Now we need to compute whether
these constraints are stable or whether tertiary constraints occur. The details of the calculation
can be found in appendix C , here we summarize only the results. When computing the stability
in the case of ctota all non-vanishing contributions are proportional to either c
tot or ctota . Thus,
we can conclude
{ctota , Hprimary} ≈ 0.
Further, for ctot we have a similar situation. There all non-vanishing contributions are propor-
tional to ctot, ctota or c
jj respectively. Hence, also here we have
{ctot, Hprimary} ≈ 0.
Finally, we consider the stability of cjj . Here we consider the individual contributions of the
primary Hamiltonian separately. We have∫
χ
d3y{cjj(x), (µkkΛkk)(y)} = −µjj n√
q
pi2j ((M
−1)jj)3, (3.7)
again no summation of j is assumed here. The non-vanishing contributions that are not again
proportional to already existing constraints come from∫
χ
d3y{cjj(x), (nctot)(y)} 6= 0 and
∫
χ
d3y{cjj(x), (nactota )(y)} 6= 0.
However, we do not need to compute these contributions in explicit form because the result in
(3.7) involves the Lagrange multipliers µjj in linear form. Therefore, although we have non-
vanishing contributions from the Poisson brackets also on the constraint hypersurface we can
solve {c11, Hprimary} = 0 for the Lagrange multiplier µ11 and likewise in the cases j = 2, 3 where
we can solve the corresponding equations for µ22 and µ33 respectively. As a consequence, the
stability is also ensured for cjj and thus the model contains no tertiary constraints and the
constraint algorithm stops here. The final set of constraints is given by {z, za, ctota , ctot,Λjj , cjj}.
Now we need to classify the constraints into first and second class. We define the following linear
combination of constraints
c˜tota := c
tot
a +Mjj,aΠ
jj + n,ap+ (L~np)a = ctota +Mjj,aΛjj + n,az + (L~nz)a .
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The constraints c˜tota are the generator of spatial diffeomorphisms on the phase space with el-
ementary variables (qab, p
ab, n, p, na, pa,Mjj ,Π
jj) and thus the constraints c˜tota are first class
constraints. For the constraint ctot we consider the following linear combination
c˜tot := ctot + βjjΛ
jj
and determine βjj such that c˜
tot and cjj have vanishing Poisson brackets up to terms proportional
to the constraints for all j = 1, 2, 3. We have
{c˜tot(x), cjj(y)} = {ctot(x), cjj(y)}+ βjj n√
q
pi2j
(Mjj)3
!
= 0.
Solving this equation for βjj yields
βjj(x) = −
∫
χ
d3y
√
q
(Mjj)
3
npi2j
{ctot(x), cjj(y)}.
In order to check whether βjj is well defined we need to compute {ctot(x), cjj(y)} explicitly. A
rather lengthy but straight forward calculation presented in appendix D shows that
βjj(x) =
1
2
(Mjj)
3
npi2j
qabp
abcjj(x) +
√
qϕj,aϕ
j
,bp
ab (Mjj)
3
pi2j
(x)
+
(Mjj)
2
npij
(
n
√
qqabϕj,b
)
,a
(x) +
(Mjj)
pij
(
Mjj
√
qqabϕj,b
)
,a
(x).
On the constraint surface cjj = 0 the expression for βjj reduces to
βjj(x) ≈ +√qϕj,aϕj,bpab
(Mjj)
3
pi2j
(x) +
(Mjj)
2
npij
(
n
√
qqabϕj,b
)
,a
(x) +
(Mjj)
pij
(
Mjj
√
qqabϕj,b
)
,a
(x).
Given this choice of βjj also c˜
tot is a first class constraint. The remaining constraints Λjj and
cjj build three second class pairs (c11,Λ11), (c
22,Λ22) and (c
33,Λ33). Let us shortly summarize.
We have extended the four Klein-Gordon scalar fields model by 6 additional degrees of freedom
(Mjj ,Π
jj). The constraint analysis showed that our model has four first class constraints c˜tota
and c˜tot and six second class constraints cjj , Λjj . Therefore, if we reduce with respect to the
second class constraints and consider this partially reduced phase space, we also reduce exactly
the six additional degrees of freedom because each second class constraints reduces one degree
of freedom in phase space. This partially reduced model consists of gravity plus for scalar fields
that we will use as reference fields later in order to derive the reduced phase space with respect
to c˜tot and c˜tota . To perform the reduction with respect to the second class constraints we need to
compute the associated Dirac bracket. For this purpose we define the following set of constraints
cI with I = 1, · · · , 6 and {cI}I=1,··· ,6 = {cjj ,Λjj |j = 1, 2, 3} and introduce the matrix
NJK(x, y) := {cJ(x), cK(y)} =
(
Ajk(x, y) Bjk(x, y)
Cjk(x, y) 0
)
where Ajk(x, y) = {cjj(x), ckk(y)}, Bjk(x, y) = {cjj(x),Λkk(y)}, Cjk(x, y) = {Λjj(x), ckk(y)}
and we used that {Λjj(x),Λkk(y)} = 0. We have
{cjj(x),Λkk(y)} = − n√
q
pi2j
(Mjj)3
δkjδ(3)(x, y).
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and {cjj(x), ckk(y)} = 0 for j 6= k and as a consequence all 3× 3-matrices A,B,C are diagonal
matrices. The inverse matrix (N−1)IJ is given by
(N−1)JK(x, y) =
(
0 (C−1)jk(x, y)
(B−1)jk(x, y) −(B−1AC−1)jk(x, y)
)
The associated inverse matrix satisfies∫
χ
d3zNIL(x, z)(N−1)LJ(z, y) = δ(3)(x, y)δJI .
Given the inverse matrix, we can write down the Dirac bracket that is given by
{f, g}∗ = {f, g} −
∫
χ
d3y
∫
χ
d3x
({f, cJ(x)}(N−1)JK(x, y){cK(y), g})
= {f, g} −
∫
χ
d3y
∫
χ
d3x
(
{f, cjj(x)}(C−1)jk(x, y){Λkk(y), g}
−
∫
χ
d3y
∫
χ
d3x{f,Λjj(x)}(B−1)jk(x, y){ckk(y), g}
+
∫
χ
d3y
∫
χ
d3x{f,Λjj(x)}(B−1AC−1)jk(x, y){Λkk(y), g}

For the reason that the constraints Λjj = Πjj are equal to the canonical momenta of Mjj we can
immediately conclude that the Dirac bracket for the subset of variables qab, p
ab, ϕ0, pi0, ϕ
j , pij
coincides with the usual Poisson bracket because each of the variables commutes with Λjj .
Hence, the Dirac brackets affects the variables (Mjj ,Π
jj) only. The algebra for this subset has
the form
{Mjj(x),Mkk(y)}∗ = −(B−1AC−1)jk(x, y), {Πjj(x),Πkk(y)}∗ = 0, {Mjj(x),Πkk(y)}∗ = 0.
To obtain the partially reduced phase space we can set Λjj = Πjj = 0 and express Mjj in terms
of the remaining variables using cjj = 0. We get
Mjj
∣∣∣
cjj=0
=
pij√
q
1√
qabϕj,aϕ
j
,b
for j = 1, 2, 3 (3.8)
and as usual no summation over repeated j’s is considered here. On this partially reduced phase
space the constraint c˜tota has the following form
c˜tota = c
tot
a + n˙z + (L~nz)a.
In order to rewrite the constraint c˜tot on the partially reduced phase space we use Mjj in (3.8)
leading to
c˜tot
∣∣∣
cjj=0,Λjj=0
= cgeo +
pi20
2
√
q
+
1
2
√
qqabϕ0,aϕ
0
,b +
3∑
j=1
√
qMjjq
abϕj,aϕ
j
,b
= cgeo +
pi20
2
√
q
+
1
2
√
qqabϕ0,aϕ
0
,b +
3∑
j=1
pij
√
qabϕj,aϕ
j
,b
≈ cgeo + pi
2
0
2
√
q
+
1
2
√
qqabϕ0,aϕ
0
,b −
3∑
j=1
ϕaj (c
geo
a + pi0ϕ
0
,a)
√
qbcϕj,bϕ
j
,c.
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Now as usual in the context of the ADM formalism we go to the reduced ADM phase space,
that is the one where a reduction with respect to the primary constraints z and za has been
performed. In the reduced ADM phase space we can treat the lapse function n and the shift
vector na as Lagrangian multipliers. On the reduced ADM phase space we have c˜tota = c
tot
a .
Summarizing, starting from the model whose action is given in (3.1), we end up with a reduced
ADM phase space with elementary variables (qab, p
ab, ϕ0, pi0, ϕ
j , pij) which is a model consisting
of gravity and four scalar fields and a set of first class constraints given by
ctota = c
geo
a + pi0ϕ
0
,a + pijϕ
j
,a,
ctot = cgeo +
pi20
2
√
q
+
1
2
√
qqabϕ0,aϕ
0
,b −
3∑
j=1
ϕaj (c
geo
a + pi0ϕ
0
,a)
√
qbcϕj,bϕ
j
,c. (3.9)
In the next subsection we will discuss the construction of observables for this model.
3.2 Step 1: Construction of Observables
Here we will follow very closely the presentation in section 2.2 because most of the steps per-
formed for the four Klein-Gordon scalar fields model carry over to the generalized model. Again
we start by rewriting the constraint in Abelianized form.
3.2.1 Weakly Abelian Set of Constraints
For this purpose we start with ctot in (3.9) and solve it for the reference field momentum pi0.
We get2
pi20 − pi0
2√q 3∑
j=1
ϕ0,aϕ
a
j
√
qcdϕj,cϕ
j
,d
+ qqabϕ0,aϕ0,b − 2√q 3∑
j=1
ϕaj c
geo
a
√
qbcϕj,bϕ
j
,c + 2
√
qcgeo = 0.
We define the following abbreviations:
b := −2√q
3∑
j=1
ϕ0,aϕ
a
j
√
qcdϕj,cϕ
j
,d,
c := qqabϕ0,aϕ
0
,b − 2
√
q
3∑
j=1
ϕaj c
geo
a
√
qbcϕj,bϕ
j
,c + 2
√
qcgeo,
then solving for the momentum pi0 yields
pi0 = − b
2
±
√(
b
2
)2
− c =: h(qab, pab, ϕ0, ϕj) =: −h. (3.10)
As before, in order to ensure that the final physical Hamiltonian is positive, we choose the plus
sign here in order to define h. The spatial diffeomorphism constraint ctota can as in the former
model be solved for pij using the inverse ϕ
a
j of ϕ
j
,a leading to
pij = −ϕaj
(
cgeoa + pi0ϕ
0
,a
)
=: −hj(qab, pab, ϕj , ϕ0) := −hj . (3.11)
2We would like to point out that the formula for ctot on page 347 in [37] needs to have a minus sign in front
of the fourth term that carries over to the definitions of b and c and finally leads to a plus sign in front of the
second term in Hphys in equation (4.1) on page 348 so that the results in [37] and ours here agree. Moreover in
the notation of [37] the functions h and hj differ by an overall minus sign to notation used here.
21
Likewise to the model discussed in section 2 we can write down the following Abelian set of
equivalent constraints
ctot := pi0 + h(qab, p
ab, ϕ0, ϕj),
ctotj := pij + hj(qab, p
ab, ϕ0, ϕj), (3.12)
where h and hj are the functions defined in (3.10) and (3.11). We consider this set of Abelian
first class constraints in the section where observables with respect to these constraints are
constructed.
3.2.2 Explicit Construction of the Observables
We can apply the same procedure as was in detail presented in section 2.1. Hence, we will first
construct observables with respect to the spatial diffeomorphism constraint ctotj and afterwards
with respect to the Hamiltonian constraint ctot. Since we have explained the individual steps of
the construction in section 2.2 and these can be carried over to the generalized model here, we
will just present the results here. As before for all but the reference fields ϕj we construct the
following quantities:
ϕ0, pi0/J, qjk = qabϕ
a
jϕ
b
k, p
jk = pabϕj,aϕ
k
,b/J, (3.13)
where J := |det(ϕj/∂x)| is, as before, used to transform scalar/tensor densities into real
scalars/tensors. Then the observables with respect to ctotj are given by
ϕ˜0 := O
(1)
ϕ0,{ϕj}(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)ϕ0(x),
pi0 := O
(1)
pi0,{ϕj}(σ) =
∫
χ
d3x δ(ϕj(x), σj)pi0(x),
q˜jk := O
(1)
qab,{ϕj}(σ) =
∫
χ
d3x
∣∣det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)ϕajϕbkqab(x),
p˜jk := O
(1)
pab,{ϕj}(σ) =
∫
χ
d3x δ(ϕj(x), σj)ϕjaϕ
k
bp
ab. (3.14)
Here we used the integral representation for the observables introduced in section 2.1. For the
reference fields the observable map leads to:
ϕ˜j = O
(1)
ϕj ,{ϕj}(σ) =
[
α
Kβ1
β1
(ϕj)
]
α
Kβ1
t (ϕ
j)=σj
= σj ,
pij = O
(1)
pij ,{ϕj}(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)pij(x).
(3.15)
The spatially diffeomorphism invariant observables of the constraints are given by
c˜tot = pi0 + h˜,
c˜totj = pij + c˜
geo
j − h˜ϕ˜0,j = pij + c˜geoj − h˜ϕ˜0,j , (3.16)
where we used that
O
(1)
ϕj,a
(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)ϕj,aϕak = δjk (3.17)
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and likewise O
(1)
ϕa,j
(σ) = δkj . The observables with respect to the diffeomorphism constraint
associated with h denoted as h˜ can be easily obtained by using the property of the observable
map. This implies that h˜ = h(q˜jk, p˜
jk, ϕ˜j , ϕ˜j). Using this we obtain
h˜ =
√
q˜ϕ˜0,j
√
q˜jkδjk +
√√√√(√q˜ϕ˜0,j√q˜jkδjk)2 − q˜q˜jkϕ˜0,jϕ˜0,k + 2√q˜ 3∑
j=1
c˜geoj
√
q˜jj − 2
√
q˜c˜geo
=
√
q˜ϕ˜0,j
√
q˜jkδjk +
√√√√(√q˜ϕ˜0,j√q˜jkδjk)2 − q˜q˜jkϕ˜0,jϕ˜0,k + 2√q˜ 3∑
j=1
√
q˜jj c˜geoj c˜
geo
j − 2
√
q˜c˜geo.
(3.18)
Next, we want to derive the observables with respect to c˜tot and also here we can exactly follow
the construction discussed in section 2.2. For this generalized model the full observables that
we as before denote with capital letters are given by
Qjk(σ, τ) := Oqab,{ϕ0,ϕj}(σ, τ) = Oq˜jk(σ),ϕ˜0 ,
P jk(σ, τ) := Opab,{ϕ0,ϕj}(σ, τ) = Op˜jk(σ),ϕ˜0 ,
Π0(σ, τ) := Opi0,{ϕ0,ϕj}(σ, τ) = Opi0(σ),ϕ˜0 ,
Πj(σ, τ) := Opij ,{ϕ0,ϕj}(σ, τ) = Opij(σ),ϕ˜0 .
(3.19)
Note, that also here Π0 and Πj are no independent observables for the reason that these can
be expressed in terms of Qjk and Pjk using the constraints in (3.12). Furthermore, for the four
reference fields we have
Oϕ0,{ϕ0,ϕj}(σ, τ) = τ and Oϕj ,{ϕ0,ϕj}(σ, τ) = σ
j . (3.20)
Hence, the elementary variables of the reduced phase space are (Qjk, P
jk). This finishes our
discussion on the full observables and in the next section we are going to derive the physical
Hamiltonian that is generating their dynamics on the reduced phase space.
3.3 Step 2: Dynamics encoded in the physical Hamiltonian
We have already shown in section 2.2 that even if the constraints do not deparametrize the
physical Hamiltonian density is given by the full observables associated with the phase space
function h that occurs in the rewritten version of the Hamiltonian constraint in (3.12). The
same applies to the generalized model considered here. Using that the physical Hamiltonian is
as before given by
Hphys :=
∫
S
d3σO
h˜(σ),ϕ˜0
(σ, τ) =
∫
S
d3σH(σ, τ), (3.21)
here we denote the (full) observable associated to h according to our notation by H. Now looking
into (3.18) and using the property of the observable map we get for the physical Hamiltonian
density
H(σ) =
√√√√−2√QCgeo + 2√Q 3∑
j=1
√
QjjCgeoj C
geo
j (σ). (3.22)
We realize that the final physical Hamiltonian density is independent of the physical time τ
because the reference field ϕ˜0 occurred only via spatial derivatives and as pointed out already
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in [8] and also discussed in 2.2, we have Oϕ˜0,j ,ϕ˜0
(σ, τ) = dτ/dσj = 0. Therefore, all terms that
involve ϕ˜0,j in h˜ in (3.18) will be vanishing at the observable level. Let us compare the form of the
physical Hamiltonian density in the four scalar field model shown in (2.48). First let us check
that the density weight is correct in both cases. Each of the terms under the square root has
density weight two and hence the physical Hamiltonian density is of weight one as it should be.
The same is true for the physical Hamiltonian density in (3.22) of our generalized model. The
main difference between the two models is that the term δjkCgeoj C
geo
k that occurred in (2.48)
and that prohibited the completion of the reduced quantization program in the case of the four
Klein-Gordon scalar fields model, is no longer present in (3.22). Instead the physical Hamiltonian
density for the generalized model contains terms of the form QjjCgeoj C
geo
j for j = 1, 2, 3. As we
will discuss in the next subsection, it is exactly this feature of the model that allows to complete
the reduced quantization program.
3.4 Step 3: Reduced Quantization
Given the fact that we want to quantize the reduced theory using techniques from loop quantum
gravity, we will reformulate the reduced phase space in terms of Ashtekar variables (AAj , E
j
A).
Also in the generalized model the observable algebra of the elementary variables (AAj , E
j
A) is
isomorphic to the kinematical subalgebra of (Aja, Eaj ) and as discussed in detail in section 2.4
because of this we can use the usual Ashtekar-Lewandowski representation of loop quantum
gravity to obtain the physical Hilbert space Hphys of the generalized model. As before the
price to pay when working in the connection formulation instead of the ADM formulation is
an additional SU(2) Gauss constraint. However, this can simply be solved in the quantum
theory by restricting to only gauge invariant spin networks in Hphys. Where the quantization
program stopped in the four Klein-Gordon scalar field case, when we wanted to implement
the physical Hamiltonian Hphys as an operator on Hphys, now the situation has changed. The
individual terms that occur under the square root of the physical Hamiltonian density in (3.22)
can all be quantized on Hphys using loop quantum gravity techniques. Let us consider the first
term, that is −2√QCgeo. The two individual contributions of √Q and Cgeo will be quantized
as individual operators. The first one,
√
Q can be quantized by means of the volume operator
[29, 30]. The observable associated to the geometric part of the Hamiltonian constraint Cgeo can
be quantized using the techniques introduced in [32]. For the quantization of the second term
2
√
Q
3∑
j=1
√
QjjCgeoj C
geo
j , we will promote the entire term to an operator at the quantum level
and this can be done using the usual quantization for holonomies and fluxes in loop quantum
gravity. Note, that the quantization used in [1] for the Brown-Kucharˇ dust model does not carry
over to this model because here the second term does not involve a covariant contraction of
the spatial indices between the observables associated with the metric Qjk and the geometric
part of the spatial diffeomorphism constraint Cgeoj . As a consequence, a different regularization
procedure needs to be considered.
We start from the classical expression of the physical Hamiltonian given by:
Hphys =
∫
S
d3σ
√√√√−2√QCgeo + 2√Q 3∑
j=1
√
QjjCgeoj C
geo
j (σ). (3.23)
Likewise to the volume operator or the physical Hamiltonian in [2, 34] the classical expres-
sion involves a square root. From the classical point of view, the physical Hamiltonian density
24
is real and this is only true if −2√QCgeo + 2√Q
3∑
j=1
√
QjjCgeoj C
geo
j ≥ 0. In deriving the form of
Hphys we restrict to the part of the phase space in which C
geo ≤ 0. Moreover, from the classical
Hamiltonian constraint equation we get
pi20 − pi0
2√q 3∑
j=1
ϕ0,aϕ
a
j
√
qcdϕj,cϕ
j
,d
+ qqabϕ0,aϕ0,b − 2√q 3∑
j=1
ϕaj c
geo
a
√
qbcϕj,bϕ
j
,c + 2
√
qcgeo = 0.
Applying the observable map to the equation above yields
Π20 = H
2(σ), (3.24)
where Π0 denotes the observable associated with pi0 and H
2(σ) is the square of the physical
Hamiltonian density H(σ), that is the expression under the square root in (3.23). Note, that
we applied the observable map with J := | det(∂ϕj/∂x)| > 0. Considering (3.24) we realize that
on the physical part of the phase space we have that H2(σ) is non-negative due to the reason
that certainly Π20 ≥ 0. However, this does not ensure that the quantized version of H2(σ) is non
negative. In principle, we can achieve this by implementing H2(σ) as a self-adjoint operator and
project onto the positive part of the spectrum for every σ. The practical problem that arises
here is that we do not know the spectrum of the physical Hamiltonian and hence we cannot
follow this way. Therefore, we choose the same strategy as in [1] and consider an absolute value
under the square root and quantize
Hphys =
∫
S
d3σ
√√√√| − 2√QCgeo + 2√Q 3∑
j=1
√
QjjCgeoj C
geo
j |(σ). (3.25)
In the classical regime the expressions for Hphys are identical, since we know that |−2
√
QCgeo +
2
√
Q
3∑
j=1
√
QjjCgeoj C
geo
j | = −2
√
QCgeo+2
√
Q
3∑
j=1
√
QjjCgeoj C
geo
j ≥ 0 and in the quantum theory
we ensure a well defined expression under the square root by taking the absolute value. The
general strategy for the quantization within LQG one follows is to introduce a regulator by
means of which a regularization of Hphys can be found. Afterwards one shows that in the limit
where the regulator is removed one ends up with a well defined expression for the physical
Hamiltonian operator Hˆphys. As mentioned before in contrast to other physical Hamiltonians
that have been quantized so far, in our case Hphys is no longer covariant at the observable
level because the summation is performed outside the square root in Hphys and thus we need to
introduce a different regularization procedure here. As far as the first term under the square root
is considered, we can quantize it by applying a regularization that has already been discussed
in the literature for the Hamiltonian constraint in [32] and for the volume operator in [30]. To
quantize the second term under the square root as a first step we rewrite it in terms of densitized
triads. This results in
√
Q
3∑
j=1
√
QjjCgeoj C
geo
j =
3∑
j=1
√
QQjjCgeoj C
geo
j =
3∑
j=1
√
QδJKEjJE
j
KF
L
jkF
M
j` E
k
LE
`
M
Q
(3.26)
=
3∑
j=1
√
EjJE
j
KF
L
jkF
M
j` E
k
LE
`
Mδ
JK =
3∑
j=1
√
FLjkE
j
JE
k
LF
M
j` E
j
KE
`
Mδ
JK
=
3∑
j=1
√
O
(j)
J O
(j)
K δ
JK ,
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where we introduced the quantities O
(j)
J := F
L
jkE
j
JE
k
L (no summation over j) and we used that
Qij =
δJKEiJE
j
K
Q , Q(E) := det(Qij(E)), C
geo
j = F
L
jkE
k
L with scalar field manifold indices i, j, . . .
and su(2) Lie algebra indices I, J, . . . . At the classical level the order of the curvature F and
the densitized triads E is irrelevant, but at the quantum level it is important that F is ordered
to the left in order to avoid the creation of infinitely many loops at the vertices of a given graph
when the operator acts on the corresponding cylindrical function. In the next section we will
discuss the regularization of the physical Hamiltonian in detail.
3.4.1 Regularization of Hphys
For the regularization of Hphys we will introduce a point splitting regularization along the lines
of [22] where it was applied to quantize the volume operator of LQG. For this purpose we need to
introduce a characteristic function associated with some geometrical objects that we denote by
F. In principal we can make an arbitrary choice for such geometrical objects, however usually
in the existing literature cubes or tetrahedra have been chosen. The only difference between
different choices for F will be a constant global factor, called the regularization constant cF.
This constant is involved in the volume of the considered objects, i.e. vol(F) = cF3, where
 > 0 is the basic length of the object under consideration. For example, for a cube denoted by
2 we have c2 = 1 and for a tetrahedron denoted by4 we get c4 =
√
2
12 . To keep our presentation
simple and to be able to compare our results with already existing results we will use tetrahedra
in the embedded LQG case and cubes for the AQG framework. The reason for these choices is
that then we can carry over already existing quantization techniques for Cgeo [1, 22] to the case
of our physical Hamiltonian. Before we perform the point splitting, we write Hphys as
Hphys =
∫
S
d3p
√√√√| − 2√QCgeo + 2 3∑
j=1
√
O
(j)
J O
(j)
K δ
JK |(p),
where p := σ denotes the points of the scalar manifold S from now on. For the regularization
of O
(j)
J we will consider a point splitting regularization for the two densitized triads and the
curvature similar to the case of the volume operator where a product of three densitzed triads
is involved. Later we will reexpress the curvature in terms of holonomies as usually done in
LQG. Let us discuss the individual steps in detail. For simplicity we discuss the case for j = 1
first, the remaining three cases work similar. Applying the point splitting we regularize O
(1)
J as
follows
O
(1)
J (p) = lim4′4→0
1
vol(4′)vol(4)
∫
S
d3y χ4′(p, y)FM1k (y)E
1
J(y)
∫
S
d3xχ4(p, x)EkM (x)
=: lim
4′4→0
O
(1)
J (p,4′,4).
Here χ4(p, x) denotes the characteristic function of a tetrahedron4 with the limit lim4→0
χ4(p,x)
vol(4) =
δ(3)(p, x). Due to the Poisson algebra of the Ashtekar connection and the densitized triad which
has the form {AIi (x), EjJ(y)} = κβ2 δji δIJδ(3)(x, y) the operator corresponding to EjJ(x) can be
represented by
EˆjJ(x) = −i
`2P
2
δ
δAJj (x)
(3.27)
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with the Planck length `P =
√
~κ and we set β = 1 for simplicity. Given this, we can define a
regularized flux operator by
EˆjJ(p,4) :=
1
vol(4)
∫
S
d3xχ4(p, x)Eˆ
j
J(x) (3.28)
= −i`
2
P
2
1
vol(4)
∫
S
d3xχ4(p, x)
δ
δAJj (x)
.
Then, we reexpress the regularized operator O
(1)
J (p,4′,4) as
Oˆ
(1)
J (p,4′,4) =
(−i)2`4P
4
1
vol(4′)vol(4)
∫
S
d3y χ4′(p, y)FM1k (y)
δ
δAJ1 (y)
∫
S
d3xχ4(p, x)
δ
δAMk (x)
.
What we still have to analyze is whether the limit in which the regulator is removed leads to
a well defined expression for Hˆphys. For this purpose we will discuss in detail the action of
Oˆ
(1)
J (p,4′,4) on cylindrical functions and how the limit can be performed.
3.4.2 Action of Oˆ
(j)
J (p,4′,4) on cylindrical functions
For analyzing the action of the regularized operator Oˆ
(j)
J (p,4′,4) on a generic cylindrical func-
tion fγ , we first compute the action of the regularized flux operator on fγ . Afterwards we will
discuss how the curvature can be regularized and expressed in terms of holonomy operators. We
obtain for the action of the regularized flux operator on a generic cylindrical function fγ
EˆjJ(p,4)fγ(he[A]) = −i
`2P
2
1
vol(4)
∑
e∈E(γ)
1∫
0
dt χ4(p, e(t))
δhe
δAJj (x)
δ
δhe
fγ (3.29)
= +i
`2P
2
1
vol(4)
∑
e∈E(γ)
1∫
0
dt χ4(p, e(t))e˙j(t)
1
2
Tr
(
[he(0, t)τJhe(t, 1)]
δ
δhTe (0, 1)
)
fγ ,
where τJ = iσJ with σJ , J = 1, 2, 3, being the Pauli matrices. We used the notation fγ =
fγ(he[A]) to emphasize the dependence of a cylindrical function on the holonomies and the
dependence of the latter on the connections. Now we can also apply the second part of the
regularized operator leading to an action of Oˆ
(j)
J (p,4′,4) on fγ given by
Oˆ
(1)
J (p,4′,4)fγ =
(+i)2`4P
4
1
vol(4′)
1
vol(4) (3.30){ ∑
e,e′∈E(γ)
1∫
0
dt′
1∫
0
dt FM1m(e
′(t′))χ4′(p, e′(t′))χ4(p, e(t))e˙′1(t′)e˙m(t)
1
4
Tr
([
he′(0, t
′)τJhe′(t′, 1)
] δ
δhTe′(0, 1)
)
Tr
(
[he(0, t)τMhe(t, 1)]
δ
δhTe (0, 1)
)
+
∑
e∈E(γ)
1∫
0
dt
1∫
0
dt′ FM1m(e(t
′))χ4′(p, e(t′))χ4(p, e(t))e˙1(t′)e˙m(t)[
1
4
Θ(t′, t)Tr
([
he(0, t
′)τJhe(t′, t)τMhe(t, 1)
] δ
δhTe (0, 1)
)
+
1
4
Θ(t, t′)Tr
([
he(0, t)τMhe(t, t
′)τJhe(t′, 1)
] δ
δhTe (0, 1)
)]}
fγ ,
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where we again stick to the case j = 1 here and E(γ) denotes the set of all edges of the graph
γ. In the next step we will discuss how the curvature term can be regularized. For this purpose
we write it in a more convenient way by introducing for an associated tangent vector of a given
edge e1(t) the following notation:
e˙a(1) := δ
a
1 e˙
1(t). (3.31)
This has the advantage that we can express the curvature as
FM1m(e
′(t′))e˙′1(t′)e˙m(t) = FMnm(e
′(t′))e˙′n(1)(t
′)e˙m(t) (3.32)
and similarly for the remaining cases j = 2, 3. Considering this we can rewrite Oˆ
(j)
J (p,4,4′)fγ
as
Oˆ
(j)
J (p,4′,4)fγ =
(+i)2`4P
4
1
vol(4′)
1
vol(4) (3.33){ ∑
e,e′∈E(γ)
1∫
0
dt′
1∫
0
dt FMam(e
′(t′))χ4′(p, e′(t′))χ4(p, e(t))e˙′a(j)(t
′)e˙m(t)
1
4
Tr
([
he′(0, t
′)τJhe′(t′, 1)
] δ
δhTe′(0, 1)
)
Tr
(
[he(0, t)τMhe(t, 1)]
δ
δhTe (0, 1)
)
+
∑
e∈E(γ)
1∫
0
dt
1∫
0
dt′ FMam(e(t
′))χ4′(p, e(t′))χ4(p, e(t))e˙a(j)(t
′)e˙m(t)
[
1
4
Θ(t′, t)Tr
([
he(0, t
′)τJhe(t′, t)τMhe(t, 1)
] δ
δhTe (0, 1)
)
+
1
4
Θ(t, t′)Tr
([
he(0, t)τMhe(t, t
′)τJhe(t′, 1)
] δ
δhTe (0, 1)
)]}
fγ ,
where again no summation over j is taken into account.
3.4.3 Regularization of
√
QCgeo and its action on cylindrical functions
As discussed above for the first term under the outer square root that involves the volume
√
Q
as well as the geometric part of the Hamiltonian constraint Cgeo we will carry over existing
results from the literature where the quantization of both operators has already been presented.
In order to be able to perform the limit for both parts of the regularized Hphys we will use
the same strategy that was for instance followed in [2]. We introduce the following regularized
quantities
√
Q(p,4) and Cgeo(p,4′) defined through√
Q(p) := lim
4→0
√
Q(p,4) = lim
4→0
1
vol(4)
∫
d3x
√
Q(x)χ4(p, x)
Cgeo(p) := lim
4′→0
Cgeo(p,4′) = lim
4′→0
1
vol(4′)
∫
d3y Cgeo(y)χ4′(p, y)
The action of their corresponding regularized operator product on cylindrical functions yields√̂
Q(p,4)Ĉgeo(p,4′))fγ = 1
vol(4′)vol(4)
∫
d3x
∫
d3y χ4(p, x)χ4′(p, y)
√̂
QxĈ
geo
y fγ ,
where
√̂
Qx, Ĉ
geo
y denote the usual regularizations of the volume and the geometric Hamiltonian
constraint that can for instance be found in [32] and [30]. In the next section we will discuss in
detail how the limit of this regularized operator can be performed and how this can be used to
finally define an operator for the physical Hamiltonian Hphys.
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3.4.4 Performing the limit of the regularized physical Hamiltonian
Let us start with discussing the limit for the regularized operator Oˆ(j)(p,4′,4). Due to the
characteristic functions that are involved in the regularized operator, we realize that the first part
of the operator involving the sum
∑
e,e′ will only contribute if e, e
′ have a point of intersection
that we denote by p. In case they do not intersect, we can shrink 4′,4 appropriately to some
small but finite region and both characteristic functions have support only in a neighborhood of
p. Hence, if the edges do not intersect the first part vanishes identically. Let us assume that p
is the point of intersection of e, e′ at parameter values t0, t′0. For the reason that by assumption
the edges are not self-intersecting t0, t
′
0 are unique. We parametrize the edges as
e(t) = p+ c(t− t0), e′(t) = p+ c′(t− t0),
where c, c′ are analytic functions which vanish at t − t0 = 0. Since e, e′ must intersect at p it
follows that p = v = e ∩ e′ must be a common vertex of the edges. By assumption edges can
only intersect at their beginning or final points. Without loss of generality we are able to choose
an adapted graph γ in such a way that it will be possible to classify each edge as an edge of
either type up or type down, respectively either type in or type out. If this is not directly given
we can subdivide edges appropriately such that we are in this situation. Further, we divide the
edges in such a way that they all have outgoing orientation with respect to a vertex v, which
is also equal to the intersection point, such that the flux operators can entirely be expressed in
terms of right invariant vector fields. In this case the edges intersect in their beginning point and
thus the unique value of t0, t
′
0 is given by t0 = t
′
0 = 0. The general structure of the individual
terms in the action of Oˆ(j)(p,4′,4) is of the form ∫ dt ∫ dt′g(t′)h(t)fγ for appropriately chosen
functions g and h. Taking the discussion above into account in the limit where the tetrahedra
4 become smaller and smaller we can expand the individual terms in the action in powers of 
according to:
1∫
0
dt
1∫
0
dt′g(t′)h(t)fγ =
(
g(0)h(0)
2
4
+ o(2)
)
fγ ,
where the limit 4 → 0 corresponds to  → 0 because vol(4) = c43. Note, that the factor
of 14 is due to the fact that
∫
R+
dtδ(0, t)
∫
R+
dt′δ(0, t′) = 14 . Additionally, we assumed that the
functions g, h have only support in an interval  which is given due to the characteristic functions
involved. If we apply this kind of expansion to the action of Oˆ(j)(p,4′,4) we end up with
Oˆ
(j)
J (p,4′,4)fγ =
(+i)2`4P
4
1
c4′c46
(3.34){ ∑
e,e′∈E(γ)
2
4
(
FMam(e
′(0))χ4′(p, e′(0))χ4(p, e(0))e˙′a(j)(0)e˙
m(0)
1
4
Tr
(
[τJhe′(0, 1)]
δ
δhTe′(0, 1)
)
Tr
(
[τMhe(0, 1)]
δ
δhTe (0, 1)
))
+
∑
e∈E(γ)
2
4
(
FMam(e(0))χ4′(p, e(0))χ4(p, e(0))e˙
a
(j)(0)e˙
m(0)
[
1
4
Tr
(
[τJτMhe(0, 1)]
δ
δhTe (0, 1)
)
+
1
4
Tr
(
[τMτJhe(0, 1)]
δ
δhTe (0, 1)
))]
+ o(2)
}
fγ ,
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where we used that Θ(0, 0) = 1 as well as he(0, 0) = 1SU(2). For the approximation of the
integrals we did not compute the terms of order 3 or higher explicitly here because these terms
will vanish anyway in the limit where the regulator is removed. We can rewrite the second
sum over the edges in a more compact form if we introduce the anti-commutator {τJ , τM}+ and
obtain
Oˆ
(j)
J (p,4′,4)fγ =
(+i)2`4P
4
1
c4′c46
(3.35){ ∑
e,e′∈E(γ)
2
4
(
FMam(e
′(0))χ4′(p, e′(0))χ4(p, e(0))e˙′a(j)(0)e˙
m(0)
1
4
Tr
(
[τJhe′(0, 1)]
δ
δhTe′(0, 1)
)
Tr
(
[τMhe(0, 1)]
δ
δhTe (0, 1)
))
+
∑
e∈E(γ)
2
4
(
FMam(e(0))χ4′(p, e(0))χ4(p, e(0))e˙
a
(j)(0)e˙
m(0)
[
1
4
Tr
(
[{τJ , τM}+he(0, 1)] δ
δhTe (0, 1)
)]
+ o(2)
}
fγ .
Our next steps involve to replace the curvature by appropriate holonomy operators and to use
the properties of the Pauli matrices to rewrite the anti-commutator in a convenient way. From
our discussion above we know that e(0) = e′(0) = v thus the curvature is evaluated at the
vertices v in all terms. Similarly, we can replace e(0), e′(0) by v in all characteristic functions.
Using the expansion of a loop αe′(j)e in powers of  we have
hαe′
(j)
e
= 1SU(2) + 
2F Jab(v)e˙
′a
(j)(0)e˙
b(0)
τJ
2
+ o(2)
and it is simple to show that the following identity holds:
FMab (v)e˙
′a
(j)(0)e˙
b(0) = − 1
2
Tr
(
hαe′
(j)
e
τM
)
.
The anti-commutator satisfies {τJ , τM}+ = −2δJM1SU(2). Reinserting both into (3.35) we end
up with
Oˆ
(j)
J (p,4′,4)fγ =
(+i)2`4P
4
1
c4′c46
(3.36){ ∑
e,e′∈E(γ)
(−1)1
4
(
Tr
(
hαe′
(j)
e
τM
)
χ4′(p, v)χ4(p, v)
1
4
Tr
(
[τJhe′(0, 1)]
δ
δhTe′(0, 1)
)
Tr
(
[τMhe(0, 1)]
δ
δhTe (0, 1)
))
+
∑
e∈E(γ)
(−1)1
4
(
Tr
(
hαe(j)eτ
M
)
χ4′(p, v)χ4(p, v)[
(−1)1
2
Tr
(
1SU(2)δJMhe(0, 1)
δ
δhTe (0, 1)
)]
+ o(2)
}
fγ .
To further rewrite the action of the operator we introduce the right invariant vector fields Xe0
and XeL associated with an edge e by
Xe0 := Tr
(
τ0he(0, 1)
δ
δhTe (0, 1)
)
,
XeL := Tr
(
τLhe(0, 1)
δ
δhTe (0, 1)
)
,
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where L runs from 1, . . . 3, and we also include the 2 × 2 unity matrix σ0 = 1SU(2), that is
τ0 := iσ0. Then, τ0 and τJ , J = 1, 2, 3, are the generators of the group U(2), since every
element of U(2) can be written as the exponential of a Hermitian 2× 2 matrix which is equal to
exp
(
aσ0 + b
JσJ
)
with a, bJ ∈ R. In this context we can understand Xe0 , XeL as right invariant
vector fields associated with U(2).
For the reason that the edges have to intersect in a common vertex v, we can rewrite both
sums over edges as a sum over all vertices and a sum over all edges meeting at these vertices.
Hence, the action of Oˆ
(j)
J (p,4′,4) on fγ reads
Oˆ
(j)
J (p,4′,4)fγ = −
(+i)2`4P
4
1
c4′c46
(3.37){
1
16
∑
v∈V (γ)
∑
e∩e′=v
χ4′(p, v)χ4(p, v) Tr
(
hαe′
(j)
e
τM
)
Xe
′
J X
e
M
+
i
8
δJM
∑
v∈V (γ)
∑
b(e)=v
χ4′(p, v)χ4(p, v) Tr
(
hαe(j)eτ
M
)
Xe0 + o(
2)
}
fγ .
In order to obtain the final operator for Hˆphys we need to consider the limit where the regulator
is removed explicitly, that is the limit in which the volume of all tetrahedra shrinks to zero or
equivalently  tends to zero. Without loss of generality we can choose 4 = 4′ = 4′′ = 4′′′ =: 4
where 4,4′,4′′,4′′′ denote the tetrahedra associated to the regularization of the individual
operators involved in Hˆphys and perform all limits simultaneously. Then we can just consider
the limit → 0. Formally, we have
Hˆphysfγ := lim
→0
Hˆphysfγ .
With our discussion above, the total regularized physical Hamiltonian is given by
Hˆphysfγ := lim
→0
∫
d3p
[
2
∣∣∣− χ2∆(p, v)
c4c46
1
2
√̂
QvCˆ
geo
v
+
3∑
j=1
[ ∑
v∈V (γ)
(
(+i)2`4P
4
)2 χ44(p, v)
c4412( 1
16
∑
e∩e′=v
Tr
(
hαe′
(j)
e
τM
)
Xe
′
J X
e
M +
i
8
δJM
∑
b(e)=v
Tr
(
hαe(j)eτ
M
)
Xe0 + o(
2)
)†
( 1
16
∑
e′′∩e′′′=v
Tr
(
hαe′′′
(j)
e′′ τ
M
)
Xe
′′′
K X
e′′
N +
i
8
δKN
∑
b(e′′)=v
Tr
(
hαe′′
(j)
e′′ τ
N
)
Xe
′′
0
)
+ o(2)
)
δJK
] 1
2
∣∣∣] 12 fγ ,
where we chose the operator ordering of Oˆ
(j)
J (p,4′,4) and its adjoint in such a way that the
square of this operator does not create an infinite number of holonomy loops at the vertices.
Now in the limit → 0 only at most one vertex will contribute because in this limit at most
one vertex is contained in the volume of 4 if these 4’s are sufficiently small or equivalently if 
is small enough. Given this, we can take the powers of the characteristic functions first out of
the inner square root and afterwards out of the remaining square root. In case we further use
that these characteristic functions become δ-functions in that limit and also that all o(2)-terms
vanish we finally obtain
Hˆphys,γfγ =
∫
d3p hˆphys,γ(p)fγ
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with
hˆphys,γ(p) :=
∑
v∈V (γ)
δ(3)(p, v)hˆphys,γ,v,
where we added an extra index γ as a reminder of the graph dependence and chose a symmetric
ordering of the term involving Cˆgeoγ,v after performing the limit → 0. So hˆphys,γ,v reads
hˆphys,γ,v :=
[
2
∣∣∣− 1
2
(√̂
Qγ,vCˆ
geo
γ,v + (Cˆ
geo
γ,v )
†√̂Qγ,v)+ 3∑
j=1
[((+i)2`4P
4
)2
δJK (3.38)
( 1
16
∑
e∩e′=v
Tr
(
hαe′(j)eτ
M
)
Xe
′
J X
e
M +
i
8
δJM
∑
b(e)=v
Tr
(
hαe(j)eτ
M
)
Xe0
)†
( 1
16
∑
e′′∩e′′′=v
Tr
(
hαe′′′(j)e′′ τ
M
)
Xe
′′′
K X
e′′
N +
i
8
δKN
∑
b(e′′)=v
Tr
(
hαe′′(j)e′′ τ
N
)
Xe
′′
0
)] 1
2
∣∣∣] 12 .
Let us briefly discuss to what kind of contributions the operator will lead if it acts on a generic
spin network function. The first term under the square root involving the volume operator as
well as the geometric part of the Hamiltonian constraint operator is similar to the contributions
that occur in the one Klein-Gordon scalar field model introduced in [2]. For that model an addi-
tional term that involves QjkCgeoj C
geo
k at the classical level is neglected because in that model the
spatial diffeomorphism constraint is solved via Dirac quantization and thus the physical Hamil-
tonian needs to be implemented on the spatial diffeomorphism invariant Hilbert space Hdiff .
The operator version of the neglected term is expected to vanish on spatially diffeomorphism
invariant states. The final physical Hamiltonian that one works with in [2] is of the form:
Ĥphys =
∫
d3x
√
−2
√
Q̂Ĉgeo(x).
Let us compare this physical Hamiltonian operator to the one in [2] where only one Klein-Gordon
scalar field is used as a reference field for the Hamiltonian constraint. Though, in our model
the situation is different. Because we consider four reference fields at the classical level the term
2
√
Q
∑3
j=1
√
QjjCgeoj C
geo
j can be understood as a contribution to the physical Hamiltonian
density associated with the momentum density of the reference fields ϕj that would be absent
in case where we consider only one instead of four reference fields. Thus, the fingerprint of the
spatial reference fields encoded in 2
√
Q
∑3
j=1
√
QjjCgeoj C
geo
j at the classical level, caused by the
dynamical coupling of this reference fields, also carries over to the quantum theory and yields to
the remaining terms under the square root in (3.38) corresponding the the quantization of the
classical term 2
√
Q
∑3
j=1
√
QjjCgeoj C
geo
j . Now the operator Oˆ
(j)
J whose square occurs under the
second square root consists of a combination of right invariant vector fields and a loop holonomy
operator. For a given vertex v of a graph γ associated to a given spin network function, there
are two different contributions. The first one considers every pair of edges e, e′ at v and acts
with two right invariant vector fields Xe
′
J X
e
M onto them and afterwards attaches a loop along
the edges e and e′ to the graph γ, see figure 1a. The second contribution involves for each vertex
v and every edge e attached to it an action of one right invariant vector field Xe0 . In this case
the loop that acts afterwards goes along the edges e and the edge that one obtains by projecting
the edge e onto the j-th tangential direction, as can be seen in figure 1b. Note that this second
contribution depends crucially on the embedding of the individual edges and is a contribution
to the operator that is rather unusual. This can for instance be seen in the specific case where
the tangent vector to e has a non-vanishing contribution only in one fixed j-direction. In this
case the loop hαe(j)e is just the identity and since Tr(τ
M ) = 0 the contribution of the second sum
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just vanishes identically. However, for a generic embedding of the edges with a tangent vector
that has non-zero components in all j-directions the contribution from the second sum will in
general be non-zero.
ae,e′
e′
e
e′′
ej
v
eℓ
ek
(a) Action of the first term in Oˆ
(j)
J .
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(b) Action of the second term in Oˆ
(j)
J .
Figure 1: Action of Oˆ
(j)
J on LQG spin network functions
Similar expressions occur in the regularization of the volume operator in [22] and would also
be involved in a point splitting regularization of the area operator. However, in these cases
due to the specific structure of the volume and area operator, in particular both involve only
covariant contractions, all terms of these kind vanish in the limit when the regulator is removed.
For our physical Hamiltonian this is no longer true and the reason for this seems to be its
non-covariant form at the level of observables, that is with respect to the scalar field manifold
indices. At first glance this seems unusual, but, as we show in appendix A, this is caused by the
particular choice of gauge fixing associated with this model. As can be seen in the presentation
in appendix A the induced shift vector associated with the choice of clocks in this model has at
the observable level the form Nk = 1h(Q,P )
3∑
j=1
√
Q
√
Qjjδkj which naturally explains the second
embedding dependent term in the physical Hamiltonian.
Finally, let us mention that as in the models in [1, 12] the observable Cgeoj is a constant
of motion with respect to the reference time τ , as can be seen by using the properties of the
observable map. We have:
dCgeoj
dτ
= {Cgeoj (σ, τ),Hphys} = {O(2)c˜j ,ϕ˜0 , O
(2)
h˜,ϕ˜0
} = O(2){c˜j ,h˜}∗ = O
(2)
{c˜j ,h˜}
= 0.
Furthermore, in the limit of vanishing momentum density of the reference fields ϕj as expected
the model in [2] and our model here posses the same physical Hamiltonian and in this sense the
generalized model introduced in this section can be understood as the corresponding four scalar
field model associated with the model introduced in [2]. In the context of cosmology it can also
be understood as the natural full loop quantum gravity generalization of the APS-model in [13].
3.4.5 Remarks on the Application of the LQG framework
There is a conceptual difference when we perform an unreduced or reduced quantization of LQG
as far as the spatial diffeomorphism group is considered. In the case of the unreduced quantiza-
tion spatial diffeomorphism are understood as gauge transformations and one eliminates them
via a Dirac quantization procedure. Now in the case of the reduced quantization we look for
33
representations of the observable algebra whose elements are Dirac observables carrying tensor
indices of the scalar field manifold. As a consequence, in the reduced case the spatial diffeomor-
phism group is no longer a gauge group, but should be understood as active diffeomorphisms
and hence a symmetry group, for more details see the discussion in [1]. Now due to the fact
that the observable algebra can also be represented by the standard Ashtekar-Lewandowski
representation in the reduced quantization the representation of the physical Hilbert space is
chosen to be the standard kinematical representation used in the Dirac quantization approach.
As shown in [36] spatially diffeomorphism invariant operators can only be implemented in a
graph-preserving way in this representation. In [1] the physical Hamiltonian is also on the dust
manifold a spatially diffeomorphism invariant quantity and this led the authors of [1] to the
conclusion that the resulting physical Hamiltonian in this model must be quantized in a graph-
preserving way. However, this constraint is absent in our model because as far as the scalar field
manifold is considered Hphys is not spatially diffeomorphism invariant and therefore needs not
necessarily to be quantized graph non-changing. If we would additionally require the operator
to be graph-preserving and implement this by introducing similar projectors as has be done in
[1] then we are in a situation where all contributions of the unusual second term are trivial for
the following reason: In cases where the edge e does not point into one of the j-directions the
way the loop is attached will change the underlying graph γ and hence these contributions will
be projected out. If e points in one of the j-directions then as discussed above the loop operator
hαe(j)e become the identity operator and thus the trace involving this loop operator vanishes.
Therefore, for a graph-preserving quantization the unusual second term does not contribute to
the final action. A similar property can be found for the quantization of Hphys in the context
of Algebraic Quantum Gravity that will briefly discussed in the next section.
3.4.6 Quantization of the physical Hamiltonian in the AQG framework
The idea of the Algebraic Quantum Gravity (AQG) framework is to quantize the dynamical
operators completely at the algebraic level where no information about the embeddings of the
graphs into the spatial manifold is known. This information is encoded in semiclassical states
that can only be defined for a given but arbitrary choice of an embedding. Given these semiclas-
sical states the classical limit of the dynamical operators can be computed and their algebraic
quantization has to be chosen in such a way that their semiclassical limit has in lowest order in
~ the correct classical limit of canonical general relatvity. Hence, here this will be the guiding
principle for choosing an operator at the algebraic level and as far as the semiclassical limit is
concerned we use the former results of [1] to define the corresponding AQG operator for the
four scalar field model analyzed in our work here. As in [1] we consider an AQG model of cubic
topology which consists of an infinite algebraic graph with six valent vertices. We choose the
orientation of all edges in such a way that all edges have outgoing orientation with respect to a
vertex v. Using a similar notation to the one that was introduced in [34] we label the six edges
by eσj (v), here σ stands for the positive σ = + or negative direction σ = − and j = {1, 2, 3}
denotes the edge e whose tangent vector points into the j-th direction. Furthermore, we choose
{e1, e2, e3} to be right oriented with respect to the orientation of the field manifold S. Note
that although we use the same symbol the coordinates σj of the dust manifold and the σ here
are completely unrelated. In order to implement a quantization of the loop operator at the
algebraic level in a graph-preserving way we use the notion of a minimal loop introduced in [1].
For this purpose we further define e+j := ej(v) and e
−
j := ej(v− jˆ) where v− jˆ is a translation of
the point v along one unit of the jˆ-axis while the other two directions do not change. Here we
will parametrize the minimal loop α by i, σ, j, σ′ and v denotes the vertex the minimal loop is
attached to. Having introduced the definition of the edges above we can then obtain a minimal
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loop by the composition of the edges in the following way
α{(i,σ,j,σ′),v} = eσi (v) ◦ eσ
′
j (v + σiˆ) ◦ (eσi )−1(v + σ′jˆ) ◦ (eσ
′
j )
−1(v). (3.39)
The holonomy along the minimal loop is then given by
hα{(i,σ,j,σ′),v} = h(i,σ),v ◦ h(j,σ′),v+σiˆ ◦ h−1(i,σ),v+σ′jˆ ◦ h
−1
(j,σ′),v =: hα2 . (3.40)
For a visualization of the notions for an AQG graph, see figure 2.
v + jˆv
h{(ej ,+,ek,+),v} = h{(e′,e),v}
v + ℓˆ
v + kˆ
e+ℓ
e = e+k
e′ = e+j
v − ℓˆ
v − kˆ
e−k
e−ℓ
e−jv − jˆ
v + jˆ + kˆ
Figure 2: AQG cubic graph
Notice that here h still denotes a SU(2) holonomy. With this graph-preserving quantization
we immediately realize that that the contribution of the second unusual term in the embedded
case has a trivial contribution in AQG and therefore does not need to be considered in the final
form of Hˆphys. This also synchronizes well with the fact in the AQG framework the operators
are supposed to be embedding independent. In order to illustrate this point more in detail we
consider in figure 3b as an example the following minimal loop
α{(j,+,j,+),v} = e+j (v) ◦ e+(j)(v + jˆ) ◦ (e+j )−1(v + jˆ) ◦ (e+(j))−1(v) = Id, (3.41)
where Id stands for the identity map, so that the holonomy along this loop becomes hα{(j,+,(j),+),v} =
1SU(2). Thus, we realize that in case of a cubic algebraic graph and a graph-preserving quantiza-
tion the edges eσ(j) and e
σ
j can always be identified. Hence, the operator in the AQG framework
at each vertex takes the following form:
hˆphys,γ,v :=
[
2
∣∣∣− 1
2
(√̂
Qγ,vCˆ
geo
γ,v +
(
Cˆgeoγ,v
)† √̂
Qγ,v
)
+
3∑
j=1
[((+i)2`4P
4
)2
δJK
(
1
16
)2
(3.42)
( ∑
e∩e′=v
(
Tr
(
hα{(j,σ′,i,σ),v}τ
M
)
XJ,{(j,σ′),v}XM,{(i,σ),v}
)†
(
Tr
(
hα{(j,σ′′′,k,σ′′),v}τ
N
)
XK,{(k,σ′′′),v}XN,{(`,σ′′),v}
)] 1
2
∣∣∣] 12
35
e′ = ej
e = ek
v + jˆv
eℓ
h{(ej ,+,ek,+),v} = h{(e′,e),v}
v + kˆ v + jˆ + kˆ
(a) First term
e = ej = e(j) v + jˆv
eℓ
v + kˆ
h{(ej ,+,e(j),+)}
ek
(b) Second term
Figure 3: Action of the first and the second term in Oˆ
(j)
J on a cubic AQG graph
where the right invariant vector fields are given by XeK = X
eσi
K = XK,{(i,σ),v} and we have
Cˆgeoγ,v =
1
24`2P
∑
i,j,k
∑
σ,σ′,σ′′=±
σσ′σ′′ijk Tr
(
hα{(i,σ,j,σ′),v}he{(k,σ′′),v}
[
h−1e{(k,σ′′),v} , Vˆγ,v
])
(3.43)
with Vˆγ,v the volume operator for a graph γ , see also [1], given by
Vˆγ,v =
√ˆ
Qγ,v = `
3
P
√∣∣∣ 1
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∑
i,j,k
∑
I,J,K
∑
σ,σ′,σ′′=±
σσ′σ′′ijkIJK XI,{(i,σ),v}XJ,{(j,σ′),v}XK,{(k,σ′′),v}
∣∣∣.
(3.44)
Then the physical Hamiltonian operator becomes
Hˆphys,γfγ =
∑
v∈V (γ)
hˆphys,γ,vfγ .
4 Conclusions
In this paper we discussed the reduced phase space quantization using four Klein-Gordon scalar
fields as reference fields. Such a model can be understood as the natural generalization of the
APS-model [13] to full loop quantum gravity as well as the natural four reference fields model
associated with the one scalar field model introduced in [2]. We have shown in section 2 that
for such a model the reduced quantization program cannot be completed because we obtain
a physical Hamiltonian generating the dynamics of the observables that cannot be quantized
in the context of loop quantum gravity. The main reason for this is that infinitesimal spatial
diffeomorphisms cannot be implemented as well defined operators in the standard loop quan-
tum gravity representation and these occur in a combination in the physical Hamiltonian that
cannot be promoted to a well defined operator. This is an extreme example for the case where
Dirac quantization and reduced quantization do not only lead to different results but in the
case of Dirac quantization the Quantum Einstein Equations can be formulated whereas in the
reduced case the quantization cannot be completed because the classical dynamics cannot be
implemented at the quantum level.
Given this negative result for the four Klein-Gordon scalar field model, we generalized this
model in section 3. Likewise to the seminal dust model introduced in [9, 11] we considered a
model that contains next to the four scalar field that we want to use as reference fields for the
spatial diffeomorphism and the Hamiltonian constraint three further scalar fields. As discussed
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in detail in section 3.1 this model posses second class constraints. When we reduce with respect
to the second class constraints we obtain a model with only first class constraints that involves
gravity and four additional scalar fields. The reference field for the Hamiltonian constraint ϕ0
is a standard Klein-Gordon scalar field likewise to the model in [2]. However, the dynamics of
the spatial reference field ϕj describe a generalized dynamics since they are coupled to three
additional scalar fields. In section 3.4 we have discussed the resulting dynamics encoded in
the physical Hamiltonian and presented in detail the regularization of the physical Hamiltonian
operator that can be quantized using techniques from loop quantum gravity. Considering the
quantization we saw that next to the standard loop contribution, which is also present in the
quantization of the Hamiltonian constraint following a Dirac quantization procedure, we obtain
an additional term that is caused by the choice of four Klein-Gordon scalar fields as clocks and
the fact that the operator depends on the particular embedding of the graph. Nevertheless,
we showed in the work that we can quantize such a physical Hamiltonian with standard loop
quantum gravity techniques. We also showed that this additional term is consistent with the
corresponding gauge fixing induced by this choice of clocks. Furthermore, we discussed the quan-
tization of the physical Hamiltonian in the algebraic quantum gravity framework and showed
that a corresponding algebraic graph-preserving operator can be defined. Interestingly, the pos-
sible problematic unusual term that explicitly depends on the embedding naturally becomes the
identity operator in a graph-preserving quantization and therefore the quantization within an
AQG model is straightforward.
As a consequence, using the generalized model we have two models available. One obtained
in the Dirac quantization program and one derived using reduced phase space quantization ei-
ther in LQG or in the AQG framework. Hence, now we will be able to work with these models
and analyze how the different quantization procedure might influence physical properties of the
dynamical models. This will be a topic for future analysis and might also give new insights
on the role of chosen clocks in the context of a reduced phase space quantization of quantum
gravity. As far as the discussion in [8] is concerned the new model introduced in this work
extends the possible models of type I and can be used to formulate another dynamical model of
the Quantum Einstein Equation in the context of loop quantum gravity.
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A Comparison of the reduced model with the corresponding
gauge fixed model
In this section we want to compare the reduced generalized 4 scalar field model with its associated
gauge fixed model. If we start on the partially reduced phase space with respect to the second
class constraints (cjj ,Λjj) then the four gauge fixing conditions associated with the Hamniltonian
and spatial diffeomorphism constraints read
G0 = τ0 − ϕ0 Gj = σj − ϕj . (A.1)
Similar to the BK dust model in [14] we assume that τ0 = τ0(t) does not depend on the spatial
coordinates and as explained in the dicussion of the construction of the spatially diffeomorphism
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invariant observables we assume σj to be constant. Considering this and the form of the Hamil-
tonian and spatially diffeomorphism constraint on the partially reduced phase space the stability
requirement for the gauge fixing conditions yields
(i)
dG0
dt
!≈ 0 = ∂τ
0
∂t
− npi0√
q
− naϕ0,a
(ii)
dGj
dt
!≈ 0 = −n
√
qcdϕj,cϕ
j
,d − naϕj,a (A.2)
The lapse function and shift vector induced by this kind of choice for the gauge fixing are given
by
n ≈ ∂τ
0
∂t
− h√
q
− ϕ0,a
3∑
j=1
ϕaj
√
qcdϕj,cϕ
j
,d
−1
na ≈ −∂τ
0
∂t
3∑
j=1
(
ϕaj
√
q
√
qcdϕj,cϕ
j
,d
)
(
−h− ϕ0,a
3∑
j=1
(
ϕaj
√
q
√
qcdϕj,cϕ
j
,d
)) , (A.3)
where we used that pi0 ≈ −h. At the observable level these simplify to
On,{ϕ0,ϕj} = −
√
Q
h(Qjk, P jk)
=: N(Q,P )
Ona,{ϕ0,ϕj} =
1
h(Qjk, P jk)
3∑
j=1
√
Q
√
Qjjδkj =: N
k(Q,P ) (A.4)
with
h(Qjk, P
jk) :=
√√√√−2√QCgeo + 2√Q 3∑
j=1
√
QjjCgeoj C
geo
j . (A.5)
Let us denote the corresponding quantities in the gauge fixed theory by n0(q, p), n
k
0(q, p) and
h(q, p) respectively whose explicit form is given by
n0(q, p) = −
√
q
h(q, p)
nk0(q, p) =
1
h(q, p)
3∑
j=1
√
q
√
qjjδkj
h(q, p) =
√√√√−2√qcgeo + 2√q 3∑
j=1
√
qjjcgeoj c
geo
j (A.6)
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Given this we obtain for the dynamics of a function f that does not depend on the clock degrees
of freedom in the gauge fixed theory:
df
dτ
=
(
∂τ0
∂t
)−1
df
dt
∣∣∣
GJ=0,c=ck=0,n=n0,nk=n
k
0
=
(
∂τ0
∂t
)−1 ∫
d3y
(
n0(q, p){f, ctot(y)}
∣∣∣
GJ=0,c=ck=0
+ nk0(q, p){f, ctotk (y)}
∣∣∣
GJ=0,c=ck=0
)
=
∫
d3y
−√q(y)
h(q, p)
{f, ctot(y)}
∣∣∣
GJ=0,c=ck=0
+
1
h(q, p)
3∑
j=1
√
q
√
qjj(y)δkj {f, ctotk (y)}
∣∣∣
GJ=0,c=ck=0

≈
∫
d3y
1
2h(q, p)
{f,−2√qctot(y)}∣∣∣
GJ=0,c=ck=0
+ {f,
3∑
j=1
2
√
q
√
qjj(y)δkj c
tot
k (y)}
∣∣∣
GJ=0,c=ck=0

=
∫
d3y
1
2h(q, p)
{f,−2√qcgeo(y)}+ {f, 3∑
j=1
2
√
q
√
qjjδkj c
geo
k (y)}

=
∫
d3y
1
2h(q, p)
{f,−2√qcgeo(y) + 3∑
j=1
2
√
q
√
qjjδkj c
geo
k (y)}

=
∫
d3y
1
2h(q, p)
{f,−2√qcgeo(y) + 3∑
j=1
2
√
q
√
qjjcgeoj c
geo
j (y)}

=
∫
d3y
{f,
√√√√−2√qcgeo(y) + 3∑
j=1
2
√
q
√
qjjcgeoj c
geo
j (y)}

= {f,
∫
d3yh(q, p)(y)}
= {f,HGF} (A.7)
with gauge fixed Hamiltonian
HGF :=
∫
d3yh(q, p)(y).
We realize that the dynamics of the observables and the dynamics of the gauge fixed theory are
indentical.
B Observable Construction Formula
If f is a scalar on phase space, e.g. some function g : χ 7→ R we claim
{Kβ1 , g(x)}(n) =
[
βj11 ...β
jn
1 vj1 ...vjn · g
]
(x) (B.1)
with vj · g(x) = ϕaj ga(x). In order to proof the claim it is of advantage to use that the vector
fields mutually commute, that is [vj , vk] = 0 for all j, k. Using that spatial derivatives of δ
a
b
vanish we get 0 = ∂c(δ
b
a) = ∂c(ϕ
b
jϕ
j
a) from which we can derive the useful identity
ϕbk,c = −ϕbjϕj,aϕak (B.2)
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The commutator of two vector fields yields
[vj , vk] = ϕ
a
jϕ
b
`ϕ
`
,acϕ
c
k∂b − ϕakϕbj,a∂b.
= ϕajϕ
b
`ϕ
`
,acϕ
c
k∂b − ϕakϕbj,a∂b
= ϕbj,cϕ
c
k∂b − ϕakϕbj,a∂b
= 0. (B.3)
We will proof the claim in equation (2.30) by induction. For this purpose it is of advantage to
express {Kβ1 , ϕaj (x)} in terms of the vector fields vj . We have
{Kβ1 , ϕaj (x)} = −ϕak(x)ϕbj(x){Kβ1 , ϕk,b(x)}
= −ϕak(x)ϕbj(x)
∫
χ
d3yβ`1(y){ctot` (y), ϕk,b(x)}
= −ϕak(x)ϕbj(x)
∫
χ
d3yβ`1(y){pi`(y) + h`(y), ϕk,b(x)}
= −ϕak(x)ϕbj(x)
∫
χ
d3yβ`1(y){pi`(y), ϕk,b(x)}
= −ϕak(x)ϕbj(x)[βk1 ],b(x)
= −ϕak[vj · βk1 ]. (B.4)
Here we used in the fourth line that hj is independent of the reference field momenta pij . Now
we can prove the claim by induction. For n = 1 we get
{Kβ1 , g(x)}(1) = [βj1ϕaj g,a](x) = βj1vj · g(x). (B.5)
Suppose that the claim in equation (B.1) is correct up to order n, then
{Kβ1 , g(x)}(n+1) = βj11 ...βjn1 {Kβ1 , vj1 ...vjn · g(x)}
= βj11 ...β
jn
1
(
vj1 ...vjn{Kβ1 , g(x)}+
n∑
`=1
vj1 ...vj`−1{Kβ1 , ϕaj`}∂avj`+1 ...vjn · g(x)
)
= βj11 ...β
jn
1
(
vj1 ...vjnβ
jn+1
1 vjn+1 · g(x)−
n∑
`=1
vj1 ...vj`−1vj`β
jn+1
1 vjn+1vj`+1 ...vjn · g(x)
)
= βj11 ...β
jn
1
(
vj1 ...vjnβ
jn+1
1 vjn+1 · g(x)−
n∑
`=1
vj1 ...vj`−1vj`β
jn+1
1 vj`+1 ...vjnvjn+1 · g(x)
)
= βj11 ...β
jn
1
(
vj1 ...vjnβ
jn+1
1 vjn+1 · g(x)−
(
vj1 ...vjnβ
jn+1
1 − βjn+11 vj1 ...vjn
)
vjn+1 · g(x)
)
= βj11 ...β
jn+1
1 vj1 ...vjn+1 · g(x). (B.6)
In the third line we used equation (B.4), in the fourth line that the vector fields mutually
commute and in the fifth line the Leibniz rule.
Hence the spatially diffeomorphism invariant quantity for g is given by
O
(1)
g,{ϕj}(σ) = g +
∞∑
n=1
(−1)n
n!
[
σj1 − ϕj1]...[σjn − ϕjn]vj1 ...vjn · g. (B.7)
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We have vjϕ
k = ϕajϕ
k
,a = δ
k
j . Using the abbreviation β
j
1 := σ
j − ϕj we evaluate the action of vk
on the spatially diffeomorphism invariant quantity O
(1)
g (σ)
vk ·O(1)g,{ϕj}(σ) = vk · g + vk
∞∑
n=1
(−1)n
n!
βj11 ...β
jn
1 vj1 ...vjn · g
= vk · g +
∞∑
n=1
n(−1)n
n!
[
vkβ
j
1
]
βj11 ...β
jn−1
1 vj1 ...vjn−1 · g +
(−1)n
n!
βj11 ...β
jn
1 vkvj1 ...vjn · g
= vk · g +
[
vkβ
j
1
]
vj · g +
∞∑
n=1
(−1)n
n!
βj11 ...β
jn
!
([
vkβ
j
1
]
vjvj1 ...vjn · g + vkvj1 ...vjn · g
)
= vk · g +
[
vk(σ
j − δjk)
]
vj · g +
∞∑
n=1
(−1)n
n!
βj11 ...β
jn
1
([
vkσ
j − δjk
]
vjvj1 ...vjn · g + vkvj1 ...vjn · g
)
=
[
vkσ
j
]
vj · g +
∞∑
n=1
(−1)n
n!
βj11 ...β
jn
1
[
vkσ
j
]
vjvj1 ...vjn · g
=
∞∑
n=1
(−1)n
n!
βj11 ...β
jn
1
[
vkσ
j
]
vjvj1 ...vjn · g. (B.8)
We realize that for constant σj(x) the expression vk ·O(1)g,{ϕj}(σ) vanishes meaning that O
(1)
g,{ϕj}(σ)
does not depend on x at all as expected for a spatially diffeomorphism invariant quantity.
Consequently we have the freedom to choose any x in the expression for Og, {ϕj}(1)(σ). A
convenient choice for which O
(1)
g,{ϕj}(σ) extremely simplifies is to choose xσ such that ϕ
j(xσ) = σ
j ,
since then only the n = 0 term in the whole summation survives. This requires that ϕj is
invertible for j = 1, 2, 3 which is true because in order that ϕj qualifies as a good reference field
we have to assume that ϕj are diffeomorphisms. For a scalar g on χ we therefore obtain the
following explicit integral representation for the spatially diffeomorphism invariant expression
O
(1)
g,{ϕj}(σ) =
∫
χ
d3x
∣∣ det(∂ϕj/∂x)∣∣δ(ϕj(x), σj)g(x). (B.9)
C Constraint Stability Analysis
In the following we need to perform the constraint analysis in order to check whether the primary
constraints are stable under time evolution with respect to Hprimary or if secondary constraints
arise. Recall that the non-vanishing Poisson brackets on the phase space are given by
{qcd(x), pab(y)} = κδa(cδbd)δ(3)(x, y),
{n(x), p(y)} = δ(3)(x, y),
{na(x), pb(y)} = δab δ(3)(x, y),
{ϕ0(x), pi0(y)} = δ(3)(x, y),
{ϕj(x), pik(y)} = δjkδ(3)(x, y),
{Mjj(x),Πkk(y)} = δkj δ(3)(x, y).
We calculate the Poisson brackets
z˙ = {z,Hprimary} = {p,Hprimary}, (C.1)
z˙a = {za, Hprimary} = {pa, Hprimary}, (C.2)
Λ˙jj = {Λjj , Hprimary} = {Πjj , Hprimary}. (C.3)
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C.1 Secondary Constraint z˙
We calculate
z˙ = {z,Hprimary} = {p,Hprimary} (C.4)
=
∫
χ
d3x {p, hprimary} =
∫
χ
d3x {p, νz + νbzb +
3∑
j=1
µjjΛ
jj + nctot + nbctotb }.
The single terms give rise to the contributions:
1.
∫
χd
3x {p, νz} = ∫χd3x ν{p, p} = 0
2.
∫
χd
3x {p, νbzb} =
∫
χd
3x νb{pb, p} = 0
3.
∫
χd
3x {p,
3∑
j=1
µjjΛ
jj} = ∫χd3x 3∑
j=1
µjj{p,Πjj} = 0
4.
∫
χd
3x {p, nctot} = −ctot
5.
∫
χd
3x {p, nbctotb } =
∫
χd
3x {p, nb (cgeob + cϕb )} = ∫χd3xnb{p, piIϕI,b} = 0
In summary we obtain the secondary constraint
z˙ = {p,Hprimary} = −ctot. (C.5)
C.2 Secondary Constraint z˙a
We calculate
z˙a = {za, Hprimary} = {pa, Hprimary} (C.6)
=
∫
χ
d3x {pa, hprimary} =
∫
χ
d3x {pa, νz + νbzb +
3∑
j=1
µjjΛ
jj + nctot + nbctotb }.
The single terms give rise to the contributions:
1.
∫
χd
3x {pa, νz} =
∫
χd
3x ν{pa, p} = 0
2.
∫
χd
3x {pa, νbzb} =
∫
χd
3x νb{pa, pb} = 0
3.
∫
χd
3x {pa,
3∑
j=1
µjjΛ
jj} = ∫χd3x 3∑
j=1
µjj{pa,Πjj} = 0
4.
∫
χd
3x {pa, nctot} =
∫
χd
3x {pa, n (cgeo + cϕ)} = 0
5.
∫
χd
3x {pa, nctot} = −ctota
In summary we obtain the secondary constraint
z˙a = {pa, Hprimary} = −ctota . (C.7)
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C.2.1 Secondary Constraint Λ˙jj
We calculate
Λ˙jj = {Λjj , Hprimary} = {Πjj , Hprimary} (C.8)
=
∫
χ
d3x {Πjj , hprimary} =
∫
χ
d3x {Πjj , νz + νbzb + ρkΦk +
3∑
k=1
µkkΛ
kk + nctot + nbctotb }
The single terms give rise to the contributions:
1.
∫
χ
d3x {Πjj , νz} = ∫
χ
d3x ν{Πjj , p} = 0
2.
∫
χ
d3x {Πjj , νbzb} =
∫
χ
d3x νb{Πjj , pb} = 0
3.
∫
χ
d3x{Πjj ,
3∑
k=1
µkkΛ
kk} = ∫
χ
d3x
3∑
k=1
µkk{Πjj ,Πkk} = 0
4.
∫
χ
d3x {Πjj , nctot} = n
[
(M−1)jj(M−1)jjpijpij
2
√
q − 12
√
qqabϕj,aϕ
j
,b
]
5.
∫
χ
d3x {Πjj , nbctotb } =
∫
χ
d3xnb{Πjj , cgeob + piIϕI,b} = 0
The calculation of the fourth term in detail is given by
{Πjj , nctot} = {Πjj , n (cgeo + cϕ)} = n {Πjj , cgeo}︸ ︷︷ ︸
=0
+n{Πjj , cϕ}
= n{Πjj , pi
2
0
2
√
q
+
1
2
√
qqabϕ0,aϕ
0
,b +
3∑
k=1
(
(M−1)kkpikpik
2
√
q
+
1
2
√
qMkkϕ
k
,aϕ
k
,b
)
}
= n
3∑
k=1
pikpik
2
√
q
{Πjj , (M−1)kk}+ n
3∑
k=1
1
2
√
qqabϕk,aϕ
k
,b {Πjj ,Mkk}︸ ︷︷ ︸
−δjkδ(3)(x,y)
= −n
3∑
k=1
pikpik
2
√
q
(M−1)k`(M−1)k` {Πjj ,M``}︸ ︷︷ ︸
−δj`δ(3)(x,y)
−n1
2
√
qqabϕj,aϕ
j
,bδ
(3)(x, y)
= n
3∑
k=1
(M−1)kj(M−1)kjpikpik
2
√
q
δ(3)(x, y)− n1
2
√
qqabϕj,aϕ
j
,bδ
(3)(x, y)
= n
[
(M−1)jj(M−1)jjpijpij
2
√
q
− 1
2
√
qqabϕj,aϕ
j
,b
]
δ(3)(x, y)
In summary we obtain the secondary constraint
Λ˙jj = {Πjj , Hprimary} = n
[
(M−1)jj(M−1)jjpijpij
2
√
q
− 1
2
√
qqabϕj,aϕ
j
,b
]
=: cjj . (C.9)
C.3 Constraint Stability Analysis - Tertiary Constraints
In the next step we need to check the stability of the secondary constraints {ctot, ctota , cjj} with
respect to Hprimary. For writing comfort we define M
00 := (M−1)00 := 13 and I, J = 0, 1, 2, 3.
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C.3.1 Tertiary Constraint c˙tot(n)
We define the smeared constraint ctot(n) :=
∫
χ
d3xn(x)ctot(x) and calculate
{ctot(n), Hprimary}
=
∫
χ
d3x
∫
χ
d3y
(
{n(x)ctot(x), ν(y)z(y)}+ {n(x)ctot(x), νb(y)zb(y)}
)
+
∫
χ
d3x
∫
χ
d3y {n(x)ctot(x),
3∑
k=1
µkk(y)Λ
kk(y)}
+
∫
χ
d3x
∫
χ
d3y
(
{n(x)ctot(x), n′(y)ctot(y)}+ {n(x)ctot(x), n′b(y)ctotb (y)}
)
.
For the single terms we get the expressions:
1.
∫
χ
d3x
∫
χ
d3y {n(x)ctot(x), ν(y)z(y)} = ∫
χ
d3x ν(x)ctot(x) = ctot(ν)
2.
∫
χ
d3x
∫
χ
d3y {n(x)ctot(x), νb(y)zb(y)} = 0
3.
∫
χ
d3x
∫
χ
d3y {n(x)ctot(x), µkk(y)Πkk(y)} = −
∫
χ
d3x
3∑
j=1
µjj(x)c
jj(x) := −c(µ)
4.
∫
χ
d3x
∫
χ
d3y {n(x)ctot(x), n′(y)ctot(y)}
=
∫
χ
d3x
∫
χ
d3y ({n(x)cgeo(x), n′(y)cgeo(y)}+ {n(x)cgeo(x), n′(y)cϕ(y)}
+{n(x)cϕ(x), n′(y)cgeo(y)}+ {n(x)cϕ(x), n′(y)cϕ(y)})
5.
∫
χ
d3x
∫
χ
d3y {n(x)ctot(x), n′b(y)ctotb (y)}
=
∫
χ
d3x
∫
χ
d3y
({n(x)cgeo(x), n′b(y)cgeob (y)}+ {n(x)cgeo(x), n′b(y)cϕb (y)}
+{n(x)cϕ(x), n′b(y)cgeob (y)}+ {n(x)cϕ(x), n′b(y)cϕb (y)}
)
Since the fourth and the fifth term are rather lenghty, we display them here separately divided
again into subterms
4.1
∫
χ
d3x
∫
χ
d3y {n(x)cgeo(x), n′(y)cgeo(y)} = {cgeo(n), cgeo(n′)} = ~cgeo (q−1 [n dn′ − n′ dn])
4.2
∫
χ
d3x
∫
χ
d3y {n(x)cgeo(x), n′(y)cϕ(y)} = − ∫
χ
d3xnn′ 1√q c
ϕqabp
ab+
∫
χ
d3xnn′ 4√q
[
3∑
J=0
1
2MJJ
√
qϕJ,eϕ
J
f
]
pef
4.3
∫
χ
d3x
∫
χ
d3y {n(x)cϕ(x), n′(y)cgeo(y)} = ∫
χ
d3xnn′ 1√q c
ϕqabp
ab−∫
χ
d3xnn′ 4√q
[
3∑
J=0
1
2MJJ
√
qϕJ,eϕ
J
f
]
pef
4.4
∫
χ
d3x
∫
χ
d3y {n(x)cϕ(x), n′(y)cϕ(y)} = ∫
χ
d3x
(
nn′,b − n′ n,b
)
qabcϕa = ~cϕ
(
q−1 [n dn′ − n′ dn])
and
5.1
∫
χ
d3x
∫
χ
d3y {n(x)cgeo(x), n′b(y)cgeob (y)} = {cgeo(n),~cgeo(~n′)} = −cgeo (L~n′n)
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5.2
∫
χ
d3x
∫
χ
d3y {n(x)cgeo(x), n′b(y)cϕb (y)} = 0
5.3
∫
χ
d3x
∫
χ
d3y {n(x)cϕ(x), n′b(y)cgeob (y)}
=
∫
χ
d3x
[
n
2
3∑
J=0
(M−1)JJpiJpiJ
](
L~n′ 1√q
)
+
∫
χ
d3x
[
n
2
3∑
J=0
MJJϕ
J
,aϕ
J
,b
]
L~n′
(√
qqab
)
5.4
∫
χ
d3x
∫
χ
d3y {n(x)cϕ(x), n′b(y)cϕb (y)}
=
∫
χ
d3x n√q
(
L~n′
(
1
2
3∑
J=0
(M−1)JJpiJpiJ
))
+
∫
χ
d3xn
√
qqcd
(
L~n′
(
1
2
3∑
J=0
MJJϕ
J
,cϕ
J
,d
))
The addition of 5.3 and 5.4 leads to −cϕ (L~n′n).
C.3.2 Tertiary Constraint ~˙ctot(~n)
We define the smeared constraint ~ctot(~n) :=
∫
χ
d3xna(x)ctota (x) and calculate
{~ctot(~n), Hprimary}
=
∫
χ
d3x
∫
χ
d3y
(
{na(x)ctota (x), ν(y)z(y)}+ {na(x)ctota (x), νb(y)zb(y)}
)
+
∫
χ
d3x
∫
χ
d3y {na(x)ctota (x),
3∑
k=1
µkk(y)Λ
kk(y)}
+
∫
χ
d3x
∫
χ
d3y
(
{na(x)ctota (x), n′(y)ctot(y)}+ {na(x)ctota (x), n′b(y)ctotb (y)}
)
.
1.
∫
χ
d3x
∫
χ
d3y {na(x)ctota (x), ν(y)z(y)} = 0
2.
∫
χ
d3x
∫
χ
d3y {na(x)ctota (x), νb(y)zb(y)} =
∫
χ
d3x νa(x)ctota (x) = ~c
tot(~ν)
3.
∫
χ
d3x
∫
χ
d3y {na(x)ctota (x), µkk(y)Πkk(y)} = 0
4.
∫
χ
d3x
∫
χ
d3y {na(x)ctota (x), n′(y)ctot(y)}
=
∫
χ
d3x
∫
χ
d3y ({na(x)cgeoa (x), n′(y)cgeo(y)}+ {na(x)cgeoa (x), n′(y)cϕ(y)}
+{na(x)cϕa (x), n′(y)cgeo(y)}+ {na(x)cϕa (x), n′(y)cϕ(y)})
5.
∫
χ
d3x
∫
χ
d3y {na(x)ctota (x), n′b(y)ctotb (y)}
=
∫
χ
d3x
∫
χ
d3y
({na(x)cgeoa (x), n′b(y)cgeob (y)}+ {na(x)cgeoa (x), n′b(y)cϕb (y)}
+{na(x)cϕa (x), n′b(y)cgeob (y)}+ {na(x)cϕa (x), n′b(y)cϕb (y)}
)
Since the fourth and the fifth term are rather lenghty, we display them here separately divided
again into subterms
4.1
∫
χ
d3x
∫
χ
d3y {na(x)cgeoa (x), n′(y)cgeo(y)} = {~cgeo(~n), cgeo(n′)} = cgeo(L~nn′)
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4.2
∫
χ
d3x
∫
χ
d3y {na(x)cgeoa (x), n′(y)cϕ(y)}
= − ∫
χ
d3x
[
n′
2
3∑
J=0
(M−1)JJpiJpiJ
](
L~n 1√q
)
− ∫
χ
d3x
[
n′
2
3∑
J=0
MJJϕ
J
,aϕ
J
,b
]
L~n
(√
qqab
)
4.3
∫
χ
d3x
∫
χ
d3y {na(x)cϕa (x), n′(y)cgeo(y)} = 0
4.4
∫
χ
d3x
∫
χ
d3y {na(x)cϕa (x), n′(y)cϕ(y)}
= − ∫
χ
d3x n
′√
q
(
L~n
(
1
2
3∑
J=0
(M−1)JJpiJpiJ
))
− ∫
χ
d3xn′√qqcd
(
L~n
(
1
2
3∑
J=0
MJJϕ
J
,cϕ
J
,d
))
and
5.1
∫
χ
d3x
∫
χ
d3y {na(x)cgeoa (x), n′b(y)cgeob (y)} = {~cgeo(~n),~cgeo(~n′)} = ~cgeo(L~n~n′)
5.2
∫
χ
d3x
∫
χ
d3y {na(x)cgeoa (x), n′b(y)cϕb (y)} = 0
5.3
∫
χ
d3x
∫
χ
d3y {na(x)cϕa (x), n′b(y)cgeob (y)} = 0
5.4
∫
χ
d3x
∫
χ
d3y {na(x)cϕa (x), n′b(y)cϕb (y)}
=
∫
χ
d3x
3∑
J=0
(
nan′b,aϕJ,bpiJ − na,bn′bϕJ,apiJ
)
=
∫
χ
d3x
(
nbn′a,b − n′bna,b
)
cϕa = ~cϕ (L~n~n′)
The addition of 4.3 and 4.4 leads to cϕ (L~nn′).
C.3.3 Tertiary Constraint c˙(r)
We define the smeared constraint c(r) :=
∫
χ
d3x
3∑
j=1
rjj(x)c
jj(x) and calculate
{c(r), Hprimary}
=
∫
χ
d3x
∫
χ
d3y
{ 3∑
j=1
rjj(x)c
jj(x), ν(y)z(y)}+ {
3∑
j=1
rjj(x)c
jj(x), νb(y)zb(y)}

+
∫
χ
d3x
∫
χ
d3y {
3∑
j=1
rjj(x)c
jj(x),
3∑
k=1
µkk(y)Λ
kk(y)}
+
∫
χ
d3x
∫
χ
d3y
{ 3∑
j=1
rjj(x)c
jj(x), n′(y)ctot(y)}+ {
3∑
j=1
rjj(x)c
jj(x), n′b(y)ctotb (y)}
 .
step by step.
1.
∫
χ
d3x
∫
d3y {
3∑
j=1
rjj(x)c
jj(x), ν(y)z(y)}
=
∫
χ
ν(x)
3∑
j=1
rjj(x)
[
1
2
[
(M−1)jj(M−1)jjpijpij√
q −
√
qqabϕj,aϕ
j
,b
]]
(x)
=
∫
χ
d3x νn(x)
3∑
j=1
rjj(x)c
jj(x) := c( νnr)
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2.
∫
χ
d3x
∫
χ
d3y {
3∑
j=1
rjj(x)c
jj(x), νb(y)zb(y)} = 0
3.
∫
χ
d3x
∫
χ
d3y {
3∑
j=1
rjj(x)c
jj(x),
3∑
k=1
µkk(y)Λ
kk(y)}
= −
3∑
j=1
rjj(x)µjj(x)
[
n
((M−1)jj)
3
pijpij√
q
]
(x)
4.
∫
χ
d3x
∫
χ
d3y
3∑
j=1
rjj(x)c
jj(x), n′(y)ctot(y)} 6= 0
5.
∫
χ
d3x
∫
χ
d3y {
3∑
j=1
rjj(x)c
jj(x), n′b(y)ctotb (y)} 6= 0
The terms 4. and 5. need not to be calculated explicitly, since we can get rid of them with the
help of the Lagrange multiplier µjj .
In summary all contributions are proportional to ctot,~ctot(~n), c(r) or can be eliminated with
the help of the Lagrange multilpier µjj . Therefore, no tertiary constraints arise.
D Calculation of βjj
We calculate βjj in more detail, starting from
βjj(x) = −
∫
χ
d3y
√
q
(Mjj)
3
npi2j
{ctot(x), cjj(y)}
= −
∫
χ
d3y
√
q
(Mjj)
3
npi2j
(
{cgeo(x), cjj(y)}+ {cφ(x), cjj(y)}
)
= −√q (Mjj)
3
npi2j
(
− 1
2
√
q
cjj
(
pabqab
)
− nϕj,aϕj,b pab
−
[
(M−1)jjpij√
q
] [
n
√
qqabϕj,b
]
,a
−
[√
qMjjq
abϕj,b
]
,a
[
n
(M−1)jj(M−1)jjpij√
q
])
=
(Mjj)
3
2npi2j
cjj
(
pabqab
)
+
√
q
(Mjj)
3
pi2j
ϕj,aϕ
j
,b p
ab +
(Mjj)
2
npij
[
n
√
qqabϕj,b
]
,a
+
Mjj
pij
[√
qMjjq
abϕj,b
]
,a
,
where we used the results of the calculations of the Poisson bracktes, displayed in the following.
First we calculate
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∫
χ
d3y{κcgeo(x), cjj(y)} =
∫
χ
d3y
{[ 1√
q
(
qacqbd− 1
2
qabqcd
)
pabpcd −√qR(3) + 2√qΛ
]
(x),
[
n
2
[
3∑
k=1
(M−1)jk(M−1)jkpikpik√
q
−√qqefϕj,eϕj,f
]]
(y)
}
Mjk 6=0 for j=k
=
∫
χ
d3y
[
1√
q
(
qacqbd− 1
2
qabqcd
)]
(x)
[n
2
(M−1)jj(M−1)jjpijpij
]
(y)
{pab(x)pcd(x), 1√
q
(y)}
−
∫
χ
d3y
[
1√
q
(
qacqbd− 1
2
qabqcd
)]
(x)
[n
2
ϕj,eϕ
j
,f
]
(y)
{pab(x)pcd(x),√q(y)qef (y)}
=
∫
χ
d3y
[
1√
q
(
qacqbd− 1
2
qabqcd
)]
(x)
[n
2
(M−1)jj(M−1)jjpijpij
]
(y)
(
pab(x){pcd(x), 1√
q
(y)}+ pcd(x){pab(x), 1√
q
(y)}
)
−
∫
χ
d3y
[
1√
q
(
qacqbd− 1
2
qabqcd
)]
(x)
[n
2
ϕj,eϕ
j
,f
]
(y)
(
pab(x)qef (y){pcd(x),√q(y)}+ pab(x)√q(y){pcd(x), qef (y)}
+pcd(x)qef (y){pab(x),√q(y)}+ pcd(x)√q(y){pab(x), qef (y)}
)
=
∫
χ
d3y
[
1√
q
(
qacqbd− 1
2
qabqcd
)]
(x)
[n
2
(M−1)jj(M−1)jjpijpij
]
(y)
(
pab(x)(− 1
2
√
q
qef )(y)(−κδc(eδdf))δ(3)(x, y) + pcd(x)(−
1
2
√
q
qef )(y)(−κδa(eδbf))δ(3)(x, y)
)
−
∫
χ
d3y
[
1√
q
(
qacqbd− 1
2
qabqcd
)]
(x)
[n
2
ϕj,eϕ
j
,f
]
(y)
(
pab(x)(
1
2
√
qqefqgh)(y)(−κδc(gδdh))δ(3)(x, y) + pcd(x)(
1
2
√
qqefqgh)(y)(−κδa(gδbh))δ(3)(x, y)
+pab(x)(−√qqgeqhf )(y)(−κδc(gδdh))δ(3)(x, y) + pcd(x)(−
√
qqgeqhf )(y)(−κδa(gδbh))δ(3)(x, y)
)
qab=qba
= κ
1
2
√
q
[
1√
q
(
qacqbd − 1
2
qabqcd
)] [n
2
(M−1)jj(M−1)jjpijpij
] (
pabqcd + pcdqab
)
+ κ
1
2
√
q
[
1√
q
(
qacqbd − 1
2
qabqcd
)] [n
2
ϕj,eϕ
j
,f
] (
pabqefqcd + pcdqefqab
)
− κ√q
[
1√
q
(
qacqbd − 1
2
qabqcd
)] [n
2
ϕj,eϕ
j
,f
] (
pabqceqdf + pcdqaeqbf
)
= κ
1
2
√
q
1√
q
[n
2
(M−1)jj(M−1)jjpijpij
] (
−pabqab
)
+ κ
√
q
1√
q
[n
2
ϕj,eϕ
j
,f
](
−1
2
pabqabq
ef
)
+ κ
√
q
1√
q
[n
2
ϕj,eϕ
j
,f
] (
−2pef + pabqabqef
)
= −κ 1
2
√
q
n
2
[
(M−1)jj(M−1)jjpijpij√
q
+
√
qqefϕj,eϕ
j
,f
](
pabqab
)
− κnϕj,aϕj,b pab
= −κ 1
2
√
q
cjj
(
pabqab
)
− κnϕj,aϕj,b pab.
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Next we calculate
∫
χ
d3y{cϕ(x), cjj(y)} =
∫
χ
d3y
{[ pi20
2
√
q
+
1
2
√
qqabϕ0,aϕ
0
,b +
3∑
`=1
(
(M−1)``pi`pi`
2
√
q
+
1
2
√
qM``q
abϕ`,aϕ
`
,b
)]
(x),
[
n
2
[
3∑
k=1
(M−1)jk(M−1)jkpikpik√
q
−√qqcdϕj,cϕj,d
]]
(y)
}
=−
∫
χ
d3y
{[ 3∑
`=1
(M−1)``pi`pi`
2
√
q
]
(x),
[n
2
√
qqcdϕj,cϕ
j
,d
]
(y)
}
+
∫
χ
d3y
{[ 3∑
`=1
1
2
√
qM``q
abϕ`,aϕ
`
,b
]
(x),
[
n
2
3∑
k=1
(M−1)jk(M−1)jkpikpik√
q
]
(y)
}
=−
∫
χ
d3y
[
3∑
`=1
(M−1)``
2
√
q
]
(x),
[n
2
√
qqcd
]
(y){pi`(x)pi`(x), ϕj,c(y)ϕj,d(y)}
+
∫
χ
d3y
[
3∑
`=1
1
2
√
qM``q
ab
]
(x),
[
n
2
3∑
k=1
(M−1)jk(M−1)jk√
q
]
(y){ϕ`,a(x)ϕ`,b(x), pik(y)pik(y)}
qab=qba
= −
∫
χ
d3y
[
3∑
`=1
(M−1)``
2
√
q
]
(x),
[n
2
√
qqcd
]
(y) 4pi`(x)ϕ
j
,d(y){pi`(x), ϕj,c(y)}
+
∫
χ
d3y
[
3∑
`=1
1
2
√
qM``q
ab
]
(x),
[
n
2
3∑
k=1
(M−1)jk(M−1)jk√
q
]
(y) 4ϕ`,b(x)pik(y){ϕ`,a(x), pik(y)}
=−
∫
χ
d3y
[
3∑
`=1
(M−1)``√
q
]
(x)
[
n
√
qqcd
]
(y)pi`(x)ϕ
j
,d(y)
(
−δj`
∂
∂yc
δ(3)(x, y)
)
+
∫
χ
d3y
[
3∑
`=1
√
qM``q
ab
]
(x)
[
n
3∑
k=1
(M−1)jk(M−1)jk√
q
]
(y)ϕ`,b(x)pik(y)
(
δ`k
∂
∂xc
δ(3)(x, y)
)
=
∫
χ
d3y
[
(M−1)jjpij√
q
]
(x)
[
n
√
qqcdϕj,d
]
(y)
(
∂
∂yc
δ(3)(x, y)
)
+
∫
χ
d3y
[
3∑
k=1
√
qMkkq
abϕk,b
]
(x)
[
n
(M−1)jk(M−1)jkpik√
q
]
(y)
(
∂
∂xc
δ(3)(x, y)
)
=−
[
(M−1)jjpij√
q
] [
n
√
qqabϕj,b
]
,a
−
[
3∑
k=1
√
qMkkq
abϕk,b
]
,a
[
n
(M−1)jk(M−1)jkpik√
q
]
Mjk 6=0 for j=k
= −
[
(M−1)jjpij√
q
] [
n
√
qqabϕj,b
]
,a
−
[√
qMjjq
abϕj,b
]
,a
[
n
(M−1)jj(M−1)jjpij√
q
]
.
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