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PREFACE 
In a s»t of data, outlier Is an observation ( or set of 
observations ) Mhich appears to be inconsistent with ti.^  . .. :iinil.ar 
of set of data. Order statistics has iiMiense role i.i outliers 
problee. In the reference of order statistics, outliers are those 
order statistics which .ve different distribution from wther 
ord»r-Btatistics. Non identically distributed randoe variohles in 
any oiaeple, are examples of outliers. 
In this dissertation an atteapt has been mAde to present t»^ 
available up to date literature on recurrence relat-ons for 
outlier models. The whole dissertation is divided into five 
chapters. 
C h a p t e r - I d e a l s w i t h the basic concepts and r e s u l t s needed i n t h e 
subsequent c h a p t e r s . 
In c h a p t e r — I I , r e c u r r e n c e r e l a t i o n s f o r s i n g l e o u t l i e r node?. i s 
g i v e n . 
Chapter-Ill deals with the recurrence relations for independent 
non identically distributed random variables. 
Chapter IV, embodies recurrence relations for nonindepei. ent and 
nonidentically distributed random variables. 
Chapter V deals recurrence rel ;\tions for two related symmetric 
fxitlier models. 
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Chapter-X 
PRELIMINARIES 
1.1 ORDER STATI8TICS 
If th» random variables X , X_, ..., X^ are arranged in 
the ascending order of Magnitude X. < X_, <...< X^^^ then ^^.p 
or X is called the r*^ order statistics in a saap^e of size 
n . The t»*o tenas X. » atin ( X., X_, ..., X ) and X = 
itn i <c n n.n 
•ax ( X , X , ..., X ) are called extri 
The subject of order statistics deals with the properties 
and applications of these ordered randoe variables and of 
fimctions involving then ( David, 1981 ). It is different from the 
rank order statistics in which the order of value of ..Sservation 
rather than its magnitude is considered. 
It plays an important role both in model building and in 
statistical inference. For example extreme( largest, smallest ) 
values are importanc in oceanography( waves and tides ), material 
sterength( strength of a chain depends on the weakest link ) and 
meteorology ( extremes of temperature, pressure etc.). 
Order Statistics have immense application in life testing 
and relaibility problem. If n similar items are simcltaniously 
placed on life test, the life of the first item to fail is first 
order statistics, life of the second item to fail is sec-Kid order 
statistics and so on. Often experimenter may wish to terminate 
the experiment when only m { < n ) failures have occured to mave 
the resources and time. In this case we have only the first A 
order statistics on the basis of which we have to make inferences. 
In statistical inference X - X^  ( range ) is widely 
n:n l:n 
used to estimate the standard deviation ( David, 1981 ). It is 
also used in outlier's detection ( Barnett, 198^ ). 
For further applications, one may refer to Malik et A1 . 
(1938), nSFrer(197S), l^ imbel (1958) and Ba)amtKJ5(i978) . 
1 ^ PPOBABLITY CENSITY Fl^JCTION AND DISTRIBUTION FUNCTION OF JfOjUA 
8TATI&nC8 
Let X., X , ..., X be a random sample of size n from a 
continuous pdf. f(x) and cdf F(X). Then the pdf of X , 
1 < r < n, the r order statistics, is given by 
%:n^*'* " *^ r:n [ '^ '^*^  ] f 1 - F(x) j f(x) , -« < x < a> 
where 
,-1 
V:n - (r-l"!(n-r)! = [l^^ r, n-r+1 ) j = (r-UMn-r)? 
...(1.2.2) 
and cdf is 
J. [ " ) [ ^"" t['- '^-o ] n-i (1-2.3) 
F(x) 
%:n<-> = Cr,n j ^ < ^ " ^ >""" ^^ ...U.2.4) 
O 
where (1.2.4) is incomplete beta function for X continuous. 
(1.2.1) can be obtained from (1.2.4) by differentiating w.r.t. x. 
In particular 
F, (X) = 1 - ( 1 - F(K) )" ,..(1.2.5) 
l:n 
F (X) » ( F(x) )" ,..(1.2.6) 
nsn 
The joint pdf. of X^ ^ and X^^^ ( 1 < r < s < n ) is given by 




^r,s:n (r-1)! (s-r-l)! (n-s)! fUr, s-r, n-s+1) 
...(1.2.8) 
(x,y) = P ( X < x , X < y ) 
r,ssn " rsn ' s:n ' 
" J nj 
~ .^ .^ i! (J-i)! (n-j)! 
j=s i=r 
r F(x) 1 r F(y) - F(x) 1 f 1 - ^^Y^ 
(1.2.9) 
1.3 SINGLE AND PRODUCT HQMENTS OF ORDER STATISTICS 
Let i> be the k moment of the r order statistics 
r:n 
and V ' be the product moment of the j isower of r order 
r ^ s:n ^ 
statistics and k power of the s order statistics. 
00 
v^^^ = E ( xjl.^  ) - I x-^  f_._(x) dx , 1 < r < n 
r X rsn J 
-00 
00 





I ( u ; j , k ) = u ^ ( l - u ) , 0 < u < l , . . ( 1 . 3 . 2 ) 
r , s s n r :n s s n 
X < y 




I ( u , v ; r , k, n ) = u ( v - u ) ( 1 - u ) 
for r, s, k, n > O and O < u < v < 1 (1.3.4) 
for nonnegative random variables *t9 write 
QD 
•^^ > = r x"^  f (X) 




= I k x*^ -^  [l -F^,„(x) ] dx ...(1.3.6) 
1.4 CXJTLIERS AND ITS RELATION WITH ORLER STATISTICS 
In a sample taken from a certain papulation, it a>ay appears 
that one or more than one values are surprisingly -far away from 
the main group. These observations are known as outlier*^. 
In other words, let us suppose X^, ---» X ara i.i.d. 
random variables with cdf r(x,d), where the parametcfr O is 
possibly unknown. If this basic assumption is voilatied in that cne 
or possibly more than one of the X.'s are fro« a different 
population having cdf B which may or may not be completely 
specified from 6 are lebelled outliers or discordant observations. 
RELATION OF OUTLIERS WITH ORDER STATISTICS 
Outliers are to be found aiwong the extremes of a data 
set. Extremes are exampi.^ '^  of order statistics. It is ttnjs 
relevant to ask to Mhat extent v -» statistical methods of outliers 
and of order statistics coincide and expend on each other. 
It- is a general tendency in rsa^rding the ""study of 
outliers as merely a subset of order statistics theory and method. 
After all, outliers Are to be found aiaong the cleans of sample 
extremes which are themselves particular forms of order 
statistics. But extreme values are not necessarily outliers and a 
substantial amount of outlier methodology make negligibl^^ direct 
appeal to behaviouristic properties of order statistics. 
If the extremes X,^^ or X, ^ or both are unexpectedly 
(1) (n) 
extreme with respect to the cdf of random variables in the any sample 
they may be called outliers or pair of outliers. Here we might wish 
to safeguard inferential studies against the prospect that ^/_v i* 
not representative of cdf. 
The fundamental distinctions between the notation of an 
extreme and outlier and a contaminant readily show how tenuous is 
the link between outliers and order statistics. The extrewe X, . 
in) 
may or may not be an outlier depending on what may be reasonably 
expected under cdf. If X declared an outlier, it may or may not 
be contaminant in the sense of alternative model. 
The closest one comes to a direct link between order 
statistics and outliers in the modeling context is where rhe 
alternative model declares that X. ...X . are ordered randoir 
1 n—1 
sample of size n-1 froa F whilst there is single larger 
observation X. . from a upwardly slipped distribution B. It has 
been employ in outliers study. 
1.3 PROBABLTTY DENSITY FUNCTION PUD DISTRIBUTION FUNCTION FOR 
OUTLIERS 
Let us represent the sample by n independent absolutely 
continuous random variables X. ( j = 1, 2, ..., n—1 ) and Y, such 
that X. has pdf fix) and cdf F(x) and Y has pdf g(x) and cdf 
6(X). Further, Let 
Z. ^ Zr» ^ ••- ^ Z ...(1.5.1) 
l:n 2:n nsn 
be the order statistics obtained by arranging the n independent 
observations in increasing order of magnitude. 
Then the pdf. of Z { l < r ^ n ) i s given by ( David et al ., 
r:n ^ r 
1977 ; David and Shu, 1978 ) as 
^:n<^> = (r-2?T!n-r)! [^<"> ^ [ 1 - F(x) ] " " G(x) f (x) 
" (r-u7(n-r)! [ ^^""^ ] " [^ ' ^<^> ] " " «<>*> 
r-1 r ,n-r-l 
- 00 < X < CD ... (1.5.2) 
where the first term drops out if r » 1 and the last term drops if 
r - n . 
The cdf. of X is given by 
r:n ' _ 
r " i , -••» n—1 
Therefore 
H (X) = F"~^(X) 6(X) ...(1.5.3) 
nsn 
where F .(x) is the cdf of r order statistics in a sample 
r sn—1 
of size n-i in homogeneous case. 
Similarly, the joint pdf. of~Z and Z ( l < r < s < n ) is 
_1^ rsn ssn 
given by ( David et.al., 1977 ; Oavid and Shu, 1978 ) 
V,s;n<>*> = (r-2)»(»-r-ii!(n-s)! [ '^ "^> f [ F(y) - F(x) ] " ' 
,n-s 
r 1 - F(y) 1 G(x) f(x) f(y) 
r-lr -,s-r-l 
(r-l).(s-;-li!(n-s). [ ^'^^^ ] [ '=^<y> " ^'^^ ] 
n—s 
r 1 - F(y) 1 g(x) f(y) 
r-lr ,s-r-2 
(r-l)!(s-ri2)!(n-s)! [ ^ <^> ] [ ^<>'> " ^^^^ ] 
n-B 
f 1 - F(y) j r B(y) - 6(x) 1 g(x) f(y) 
r-1r ^ s-r-1 
(r-D! (s-r-l)!(n-s)! [ ^^^ ] [ ^^^^ " f'<^ > ] 
[ 1 - F(y) ] f(x) g(y) 
* (r-l.M^-^-i'iMn-s-lH [ """ Y \ '''^' ' """ ] ' ^ ^ 
r 1 - F ( y ) ] f ^ " ® ^ y * 1 * * ' * * * ^ y * ' - o > < x < y < o o 
. . . ( 1 . 5 . 4 ) 
i t can a l s o be w r i t t e n as 
^ , s . n * ' * ' y > = V - l , s - l * ' * ' y ^ ^L^7 * V s s n - l ^ ' ^ ' V ^ ^ ^ ' °^^^ ' 
J- F ' " " ^ ( X ) ( F ( y ) - F ( x ) )^~*"^l 1 - F ( y ) ) " ~ ^ ( r - l ) ! ( s - r - l ) ! ( n - s ) 
r f ( x ) g ( y ) + g ( x ) f ( y ) + ( s - r - 1 ) p l y ) - F ( x ) * < ^ > * t y > ] ^^"^ x < y 
= O e l s e w h e r e ( 1 . 5 . 5 ) 
where the first term drops out if r = 1 , the last term drops if 
s = n, and the middle tern drop if s = r+1. 
1.6 SINGLE AND PRODUCT MOMENTS FOR OUTLIERS 
The single and product moments of order statistics in the 
presence of outliers can be obtained as 
AJ**^^ = E ( z ' * ) = f x * ^ h ( x ) d x , l < r < n 
r : n r : n I r - -n* ' ' r : n 
-a> . . . ( 1 . 6 . 1 ) 
and 
' ^ r . s s n = E ^ V : n ^ : n > ' j I ><y ^ , s z n < « ' y > **>* "^ ^ 
w 
^ l < r < s < n . . . ( 1 . 6 . 2 ) 
8 
I = j ( x , y ) : - o o < x < y < < » l where w 
Let us denote the covariance betMeen Z and Z "'V <^ ^ ^ .» 
rsn ssn r^ssn 
( 1 < r < s ). 
For the nonnegatlve randoM variables, we can write 
(k) ^ f x'' h (X) dx ...(1.6.3) 
» f k x^~^ f 1 - H^.^(M)1 dx ...(1.6.4) 
O 
1.7 CONCEPT OF PERMANENT 
Let S denote the set o-f permutations of 1, 2, >.•» n . If 
n 
A is an n x n matrix, then the permanent of A, denoted by per A, 
i s defined as 
n 
per A = r n * - r • % 
as S J i l ^ ^f^> 
n 
where a. ... is the element of matrix. lo'(x) 
The permanent of a sqare matrix A is defined like the determinant, 
except that all signs Are positive. It is usually written as {A|. 
1.8 PROPERTIES OF PERMANENT 
(1). The permanent clearly remains unchanged if the rows or 
columns of the matrix are permuted. Furthermore the permanent 
admits a Laplace expansicwi along any row or column of the matrix. 
Thus if we denote by A(i,J) the matrix obtained by deleting row i 
and column j of the n x n matrix A , t^^n 
n 




per A = £ a.. p»r A(i,j) , j » l , 2, , n 
i = l •' 
<2). A = ( a ) b e a n n x n rsal natrix, where first n-1 
coluans are nonnegative, then 
2 
( per (A) ) > per ( a^, ..., *„_2» *n-l' *n-l ^ 
per ( a^, ..., a^,^, a^, .^ ) 
If a , ..., a , a _ are positive, then equality holds in 
iff an is a Multiple of a . . 
'^  n—1 
(3) Let A = ( a . .) be a column ( or row ) stochastic matrix 
satisfying O < per ( A ) < per ( A ( i /j ) ) 
i, J » 1, 2, ...,n then 
per ( A ( i/j )) « per A ; i , j = l , 2, , n 
(4). If A is a minimizing matrix in y/ , and B is the matrix 
obtained from A by replacing each of two arbitrary columns of A by 
their average, then 
per ( B ) = per ( A ) 
(5). If A is a minimizing matrix in u/ , then 
2 n 
r per ( A ) 1 = r E *iq per ( A (i/t) )1 
r E a^^ per ( A (i/q) )1 
f o r any q and t , l < q < t < n 
( 6 ) . I f A = ( a . . ) i s a n n x n c o m p l e x m a t r i x , t h e n 
lO 
per ( A ) = E (-l)"^  E n <.E X. a - a - -. - a ) 
k=0 w £ q,n i=l j=l 1 K 
MherB X^, X_, ... , \ . ar« arbitrary complex nu«bers. 
(7). If A and B are n x M complex matrices, n < m, then 
n n—It 
per ( A ) = E ^"i^ f C 1 per ( B + kA ) 
k=0 " ^ ^ ^ 
(8). If A and B are positive semi-definite hermitian n x n 
matrices, then, 
per ( AtB ) < per (A) per(B) 
and 
per ( A*A ) < ( per(A) )^ 
(9). If A and B ^ ( b.. ) are positive semidefinite 
hermitian n x n matrices, then 
n 
per ( A*B ) < per ( A ) ^ < b i > 
i=l ^ 
(10). If A = ( a . . ) and B = ( b. . ) are positive 
semidefnite hermitian n x n matrices, then 
n 
per ( AtB ) + per (A) per(B) > per(A) p| b. . + per p| a^^ 
i"! i=l 
1.9 DISTRIBUTION FUNCTION AND PROBABLITY DENSITY FUNCTION IN THF 
FORM OF PERMANENT EXPRESSION 
Let X , X , ..., X be independent random variables 
having distribution functions F^(x) , F_(x) . - F (x) and 
1 2 "^  n 
p r o b a b l i t y d e n s i t y f u n c t i o n s f ( x ) , f ( x ) , , f ( x ) 
r e s p e c t i v e l y . Let X- ^ X_ < < X d e n o t e t h e order 
Isn 2:n n:n 
statistics obtained by arranging the n X.'s in tlie increasing 
11 
order of magnitude. Then the density function of X (l^r< n ) , 
^ ' r:n 
can be written in the form of permanents of matrices by Vaughan 






1 - F^(x) 1 - F^(x) 






1 - F (X) 
n 







similarly Joint density functif3n is given as 
1 








F^(y) - Fj^(x) F^Cy) - F^Cx) 
F.(y) - F.(X) F„(y) - F^(x) 
1 - F^(y) 
1 - F^ly) 
f2<y> 
1 - F^(y) 
1 - F^iyi 
•^ n >*> 
f (X) 
n 
F^(y> - F^(x) 
F^(y) - F (X) 
n n 
f„(y) 
1 - F^(y) 








where x < y and | A | denote the permanent of matrix A. 
12 
Let us denote s i n g l e mcHnent of o rder s t a t i s t i c s by M^.„ , 1 ^ r< n 
where ^ 
00 
u^^^ = E ( X*^  ) = f x*^  h (X) dx 
'^rsn rsn J rsn 
. . . ( 1 . 9 . 3 ) 
- 00 
s i m i l e r l y product Moatent o f order s t a t i s t i c s denoted by M_ _ . _ » 
l < r < s i n , where 
u = E ( X X ) = » r | x h ( x , y ) dy dx 
^ r , » i n r«n ssn J J r , s » n 
-00 < X < y < 00 . . . ( 1 - 9 . 4 ) 
1.10 TRUNCATION 
Statistical problem of truncation arise when a standard 
statistical model is appropriate for analysis except that values 
of the random variable falling below or above some value are not 
measured at all. For example, in a study of particle size, 
particles below the resolving power of observational equipment 
will not be seen at all. Most of the existing theory for problems 
of this sort takes the limits at which truncation occurs to be 
known constant. But there are practical situations in which these 
limits are not exactly known. Truncation is sometimes usefully 
regarded as a special case of selection. 
Particularly , if values below a certain limit, a , arm 
not observed at all, the distribution is said to be truncated on 
left . If the values larger than an upper limit , b , are not 
observed, the distribution is said to be truncated on the right. 
If only values lying between a and b are observed the 
13 
distribution is said to be double truncated. 
The pdf of truncated model has defined in Khan et al, (1983). 
If Me represent the truncation points by Q. and P^ at left and 
right respectively, then in the case of doubly truncated model, 
the pdf is given as 
f (X) 






^<^> dx - Q ...(1.10.2) 
^<^> dx = P ...(1.10.3) 
- 00 
and Q and ( 1 - P ) are respectively the portion of truncation 
on the left and right of the distribution. P and Q assumed to be 
known ( Q < P ) and Q and P are functions of Q and P. 
Distribution of truncated order statisticm 
(a) Left trucated at x 
Let Q = F(x), P = 1, then the truncated distribution 
has pdf 
f(t) 
X < t < CO 
1 - F(x) 
and the pdf of X = y in this case, will be 
r sn 
f-^Yf " "-t^ /j f 1 — F(y) 1 
C 
•F(y) - F(x)r r - f(y) 
'^'" [ 1 - F(x) J [ 1 - F(x) J 1 - F(x) ,.(1.10.4) 
(b) Right truncated at y 
14 
* o = n P = F(y), then the truncated Similarly at Q = O , f rvy/, 




and the pdf of X^.^ = x will be 
r FOc) l^-^rFly) -F(x)-1"-^ fi^) 
'''•••" [F(y) J I F(y) J F(y) 
(1.10.5) 
15 
C h j i p t « r - I I 
RECUERRENCE RELATIONS OF MO^€^rrS OF ORDER STATISTICS IN 
THE PRESENCE OF ONE Oim-IER 
2.1 INTRODUCTION 
Here, we review several relations and identities obtained by 
Balakrishnan ( 1987, 1988 ), which satisfy the single and 
product eoments of order~statistics from a sample of size n in 
the presence of An outlier. These identities generalize the rosult 
of Joshi(1973). Balakrishnan(1988) has shown that it is 
sufficient to evaluate at iwost two single moiaents and (n-2)/2 
product mofflents when n is even and two single moments and (n-l)/2 
product moments when n is odd. These generalize the results of 
6ovindaraJulu(1963), Joshi(1971), Joshi and Balakrishnan(1982) to 
the case when sample includes an outlier. BalakrishnanC 1988) also 
established some single identities involving linear cowbination of 
co-variance of order statistics which minimize the numerical 
calculations considerably. Here we also review some recurrence 
relations among the single and product moments of order statistics 
from sample size n from right truncated exponential distribution 
in the presence of an outlier obtained by Shubha and Joshi(1991). 
2.2 IDENTITIES FOR SINGLE HOMENTS 
Joshi (1973) has established the following two identities for 
moments of order statistics. 
16 
E^  - p - V : n *-, ^ ^ *^l:r . . . ( 2 . 2 . 1 ) 
r==l r = l 
2. i _ ^ = ? JL . J^> 
C^  n - r+ l '^rsn ^, n "^rsr . . . ( : i i . 2 . 2 ) 
Balakrishnan (1987) generalized the resu l ts of Joshi(1973) 
for the case of order s t a t i s t i c s in the presence of an o u t l i e r as 
given in I d e n t i t y 2 . 2 . 1 & 2 . 2 . 2 . 
IDENTITY 2 . 2 . 1 : 
For n > 2 ~ 
r = l r = l r = l ^ '' 
n ""^ r 1 1 1 
= -=- E h , (X) + r - ^ - - ^ f , 
r = l r = l •- J 
. . . ( 2 . 2 . 3 ) 
PRCXIFi From ( 1 . 5 . 2 ) , we have 
n 
E 
r = l 
where 
1 2 3 . . . ( 2 . 2 . A ) E - ^ h ( x ) = I . + I . , + I **. r r : n * ^
r - 2 r - i H - r 
I l = E r ! ( n - r ) ! <'^-^>[ '^t^> ] [ l - F ( x ) j 6(>«)f(x) 
1 ^~^ r —1 "^  r I'^r -in—i—r 
= FU)^5, I "r J [ '^ <-> J [ ^ - '^ <-> J G(x)f (X) 
_ 1 E I r 1 ^^^^ \ \ ^ ~ ^^^^ G (x ) f (X ) 
nf F ( x ) l 
n-2 J. r n-2 - , r 
= E 1 - P(x) G (x ) f ( x ) - - ± - E (r+1) 1 - F ( x ) G ( x ) f ( x ) 
'2 %5^ r f i n - r i ; f <>*> J [^  " " t^^ ) J 9<-> 
17 
= 7rTO)J^ (r] [^^^^]1^ -F(M)]"'g(x) 
and 
n—1 . . . , p 1^~^ r -in—r—1 |- -• 
I3 = ^E^ rilnlr-D! [ ^ ^^ '^  J [ ^  " '^ <^ > J [l-6(x)J^(x) 
= F T T T V [";']['^<>*> ]" [l-F(x) ]""''[l-G(x)]f(x 
= E r 1 - F(x) 1 ri-e(x)if(>c) 
Now substituting these expression for I , I , I in (2.2.4) and 
obtain the identity (2.2.3). 
IDENTITY 2.2.21 
For n > 2 
n ^ 1 i " r 1 
^^ n - r + 1 r : n ^ n—r+1 r :n n ^« 1 rs«^ ''S'^ J 
1 " "^ r 1 1 1 
" r=l •^ •'^  r=l I '' " J '^'-'^ 
n n -1 
1 1 1 1 
(x) 
. . . ( 2 . 2 . 5 ) 
In terms of moments,these results yield the following Identities, 
rtl '^  '^ -'" " rSl'^ l*'^  rSi L - " J -l:r ...^2.2.6) 
and 
E -^ ^'^' - -^ E u'^' - V r — - - ^ 1 -^ '^  
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2.3 RECURRENCE RELATIONS FOR SINGLE MOMENTS IN THE PRESENCE OF 
AN OUTLIER 
THEOREM 2.3.1s (Balakrishnan, 1988) 
For 1 < r < n-1 and k > 1 
(k) ^ , . (k) , ,. (k) ^ (k) 
r fj , + (n-r)u = (n-Du , + i* « /-> -r i i 
'^r+l:n '^ rin ^r:n-l rsn-1 ...(2-3.1) 
PROOFt Let us suppose, 
I3 = (n-l)p^.^^^ 
(k) 
4 r:n—1 
Now simplify I as 
- (k) 
'1 = ^ ^ r+l-.n 
r+lsn '^r+l:n 
^ = ^11 " ^12 
where 
OD 
^11 = -^^ -^ ^ i **" V+i,n<'*> ^ '^^  
ir-[)V(n-r-ll^J^ >**" ['^ t^ ^^ ] [ 1 " F(x)j G(x)f(x)dx 
(r-l)(n-l)! p* k r T. xl'^ F . T. .l"""^'^ / x ^  (r);(n-r-l)! J »« [ F(x)J |^  1 - F(x)J g(x)dx 
^ (r-l){n-l)! " • •• -''^ '- -"-•'-2 









( i -6 (x ) ) f (x) dx 
( k ) 
I2 = <"-->/^r:n 






x ) dx 
G ( x ) f ( x ) dx 
00 
i - i l n r i ^ j «^  [.<«,] [.-F<.>] n-r-2 ( l -G(x)) f (x ) dx 
. . . ( 2 . 3 . 4 ) 
'22 = / ^ ^r:n^^^ '^'^ 
- 0 0 
00 i r - 2 
,n-r 
( r -2"7?n-r) . _f ' * ' [ f^^^>] [ ^ " '^ <'<>] S(x)f (x) d. 
r-l\l^n-r-l)^. I X [F (X )J 1^ 1 - F ( X ) j ( 1 - G ( x ) ) f ( x ) dx 
- ( 2 - 3 - 5 ) 
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Now adding and simplifying above equations 
00 . r tr-l r ,n-r-l 
.n-lWn-7>i °° • •- -•'^ "^ •' .n-r-2 
r-l)Mn-r-2)! f *^'[ ''^^^j' [^  " ^^""^ ] ' ' "< 1-B( x ) ) f ( x )dx 
(n-2) ' ^^  k r l'"~^ r nn-r-l 
(r-D! (n-r-l)?^ x |^F(x)J |^i-F(x)J f(x)dx 
= 3^ " ^4 
= (n-1) (J + u . 
'^rtn—1 rsn-1 
The theorem is proved. 
THEOREM 2.3.2: (Balakrishnan, 1988) 
For 1 < r < n-1 and k > 1 
n 
•^-•" " j=r I i-1 Jl r-1 J ^j:j ^ ^r:n-l 
(2.3.6) 
PROOF: First with the help of (1.5.2) and (1.6.1) we write the 
K momen t, 
21 
( k ) J^ k 
M = I X h (x) dx 
r:n J r:n 
-00 




r i"""^  
In the first part of expression, we expand j 1 - F(x)j 
binomially in the powers of F(x). And in the third part of 
r ^n-r-1 _ 
expression, we expand j 1 - F(x) binomially in the powers of 
F(x). Thereby after calculation we would get the RHS of (2.3.6) 
THEOREM 2.3.38 (Balakrishnan, 1988) 
For 2 < r < n and k > 1, 
(k) " , ,,j-n+r-l r n-1 ^  f j-1 ^  (k) ^ (k) 
^r:n = .J^.^ ^"^^ [ j-1 J [ n-r J ^ l:j " "r-l:n-l 
. . . ( 2 . 3 . 7 ) 
PROOF: We w r i t e t h e e x p r e s s i o n o f k monient w i t h t h e h e l p o f 
( 1 . 5 . 2 ) and ( 1 . 6 . 1 ) 
^^^ r°° k . . . . fj = I X h ( x ) dx 
r : n J r : n 
-CD 
00 , r T r - 2 r - . n - r 
( r - 2 " ! ( n - r ) ! J X ' ' [ F ( X ) ] [ ^ I - F ( X ) J G ( x ) f ( x ) d x 
r - i ) ; ( n - r ) ! i ^ [ ' ' ^ ' ' ^ J [ 1 - P < > ' > J g i ( x ) d x ••- — ( . 
- 0 0 
(» . r , r — 1 _ nO—r-1 ( n — 1 ) ' k r 1 r -|»» r —X 
" " ( r - D ! ( n - r - 1 ) ! i ** [ '^^' '^J U - « ^ < x ) J ( 1 -G( x ) ) f ( x ) dx 
22 
,r-2 ,n-r 
ir-TM'n-n- A ' [ -^""j^'fl - ^ " O ] " " «'x' •''^  
dx 
(.-lyMn-.-uZ-^i'-'^- ^ <>"f "'[^ - -'X' ] 
,n-r-l 
C-Gix) )f (x)dx 
...(2.3.8) 
r-2 
binomially in the In (2.3.8), we expand term jl-(l-F(x))j 
r ^ V^ 
(1- F(x)) and term 1-(1-F(x)) binomially in the ( 1 -
F(x))then after calculation we will find RHS of (2.3.7). 
There are some specific recurrence relations for single 
moments of the truncated exponential model established by Shubha 
and Joshi(1991). Here he define cdf and pdf as below 
F^ = 1 - exp(-x^) 
G = 1 - exp(-^ X ) 
f(x) = e""*/ F Q , O < X < x^  
g(x) = a e~"^/ 6^ , 0 < x < x^  (2.3.9) 
where a > O and the truncation point x is fixed and assumed to 
be known. These results are generalization of results of 
Joshi(1978). 
THEOREM 2.3.4: ( Shubha and Joshi, 1991 ) 




1 r (n-l 







e O p 
r sn—1 
a . (k) 
G^ * *^r-l:n-l 
-ax^ (k) . 






where u = 1 . l < r < n 
r : n 
^0*^t "^  ^ ' k = 1 , 2 , . . . t = O, 1 , 2 , . . . 
i^ Q*^ ! = O, k = 1 , 2 , . . . t = O, 1 , 2 , . . . 
PROOF: U s i n g ( 1 . 5 . 3 ) , ( 1 . 6 . 4 ) and ( 1 . 3 . 6 ) , ws o b t a i n 
( k ) _ ( k ) _ T J. T 
^ r : n " ' ^ r i n - l ^1 ^2 . . . ( 2 . 3 . 1 1 ) 
where I^ = [ ^ _ J J k x [ " P ^ J [ 1 " - p ^ J - 3 ^ ^ ^ 
O . . . . -X . r - 1 . . _-x . n - r _^^ 
e dx •^=(":n^r^«n-^r (^-^] 
( 2 . 3 . 1 2 ) 
k—1 Now integrate I by treating x for integration and 
-X ^r—1 , . _-x ^n-r 
for differentiation and using [ ^ ) i^-^] 
(1.3.5) we get the the value of I . Similarly Integerate I by 
_ , . _ -X ^r-1. . _-x ^n -r 
treating e for integeration and i^] r-^] 
for differential and get the value of I^ and using result obtained 
by Joshi(1978) 
(k) _ 1 (k) ^ k (k-1) e'^ 'o (k) ' , < ^ <- „ -
r:n-l F r—l:n-2 n-1 r:n-l F r:n—2 
...(2.3.13) 
Adding (2.3.11), (2.3.12) and (2.3.13) we get the required 
resuIt. 
THEOREM 2.3.5! ( Shubha and Joshi, 1991 ) 
For k = 1, 2,..., 
24 
(k) 1 f (n-1) , (k) k -X.-, > ^ • (^ ) 
a , (k) k -ax 1 
n-l:n-l 0 J 
...(2.3.14) 
PROOF: Its proof is analogous to previous Theorem. 
COROLLARY 2.3.1: For samples containing a an outlier from an 
exponential distribution 
(k) 1 r , ,X (k) ^ (k) ^ L (^ -1> 1 
^r:n = "^^^T^ [ ^""^^ ^r-l:n-l ^ "^ ^ r-l:n-l " ' ^r:n J 
...(2.3.15) 
PROOF: Proof follows immediately on taking limit as >;^  -• oo in 
(2.3.10) & (2.3.14). 
2.4 RECURRENCE RELATIONS FOR PRODUCT MOMENTS IN THE PRESENCE OF 
AN OUTLIER 
THEOREM 2.4.1 ( Balakrishnan, 1988 ) 
For 2 < r < s < n 
(r-l)/j + (5-r)p , + (n-s+l),!j , , 
r,5:n ^r—l,5:n r-l,s-l:n 
^""•"•^^r-l.s-lin-l "^  '"^r-l^s-lrn-l ...(2.4.1) 
PROOF: With the help of (1.5.4) and (1.6.2), we obtain the 
expression of LHS of (2.4.1). Now split first term in 
(r-l)/j ^ into two by writing the multiple (r-1) as ((r-2)+l ) 
then split the middle term in (s-r)u , into two by writing 
r-l,5:n 
the multiple (s-r) as ((s-r—1)+1) and similarly split the last 
term in (n-s+l) as ((n-s)+l). Now adding all three expressions 
and simplifying, we obtain the RHS of (2.4.1). 
D e n o t e W = i ( x , y ) : - a > < x < y < o o I 
W = < ( x , y ) : - t» < y < K < CO I , we w r i t e f r o « ( 1 . 5 . 4 ) 
and ( 1 . 2 . 7 ) as 
/J = I I x y h ( Y J X ) d x d y l < r < s ^ n /    y,: 
r , s : n J J ' r , s i n ' • . ( 2 . 4 . 2 ) 
**2 
and 
) d x d y l < r < s < n > = I I xy "f (y»x; 
r , s : n J J ' r , s : n " . . . ( 2 . 4 . 3 ) 
**2 Noting that 
Wj^  U W^ = R'^ = j ( x , y ) , - o o < x < a > , - o o < y < o o | , 
THEOREM 2.4.2s ( Balakrishnan, 1988 ) 
For arbitrary continuous cdf's F(x) and G(x) and 
for 1 < r < s < n, 
1^  ^ n-s-j+l,n-r-j4-i :n-j-k ^n-s-j+l,n-r—j+l:n-j-k j 
( P . - 1^  . ) + (n-s+j) u . A p . . - h>. )> 
^s-j:s-j s-j:s-j "" s-j:s-j ^j:n-s+j j:n-s+j j 
...(2.4.4) 
PROOF: For 1 < r < s < n , consider 
^ ^ I I ""^ V,s:n^y'^> ^^ dy 
R2 
= xy ^r.s:n^^'^^ ^^ ' ^^ "*" M'^ ^r sin^"^'^^ ^^ ^^ 
"l "2 
J I '^y ^,s:n<y'"> ^^  ^ y 
**2 
Ncjw expanding the terms | F(x) I = |l-(l-F(x)l and il - F(y) i 
bincxnially in powersof (1 - F(x)) and F(y), respectively in the 
integral over—** and simplifying the resulting expression using 
(2-4.2) & (2.4.3), we get 
* z E (-1)"--'-'^  "-'] f "-'--' 1 
(^  n-s-j+l,n-r—j+l:n-j-k ^n-s-j+1 ,n-r-j+l :n-j-k j 
which , upon using the r e s u l t of Joshi and B a l a k r i s h n a n ( 1 9 8 2 ) 
y i e l d s 
^ = ^ r s . n - ^ r . - n -^  E < - i ) ^ " ' ^ " ' f " l f ^ " V 1 "- ^ 
r , s : n r , s : n ^ ^ I s - j J t r - 1 J s — j : s - j j : n - s + j 
"? T (-1)"-*^ -^  f";n f"-J-^ l 
j = 0 k=0 V. -» J I "^  J 
j ' ^ n - s - j + l j n - r - j + l r n - j - k ~ ^ n - s - j + 1 , n - r - j + l : n - j - k I 
. . . ( 2 . 4 . 5 ) 
We can a l s o w r i t e 




r y ^  i 11 
-00 -00 
= 1 xy h (x,y) dx 
Now expanding the term | F(y) - F(x) I binomially in } ^ wers of 
F(x) and F(y) and simplifying the resulting expression using 
(1.6.2) and (1.3.4), they obtain 
s-r 
I = 
s-j :s-j '^j:n-s+j j + (n-s+j) 
...(2.4.6) 
Relation of (2.4.4) follows imfflediately upon equating 
(2.4.5) and (2.4.6). 
It should be noted that relation (2.4.4) contains only two product 
moments viz u and u . , in a samples of size n from 
"^rjszn '^n-s+l,n-r+l:n ^ 
the outlier model. In particular, for s=r+l, we have the following 
corollaries. 
COROLLARY 2.4.1 For r = 1, 2, , n-1, 
^r,r+l:n ~ ^r,r+l:n '*' ^ ~^^ 1^  n-r,n-r+l:n n-r,n-r+l:n j 
n-r-l r-1 
[^  n-r-j ,n-r-j+l:n-j-k n-r-j ,n-r-j+l :n-j-k J ^ ^ ' I k J 
{^n-r,n-r+l:n-k " '"n-r,n-r+l:n-k} ^ "H" ( r jj"^ ^ l:n-r^^r:r" ^r:r^ 
+ (n-r) u ( ^ ^ - u^ )l ...(2. 
r:r ^l:n-r lin-r J 
4.7) 
Similarly for s=n-r+l , we have the following corollary. 
COROLLARY 2.4.2 For r = 1, 2, , {n/2) 
{ ^ -^  <-^^" } { ^r,n-r+l:n " ^r,n-r+l:n } 
= % [I <-."--- [ - ] [ "T ] 





j:r+j-l'^n-r-j+l:n-r-j+l n-r-j+l:n-r-j+l J (2 4 8) 
Corollary(2.4.2) shows that if n is even then product moments 
l^r- r._^ j.i "^^"^ l<r<(n/2) can all be obtained from the moments in 
samples of sizes (n-1) and less. For example, for r = 1 and even 
values of n, they obtain the relation 
+ (n-j ) i^  - - ( /J . - i> ) I 
J:J n-j:n-j n-j:n-j / ...(2.4.9) 
which, upon using the result that (Govindarajalu, 1963;Joshi and 
Balakrishnan, 1982) 
2Q 
l,n:n =i I J J J'J n-j:n-j 
and simplifying yields the relation 
'^l,mn .~j. I, J J j:j ^n-jrn-j 
for the even value of n. 
Govindarajalu(1963) and Joshi and Balakrishnan(1982) have obtained 
upper bounds for the number of single and product moments to be 
(2) 
evaluated for calculating all moments i>_ _ , _u and v 
rsn rsn r,s.ii 
provided moments are available in samples of sizes (n-1) and less. 
Making use of corollaries (2.4.1) and (2.4.2), They obtain in thr 
following theorem similar upper bonds for the number of single and 
product moments to be evaluated for calculating all the moments 
(2) u , u and u provided these moments are available in 
r:n' ^rzn '^ r,s:n'^  
the samples of sizes n-1 and less. 
THE(»IEM 2.4.31 ( Balakrishnan, 1988 ) 
In order to find the first two single moments and product 
moments of order statistics in a sample of size n 
involving a single outlier, given these moments and also the 
moments from the population with cdf F(x) in samples of size n-1 
and less, one has to evaluate at most single moments {n-2)/2 
product moment if n is even and two single moments and (n-l)/2 
product moments if n is odd. 
PROCF: With the help of any relation of Theorems (2.3.1 ) to (2.3.3) 
and with the help of Theorem(2.4.1) , we can easily evaluate just 
(2) (2) two single moments ( /j , u ) for calculating u and u 
n:n '^ n:n ^ ^r:n ^r:n 
30 
and just (n-1) product moments ( u , , 1 < r < n-1 ) for 
r,r+l:n' 
calculating all product moments u ( l < r < s < n ) . However, 
r ,s:n 
when n is odd, we need to calculate only (n-l)/2 product moments 
u . ( 1 < r < (n-l)/2 ) as the remaining (n-l)/2 product 
moments u ^, ( (n+l)/2 < r < n-1 ) can be obtained from 
'^r,r+l:n 
corollary(2.3.1). Similarly , when n is even, say n = 2m, we need 
to calculate only (n-2)/2 = m-1 product moments fj. „^„ , p„ •'•2m* 
, u . M, , since u . « #, can be obtained from corollary 
' '^m-l,m:2m ' '^m,m+l:2m 
(2.3.2). Where as the product moments fj .•,.*(• in+i—< r < 2m-l ) 
can all be obtained from corollary(2.4.1) which prove the theorem. 
Now we review some specific recurrence relations for 
product moments of the truncated exponential model given by 
( Shubha and Joshi, 1991 ). 
THEOREM 2.4.4: ( Shubha and Joshi, 1991 ) 
For n = 3, 4, 
-x„ _ (2) 
= ^ r ,, 4- (n-l)(l-^) (2) + e ""O (n-l)(a-H) p: ' 
'l,2:n n-2+a I ^ l:n 2^ 1 ^l:n F^ 2a 1 
e ^0 . . . a e ^^0 (1-a) 
- F ^ ^"-^^ ^l,2:n-l ' G^ '^l,2:n-l " — E T G ^ '^Isn-l 
^ _e2^(^ ^ in-l){l^),. (2) '- ""- ^"^ L ( -a) ) ^ (n-l)(l-a) e ^O e " O (2) ] 
2a l:n-l 2a F^ G^ '^l5n-2 
. . . (2.4.lO) 
For n > 2 
^n-r,n..n = ^n-l:n " ^""^^ ^O - ^ u + <"-^> ^<2) J ^ U 
F^ ^n-l:n-l F ^n-l:n-l a 
- <r^-l)ia+l) (2) ^n-l:n-l [ _-ax^ , 1 
GQ [ a _0 « J 
31 
u , . (l-a)(n-l)e '^o x^ 
n-l:n-l O 
^O ^ ^0 ...(2.4.11) 
where notations are given in (2.3.9) 
PROOFS The method used in proving these results is analogous to 
the one given by Joshi(1982). they write 
p« = E( X, X^ ) 










" - J J 
w 
+ (n-
.6.2), It means 






X (1 - -




^ • " 
















For simplifying u. as 
1 :n 
Now consider these integrals separately. 
X, 
.(2.4.12) 




= [ ( 1 - -^p- )"• where I^ = | ( 1 - ^ F T " '^' ^ ^ ^ ' ^G^ ^-f" ^^ ^^  
Now integrate by parts by treating 1 for integration and 
( 1 - — R ) ( 1 - — = )—=^ for differentiation and 
substitute the value of I in I , Therefore 
- y^i 1 - -iZE_ )"-2 ( 1 - _iZ?L„. ) _E_ H^ 
J^ o o o 
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• I 1 - —^ )-^ = ^- dx dy 
M 
x_ _v, . -ax _-x 
- ' 'o r ^ 2 . . l - e ** . n - 3 , , _ i - « ) _ £ 
o 
.-Xrt r r l - e ~ ^ . n - 4 , . l - e ^ ' ' ^ _ 5 _ ' ' _ £ '^ 'O r r , . 1-e ' xn-4 , . _ 1-e j _ ^ « dx dy 
_* - -V ^ -X _-«y 
; ^ [ f XV ( 1 - - ^ ) " - ^ - ^ ^ c,x dy 
S i m i l a r l y I and 1 a r e s i i » p l i f i B d and s u b s t i t u t e d t h e v a l u e s of 
I , I and I i n ( 2 . 4 . 1 2 ) . And us ing ( 1 . 6 . 2 ) and ( 1 . 6 . 4 ) , i t 
g i v e s 
i .^ <2) e"^0 , , , (2 ) 
^ l : n = - <"-^> ^ l : n " - " T ^ ^""^^ ^ l : n - l 
-.'*0 -X . -ax -X 
n - D f x2( 1 - - i Z 5 _ ) n - 2 ^ , . . i z ^ , - dx 
J . "^ o ^o "^ o 
•*• ( 
''O „ , _ _ - x „_^ -X ^ „-ax 
J "^ 0 0 O 
— X 
Kfhere 
T - <"-^^ ^ l , 2 : n - l " S 
O . . . ( 2 . 4 . 1 3 ) 
w 
«~** r r 1 - y T ->< - ^ y T 
. e i , , l - e ' vn-3 e o» e _. _, | 
w 
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. (n-l) a I I xy ( 1 - J ^ )"---?- ^ ^ dx dy 
o o o 
w 
after simplifying value of I^ and put in (2.4.13),it reduce to 
e""" , , . ( 2 ) , g e^'^O . Jl-a) .^ 
+ ( n - l ) p ^ ^ 2 : n - l •" G!; " ^ 1 , 2 : 0 - 1 ^ ET-G— ^ l : n - l 
+ ( 1 - - ^ ) i>5^i - (n-l) (1-a) I 
GQ l : n 7 
r^ O^ , -X „ -x(a+l) 
r , . l~e .""2 e . 
o 
This can be w r i t t e n as 
^O . -X . - a x I , , 1 -e . n - l e 
~y-^ r O , -X „ - a x 
e O I , . 1 - e , n - 2 e . 
P A .1 
O 
Using (1.3.6) and (1.6.4) for truncated exponential model I-, 
can be rewritten as 
T - 1 r (2) ^ e"^^ (2) ^ e"^0 / (2) _^  e'^^^O , (2) |] 
^7 - -2S [ ^ lin "• — G ; ^ ^ l:n-l "^  " T ^ \ ^l:n-l "^  " 6 ^ ^l:n-l /] 
Substituting the value of I in (2.4.14) we get the required 
resu1t. 
The proof of ((2.4.11) is similar to the proof of (2.4.10). 
COROLLARY 2.4.4: For samples containing a single outlier from an 
exponential distribution, and for n = 3, 4, ... , 
3A 
^ l , 2 : n 
1 r ^ ( n - l ) ( a - H ) (2) _ ( l - g ) ^ 1 
(n-2+a) [ ^ l : n 2a ^ l : n <a ' l : n - l J 
. . . ( 2 . 4 . 1 5 ) 
and f o r n = 2 , 3, . . . 
^ ( n - l H o + l ) , (2) _(2) . 
^ n - l , n : n = ^ n - l : n "" 231 ^ ^n-l:n-l " ^n:n ^ 
^ ( l - g ) . ( 2 ) 
~~Si *^n-i:n-l "^n-lzn-l . . . ( 2 . 4 . 1 6 ) 
THEOREM 2.4 .5 : ( Shubha and Josh i , 1991 ) 
For r = 1 , 2 , , n-1 
For samples from exponential distribution, containing an outlier, 
we have 
v~l r ( n-r—l+a ) . . . ,-^  . -i^ (2) 
^r,r-.l:n = < ""^"^^^ > [ ^ ^r-.n ^  ^^---^'^ "^  «'2) ^.^^^ 
LIZELI . 1 
n-r r:n-l J 
(1-ct) ( 
2 *^r:n-l -r "rrn-l I ...(2.4.17) 
and for s-r > 2 and 1 < r < s < n 
; T—c— M. + (n-s+1) ^ J 
,n-5+c<) [^  1 :n ^t ^r,5:n = (n-s-^c) [^l:n " ^ ""^-"^ ^  ^ 'r,s-l :n " ^ ^ -r:n 
- ( i -c ) ^  ^ T ' ^^  - i^::^ i>^ ^^  -. ^ i ^ ^ p^ '^ ^ 
r:n .^ V^  j+n-s+l 2 r:n-l (n-r) r:n-l 
J=0 
, . . (2.4.18) 
PROOF: The proof of (2.4.17) and (2.4.18) are analogous and 
hence we prove only (2.4.18). This technique is same as 
technique used by Joshi(1982), Thereby writing 
fj = E ( X X^ ) for s > r+2 
r:n r;n sin 
Using (1.5.5) and (1.6.2) we have 
^r:n " (r-2)'(s-r-1)!(n-s)• J J ^ ^^"^ ^ 
-2 -X, -X -y s-r-1 
e (e - e ' ) 
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, , - a x , - ( - n - s + l ) y . . ^ ( n - i ) ! f f v,<i ^"^^"^"^ 
•^ 1 
(e - e ) e e dxdy + (n-1)! [ ^r r ( r - 1 ) f ( s - r - 1 ) ' ( n - s ) ! [ ^J J 
^1 
S ~ f — 1 r r * 
( 1 - e ) ( e - e ) e e d x d y + c i J l y ( 1 - e ) 
s - r - 1 
, —X - y . -a (e - e ' ) e X - ( n - s + l ) y . . 1 ^ ( n - l ) J 
^^ ^y J •" ( r - l ) ! ( 5 - r - 2 ) ! ( n - s ) ' 
u^ ,, -X. f—1 , -X - y . . -ax - a y . -x y(n—s+1) . . ( 1 - e ) ( e - e ' ) ( e - e ' ) e e ' dxdy 
**! 
WJ^ere * * i = ' l ( x , y ) : 0 < x < y < o o > 
We write ^^,^^ = I^ ^ ^2 "^  S "^  ^ 4 ^ ^5 ...(2,4.19) 
where for r=l, I is zero and for s=n, I^ is zero. First consider 
1^ 
QD 
J ^ (n-D! f 
1 (r-2) ! (n-s) ! (s-r-1) ij "" 
0 
Where oo 
(1-e ^)'^ ^ (1-e °''')e ^  I_^(x) dx 
5-r-l T < \ - r -(n-s+l)y , -X -y. 
Integrating ^Q^^^ treating 1 for Integration and 
-(n-s+l)y -X -y 
e (e - e ) for differentiation and substituting 
this value in I , which gives 
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-ax,, -X -y.s-r-1 -(n-s+l)y . . , ,.11 -t -x.r-2 (1-e )(e -e ') «» ' dy.dv - (s-r-l) xyii-e 
'II 
w. 
-X ,, -ct>:., -X -y.s-f—2 -(n-s+2)y . . 1 
e (1—e )(e -e '^ ) e ' dxdy j 
s:ijni.J.arly we write expression for I , •••, 1= and substituting 
these values in (2.4.19) and using (1.5.5) and (1.6.2), we get 
Lt = (n—S+OI)L( - (n-s+1 )ij . - (a-l)!-; _. , , , . , ,„ ^ > , 
^r:n ^ r , s : n ^r,s-l:n [(r-2) ! (s-r-1)! (n-s) ! 
II 
**! 
,, —x.r—2 , -X -y.s-r-1 -x -(n-s+1)y ,, —ax. . , 
xy (1-e ) (e -e ') e e ' (1-e ) dx dy 
(n-1) ! r r -X r-l 
(r-D! (s-r-1) !(n-s)! J J "^ ^ 
, -X -y.s-r—1 (e -e ' ) -ax 
ae 
^ 
-(n-s+l)y . . ^ (n-D! f f ,, -x, r-l -x 
^" ^y " (r-l)!(s-r-2)!(n-s)l J J "^ <^-" > 
^ 
-X —y s-r—2 -ax -(n-s+1 )y _. (e -e '^ ) e e ' dx dy 
After substitutions and simplification and using (1.6.4) for 
k = 1, 2, we obtain 
^^ = (n-s+a)/j - (n-s+l)p , - (a-l)j u + u 
r:n '^r,s:n '^rjS-lrn [ ^ r:n ^r:n 
s-r-1 °° 
r ^ _ f n-i 1 r „ ,1 -'>^^r-l -(n-r+a)x .„ "| 
J5Q j+n-s+l [ r-l J J ^ ^ -^^  > ^ '^ '^ 1 
O 




^T' i -_A_/^(2) _ ^ (2) ^ _^_, /I I 
_^ j+n-s+1 2 \ ^r:n r:n-l n-r r:n-l J J 
After simplification it gives the result. 
COROLLARY 2.4.5! For a random sample from exponential distribution 
Me have 
— 1 
r,s.:n r,5—l:n n-s+i r;n 
PROOF: Substituting a = 1 (2.4 .18) , we get Corollary (2.4.5) . 
2.5 IDENTITIES FOR PRODUCT MOMENTS ( Balakrishnan, 1988 ) 
For arbitrary ccmtinuous distributions F(x) and G(x), it is known 
front David et al.(1977), is that 
E 4^.1 = <"-!> E<xS + E(yS ^ 




E, 2:^r,s:n = (n-l)var(x) ^ var(y) ...(2.5.2) 
r=l s=l 
These relations are often used for checking the computations of 
means, variances and covariances of order statistics from a single 
outlier model. We now derive new identities involving linear 
combinations of product moments and covariences. There Are quite 
simple and more effective for checking the calculations of 
covariences. 
THEOREM 2.5.1: ( Balakrishnan, 1988 ) 
For arbitrary continuous distributions F(x) and G(x) , we have 
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for 1 < k < n-1 
n-k+l , ^ k+1 
?^ [k-!]^l,s:n ^ ? J n-k-l ) ^l,s:n = [ V ] ^l:k ^i:l-k 
^ [k-l ] ^ l:k l^ik ...(2.5.3) 
n-k+l ^ _ V 
PROOFS First, we cor»«ider the expression for ^ I . , /J^^ ^.^ 
from (1.6.2). Upon interchanging the suMiiaiation and the integral 
sign and then simplifying, we obtain 
" l 
where 
H <x,y) = [S}zlll /i - F(x)| (l - F(y)| g(x) f(y) 
'" (k-l)!(n-k-l)! I ) ^ > 
iDZlL! ji - F(x)) (l - F(y)| g(x) f(x) 
(k-l)!(n-k-1)! I > ^ ) 
+ in-1) ! r _ p^^A L _ p/y)l |i _ G(x)l f(x) f(y) 
(k-l)!(n-k-2)! I ) I ) I ) 
illZlll U - F(x)l (l - F(y)| (l - G(x)| f(x) f(y) 
-2)!(n-k-1)! t J I ) I ) 
n-k-1^ Nk-2, 
In — i 1 • i ( 
+ 
(k-
. . . (2.5.5) 
4^ext we consider the expression for r I " ^. lu. from 
(2.4.1). Upon enter changing the summation and the integral 




J2 t "-•^-^  5 ''^'-" ^11'''' "l^.n^^'^^ ^^^  ^y 
...(2,-5.6) 
•^ 2 
where H^ ^ ( x . y ) i s def ined in ( 2 . 5 . 5 ) . F i n a l l y , upon 3fJd>"g 
(2.5.4) and (2.5.6), noting that w^u w^ = R^, and then 
simplifyingthe resulting expression using (1.6.1)and (1.3.1), we 
derive the identity in (2.5.3). 
REMARK 2.5.1s H&re, it is important to note that (2.5.3) contains 
product moments /j _ ,2 < s < n , and first order single moments 
only and there are only (n/2) distinct equations since (2.5.3) 
for k is same as for n-k . Thus, for even values of n, there are 
only n/2 in n-1 product aoaients and so we need to know 
exactly (n-2)/2 of them. Similarly, for-odd values of n, we only 
need to know (n-l)/2 of these product moments. It is just as 
given in theorem (2.4.3) since the product moments p^ , , 
2 < s < n, along with relation (2.4.3) is also sufficient for the 
evaluation of all product moments. 
THEOREM 2.5.2: ( Balakrishnan, 1988 ) 
For arbitrary continuous distributions F(x) and G(x), we have 
n-l n - , ^ n-1 ^ 
"^  [ J J "^ jrj ^ i:n-j J ~ =2 I J J ^1»J:J -..(2.5.7) 
PROOF: Consider the sum of integrals 






•" ^  rSl 1 1 '"^  'V,r-.l:n<^'y> >^^  '^ V 
"2 
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Now upon interchanging the Burowation and the integral signs, and 
using the binomial identity that 
expanding the term i 1 + F(x) - F(y) I blnomially in powers of 
I F(x) - F(y) I , and then simplifying the resulting expression 
using (2.4.1) and (2.4.2), we obtain 
which, when substituted in (2.5.8) , yields 
Further , we can write 
00 00 
n-1 
^ " r=l I 1 ""^  ^ ,r-Kl:n<^'y^ ^^  ''^  
—00 -a> 
f4ow writing each term as a product of two single integrals, one 
involving X alone and other involving Y alone and then simplifying 
the resulting expression using (1.3.1) and (1.6.1), v#e also obtain 
^^^ \ L J~^ J J:n-j j:j (^  j J J :j '^l:n-j J 
Thus Identity (2.5.7) follows upon equating above t*<#o expression 
for I. 
THEOREM 2.5.3: ( Balakrishnan, 1988 ) 
For arbitrary continuous distribution F(x) and S ( x ) , we have 
for 1 < r < n-1 





PROOF: Let us consider the expression for £ /-'.^  c-i-> from 
s=r+l 
(1.6.2). Now upon interchanging the suBMnation and integral 
signs and then simplifying, we obtaif 
r /J = I I xy h (x,y) dx dy 
**! 
..(2.5.10) 
Hhere h (x.y) is the pdf of r and s order s±^atistics in 
r,s,n 
the presence of single outlier. 
r 
Next, we consider the expression for V u. _^ , frow (2.4.2). 
' ^ .*'« '^x,r+l:n 1=1 
Upon interchanging the summation and the integral signs and then 
simplifying as before, we obtain 
j,-i,r.l:n = H ^^ \, .?, ^i,r+l  1 1 ^ ^ ^r s,n<^'>') '^ "^ ^ 
^ ^ ...(2.5.11) 
••2 
Finally, upon adding (2-5.10) and (2.5.11), noting that 
2 
w L*>< = R , and then simplifying the resulting expression using 
(1.3.1) and (1.6.1) we get the result. 
COROLLARY 2.5.1: 
For arbitrary continuous distributions F(x) and 6(x), we have 
for 1 < r < n-1 
n r r 
C^/^r,B:n ^ . ^^^  '^ i,^ .-i:n = ^ "^  ^'l:l " E ^,,^ >< M,.i:n " ^ r:n^ 
s=r+l i=l ' x=i 
'^' '-^ ^ = " '-'"-^  ...(2.5.12) 
PROOF: The above result follows directly upon using relation 
(2.2.1) and identity (2.5.1) in theorem (2.5.3). 
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Both (2.5.9) and (2.5.12) give extremely simple and useful 
identities for checking the calculations of product moments and 
covariences of order statistics from a sample of size n comprising 
one outlier. In practical, setting r= 1 and r = n-1 in (2.5.12) 
we get the identities 
n 
2^1,2:n ^ i:, ''l.srn = ^'^l:! " '^ l :n ^ ^  '^2:n " ^ I r n ^ 
- ^ ^ 1:1 - ^1:1 ^^ '^Irn " "l:n-l ^ 
and 
n-2 
2 o ' . + T Of = ( u — K - . ) ( / J ~ i ^ « ) 
n-l,n:n ^^^ s,n:n ^n:n '^Irl ^n:n n-l:n 
s=l 
" ^ ^ 1:1 - ^1:1 <^ ''n-l:n " ^^n-l:n-l ^ 
= ( /J - u. , ) ( u 
^n:n '^l:! '^n:n 
n-1:n—1 
- ^ ^ n:n " '"l:! ^^ ^n-l:n " ^^n-l:n-l^ 
respectively. 
2.6 THEOREMS RELATED WITH SYMMETRIC DISTRIBUTIONS 
Let us consider the case when the density functions f(x) and 
g(x) both are symmetric about zero. It is easy to see that 
,(k) _ k (k) 
^r:n = ^'^^ ^n-r-Hl:n 
and 
^r,s:n ^n-s+1,n-r+l:n 
From theorem (2.2.1), we obtain 
<2) ( , , . (2) (2) ^ 
^n/2:n = | ^""^^ ^n/2:n " -n/2:n-l ) ' " 
...(2.6.1) 
for even value of n ; and 
(2) 
^<n+l)/2:n " ...(2.6.2) 
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•for odd value of n. Moreover, we obtain from theorem (2.4.2) that, 
for even valve of n. 
-> ^ ^r,5:n '^ ^n-s+1 .n-r+l :n 
•^  ^ k rn-n i _ \ 
j=l k=0 L -» J ». -> 
(^  ^ n-s-j+l,n-r-j+l:n-j-k ~ "^n-s-j+l ,n-r-j+l:n-j-k J 
•C (s—j ) v . . ( u . . — x> . - ) 
|va J, "^jtn-s-j ^s-j:s-j s-jss-j 
+ (n-s+j )i> . ( u . . - V . j _ i ) f 5-j:s-j ^j:n-s+j j :n-s+j j 
...(2.6.3) 
Now with the use of (2.6.1) — (2.6.3), we then have the 
following theorem which generalize Joshi (1971) results. 
TfEOREM 2.6.1: ( Baiakrishnan, 1988 ) 
In order to find the first, second and product moments of order 
statistics in a sample of size n from a single outlier model with 
densities f(x) and g(x) both symmetric about zero, given these 
moments for all sample sizes less than n, one has to evaluate at 
most one single moment if n is even and one single moment and 
(ri-l)/2 product moments if n is odd. 
furthermore, by setting r = n-1 and s = n in (2.4-3) and using 
the fact that ^•^.y ^ ^ I ' l ~ O, we get 
2 ^ l,n=„ = ^ "1,2 = 0 * V (-!>' [ V ] { ^1,2 = „-. - "1,2 = 0-^ } 
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which is established by using the result of Joshi(1971) 




2 A^ . E^:-n^ { [";:Vl,2 = n-. * ( ":i ] -1.2 = n-. } 
for even value of n. 
C h a p t e r I I I 
RECURRENCE RELATIONS FOR INDEPENDENT NONIDENTICALLY DISTRIBUTE 
RANDOM VARIABLES 
3.1 INTRODUCTION 
Recurrence relations for order statistics -from n 
incJependent and nonidentical ly distributed rando«n variables given 
by Balefkrishnan (1988b). Bapat and Beg (1989 a & b ) established 
recurrence relations for independent nonidentically distributed 
e>;ponentiai random variables. Recurrence relations for product of 
moments and product moments and identities for product moments Sire 
given by Balasubramanian and Beg(1991). Bapat and Beg(Preprint.95) 
established two simple identities and some recurrence relations 
involving order statistics from a sample of size n containing one 
or more than one outlioers. Balakrishnan(1994b) derived several 
new relations for single and product moments in exponentially 
distributed random variables and generalize these results for 
multiple outlier models. Recurrence relations for single and 
product moments in right truncated exponential distribution and 
generalize these results for p-outlier model are derived by 
Balakrishnan(1994). 
3.2 RECURRENCE RELATIONS FOR DISTRIBUTION FUNCTION AND PROBABILITY 
DENSITY FUNCTICBM 
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Let H (x) denote the ditribution funtion and h (x) 
r:n r:n 
denote the density function of X , l < r < n . Let h (XJV) 
denotethe joint density function of X and X . and N = { 1, 
r,n s,n 
2, » . . , n } . I f S c N then S' will denote the cnmplement of S 
in N while JSJ will denote the cardinality of S, Let X .igi denote 
the r order statistics corresponding to X:, i e s. Suppose 
H ,„, and h ,_, denote the ditribution function and the 
density function of X .ici respectively- For convenience, for 
fixed X, F will denote the C O I U O Q vectors (F.(x),F_(x) F (x))' 
1 2 n 
and 1 the column vecrtor of all ones. We will denote, A(i,j) the 
matrix obtained by depleting i rows and j columns of A and A[S|.), 
the matrix obtain by taking rows whose indices are in S. Here we 
review generalized results of Joshi(1973) and Balakrishnan(1987). 
THEOREM 3.2.1: ( Bapat and Beg, Pre-Printed , 1995) 
For arbitrary distribution F , F , . . . , F and n > 2 , 
a - - ^ - - ^ 
^, •; ITT "-"'"' ' ^, f^-l ,.,E "r = r " " 
r=l (n—r+1) r=l r 1^1"'" 
r=l r=x rj^  ^  J |S|=r 
.(3.2.1) 
(3.2.2) 
PROCF: (a) The distribution function of X ( 1 < r < n ) 
r :n 
is given by Bapat and Beg,(1988). 




n , n - i 
> i ; i n - i ) i .tTn L t J 
i + t n - i - t 
= ^ . / , . V f " Z ^ l < - i ) ^ E ( n - i - t ) !PerC F 3CS1.) 
= E r T T ^ T y r V [ " ; ' ] ( - i ) \ E ( n - i - t ) ! ( i H - t ) ! H ^ ^ ^ ^ . ^ , ( x ) 
i = r ^ ^ " ^^ t = 0 ^ ^ S = i + t 
T h e r e f o r e 
- r+1) r = l ( n - r + 1 ) 1=^^ t = 0 ^ 
n , n , n , n - i 
E 
r = l ( n - r + 1 ) 
E ( n - i - t ) ! ( i + t ) ! H^+ t : i -H t ^^^ 
| S j = i + t 
W r i t i n g z = i + t , we g e t 
n , n , n , n - . ^ ^ . 
r = l ( n - r + 1 ) r = l Cn- r+1) i = r ^ ' z = i *• ^ 
E ( n - z ) ! ( z ) ! H (X) 
|S |=z 
n n n , . »^~i ^ -v 
r = l i = r z = i ( n - r + 1 ) ^ ^ J | S | = z 
   , ,v ^ - i 
f f I _ 
n n n , . ,z—i ^ ^ 
E E E -^^^^—{l] E H^.,(x 
r = l z=r i = r ( n - r + 1 ) *• ^ >» | S | = z ^ 
E ( E E -^ ^^ ^^ — M } E Hj.^(x 
:=1 I r = l i = r ( n - r + 1 ) *- ^ ^ i l s i = z ^ ' 
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since 
x=r ^ •' 
the expression in the braces becom«= 
i=r ^ ^^ J (n-r+1) 
Moreover, evaluating the integral 
1 
I J. [^:n-''-^ """^  
in two different ways it can be shown that 
z 
' r 2 - 1 1 (-1) = ^ _ 
Thus the result follows. 
The proof of (b) is similar. It also holds for pdf's, 
characteristic functions and raw moments. 
Consider the set up in which variables X , X^, .--• X _ are 
identically distributed with dF F and X is an outlier with df F 
n n 
t h e n t h e r e l a t i o n s ( a ) and ( b ) o f Theo rem ( 3 . 2 . 1 ) y i « 9 l d 
E H (X) = E , ' , ( f ""! 1 H (X) + f " " M F ( x ) l 
r = l ( n - r + 1 ) "^^^ r = l r f M U ^ " ^ J " ^ ' ^ I "^  J " ^ ' ^ J 
1 " "~W 1 1 1 
= —— E H (x) + r —^ - -=— F (x) ( 3 . 2 . 3 ) 
n n—1 p -^ 
-r- E H ,_ (x ) + J: - ^ - JL. F. (X J - ^ "r:n^^^ = 4 "   ""E I  " - ^ I P..„ x) 
( 3 . 2 . 4 ) 
49 
which have been established for absolutely continuous 
distributions by Balakrishnan (1987). 
Bapat and Beg(1989a) generalized the result of Krishnaian and 
Rizvi(1966). which are foI»ows, 
THEOREM 3.2.2: ( Bapat and Beg, 1989a ) 
For 1 < r < n, 
I J | S | = n - l t s . . . ( 3 . 2 . 5 ) 
r h ^ ^ . ^ ( x ) , O :^ J < n - r 
1 ^ , * ' r + s : n - j + s 
1^1="-^-"^ . . . ( 3 . 2 . 6 ) 
PROOF: The d e n s i t y f u n c t i o n o f X , i < r < n , i s q i v e n as 
r : n 
h 1 
, : , ( > 0 = ( , - , ) . ( n - r ) ! P e r [ f , F , 1-F ] 
( r - l ) I ( n - r ) 
1 r - l n - r 
P e r [ f , F , F . 1-F j , O < i < r - i 
( r - l ) ! ( n - r ) ! ^|^ [ t J 
1 i r - i - 1 n—r 
1 
P e r C f , 1 , - ( l - F ) , F , 1-F ] 
1 t i - t r - i - 1 n - r 
r-l)-(n-r)! J ^ [t]^-^>'~'^ e r [ f , 1 , F , 1-F ] 
1 " T ~ r - i - 1 n - i - r - t 
5 0 
= 1 TTTT rr f i l ^ - i ) ^ ^ E t ! P e r [ f , i , 1-F ] 
( r - l ) . ( n - r ) ' U J | s | = n - t 1 t n + i - r - t 
,.-„!.„-.,. I ra-^'^" ,j_,-- Per [ f , F , 1-F ] C S | . ) | S ( = n - t — — - 3 - ^ , , _ ^ . ^ 
= ( r - l ) t ( n - r ) l ^ [ t ] ^ ' ^ > ' " 5 3 j ^ ^ . , ^ ' ^ ^ ^ " ^ > ' ^ " ^ — ^ > ' ^ r - i : n - t < >< ^ 
w r i t i n g s = i - t , we g e t 
r h . - ^ (X) , 
l e i -^ r - x i n - 1 + s 
j S | = n - x + s 
a l s o f o r 1 < r < n and 0 < j < n - r 
^ : ^ ( x ) = ( r - l ) t ( n - r ) ! ^""^ C f , F , 1-F , 1-F ] 
1 i—1 j n - r - j 
= (r-l).(n-r). J^ ( t ]<-^>'" -^ ^^  ^ _[_' F , 1-F , 1 ] 
1 r + j - t - i n - r - j t 
J 
(1 F-TTWTM J , [i]-^^'" 
Z t M r + j - t - 1 ) ' ( n - r - j ) ! h ^ M x ) 
| S | t n - t r - j - t : n - t 
w r i t i n g s = j - t , we g e t 
^ = n'^ ' = [ " ) Jo '-"' ( - ) ( i ] [ '^^^'''^'n;""-^"'' ] 
j S j = n - j + 5 
5 1 
Thats prove the theorem. 
In the above Theorem (3.2.2) If we multiply both sides by g(x) and 
integrate with respect to x then we obtain recurrence relations 
for moments which gener^?. 1 i^p thp roc^ults of >rri5hnaiah and Rizvi 
(1966) for I.I.d case. 
In particular, for i = j = 1, Theorem (3.2.2) yields 
5 
(n-r) h (X) + r h ^, (x) = E h^.„ i 




which is Theorm 5.2 of Bapat and Beg (1988). If **B consider 
variables X , X , ,X are distributed with df F and pdf F and 
X is an outlier with df F and pdf f , then 
n n ^ n' 
(n-r) h^^^(x) . r h^^^^^(x) = [ j^ I^  ] ^;^-l<x) ^ [ n-l ] V:n-1^^^ 
= (n-1) h , (x) + f , (X) 
r:n-l r:n—1 
...(3.2.8) 
THEOREM 3.2.3 : ( Bapat and Beg, 1989a ) 
For 1 < r < s < n, 
(r-1) h (x,y) + (s-r) h , (x,y) + (n-s+1) h , , (x . y> 
r,s:n ' r—l,5:n r—l.s-l:n 
|SJ=n-l "^  ^ '^ •^'' ^  ...(3.2.9) 
PROOF : The joint density function of X and X (1 < r < s < n) 
r:n s:n 
is given by Vaughan & Venables, (1972) as 
r,s:n^^'^^ (r-1)! (s-r-1)! (n-s)' 
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Per [ F(x) , f(x) , F(y)-F(x) , f(y) , l-F(y) ], x < y 
r-l 1 ;-r-i n-s 
(r-D? (5-r-l)! (n-s)! 
Per C F(x) , f(x) , F(y)-F(x) , F(y)-F(x) , f(y) , l-F(y) ] 
— 1 1 s-r- n-s 
(r-D! (s-r-D! (n-s)! 
Per C F(x) , f(x) , F(y)-F(x) , 1-F(x)-(l-F(y)) , f(y) , l-F(y) ] 
r- 1 1 s-r-2 
1 
( 
(r-D! (s-r-D! (n-s)! 
Per CF(x) , f(x) , F(y)-F(x) , f(y) , l-F(y) , 1 3 
r-l 1 s-r-2 n-s 1 
- Per C F(x) , f(x) , F(y)-F(x) , f(y) , l-F(y) ] 
s-r-2 n—s 
- Per C F(x) , f(x), F(y)-F(x), f(y), l-F(y) ] 
r-l s-r-2 n-s+1 
} 
ir-1)'. (s-r-D! (n-s) 
I E Per C F(x) , f(x) , F(y)-F(x). f(y) , l-F(y) D CSj.) 
I |S|=n-l 
' ' r-l 1 5-r-2 1 n-s 
Per C F(x) , f(x) , F(y)-F(x), t(y) , l-F(y) ] 
n-s r 1 s-r-2 1 
Per C F(x) , f(x) , F(y)-F(x), f(y) , l-F(y) J | 
sxnce 
h I < , (X,y) 
r,s-l:n-l 
r-l 1 5-r-
(r-1)' (s-r-D' (n-s) 
n-s+1 
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Per [ F(x) , f(x) , F(y)-F(x), f(y) , l-F(y) 3 [S|.) 
r-l r~ 5-r-2 T~ n-5 
^r+l,s:n^''''>'^ (r)! (s-r-2) ? (n-s) 
Per t F(x) , f(x) , P(y)-F(x), f(y) , i-F(y) j 
r 1 s-r-2 1 n-s 
and 
^r,s-l:n^'**^^ ^ (r-l)! (5-r-2) ! (n-s+1) 
Per C F(x) , f(x) , F(y)-F(x), f(y) , l-F(y) 3 
r-l 1 s-r-2 1 n-s+1 
the result follows by making a simple rearrangement of the terms 
and replacing r by r-l. 
It we multipl y in Theorem(3.2.3) both sides by g(x,y) and 
integrate with respect to x and y then we obtain a recurrence 
relation for product moments which generalize the result of 
Govindarajalu(1963) for i.i.d. case. 
let we consider the sample of n independent absoluely continuous 
random variables X :( i=i, 2, ..., n-1 ), where X. has dF F and 
pdf f and X has dF F and pdf f , thereby from Theorem(3.2.2), we 
n n n 
get, 
(r-l)h ^.„(x,y) + (s-r)h (x,y) + (n-s+l)h , ^ (x,y) 
r,s:n r—l,s:n ' r-l,s-r:n 
^ •''^i = i.r,i<^'y) "^  (n-l)h , ( x , y ) , X < y . 
r-l,s-l:n-l r-l,5-l:n-l 
...(3.2.10) 
C i^ » - • - , i^ ] 
If we use h^  (x) , 1 < r < n-m to denote the density 
r:n—m ' 
function of r order statistics in a sample of size n-m obtained 
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by dropping X. , X , ,..., X. from the original set o-f n 
variables then we have following relations derived by Balakrishnan 
(1988b). 
THEOREM 3.2.4: ( BaiaKrishnan, lV88b ) 
For 1 < r < n-1 
n 
r h ^, (X) + (n-r) h (x) = T h^ ,(x) 
'^ •'^  = " •-*" itl -^'"-^ ...(3.2.11) 
PROOF: First consider the permanent expression of r h (x) 
from (1.9.1) and expanding t^ ris expression by its first row, we 
get 
r+l:n ." i r:n-l ...(3.2.12) 
further we consider the expression of (n-r) h (x) from (1.9-1) 
r:n 
and expanding the it by its last row , we get 
n 
in-r) h (X) = E (i - F, <x)) K-^^ n < >« ^  i^ n 1^^ 
r:n .^ i r:n-l ...(3.2.13) 
Now adding (3.2.13) and (3.2.12) which follows the 
Theorem(3.2.11). 
let us denote 
[i , ..., i 3 
i:n-n» ,^. ^. ^ ^ l:n-m 
1<1^<X2,...,< ^m - " 
and 
[ i , . . . , i ] 
S (X) = r h *" (X) 
n-m:n-m ^ n-m:n-m 
1 2 ' m 
1:n 1:n n :n n:n 
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Then by application of Theorem ( 3.2.1), We directly obtain the 
following relations. 
THEOREM 3.2.5 : { Balakrishnan, 1988b ) 
For 1 < r < n-1. 
h^.^(x) = Z (-!>'"" f r-1 1 ^ j:j<"^ ...(3.2.14) 
j=r ^ •' 
THEOREM 3.2.6 : ( Balakrishnan, 1988b ) 
For 2 < r < n, 
j=n-r+l ^ •' 
(X) ,..(3.2.15) 
REMARK 3.2.It For the case X.'s are identically distributed , it 
is easy to see 
ti^, .... i_ ,3 
^j=j"<> - E ^ ^ = 1 "-' <><) = [ j ] ^=,'«> 
1<i, <i_ <i .<n 
1 2 n-j 
[i i .] 
1 2 n-j 
It terms of moments relations (3.2.14) and (3.2.15) are written as 
(k) n 
1 — r f * - r -— ir i^i i i n i i v i 
, 2 S; r < n-i 
...(3.2.17) 
Above two relations are quite well known and are due to 
Srikantan(1962). 
Let us suppose h _ _,(>'>jy). 1 ^ r < s < n-1, denc^te the joint 
density function of the r and s orde r statxsticfs in a sample 
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of size n-1 obtained by dropping X from the original set of n 
variables , we have following recurrence relations. 
THEOREM 3.2.7: ( Balakrishnan, 1988b ) 
For 2 < r < s < n, 
^'-'^ ^,s:n^^•'y> ^ ^^-^^ V-l,s:n<^'y^ ^ ^""^"^^ ^ - l ,s-l :n^ ^  ' ^  > 
n 
i=l r-l,s-lin-l ...(3.2.18) 
PR£M)F» Expand the permanent expression of joint density function 
of its first r and last row resrstively then we get 




(n-s+1) h . ^ (x,y) = ^ ( ^ " F (y)) h*"^ ^ , ,(>:,y), 
r—l,5-l:n .''. x r-i,s-l:n-l 
1=1 
...(3.2.21) 
After adding (3.2.19), (3.2.20) and (3.2.21), we get relation 
of Theorem (3.2.7). 
REMARK 3.2.2: 
For the p-outlier model, that is F, = F„ = ...= F = F and 
1 2 n-p 
F ^^ = ... = F = G . relations (3.2.11) and (3.2.18), 
n—p+1 n 
yields the following results respectively. 
•^  h^ (X) + (n-r) h (X) = (n-p) h'"'^-' ,(x) + p h""^ "' <x) 
r+l-.n r:n ^ r:n-l ^ r:n-l 
and 
^^-^^ ^,s:n<^'y> " ^^-^^ V-l,s:n<^'y^ "^  <"-^*^> ^ - 1 , s-1 :n< ^  ' ^^ > 
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= (n-p) ht[i,,_i,,_i(>=-y) - P h^-Ls-l:n-l^^'^^ 
rp-i CG] ^^ 
where h ,(x) and h ,(x)are density function of the r 
r:n-l r:n-l 
order statistics in sample of size n-1 from the p-outlier model 
and the (p-i) outlier model respectively. 
3.3 s RECURRENCE RELATIONS FOR NONIDENTICAL EXPONENTIAL RANDOM 
VARIABLE 
Let us suppose X , X , -.., X are independent rantdom variables 
and X. ha's the exponential distribution with paranteters X >0 
i.e., X. has the density f.(x) = X.e i , x >0, i=l,2,...,n 
and the distribution function 
—X X F.(x) = l - e i , x > 0 , i = l , 2, -.., n. 
Y < Y_ < . . .< Y denote the corresponding order statistics. We 1 2 n 
first derive the m.g.f of Y , Y , - - - . Y and then obtain a 
formula for the m.g.f of Y ,1 < r < n. Which is best suited to 
r • 
derive the moment of Y . We also obtain the m.g.f of range Y -Y,. 
r ^ ^ n 1 
THEOREM 3.3.1 : ( Bapat and Beg, 1989b) 
Let X. ~" exponential (X.), i = 1, 2, •-., n be independent then 
the m.g.f of Y^, Y„, ..., Y exists in a sufficiently small 
1' 2' • n 
neighbourhood of the origin and is given by 
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n ^^(n) n O'(n) cdi-l) n n-1 " i " i 
...(3.3.1) 
PROOF: The Joint density function of Y^, Y^, -.-, Y^ is given by 
^ < y i ^ y-Z ^n > = 2: n K ( i , ^ " ^ - ( i ) ^ , O < y^ < ..-< y„ 
ctfS i V -» 
n 
Hence 
<|) (t^, t ,...,-t^) = E ( e^ ^ i^i ) = ( n ^ i > J •••] 
e^^i y e-J^^o'^./x n ^y^ 
a £ n 
00 CD QD 
"^^^L I - I I = ( n x . ) r I ...I I e-2: < ^ .. - ^ >Vi ^ rf C..S J, J J <^^ ^n ^1 
" ^ yn-2 ^n-i 
We get the result after routine integeration. 
It is possible to obtain the m.g.f. of y by setting t.= O , i ?* r 
in (3.3.1). Now we review another formula for the m.g.f. of y 
which can readily be used to calculate moments. Let us take 
N = I 1, ..., n I . If S c N then S' denote complement of S in N 
which |Sj denote the cardinality of S. If S c N ,define 
x(S) = E ^i 
ies 
THEOREM 3.3.2: ( Bapat and Beg, 1989b) 
Let X. ~ exponential (X.) , i = 1, ..., n be independent and 
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let r be fixed, 1 < r < n. Then the m.g.f. of y is given, for 
sufficiently small t, by 
k4-r+l ^ "-^  J_,e, ^ ^^ "^^  ...(3.3.2) 
PROOF* The result can be proved by induction method. The result 
is trivial if n=l. Suppose the result is true for n-l- If r=l, 
then since Y is exponential (J) X.), (3.5.2) clearly holds so 
suppose r>l. Let S denote the set of permutations of the elements 
of N^  = I 1, ..., j-1, j+l, ...,-n \. 
The (B.g.f. of Y is obtained, by setting t. =0 for all i^r in 
(3.5.1), as 
<t) ( t ) = ( n>^i) 
<y£S X , . (X , , + X , ,,)...(X , ^+..+ X , ,- t) <r X. - t) 
n o'(n) aln) O'(n-l) o'(n) <y(r) *' i 




_ j _ y _ A _ y (-1)*^—i f^-l] 
^-t j=lVi'*j (n X ) k^n-r+l ^" -' 
X(s) 1 X(s)-t 
ScN-* , |SJ=k 
n-l 
k-n+r-1 r k-1 ^ v X(s.) 




Consider S c N. If |Sj = k<n, the coefficient of xi^)~t ^" 
(3.3.3) as well as in (3.3.2) is seen to be 
_,,.-n..-. J K-X ^  
t^ow we show that the coefficient of (J^  X.-t) is also identical 




= ( ^^ '^ X...r'""^'v^-r] {"-\] 
r-Z (E >^ )^ „ ^^ i (n-1)' 
;n-r)! Z (-1) (  L z! (r-z-i) 
z=0 
• E ^ ) (-i> -^^  [:;;^] 
(3.3.4) 
Hence the last step follows from application of binomial theorem. 
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The coefficient of (^  X -t) in (3.3.2) is also given by (3.3.4) 
there by proof is complete. 
From (3.3.2), we obtain by differentiation, 
n 
E (Y " . , . k-n^-r-l r k-1 ^ 
r' = ^ ,, '-'' In-r J . ^ V_.. X(S) 
k = n - r + l *• y 1 r-i _i. 
JSJ=k '"^^' ...(3.3.5) 
n 
•^  k=n-r+l '^  " '^-'|S|=k [X<S)]^ ...(3.3.6) 
From (3.3.5) and (3.3.6), we can get an expression for the 
variance of Y . In special case when \., , \ , Are equal, a 
r 1 n—1 
different formula for the variance of Y has been obtained by 
n 
Groos, hhint and Odeh(1986) . 
I f X . "^  exponent ia l ( i ) , i = 1 , 2 , . . - , n a r e indefiendent then i t 
i s w e l l known (David 1981) t h a t 
^ <V> = E - ^ . . . ( 3 . 3 . 7 ) 
k = n - r + l 
We noticed that i f X . = l , i = i , , n then X(S) = JS( for any 
S c N and since there are I , subset of N of cardinality k, 
I ^ J 
is,5k ^^^ r = I k J " ^ 
Substituting above expression in (3.3.5) we get another expression 
of E (y ) and equate the following binomial identity. 
" , ,,k-n+r-l f k-1 ^f n ^ 1 _ 1 
k=n-r+l *- J \^ J k=n-r+l ... (3.^.8) 
For r = n of the identity of (3.3.8) has been mentioned by 
Fel ler (1968) . But they have not been able to locate the general 
case. 
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THEOREH 3.3.3: ( Bapat and Beg, 1989b) 
Let X '^ exponential (X . ) , i = 1, 2, , n be 
independent and let r be fixed , 1 < r < n. Then the m.g.f. of 
V - Y^  is given by 
r 1 ^ 
^ T X . k^n-r+1 I "->^  J |s|=k ^^^^^ 
^ ...(3.3.9) 
PROOF: The m.g.f. of Y - Y^^ is obtained by setting t^= 1, t = -1, 
t. = O, i ?e_l, , r in (3.3.1) 
4>(t) = ( n ^ i > 
--^n >^ainy <^(n) " ^ a(n-l) ^  *' ' <^c.(n)"--"^ ^ ( r ) - ^^---^ ^ ^ ' 
n 
1 ^rV—^'*'' 
By (3.3.1), h.(t) is the m.g.f. of the (r-l) order 
statistics for the random variables X , ...» ^ _i» ^ .•••» ^ 
By Theorem (3.3.2) 
£\^ J=T,iXj (f] >- ) Tr=n-r+l *- ^ 
X(s) 
Z X(s)-t 
ScN-* , I S I =k 
which complete the proof. 
Put r = n in Theorem(3.3.3) we obtain m.g.f. of the range Y - Y, 
^ n 1 
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from (3.3,9) as 
n-1 
k-1 X(S)X(S ) 
*'^ ' = — 1 ^ J, '-"^  \.?_,. x,s,-t 
...(3.3.10) 
The rA^ moment of the range obtain from differentiation Of 
(3.3.10). Thus we have. 
Again we consider that the random variables X..s are independent 
having exponential distribution with density functions 
f, (X) = — I — e"*'''^ i , X > O , © > O , 
^ ^i ^ ...(3.3.11) 
and d.f. 
F.(x) = 1 - e~^^^ , X > 0 , 0. > O , 
^ ^ ...(3.3.12) 
For i = l, 2, , n , from (3.3.11) and (3.3.12) the 
distributions satisfy the differential equations. 
4 — I 1 - F^(x) j , X > O , 6>^  > O •^i^^^ = — 5 — l-F.(x x > 0 , 6 > ^ 0 , i = l , 2, ...,n 
...(3.3.13) 
k ( k ) Let us denote the single moments E(x ) b y u " , l < r < n and 
k = 1, 2, ... and product moments E (x , x ) by u for 
' ^ r r o s m ' ^ ^ r ^ s m 
l : ^ r < s < n . w e also use u .and u ^ to denote the 
'^rjin-l '^rjsrn-l 
single and product moments of order statistics arising from n-1 
variables obtained from deleting X. from the original n variables 
X , X^, ---» X . With the use of differential equation, we 
established several recurrence relations for single and product 
64 
moments of order statistics and results for multiple outliers 
model are deduced as special case. 
RE3_ATI0NS FOR SINGLE MOMENTS 
THEOREM 3.3.As ( Balakrishnan ,1994 ) 
For n = 1, 2, and k = O, 1, 2, 
(k+1) _ k + 1 (k) 
^l:n , n ^ ^Isn 
r E (1/e.) 1 -..(3.3.14) 
I i=l ^ J 
THEOf^M 3 . 3 . 3 J ( Ba lakr ishnan ,1994 ) 
For 2 < r < n and k = O, 1 , 2 , 
^•^"^> = ^-Ll J (k .1) p^ '^ > . E 4 - ^''V^'^V 
r:n , n ^ 1 ^r:n .*-, 0. ^r-l:n-l (j^(i/e,. j 
..(3.3.15) 
RELATIONS FOR PRODUCT MOMENTS 
THEOREM 3.3.6: ( Balakrishnan ,1994 ) 
For n = 2, 3, 
1 
l,2:n ^ n ^ ) ^l:n "^  ^2 
[ j^(i/e,>] !:n j 
. . . (3.3.16) 
THEOREM 3.3.7: ( Balakrishnan ,1994 ) 
AJ 
For 2 < r < n-i, • 
1 
r,r+l:n . n 
( J^d/.,)] 
[^ V:n •" ^ r+l:n] " - S ^ ^ " ^r-l,r:n-l | 
...(3.3.17) 
THEOREM 3.3.8: ( Balakrishnan ,1994 ) 
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p 
For 3 < s < n , 
1 
1 , 5 : n f. n ( J^(i/e .^ ] 
. . . ( 3 . 3 . 1 8 ) 
THEOREM 3 . 3 . 9 : For 2 < r < s < n «< s - r > 2 , 
, r,s:n W-^ I (A^ r:n ^ ^ s:n ] " J ^ ^ " ^r-l,s-l = n-l 
r ( 1 / 0 . ) \ ^ X A 1 J (^E^d a,)) 
..(3-3,19) 
; ELATIONS FOR p -OUTLIERS MODEL 
I ere we assume that X , X , , ^n-o "^"^  independent Exp(©) 
amjom variables while X ,, .--, X are independent Exp(T) 
n-p+1 n 
andom variables and in independent of X , X , --•» ^^ 1^-0'"^ '^ *^ °''^  
(k) /ariables. Here single moments denoted by p _ [p] and the product 
noment denoted by p _ Cp]. Similarly let us denote single and 
(k ) product 5noments by u ,Cp-l3and fj .Cp-13 respectively. 
"^rrn-l r,s:n—1 
when sample of size n-1 consists of p—1 outliers. 
THEOREM 3.3.10: ( Balakrishnan ,1994 ) 
(a) For n > 1 and k = O, 1. 2, 
(k+1). ^ ^^"^^ (k) r -. 
^l:n fP3 = —^ 5 — ^l:n ^^^ ( ^ ^ ^ ] (3.3.20) 
(b) For 2 < r < n and k = 0, 1, 2, 
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...(3.3.21) 
(c) Fcr n > 2, 
[ -^ * ^ f- J ...(3.3.22) 
(d) For 2 < r < n-1, 
1 
r,r+l:n '^  n-p p 
{ n-p p ^r:n'-^-' ^r+lzn^*^"" © ^r-1 ,r:n-l ""^ ^ T ^r-l,r:n-l 
...(3.3.23) 
(e) for 3 < s < n, 
p. Cp] = i IJ, Cp3 + fJ Cp] 
'^l,s:n '^  - n-p p ^ ) '^l:n ^ '^5:n [V^^] f . . ( 3.3.24) 
(f) For 2 < r < s < n and 5-r > 2, 
1 
P, ..„tP3 = 1,s:n . n-p p 
|^r:ntP^ " ^Brn^^^ ^ —^ ^r-1, s-l :n-l ^ ^^ " ^ V - 1 , s-l :n-l ^  P-^^| 
...(3.3.25) 
REMARK 3.3.1: The recurrence relation in (3.3.20) t:o (3.3.25) 
will enable one to compute all single amd product moments all 
order statistics from p-outlier model in the simple recurrence 
manner . For instant 
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1 
^ CO] = e J: „ ,^, , 
r:n '', n-i+1 
1=1 (2) 2 M^^' [o] = e^ 
r :n 
«- 1=1 (n-i + l) *• 1=1 -' -• 
and 
Similarly recurrence relaticjns for the first two single 
moments and product moments of all ord&r statistics from sample 
containing two outiers and &o-on, can be obtained. 
3.4 RECUERRENCE f^LATIONS FOR PRODUCTS OF MOMENTS AND PRODUCT 
r«JMENTS 
THEOREM 3.4.1: ( Balasubramanian and Beg, Pre-Printed, 1995) 
for l < r < n , l < s < n and n = n + n^ , 
|5j=n^ ^ "^ -^  ^ ^-^ j=0 k=0 »^"l "^  ^ '"2 ^'^ ^^  ^J 
"2-^ r-1 
S| =n-k ^ J j=0 k=0 
L-B-j,n^-r,r-k-l) ^ E {Q2<>^S:S^ ^1 <'^ s+j-l :S ^ } 
» ' ...(3.4.1) 
PROOF: Using (1.9.3), 
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00 
E E g ( x ) E g ( x • ) = £ 
}SJ=n^ 1 5 1 = " ^ ( r - l ) ' ( n ^ - r ) 
P«?r r F ( x ) , 1 - F ( x ) , f ( x ) ] [ S | . ) dx 
I ^^  ( x ) 
- 0 0 
00 
r—1 " i ~ ' ^ 
( & - i ) ! ( n - s ) _ ^ 
2 —CO 
1 ' 2 ' ^ ' 
Per C F { y ) , 1 - F ( y ) , f ( y ) ] C S j . ) dy 
s - 1 n ^ - s 
00 00 
1 1 l^'" ) 9 2 ^ ^ ^ 
—a> - 0 0 
Per C F ( x ) , 1 - F ( x ) , f ( x ) , F ( y ) , 1 - F ( y ) , f ( y ) 3 d x d y 
r—1 n —r s - 1 n ^ - s 
= ' fl I M II 
( r - 1 ) ! ( n ^ - r ) ( s - l ) ) ( n ^ - s ) 
we e v a l u a t e I and I , 
) • ^1 "^  ^2 > ' =^^ ( 3 . 4 . 2 ) 
1 1 ^^"^  ) g o ( y ) 
x < y 
P e r C F ( x ) , 1 - F ( > : ) , F ( y ) , l - F ( y ) , f ( x ) , f ( y ) D d x d y 
r - 1 n - r 
I . = 
^ - \ \ ^ ^ 
s - 1 n - s 1 1 
( x ) g ^ ( y ) P e r C F ( x ) , ( F ( y ) - F ( x ) + ( l - F ( y ) ) 
x < y r - 1 n ^ - r 
6 9 
( 1-(1-F(y)) ), l-F(y), f (>:) , f(y) 3 d>: dy 
5-1 n. 
"CrriJ,! ^^ '^ '^  (y) 
Per CF(x) , F(y) - F(x), 1 , l-F(y) , 1-(1-F(y) f(x), f(y) 3 dx dy 
r-1 J 
n^-r 
k n^-r-j s-1 
x<y 
Q o ^ y ) 
Per C F(x) , F(y) - F(x) , 1 , l-F(y) - f(x) , f(y) 3 dx dy 
r-1 k n-r—j-k-1 
n^ -r 
= E f"l-1 V (-1)"-'"' f \-'l E H.f f g,(x) g^Cy) 
j=0 ^ j J k=0 I »^  J jsj=n-k J ^ J ^ 
• • x<y 
Per [ F(x) , F(y) - F{x) , l-F(y) , f(x) , f(y) ] CSj.) dx dy 
r-1 n-r—j-k-1 
"r^  s-i 
s-k-] E E (-1)^ -^  ' f "i-n f "-'] E '^ 
j=0 k=0 \< ^ J K. ^ J jsj=n-k 
Similarly, using (1.9.3) 
I^ = = 1 h^ (X) g„(y) 
y<^x 
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Per C F ( y ) , 1 - F ( y ) , f ( y ) F(>: ) , 1 - F ( x ) , f ( x ) 3 dx dy 
5 -1 n - s 1 r - 1 " i " * " ^ 
j=0 k=0 ' I j J I i^  J js j=n-k 
s u b t i t u t i n g I and I„ i n ( 3 . 4 . 1 ) and s i m p l i f y i n g , we g e t the 
r e s u l t of TI>eore» (S .^ - r^ l . ) . 
COROLU«Y 3 . 4 . 1 : I f Q^(x) = 1 , Theorem 3 . 4 - 1 . y i e l d s 
1 s - 1 -ic-i c ""'—j-k-1 ^ 
|Sj=n^ ^ " '^^  j=0 k=0 ^"l "^  ^ '"2 ^ '^ " -^^  
2 "^ "^  r - k - 1 
E E « i < V . s ^ + E E (-1) 
|S |=n-k j = 0 k=0 
[n - 5 - j , n - r , r - k - l j , _ , ? . ^ 1 ^1 ^ '^s+j+l :S M 
^ ^ | S | - n - k I J . . . ( 3 . 4 . 3 ) 
Here it is to be noted that if we choose g. (x) and g (x) suitably 
then Theorem(3.4.1) yields identities involving moiniant Qenerating 
functions, characteristic functions and distribution functions. 
THEOREM 3.4.2: ( Beg, 1991) 
For 1 < r < s < n. 
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PROOF: Consider I = ( (r-l)! (s-r-l)l (n-s)! ) ~ ^ J , where 
CD CD 
1 1 '^  
-00 -00 
(X) g^Cy) 
Per C F(x) , F(y) - F(x) , l-F(y) , f(x) , f(y) 3 dx dy 
r—1 s-r—1 n-s 
4 00 00 
5-r—1 
•^-'•^(%^"]I 1 ^.-tSo ' - ^ ' " " r t " ) I I I'-o «2<^ * 
-co —CD 
Per C F(x) , f(x) , F(y) , l-F(y), f(y) ] dx dy 
s-t-2 1 t n-s 
1 00 
i-r-1 
E (-1)= "^  ^  ^f ^ r M E [ g, (X) Per C F(x),f(M) ] 
^ ^ J |S|=s-t-l J ^ 
-00 s-t-2 1 
00 
~oo t n-s 
;j.)dx g2<y) Per C F(y) , l-F(y) , f(y) ] [S' j . ) dy 
,5-r-t-l r s-r-1 
= E (-1)^  ' ^ " f ^  r M E (5-t-2)! f (n-s)' 
^ ^ J |S|=s-t-l t=0 
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^ { ^ l<^s-t-l:S^ } ^  { ^ 2^ ^^ t^ l:s'^  } 
Using (1.9.3) and writing i = t+1, we get 
j= % (-1)^ "'^ "^  -""^TM E (5-i-l)! (i-D! (n-5)! 
i=l ^ — ^ jS|: 
and 
s-r 
s-r-j I - E (-1)- ^-\ r - l ' ] ,3,E^_,- { ^ i<'<s-i:S>} - { -2^Xi:S>} 1=1 . — ^ jSj 
which is the RHS (3.4.4). Further 
r = ( (r-l)f (s-r-l)l (n-5)? > ^ [ j j 9^ <x> Q^^Y^ 
x<y 
Per C F(x) , F(y) - F(x) , l-F(y) , f(x) , f(y) 3 dx dy 
r—1 s-r—1 n-s 
+1 j g^(x) q^(y) 
y<x" 
Per C F(x) , F(y) - F(x) , l-F(y) , f {>:) , f (y) 3 dx dy 
r-1 s-r-1 n-s 
] 




y < x 
P e r [ F ( x ) , F ( y ) - F ( x ) , l - F ( y ) , f ( x ) , f ( y ) ] dx dy 
r—1 s—r—1 n—s 1 
= (-1)^ "^  ^ f f g^(x) g^( 
 y ) 
y*;x 
P ^ r C i - ( l - F ( x ) ) , Fix) - F ( y ) , l - F ( y ) , f ( x ) , f ( y ) 1 d x d y 
r - 1 s - r — 1 n - s 
r - 1 
E , - 1 . - ^ - ^ [ 7^ ] j | . , < . . 9,<v; ) 
I V I I 1 - 1 - ^' • 
k = 0 - . 
y < x 
Per C 1 , l - F ( x ) , F { x ) - F ( y ) , l - F ( y ) , f ( x ) , f ( y ) 3 d x d y 
k r — k - 1 s - r - 1 n—s 
r—1 . „ , . ^ n - s 
E 
k = 0 y < x 
P e r C 1 , F ( y ) , F ( x ) - F ( y ) , F ( x ) , f ( x ) , f ( y ) 3 dx d y 
j + k n - s - j 5 - r - l r - k - 1 1 1 
K=o j = 0 L •'^  J l J J | S | = n - j - k J . J ^ 
y^^ 
P e r [ F ( y ) , F ( x ) - F { y ) , F ( x ) , f ( x ) , f ( y ) 3 [ S | . ) dx d y 
n - s - j s - r - l r - k - l 1 1 
n - 5 r - 1 
j = o k=o C *' j L J J jSJ=n - j - k 
^ ( ^ 2 < " n - s - j + l : S ^ ^ 1 ^ ^ n - r - j + 1 :S > } ( " " ^ " J ) ' ( ^ - r - l ) ' ( r - k - 1 ) - . 
U s i n g ( 1 . 9 . 3 ) and w i t h t h e s i m p l i f i c a t i o n we g e t I e g u a l t o 
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LHS Of (3.4.4) 
COROLLARY 3.4-2: If g^(x) = 1, Theorem(3.4.2) yields 
^ ^ PI ^ ^ ...(3.4.5) 
which is a recurrence relation involving single mcMnents of 
functions of order statistics. 
COROLLARY 3.4.3: For the case'^ of a sample of n independent and 
identically distributed random variables X , X , ..., X having 
pdf f(x) and cdf F(x) Theorem(3.4.2) reduces 
^ { 92<''n-6-J+l=n-j-k> ^1 < "n-r-j ^-1 =n-J-k' } 
Y . - u — [ - - ] [A) 
E ( g,(X ) 1 E I g^Cx. ^ ) I 
^^  1 s-i:s-i J i 2 i:n-s+i J 
..(3.4.6) 
COROLLARY 3.4.4: For the p-Outlier model, that is. F^  = F^ = .. 
= F = F and F ^^ = ... = F = G (Outlier Distribution ) 




^ { ^2<^n-5-j4-l:n-j-k,a ^ ^ 1 < ^ n-r-j+l :n-j-k , a ^  } 
^ ( ^l<^-i:5-x,a^ } ^ { ^2^'^i:n-s-Ki,p-a^ } 
...(3.4.7) 
where X denote the r order statistics from a sample of 
r :n,a 
size n of which a' are outliers. 
3.5 IDETITIES FOR PRODUCT MOMENT 
THEOREM 3.5.1: ( Beg, 1991 ) 
For 1 < 1 < n-2 
ji (n-j-2)! E ( g fx . , ) g„(x . ) ) /- s i^  
1 1 n-j-l:n 2 n-k:n J ...(O.D.I) 
PROOF: 
E ^ ' ^ { 9l^^'n-x-l:S> ^2^^n-i:S> } = ,^,^ . ' (n-i-2)-
>:<y n-i-2 F" 1 
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^ _ ^ _ ^ , I I g j^(x) g 2 < y ) Per [ 1 , F < x ) , f ( x ) , f ( y ) ] dx dy 
x<y i n—i -2 1 
T H : 4 = 5 ^ 1 | ' I ' » ' ^ : ( y ) 
x<y 
P e r C( F ( x ) + ( F ( y ) - F ( x ) ) + ( l - F ( y ) ) , F { x ) , f ( x ) , f ( y ) 3 dx dy 
n - i - 2 1 
(n-i-2)! J J ^l^'^^ 52<y 
x<y 
P e r [ ( F ( y ) - F ( x ) ) + ( l - F ( y ) ) , F ( x ) , f ( x ) , f ( y ) 3 dx dy 
j n - j - 2 1 
j = 0 ' • • ' • ' k=0 l- -I c p 
<n-i-2)^ J J ' l 
x<y 
( X ) g „ ( y ) 
P e r [ F ( x ) , ( F ( y ) - F ( x ) ) , ( l - F ( y ) ) , f ( x ) , f ( y ) 3 dx dy 
n - j - 2 j - k 
J 
E ^ g , { x ^ ) g _ ( x . ) l ( n - j - 2 ) ! ( n - k ) ' k ' 
1 1 n - j - l : n ^2 n - k : n J ( n - i - 2 ) ' 
X J [ ] ] -^ ' ^"-•^ -^ '^ 
j=o kSo ^"-^-2> E | g , ( X . , ) g _ ( x . ) \ \J\ n - j - l : n ^ 2 n - k : n J 
t h u s p r o o f i s c o m p l e t e d . 
We have f o l l o w i n g c o r o l l a r i e s c o r r e s p o n d i n g t o t h e c o r o l l a r i e s 
7 7 
(3.4.1) to (3.4.3) 
COROLLARY 3.5.1: 
SI 
E . ^' ^  { ^ l^ -^ =n-x-l:s'' } 
=n-j V } 
^ ( i ^ 
E E I j J J' <"-
j=0 k=0 ^ -^ ^ 
3 2)' 
(n-i-2) {^l^^n-j-l:n> } (3.5.2) 
COROLLARY 3.5.2: 




= n (n-1) E {gi(x„.i_i,„.i> gj'-n-irn-j') 
. ..(3.5.3) 
Taking g,(x) = g„(x) = x and writing ;^ = E ( X ^ X ), 
r,s:n r:n s:n 
(3.7.3) reduces to theorem 3.1 of Joshi and Balakrishnan (1982) 
COROLLARY 3.5.3: 
' J o [ ' ] [ n-I-a ] ^ {^l^>^n-x-l:n-.,a ' ^^^n-.:n-l,a >} 
E E f n '^ <""j-^  
j=0 k=0 ^ -^ J 
) ! 
(n-i-2) 




For 1 < r < n 
n-1 
n-1 
' |S|=J ...(3.5.5) 
PROOF : Consider the su* of integrals 
_ 00 CO 
-00 -00 
Per C F(x), l-F(y), f(x), f(y) ] dx dy 
j-1 n-j-1 
00 00 
= .?, (j-l)i (n-j-1)! I I ^1^^ ) g 2 ( y ) 
-00 -00 
£ Per [ F(x) f(x) ] [Sj.) Per [ l-F(y) f(y) 1 CS' |. ) dx dy 
|s|=j j-1 r~ n-j-1 r~ 
n-1 p 
" 5 (j-D! (n-j-1)' 3: g^tx) Per C F(x) f(x) ] [Sj.) dx 
^"^ | s | = j -CD -nr ~T~ 
OD 
g^Cy) Per [ l-F(y) f(y) ] CS'|.) dy 
-00 n—j-1 1 
= \ E E {9i(>^j:s> } ^{^2<Xl:S'> } 
|SJ=j 




J — 1 i- J J 
x\y 
Per C F(x) , l-F(y) , f(x) , f(y) ] dx dy + | | g,(x) g^(y) 
^ J J ^ 
j-1 n-j-1 1 i "'y<x 
Per C F(x) , l-F(y) , f(x) , f(y) ] dx dy 1 
j-1 n-j-1 i i 
= X ^(^l<^j:n> } ^{^^'<j.l:n> } ^  ' 
where 
n-1 
j5, (j-1)' (n-j-1)! J J 5l<^> «2^y" 
Per C F(x) , l-F(y) , f(x) , f(y) 3 d>: dy 
j-1 n-j-1 1 
^^=Tr^\ \^i'^' 2^^ v) "E ['J:? ) 
y<x ^ 
Per C F(x) , l-F(y) , f(x) , f(y) ] dx dx 
j-1 n-j-1 1 




Per [ i , (F(x)-F(y)), f(x), f(y) ] dx dy 
n-1 
= (n-2); .?, ( "k^ ] E '^ 'J f ^ l^ '*^  ^2^V) 
jt>j=n-K y<.x 
Per C(F(x:5-F(y)), f(x), f(y) ] [Sj . ) dx oy 
n-k-2 T" T" 
^ jS|=n-k __ 
Puting j = n-k, we get 
J-2 |s|=j 
Here, we see that I is also equal to LHS of (3-5.5) thereby 
complete the proof. 
We have following corollaries corresponding to the corollaries 
(3.4.1) to (3.4.3). 
COROLLARY 3.5.4: 
...(3.5.6) 
Taking g.(x) = g_(x) = x and writing u = E ix I and u 
1 2 ^ ' ^ r i n J ^ r r n J ' ^ r . s r n 




n-1 . X n-1 




^{V^.:,,a>^.-.:,,a>} = .^.^i^m ( "^ ^ 
(3.5.8) 
THEOREM 3.5.3: ( Beg, 1991 ) 
For 1 < r < 5 < n and 1 < k < n-2 
X i i - ] ^  { ^ .-.:n> ^ 2-.:.)} ^ j^ ^ .l ^  —^ ] ^ -^J 
^ ( ^2<>^i:n) ^l^>^s:n4 = E E | g^O^..^)} E | g.Cx^.^. )] 
1^ 1="-' ...(3.5.9) 




n-k+1 . ^ r ^ r r+k 
|S|=n-k ...(3.5.10) 
COROLLARY 3.5.8: 
n-k+1 , ^ t- \ r- r+k ^ I N / - „ ^ ^ 
E { 92"'i=n' « l ' % = n'} = [ n-k) ^ ( 9l<V:n'} ^ { «2<-l = k'} 
..(3.5.11) 
Taking g.(x) = g„(x) = x and writi 
1 ^-
ng u = E -I X i- and fj .„ = 
^^r:n lr:nj '^r,s;n 
E ^x X y , then (3.5.6) reduce to Theorem 3.3 of 1 r:n s:n J 
Balakrishnan(1982). 
COROLLARY. 3.5.9: 
n-k + 1 r •>, r \ r r+k ^ < ^  y -> 
^ { 9 i < V = n-k,.' } E («2"<l,k,p-a' } 
.(3.5.12) 
3.6 RECURRENCE RELATIONS FOR SINGLE MOMENTS IN RIGHT TRUNCATED 
EXPONENTIAL DISTRIBUTION 
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We consider the case when the variables X.'s are independent 
having right truncated exponential distribution with density 
functions 
f i x ) ^ — s"^^^i , O < X < 7 , e^ > O 
a. ( 1 - e^/^ ) ...(i.6.1) 
-x/e. 
1 - e r 
F (X) = , 0 < x < T , d . > 0 
T/e. ^ ...(3.6.2) 
1 - e 1 
for i = l, 2, ..., r*. T denotes the point of truncation on the 
right of the standard exponential distribution from (3.6.1) 
and (3.6.2). 
^ I 1 - F^(x) I + S^ , O < X < T , e^ f^  (X) = — g ^   , X  ^  ,        e, > 0 
..(3.6.3) 
for i = 1, 2, .-., n. where 
-T/e 
^i = e . i 1 ~ e-'^^^i ) ...(3.6.4) 
with the differential (3.6.3), we rewiew several recurrence 
relations for single moments established by Balakrishnan(1994) . 
THEOREM 3.6.1: ( Balakrishnan, 1994 ) 
For k = 0, 1, 2, , 
(k+1) 
^1:1 { ^^  -> ^ l:l - ^1 -''' ] 
1 (3-6.5) 
where S is as define in (3.6.4). 
PROOF: For k = 0, 1, 2, ..., Let us consider 
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(k) _ r ^  k , , 
1:1 = J " ^^^ 
O 
) d>: = ^r^M^-^-} dx 
+ S i | "" "" 
using (3.6.3) and inte g ©rating by parts treating x "for 
integeration , we obtain 
(k) ^ / 1 (k+1) . _ .^k+l \ 
After rearranging we find the result. 
THECHREM 3.6.2: ( Balakrishnan, 1794 ) 
For 1 < r < n-1 and k = O, 1, ..., 
(k+1) _ 
r :n ( J, ''"i ] 
k+1) u + r I —?;— + s . I p , , 
^r:n . . I O. i I '^r—l:n-l 
1=1 '^  1 -^  
r s pfiJ<*^-i> 1 
(3.6.6) 
ri](k+1) 
with the convention that u^ . = 0 . 0:n-l 
PROOF: From (1.9.1), let us consider for 1 < r < n-1 and 
k = 0, 1, : 
• • • • 
{r-l)!(n-r)' <^';^ =^ E f >^'' R F ( x ) f (x) n (l-'"i<>^4 
p J^ a=l *a ^r b=r+l I b J 
= z - g — X n '"^(x) n ] i - F ( x ) l dx + E s 




n j l - F (X)]. dx 
n 1 - F ^ ( x ) l dx - E >'"" n •",(>=) ^(>^) 
i=r V b -^  j = l J a = l a j 
j = l J Q a = l a j 
+ E S. 
P r 
n ] i - F ( x ) l dx + E ^ n '"i<><) ^^ 




. = r + l *^  - b ^ 
n 
n 
b = r + l 
n 
i = l 
( r - D ! ( n - r ) ! /jj.*;^^^ - ( r - 2 ) ! ( r - 1 ) ( n - r ) ! E "4 
r i l l . . C i = l ^ 
i = l 
n 
- ( r - 2 ) ! ( r - l ) ( n - r ) ! E S. M'"^? ^ *'"*'^ ^ 
1 = 1 
We g e t t h e Theorem by r e w r i t i n g ( 3 . 6 . 8 ) . 
(3.6.8) 
THEOREM 3.6.3: ( Balakrishnan, 1994 ) 





3.'^ -k + l .(3.6.9) 
PROOF: From (1.9.1), let us consider for n > 2 and k - O, 1, 
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(n-1) ! ^j (k+1) 
n :n E 
p 
r ^ k "-^ 
J a=l a n 
dx 
= L - 4 — [ x*" "n f^ifx) n ( i - F ( x ) | dx + E s. [ x' 
p i J a=l a b=r '^  n > p n J .^  
n-1 
PI F. (x) dx 
a=l a 
Using (3.6.3) and integrating by parts treting x for 
integration and rest of the integral for differentiation, we 
obtain 
n-1 r T . _ n-1 
(k+1) (n-D! ij^^' = r -^ 
n:n 
P 1. j=l J^ a=l a j 
X) 
|l - F^(x)| dx + I x^ "^ ^ n F^(x) f^( 
^ n-J J^ a = l a n 
X) dx 
O 
n-1 r T 
a?^j 
- E s. 
P n 
.k + 1 
" " ^ r "^  k+1 "^"^ 
J=l Jj^ a=l a J 
X) dx (3.6.10) 
Split the first set of integrals in the first term on the 
RHS of (3.6.10) into two through the term 1 - F (x), we 
n 
obtain 
(k + 1) (n-1) f fj (k) 
n :n E 
p e 
n 
E X -"^  n F^<><> ^ < 
J = l J^^ a = l .5 j 
X) 
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j = l J a=l a j p n L j = l J^ ^ 
n-1 r T 
axj 
n-1 
n F.(x) f.(x) dx 
• • i 1 
a=l a J 
a?«j 
n 
E 1/^ . ;n-l)! u^ *""^ ^^  - (n-2) ! (n-1) n :n 
n 
> , ©. ^n-l:n-i 
1=1 1 
n 
J.^ ^ (n-2)! (n-1) 
n S Ci](k+1) 
> , i '^n-lzn-i 
1=1 
...(3.6.11) 
Thereby we get Theorem(3.6.3) by simply rearranging (3-6.11). 
REMARK 3.6.1: The recurrence relations presented in the 
Theorem(3-6.1) to Theorem(3.6.3) will be able to compute all the 
single moments of all order statistics in a simple recursive 
manner for any specified value of 6. ( i = 1, 2, ..., n ) and 
truncation point T. 
REMARK 3.6.2: Theorem(3.6.1) and Theorem(3.6.2), for the case 
r=l, along with a general relation established by 
Balakri5hnan(1988) which expresses u (k) in terms of the k 
r :n 
moment cf the smallest order statistics in samples of size up to 
n, will also enable to compute all the single moments of all order 
Statistics in a simple recursive manner. Similarly we get for the 
largest order statistic. 
REMARK 3.6.3: For the case when the variables are indepersdent and 
identically distributed as standard right truncated exponential ( 
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that is, e. . - e = 1 ), Theorems (3.6.1) to (3.6.3) reduce n 
to 
(k + 1) 
= (k + 1) /J (k) 1:1 S T 
k+1 k > 0 (3.6.12) 
(k+1) 
- ^ { (k+1) u + n (S+1) /J , . - n S /J 




. . (k+1) 1 r ,.^,. (k) ^ „ rc^, . (k+i) k+1 \ 
And u = < (k+1) u + n (S+1) p , , - n S T v 
n > 2, k > O 




Now consider the case when X . .s are independent and non-
identical ly untruncated exponential distributed which means 
-T/a. 
e X S. = 
1 a. ( 1 - e-"^/^i ) 
J. 
T S O 
For i = l , 2, . . . , n . Then Theorem (3.6.1) to (3.6.3) reduces to 
For n > 1 and k = 0, 1, 2 
(k+1) 
^l:n 








For 2 < r < n and k = O, 1, 2, ... 
1 n { (k + 1) ^''-^ + Z 1/^ A^^"?^''"'^ 
^ "^rtn .^ 1 ^r-l:n-l 
(3.6.15) 
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3.7 RECUERENCE RELATIONS FOR PRODUCT MOMENTS IN RIGHT TRUNNCATED 
EXPONENTIAL DISTRIBUTION 
THEOREM 3.7.1: ( Balakrishnan, 1994 ) 
with S. as defined in (3.6.4), 
1 
1,2:2 11^' 2^:2 > - \^, i^ ^ 1:1 1=1 .(3.7.1) 
PROOF : From (1.9.2.), let us consider 
T T 
^1:2 = ^ 
so that 
^1:2 = ^ 
here 
( \,2 4 > =i: J I X /^'<>%<>^> ^y dx 
0 X 
f • \ (X) I(x) dx 
...(3.7.2) 
X 2 X ^ 
(y) ^ dy + S 
•J dy 
using (3.6.3) and integrating by parts, we get 
T 
K x ) = 9 I - . (y) dy - X < 1 - F. (y) + S. (T-x) i „ 
Now substitute this value in (3.7.2), which gives 
T T 




xy f. (X) f. (y) dy dx 
J^ J ^2 ^2 2 L o X 
I "" %"" { ' - ^ ,"" } dx 
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X f (x) dx - x"^  f. (x ) dx 
O • 0 
Next from (1.9.2), we consider 
..(3.7.3) 
P^.^ = E ( X 






[ y fi (M) f, (y) dx dy 
so that 





= I f. (X) dx 
Jo ^^  
y /• ^ y 
= - ^ I J 1 - F. (X) I dx + S. I dx 
Using (3.6.3) and integrating by parts which yield 
J(y) a. 
1. 
y ^ 1 - F^ (y) V + (X) dx 
now substitute this value in (3.7.4) 
T T 
^-7.7 = E '2:2 *- e. 
P 1 





y \ 1 - F (y) !• t. , (y) dy 
p '.t y f (y) dy 
(3.7.5) 
On adding (3.7.3) and (3.7.5), we get 
91 
t-t^.^ = 
.2:, ^/^x > ^ 1,2:2 -^  ^ .1:, ^x ^ul 
1=1 1=1 
which immediately yields the Theorem 3.7.1. 
THEOREM 3.7.2: ( Balaknshnan, 1994 ) 
For 1 < r < n-2. 
r,r+l :n n ^ 
Li=i ^i 
^ ^r:n * ^r-.l:n > "^  
n r 1 " 1 
> , 1 i '^r-l.rtn-l > , i ^r,r+l:n-l [ ' i—1 _^  x=l J 
(3.7.6) 
with convention that u j = 0 for n > 3. 
O,l:n-l 
PROOF: From (1.9.2), let us consider for 1 < r < n-2 
(r-i)!(n-r-1)! p = (r-l)!(n-r-l ) ! E ( X X^ , 
r:n r:n r+l:n T T 
r r f""! n 
= E X n ^ i (>=) ^ i (X) u '^^ n 
P -^ r. •^,. 3=1 a r r+1 b=r+: O X 
T 





>• n p^ (>-•) -f^ ( X ) i ( x ) dx 
J.-, a=l a "-r (3.7.7) 
K X) = [ f, (y) n I ^ - ^ 
J ^, r+l b=r+2 [ 
F. (y) }. dy 
e — [ n 1 - F^  (y) I dy 
T 
+ S 
r+l J b=r+: 
i - F^ (y) V dy 
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using (3.6.3) and integerating by parts which yields 
Kx) = 
"r + 1 
E [ Y ^ (V) n I ^ - ^ 
j=r+l J j b=r+l I 
n r 




b=r+l [ ^b J J 
. E [ y ^i <y> n | i - F (y) I dy 
r+l [ j=r+2 J j b=r+l l^  b 
b ^  j 
— b=r+l l^  I 
(y) 
Put the above value of I(x) in (3.7.7), we get 
( r - l ) l ( n - r - i ) ! ^ ^ . ^ = E 
e 
P 1 r + l 
T T 
^ 1 1 r - i ;y n F^ (X) ^^  a = l a . (X) -f. ( y ) n \^ - ^i ^y> r j b = r + l t b > dy dx 
b ;-! j 
- [ x^ n ^^ (>^ ) ^  (X) n I 1 - '^i (y> [ 
J,., a = l a r b = r + l [ b J 
dx 
p r + l 
T T 
n r r '""•^ 
E xy n ^ i O^) ^ <x^ ^ 




i=r+2 I b= b ?* j 
F . ( y ) 
b 
- dy dx 
9 3 
r ^ r-l " r 
J ^  a=l a r b=r+2 
(y) y dx 
. ..(3.7.8) 
from (1.9.2), let us write for 1 < r < n-2 
(r-1) ! (n-r-l> ! fj ^^ = Kr-irAn-f-l)'. E ( X^ X ^. 
T y 
r-l 
p J^ J^ a=l a r r+1 b=r+2 
O O 
. (y) I dx dy 
^b J 
= E f y f^ (X) n I i - ^ <y> [ 
J r+l b=r+2 [ b J 
(y) \ J(y) dy 
...(3.7.9) 
where 
J(y) = n F. (X) f. (X 
J^ a=l a r 
) dx 
e 
1 f ""' 
— n ^ tx 
X J^ a=l a 
r O 
1 - F^ (X) J- dx + S X n '^i <x> ^x 
r J^ a=l a 




y n F^  (y) j 1 - F^  (y) 
a=l a 
r-l r r-l r — i p r — X 
E X n ^ (X ) f . 
J=l J Q a=l a J 
(X) ^ 1 - F^ (X) ^ dx 
a ^^  J 
o 




+ s . 
1 
r-l y r-l 
 ± r r J. 
a = l a j = l J a = l a j 
a ^ j 
upon s u b s t i t u t i n g t h i s e x x p r e s s i o n o f J ( y ) i n ( 3 . 7 . 9 ) , we g e t 
( r - l ) ! ( n - r - l ) ! A^^^ , . „ = E 
r + l : n *- 9. 
P ^. 
f y^ n F (X) J 1 - F (y) f (y) fj ] ^ " ^ i ^^ ^ 
J ^ a = l a [ r J r + 1 b=r+2 [ b 
j = l J ^ J ^ a = l ^a ^J L r J V + 1 
n r - i^ ^ 4^ 
b=r+2 [ b J 
d y 
a ?^  J 
d y dx 
. d y dx + f f xy n F^ (X) f (X) f ( y ) n ^ ~ ^x 
J ^ J a = l a r r + l b=r+2 I I 
O x *-
p "" L -^0 ^^^ ^ b=r+2 l^  b J 
r - l p p r - l n f 
- E xy n F (X) f ( x ) f^ ( y ) p ] 
j = l J Q Jj^ a = l a j r + l b = r + 2 [ 
d y 
1 - P^ ( y ) }^  d y dx 
""b 
. . . ( 3 . 7 . 1 0 ) 
Add ing ( 3 . 7 . 8 ) and ( 3 . 7 . 1 0 ) and s i m p l i f y i n g t h e r e s u l t i n g 
e x p r e s s i o n , we g e t 
( r - l ) ' ( n - r - 1 ) ' ( fj + fJ , > 
r : n r + l : n 
n 
= ( E l / a ^ ) ( r - l ) . (n r - l ) . A^  , , , , 
1 = 1 
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n [1] 
i = l 
n 
- (r-2)! (r-1) (n-r-1)! £; [i] e ^r-l,r:n-l 
i=l X 
n [i3 
— tr — ^\ i « t ^ i i ( I I I 4.^- / O . iJ 4 * 
^ 1 '^r-ljrsii-x 
1=1 
Rearranging the above expression yield the proof. 
THEOREM 3.7.3: ( Balakrishnan, 1994 ) 
For n > 3, 
) + = rx ^ < ( W + P 
n-l,n:n f n i | | ^ n-lsn "^nrn 
1=1 1 J n Ci3 n Ci] 
.*^ . 1 1 n-2,n-l:n-l .**. i "^n-lin-l 1=1 ' 1=1 
(3.7.11) 
where S. is as define in (3.6.4) 
1 
PR0C3F: We can prove this theorem in similar fashion as 
proved in previous theorem. 
THECMREM 3.7.4: ( Balakrishnan, 1994 ) 





n r -I ' 
n '^ 5:n .*-, i ^l,5:n-l { 
1=1 J 
.(3.7.12) 
PROOF: From (1.9.2), let us consider for 3 < s < n-1 
(s-2)'(n-s)! u. 
l:n 
(5-2)!(n-s)' E ( X, X^ ) 
1 :n s:ii 
p 
T T ^_^ 
I 1 '<*i,<'<> n 
a=^ 







[-{ V 1 - F. ( y ) y dy dx 
b = s + l I ^b 
p I ^  \ ( X ) I ( x ) dx 
where 
. . . ( 3 . 7 . 1 3 ) 
dy dx Kx) = [ n^ T i (y> - f'i <><>[ U ^^^ n r " ^i ^^4 
J a=2 [ a a J s b = s + l [ b J 
""i J ^ a=2 t a ^ a J b=s L b J 
s J a=2 [ a a J b = s + l t b J 
dy 
dy 
using (3.6-3) and integrating by parts yields 
T 
K x ) = 1 r "^' r ^"' f 
i [ J=2 J^. a=2 [ 
( y ) - F^ ( x ) \ f^ ( y ) 
i :z I a a I j 
A ^ j 
n 
n U - F^ ( y ) ^ dy 
b = 5 + l ( b 
n s - 1 
y n 
a=2 




^ (y) - F^ ( x ) f f . (y) n 
j b=s 
b ^ j 
y n i^i ^y) ~ F^ ( x ) . f^ (y) 
a=2 l a a j 
1 - F. (y) y dv 
^b 
a ;«: j 
" f 1 
n . 1 - F^ ( y ) [ d> 
b = s + l \^ b j 
n p 5 - 1 ' 
^ E y n i" ,^ 
j = s + l J a = 2 
( y ) - F ( x ) ^ f 
1 ' -
a a 
^ (y) n ]^ - ^i 
J b=s+ l |^ I 
{ y ) i dy 
b ;* j 
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Above expression of I (>;) substitute in (3.7.13), which gives 
T T 
( s - 2 ) ' . ( n - s ) ' M^.^ = Z 
e. 
p 1 . S 1 I ^^  ^^ "••' O X 
n T i y^> - ''i <><>[ ^ <v) n 1^ - ^ i ^ ^ 4 
=2 [ ^a a J ^ j b=s y b J a = 
a i^  J 
dy dx 
( y ) 
n p r s - 1 r "j 
n i l - _F ( y ) l dy dx 
=s t S J b  
b ?« j 
E s, - \ ^ f f xy f i (X) ^n^ K ty) - F (x) | f. 
p S [ j = 2 J J ^ ^1 a=2 L a a J J 
a ?! j 
n (^  - i^ ^^ 4 ""^ 
b=s+ l t b J 
(y> 
T T 
E [ [ ^y ^i ^^ ^ n •'^1 <y) - "^ i ^ ^ 4 ^i ^y^ 
j = 5 + l J ^ J 1 a=2 a a j j O X 
n 
n 
b = s + l 
1 - F ( y ) }^  dy dx 
^b 
b ^ J 
Next from (1.9.2) write for 3 < s < n-1 
. (3.7.14) 
.0 (5-2) !(n-5).' ^ = (s-2)! (n-s)! E ( X" X ) 
5:n 1 :n 5:n T 
r ^ 
= E y ^ (y> n 
J 5 b=S+l 







(y) - F^ (x) [• dx 
(y) - F^ (x) } dx 
a a 
, (y) - F^ (X) 
a a 
• d x 
using (3.6.3) and integerating by parts, we get 
J(y) = ~ dx 
1 j=2 J^ a=2 (_ ^a ^ j ^j 
a ?: j 
Above expression of J(y) substitute in (3.7.15), which gives 
T T 
) dx 
(5-2)!(n-s)! p = r - s — 
s:n *^ 6 . 
P 1 




S I, I^  "^  {^  - ^^ /^  E f. . (y) - F. (X) a a f. (X) 1 . J 
a ?= J 
n 
f. (y) n O - F (y) }. dy dx 
's b=s+l ^b 
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T T 
5-1 r f 5-1 
p 1 J=2 J- J a=2 
a =^  j 
F. ( y ) - F . (x)i-f (>;) 
a a I J 




Adding (3.7.14) and (3.7.16) and simplifying the resulting 
expression, we get 
n 
(s-2)«(n-s)! ( A.^.^ + p^.^ ) = ( E i/^i ) (s-2)!(n-s)! u^^^,_^ 
i=l 
n J. . ^  
+ (s-2)! (n-s) (n-s-D! E ^ A^^^^ _ 
i=l ^ ^'=-" ^ 
Rearranging the above expression yield the proof. 
THEOREM 3.7.5: ( Balakrishnan, 1994 ) 
For n > 3 
1 ,n:n n 
( M, + p ) - T r s. pf^-' , 
'^ l:n '^ n:n .^, i '^l:n-l 
1=1 
...(3.7.17) 
PROOF: We can prove this theorem in similar fashion as in 
previous theorem. 
THEOREM 3.7.6: ( Balakrishnan, 1994 ) 
For 2 < r < s < n-1 and s-r > 2, 




^^^ e. 1' ^r-l,5-l:n-l 1 -. -^:i..n-i I (3.7,19) 
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PROOF: Please see the proof of Theorem (3.7.3) 
THEOREM 3.7.7: ( Balakrishnan, 1994 ) 
For 2 < r < n-2. 
r,n:n r y ^ ['•'.=„ ^ -„=n ' J / 4 - ^ X ^r—l,n-l:n-l 
1=1 1 
i •. -;"-. 1 
...(3.7.19) 
REMARK 4.7.4: The recurrence relations presented by Theorems 
(3.7.1)to (3-7.7) will be enable one to compute all the product 
moments and hence the covariances of all order statistics in a 
simple recursive manner for any specified values of ©. ( i = 1, 2, 
..., n ) and the truncation point T. 
REMARK 3.7.5: For the case when random variables independent nad 
nonidentical1ly distributed, previous theorems reduceced as 
(r-1) /J 
r,s:n 






REMARK 3.7.6: Let us consider the case when X.'s are independent 
1 







e. ( 1 - P-"^ , 
for i = i, 2, n. And relatios in previous theorems reduce as 
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for n > 2, 




^ I 1:n 2:n 
itl ^ .. . (3.7.21) 
r,r+l:n 
n 
< ^r:n '" ^ r^-l:n ^ "" J ^ " ^ ^r-l,r:n-i 
...(3.7.22) 










(A* + /J 
'^r:n '^sin 
, ^ _ 1 Ei] 
^ > , " e ~ ^r-l,s-l:n-l 
i = l X 
...(3.7.24) 
3.8. RECURRENCE RELATIONS FOR p- OUTLIER IN RIGHT TRUNCATED 
EXPONENTIAL MODEL 
We assume that X . X^, ..., X _ are independent right 
i. JL n P 
trunc3it&ci e x p o n e n t i a l r andom v a r i a b l e s w i t h p a r a m e t e r O, w h i l e 
n-p+1 * " • X Are independent right truncated exponential n 
random variables with parameter T and they are independent of X , 
X^, ..., X _ ; see Barnett and Lewis (1994). Again let us suppose 
n-p 
(k) 
single moments by JJ " [ D ] and the product moments toy u [p3 
r:n ' ^ r . s r n 
for p outliers model. Similarly we denote vsiingle moment 
(k ) 
M ...Cp-l] and product moment /j ^ _<CP~"1] "^ O"" sample size n-1 
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consisting p-i outliers. 
IDENTITY 3.8.1: ( Balakrishnan, 1994 ) 
For k = 0, 1, • % " • • < 
^1:1 "-"' ^ -T7e- 1 '^^^' l^:n'-"-' I 
k + 1 1 S T ^ 
^ J ...(3.8.1 
IDENTITY 3.8.2: ( Balakrishnan, 1994 ) 
For 1 < r < n-1 and k = 0, 1, 2, , 
(k+l)r„^ _ 
(k+1) 
^ e "*" T ^ •^  
' - 5 f t ' 
(k+1) (k+1) 
A^;:i:;_iCp] - P ( ^  - S^ ) A.;_,,;_ICP-13 - (n-p) S^ p^^^_ Cp] 
„ (k+1) . ,- 1 
T r:n-l j 
...(3.8.2) 
IDENTITY 3.8.3: ( Balakrishnan, 1994 ) 
(k+l)^ , iU Cp] = 
n :n 





(k + 1) ^ i^'Icp] + (n-p) ( ^  - S^ ) 
n :n 
-^'iU^"^ ^ p ' ^ -T '-^^::^-.^p-^ - ]<"-> % *" -T[ ^^" 
.(3.8.3) 
IDENTITY 3.8.4: ( Balakrishnan, 1994 ) 
^1,2:2'^*^^ = -27e- < '^1:2^''^ * ^2:2^^^^^ " ^^ % ^1:1^^^ 
(3.8.4) 
IDENTITY 3.8.5: ( Balakrishnan, 1994 ) 
For 1 < r < n-2 
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Cp-13 
(n-p)( l - % ^ ^ r-l,r:n-ltP^ - P ( T ^ ^ ^^r-l,r:n-l 
- (n-P) S^ ^r,r-Hl:n-l'^P^ " P ^T ^r,r+l:n-l 
Cp-1] 
...(3.8.5) 
IDENTITY 3.8.6: ( Balakrishnan, 1994 ) 
For n > 3 
n^-l,n:n ^^^ " 7^-P 
1 J / jj roi + M .„tp] 
. (n-p)( 1 - S^ ) M,_2,n-l:n-l^P^ - P (f " ^>^n-2,n-l:n-l 
c p - i : 
- <"-P) % "^^n-l:n-l^P^ " ^ ^ 
IDENTITY 3.8.7: ( Balakrishnan, 1994 ) 
T u . t Cp-13 \ T ^n-l:n-l J...(3.8.^) 




( MI,^CP3 + Ms:ntP^^ 
(n-p) S^ M 
IDENTITY 3.8.8: ( Balakrishnan, 1994 ) 
For n > 3 
M, Cp] 
^1 ,n:n 
^ J ( AJ, Lp] + n^-n'^ P-' 
n-P ^ _ ^ ) I 1:" "•" 
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^"-P> % ^^l:n-lt^^ - P ^ ^^l:n-ltP-^^ 
,.,(3.8.8) 
IDENTITY 3.8.9: ( Balaknshnan, 1994 ) 
For 2 < r < s < n-1 and s-r > 2, 
Cp3 = 
r ,s:n — 7 ^ F— \ ' ^r:n--P^ " 
P Cp3) 
- (n-p)( ^ - S^ ) A.,_,^3_,^„_,rp3 - P t f - S^ >^r-l,B-l:n-: Cp-11 
^"-P> S© ^ ^r,B:n-ltP^ " ^ ^ ^r.szn-l^P' 1] 
. ..(3.8.9) 
IDENTITY 3.8.10: ( Balakrishnan, 1994 ) 
For 2 < r < n-2 
Cp3 = 
r ,n :n ( - ^ ^ - - ^ . 
e 
( A^^,„CP3 + A^n:nCP3) 
- (n-p)( ^ - S^ ) M,_i,,_i,,_iCp3 -H P ( ^  - S^ )^r-l,n-l:n-lfP-^^ 
(n-p) S^ T ^^^^_^tpD 




1 . e 
1 - e 
-T/T 
T/e 
1- e -T/T 
and T denote truncation point. 
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C h a p t e r - I V 
RECURRENCE RELATIONS FOR NONINDEPENDENT NONIDENTICAL 
RANDOM VARIABLES 
4.1 INTRODUCTION 
Balakrishnan(1988) derived recurrence relations when random 
variables are inde^pendent and nonidentical ly distributed. Sathe 
and Dixit(1990) established recurrence relations and identities 
for order statistics for the randor variables assumed to be 
nonindependent nonidentically distributed. The recurrence 
relations are given by Sathe and Dixit(1990) are 
•^  ^ .l,n^^=> " "^-"^^ ^ ,n<^^ = J ^ »^^'^,(x>, 
1 < r < n-1 ...(4.1.1) 
and 
•^^ij5+l,n r,s+in r,s,n 
n 
1 ^ r < s < n-1 (4.1-2) 
where F „_.(>:) and F ,(x,y)denote distribution function of 
^ r- f-.-i "^'-' ^ ^ ^  ^ i ' ^ ^  , ) in sample of sire n-1 obtained on 
dropping X. from the original sample of size n. 
Balakrishnan(1992) established some new identities and cjeneralized 
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some of the established results to the nonxndependent 
nonidentically distributed random varible case. These results 
greatly reduce the amount of direct computations when the randor 
variables are not necessarily i.i.d.. To start ixith «e state and 
prove a lemma before stating the main results. 
LEMMA 4.1.1: ( Balakrishnan et al. 1992 ) 
For real positive k and c and a positive integer b, 
b 
Z (-1)^ f ** 1 ^(a+k,c) = /9(k,c+b) 
a=0 
where /?(.,.) is a beta function. 
PROOF: Consider 
b 
on changing the order of summation and integeration, we get 
1 
du 
= I {io'"^'^f'^^" k—1 c—1 U (1-U) du O 
thereby prove the lemma. 
REMARK 4.1.1: The lemma is true for incomplete beta itegrals in 
general and we get 
b 
E^<-'Ma] 'p'-^  ,c) = I (k,c+b) P 
where I (a,b) is defined as the incomplete beta integral given by 
= r u^~^l-u)^'"^ du , I (a,b) I LT (l-U) du  P e (0,1) 
'o 
[i , ..., i _ ] 
L e t F ( x ) , l < r < m < n d e n o t e t^»e d x s t r i b u t i o n 
r , m 
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function of r order statistics in the sample of size m obtained 
on dropping X , X X. from original sample of size 
1 ' 1 ^ 1 
1 2 n—m 
n . F u r t h e r suppose 
' ^ 1 ^ - • - • ^ , - . n ^ 
H ( X ) = y F ^ """• ( X ) . 
r ,m L r ,m 
l < i , < i _ . . . . < i < n 
1 2 n—m 
For m = n , H ( x ) = F ( x ) , l < r < n . 
r , n r , n * 
And when the variables are identically distributed 
H (X) = 
r ,m 
[ " I F (X) 
J^  « J r,m — 
4.2 RESULTS FOR NONINDEPENDENT NONIDENTICALLY DISTRIBUTED RANDOM 
VARIABLES 
RESULT 4.2.1: ( Balakrishnan et al. 1992 ) 
For 1 < r < n 
n 
F (X) = 
r,n j=n-r+l I "--^  J I'J ...(4.2.1) 
(4.2.2) 
PROOF: From Lemma(4.1.1), we have 
F (>0 = "--r^ F^  , (X) . - J - E F''I' ,(X) 
r,n r-1 r-l,n r—1 .'-' __ r-l,n-l 
upon using (4.1.1) to the RHS of the above equation , we get 
F _ ( x ) = -i^Zi;2Hn-r^ ^ ^^^ ^ ,n-r-.A) 
r,n (r-l)(r-2) r-2,n' ' (r~J)(ir-2) 
108 
n [ i ] . n n [i.i^] 
Now repeatthe process of using (4.1.1) for the expression on 
the RHS (r—1) times and simplifying the resulting equation, we 
derive the Result(4.2.1) 
RESULT A.2.2: ( Balakrishnan et aJ- 1992 ) 
n 
r -^^ F (X) = 
^, r r,n' ' 
r=l 
Z /?(r,n-r+l) H (x) 
r=l ^''^ (4.2.3) 
" 1 
r — - — F 
*-, n-r+l r,n 
r=l 
n 
(X) = E /^(r,n-r+l) H (x) 
r=l "^'"^  . (4.2.4) 
PROCF: From Result (4.2.1), we have 
r -=~ F (X) = 
*". r r,n r=l
^ _i_ !^  (-l)J^"-^^- r J-^ 1 H, (x) 
r=l -^  j=n-r+l I " " O i.J 
on interchanging the order of summation and making transformation 
the RHS reduce to 
n 
z 
j = l 
r j - i 
1=0 ^ ^ -^  (n-j+l-l) 
H, (x) 
from lemma (4.1,1) the term inside braces is ,'?(j,n-j+i) thereby 
establish Result(4.2.2). 
For i = 1, 2, ..., define for a fixed n 
f (n+i)(n+i+l) 
^i+k-1 = < 
(n+i+k-2), k = 2, 3, . . . 
k = 1 
. . . ( 4 .2. S ) 
RESULT 4,2.3s ( Balakrishnan et aJ. 1992 ) 
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For i,k = 1, 2, ..., 
T F (x) / ((r+i-l)(r+i) ...{r+i+k-2) I 
" r i-j~.—'-> ^ 
...(4.2.6) 
(4.2.7) 
r F (X) / |(n-r+i)(n-r+i+l) ...(n-r+i+k-1) I 
r=l -^ '^  I ) 
= C ^ E C k - I ^ ) ^(r,n-r-i) H (X) 
i+k-1 r=l ^ -* 
RESULT 4.2.4: ( Balakrishnan et al. 1992 ) 
For k = 1, 2, ..., 
r F {x) / \ r (r+l) ...(r+k-l)(n-r+l) ...(n-r+k) I 
and for k,l= 1, 2, ..., 
r F (X) / i r (r+l) . . .(r+k-l)(r.-r+l) ...(n-r+l) 1 
r=l "^ '^  I J 
^ -t:i 1 ^^-"-^^^^ { [ ^ r r J^ ,r^ >=> 
where C^ and C ^^, are defined in (4.2.5) with i - 1 
C i , . . . , i _ 3 
Let F (x,y) , 1 < r < 5 < m < n denote the 
r.s.m 
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joint distribution function of the r and s order statistics 
from a sample of size m , obtained on dropping X , X. , ...,X. 
^1 ^2 ^n-m 
from original sample of size n. Again suppose 
[ i , ; - - . , i 3 / \ V f- -^  n-m 
( >:, y ) = ) F (>:, y ) , 




1 < i,< i^ < i < n 
1 2 n-m 
For m = n , H ix,y) = F ( x , y ) , l < r < s < n . 
r,s,n ' r,5,n 
RESULT 4.2.5; ( Balakrishnan et aJ. 1992 ) 
For 1 < r < s < n. 
5-1 n 
c- I \ — _. , t .m+n—r—5+1 





( 5-r-l ][ V s ^ ] "l,j+l,m^--^> ...(4.2.10^ 
n-r n 
m+: ^ , s , n ^ - y ^ = E E (-1) 
j=5-r m=r+j 
[ 5-r-l j[ V l J "m-j,m,m^"'^^ ...(4.2.11 
PROOF: Above three idetities &re proved by recurrence relation 
given by Result(4.2.2)-
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r=l s=r+l r,5,n 
= E E /9(s-l,n-5+l) H ^(x,y) 
* - -^  ... (4.2.12) 
n-1 n 
E E -p-F (x,y) 
r=l s=r+l "^  '^5-^n 
n-1 n 
= E E /?(5-l,n-s+l) H ^(x,y) 
r=l s=r+l i,r-n,s 
...(4.2.13) 
n-1 n 
^, ^ ^, n-s-H ^,s,n<^'y-^ 
r=l s=r+l ' ' 
n-1 n 
= E E ^(s-l,n-s+l) H (x,y) 
r=l s=r^-l "^'^'^ 
,. . (4.2.14) 
PROOF: Proof of the above identities are identical as in 
Re5ult(4.2.2). 
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Chap te r - V 
RECURRENCE RELATIONS FOR TWO RELATED MODELS WITH ONE Ol'LJER 
5.1 INRODUCTION 
Govindarajulu( 1963) derived recurrence relations among moment'^ 
oi order statistics in samples from t»Mo related population' for 
symmetric distributions. Khan and Khan(1986) extended >:? the 
truncated exponential and double exponential model for i.i.d. 
case. Balakrishnan and Ambagaspitiya(1988) established recurrence 
relations for two related symmetric outlier models. Furtner, 
Balakrishnan(1989b) derived the generalized case when the order 
statistics arise from two related sets of independent and 
nonidentical distributed random variables. These relations can 
beemployed to simplify the evaluation of the moments of order 
statistics in the symmetric outlier models. Govindarajulu et a,l . 
(1993) established the probablistic proof of recurrence 
relations for the independent and nonidentical distributed random 
varibles. 
We have defined pdf and cdf, covariance sxnti single and 
product moments of simple order statistics and in the presence of 
an outlier in (1.5.2),(1,5.4),(1.6.1) and (1.6.2). 
To devlope the recurrence relations f o r symmetric outlier 
model, we make the following assumpt ions giv&n by Khan et 
ai.(1986) and Balakrishnan et ai.(1988). 
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Let -for 0. 
F (>;) = 2 F(>:) - 1 
2 f(>;) f*(x) (5.1.1) 
and 
G ( x ) = 2 5ix) - i 
g (X) = 2 g(x) 
where f(x) and g(x) are the pdf 
...(5.1.2) 
of order statistics in :he 
presence of no outlier and in the presence of an outlier 
t t 
respectively. The density functions f (x) and g (x) are obtained 
by folding the density functions f(x) and g(x_X at zero 
respectively. Again assume that the single and the product moments 
of order statistics in a random sample of size n dra*-tn from a 
t t t population with pdf f (x)and cdf F (x) b y v _ (k)(l< r < n) and 
I m 1 1 
i> ( l < r < s < n ) respectively. Further we suppose single and 
r,s:n 
product moments of order statistics obtained from a sample of n 
independent random variables out of which (n-1) have pdf f (>;) and 
t t t 
cdf F (x)and one variable has pdf g (x) and cdf G (>;) by 
u (1 < r < n) and u ( l < r ^ s < n ) respectively. 
r:n r,s:n 
5.2 RELATIONS AMONG MOMENTS OF ORDER STATISTICS 
We present the relations established recently by 
Balakrishnan( 1987,1990) which expres the moments u^^^^ (1 < r < n) 
r :n 
and fj in the terms of the moments u ^ , i-> ' (1 i r < n) r ,s:n '^ r :n r :n 
. «(k) « ( k ) , , ^ 
and /J ,i-- ( i < r < . s S n ) 
•^ r ,s:n r,s:n 
RELATION 5.2.1: ( Balakrishnan and Ambagaspitiya, 1988 ) 
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7 ["in '^^ ^u ^ ->^i . [v] 
»(k) ^ ' { n-1 \ , »iK) + r r "~^ 1 ;,*^ *^ ^ i 
...(5.2.1) 
RELATIfW 5.2.2* ( Balakrishnan and Awbagaspitiya, 1998 > 
For 1 < r < s < n 
2 ^r,s:n = J ^ [ i-1 J "r-i,s-i:n-i " iS, I ^ J 
^'!^l-s,i^l-r:i " .% [ " I ' ] ^r-i,s-i:n-i " .^^ [ "-1 ) 
t _ ^"^ r n - i ^ » t 
^i+l-s,i+l-r:i >• I i-1 J '^s-irn-i ^i + l-r:i 
^"^ r n-1 ^ ^* t 
.*^  [^  i J ^'i+l-r:i '^s-irn-i 
^"^ ...(5.2.2) 
REMARK 5.2.1: If the moments /j*^^^^ , v^^^^ , '^^ '^^ ^ and v ^^ 
'^r:m ' r:m '^r,s:m r.srn 
are all available for sample sizes upto n, then all the single 
(k ) 
moments u (1 £ r < n) and the product moments ;_' 
^ r : n ^ r , s : r. 
(1 < r < 5 < n ) of order statistics in a sample of size n from a 
symmetric outlier model, with a single outlier, can be obtained by 
using Relations (5.2.1) & (5.2.2). Thus, for example, given the 
single and product moments of order statistics from standard 
exponential distribution and also the single and product momenta 
of order statistics from the single scale outlier exponential 
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model, the single and the product moments of order statistics from 
the single scale outlier double exponential model can all be 
obtained by using Relations (5.2.1) & (5.2.2). 
REMARK 5.2.2: If G(x) = F(x) 
It means variable X is not an outlier then Relations (5.2.1) *< 






'E f " 1 v*^'^ - - (-1)' L f " 1 
i=o I ^ J r-xsn-i ^^^ L 1 j 
«(k ) 







1^  1 J r-i,s-x:n-i i = s '- ^  ^ 
p* - %^ r " 1 * * 
^i + l-5,i+l-r:i .^^ I i J '^i+l-rri "^s-iin-i 1=0 *- -* ..(5.2.4) 
5.3 RECURRENCE RELATIONS FOR NON I.I.D. RANDOM VARIABLES 
Let us assume that the density functions f .(x' are all 
symmetetric about zero. For x > O, Let 
- 1 G . ( X ) 
1 
2 F . ( X ) 
1 
g^{xj = 2 f^(x) (5.3.1) 
Thereby, the density functions g.(x), i = 1, 2, n, are 
obtained by folding the density functions f (x) at zero. Now 
assume Y, < Y„ < 1: n 2 : r. ^ Y denote t h e order statistics n :n 
obtained from n independent, absolutely continuous random 
variables Y^ ( i = 1, 2, ..., n ), with Y. having pdf g.(x) and 
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( k ) [ i , . . . , i ] 
cdf G.(x). Let us denote i-' , for the :'. single 
moment of Y . and u , for the product moment of 
r:n-l r,5:n-l 
y ^ • ' and Y " , 
r:n-l s:n-l 
i,3 Ci 




r order statistics in a sample of size n-1 obtained by dropping 
Y. , Y. , .... Y. from original set of n variables Y,, Y , 
.., Y^ . 
RELATIOM 5.3.1B ( Balakrishnan, 1989b ) 













+ (-1) E l=r 1 < i < i , < n 
n-1 
(k)Ci, ..., i ] 
l-r+l:l (5.3.2) 
PROOF: From ( 1 . 9 . 3 ) and ( 5 . 3 . 1 ) , we have 
00 
, ( k ) 
r :n 
>-n 
( r - 1 ) ! ( n - r ) ! J r - 1 , n - r (>;) d>; 
CO 
( - 1 ) J n - r , r - 1 
0 
(>;) d>c 
( 5 . 3 . 3 ) 
where 
I , ( x ) = 
r — l , n - r 
1 + G (>:) 1 + G^ (>;) . . . 1 + 6 ( >; ) 
1 2 n 
g ^ ( x ) g o ( > ; ) 
1 - s^(x> 1 - G^o.-) 
g (y<) n 
G ( X ) 
n 
( r - i : 
rows 
( n - r ) 
rows 
1 1 7 
Similarly get the expression for I .(>:). Now using the cauchy 
n-r,r-l 
expression of permanent (Aitkon (1944), P.74), We have 
I , (X) = 
r—1,n-r 
1 + G„(x) 1 + G^(x) 
Qo^x) g3(x) 
1 - G^(x) 1 - G^(x) 
1 + G (X) 
n 
g^(x) 





1 + 6^(x) 
1 + G^(x) 
1 + G^Cx) 
go<x) 
1 - G^(x) 1 - G^Cx) 
1 + G—f^x: 
n 
1 + G (X) 
n 
g^(x) 






By repeating application, we get 
n 
I , {X) 
r-1,n-r ^ ?^ '^ 0,r-2,n-r<>^ > 
1 
J, „ (X) , 1, r-2,n-r 
where J (x)is the permanent obtained from I ^ (x) by 
0,r—2, n-r ^ r—l,n-r 
dropping the first row and i. column and J, „ (x) is the 
i 1,r-2,n-r 
permanent obtained from I . (x) by replacing the first row by 
r-1,n-r r f ^ 





£ - ' - ' " (^ r'j 
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E 
1 < i 
<' i "^^  n 1 • •• ^ r-2-l -
[1 ..., V-1-1^  , , 
where 








1 - G^(x) 1 - G^Cx) ... 1 - G^(x) n-r 
rows 
with columns (ijp i^ > j i -1-1^ have been dropped and by 
realizing that 
CD 




I "^^  '^ r-l,0,n-r (X) dx = (r-i) ! (n-r) ! i^ '^'^^ 
r :n 
We immediately obtain that 
CD 
1 r ,k 




E E ^r-l-n-l 
1=0 1 < i. < ... i. < n "^  ^-" ^ 
( k ) C i , 1, ] 
1 
In the same fashion we get 
CD 
1 r k 
r-l)'(n-r)! ^ n-r,r-1 
"'o 
(X) dx 
n- 1 n ( k ) C i . , - - . 
l=r l < i , < . . . ! ,:Sn 1 n-1 
Now using these expression on the RHS of (5.3,3), we derive 
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the required result, 
REMARK 5.3.1: I f we set ^^ = ^-^ = = F = F and f, = f. n 1 
. . - i - f then Relation (5.3.1) reduces to 
^r:n 
r r 1 r. -
This relation has been devloped by Govindarajulu (1963a). 
REMARK 5.3.2: If we set F, = F_ = ... = F = F and ^, = ^o = -
.. = f = f then for single outlier model relation (5.3.1) reduces 
n 
to 
^J' r n-1 1 <k) , ^ ^k 2, f n-1 ^  (k) 
•^ -^ f n-1 ^ «(k) ^ ... " ^r n-1 ^ »(k) 
1 = 1*. -» l=r^ -^  
This relation has been established recently by Balakrishnan 
(1988b) and has been used by Balakrishnan and Ambagaspitiya (1988) 
in studying the robustness properties of various estxmators of the 
location and scale parameters of the double exponential 
distribution xn the presence of single outlier where u "' denotes 
the k moment in the non-outlier case. 
RELATION 5.3.2: ( Balakrishnan, 1989b ) 





1=0 1 < i < ^1 ^ " 




n ( k ) [ i , , - . - , i „ _ , 3 
1 n-1 
1' • • • ' n-1 
" 1 - 5 + 1 , l - r + l : l 
< n 
E ^ E ^ 5 - l : n - l ^ l - r + l : l 
- • - ~ ^ 1 • • " " 1 ~ 
PRCMDFs I t ' s proof is identical with previous re la t ion . 
. (5 .3 .4 ) 
REMARK 5.3.3X I f we set F, = F„ = - - - = F„ = F a^ id f = f^ = -
1 2 n 1 -^  
. . = f = f then Relation (5.3.2) reduces to t^« corresponding 
n 
result for the product moments that has been dsriv£?d by 
Govindarajulu (1963a). 
REMARK 5.3.4; I f we set F, = F^ = . . . = F , = F and f , = f^ = -
1 2 n-1 1 2 
... = f , = f for single outlier model, then Relation (5.3.2) 
n-1 
reduces to the corresponding result for the product moment that 
has been applied by Balakrishnan and Ambagaspitiya (1988) in 
robustness studies. 
5.4 PROBABLISTIC PROOF FOR INDEPENDENT NON-ID^ENTICALLY 
DISTRIBUTED RANDOM VARIABLES 
Govindarajulu et ai.(1993) has defined X . , i = l , 2, ..., n 
are independent random variables with cdf. F. (x) and pdf. f (;; ) , i 
= 1, 2, ..., n each symmetric about zero. Let Y. = | X | , i = l , 
2, .... n and X. < X„ < . .. < X and Y, < Y^ < ... < 
l:n 2:n n:n l:n 2:n 
Y be the corresponding order statistics. Other notaticns are 
n: n 
same as in section 5.3.. 
Suppose X > O, then the number of ^  ' s < O is at the most 
r :n 
r-1 ; Let us suppose X , X X. Are only X s < 0. It is 
^1 ^2 1^ 
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then readily seen that conditional distribution of X given that 
X , X X are negative is same as the unconditional 
^1 ^2 "l 
distribution of V , , - Suppose X < O then the number of 
r-1:n-l r:n 
X's < 0 is at least r. Now by using similar argument^ it is seen 
that the conditional distribution of X given that X . ? - • • 
r :n ^ ^ .• 
n - l + i 
, X. are n e g a t i v e i s same as the u n c o n d i t i o n a l d i s t r i b u t i o n of 
n 
Y, , II 1 - ^^^^ ^^g R e l a t i o n ( 5 . 3 . 1 ) f o l l o w s . S i m i l a r l y 
1—r+1 
-Re la t ion ( 5 . 3 . 2 ) can be f o l l o w e d . 
C l ^ im^<*^> 
Now assume all X. 's are not symmetric . Let u> -nd 
1 s:n-iii 
C i J , - - • , ijjj ] ) 
u j_ denote the single and the product moments of order 
s,t:n—m 
statistics from the conditional distribution of n-m random 
variables obtained by deleting X. , ..., X. from X^ , X„ X X - 1 1 2 n 1 m 
g i v e n t h a t a l l t h e s e n-m v a r i a b l e s are p o s i t i v e . S i f i i i l a r l y , l e t 
[i ,..-,i 3(k ) [i , . .,,i ] 
— 1 m — 1 m _ . j ^ i . _!• 
V and u . denote the co "responding 
s:n—m s,t:n-m 
moments of order statistics from the conditional distribution 
given that all the n-m variables are negative. Nov« we present the 
following generalii:ed Relations analogous to the 
Govindarajulu et ai.ri993), section 2.3. & 2.4.. 
For 1 < r < n and k = 1 , 2, .... 
(k) _ ^-^ Cil,..., i^Kk) 
r^.-n = ,L , . . . ^ "(i 1=0 1 < i^ < ... i^ < n '"1' • • • ' "l (i, , , i, ) r-1:n-l 
122 
) ^ 'V:l ^ E _ . ^ , n ( i X 
1=5 1 < 1, . , < - . . 1 S n 1 1 
"^^ ^ " ...(5.4,1) 
and for 1 < r < s < n, 
r-l Cij,..., ijl 
r-l [ij^j,..., i„: 
1+1 n 
s-1 Cil,..., ij] _ Cii^i-.i^l 
^ ,E , , . . E , n(i i ) '^s-lrn-l "^ rrl 
l=r 1 < i^  *. ... 1 < n 1 1 
^ ^ ...(5.4.2) 
where 
n, . = p. p. Q. ... Q. 
il(x^,..., aj) 1^ ij Xj^^ x^ ...(5.4.3) 
with P = P ( X < O ) = 1 - Q^ 
REMARK 5.4.1: It is easy to see that the Relations (5.4.1) and 
(5.4.2) simply reduce to Relations (5.3.1) and (5.3.2) for the 
special case when all the X' s are symmetric about zero. In thxs 
case 
n(.^,..., i^ ) = 2-" ^ {-i--.ij^ {l, 2, ..., n} 
5.5 PROBABLISTIC PROOF FOR NON-INDEPENDENT NON-IDENTICALLY 
DISTRIBUTED RANDOM VARIABLES 
Govindarajulu et aJ.(1993) redefine n.- as 
»»(x , . . . ,x ) 
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n,. V = p I X. < 0 .... X. > o, X. > 0 .. X. > o I 
...(5.5.1) 
then the Relations (5.4.1) and (5.4.2) continue to hold even for 
thfc" NI^NI-T/. Cd^e- IL is tht^  ra=ie when X ' ==. iointly have an 
1 
a r b i t r a r y c o n t i n u o u s m u l t i v a r i a t e d i s t r i b u t i o n . 
1 2 4 
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