In real life, there are many dynamic multi-objective optimization problems which vary over time, requiring an optimization algorithm to track the movement of the Pareto front (Pareto set) with time. In this paper, we propose a novel prediction strategy based on center points and knee points (CKPS) consisting of three mechanisms. First, a method of predicting the non-dominated set based on the forward-looking center points is proposed. Second, the knee point set is introduced to the predicted population to predict accurately the location and distribution of the Pareto front after an environmental change. Finally, an adaptive diversity maintenance strategy is proposed, which can generate some random individuals of the corresponding number according to the degree of difficulty of the problem to maintain the diversity of the population. The proposed strategy is compared with four other state-of-the-art strategies. The experimental results show that CKPS is effective for evolutionary dynamic multi-objective optimization.
Introduction
In the real world, there exists a large class of optimization problems which have multiple objectives and those objectives conflict with on another. These kinds of problems are called multi-objective optimization problems(MOPs) [1] . However, real-world problems often contain many uncertain and dynamic factors. For example, air traffic scheduling is usually affected by unexpected events such as bad weather or emergencies. Therefore, it is unlikely that any solutions found for these problems would keep valid for a long time [2] . If objective functions, constraints, or parameters of MOPs change over time, these problems become dynamic MOPs(DMOPs). Due to the presence of dynamics, DMOPs are more difficult to solve than static MOPs. Because evolutionary algorithms perform well when dealing with DMOPs in a new way, they have been widely applied in many areas including scheduling [2, 3, 4] , control [5] , wireless network design [6] , machine learning [7, 8] , and constrained optimization [9] . For example, in [2] , a method of centroid-based adaptation(CBA) was used to solve the problem of mission planning. Mission planning is one kind of the problems of resource-constrained project scheduling(RCPS). There are two objectives in this problem: the execution time of the plan, and the cost of operating capabilities. Also, several timevarying constraints are proposed, including executing time, the failure of capabilities, and change of task-relationship network.
The obtained results showed that CBA was effective for mission planning. The mathematical form of DMOPs is as follows:
min x∈Ω F(x, t) = ( f 1 (x, t), f 2 (x, t), . . . , f m (x, t)) T s.t. g i (x, t) ≤ 0, i = 1, 2, . . . , p; h j (x, t) = 0, j = 1, 2, . . . , q where x = (x 1 , x 2 , . . . , x n ) is the n-dimensional decision vector whose domain of definition is Ω. t represents time variable. F = ( f 1 , f 2 , . . . , f m ) is the m-dimensional objective vector. g represents p-dimensional inequality constraints, and h is q-dimensional equality constraints. The optimal tradeoff solution set is called the Pareto set (PS) in the decision space and Pareto front (PF) in the objective space. When dealing with DMOPs, traditional static optimization methods are not applicable [10, 11] . While using these methods, the population gradually converges to the current environment. At the same time, the gene of the population becomes single, and leads the population to lose diversity. Finding the optimal solution as the environment changes is the challenge of static algorithms in the dynamic environment [12, 13, 14, 15] . Thus researchers need to adjust traditional optimization algorithms to solve DMOPs [4, 16] . The easiest way to solve the problem is to increase the diversity of the population. Therefore, many methods have been proposed, such as hyper mutation methods [4] , random immigrants and other immigrants' methods [17, 18] , employing multiple populations and parallel computing [19, 20] , and applying different crossover and mutation operators [21] . However, there is some blindness only increasing the diversity. The ultimate convergence of the popu-lation needs to be able to independently evolve, so the increase of diversity is not a fundamental method to solve the problem.
Thus, some researchers have introduced other methods, such as the random initialization method [22, 23, 24, 4] , the memory strategy [25, 26, 27, 28, 29, 4, 30, 31] and prediction strategy [32, 33, 34, 35, 36, 37, 38, 39, 40] . The memory strategy responds to the environment by memorizing previous historical optimal solutions so that it can achieve the purpose of fast convergence. However the memory method is also insufficient. For periodic problems, it can achieve good results. However, the memory method has a poor effect for non-periodic problems. The prediction strategy has good results for a variety of problems. This strategy predicts the optimal solution after an environmental change to respond quickly to the environmental changes by using some historical information or other means. In 2006, Hatzakis and Wallace proposed a feed-forward prediction strategy (FPS) [36] which uses historical boundary point information to predict the boundary points in the new environment, and achieved certain results. However, it is difficult to track the PF just by the boundary points. In 2013, Zhou and Jin et al. proposed a population prediction strategy (PPS) [37] which is very effective when dealing with DMOPs. However, the results are poor due to lack of experience in the early learning stage. In 2015, Wu and Jin et al. proposed a directed search strategy [38] , which predictes the population's optimal solution directly using the method of feed-forward center points. This method is effective. However, the whole population predicted by the feed-forward center points, in addition to the nondominated individuals, does include some useless individuals.
In view of these shortcomings, this paper presents a prediction strategy based on center points and knee points. Its main contributions are as follows: (1) The non-dominated set can be directly predicted by using the feed-forward center points, and some useless individuals, which are introduced by using the feed-forward center method to predict the total population directly, are eliminated. (2) The knee point set, which is introduced to the population, can track the PF well, and make the population converge quickly. (3) An adaptive population diversity maintenance mechanism is proposed, which can increase population diversity by introducing random individuals of corresponding number according to the degree of difficulty of the problem.
The rest of paper is organized as follows. Section 2 presents some related work. Section 3 describes CKPS in detail. Section 4 introduces the test problems and evaluation metric. Section 5 gives the experimental results and analysis, and Section 6 gives more discussion. Section 7 outlines the conclusions and future work.
Related work

A general framework of dynamic multi-objective evolutionary algorithm
A general dynamic framework is as follows: (1) Initialize the population and set the relevant parameters. (2) Detect the environmental change. If an environmental change is found, go to step 4; if no change, then go to step 3.
(3) Optimize the problem by evolutionary algorithm. (4) Take a certain response strategy such as re-initialization, memory, prediction, etc., to respond to the environmental change.
(5) Judge the termination conditions. If not terminated, then go to the second step, if terminated, then exit.
Knee point
Many researchers have tried to find the local points or regions with special significance on the PF [41, 42, 43, 44, 45] . The knee point or knee region has been of particular interest to researchers.
The knee point on the Pareto optimal front refers to the point with the maximum marginal rates of return. It means that there is a small improvement in one objective, accompanied by severe degradation of at least one other objective. In addition, Zhang [46] proved that the knee point is better than the other points on the PF in the metric of HV [47] . The higher the HV, the better the convergence and distribution of the population.
There are many definitions for the knee point [48, 49, 50, 46] . In this paper, we use the definition of Das [49] and Zhang [46] . As shown in Figure 1 , A, B, C, D, E, F and G are seven nondominated points, where A and B are the boundary points in the non-dominated set. The perpendicular of C, D, E, F, G to the line L formed by A, B represents the distance, shown in formula (2) . E has the longest distance from the straight line L, so E is the knee point.
The mathematical formula of straight line L is as follows:
The point is K, and the coordinate is (x k , y k ), so the distance of the point K to the line L is as follows: For the minimum problem, only the convex knee region is of special interest [49] . So the formula (2) can be changed as follows:
From formula (3), we can imagine that when the objective number of the optimization problem is greater than two, the line consisting of the boundary points becomes a plane or a hyperplane, and it becomes the distance of the point to the plane or hyperplane.
Predictive strategy based on center points and knee points.
In a dynamic environment, some methods are usually used to predict the population after an environmental change. In this paper, the population is composed of three parts: the first part is a knee point set predicted by historical information; the second part is the non-dominated set predicted by the feed-forward center points, and the third part is the random individuals generated by the adaptive population diversity maintenance strategy, which is called the adaptive random set. The structure is shown in Figure 2 .
Knee point set
Tracking PF or PS has been a hot topic in the dynamic environment. Many dynamic multi-objective optimization problems have been proved to have some regularity among the previous work [37, 51, 52] .
We can use historical information to predict the PF after an environmental change. There have been a number of studies on which information to use to predict the PF. The feed-forward prediction strategy (FPS) [36] proposed by Hatzakis and Wallace uses the Pareto boundary point information to track PF. The predictive multiobjective genetic algorithm(PMGA) proposed by Wu et al. [39] tracked the PF by using the center points generated by clustering the PF. In this paper, we propose a method to track PF with knee point set so as to achieve fast convergence. 
Algorithm 1 Seek the knee point of each partition
Step 1: Layer the population, and then select the individuals in the first layer as the non-dominated set.
Step 2: Seek the boundary individuals in non-dominated set, and the line or plane composed by boundary individuals.
Step 3: Calculate the distance of the point to the line (two objectives) or the plane (three objectives) according to formula (3).
Step 4: According to the number of knee points, num, evenly divide the range of the first objective into num area and then partition the non-dominated set by the value of the first objective of the non-dominated individuals to which partition. Then select the point whose distance is the largest to the straight line or plane in each partition as the knee point. (If a partition is empty, randomly initialize a value. )
Predicting the optimal solution after an environmental change usually requires a great deal of historical information to accumulate experience in a dynamic environment. There is too much information (such as the center point, the boundary points, etc.) on the PF, so it can not be fully predicted. Therefore, if we want to predict the PF, we generally need to select some representative points.
In this paper, we choose the knee point set on the PF to represent the whole PF. Set the number of knee points to be num. The PF is evenly divided into num parts according to the first objective, and then a point, whose distance from the straight line (2 objectives) or plane (3 objectives) composed by connecting the boundary points is the largest, is selected as the knee point of the partition. As shown in Fig. 3 , C, H and J are the knee points of each partition. The detailed steps are shown as Algorithm 1.
We select the knee point set as historical information in every environmental change. The autoregressive(AR) [37] prediction model is used to predict the knee point set of the next environment. And then the PF is tracked to achieve the purpose of fast convergence with the predicted knee point set.
Predicting the non-dominated set by feed-forward center points
The method of feed-forward center points [37, 38, 40, 53, 54] has been widely used to predict the population. However, most of these algorithms are used to predict the whole population with feed-forward center points. Generally, the predicted whole population includes three kinds of individuals: (1) the individuals, which play a role of convergence. (2) the individuals, which play a role of diversity. (3) the individuals, which have a small convergent and diverse effect or has the repeat effect with the first two kinds of individuals. Here, The third kind of individuals are called useless individuals. Therefore we only predict the non-dominated individuals using the method of feed-forward center points. The prediction formula is as follows: (4) where k = 1, 2, . . . , n, n represents the dimension of the decision vector. 
where |P t Non−dom | represents the cardinality of the nondominated set.
As shown in Figure 4 , the hollow circles on the arc lines represent the non-dominated individuals. The red circles represent the centers of the non-dominated sets, and the lines between the center points represent evolutionary directions. The nondominated set of t+1 time step can be predicted by means of the Algorithm 2 Generate random set adaptively Input: N pop , the size of the population pop ; N non−dom , the size of predicted non-dominated set; N kp , the size of predicted knee point set pop kp . Output: pop rand , adaptive random set and its size,N rand .
Step 1: If N kp + N non−dom > N pop , calculate the crowing distance of the individuals in the non-dominated set [10] , and delete the individuals whose crowing distance is the smallest. Set the size of the non-dominated set after deleted to be N ′′ Non−dom , to make it be: (6) where r represents that the individual has r objectives; Non − pop[i + 1]. f k denotes the k-th objective of the (i + 1)-th individual in the non-dominated set. At this time, N rand is 0;
Step 2: If N kp +N Non−dom ≤ N pop, calculate the size of the random set using formula (7) .
Then generate random set pop rand by formula (8) .
where k = 1, 2, . . . , n. n is the dimensions of the decision space; x k represents the random individual in the k-th dimension. low k denotes the lower bound of the k-th dimension of the decision space; up k denotes the upper bound in the k-th dimension in the decision space. Formula (8) denotes that x k is generated randomly between low k and up k .
Step 3: return pop rand and N rand .
non-dominated set of the t time step plus the evolution direction obtained by the method of center point t time step minus center point of t-1 time step. Because it is not an accurate prediction, a Gaussian perturbation is added.
Adaptive diversity maintenance strategy
Maintaining diversity is very important in a dynamic environment. When dealing with optimization problems with static algorithms, the population tends to converge to the current environment and loses diversity, which makes it difficult to find the optimal set when the environment changes. A diversity maintenance strategy based on center points and knee points is proposed to introduce random individuals of different numbers according to the degree of difficulty of the problem.
The more difficult the problem is, the more difficult it is for dynamic multi-objective optimization algorithm to converge toward PF or PS. Under the same optimization generation number, the size of the non-dominated set of the first layer is usually less. On the contrary, the easier the problem is, the easier it will tend to converge toward PF or PS. Under the same optimization generation number, the size of non-dominated set is usually more. Based on the above principle, random individuals of the adaptive number are introduced to keep diversity.
The detailed steps are shown in Algorithm 2. Normally, N pop , which is the size of the population pop, is fixed. And
Algorithm 3 Prediction strategy based on center points and knee points
Initialization: number of time change t: = 0; generation counter gt := 0; total evolution generation number, gmax.
Step 1: Detect the environmental change. If no change, go to Step 7; if change, go to Step 2.
Step 2: Get knee point set using Algorithm 1, pop kp . And its size, N kp .
Step 3: Calculate the center point in each dimension, C t k , using formula (5).
Step 4: Predict the non-dominated set after an environmental change using formula (4), set to be pop Non−dom . The size is N Non−dom .
Step 5: Calculate the adaptive random set, pop rand and its size, N rand using Algorithm 2.
Step 6: Get the new population pop t+1 = pop kp + pop Non−dom + pop rand
Step 7: Optimize the population with optimization algorithm RM-MEAD [55] .
Step 8: If gt > gmax, output pop t , and end; or gt := gt + 1, go to Step 1.
N kp , which is the size of predicted knee point set, is set by parameter, which is also fixed. Nnon-dom, is the size of predicted non-dominated set; So the value of N rand is decided by N Non−dom . According to formula (7), the greater the N Non−dom , the smaller the N rand . Similarly, the smaller the N non−dom , the greater the N rand .
In general, when the multi-objective optimization problem is particularly easy, the optimal solution will be very easy to predict. Meanwhile, the random individuals used to keep diversity are not so important and more random individuals will affect the convergence rate of the population. In this case, N rand in this strategy is relatively small, or even likely to be 0. When the optimization problem is difficult, the predicted non-dominated set is no longer accurate. In this case, a number of random individuals are needed to keep the diversity, and then accelerate the convergence of the population. Consistently, the value of N rand in this paper is also large, just to maintain the diversity of the population.
Detailed description of CKPS
CKPS is under the framework of the dynamic multi-objective evolutionary algorithm. After an environmental change, CKP-S initializes the population so that the population can respond quickly to environmental changes. A detailed description of CKPS is shown in Algorithm 3.
Test problems and performance indicators
Test problems
In this paper, several commonly used dynamic multiobjective test problems are used, such as the FDA test suite [51] , dMOP test suite [52] and F5-F10 [37] . Both the FDA and dMOP test suits are linearly related between decision variables. F5-F10 are the test problems whose decision variables are nonlinearly related. FDA4 and F8 are the problems with three objectives, and the others are problems with two objectives. F9-F10 are the test problems which are more difficult to converge than the other test problems.
Performance indicators
In our experimental studies, we adopted the performance metrics which could help deeply investigate the performance of algorithms, such as convergence and distribution.
(1) Modified Inverted Generational Distance(MIGD) Inverted Generational Distance(IGD) [56, 5] has been widely used to measure both the convergence and distribution. Here, let PF t be a set of uniformly distributed Pareto optimal points of the PF in t time and let P t be an approximation set of PF in t time. IGD metric is defined as follows,
where
|| is the distance between v and P t . |PF t | is the cardinality of PF t . Since the environment is dynamic, it is hard to say which algorithm is better between two algorithms in some situations if only using simply IGD [32] . MIGD metric [30, 37, 57, 53, 54] is a modified version of IGD, which is defined as the average of the IGD values in some time steps over a run.
where T is a set of discrete time points in a run and |T | is the cardinality of T. MIGD is also a comprehensive performance metric like IGD to evaluate the performance of algorithms regarding convergence and distribution. The smaller the value is, the better the performance of the algorithm is.
(2)Modified Hypervolume Difference(MHVD) The Hypervolume Difference(HVD) [32, 58] measures the gap between the hypervolume of the obtained PF and that of the true PF. let PF t be a set of uniformly distributed Pareto optimal points of the PF in t time and let P t be an approximation set of PF in t time.
where HV(S ) is the hypervolume of a set S. MHVD is a modified version of HVD like MIGD to IGD. MHVD is defined as the average of the HVD values in some time steps over a run.
where T is a set of discrete time points in a run and |T | is the cardinality of T. The reference point for the computation of hypervolume is (Z
is the maximum value of the j-th objective of the true PF in t time; M is the number of objectives. MHVD is also a comprehensive metric like HV to evaluate both the convergence and distribution. The smaller the value is, the better the performance of the algorithm is. 
Experimental results and analysis
Parameter settings
The strategies to compare with CKPS are as follows: (1) randomly initialize strategy (RIS), which randomly generates individuals in the feasible region of the decision space. (2) feedforward prediction strategy(FPS) [36] (3) predictive multiobjective genetic algorithm(PMGA) [39] , which tracks the PF by using the center points generated by clustering the PF. (4) population prediction strategy(PPS) [37] . The optimization algorithm uses RM-MEDA [55] to optimize problems in RIS, FPS and PPS. Because NSGA-II was used to optimize problems in original PMGA, the optimization algorithm in PMGA is still NSGA-II here. Run 20 times independently on each problem and there are 100 environmental changes in every run. Environmental change degree nt is 10 and the size of the population is 100. The dimensions of the decision space is 20. The parameter p is 3 and the length of the history information sequence M is 23 in AR(p) model. These parameters are consistent with [37] , [53] . Parameters in FPS: There are 3(m+1) predicted individuals. Seventy percent of the other individuals in the new population inherit the population in the last environmental change, and the other 30% are generated randomly in search space [37] , [53] . Parameters in PMGA: The number of centroid centers is 5 [39] . Parameters in CKPS: The number of knee points is 9. Environmental change detection: Select 5% of the individuals of the population to detect the environmental change. A mismatch in the objective values suggests the environment has changed [37] , [53] .
Comparison of performance evaluation results
In dynamic environments, the performance of different strategies in different periods needs to be discussed in some situations [32, 37, 57, 53] . So, we divided 100 environmental changes into three stages in the experiment: the first stage [59] was carried out to indicate significance between different results at the 0.05 significance level. Table 1 , the five strategies are compared on the FDA test suite and the dMOP test suite whose decision variables are linearly related for MIGD metric. The values in each small cell denote average value and standard deviation. Total represents all environmental changes, which includes 100 environmental changes.
Experimental results of comparison experiment on FDA and dMOP test suits As shown in
(1) For the total stage, CKPS is slightly worse than FPS on FDA2 and dMOP2 whose PS are changeless. But for all the other problems, CKPS is better than the four other strategies. It indicates that CKPS has the ability to quickly respond to environmental changes. The results of RIS are the worst in most cases, which indicates that these prediction strategies are better than random strategy.
(2) For the first stage, CKPS is slightly worse than PMGA on FDA1 and dMOP3. For all the other problems, CKPS is significantly better than RIS, FPS, PMGA and PPS. Exploring its reason to know, both FPS and PPS require the accumulation of experience. Although knee points in CKPS also need the accumulation of experience when predicting the knee points, the non-dominated set can be directly predicted not to accumulate experience. Coupled with the adaptive diversity maintenance mechanism of CKPS, CKPS converges faster than FPS and PPS. However, for the third stage, because the experience has been accumulated enough, PPS is better than CKPS for some test problems.
As shown in Table 2 , the five strategies are compared on F-DA and dMOP test suites for DHVD metric. The comparable results are almost same as MIGD. However, the effect of CKPS seems better in some problems for DHVD. For example, CKPS is better than FPS in all stages on dMOP1 for MHVD metric, but not that for MIGD. The reason may be that the introduction of knee point set makes CKPS seem better on MHVD metric. Table 3 , CKPS is slightly worse than PPS on three-dimensional problem F8 for the total stage, but better than RIS, FPS, PMGA and PPS for the other problems, which indicates that the average performance of CKPS is better. In the early two stages, CKPS is better than RIS, FPS, PMGA and PPS for most of the problems. But for the third stage, PPS is better than CKPS for some problems. Explanations can also be used as explained in Section 5.2.1. F5-F8 are the problems with nonlinear correlation between decision variables. The prediction of population is more difficult than FDA and dMOP test suits for F5-F8. PPS also needs to accumulate experience, and for the third stage, CKPS is slightly worse than PPS except F6. F9-F10 are two more complicated problems than F5-F8. For F9, environmental changes are slight, but sometimes, the Pareto set can jump from one area to another. For F10, the shape of two continual PFs are different. As shown in Table 3 , CKPS is better than PPS at all stages of F9-F10. This may be the fact that the adaptive population diversity maintenance mechanism plays an important role except for knee points. The comparable results in Table 4 are almost consistent with Table 3 .
Experimental results of comparison experiment on F5-F10 As shown in
As shown in Tables 1, 2 , 3 and 4, the standard deviation of CKPS is small. It proves that robustness of CKPS is good. The reason may be that the three mechanisms of CKPS work together to make CKPS have a good robustness. For example, when the problem is easy, the non-dominated set predicted and knee point set predicted play a important role. However, when the problem is difficult, the adaptive diversity mechanism plays a more important role.
Distribution diagram of final population
For a more intuitive comparison, we selected FDA1, dMOP2, F6 and F10 to draw the final population distribution of the five strategies. It is the test problem of fixed PS in Figure 5 , selecting six moments to observe results. Eight moments are selected in the other figures. It can be seen from Figure 5 and Figure  6 that the experimental results are the same as those in Tables  1 and 2 . In the early stages, CKPS has better convergence and distribution, which shows that CKPS can better respond to environmental changes. In the later stage, the effect of PPS and CKPS is the best, and their points are very close to PF. From Figure 7 and Figure 8 , it can be seen that the experimental results are substantially the same as those in Tables 3 and 4 . The problem in Figure 7 is F6, which is a complicated problem. Figure 8 shows a more complex problem, F10. It can be seen that CKPS works very well for complex problems.
More discussion
CKPS includes predicting the non-dominated set by using the feed-forward center points and knee point set using the AR model. It has been widely applied to predict the whole population with feed-forward center points. In this section, CKPS and a common method of predicting the entire population using the feed-forward center points are compared. Here, the method of predicting the entire population using the feed-forward center points is called Center-point Prediction Strategy(CPS). In addition, CKPS with different numbers of knee points are compared to further observe the effect of the knee point on CKPS.
Comparison experiment of CKPS and CPS
A simple form of CPS
A simple form of CPS is as follows:
where k = 1, 2, . . . , n, n represents the dimensions of the decision vector. pop 
Comparison experiment
The parameters of CKPS are consistent with the experimental parameters in Section 5. Here, we selected five test problems: FDA1, FDA4, dMOP1, F5 and F10. These problems are characterized by various difficulties. As shown in Table 5 , CKPS is better than CPS for the most of test problems. For FDA1 and F5, CKPS is better than CPS for all stages. At the beginning stage of FDA4, the effect of CKPS is worse than CP-S. However, at the second and third stage of FDA4, CKPS is better than CPS. It indicates that CKPS are effective on the 3-dimensional problem FDA4. For complex problems F10, the experimental results of CKPS are significantly better than CPS. For more intuitive observation, Figure 9 selected dMOP1 and F10 to show the results which was consistent with Tables 1, 2, 3 and 4. Especially for F10, the advantages of CKPS can be clearly seen from Figure 9 . The effect of CKPS is much better than CPS.
Exploring its reason to know, the reason that CKPS is better than CPS may be the introduction of the knee point set, which makes CKPS better respond to the environment for relatively simple problems, such as FDA and dMOP test suits. For more complex problems such as F10, the experimental results of CKPS are significantly better than CPS. The specific reason may be the adaptive diversity maintenance strategy of CKP-S. Because the adaptive diversity maintenance mechanism of CKPS can introduce random individuals of different numbers according to the degree of difficulty of the problem, CKPS has the powerful ability to deal with complex problems.
Comparison of different numbers of knee points in CKPS
It can be seen from Section 6.1 that the introduction of the knee points in CKPS is undoubtedly a very important part of the strategy in order to make CKPS track the PF more accurately, and respond to the environment faster. For a clearer analysis of the effect of the knee point, we compare the CKPS with the knee points of different numbers.
A simple comparison of CKPS with knee points of different numbers
To analysis simply the effect of knee points on CKPS, a simple comparison of CKPS with knee points of different numbers was done. Because the knee point set was as the guided individuals, the number of knee points should not large. In the experiment, the number of knee points varied from zero to nine and dMOP1 and F10 were selected to observe results.
From Fig. 10 , we can see that the trend of IGD is downward almost the whole on dMOP1 and F10. When the number of knee points is nine, IGD has a smaller value than other numbers. Therefore, the knee point set has the effect to accelerate convergence.
Comparison of two different numbers of knee points in
CKPS We compared the CKPS with zero knee point to the CKPS with nine knee points. Suppose that the number of knee points is k. Let CKPS of k=0 be CKPS(0), and CKPS of k=9 be CKP-S(9). Here, we selected FDA1, dMOP1, dMOP2, F5 and F10 to observe results. From Table 6 we can see that, CKPS(9) is better than CKPS(0) for almost all problems. In Fig. 11 , two representative test questions, dMOP1 and F10, are chosen to describe the IGD trend comparison of CKPS(0) and CKPS (9) over number of changes for 20 runs. It can be intuitively seen that CKPS(9) is much better than CKPS(0) on dMOP1 and F10.
Above all, we know that the introduction of the knee points in CKPS can make the population response faster to the environment.
Conclusions and future work
This paper has presented a novel prediction strategy based on center points and knee points. The non-dominated set predicted by feed-forward center points is the body of the predicted population. The knee point set predicted by prediction model is as the guidance individuals, which makes the strategy track the PF more accurately and respond to the environment faster. The adaptive diversity maintenance strategy can adaptively introduce random individuals of different numbers according to the degree of difficulty of the problem to keep the diversity of the population. We selected the FDA test suite and dMOP test suite, a total of seven test problems whose decision variables were linearly related. In addition, F5-F10 were selected because their decision variables are nonlinear correlation. It can be seen that CKPS was better than RIS, FPS, PMGA and PPS in total, first and second stage. In the third stage, CKPS was better than PPS for most of the problems, but also slightly worse than PPS on other problems. It was because PPS accumulates enough experience to make it better than CKPS in the third stage. It will be also the disadvantage of CKPS. This is the focus of our future work. In Section 6, CKPS and CPS were compared with each other. In addition, CKPS(0) and CKPS(9) were compared. We have found that the introduction of the knee points in CKPS can give more rapid response to the environment. How to better partition knee points and how to better track PF, so as to better reflect the advantage of the knee point is another important work for future study.
