In this paper a new method of construction of a solution for a wide class of fractional order differential equations is presented. This method is a generalization of the method of operator algorithms to fractional order differential equations. Along with this, new types of special functions are introduced and some of their properties are studied.
Introduction
Let X = X(Ω) be a linear vector space of functions defined in a domain Ω ⊂ R n , L 1 and L 2 be two commuting linear operators defined on X, such that L j X ⊂ X, j = 1, 2. The following definition is introduced in [4] : An important particular case of this definition is when L 2 is the identity operator. In this case instead of normalization with respect to the pair of operators (L 1 , L 2 ), we can speak about a normalization with respect to one operator L 1 . If f (x) = 0, then the system {f k (x)} ∞ k=0 is called 0-normed, or simply, normed [1] .
The normed systems possess the following important property that is used in the construction of solutions of differential equations. If the system {f k (x)} ∞ k=0 is f -normed with respect to (L 1 , L 2 ) in the domain Ω such that the series
converges and allows term-wise application of L 1 and L 2 , then the function y(x) satisfies the equation
(1.1) in Ω. It is easy to verify by direct calculation that if {f k (x)} ∞ k=0 is f -normed with respect to L 1 in Ω, and
is f -normed with respect to the pair of operators (L 1 , L 2 ) in the domain Ω. Therefore, in order to construct a solution to equation (1.1), it suffices to find an f -normed system of functions in Ω with respect to the operator L 1 . Note that, this method of construction of a solution in the case of integer order differential equations has been considered in [1] , [4] .
Let α be such that m − 1 < α ≤ m, where m = 1, 2, . . . . Let D α and D α * denote the operators of fractional differentiation of order α in the sense of Riemann and Liouville and Caputo, respectively (see, e.g. [6] , [8] ) defined by
. Here
is the fractional integration operator of order γ > 0 in the sense of Riemann and Liouville. Further, for the pair (α, β), where 0 ≤ β ≤ 1 and m − 1 < α ≤ m, we consider the following "mixed-type" fractional differentiation operator [3] : [3] .
The main goal of the present paper is to construct a solution to the equation
where the parameter λ takes real values and N is an arbitrary natural number. For this purpose, we modify and use the technique based on the method of operator algorithms [1, 4] . We note that the existence and uniqueness of a solution to the Cauchy problem for equation (1.3) has been studied by various authors using other methods (see, e.g. [2] , [5] - [10] and references therein). The commonly used methods among these are the Banach fixed point method followed by the reduction of the Cauchy problem for fractional order differential equation to a Volterra integral equation of second kind, Laplace transform and other integral transform methods. We note also that the operator method of construction of a solution of equation (1.3) for N = 1 by the Laplace integral transformation was considered in [3] .
Construction of a normed system for the operator D α,β

Construction of a normed system in the homogeneous case
In order to construct a normed system with respect to the operator D α,β , where m − 1 < α ≤ m and 0 ≤ β ≤ 1, we need to prove some properties of this operator. First we recall that for μ > −1 (see e.g. [10] )
Equation (2.1) immediately implies the following proposition.
Further, due to the property Γ(z + 1) = z · Γ(z) of the Gamma function, we have
Hence, equation (2.5) can be rewritten in the form
On the other hand, since
Multiplying both sides of equation (2.6) by monomial t −kα−s+δ+α , one obtains
Now, we introduce a notation C(α, β, s, i) by C(α, β, s, 0) = 1 if i = 0, and
Lemma 2.3. For C(α, β, s, i) the following equations hold:
P r o o f. First we prove equation (2.8) . By using the definition of C(α, β, s, i), we have
hence, equation (2.8) holds. Furthermore, it follows from representation (2.7), that C(α, β, s, i) can be written in the form
Equation (2.9), and hence, the lemma is proved. 
Further, it follows from equations (2.6) and (2.9) that
Hence, for each value of s = 0, 1, ..., m − 1, the system (2.10) forms a 0− normed system with respect to the operator D α,β . 2
Now consider the function
Below we prove a property of the function Φ p α,β,s (λ, t) when p = 0. Let δ = (1 − β)(m − α). We introduce the following spaces:
It is obvious that C δ [0, ∞) and C 
where
It is known (see [9] , page 12) that for the Gamma function the asymptotic estimation
holds as z → ∞. Making use of this fact, it follows from equation (2.9) that the series in (2.13) converges for t ∈ [0, ∞), and the function
Further we apply the operator D α,β to the function Φ 0 α,β,s (λ, t). Since the system (2.10) forms a normed system with respect to the operator D α,β , then 
Concluding, we have that the system of the functions
3) when f (x) = 0 and N = 1. Using relation (2.9), one can transform the function Φ 0 α,β,s (λ, t) to the form
, where
is the Mittag-Leffler function (see e.g. [6] , [8] , [9] ).
Theorem 2.2. The function
solves the following Cauchy problem β, s, i) .
Hence,
Therefore, when δ ≥ 0 we get I δ y(t) | t=0 = a 0 . Further, in a similar manner for all k = 1, 2, ..., m−1 one obtains
The latter implies:
Therefore, the function y(t) in (2.14) satisfies initial conditions (2.16) as well. 2
Now we turn our attention to the properties of the function Φ 
Further switching the summing index i to i+1, and taking into account equation (2.8), we have β, s, i) .
Using the identities
valid for i = 0, . . . , p − 2, and In the cases β = 0 and β = 1 this theorem recovers the results of [11] and [12] , respectively.
