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Metode klasterisasi dapat memudahkan pengelompokkan artikel ilmiah. Pelabelan 
klaster diperlukan untuk mengetahui frasa kunci yang merepresentasikan topik bahasan 
kelompok artikel ilmiah. Beberapa klaster artikel ilmiah perlu digabung karena masih 
memiliki kemiripan topik untuk memberikan hasil label klaster yang lebih baik. 
Kemiripan topik dapat diwakili dengan kesamaan relasi kata yang dimodelkan dengan 
graf. Penelitian ini memiliki usulan metode pelabelan klaster artikel ilmiah dengan proses 
penggabungan klaster berdasarkan kesamaan struktur graf representasi klaster. 
Usulan metode terdiri dari : (1) Pengelompokkan artikel ilmiah menggunakan metode 
klasterisasi K-Means++. (2) Ekstraksi kandidat frasa menggunakan Frequent Phrase 
Mining (FPM). (3) Konstruksi graf menggunakan kata – kata pembentuk frasa sebagai 
vertex dan relasi kata sebagai edge berdasarkan Word2Vec. (4) Penggabungan klaster 
dengan pengukuran similaritas klaster berdasarkan struktur Maximum Common Subgraph 
(MCS). (5) Pelabelan klaster pada hasil penggabungan klaster menggunakan metode 
TopicRank. 
Usulan metode dievaluasi pada 2 dataset artikel ilmiah yang memiliki variasi tingkat 
pemisahan dan kohesi klaster. Koherensi topik digunakan sebagai pengukuran evaluasi 
untuk mengukur tingkat keterkaitan topik label klaster pada sebuah klaster. Hasil 
pengujian menunjukkan bahwa dataset yang memiliki tingkat pemisahan dan kohesi 
klaster yang tinggi (homogen) menghasilkan koherensi topik label klaster gabungan yang 
lebih tinggi. Penggunaan relasi kata co-occurrence pada pembuatan graf representasi 
klaster menghasilkan koherensi topik yang lebih baik dibandingkan relasi kata Word2Vec. 
Hal ini disebabkan oleh relasi kata co-occurrence berbasis frekuensi sehingga 
merepresentasikan topik mayoritas klaster. 
Kata kunci: Pelabelan Klaster, Teori Graf, TopicRank, Frequent Phrase Mining, 
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ABSTRACT 
Unstructured scientific articles can benefited by clustering method to group scientific 
articles based on topic similarity. Cluster labeling on the yielded cluster is required to 
discover key phrases that best represent the topics covered. Several clusters still need to 
be bundled because they still have similar topics to give better cluster labels results. In 
addition to word occurences, the similarity of the topic can also be represented by word 
semantic relation that can be modeled with the graph. This research proposes labeling 
clusters of scientific articles with cluster merging as research contribution to provide a 
more representative label of cluster topics. 
This research proposed cluster labeling method with cluster merging process using 
graph model. Graph model approach is choosen because it can map the relationship 
between words, hence representing text semantic information. There are several stages in 
the proposed method. First, K-Means++ clustering method is applied on a collection of 
scientific articles. Second, for each cluster, phrase extraction is executed using Frequent 
Phrase Mining to get word tokens that capable to constitute representative phrase for 
cluster topics. Acquired word tokens used as input to constructing graph representation 
of a cluster. After that, cluster merging is done based on cluster graph similarity using 
Maximum Common Subgraph (MCS) method. Then, the cluster labeling process is 
performed on clusters that have been merged using the TopicRank method. 
Proposed method evaluated on 2 dataset based on the merged cluster label topic 
coherence score, using Word2Vec-based graph model and co-occurence-based graph 
model. Result show that homogenous dataset 1 yield better result than heterogenous 
dataset 2. In addition, the use of co-occurence-based graph produce prefereable result on 
cluster merging process. 
 
Keywords: Cluster Labeling, Graph Theory, TopicRank, Frequent Phrase Mining, 
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1 BAB 1 
PENDAHULUAN 
1.1  Latar Belakang  
Metode klasterisasi dokumen dapat digunakan untuk mengelompokkan artikel 
ilmiah berdasarkan kemiripan topik, namun klasterisasi hanya menghasilkan kelompok 
artikel ilimiah tanpa disertai label topik penelitian yang mewakili kelompok artikel ilmiah 
tersebut. Pelabelan klaster diperlukan untu mencari frasa representasi topik dari kelompok 
artikel ilmiah hasil klasterisasi. 
Pada umumnya pelabelan klaster terbagi ke dalam 2 proses utama, yaitu proses 
ekstraksi frasa kandidat dan proses penilaian frasa. Pada proses ekstraksi frasa, Liao et al 
[1] mengimplementasi proses ekstraksi frasa berbasis aturan yang dibuat secara otomatis 
berdasarkan struktur part-of-speech dari kumpulan judul artikel. Carmel et al [2] 
menggunakan pengukuran Jensen-Shannon Divergence (JSD) untuk mencari kumpulan 
frasa yang memiliki jarak terjauh dengan klaster lainnya. Lopez et al [3] mengembangkan 
metode ekstraksi kata pada dokumen artikel ilmiah dengan menggunakan korpus 
eksternal GRISP dan Wikipedia. GRISP (General Research Insight in Scientific and 
Technical Publication) merupakan basis data terminologi dalam berbagai bidang ilmiah 
[4]. Kemunculan frasa pada basis data GRISP, membuat frasa tersebut lebih penting 
daripada frasa – frasa lainnya. El-Kishky et al. mengusulkan algoritma Frequent Phrase 
Mining (FPM) [5] yang terinspirasi dari algoritma Apriori [6]. Algoritma FPM telah 
dikembangkan untuk menemukan frasa konseptual yang merepresentasikan topik 
penelitan pada artikel ilmiah dengan menambahkan metode heuristik [7]. Penggunaan 
metode heuristik dalam ekstraksi frasa telah terbukti membersikan recall yang tinggi pada 
beberapa penelitian lainnya [8]. 
Pada proses penilaian frasa untuk pelabelan klaster, pendekatan yang paling 
banyak digunakan adalah pendekatan statistik. Pada pendekatan statistik, frekuensi 
kemunculan sebuah kata atau frasa dapat menjadi faktor dalam pemilihan label klaster 
dokumen. Aalla et al. menggunakan pembobotan IDF (Inverse Document Frequency) 
untuk mendapatkan frasa konseptual yang signifikan pada kumpulan artikel ilmiah [7]. 
Suadaa et al. menggunakan pembobotan TF-ICF (Term Frequency – Inverse Cluster 
Frequency) untuk memilih label klaster [9]. TF-ICF menghitung frekuensi kata pada 





menggunakan perhitungan berbasis markov chain untuk menilai frasa kandidat label 
klaster [1].  
Metode penilaian frasa berbasis graf juga telah banyak diusulkan. Mihalcea et al 
[10] mengusulkan TextRank, metode penilaian frasa berbasis graf yang terinsiprasi dari 
algoritma PageRank [11]. CollabRank merupakan metode pengembangan TextRank yang 
menggunakan model graf yang dibuat dari beberapa dokumen dalam klaster yang sama 
untuk mengekstrasi frasa kata kunci pada sebuah dokumen [12]. Liu et al mengusulkan 
TopicRank yang menggunakan persebaran topik dalam perhitungan algoritma TextRank 
untuk meningkatkan cakupan topik yang direpresentasikan frasa kunci [13], dan telah 
dikembangkan oleh Sterckx et al untuk mengoptimalkan efisiensi waktu ekstraksi [14].   
Label kelompok dokumen yang baik harus dapat dibedakan dengan label 
kelompok dokumen lainnya [15]. Namun terkadang proses klasterisasi menghasilkan 
hasil yang kurang optimal (suboptimal) sehingga terdapat beberapa kelompok dokumen 
yang memiliki kemiripan kontekstual [16]. Hal tersebut menyebabkan label kelompok 
dokumen yang dihasilkan sulit dibedakan. Hasil klasterisasi yang suboptimal disebabkan 
oleh beberapa faktor seperti pemilihan jumlah klaster, adanya dokumen yang bersifat 
derau (outlier), dan pemilihan fitur teks [17]. Oleh karena itu, diperlukan proses 
identifikasi dan penggabungan kelompok – kelompok artikel ilmiah yang memiliki 
kemiripan sebelum pelabelan klaster dilakukan. 
Penggabungan klaster telah diusulkan pada beberapa penelitian untuk mengatasi 
berbagai macam permasalahan. Krauza et al. menggunakan penggabungan klaster untuk 
mengatasi hasil klaster yang tumpang tindih pada metode klasterisasi Fuzzy Gustafson-
Kessel (FGK) [18]. Morsier et al. melakukan penggabungan klaster pada klaster yang 
tumpang tindih berdasarkan persebaran outlier antara klaster [19]. Czarnowski et al. 
mengusulkan penggabungan klaster berbasis konsensus dalam pemilihan data untuk 
proses pelatihan model klasifikasi [20]. 
Metode penggabungan klaster yang telah diusulkan pada umumnya 
memanfaatkan pendekatan Vector Space Model (VSM). Pada pendekatan VSM, jarak 
klaster, sebagai kriteria penggabungan klaster, dihitung dalam ruang fitur menggunakan 
perhitungan jarak seperti euclidean distance. Pada penggabungan artikel ilmiah 
pendekatan VSM menganggap bahwa setiap kata bersifat independen terhadap kata 





berhubungan. Hubungan antar kata pada sebuah artikel ilmiah dapat menggambarkan 
unsur semantik yang terdapat pada artikel ilmiah. 
Pendekatan graf merupakan salah satu alternatif pendekatan VSM yang telah 
dijelaskan sebelumnya. Pendekatan graf dapat memetakan kata berdasarkan konteksnya 
dengan merepresentasikan kata sebagai node yang saling berkaitan [22]. Integrasi 
visualisasi pada graf dan metode statistik dapat membantu pencarian fitur penting pada 
data [23], tidak terkecuali fitur semantik teks. Jin et al [24] mengusulkan perhitungan 
similaritas teks berbasis graf menggunakan MCS (Maximum Common Subgraph).  
Perhitungan MCS mencari nilai similaritas antar teks dengan menghitung jumlah node 
dan edge yang sama antara graf representasi teks. Implementasi MCS pada proses 
penggabungan klaster dapat menjadi solusi alternatif penggunaan metode perhitungan 
berbasis VSM. 
Pada penelitian ini diusulkan metode pelabelan klaster dengan proses 
penggabungan klaster menggunakan pendekatan graf. Pendekatan graf dilakukan karena 
dapat memetakan hubungan antar kata yang merepresentasikan informasi semantik teks. 
Pertama, metode klasterisasi k-means++ dilakukan pada kumpulan artikel ilmiah. Lalu, 
pada setiap klaster, ekstraksi frasa dilakukan untuk mendapatkan kata - kata yang 
merepresentasikan topik klaster. Setelah itu, penggabungan klaster dilakukan dengan 
pendekatan graf menggunakan metode Maximum Common Subgraph (MCS). Proses 
pelabelan klaster dilakukan pada kumpulan klaster yang telah digabung dengan 
menggunakan metode TopicRank [14]. Pelabelan klaster TopicRank digunakan karena 
metode ekstraksi frasa yang mengimplementasi klasterisasi topik terbukti menghasilkan 
hasil yang baik menggunakan data abstrak artikel ilmiah [8].  
 
1.2  Perumusan Masalah 
Rumusan masalah yang diangkat dalam penelitian ini adalah sebagai berikut. 
1. Bagaimana cara merepresentasikan klaster artikel ilmiah dalam bentuk 
graf berdasarkan topik? 
2. Bagaimana cara mengidentifikasi beberapa klaster artikel ilmiah yang 
memiliki kemiripan topik? 






1.3  Tujuan 
Tujuan yang akan dicapai dalam pembuatan tesis ini adalah pelabelan klaster 
artikel ilmiah menggunakan TopicRank dan Frequent Phrase Mining (FPM) dengan 
penggabungan klaster berbasis graf. Penggabungan klaster dilakukan menggunakan 
perhitungan similaritas graf representasi klaster berdasarkan struktur Maximum Common 
Subgraph antar graf klaster.  
 
1.4  Manfaat 
Manfaat dari penelitian ini adalah memudahkan pencarian artikel ilmiah yang 
diinginkan dengan membentuk kelompok – kelompok artikel ilmiah yang disertai oleh 
label frasa kunci yang representatif. 
 
1.5  Batasan Masalah 
Batasan masalah pada penelitian ini adalah: 
1. Data dokumen yang digunakan adalah abstrak artikel ilmiah berbahasa 
Inggris dari basis data Aminer pada publikasi IEEE Transactions on 
Computer. 
2. Jumlah dataset asli adalah 12.000 artkel ilmiah yang dibagi ke dalam 2 






2 BAB 2 
KAJIAN PUSTAKA 
Pada bab ini akan dijelaskan tentang pustaka yang terkait dengan landasan penelitian. 
Pustaka yang terkait dianalisa dan dirangkum dalam bentuk studi komparasi. 
2.1  Klasterisasi Dokumen 
Klasterisasi dokumen merupakan sebuah proses yang bertujuan untuk 
mengelompokkan dokumen. Pada penelitian ini akan digunakan dua metode klasterisasi 
dokumen yaitu K-Means++ dan Klasterisasi Hirarkikal. Kedua pendekatan klasterisasi 
dokumen tersebut dijelaskan pada subbab berikut ini. 
2.1.1  K-Means++ 
K-Means++ merupakan metode pengembangan dari metode K-Means untuk 
mengelompokan dokumen [25]. Pada umumnya metode K-Means memilih data titik 
pusat klaster secara acak. Hal tersebut menyebabkan metode K-Means dapat 
menghasilkan solusi yang sub-optimal. Oleh karena itu, K-Means++ mengatasi 
permasalahan tersebut dengan mengoptimasi pemilihan titik pusat klaster awal sebelum 
metode K-Means dijalankan. Pada umumnya K-Means dan K-Means++ menggunakan 
pendekatan VSM (Vector Space Model), dimana dokumen dimodelkan dalam vektor 
yang memiliki kata sebagai fitur. Setelah kumpulan dokumen telah melewati tahap pra-
pemrosesan teks, seluruh kata pada kumpulan dokumen diekstrak untuk dijadikan fitur 
dokumen, pendekatan ini disebut juga “bag-of-words model”. Vektor dokumen dibentuk 
dengan menggunakan pembobotan Tf-Idf (Term Frequency – Inverse Document 
Frequency) pada fitur kata. 
Pada pendekatan VSM, similaritas antar vektor dokumen dapat dihitung dengan 
menggunakan cosine similarity. Jika terdapat 2 vektor dokumen 𝑣1
𝑑 dan 𝑣2
𝑑, maka nilai 
cosine similarity antara 2 vektor tersebut dihitung dengan menggunakan rumus (1), 
dimana |𝑣1





𝑑) =  
𝑣1











Masukkan dari K-Means++ adalah kumpulan dokumen 𝐷 dan parameter jumlah 
klaster 𝑘. Setelah vektor dokumen terbentuk, algoritma K-Means++ dilakukan seperti 
berikut : 
1. Pilih sebuah data dokumen secara acak sebagai centroid awal klaster 1 yang 
dinotasikan sebagai 𝐶1. 
2. Untuk setiap data dokumen 𝑑𝑖 hitung 𝐷(𝑑𝑖) yang merupakan jarak 𝑑𝑖 ke centroid 
terdekat yang sudah terpilih. 




4. Ulangi langkah 2-3 sampai centroid untuk seluruh klaster telah terpilih. 
5. Hitung similaritas dokumen 𝑑𝑖 dengan tiap centroid pada 𝐶 menggunakan rumus (1). 
6.  Dokumen 𝑑𝑖 akan menjadi anggota klaster yang memiliki nilai similaritas centroid 
tertinggi. 
7. Ulangi langkah 2-3 untuk setiap dokumen dalam 𝐷. 
8. Hitung ulang centroid untuk setiap 𝐶𝑖 ∈ 𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠. 
9. Ulangi langkah 5-8, sampai tidak ada dokumen yang berpindah klaster. 
 
2.1.2  Klasterisasi Hirarkikal 
Klasterisasi hirarkikal dokumen teks merupakan metode pengelompokkan 
dokumen yang bekerja dengan membangun sebuah hirarki kelompok dokumen atau 
klaster. Hirarki klaster dapat disebut juga sebagai dendogram. Klasterisasi hirarkikal 
telah digunakan untuk pembentukan taksonomi konsep pada suatu teks [26]. Kelebihan 
klasterisasi hirarkikal dibandingkan dengan metode klasterisasi lain adalah tingkat 
hirarki yang dapat ditentukan sesuai kebutuhan [27]. 
Pada umumnya, pembangunan dendogram menggunakan pendekatan bottom-up 
yang dilakukan secara iteratif. Pada iterasi awal setiap dokumen memiliki klaster 
tersendiri, lalu klaster yang memiliki similaritas tertinggi akan digabung pada setiap 
iterasi selanjutnya. Iterasi akan berhenti, jika nilai similaritas tertinggi kurang dari nilai 
batas yang telah ditentukan. Similaritas antara dua buah dokumen diukur dengan 
menggunakan MCS (Maximum Common Subgraph) yang dijelaskan pada subbab 2.3. 
Setelah dua klaster digabung, nilai similaritas baru antara gabungan klaster tersebut 
dengan klaster lain ditentukan dengan rata – rata dari selisih nilai similaritas antara tiap 





Masukkan metode klasterisasi hirarkikal adalah matriks similaritas klaster yang 
dihitung dengan menggunakan MCS 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑠𝑖𝑚 dan nilai batas similaritas minimum 
𝑚𝑖𝑛_𝑠𝑖𝑚. Alur proses klasterisasi hirarkikal dokumen dijelaskan sebagai berikut : 
1. Cari pasangan klaster 𝑎 dan 𝑏 yang memiliki nilai kedekatan tertingi, [𝑎, 𝑏]  =
 𝑚𝑎𝑥(𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑠𝑖𝑚). 𝑖𝑛𝑑𝑒𝑥(). 
2. Jika nilai kedekatan tertinggi klaster 𝑎 dan 𝑏 kurang dari 𝑚𝑖𝑛_𝑠𝑖𝑚, maka proses 
dihentikan.  
3. Gabung klaster 𝑎 dan 𝑏 menjadi klaster 𝑐. 
4. Perbaharui nilai kedekatan klaster 𝑐 dengan klaster lain pada matriks 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑠𝑖𝑚. 
5. Ulangi langkah 1-4. 
 
2.2  Pra-pemrosesan Teks 
Tahap pra-pemrosesan teks bertujuan untuk membersihkan teks, sehingga teks 
hanya mengandung kata – kata yang diperlukan. Pada penelitian ini, pra-pemrosesan teks 
terdiri dari konversi ke huruf kecil, penghilangan tanda baca, dan penghilangan 
stopwords. 
 
2.3  Perhitungan Similaritas Teks menggunakan Maximum Common Subgraph 
Metode MCS (Maximum Common Subgraph) merupakan metode untuk mencari 
kesamaan sub-struktur yang optimal sama antara 2 graf. MCS dapat digunakan untuk 
menghitung similaritas antar teks berbasis graf [24]. Masukkan dari MCS adalah graf 
representasi teks 𝐺1 dan 𝐺2. Pembuatan graf representasi teks telah dijelaskan lebih detil 
pada subbab 2.5. Keluaran dari MCS adalah sub-graf optimal 𝐺′. Nilai similaritas graf 
representasi teks dapat dihitung dari hasil sub-graf. Alur metode MCS dapat digambarkan 
sebagai berikut : 
1. Cari node yang sama antara 𝐺1 dan 𝐺2, dan tambahkan ke 𝐺
′. 
2. Ambil 2 node yang berbeda pada 𝐺′. Jika kedua node bersebelahan pada 𝐺1 dan 𝐺2, 
maka edge yang menghubungkan kedua node tersebut ditambahkan pada 𝐺′. Bobot 
edge terkecil antara bobot edge di 𝐺1 dan 𝐺2, untuk menjadi bobot edge pada  𝐺
′. 
3. Ulangi langkah 2, sampai tidak ada lagi edge yang bisa ditambahkan ke 𝐺′. 
Setelah sub-graf optimal 𝐺′ didapatkan, similaritas antar graf representasi teks 





pada 𝐺′, 𝑁max (𝐺1,𝐺1) merupakan nilai maksimal total node pada 𝐺1 dan 𝐺2, 𝐸𝐺′ merupakan 
jumlah edge pada 𝐺′, dan 𝐸max (𝐺1,𝐺1) merupakan nilai maksimal total edge pada 𝐺1 dan 
𝐺2. Koefisien 𝛼 merupakan nilai antara 0 dan 1 yang mewakili tingkat kepentingan node 
terhadap edge pada sub-graf. 
 








                   ( 2 ) 
 
2.4  Ekstraksi Frasa menggunakan Frequent Phrase Mining (FPM) 
Pada umumnya dokumen memiliki 2 jenis frasa, yaitu frasa konseptual dan non-
konseptual. Frasa yang merepresentasikan topik penelitian merupakan frasa konseptual. 
El-Kishky et al. mengusulkan penggunaan FPM (Frequent Phrase Mining) untuk 
mengekstraksi frasa dari sebuah korpus [5]. FPM terinspirasi salah satu metode 
penggalian association rule yaitu frequent itemset mining. 
Metode FPM memiliki masukkan berupa kumpulan dokumen 𝐷 = [𝑑1, … , 𝑑𝑛] dan 
sebuah nilai batas minimum frekuensi 𝑐_𝑚𝑖𝑛. Jika ukuran frasa yang akan diidentifikasi 
adalah 𝑛, maka pada iterasi awal nilai 𝑛 = 2. Ukuran 𝑛 akan bertambah seiring dengan 
bertambahnya iterasi. Metode FPM menghasilkan kumpulan kandidat frasa konseptual 
dan frekuensi kemunculannya. Alur metode FPM adalah sebagai berikut : 
1. Ulangi jika 𝐷 ≠ ∅ 
1.1. Ulangi untuk setiap dokumen 𝑑 ∈ 𝐷 
1.1.1. Identifikasi seluruh (𝑛 − 1)-gram pada dokumen 𝑑, dan simpan 
indeks aktif (𝑛 − 1)-gram pada 𝐴𝑑,𝑛−1. Indeks aktif merupakan 
indeks awal sebuah (𝑛 − 1)-gram pada dokumen 𝑑. Sebuah (𝑛 − 1)-
gram tersusun atas kata 𝑤, (𝑛 − 1)-gram = [𝑤𝑖 , . . , 𝑤𝑖+(𝑛−2)], dimana 
𝑖 merupakan indeks aktif (𝑛 − 1)-gram tersebut. 
1.1.2. Hitung frekuensi kemunculan setiap (𝑛 − 1)-gram pada dokumen 𝑑. 
1.1.3. (𝑛 − 1)-gram yang memiliki frekuensi kemunculan kurang dari -
𝑐_𝑚𝑖𝑛, indeks aktifnya akan dikeluarkan dari 𝐴𝑑,𝑛−1. 
1.1.4. Ulangi untuk setiap 𝑖 ∈ 𝐴𝑑,𝑛−1, jika 𝐴𝑑,𝑛−1  ≠ ∅  
1.1.4.1. Jika 𝑖 + 1 ∈ 𝐴𝑑,𝑛−1 maka sebuah frasa 𝑃 dibentuk oleh 





1.1.4.2. Tambahkan penghitung frekuensi frasa 𝑃, 𝑐𝑜𝑢𝑛𝑡(𝑃) + +. 
1.1.4.3. Masukkan frasa P ke dalam n-gram, dan indeks awal frasa 
P ke 𝐴𝑑,𝑛. 
1.1.5. Hilangkan dokumen 𝑑 dari 𝐷, jika 𝐴𝑑,𝑛 = ∅  
1.2. 𝑛 + + 
 
2.5  Representasi Teks dalam Graf 
Cara paling umum untuk merepresentasikan teks adalah dengan pendekatan 
VSM (Vector Space Model). Pendekatan VSM pada umumnya menggunakan frekuensi 
kata sebagai fitur teks. Namun, cara tersebut tidak mempertimbangkan informasi 
semantik dan struktur dari sebuah teks. Model graf dapat merepresentasikan teks secara 
matematis dengan tetap menjaga informasi semantik dan struktur teks [21].  
Sumber teks dapat berupa satu atau banyak dokumen. Setelah melalui tahap pra-
pemrosesan teks, kata – kata pada teks tersebut akan menjadi node. Relasi kemunculan 
bersama (co-occurrence) antar kata digunakan untuk membentuk edge pada graf. Relasi 
kemunculan bersama telah banyak digunakan untuk menggambarkan hubungan 
kontekstual antar kata pada teks [28] [24] [22]. Namun belakangan Word2Vec [29] 
banyak diusulkan untuk mencari similaritas antar kata seperti pada kasus pencarian 
sinonim. Oleh karena itu, pembentukan relasi antar kata pada graf ditentukan dengan 2 
cara yaitu : a) Relasi kata menggunakan Word2Vec, b) Relasi kata menggunakan Co-
occurrence.  
Graf representasi teks dapat dinotasikan sebagai 𝐺 = (𝑉, 𝐸,𝑊), dimana 𝑉 
merupakan kumpulan vertex/node, 𝐸 merupakan kumpulan edge dan 𝑊 merupakan bobot 
untuk setiap edge. Jika 𝑉𝑖 ∈ 𝑉 merepresentasikan node untuk kata 𝑡𝑖, dan 𝑉𝑗 ∈ 𝑉 
merepresentasikan node untuk kata 𝑡𝑗, maka sebuah edge 𝐸𝑖𝑗 ∈ 𝐸 akan dibentuk 
berdasarkan 2 cara yaitu relasi kata Word2Vec dan Co-occurrence. 
a. Relasi Kata Word2Vec 
Word2Vec [29] mempergunakan set teks sebagai masukkan dan memberikan 
keluaran berupa vektor yang merepresentasikan suatu kata melalui proses training. Pada 
pembuatan graf klaster artikel ilmiah, vektor kata yang dihasilkan Word2Vec digunakan 





suatu informasi semantik antar kata. Sehingga bobot edge 𝐸𝑖𝑗, dinotasikan sebagai 𝑤𝑖𝑗 ∈
𝑊 merupakan similaritas vektor Word2Vec antar kata i dan kata j. 
b. Relasi Kata Co-occurence 
Pada relasi kata Co-occurence, bobot edge 𝐸𝑖𝑗, dinotasikan sebagai 𝑤𝑖𝑗 ∈ 𝑊, 
merupakan frekuensi kemunculan bersama yang telah dinormalisasi antara 𝑡𝑖 dan 𝑡𝑗 pada 
maksimum bentang 2 kata. Jika 𝑛𝑖 merupakan frekuensi kata 𝑡𝑖 pada teks, dan 𝑁 
merupakan jumlah kata pada teks, maka bobot kata 𝑤𝑖 dapat dihitung menggunakan 
rumus (3). Bobot edge 𝑤𝑖𝑗 ∈ 𝑊 dapat dihitung menggunakan rumus (4), dimana 𝑤𝑖,𝑗 
frekuensi kemunculan bersama 𝑡𝑖 dan 𝑡𝑗 pada maksimum bentang 2 kata. 
                                                                  𝑤𝑖 = 
𝑛𝑖
𝑁
      ( 3 ) 
 
                                                       𝑤𝑖𝑗 = 
𝑤𝑖,𝑗
𝑤𝑖+ 𝑤𝑗− 𝑤𝑖,𝑗
    ( 4 )
 
2.6  TopicRank 
TopicRank [14] merupakan metode ekstraksi kata atau frasa yang terinspirasi 
oleh algoritma penentuan peringkat PageRank [11]. TopicRank menerima masukkan teks 
yang telah dimodelkan dalam bentuk graf. Teks dapat bersumber dari satu atau banyak 
dokumen. Graf masukkan tersebut memiliki kata sebagai node, dan edge berupa relasi 
antar kata. Pada penelitian ini, edge pada graf masukkan berupa kemunculan bersama 
antar kata (word co-occurrence), dan jenis graf merupakan undirected graph. Konstruksi 
graf sebagai masukkan metode TopicRank dijelaskan lebih detil pada subbab 2.6.  
Pada dasarnya metode TopicRank menentukan tingkat kepentingan sebuah node 
kata berdasarkan informasi global pada struktur graf dan persebaran topik dokumen. 
Dalam hal ini, seluruh teks artikel ilmiah pada sebuah klaster disatukan dan dianggap 
sebagai sebuah dokumen. Metode ini menjalankan PageRank sebanyak jumlah topik yang 
ada. Untuk setiap perhitungan skor setiap node, pembobotan node dilakukan dengan 
menghitung cosine similarity antara vektor probabilitas kata terhadap topik dan vektor 
probabilitas topik terhadap dokumen. Bobot node tersebut digunakan untuk mengganti 
probabilitas random walk pada algoritma PageRank. Vektor probabilitas node kata 𝑉𝑖 





merupakan probabilitas kata 𝑉𝑖 pada topik 𝑧𝑖. Vektor probabilitas topik pada dokumen 
dinotasikan dengan ?⃑? (𝑍 | 𝑑) = [ 𝑃(𝑧1 | 𝑑), . . . , 𝑃(𝑧𝑛 | 𝑑) ], dimana 𝑃(𝑧𝑖 | 𝑑) merupakan 
probabiltas topik 𝑧𝑖 pada dokumen d. Bobot node 𝑉𝑖 dinotasikan dengan 𝑤𝑖
𝑛 dihitung 




?⃑? (𝑉𝑖 | 𝑍) .?⃑? (𝑍 | 𝑑) 
||?⃑? (𝑉𝑖 | 𝑍)|| .  || ?⃑? (𝑍 | 𝑑)||
    ( 5 ) 
 
Jika sebuah graf dilambangkan sebagai 𝐺 = (𝑉, 𝐸,𝑊𝑛, 𝑊𝑒), dimana 𝑉 adalah 
kumpulan vertex/node, 𝐸 adalah kumpulan edge, 𝑊𝑛 adalah kumpulan bobot node, dan 
𝑊𝑒  adalah kumpulan bobot edge. Notasi N merepresentasikan jumlah node yang terdapat 
pada graf. Untuk setiap node 𝑉𝑖  ∈ 𝑉, notasi 𝐼𝑛(𝑉𝑖) merupakan kumpulan node yang 
mengarah ke node 𝑉𝑖, dan notasi 𝑂𝑢𝑡(𝑉𝑖) merupakan kumpulan node tujuan node 𝑉𝑖. 
Relasi antara node 𝑉𝑖 dan 𝑉𝑗 memiliki bobot edge yang dilambangkan dengan 𝑤𝑖,𝑗
𝑒 ∈ 𝑊𝑒 . 
Bobot node 𝑉𝑖 dinotasikan dengan 𝑤𝑖
𝑛 ∈ 𝑊𝑛. Maka, skor node 𝑉𝑖 pada topik z, 
dinotasikan dengan 𝑅𝑧(𝑉𝑖), akan diperbaharui setiap iterasi dengan rumus (6). 
 












 𝑅𝑧(𝑉𝑗)𝑉𝑗 ∈ 𝐼𝑛(𝑉𝑖)  ( 6 ) 
 
Pada rumus (6), 𝑑 merupakan koofisien damping, yang memiliki nilai antara 0 
dan 1. Koefisien damping mewakili kemungkinan loncatan dari sebuah node ke node 
acak. Dalam konteks pe nelusuran web, koefisien damping menggambarkan probabilitas, 
sebesar 𝑑, pengguna untuk memilih link yang tersedia pada halaman tersebut, dan 
probabilitas, sebesar (1 − 𝑑), pengguna untuk pergi ke halaman web yang benar – benar 
acak. Implementasi koefisien damping dapat disebut juga “Random Surfer Model”. 
Pasca-pemrosesan akan dilakukan setelah konvergensi tercapai, yaitu jika nilai 
bobot node 𝑊𝑆(𝑉𝑖) sudah tidak banyak mengalami perubahan. Pada pasca-pemrosesan, 
sejumlah n kata yang memiliki skor bobot node terbesar akan dipilih. Setiap n kata akan 
diperiksa kumpulan in-degree node dan out-degree node milik node kata tersebut, untuk 





kata tersebut akan digabung menjadi sebuah frasa. Keluaran tahap pasca-pemrosesan 
adalah kumpulan kata dan frasa yang dianggap merepresentasikan korpus sumber. 
 
2.7  Koherensi Topik 
Koherensi topik mengukur interpretabilitas topik set label frasa yang dihasilkan 
pelabelan klaster artikel ilmiah. Suatu set label frasa koheren secara topikal jika antara 
satu label dengan label lainnya memiliki keterkaitan kontekstual. Pada penelitian ini set 
label frasa yang dihasilkan oleh pelabelan klaster untuk merepresentasikan topik bahasan 
klaster suatu artikel ilmiah dievaluasi menggunakan koherensi topik. Roder et al telah 
mengusulkan pengukuran koherensi topik yang memiliki performa lebih baik 
dibandingkan usulan metode koherensi topik yang telah ada sebelumnya dalam hal 
korelasinya dengan penilaian manusia [30].    
Misal proses pelabelan klaster menghasilkan sebanyak n label frasa yang 
merepresentasikan topik bahasan klaster artikel ilmiah ke-i yang dinotasikan sebagai 
𝐶𝐿𝑖 = [𝑙1, … . , 𝑙𝑛]. Setiap label frasa 𝑙𝑘 ∈ 𝐶𝐿𝑖 direpresentasikan ke dalam vektor ruang 
frasa 𝑣𝑙𝑘⃑⃑⃑⃑⃑⃑  yang memiliki dimensi sebesar jumlah kata m. Elemen vektor 𝑣𝑙𝑘⃑⃑⃑⃑⃑⃑  ke-j yang 
dinotasikan dengan 𝑣𝑙𝑘𝑗 dihitung dengan (9) yang merupakan perhitungan Normalized 
Pointwise Mutual Information (NPMI). Notasi 𝜖 pada (7) merupakan nilai bias yang 
ditentukan sendiri. 𝑃(𝑙𝑖) merupakan probabilitas kemunculan frasa  𝑙𝑖 pada rentang 
jendela kata (sliding window) yang dinotasikan dengan 𝑛𝑤𝑖𝑛. 𝑃(𝑙𝑖 , 𝑙𝑗) merupakan 
probabilitas kemunculan bersama frasa 𝑙𝑖 dan 𝑙𝑗 pada 𝑛𝑤𝑖𝑛. Probabilitas kemunculan frasa 
dihitung berdasarkan korpus Wikipedia yang terdiri dari artikel Wikipedia dari tahun 
2009. Nilai  𝑛𝑤𝑖𝑛 dan 𝜖 yang digunakan adalah 110 dan 1 sesuai dengan penelitian pada 
[30]. 
 
𝑃𝑀𝐼(𝑙𝑘, 𝑙𝑗) = 𝑙𝑜𝑔
𝑃(𝑙𝑘,𝑙𝑗)+ 𝜖
𝑃(𝑙𝑘).𝑃(𝑙𝑗)
  (7) 
 
𝑁𝑃𝑀𝐼(𝑙𝑘 , 𝑙𝑗) =
𝑃𝑀𝐼(𝑙𝑘,𝑙𝑗)
− 𝑙𝑜𝑔(𝑃(𝑙𝑘,𝑙𝑗)+𝜖)
  (8) 
 






Jika kumpulan vektor konteks frasa 𝑉𝐿 = [𝑣𝑙1⃑⃑ ⃑⃑  ⃑, … . , 𝑣𝑙𝑞⃑⃑ ⃑⃑  ⃑], maka kombinasi 
pasangan vektor konteks kata disimpan dalam 𝑞𝐶2(𝑉𝐿). Koherensi topik set label klaster 
𝐿 dihitung dengan (10) dimana 𝐶𝑜𝑠𝑆𝑖𝑚(𝑆) merupakan cosine similarity dari pasangan 

















3 BAB 3 
METODOLOGI PENELITIAN 
Bab ini akan memaparkan tentang metodologi penelitian yang digunakan pada 
penelitian ini, yang terdiri dari (1) studi literatur, (2) desain dan implementasi, (3) 
pengujian, dan (4) dokumentasi dan pembuatan laporan. Ilustrasi alur metodologi 
penelitian dapat dilihat pada Gambar 3.1. 
 
 
Gambar 3.1 Alur Metodologi Penelitian 
 
3.1 Studi Literatur 
Tahap studi literatur bertujuan untuk mengumpulkan referensi - referensi yang 
dapat menunjang penelitian. Sumber referensi dapat berupa jurnal ilmiah atau buku teks. 
Referensi yang dikumpulkan berhubungan dengan metode pemrosesan teks yang dapat 
dipakai untuk pelabelan klaster khususnya pada dokumen artikel ilmiah. Referensi 
tersebut digunakan untuk merumuskan permasalahan yang menjadi landasan 
dilakukannya penelitian ini dan solusi yang akan diusulkan. Berdasarkan studi literatur 
yang telah dilakukan, informasi yang berkaitan dengan penelitian yang dilakukan ini, 
seperti berikut : 
1. Frasa lebih deskriptif dibandingkan kata dalam melabeli klaster dokumen. 
2. Hasil dari proses klasterisasi mempengaruhi proses pelabelan klaster. 
3. Pendekatan Vector Space Model pada proses klasterisasi tidak 
mempertimbangkan hubungan antar kata pada teks. 
4. Graf dapat memberikan informasi yang lebih mendalam mengenai hubungan 







Data artikel ilmiah yang digunakan untuk tahap pengujian adalah dataset Citation 
dari basis data publikasi ilmiah AMiner1. Seterusnya dataset tersebut disebut sebagai 
dataset asli. Dataset asli tersusun atas artikel ilmiah dari jurnal IEEE Transaction of 
Computers beserta artikel ilmiah kutipannya dan berjumlah ±12.000 artikel ilmiah. 
Skema basis data AMiner yang merupakan sumber dataset dapat dilihat pada Gambar 3.2.  
Dataset asli akan dibagi menjadi dua dataset yaitu dataset 1 dan dataset 2 yang 
memiliki karakteristik data yang berbeda. Dataset 1 memiliki jumlah yang lebih kecil 
dengan kualitas pemisahan antar klaster yang lebih baik daripada dataset 2. Pembagian 
dataset ini bertujuan untuk pengamatan performa usulan metode dalam penggunaan 
dataset dengan variasi karakteristik. Contoh data artikel ilmiah pada dataset tertera pada 
Tabel 3.8. Usulan metode hanya memerlukan kolom judul dan abstrak artikel ilmiah 
untuk diproses selanjutnya. Rata – rata jumlah kata pada dataset artikel ilmiah adalah 
137.2 kata. 
                                                 
1 https://aminer.org/ 
 
Gambar 3.2 Skema Dataset dari Basis Data AMiner 
 








Pseudorandom Testing : Algorithmic test 
generation for high fault coverage is an 
expensive and time-consuming process. As 
an alternative, circuits can be tested by 
applying pseudorandom patterns generated 
by a linear feedback shift register (LFSR). 
Although no fault simulation is needed, 
analysis of pseudorandom testing requires 
the circuit detectability profile. 







3.3 Perancangan Sistem 
 
Gambar 3.3 Alur Proses Metode Usulan 
 
Alur proses metode pelabelan klaster usulan terdiri dari beberapa tahap, seperti 
pada Gambar 3.3. Pertama, tahap pra-pemrosesan teks dilakukan pada kumpulan artikel 
ilmiah sebelum proses klasterisasi dokumen dilakukan. Kedua, pada setiap klaster artikel 
ilmiah, ekstraksi frasa dilakukan untuk mendapatkan frasa – frasa yang 
merepresentasikan topik. Penggabungan klaster dilakukan pada setiap klaster melalui 2 
tahap, yaitu konstruksi graf representasi klasters dan penggabungan klaster menggunakan 
pengukuran similaritas dengan Maximum Common Subgraph (MCS). Pada tahap 
konstruksi graf representasi klaster, untuk setiap klaster artikel ilmiah, kata – kata yang 
menyusun frasa – frasa dari keluaran tahap ekstraksi frasa digunakan untuk menjadi node, 
dan relasi kemunculan bersama (co-occurrence) antar kata digunakan untuk menghitung 





graf klaster yang telah dibuat. Klaster – klaster yang memiliki nilai similaritas MCS yang 
lebih dari nilai batas akan digabungkan pada tahap penggabungan klaster. Pelabelan 
klaster dilakukan untuk setiap klaster hasil proses penggabungan klaster. Konstruksi graf 
representasi klaster akan dilakukan kembali menggunakan klaster hasil penggabungan 
untuk menjadi masukkan metode ekstraksi frasa kunci TopicRank. Keluaran dari proses 
ekstraksi frasa kunci adalah n label frasa terbaik untuk merepresentasikan klaster artikel 
ilmiah. Tahap – tahap proses metode usulan akan dijelaskan pada subbab berikut.  
Implementasi usulan metode menggunakan bahasa pemrograman python2.7 dan 
python3.6. Beberapa pustaka (library) pendukung digunakan dalam merangcang sistem 
usulan metode dan proses evaluasi. Detil penggunaan pustaka pendukung dalam setiap  
tahap perancangan sistem dapat dilihat pada Tabel 3.2.  
 
3.3.1  Pra-pemrosesan Teks (P1 pada Gambar 3.3)  
Tahap pra-premosesan teks bertujuan untuk mempersiapkan data teks untuk dapat 
diproses pada tahap selanjutnya. Tahap pra-pemrosesan teks terdiri dari konversi ke huruf 










Means++ pada tahap P2 






model Word2Vec pada tahap 





Penggunaan struktur data 
graf pada tahap P4 dan P5 




Gephi Visualisasi Graf - https://gephi.org/ 
Matplotlib 
Visualisasi Dendogram 
Penggabungan Klaster pada 









evaluasi koherensi topik 









kecil, tokenisasi, penghilangan tanda baca, dan penghilangan stopwords. Contoh dari 
tahap pra-pemrosesan teks dapat dilihat pada Tabel 3.3. 
 
3.3.2  Klasterisasi Artikel Ilmiah (P2 pada Gambar 3.3) 
Tahap klasterisasi artikel ilmiah bertujuan untuk membagi kumpulan dokumen 
artikel ilmiah ke beberapa klaster. Pada penelitian ini, metode K-Means++ akan 
digunakan untuk klasterisasi dokumen artikel ilmiah. Pengukuran similaritas antar 
dokumen akan menggunakan Cosine Similarity. Penjelasan metode klasterisasi K-Means 
++ dengan Cosine Similarity dijelaskan pada subbab 2.1.1.  
Keluaran dari tahap ini adalah data artikel ilmiah, terdiri dari teks dan hasil pra-
pemrosesan teks, yang diberikan label klaster berupa angka, seperti pada Tabel 3.4. Data 
artikel ilmiah hasil klasterisasi disimpan dalam bentuk (Comma-seperated Value). 
Klasterisasi K-Means++ dilakukan dengan bantuan pustaka sklearn pada python3.6. 
 
3.3.3  Penggabungan Klaster (P3, P4, dan P5 pada Gambar 3.3) 
Proses penggabungan klaster bertujuan untuk menggabungkan klaster yang 
memiliki kemiripan kontekstual dengan pendekatan graf. Pertama – tama ekstraksi frasa 
kandidat dilakukan untuk memilih kata – kata yang berpotensi membentuk frasa topik, 
yang akan dijadikan sebagai vertex pada graf klaster. Lalu graf representasi klaster dibuat 
Tabel 3.3 Contoh Hasil Pra-pemrosesan Teks 
Teks Artikel Ilmiah (article_id = 19452) 
Pseudorandom Testing : Algorithmic test generation for high fault coverage is an 
expensive and time-consuming process. As an alternative, circuits can be tested by 
applying pseudorandom patterns generated by a linear feedback shift register (LFSR). 
Although no fault simulation is needed, analysis of pseudorandom testing requires the 
circuit detectability profile. 
Hasil Pra-pemrosesan Teks 
['pseudorandom', 'testing', 'algorithmic', 'test', 'generation', 'high', 'fault', 'coverage', 
'expensive', 'time', 'consuming', 'process', 'alternative', 'circuits', 'tested', 'applying', 
'pseudorandom', 'patterns', 'generated', 'linear', 'feedback', 'shift', 'register', 'lfsr', 
'although', 'fault', 'simulation', 'needed', 'analysis', 'pseudorandom', 'testing', 'requires', 







dengan memodelkan relasi antar kata. Graf klaster tersebut akan digunakan dalam 
perhitungan jarak klaster untuk penggabungan klaster.  Tahap – tahap pada proses 
penggabungan klaster dijelaskan pada subbab berikut. 
3.3.3.1  Ekstraksi Frasa Topik dengan Frequent Phrase Mining (FPM) (P3 pada 
Gambar 3.3) 
Tahap ekstraksi frasa topik bertujuan untuk mengurangi jumlah kata pada setiap 
klaster artikel ilmiah dengan mengidentifikasi kata – kata yang berpotensi untuk 
menyusun frasa topik. Tahap ini memiliki masukkan berupa seluruh teks yang terdapat 
pada klaster artikel ilmiah dan memprosesnya menjadi daftar kata – kata pembentuk frasa 
yang merepresentasikan topik.  
Identifikasi frasa topik dilakukan menggunakan metode FPM. Metode FPM 
terinspirasi dari algoritma apriori pada frequent item set mining. Metode FPM bekerja 
dengan mengidentifikasi frasa dimulai dari nilai ukuran frasa n terkecil yaitu 𝑛 = 1 
sampai n maksimal yang masih memenuhi nilai batas yang telah ditentukan. Alur proses 
metode FPM telah dijelaskan pada subbab 2.4.  
 Pseudocode modul program FPM pada Gambar 3.4 menunjukkan bahwa 
masukkan metode FPM memiliki masukkan berupa kumpulan artikel ilmiah pada sebuah 










Pseudorandom Testing : Algorithmic test 
generation for high fault coverage is an 
expensive and time-consuming process. As an 




['pseudorandom', 'testing', 'algorithmic', 'test', 
'generation', 'high', 'fault', 'coverage', 'expensive', 
'time', 'consuming', 'process', 'alternative', 
'circuits', 'tested', 'applying', 'pseudorandom', 
'patterns', 'generated', …. ] 
4 40420 
Teks 
Pseudoexhaustive Test Pattern Generator with 
Enhanced Fault Coverage : A method of 
pseudoexhaustive test pattern generation is 
proposed that is suitable above all for circuits 
using random access scan….. 
Hasil Pra-
pemrosesan 
['pseudoexhaustive', 'test', 'pattern', 'generator', 
'enhanced', 'fault', 'coverage', 'method', 
'pseudoexhaustive', 'test', 'pattern', 'generation', 







klaster, seperti pada baris ke-1. Untuk setiap dokumen pada klaster, daftar indeks aktif 
diperlukan yang mencatat seluruh indeks awal dari frasa dengan ukuran frasa tertentu dan 
jumlah frekuensi yang lebih dari nilai parameter support yang ditentukan, seperti pada 
baris ke-10 s.d 11. Daftar indeks aktif tersebut akan digunakan untuk mencari frasa yang 
bersebelahan pada dokumen, seperti pada baris ke-14 s.d ke-18. Dokumen artikel ilmiah 
yang tidak memiliki frasa dengan ukuran panjang frasa tertentu tidak akan lagi digunakan 
untuk mencari frasa dengan ukuran yang lebih panjang, seperti pada baris ke-20 s.d ke-
21. Daftar frasa yang telah ditemukan akan dipecah lagi menjadi daftar kata penyusunnya, 
seperti pada baris ke-26 s.d ke-29. Daftar kata penyusun frasa tersebut akan menjadi 





['test length', 'pseudorandom testing', 'required test', 'circular self', 'self test', 
'test path', 'testing module', 'module placement', 'test set', 'random pattern', 
'pattern testable', 'proposed procedure', 'test points', 'probe points', 'test 
sequence', 'random vector', 'sequential circuits', 'sequential circuit', 'fault 
coverage'......'] 
Daftar Kata 
['test', 'length', 'pseudorandom', 'testing', 'required', 'circular', 'self', 'path', 
'module', 'placement', 'set', 'random', 'pattern', 'testable', 'proposed', 
'procedure', 'points', 'probe', 'sequence', 'vector', 'sequential', 'circuits',…...'] 
 
 





keluaran untuk menjadi masukkan pada tahap konstruksi graf klaster selanjutnya. 
Keluaran dari tahap ini adalah daftar frasa dan daftar kata untuk setiap klaster, seperti 
pada Tabel 3.5. Pada tahap konstruksi graf klaster daftar kata tersebut akan digunakan 
sebagai vertex dari graf klaster. 
3.3.3.2  Konstruksi Graf Representasi Klaster (P4 pada Gambar 3.3)  
Tujuan tahap konstruksi graf representasi klaster adalah untuk membuat graf yang 
dapat memetakan hubungan antar kata di dalam sebuah klaster artikel ilmiah. Alur 
pseudocode tahap konstruksi graf dapat dilihat pada Gambar 3.5. Masukkan pada tahap 
konstruksi graf adalah daftar kata keluaran tahap ekstraksi frasa seperti pada Tabel 3.5 
dan model Word2Vec yang menyimpan vektor kata seperti pada Tabel 3.6. Pembuatan 
vektor kata dengan model Word2Vec diimplementasi menggunakan pustaka gensim pada 
pemrograman python3.6.  
Struktur data graf menggunakan pustaka networkx pada python3.6. Seluruh kata 
pada daftar kata akan dijadikan sebagai vertex pada graf klaster. Edge pada graf klaster 
dibentuk dengan mencari pasangan kata yang memiliki similaritas Word2Vec lebih dari 
Tabel 3.6 Contoh Model Kata Word2Vec 
Kata Vektor Kata (dimensi = 300) 
circuits 
[-0.00039145  0.00316087  0.00768429 -0.00942764 -
0.0075033   0.00480119  0.00288294  0.00070033  
0.00022734  0.00061888  0.0028147  -0.00451374 ….] 
scan 
[-0.1351647   0.24729827  0.5253942   0.05551716  
0.06554069  0.3630426   0.09835636 -0.37275463  
0.43852735 -0.16854073 -0.08030003  0.47590494 …. ] 
 
 





0.5 seperti pada baris ke-9 s.d ke-13 pada pseudocode. Graf klaster yang telah dibuat 
disimpan dalam format Comma-seperated Value (CSV) seperti pada Tabel 3.7. 
Visualisasi graf klaster yang telah dibuat seperti pada Gambar 3.6 dilakukan dengan 
aplikasi Gephi  menggunakan file CSV yang telah dihasilkan.
3.3.3.3  Penggabungan Klaster dengan Pengukuran similaritas Maximum 
Common Subgraph (P5 pada Gambar 3.3) 
Tahap ini bertujuan untuk menggabungkan klaster – klaster yang memiliki 
kemiripan topik. Pseudocode tahap penggabungan klaster dapat dilihat pada []. Masukkan 










circuits Scan Undirected 0.630 
circuits sequential Undirected 0.534 
circuits testable Undirected 0.759 
testable circular Undirected 0.597 
testable scan Undirected 0.834 
testable sequential Undirected 0.675 
pseudorandom ordering Undirected 0.526 
pseudorandom points Undirected 0.516 
pseudorandom generator Undirected 0.947 
 
 





dari tahap ini adalah graf – graf representasi klaster. Pertama – tama matriks jarak antar 
klaster dibuat dengan pengukuran jarak menggunakan MCS (Maximum Common 
Subgraph) seperti pada baris. Pembuatan matriks jarak antar klaster dilakukan seperti 
pada pseudocode di Gambar 3.7 pada baris ke-4 s.d ke-10. Contoh keluaran hasil matriks 
jarak antar klaster dapat dilihat pada Tabel 3.8. 
Pada pseudocode penggabungan klaster di Gambar 3.7 terlihat bahwa matriks 
jarak antar klaster diisi oleh nilai yang diambil dari modul jarak_graf() yang 
menghitung jarak antar klaster menggunakan model graf. Pseudocode perhitungan jarak 
klaster berbasis graf dapat dilihat pada Gambar 3.8. Namun, pertama – tama graf 
Maximum Common Subgraph (MCS) harus dibuat menggunakan pasangan graf seperti 
pada baris ke-3. Lalu jarak antar klaster dapat dihitung berdasarkan jumlah vertex dan 
edge yang terdapat pada graf MCS antara kedua graf, seperti pada baris ke-22. 
Sebelum perhitungan jarak klaster berbasis graf dapat dilakukan, pembuatan graf 
MCS perlu dilakukan antara pasangan graf. Pseudocode pembuatan graf MCS pada 
Gambar 3.9 menunjukkan bahwa pasangan graf, graf_x dan graf_y diperlukan untuk 
menjadi masukkan. Pertama – tama daftar vertex yang muncul pada kedua graf disimpan 
dan dijadikan sebagai vertex pada graf MCS, seperti pada baris ke-3 s.d ke-5. Setelah itu 
diperiksa apakah terdapat edge yang sama antara graf_x dan graf_y untuk dijadikan 
sebagai edge pada graf MCS, seperti pada baris ke-8 s.d ke-17. Sama seperti graf klaster, 
graf MCS dapat disimpan dalam format CSV seperti Tabel 3.7 dan di-visualisasikan 
menggunakan aplikasi Gephi seperti pada Gambar 3.6. 
 






Penggabungan klaster hierarkikal secara agglomeratif dilakukan menggunakan 
matriks jarak antar klaster yang telah dibuat, seperti pada baris ke-13 s.d ke-16 di 
pseudocode pada Gambar 3.7. Penggabungan secara hierarkikal terus dilakukan selama 
jarak terendah antar klaster tidak melebihi nilai threshold yang telah ditentukan seperti 
yang tertera pada kondisi di baris ke-13. Visualisasi penggabungan secara hierarkikal, 
menggunakan pustaka matplotlib pada python3.6, dapat dilihat pada  
Gambar 3.10. Hasil penggabungan klaster disimpan dalam bentuk CSV seperti 
pada Tabel 3.9, dimana kolom pertama merepresentasikan id klaster baru hasil 
penggabungan klaster, dan kolom kedua merepresentasikan id klaster asli sebelum 
Tabel 3.8 Contoh Hasil Matrik Jarak Antar Klaster 
ID 
Klaster 
1 2 3 4 5 6 7 
1 0.000 0.971 1.000 1.000 0.963 1.000 0.975 
2 0.971 0.000 1.000 0.981 0.985 0.975 0.956 
3 1.000 1.000 0.000 0.973 0.917 0.973 0.962 
4 1.000 0.981 0.973 0.000 0.993 0.921 0.968 
5 0.963 0.985 0.917 0.993 0.000 0.985 0.936 
6 1.000 0.975 0.973 0.921 0.985 0.000 0.987 
7 0.975 0.956 0.962 0.968 0.936 0.987 0.000 
 
 
Gambar 3.8 Pseudocode Perhittungan Jarak Klaster Berbasis Graf (P5.2) 
 
 






dilakukan penggabungan klaster. Pasca-pemrosesan dilakukan memnggunakan hasil 
penggabungan klaster di Tabel 3.9 untuk membentuk file simpanan dengan format seperti 
di Tabel 3.4, dimana kolom id klaster diperbaharui seperti hasil penggabungan klaster. 
 
3.3.4  . Pelabelan Klaster (P6 pada Gambar 3.3) 
Pada tahap ini graf representasi klaster dibuat dari klaster hasil penggabungan 
sebagai masukkan pada tahap ekstraksi frasa kunci menggunakan TopicRank. TopicRank 
memberikan skor pada node secara iteratif berdasarkan struktur graf dan distribusi topik 
yang didapatkan dengan metode Latent Dirchlet Allocation (LDA). Kata – kata dengan 
nilai tertinggi akan dicocokan dengan daftar frasa klaster artikel ilmiah. Jika frasa 
tersusun atas kata – kata yang memiliki nilai TopicRank tertinggi, maka frasa tersebut 
dapat merepresentasikan label klaster artikel ilmiah. Detil metode TopicRank dijelaskan 
pada subbab 2.6.  
 
 
Gambar 3.10 Visualisasi Penggabungan Klaster Secara Hierarkikal 
 


























 Pseudocode tahap pelabelan klaster dapat dilihat pada Gambar 3.11 dimana 
kumpulan artikel ilmiah klaster gabungan (hasil dari penggabungan klaster) dan klaster 
asli menjadi masukkan. Pertama – tama seluruh teks artikel ilmiah pada klaster digabung 
menjadi satu teks seperti pada baris ke-2 s.d ke-5. Setelah itu, identifikasi frasa kunci 
dilakukan dengan menggunakan pustaka pke (Python Keyphrase Extraction) pada 
python2.7. Lalu frasa kunci yang dihasilkan dievaluasi menggunakan koherensi topik 
dengan pustaka palmetto pada python2.7. Hasil frasa kunci klaster dan koherensi topik 
label klaster disimpan dalam format CSV seperti pada Tabel 6.1 (lampiran). 
 
3.4 Evaluasi 
3.3.1. Skenario Evaluasi 
Tahapan selanjutnya setelah implementasi usulan metode dilakukan adalah tahap 
pengujian. Tahap pengujian bertujuan untuk mengevaluasi performa usulan metode dan 
kesesuaian terhadap tujuan penelitian. Performa usulan metode akan diukur berdasarkan 
kualitas label frasa klaster menggunakan koherensi topik. Pada tahap pengujian dilakukan 
beberapa skenario pengujian yaitu : 
1. Membandingkan kualitas label klaster pada penggunaan model graf relasi 
Word2Vec di dataset 1 dan dataset 2 dengan menggunakan threshold yang 
berbeda. 
 






2. Membandingkan kualitas label klaster pada penggunaan model graf relasi Co-
occurence di dataset 1 dan dataset 2 dengan menggunakan threshold yang 
berbeda. 
3. Membandingkan kualitas label klaster menggunakan graf representasi klaster 







4 BAB 4 
UJI COBA & ANALISIS HASIL 
 
4.1 Lingkungan Uji Coba 
Implementasi dan uji coba pada penelitian ini dilakukan pada perangkat keras 
dengan spesifikasi seperti berikut : 
a. Sistem Operasi Windows 10 64-bit 
b. Processor Intel i5-4200U CPU @ 1.60GHz (4 CPUs) 
c. Kapasistas RAM 8GB 
d. Kapasitas harddisk 500GB 
Perangkat lunak pendukung dalam implementasi usulan metode pada penelitian ini adalah 
seperti berikut :  
a. Python 2.7 dan Python 3.6 
b. Basis Data MySQL 5.7 
 
4.2 Analisis Dataset 
Dataset asli merupakan kumpulan artikel ilmiah yang bersumber dari Aminer 
jurnal IEEE Transaction of Computers beserta artikel ilmiah kutipannya yang memiliki 
total jumlah ±12.000 artikel ilmiah. Observasi awal dilakukan pada dataset asli dengan 
melakukan analisis silhouette untuk menentukan jumlah klaster optimal. Hasil observasi 
awal pada dataset asli dapat dilihat pada Gambar 4.1 yang menunjukkan dataset asli tidak 
memiliki jumlah klaster optimal. Hal tersebut disebabkan oleh banyaknya data – data 
artikel ilmiah yang tidak memiliki kemiripan oleh klaster manapun (ditandai dengan nilai 
silhouette yang rendah) atau biasa disebut data derau (outlier). Pada dataset asli dengan 
jumlah klaster 11 terdapat 51.16% data artikel ilmiah yang memiliki nilai silhouette 
kurang dari 0.1. Oleh karena itu dataset asli dibersihkan dari data derau dengan 2 cara : 
1. Memilih 50 data artikel ilmiah dengan nilai silhouette tertinggi pada tiap klaster 
dari hasil klasterisasi dataset asli dengan jumlah klaster 11. Hasil pemilihan 






2. Memilih data artikel ilmiah dengan nilai silhouette lebih dari 0.1 dari hasil 
klasterisasi dataset asli dengan jumlah klaster 17. Hasil pemilihan data tersebut 
berjumlah ±5500 artikel ilmiah dan seterusnya disebut sebagai dataset 2. 
Hasil analisis silhouette pada dataset 1 dan 2 pada Gambar 4.1 menunjukkan 
bahwa dataset 1 memiliki rata – rata nilai silhouette yang lebih tinggi dibandingkan 
dataset 2, sehingga dataset 1 bersifat homogen dan dataset 2 bersifat heterogen. Gambar 
4.1 juga menunjukkan bahwa jumlah klaster optimal pada dataset 1 dan dataset 2 adalah 
11 dan 15 berturut – turut. 
 
 
4.3 Skenario Uji Coba 
Pengujian usulan metode dilakukan dengan 2 skenario seperti pada  
Tabel 4.1. Pada skenario 1 pembuatan model graf klaster dengan relasi kata 
dibangun berdasarkan Word2Vec dilakukan, sedangkan pada skenario 2 relasi kata pada 
model graf klaster dibangun menggunakan Co-occurrence. Pada setiap skenario dataset 
1 dan dataset 2 akan digunakan, masing – masing menggunakan threshold penggabungan 
klaster yang berbeda. Threshold penggabungan klaster ditentukan dengan mencari jarak 
antara klaster – klaster yang ada. Lalu seluruh jarak antar klaster tersebut diurutkan dari 
nilai yang terkecil sampai terbesar. Nilai persentil ke-5% dan ke-10% terendah dipilih 
dari seluruh jarak antar klaster yang telah diurutkan tersebut untuk threshold 
penggabungan klaster. Oleh karena itu, skenario 1 dan 2 bertujuan untuk mengetahui 
 





























pengaruh penggunaan relasi kata dan penentuan threshold yang berbeda terhadap 
penggabungan klaster berbasis graf menggunakan Maximum Common Subgraph (MCS). 
Skenario 3 menguji usulan metode menggunakan parameter support pada 
metode Frequent Phrase Mining (FPM) di tahap ekstraksi frasa kandidat. Parameter 
support FPM membatasi jumlah kata yang digunakan untuk pembuatan graf klaster, 
sehingga berpengaruh pada ukuran graf klaster yang dihasilkan. Semakin kecil nilai 
parameter support FPM maka semakin banyak kata yang digunakan untuk pembuatan 
graf klaster sehingga semakin besar ukuran graf klaster yang dihasilkan. Sehingga 
skenario 3 bertujuan untuk mengetahui pengaruh ukuran graf terhadap penggabungan 
klaster berbasis graf menggunakan Maximum Common Subgraph. 
 
Tabel 4.1 Skenario Pengujian Usulan Metode 
Skenario Dataset Parameter Nilai 
1 
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Relasi Kata Word2Vec 
Support FPM 3, 2 
2 
Relasi Kata Word2Vec 
Support FPM 3, 2 
 
4.4 Hasil Uji Coba 
4.4.1  Skenario 1 
Pada usulan metode tahap penggabungan klaster, klaster digabung secara 
hirarkikal berdasarkan nilai batas (threshold) yang ditentukan. Skenario 1 
membandingkan hasil pelabelan klaster pada dataset 1 dan dataset 2 menggunakan nilai 





pelabelan klaster. Nilai threshold penggabungan klaster pada skenario 1 ditentukan 
berdasarkan persentil 10% dan 5% dari seluruh jarak antar klaster. Pada skenario ini 
parameter support pada tahap ekstraksi frasa menggunakan metode Frequent Phrase 
Mining (FPM) adalah 3. 
a. Analisa Hasil Penggabungan dan Pelabelan Klaster Dataset 1 Skenario 1 
Hasil skenario 1 pada Tabel 4.2 menunjukan bahwa percobaan 1 dengan 
menggunakan dataset 1 dan threshold pada persentil 10% menghasilkan rata – rata 
koherensi topik klaster gabungan lebih kecil dibandingkan dengan threshold pada 
persentil 5%. Tabel 6.1 memperlihatkan hasil penggabungan dan pelabelan klaster pada 
percobaan 1 dimana klaster gabungan KG-1 merupakan klaster hasil penggabungan atas 
klaster asli KA-4, KA-8, dan KA-11. Hasil penggabungan dan pelabelan klaster pada 
klaster gabungan KG-1 di percobaan 1 dapat dilihat pada Tabel 4.3. Graf Maximum 
Tabel 4.3 Contoh  Hasil Penggabungan dan Pelabelan Klaster Percobaan 1 Skenario 1 















• test generation algorithm  
• test generation time  
• new fault model  
• test application time  
• system fault diagnosis 
0.5302 
KA-4 
test pattern generation, test 
generator circuit, test 
generation method, test 





polynomial time algorithm, n 
algorithm, n log n, time 
algorithm, best such algorithm 
0.5654 
KA-11 
system fault diagnosis, new 
fault model, fault injection 
techniques, transient fault 
tolerance, rtl fault model 
0.4329 
 




















10 11 0.5011 8 0.5061 
2 5 11 0.5011 9 0.5180 
3 
2 
10 15 0.4513 9 0.4397 






Common Subgraph (MCS) yang merepresentasikan similartas antar klaster asli penyusun 





Gambar 4.3 memperlihatkan graf MCS antara klaster asli KA-4 dan KA-11. Pada 
graf MCS tersebut relasi antara kata [‘fault’] dan [‘coverage’] menunjukkan bahwa 
klaster asli KA-4 dan KA-11 memiliki kesamaan pada topik analisa kesalahan sistem. 
Sementara graf MCS antara klaster asli KA-4 dan KA-8 yang ditunjukkan oleh Gambar 
4.2 sulit diinterpretasi ke dalam sebuah konteks dimana terdapat sebuah relasi terbentuk 
antara kata [‘ordering’] dan [‘path’]. Seperti pada Tabel 6.5 penggunaan kata [‘ordering’] 
dan [‘path’] digunakan dalam konteks yang berbeda pada artikel ilmiah di klaster KA-4 
dan KA-8.  
Rendahnya kualitas konteks graf MCS juga terjadi pada graf MCS antara klaster 
asli KA-8 dan KA-11 dimana terdapat relasi antara kata [‘greedy’] dan [‘algorithm’] yang 
 




Gambar 4.2. Graf MCS Klaster Asli 




Gambar 4.3. Graf MCS Klaster Asli KA-4 






menunjukkan bahwa konteks similaritas klaster adalah algoritma greedy. Namun pada 
Tabel 6.6 terlihat bahwa jumlah artikel ilmiah yang mengandung konteks algoritma 
greedy pada masing – masing klaster hanya 1 artikel ilmiah. Berdasarkan pengamatan 
tersebut dapat disimpulkan bahwa klaster asli KA-8 kurang tepat jika digabung dengan 
dengan klaster asli KA-4 dan KA-11. Konteks similaritas yang tidak sesuai disebabkan 
oleh penggunaan model graf Word2Vec yang mengabaikan frekuensi kata. 
Penggabungan lain pada percobaan 1 terjadi antara klaster asli KA-3 dan KA-5. 
Graf MCS antara klaster tersebut pada Gambar 4.5 menunjukkan bahwa terdapat relasi 
antara kata [‘network’] dan [‘multicast’] yang menunjukkan bahwa similaritas kedua 
klaster tersebut terdapat pada konteks jaringan. Penggabungan klaster asli KA-3 dan KA-
5 menghasilkan koherensi topik yang lebih baik jika dibandingkan dengan koherensi 
topik sebelum penggabungan. 
Pada percobaan 2 usulan metode diimplementasi pada dataset dengan 
menggunakan threshold penggabungan klaster pada persentil 5%. Hasil penggabungan 
Tabel 4.4 Contoh  Hasil Penggabungan dan Pelabelan Klaster Percobaan 2 Skenario 1 















• new fault model 
• system fault diagnosis  
• high fault coverage 
• test pattern generation 




test pattern generation, test 
generator circuit, test 
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system fault diagnosis, new 
fault model, fault injection 
techniques, transient fault 









dan pelabelan klaster pada percobaan 2 dapat dilihat pada Tabel 6.2. Hasil penggabungan 
dan pelabelan klaster pada klaster gabungan KG-1 di Tabel 4.4 menunjukkan bahwa 
klaster gabungan KG-1 hanya tersusun atas klaster asli KA-4 dan KA-11 saja. Hilangnya 
klaster asli KA-8 sebagai klaster penyusun KG-1 disebabkan karena jumlah vertex dan 
edge pada graf MCS yang berhubungan dengan KA-8 memiliki lebih sedikit 
dibandingkan dengan graf MCS lainnya. Hal ini menyebabkan terjadinya peningkatan 
koherensi topik label klaster KG-1. 
b. Analisa Hasil Penggabungan dan Pelabelan Klaster Dataset 2 Skenario 1 
Hasil penggabungan dan pelabelan klaster percobaan 3 pada Tabel 4.5 
menunjukkan bahwa klaster gabungan KG-5 tersusun atas klaster asli KA-2 dan KA-11. 
Penggabungan klaster pada klaster gabungan KG-5 dilakukan berdasarkan similaritas 
graf yang dihitung dari kesamaan struktur graf representasi klaster KA-2 dan graf 
representasi klaster KA-11. Kesamaan struktur antara kedua graf tersebut disebut sebagai 
graf Maximum Common Subgraph (MCS). Pada perhitungan similaritas antar klaster 
berbasis graf, graf MCS merepresentasikan konteks kemiripan antara dua klaster. Graf 
MCS antara klaster KA-2 dan KA-11 dapat dilihat pada Gambar 4.6. Tabel daftar relasi 
antar kata pada graf MCS antara KA-2 dan KA-11 dapat dilihat di Tabel 7.1. Penjelasan 
lebih detil mengenai alur pembuatan graf MCS dapat dilihat pada subbab 3.3.3. 
 
Tabel 4.5 Contoh Hasil Penggabungan dan Pelabelan Klaster Percobaan 3 Skenario 1 















• network flow algorithm 
• optimal routing 
algorithm 
• network algorithm 
• linear time algorithm 






interconnection network, binary 







linear time algorithm, 
polynomial time algorithm, time 







Koherensi topik label klaster KG-5 lebih rendah daripada rata – rata koherensi 
topik klaster penyusunnya. Graf MCS antara KA-2 dan KA-11 pada Gambar 4.6 terdapat 
kata notasi seperti [‘rm’], [‘theta’], [‘log’], [‘de’], dan [‘fv’]. Kata – kata tersebut 
seharusnya tidak menjadi representasi similaritas antar klaster karena tidak memiliki 
konteks. Hal ini disebabkan karena parameter support FPM yang tidak sesuai dengan 
jumlah dokumen artikel ilmiah pada dataset 2 yang besar. Sehingga kata – kata notasi 
tersebut tidak tersaring pada tahap ekstraksi frasa untuk pembentukan graf klaster. Pada 
graf MCS antara KA-2 dan KA-11 juga terlihat bahwa kata – kata seperti [‘permutation’], 
[‘hamiltonian’], dan [‘spanning’] memiliki bobot yang tinggi. Namun sebenarnya kata – 
kata tersebut memiliki persentase kemunculan yang rendah pada artikel ilmiah di klaster 
KA-2 dan KA-11. Kata [‘permutation’] dalam klaster KA-2 dan KA-11 muncul pada 
13.9% dan 3.94% artikel ilmiah. Kata [‘hamiltonian’] dalam klaster KA-2 dan KA-11 
muncul pada 2.7% dan 1.64% artikel ilmiah. Kata [‘spanning’] dalam klaster KA-2 dan 
KA-11 muncul pada 3.47% dan 2.96% artikel ilmiah. Sehingga kata – kata tersebut 
kurang tepat untuk merepresentasikan konteks similaritas antar klaster. 
Hasil penggabungan dan pelabelan klaster pada percobaan 4 juga menunjukkan 
permasalahan yang serupa, seperti pada Tabel 4.6.  Pada percobaan 4 klaster gabungan 
KG-4 terbentuk dari klaster asli KA-6 dan KA-14. Similaritas antar kedua graf tersebut 
 





direpresentasikan oleh kesamaan struktur graf representasi klaster yang disebut oleh graf 
Maximum Common Subgraph (MCS). Tabel relasi antar kata pada graf MCS antar klaster 
asli KA-6 dan KA-14 terdapat pada Tabel 7.2. Penjelasan lebih detil mengenai alur 
pembuatan graf MCS dapat dilihat pada subbab 3.3.3. Graf MCS antara kalster KA-6 dan 
KA-14 seperti di Gambar 4.7, menunjukkan rendahnya kualitas konteks yang 
merepresentasikan similaritas antar klaster jika diinterpretasi secara intuitif. Berdasarkan 
pengamatan yang telah dilakukan pada percobaan 3 dan 4, pembobotan relasi antar kata 
yang kurang tepat dapat menyebabkan representasi konteks similaritas klaster yang tidak 
sesuai. Seperti pada hasil skenario 1, hal ini disebabkan karena pembuatan model graf 
klaster menggunakan relasi antar kata Word2Vec yang tidak memperhitungkan frekuensi. 
c. Kesimpulan Analisa Hasil Skenario 1 
Hasil skenario 1 menunjukkan bahwa pada dataset 1 rata – rata koherensi topik 
label klaster gabungan lebih baik dari rata – rata koherensi topik klaster asli penyusunnya, 
dengan pemilihan threshold optimal untuk tahap penggabungan klaster pada persentil 5% 
seluruh jarak antar klaster. Sedangkan untuk dataset 2 pada pemilihan threshold 
penggabungan klaster 10% dan 5% tetap menghasilkan rata – rata koherensi topik label 
klaster gabungan yang lebih rendah daripada rata – rata koherensi topik label klaster asli 
penyusunnya. Hal ini dapat disebabkan oleh dataset 2 yang memiliki lebih banyak data 
bersifat derau daripada dataset 1.  Hasil skenario 1 juga menunjukkan bahwa penggunaan 
Word2Vec pada pembuatan model graf klaster yang mengabaikan frekuensi kata dapat 
menghasilkan graf MCS dengan konteks similaritas yang tidak sesuai. 
Tabel 4.6 Contoh Hasil Penggabungan dan Pelabelan Klaster Percobaan 4 Skenario 1 















• real-time task systems 
• real-time control 
system 
• distributed real-time 
systems 
• real-time distributed 
systems 
• real-time system design 
0.4471 
KA-6 
real-time task scheduling, real-
time task systems, real-time 
scheduling algorithm, real-time 





data management system, data 
storage system, data 
management systems, data 








Pada hasil skenario 1 terlihat bahwa dengan menggunakan pesentil yang lebih 
rendah pada penggabungan klaster maka jumlah klaster gabungan akan semakin banyak. 
Hal ini disebabkan karena persentil yang rendah pada penentuan threshold penggabungan 
klaster membatasi jumlah klaster yang akan digabung. Berkurangnya jumlah klaster yang 
digabung menyebabkan jumlah klaster akhir (setelah penggabungan) akan mendekati 
jumlah klaster asli. 




















10 11 0.5011 8 0.5061 
2 5 11 0.5011 9 0.5180 
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10 15 0.4513 11 0.4541 











4.4.2 Skenario 2 
Konteks similaritas klaster pada dataset 2 di skenario 1 tidak terepresentasikan 
dengan baik pada graf Maximum Common Subgraph (MCS) karena penggunaan relasi 
Word2Vec tidak memperhitungkan frekuensi kata. Pada skenario 2 hasil penggunaan 
relasi co-occurrence dalam pembentukan model graf klaster dievaluasi. Hasil rata – rata 
koherensi topik label klaster gabungan skenario 2 dapat dilihat pada Tabel 4.7. 
a. Analisa Hasil Penggabungan dan Pelabelan Klaster Dataset 1 Skenario 2 
Hasil skenario 2 di Tabel 4.7 menunjukkan bahwa pada dataset 1 tidak terjadi 
perubahan pada nilai rata – rata koherensi topik pada threshold persentil 10% maupun 
5% jika dibandingkan dengan hasil skenario 1. Nilai koherensi topik yang sama pada 
dataset 1 disebabkan karena tidak adanya perubahan hasil penggabungan klaster dari 
skenario 1, seperti yang dapat dilihat pada Tabel 6.1 dan Tabel 6.2. Namun terdapat 
perubahan pada graf MCS yang dihasilkan. Graf MCS dihasilkan pada proses perhitungan 
similaritas klaster, dimana kesamaan struktur graf representasi klaster diidentifikasi. 
Salah satu contoh graf MCS yang dihasilkan pada dataset 1 di skenario 2 adalah graf MCS 
antara klaster asli KA-4 dan KA-11 di Gambar 4.8. Jika dibandingkan dengan graf MCS 
 
Gambar 4.8. Graf MCS Klaster Asli KA-3 dan KA-5 pada Dataset 1 Skenario 2 
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pada skenario 1, graf MCS antara klaster asli KA-4 dan KA-11 memiliki relasi kata yang 
lebih sedikit. Daftar relasi kata yang terbentuk pada graf MCS antara klaster asli KA-4 
dan KA-11 terdapat pada Tabel 4.8. Penjelasan lebih detil mengenai alur pembuatan graf 
MCS dapat dilihat pada subbab 3.3.3. 
b. Analisa Hasil Penggabungan dan Pelabelan Klaster Dataset 2 Skenario 2 
Pada dataset 2 terjadi peningkatan rata – rata koherensi topik label klaster 
gabungan dibandingkan dengan rata – rata koherensi topik label klaster pada skenario 1, 
dengan threshold pada persentil 5% menghasilkan hasil terbaik. Hasil penggabungan dan 
pelabelan klaster pada dataset 2 di Tabel 4.10 dan Tabel 4.9 menunjukkan bahwa 
Tabel 4.10 Contoh Hasil Penggabungan dan Pelabelan Klaster Percobaan 3 Skenario 2 















• data cache performance 
• memory system 
performance 
• data cache memory 
• cache memory system 
• data cache access 
0.4560 
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data management system, data 
storage system, data 
management systems, data 




data cache memory, data cache 
performance, cache memory 
system, cache memory design, 
instruction cache performance 
0.4308 
 
Tabel 4.9 Contoh Hasil Penggabungan dan Pelabelan Klaster Percobaan 4 Skenario 2 
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• data cache memory 
• memory system 
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• instruction cache 
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• cache memory system 
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data cache memory, data cache 
performance, cache memory 
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hilangnya klaster KA-14 sebagai klaster penyusun klaster gabungan KG-1 menyebabkan 
peningkatan rata – rata koherensi topik label klaster gabungan.  
Pada threshold persentil 10%, klaster gabungan KG-1 tersusun atas KA-7, KA-
14, dan KA-15. Similaritas antar klaster tersebut diukur berdasarkan kesamaan struktur 
antara graf representasi klaster. Penjelasan lebih detil tentang pembuatan graf MCS 
terdapat pada subbab 3.3. Pada dataset 2 skenario 2 graf MCS yang dihasilkan berukuran 
sangat besar, sehingga untuk kepentingan visualisasi graf MCS di-filter dengan hanya 
menampilkan vertex yang memiliki relasi lebih dari 10 kata. Graf MCS yang telah di-
filter antara klaster – klaster penyusun KG-1 dapat dilihat pada Gambar 4.9, Gambar 4.10, 
dan Gambar 4.11, tabel daftar relasi graf – graf MCS tersebut dapat dilihat pada Tabel 
7.3, Tabel 7.4, dan Tabel 7.5.  
Pada graf MCS antar klaster KA-14 dan KA-15 dapat dilihat jumlah vertex dan 
edges yang paling sedikit di antara graf MCS lainnya dan bobot edge yang hanya terpusat 
antara kata [‘file’], [‘system’], dan [’operating’]. Sehingga pada threshold persentil 5% 
klaster gabungan KG-1 hanya tersusun atas klaster KA-14 dan KA-15 saja. Graf MCS 
antara klaster KA-7 dan KA-15 pada Gambar 4.9 menunjukkan bahwa konteks similaritas 
antar klaster tersebut adalah pengaturan cache memori pada jaringan komputer. Konteks 
 






similaritas tersebut konsisten dengan konten artikel ilmiah yang terdapat pada kedua 
klaster seperti dilihat di Tabel 6.9. 
c. Kesimpulan Hasil Analisa Skenario 2 
Hasil skenario 2 menunjukkan bahwa, jika dibandingkan dengan model graf 
relasi Word2Vec, penggunaan model graf relasi co-occurrence memberikan hasil yang 
sama pada dataset 1 dan hasil yang lebih baik pada dataset 2. Hal tersebut terjadi karena 
dataset 1 memiliki klaster yang homogen sehingga pengaruh penggunaan model graf co-
occurrence lebih terlihat pada dataset 2 yang memiliki klaster yang heterogen. Namun 
berdasarkan pengamatan pada graf MCS yang dihasilkan, graf MCS model graf relasi co-
occurrence memiliki relasi kata yang lebih sedikit dibandingkan dengan penggunaan 
model graf relasi Word2Vec. Sehingga representasi relasi antar kata pada model graf co-
occurrence lebih sedikit daripada model graf Word2Vec. 
Seperti pada skenario 1, jumlah klaster setelah penggabungan akan semakin 
besar jika threshold persentil untuk penggabungan klaster semakin kecil. Hal ini 
disebabkan karena pengecilan persentil pada threshold penggabungan klaster 
menyebabkan jumlah klaster asli yang digabung semakin sedikit. Sehingga jumlah klaster 
setelah penggabungan akan mendekati jumlah klaster asli. 
 








4.4.3 Skenario 3 
Pada skenario 3 hasil usulan metode dibandingkan dengan nilai parameter 
support pada metode Frequent Phrase Mining (FPM) di tahap ekstraksi kandidat frasa. 
Parameter tersebut mengatur ukuran graf klaster yang dihasilkan dengan membatasi 
jumlah kata yang menjadi vertex pada pembuatan graf klaster. Sehingga skenario 3 
bertujuan untuk mengamati pengaruh ukuran graf terhadap koherensi topik label klaster. 
Hasil skenario 3 dapat dilihat pada Tabel 4.11. Pada tabel tersebut terlihat bahwa 
graf MCS dalam Pengujian 1 sangat kecil dengan rata – rata persentase ukuran graf MCS 
 
 
Gambar 4.11. Graf MCS Klaster Asli KA-14 dan KA-15 pada Dataset 2 Skenario 2 
 
 







Graf Klaster Asli 























3 72 1.123 
5,29 % (4 
vertex) 
0,15 % (2 
edge) 
(0 , 11) 0.501 0.506 
2 2 203 7.137 
12,65 % (26 
vertex) 
0,60 % (43 
edge) 
(8 , 45) 0.501 0.519 
3 
2 
3 379 34.305 
18,89 % (72 
vertex) 





4 2 422 40.051 
33,88% 
(143 vertex) 
3,91%  (1.565 
edge) 






hanya 5,29% untuk jumlah vertex dan 0,15% untuk jumlah edge. Artinya rata – rata 
jumlah vertex graf MCS hanya 4 vertex dan rata – rata jumlah edge graf MCS hanya 2 
edge. Kecilnya ukuran graf MCS menyebabkan jumlah informasi semantik yang 
digunakan semakin sedikit. Informasi semantik tersebut tersimpan dalam relasi kata pada 
graf MCS. Oleh karena itu, pada Pengujian 2 ukuran graf klaster asli diperbesar dengan 
mengatur parameter support FPM menjadi 2. Penurunan parameter support FPM 
menyebabkan banyaknya kata yang akan digunakan dalam pembuatan graf klaster 
semakin tinggi. Peningkatan ukuran graf klaster menyebabkan peningkatan persentase 
ukuran graf MCS yang dihasilkan.  
Perbandingan ukuran graf pada Tabel 4.11 menunjukkan bahwa penurunan nilai 
support FPM meningkatkan persentase ukuran graf MCS. Peningkatan persentase ukuran 
graf MCS juga diikuti dengan peningkatan koherensi topik label klaster gabungan pada 
dataset 1, tercermin pada hasil pengujian 1 dan 2. Namun pada dataset 2 peningkatan 
persentase ukuran graf MCS menyebabkan penurunan koherensi topik label klaster 
gabungan, tercermin pada hasil pengujian 3 dan 4. Sehingga, koherensi topik label klaster 






5 BAB 5 
PENUTUP 
 
Berdasarkan pengujian pada metode pelabelan klaster artikel ilmiah yang telah 
diusulkan, dapat ditarik beberapa kesimpulan dan saran penelitian yang akan dilakukan 
selanjutnya. 
5.1 Kesimpulan 
Penelitian ini mengusulkan metode pelabelan klaster artikel ilmiah dengan 
penggabungan klaster berdasarkan similaritas graf. Perhitungan similaritas graf 
menggunakan model graf sebagai representasi teks. Hasil pengujian usulan metode 
menunjukkan bahwa model graf dengan pendekatan co-occurrence menghasilkan 
koherensi topik label klaster yang lebih baik dibandingkan dengan pendekatan Word2Vec. 
Namun, model graf dengan pendekatan Word2Vec mampu mengekstrak relasi kata 
dengan kuantitas yang lebih banyak daripada dengan pendekatan co-occurrence. 
Perhitungan similaritas klaster menggunakan graf Maximum Common Subgraph 
(MCS) dapat mengidentifikasi klaster artikel ilmiah yang memiliki kemiripan topik. Hal 
ini ditunjukkan dengan hasil koherensi topik label klaster gabungan yang lebih tinggi 
dibandingkan dengan label klaster asli. Perbandingan konteks graf MCS dengan konteks 
artikel ilmiah pada klaster juga dilakukan untuk memastikan konsistensi konteks 
similaritas klaster. Namun, identifikasi klaster artikel ilmiah yang memiliki kemiripan 
topik dipengaruhi oleh penentuan threshold penggabungan dan pendekatan dalam 
menentukan relasi kata. Penentuan threshold dengan menggunakan persentil ke-5% 
terhadap seluruh jarak antar klaster menghasilkan hasil yang lebih baik secara kuantitatif 
dan kualitatif dibandingkan dengan persentil ke-10%. 
Pengujian dilakukan pada 2 dataset yang memiliki perbedaan karakteristik. 
Dataset 1 bersifat homogen ditandai dengan rata – rata nilai silhouette yang tinggi 
dibandingkan dataset 2. Koherensi topik label klaster gabungan terbaik dihasilkan oleh 
dataset 1, meskipun dataset 2 memiliki jumlah klaster yang lebih besar daripada dataset 
1. Hal ini menunjukkan bahwa homogenitas dan tingkat derau dataset juga mempengaruhi 
hasil pelabelan dan penggabungan klaster. 
Pada seluruh skenario pengujian terlihat bahwa semakin kecil threshold 





banyak (namun tidak melebihi jumlah klaster sebelum penggabungan). Hal ini 
disebabkan karena penggunaan threshold yang lebih kecil (persentil rendah) maka jumlah 
klaster yang digabung semakin sedikit, sehingga jumlah akhir klaster setelah proses 




Pada metode penggabungan klaster berbasis graf yang diusulkan, penggunaan 
model graf relasi Word2Vec tidak memperhatikan frekuensi kata sehingga dapat 
menghasilkan konteks similaritas klaster yang kurang tepat. Namun penggunaan model 
graf relasi co-occurrence menghasilkan informasi semantik, direpresentasikan oleh relasi 
kata, yang lebih sedikit. Sehingga pada penelitian selanjutnya akan dikembangkan 
pembobotan relasi kata pada model graf yang menggabungkan informasi semantik dari 
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6 LAMPIRAN PENGGABUNGAN DAN PELABELAN KLASTER 
 
a. Hasil Skenario 1 
Tabel 6.1 Hasil Penggabungan dan Pelabelan Klaster pada Percobaan 1 dalam Skenario 
1 















• test generation algorithm 
• test generation time 
• new fault model 
• test application time 
• system fault diagnosis 
0.5302 
KA-4 
test pattern generation, test 
generator circuit, test 
generation method, test 





polynomial time algorithm, n 
algorithm, n log n, time 
algorithm, best such algorithm 
0.5654 
KA-11 
system fault diagnosis, new 
fault model, fault injection 
techniques, transient fault 
tolerance, rtl fault model 
0.4329 
KG-2 
• ternary logic functions 
• universal logic functions 
• multiple-valued logic 
functions 
• fuzzy logic functions 
• b-ternary logic functions 
0.3844 KA-6 
ternary logic functions, 
universal logic functions, 
multiple-valued logic 
functions, fuzzy logic 




• new multicast network 
• new interconnection network 
• wireless data networks 
• fault-tolerant interconnection 
network 














wireless data networks, 
network performance, wireless 
data broadcast, network 




• instruction cache 
performance 
• data cache performance 
• cache memory designs 
• data cache access 
• instruction cache design 
0.4939 KA-7 
instruction cache performance, 
data cache performance, cache 
memory designs, data cache 




• periodic real-time tasks 
• task scheduling problem 
• periodic task systems 
• real-time task model 
• dynamic scheduling 
algorithm 
0.4744 KA-9 
periodic real-time tasks, task 
scheduling problem, periodic 
task systems, real-time task 




• system software 
• operating system design 
• computer-aided design 
system 
• system requirements 
engineering 
• system design guide 
0.5025 KA-1 
system software, operating 
system design, computer-aided 
design system, system 
requirements engineering, 





















• systolic modular 
multiplication 
• normal basis multiplication 
• n-bit modular multiplication 
• higher radix multiplication 
• finite field multiplication 
0.5797 KA-10 
systolic modular 
multiplication, normal basis 
multiplication, n-bit modular 
multiplication, higher radix 




• logic design technique 
• logic design techniques 
• computer-aided logic design 
• logic design 
• fuzzy logic circuits 
0.5099 KA-2 
logic design technique, logic 
design techniques, computer-
aided logic design, logic 
design, fuzzy logic circuits 
0.5099 0.5099 
 Rata - rata Koherensi Topik 0.5061   0.5011  
 
Tabel 6.2 Hasil Penggabungan dan Pelabelan Klaster pada Percobaan 2 dalam Skenario 
1 















• test generation algorithm 
• test generation time 
• new fault model 
• test application time 
• system fault diagnosis 
0.5786 
KA-4 
test pattern generation, test 
generator circuit, test generation 





system fault diagnosis, new fault 
model, fault injection techniques, 




• polynomial time algorithm 
• n algorithm 
• n log n 
• time algorithm 
• best such algorithm 
0.5654 KA-8 
polynomial time algorithm, n 
algorithm, n log n, time algorithm, 
best such algorithm 
0.5654 0.5654 
KG-3 
• ternary logic functions 
• universal logic functions 
• multiple-valued logic 
functions 
• fuzzy logic functions 
• b-ternary logic functions 
0.3844 KA-6 
ternary logic functions, universal 
logic functions, multiple-valued 
logic functions, fuzzy logic 
functions, b-ternary logic 
functions 
0.3844 0.3844 
  • new multicast network 
• new interconnection network 
• wireless data networks 
• fault-tolerant interconnection 
network 




networks, virtual interconnection 
networks, arbitrary interconnection 
networks, multistage 
interconnection networks, fault-




wireless data networks, network 
performance, wireless data 




• instruction cache performance 
• data cache performance 
• cache memory designs 
• data cache access 
• instruction cache design 
0.4939 KA-7 
instruction cache performance, 
data cache performance, cache 
memory designs, data cache 





















• periodic real-time tasks 
• task scheduling problem 
• periodic task systems 
• real-time task model 
• dynamic scheduling algorithm 
0.4744 KA-9 
periodic real-time tasks, task 
scheduling problem, periodic task 
systems, real-time task model, 
dynamic scheduling algorithm 
0.4744 0.4744 
KG-7 
• system software 
• operating system design 
• computer-aided design system 
• system requirements 
engineering 
• system design guide 
0.5025 KA-1 
system software, operating system 
design, computer-aided design 
system, system requirements 
engineering, system design guide 
0.5025 0.5025 
KG-8 
• systolic modular multiplication 
• normal basis multiplication 
• n-bit modular multiplication 
• higher radix multiplication 
• finite field multiplication 
0.5797 KA-10 
systolic modular multiplication, 
normal basis multiplication, n-bit 
modular multiplication, higher 




• logic design technique 
• logic design techniques 
• computer-aided logic design 
• logic design 
• fuzzy logic circuits 
0.5099 KA-2 
logic design technique, logic 
design techniques, computer-aided 
logic design, logic design, fuzzy 
logic circuits 
0.5099 0.5099 
 Rata - rata Koherensi Topik 0.5180   0.5011  
 
 
Tabel 6.3 Hasil Penggabungan dan Pelabelan Klaster pada Percobaan 3 dalam Skenario 
1 















• system fault diagnosis 
• system fault tolerance 
• computer system design 
• hardware system design 
• system design techniques 
0.4214 
KA-4 
system fault diagnosis, fault 
diagnosis techniques, new fault 
model, fault diagnosis algorithm, 




computer system design, digital 
system design, hardware system 
design, digital systems design, 
hardware systems design 
0.5442 
KG-2 
• memory system 
performance 
• data cache performance 
• cache memory system 
• data cache memory 
• file system performance 
0.4597 
KA-6 
real-time task scheduling, real-
time task systems, real-time 
scheduling algorithm, real-time 













data management system, data 
storage system, data management 






















data cache memory, data cache 
performance, cache memory 
system, cache memory design, 
instruction cache performance 
0.4308 
KG-3 
• new search algorithm 
• flow analysis algorithm 
• new exact algorithm 
• new heuristic algorithm 
• new data structure 
0.4000 KA-8 
new search algorithm, flow 
analysis algorithm, new exact 
algorithm, new heuristic 
algorithm, new data structure 
0.4000 0.4000 
KG-4 
• parallel instruction 
execution 
• program memory 
performance 
• processor instruction 
execution 
• parallel processor 
performance 
• machine code instructions 
0.3997 KA-1 
parallel instruction execution, 
program memory performance, 
processor instruction execution, 
parallel processor performance, 
machine code instructions 
0.3997 0.3997 
KG-5 
• network flow algorithm 
• optimal routing algorithm 
• network algorithm 
• linear time algorithm 





interconnection network, binary 
hypercube networks, efficient 





linear time algorithm, polynomial 
time algorithm, time algorithm, n 
algorithm, n log n 
0.5500 
KG-6 
• single fault test 
• delay fault test 
• fault detection test 
• sequential test generation 
• sequential circuit test 
0.3732 
KA-3 
fault detection test, single fault 
test, delay fault test, test set 




general boolean functions, 
arbitrary boolean functions, 
multiple-valued logic functions, 




• logic design level 
• fpga architecture design 
• threshold logic design 
• combinational logic design 
• logic design effort 
0.4953 KA-10 
logic design level, fpga 
architecture design, threshold logic 
design, combinational logic 
design, logic design effort 
0.4953 0.4953 
KG-8 
• binary multiplication 
algorithm 
• modular multiplication 
algorithm 
• complex multiplication 
algorithm 
• montgomery multiplication 
algorithm 
• bit-serial multiplication 
algorithm 
0.4576 KA-12 
binary multiplication algorithm, 
modular multiplication algorithm, 
complex multiplication algorithm, 
montgomery multiplication 




• unidirectional error codes 
• error control codes 
• arithmetic error codes 
• error correcting codes 
• error codes 
0.4511 KA-5 
unidirectional error codes, error 
control codes, arithmetic error 
codes, error correcting codes, error 
codes 
0.4511 0.4511 
 Rata - rata Koherensi 
Topik 







Tabel 6.4 Hasil Penggabungan dan Pelabelan Klaster pada Percobaan 4 dalam Skenario 
1 















• system fault diagnosis 
• fault diagnosis techniques 
• new fault model 
• fault diagnosis algorithm 
• multiprocessor fault 
diagnosis 
0.4165 KA-4 
system fault diagnosis, fault 
diagnosis techniques, new 





• computer system design 
• digital system design 
• hardware system design 
• digital systems design 
• hardware systems design 
0.5442 KA-13 
computer system design, 
digital system design, 
hardware system design, 
digital systems design, 
hardware systems design 
0.5442 0.5442 
KG-3 
• data cache performance 
• data cache memory 
• memory system 
performance 
• instruction cache 
performance 
• cache memory system 
0.4671 
KA-7 










data cache memory, data 
cache performance, cache 
memory system, cache 




• real-time task systems 
• real-time control system 
• distributed real-time systems 
• real-time distributed systems 
• real-time system design 
0.4471 
KA-6 
real-time task scheduling, 
real-time task systems, real-
time scheduling algorithm, 





data management system, data 
storage system, data 
management systems, data 




• new search algorithm 
• flow analysis algorithm 
• new exact algorithm 
• new heuristic algorithm 
• new data structure 
0.4000 KA-8 
new search algorithm, flow 
analysis algorithm, new exact 
algorithm, new heuristic 
algorithm, new data structure 
0.4000 0.4000 
KG-6 
• parallel instruction 
execution 
• program memory 
performance 
• processor instruction 
execution 
• parallel processor 
performance 
• machine code instructions 
0.3997 KA-1 
parallel instruction execution, 
program memory 
performance, processor 
instruction execution, parallel 
processor performance, 
machine code instructions 
0.3997 0.3997 
KG-7 
• network flow algorithm 
• optimal routing algorithm 
• network algorithm 
• linear time algorithm 





























linear time algorithm, 
polynomial time algorithm, 




• single fault test 
• delay fault test 
• fault detection test 
• sequential test generation 
• sequential circuit test 
0.3732 
KA-3 
fault detection test, single 
fault test, delay fault test, test 





general boolean functions, 
arbitrary boolean functions, 
multiple-valued logic 
functions, other boolean 




• logic design level 
• fpga architecture design 
• threshold logic design 
• combinational logic design 
• logic design effort 
0.4953 KA-10 
logic design level, fpga 
architecture design, threshold 
logic design, combinational 




• binary multiplication 
algorithm 
• modular multiplication 
algorithm 
• complex multiplication 
algorithm 
• montgomery multiplication 
algorithm 









serial multiplication algorithm 
0.4576 0.4576 
KG-11 
• unidirectional error codes 
• error control codes 
• arithmetic error codes 
• error correcting codes 
• error codes 
0.4511 KA-5 
unidirectional error codes, 
error control codes, arithmetic 
error codes, error correcting 
codes, error codes 
0.4511 0.4511 
















Tabel 6.5 Contoh Artikel Ilmiah pada Klaster KA-4 dan KA-8 di Dataset 1 Skenario1 
Klaster KA-4 Klaster KA-8 





An efficient partial scan technique called 
Ballast (balanced structure scant test) is 
presented. Scan path storage elements (SPSEs) 
are selected such that the remainder of the 
circuit has certain desirable testability 
properties. A complete test set is obtained 
using combinatorial automatic test pattern 
generation (ATPG). Some SPSEs may need to 
be provided with a HOLD mode; their number 
is minimized by ordering the registers in the 










...... Along the line, we first propose a linear-
time approximation algorithm on maxcut and 
two closely related problems: k-coloring and 
maximal k-color ordering problem. The k-
coloring is a generalization of the maxcut and 
the maximal k-color ordering is a 
generalization of the k-coloring. For a graph G 
with e edges and n vertices ..... 
Single-Clock 
Partial Scan 
..... In this article, we lift this assumption and 
address the problems of test generation, scan 
flip-flop selection and ordering of scan 
registers for partial scan designs that use the 
system clock for the scan operation. An 
existing test generation algorithm is modified 
to incorporate the scan-shifting concept for 





We address ourselves to an instance of the 
Shortest Path problem with obstacles where a 
shortest path in the Manhattan (or L1) distance 
is sought between two points (source and 
destination) and the obstacles are n disjoint 
rectangles with sides parallel to the coordinate 
axes ..... 
A method of test 
generation for 
fault location in 
combinational 
logic 
The Path Generating Method is a simple 
procedure to obtain, from a directed graph, an 
irredundant set of paths that is sufficient to 
detect and isolate all distinguishable failures. It 
was developed as a tool for diagnostic 
generation at the system level, e.g., to test data 
paths and register loading and to test a 
sequence of transfer instructions ..... 







Let ${\cal G}(V,\ E)$ be a directed graph in 
which each vertex has a nonnegative weight. 
The cost of a path between two vertices in 
$\cal G$ is the sum of the weights of the 
vertices on that path. In this paper, we show 
that, for such graphs, the time complexity of 
Dijkstra's algorithm, implemented with a 
binary heap, is ${\cal O}(|E| + |V|\ \log\ |V|).$ 
 
Tabel 6.6 Contoh Artikel Ilmiah pada Klaster KA-8 dan KA-11 di Dataset 1 Skenario1 
Klaster KA-8 Klaster KA-11 




A number of greedy algorithms are examined 
and are shown to be probably inherently 
sequential. Greedy algorithms are presented 
for finding a maximal path, for finding a 
maximal set of disjoint paths in a layered dag, 
and for finding the largest induced subgraph of 
a graph that has all vertices of degree at least k. 
It is shown that for all of these algorithms, the 
problem of determining if a given node is in 
the solution set of the algorithm is P-
complete. This means that it is unlikely that 
these sequential algorithms can be sped up 
significantly using parallelism. 
Greedy 
Diagnosis as the 





.... Designs for such systems, which exploit a 
new so-called greedy diagnosis theory, are 
developed. Using greedy diagnosis, 
assessments on the condition of a unit 
(intermittent-fault case) or the integrity of data 
(transient-upset case) can be made on the basis 
of syndromes formed from comparisons of the 
results of jobs performed by pairs of units. 
Greedy diagnosis avoids the requirement that 
for such syndromes to be useful, they must be 











b. Hasil Skenario 2 
Tabel 6.7 Hasil Penggabungan dan Pelabelan Klaster pada Percobaan 3 dalam Skenario 
2 















• data cache performance 
• memory system 
performance 
• data cache memory 
• cache memory system 
• data cache access 
0.4560 
KA-7 










data management system, 
data storage system, data 
management systems, data 




data cache memory, data 
cache performance, cache 
memory system, cache 




• real-time scheduling 
algorithm 
• linear time algorithm 
• polynomial time algorithm 
• processing time algorithm 
• optimal real-time algorithm 
0.4693 
KA-6 
real-time task scheduling, 
real-time task systems, real-
time scheduling algorithm, 





linear time algorithm, 
polynomial time algorithm, 
time algorithm, n algorithm, 







• binary hypercube networks 
• efficient interconnection 
networks 












• new search algorithm 
• flow analysis algorithm 
• new exact algorithm 
• new heuristic algorithm 
• new data structure 
0.4000 KA-8 
new search algorithm, flow 
analysis algorithm, new exact 
algorithm, new heuristic 
algorithm, new data structure 
0.4000 0.4000 
KG-5 
• binary multiplication 
algorithm 
• modular multiplication 
algorithm 
• complex multiplication 
algorithm 
• montgomery multiplication 
algorithm 













• fault detection test 
• single fault test 
• delay fault test 
• fault test verification 
• test generation system 
0.3810 
KA-3 
fault detection test, single 
fault test, delay fault test, test 





system fault diagnosis, fault 
diagnosis techniques, new 























• logic design level 
• fpga architecture design 
• threshold logic design 
• combinational logic design 
• logic design effort 
0.4953 KA-10 
logic design level, fpga 
architecture design, threshold 
logic design, combinational 




• general boolean functions 
• arbitrary boolean functions 
• multiple-valued logic 
functions 
• other boolean functions 
• universal boolean functions 
0.4541 KA-9 
general boolean functions, 
arbitrary boolean functions, 
multiple-valued logic 
functions, other boolean 




• parallel instruction 
execution 
• program memory 
performance 
• processor instruction 
execution 
• parallel processor 
performance 
• machine code instructions 
0.3997 KA-1 
parallel instruction 








• computer system design 
• digital system design 
• hardware system design 
• digital systems design 
• hardware systems design 
0.5442 KA-13 
computer system design, 
digital system design, 
hardware system design, 
digital systems design, 
hardware systems design 
0.5442 0.5442 
KG-11 
• unidirectional error codes 
• error control codes 
• arithmetic error codes 
• error correcting codes 
• error codes 
0.4511 KA-5 
unidirectional error codes, 
error control codes, 
arithmetic error codes, error 
correcting codes, error codes 
0.4511 0.4511 







Tabel 6.8 Hasil Penggabungan dan Pelabelan Klaster pada Percobaan 4 dalam Skenario 
2 















• data cache performance 
• data cache memory 
• memory system 
performance 
• instruction cache 
performance 
• cache memory system 
0.4671 
KA-7 
network time protocol, 
network performance 
requirements, interconnection 
network performance, network 
performance constraints, 




data cache memory, data 
cache performance, cache 
memory system, cache 




• data management system 
• data storage system 
• data management systems 
• data storage systems 
• file system performance 
0.5079 KA-14 
data management system, data 
storage system, data 
management systems, data 




• real-time scheduling 
algorithm 
• linear time algorithm 
• polynomial time algorithm 
• processing time algorithm 
• optimal real-time algorithm 
0.4693 
KA-6 
real-time task scheduling, real-
time task systems, real-time 
scheduling algorithm, real-





linear time algorithm, 
polynomial time algorithm, 








• binary hypercube networks 
• efficient interconnection 
networks 












• new search algorithm 
• flow analysis algorithm 
• new exact algorithm 
• new heuristic algorithm 
• new data structure 
0.4000 KA-8 
new search algorithm, flow 
analysis algorithm, new exact 
algorithm, new heuristic 
algorithm, new data structure 
0.4000 0.4000 
KG-6 
• binary multiplication 
algorithm 
• modular multiplication 
algorithm 
• complex multiplication 
algorithm 
• montgomery multiplication 
algorithm 









serial multiplication algorithm 
0.4576 0.4576 
KG-7 
• fault detection test 
• single fault test 
• delay fault test 
• fault test verification 
• test generation system 
0.3810 
KA-3 
fault detection test, single fault 
test, delay fault test, test set 





system fault diagnosis, fault 
diagnosis techniques, new 
fault model, fault diagnosis 






















• logic design level 
• fpga architecture design 
• threshold logic design 
• combinational logic design 
• logic design effort 
0.4953 KA-10 
logic design level, fpga 
architecture design, threshold 
logic design, combinational 




• general boolean functions 
• arbitrary boolean functions 
• multiple-valued logic 
functions 
• other boolean functions 
• universal boolean functions 
0.4541 KA-9 
general boolean functions, 
arbitrary boolean functions, 
multiple-valued logic 
functions, other boolean 




• parallel instruction 
execution 
• program memory 
performance 
• processor instruction 
execution 
• parallel processor 
performance 
• machine code instructions 
0.3997 KA-1 
parallel instruction execution, 
program memory 
performance, processor 
instruction execution, parallel 
processor performance, 
machine code instructions 
0.3997 0.3997 
KG-11 
• computer system design 
• digital system design 
• hardware system design 
• digital systems design 
• hardware systems design 
0.5442 KA-13 
computer system design, 
digital system design, 
hardware system design, 
digital systems design, 
hardware systems design 
0.5442 0.5442 
KG-12 
• unidirectional error codes 
• error control codes 
• arithmetic error codes 
• error correcting codes 
• error codes 
0.4511 KA-5 
unidirectional error codes, 
error control codes, arithmetic 
error codes, error correcting 
codes, error codes 
0.4511 0.4511 
 Rata - rata Koherensi Topik 0.4595   0.4513  
 
Tabel 6.9 Contoh Artikel Ilmiah pada Klaster KA-7 dan KA-15 di Dataset 2 Skenario2 
Klaster KA-7 Klaster KA-15 





Protocols for a 
Packet-Switched 
Multiprocessor 
Analytical models are developed for seven 
existing cache protocols, namely, Write-Once, 
Write-Through, Synapse, Berkeley, Illinois, 
Firefly, and Dragon. The protocols are 
implemented on a multiprocessor with a packet-
switched shared bus. The models are based on 
queuing networks that consist of both open and 
closed classes of customers …. 







We consider the efficiency of packet buffers 
used in packet switches built using network 
processors (NPs). Packet buffers are typically 
implemented using DRAM, which provides 
plentiful buffering at a reasonable cost. The 
problem we address is that a typical NP workload 
may be unable to utilize the peak DRAM 
bandwidth. Since the bandwidth of the packet 
buffer is often the bottleneck in the performance 
of a shared-memory packet switch, inefficient 
use of available DRAM bandwidth further 
reduces the packet throughput. Specialized 
hardware-based schemes that alleviate the 





Klaster KA-7 Klaster KA-15 







Designing efficient cache coherence schemes for 
shared memory multiprocessors has attracted 
much attention of the researchers in the area. 
Snoopy cache protocols have been designed for 
bus based multiprocessors. However, the snoopy 
protocols are not applicable to general 
interconnection networks. On the other hand, the 
directory based cache protocols adapt very well 
to any kind of interconnection network such as a 
Multistage Network. Since different protocols 
have different cost overheads, and may give 
different performance, the protocol to be used 









Parallel computing performance on scalable 
shared-memory architectures is affected by the 
structure of the interconnection networks linking 
processors to memory modules and on the 
efficiency of the memory/cache management 
systems. Cache Coherence Nonuniform Memory 
Access (CC-NUMA) and Cache Only Memory 
Access (COMA) are two effective memory 
systems, and the hierarchical ring structure is an 
efficient interconnection network in hardware. 
This paper focuses on comparative performance 
modeling and evaluation of CC-NUMA and 
COMA on a hierarchical ring shared-memory 
architecture. Analytical models for the two 








7 LAMPIRAN DAFTAR RELASI KATA PADA GRAF MAXIMUM 
COMMON SUBGRAPH 
 
Tabel 7.1 50 Relasi Kata pada Graf MCS antara KA-2 dan KA-11 pada Dataset 2 di 










exchange network Undirected 0.6932 
exchange log Undirected 0.638 
exchange interconnection Undirected 0.7595 
exchange graphs Undirected 0.7176 
exchange deadlock Undirected 0.5165 
exchange routing Undirected 0.7477 
exchange connected Undirected 0.837 
exchange cycles Undirected 0.5655 
exchange sup Undirected 0.6937 
exchange de Undirected 0.888 
exchange bruijn Undirected 0.9183 
exchange paths Undirected 0.7142 
exchange mesh Undirected 0.8219 
exchange spanning Undirected 0.8926 
exchange tree Undirected 0.7592 
exchange cube Undirected 0.9006 
exchange hypercube Undirected 0.8296 
exchange shortest Undirected 0.744 
exchange path Undirected 0.522 
exchange graph Undirected 0.6506 
exchange class Undirected 0.5916 
exchange sub Undirected 0.627 
exchange permutation Undirected 0.8958 
exchange dominating Undirected 0.7401 
exchange nodes Undirected 0.7567 
exchange omega Undirected 0.8743 
exchange minimal Undirected 0.6605 
exchange dimensions Undirected 0.7248 
exchange embedding Undirected 0.8842 
exchange trees Undirected 0.7882 
exchange maximum Undirected 0.5139 














exchange fully Undirected 0.5955 
exchange hamiltonian Undirected 0.8262 
exchange theta Undirected 0.7386 
exchange orthogonal Undirected 0.7182 
exchange convex Undirected 0.6638 
exchange spl Undirected 0.7168 
exchange edge Undirected 0.743 
exchange disjoint Undirected 0.7687 
exchange sort Undirected 0.6244 
exchange depth Undirected 0.6171 
exchange fv Undirected 0.7059 
exchange channel Undirected 0.7125 
exchange diagnosability Undirected 0.5313 
exchange hbox Undirected 0.8103 
exchange rm Undirected 0.8022 
exchange matching Undirected 0.6205 







Tabel 7.2 50 Relasi Kata pada Graf MCS antara KA-6 dan KA-14 pada Dataset 2 di 










systems system Undirected 0.75 
systems distributed Undirected 0.5675 
systems computer Undirected 0.5242 
systems scale Undirected 0.5026 
systems applications Undirected 0.5507 
distributed allocation Undirected 0.51 
distributed computer Undirected 0.5345 
distributed resource Undirected 0.5159 
distributed sharing Undirected 0.6047 
distributed exclusion Undirected 0.7549 
distributed oriented Undirected 0.5972 
distributed shared Undirected 0.6443 
distributed communication Undirected 0.5513 
distributed processes Undirected 0.5752 
distributed replicated Undirected 0.7543 
distributed co Undirected 0.5218 
distributed balancing Undirected 0.5841 
distributed online Undirected 0.6707 
distributed adaptive Undirected 0.5418 
distributed multiprocessor Undirected 0.6925 
distributed synchronization Undirected 0.6063 
distributed continuous Undirected 0.5975 
distributed media Undirected 0.5031 
distributed demand Undirected 0.51 
distributed multimedia Undirected 0.5665 
distributed grid Undirected 0.6844 
time online Undirected 0.5 
real sharing Undirected 0.5907 
real critical Undirected 0.5881 
real service Undirected 0.507 
real online Undirected 0.528 
real continuous Undirected 0.71 
real multimedia Undirected 0.564 
allocation scheduling Undirected 0.8142 
allocation resource Undirected 0.7314 














allocation sharing Undirected 0.71 
allocation exclusion Undirected 0.6241 
allocation dynamic Undirected 0.8155 
allocation policies Undirected 0.6731 
allocation shared Undirected 0.5577 
allocation replicated Undirected 0.557 
allocation balancing Undirected 0.8261 
allocation online Undirected 0.6445 
allocation adaptive Undirected 0.5779 
allocation multiprocessor Undirected 0.5011 
allocation demand Undirected 0.5317 
allocation grid Undirected 0.5196 







Tabel 7.3 50 Relasi Kata pada Graf MCS antara KA-7 dan KA-15 pada Dataset 2 di 












data average Undirected 3 
data access Undirected 9 
data replication Undirected 1 
data based Undirected 1 
data compression Undirected 2 
data multiple Undirected 2 
data spatial Undirected 2 
data streams Undirected 2 
data forwarding Undirected 2 
data traffic Undirected 1 
protocols cache Undirected 2 
protocols based Undirected 2 
network traffic Undirected 8 
network bandwidth Undirected 10 
network processors Undirected 1 
network system Undirected 1 
network hierarchical Undirected 2 
large distributed Undirected 2 
large performance Undirected 1 
distributed computer Undirected 7 
distributed architectures Undirected 1 
distributed cache Undirected 1 
protocol based Undirected 5 
protocol management Undirected 1 
level high Undirected 2 
control access Undirected 15 
control scheme Undirected 3 
information sharing Undirected 3 
allocation based Undirected 2 
allocation methods Undirected 1 
allocation algorithm Undirected 1 
















algorithm based Undirected 4 
algorithm proposed Undirected 4 
algorithm distribution Undirected 2 
virtual channels Undirected 14 
virtual support Undirected 2 
virtual use Undirected 1 
ring hierarchical Undirected 3 
access average Undirected 2 
access multiple Undirected 15 
access vector Undirected 2 
access efficient Undirected 2 
access latency Undirected 1 
access memory Undirected 2 
access bus Undirected 1 
average performance Undirected 3 
average response Undirected 2 







Tabel 7.4 50 Relasi Kata pada Graf MCS antara KA-7 dan KA-14 pada Dataset 2 di 










data replicated Undirected 3 
data high Undirected 3 
data transmission Undirected 8 
data transfer Undirected 2 
data service Undirected 4 
data access Undirected 9 
data based Undirected 1 
data management Undirected 1 
data processing Undirected 1 
data wireless Undirected 5 
data traffic Undirected 1 
protocols control Undirected 2 
protocols based Undirected 2 
protocols network Undirected 2 
network model Undirected 3 
network communication Undirected 5 
network access Undirected 2 
network radio Undirected 8 
network computer Undirected 15 
network area Undirected 7 
network congestion Undirected 6 
network latency Undirected 2 
network architecture Undirected 10 
network system Undirected 1 
network security Undirected 2 
network environment Undirected 1 
network design Undirected 1 
network distributed Undirected 1 
network management Undirected 1 
network based Undirected 3 
network control Undirected 2 














large distributed Undirected 2 
large client Undirected 1 
distributed computer Undirected 7 
distributed system Undirected 9 
distributed dynamic Undirected 2 
distributed computing Undirected 4 
distributed asynchronous Undirected 1 
distributed systems Undirected 4 
distributed support Undirected 1 
distributed applications Undirected 1 
protocol based Undirected 5 
protocol communication Undirected 5 
level high Undirected 2 
level user Undirected 1 
level system Undirected 1 
level design Undirected 1 







Tabel 7.5 50 Relasi Kata pada Graf MCS antara KA-14 dan KA-15 pada Dataset 2 di 











control scheme Undirected 1 
control access Undirected 4 
system operating Undirected 52 
system file Undirected 45 
system storage Undirected 6 
system support Undirected 7 
system memory Undirected 3 
system design Undirected 8 
system architecture Undirected 3 
system computer Undirected 7 
system access Undirected 2 
system performance Undirected 4 
system data Undirected 1 
system network Undirected 3 
main memory Undirected 10 
main storage Undirected 1 
memory large Undirected 2 
memory management Undirected 9 
memory shared Undirected 11 
memory operations Undirected 1 
systems computer Undirected 13 
systems based Undirected 4 
systems operating Undirected 13 
systems file Undirected 13 
systems storage Undirected 6 
systems software Undirected 3 
time latency Undirected 3 
time access Undirected 1 
data sets Undirected 3 
data large Undirected 3 
data parallel Undirected 1 















data shared Undirected 8 
data distributed Undirected 9 
data remote Undirected 1 
data based Undirected 2 
data access Undirected 7 
data dynamic Undirected 3 
data storage Undirected 5 
data caching Undirected 1 
data traffic Undirected 1 
data file Undirected 1 
file access Undirected 4 
file storage Undirected 1 
file network Undirected 2 
file parallel Undirected 2 
write operations Undirected 1 
storage servers Undirected 3 
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