2 dwell times at short stop stations without passenger data is possible.
SUMMARY
Train dwell time is one of the most unpredictable components of railway operations, mainly due to the varying volumes of alighting and boarding passengers. However, for reliable estimations of train running times and route conflicts on main lines, it is necessary to obtain accurate estimations of dwell times at the intermediate stops on the main line, the so-called short stops. This is a great challenge for a more reliable, efficient and robust train operation. Previous research has shown that the dwell time is highly dependent on the number of boarding and alighting passengers. However, these numbers are usually not available in real time. This paper discusses the possibility of a dwell time estimation model at short stops without passenger demand information by means of a statistical analysis of track occupation data from the Netherlands. The analysis showed that the dwell times are best estimated for peak and off-peak hours separately. The peak-hour dwell times are estimated using a linear regression model of train length, dwell times at previous stops and dwell times of the preceding trains. The off-peak-hour dwell times are estimated using a non-parametric regression model, in particular, the k-nearest neighbor model. There are two major advantages of the proposed estimation models. First, the models do not need passenger flow data, which is usually impossible to obtain in real time in practice. Second, detailed parameters of rolling stock configuration and platform layout are not required, which makes the model more generic and eases implementation. A case study at Dutch railway stations shows that the estimation accuracy is 85.8% -88.5% during peak hours and 80.1% during off-peak hours, which is relatively high. We conclude that the estimation of
INTRODUCTION
Model predictive control has recently been widely used in railway traffic control research, especially in the field of rescheduling [1] [2] [3] [4] [5] . Prediction of train dwell times at stations is one of the most important phases in solving the problem. It provides the predicted train trajectories and conflicts to the train dispatchers and is thus an important input to adjust the timetable to resolve the conflicts between train paths. The estimation of dwell times, especially at short stops on main lines, may have a great influence on the result of conflict detection. Short stops are stops on the open track where sidings are usually not available and where trains only dwell for alighting and boarding, after which they immediately continue their journey. The short stop stations have three characteristics. First, they have no siding track, so there is no opportunity for fast trains to overtake slower trains at such stations; second, there are no passenger connections, so the dwell time does not contain passenger connection time; and third, the dwell times are not scheduled. The dwell times at short stops are usually less than one minute. Because the precision of the timetable is one minute, these dwell times are an integrated part of the overall running time over the open tracks between stations. A good estimation of these dwell times is thus required to be able to predict headway conflicts on the open tracks and arrival times at the main stations at the end of the open tracks.
Thus far, dwell times at short stops have not been well estimated. Previous studies [6] [7] [8] [9] show that the number of boarding and alighting passengers is the main determinant of the dwell times, especially at stations that have no passenger connections from one train to another. However, due to the difficulty in obtaining passenger demand in real time, most of the existing models, which represent dwell time as a function of the number of boarding and alighting passengers, cannot be used for real-time rescheduling. This is a great challenge for more reliable, efficient and robust train operations. Another challenge associated with the dwell time estimation approach is the model generality. In the past, most of the dwell time estimation models were based on the station layout, rolling stock configuration and passenger demand. However, these variables can be different in different cases which may limit the model generality. For example, different passenger alighting and boarding behaviors in different countries can hardly be described in one model. To resolve these challenges, Li et al. [10] analyzed the influence of the available factors on dwell times from a new perspective, namely, based on track occupation data of Dutch railways, finding that the dwell times at short stop stations are different from those at large stations where train overtaking and passenger connection times are scheduled within the dwell times. Moreover, the dwell times at short stops are influenced by the day of the week, peak hour, and train length in addition to the number of alighting and boarding passengers. This motivates this research: to examine the possibility of developing a dwell time prediction model based on predictors without passenger demand, and improving the generality by excluding specific parameters of station and rolling stock from the model. This paper first assesses the existing train dwell time estimation methods by comparing their strengths and weaknesses. Second, it selects independent variables, based on the principle of generality and the exclusion of passenger demand, that can be used for estimation. Then, it gives a relatively generic and practical dwell time estimation model using the selected variables. The model neither includes passenger demand which cannot be obtained in real time, nor the detailed parameters of rolling stock configuration and station layout, which may influence the generality.
The remainder of the paper is organized as follows. Section 2 contains a literature review. Section 3 analyzes the influencing factors of dwell times and presents a conceptual model. Section 4 presents the dwell time estimation model. Section 5 validates the proposed model and describes a case study using track occupation event data at Dutch railway stations. We end this paper with conclusions and discussions for further research in section 6.
LITERATURE REVIEW
To obtain a more general and practical model, an extensive review of the existing literature is necessary. The existing studies typically concentrate on two types of dwell time modelling approach: regression models and microscopic models.
Among regression models, parametric regression models have been widely adopted. In the earlier literature, the dwell time was estimated as the sum of a constant (representing door opening and closing times and departure preparation time) and the alighting and boarding time (passenger service time). Lam et al. [11] developed a linear regression model to estimate the dwell time as a function of the number of alighting and boarding passengers per train. The assumption of the study is a uniform distribution of boarding passengers on the platform, which may be not true for many stations. According to an investigation on Dutch railways, there are clear concentrations of waiting and boarding passengers around platform access facilities [6] . Wirasinghe and Szplett [12] developed a linear regression dwell time estimation model considering a non-uniform distribution of boarding passengers, calculating the passenger service time of each door and estimating the dwell time as the maximum passenger service time over all doors of the train. Lin and Wilson, Parkinson and Fisher, and Puong [13] [14] [15] took the number of standing passengers in the vehicle and their interactions with boarding and alighting passengers into account and developed nonlinear estimation models to reflect such interactions. The problem with these models is that many background variables are not included, such as the composition of the passenger population (e.g., with or without luggage, mobility), configuration of the rolling stock, and the type of station, which have an irrefutable impact on the dwell time [6, 7, 16] .
To estimate the effect of the configuration of the train on the dwell time, Weston [17] introduced door width factors for the train into a nonlinear regression model. Weston's model is the most comprehensive model of these regression models. It considers the number of alighting and boarding passengers, the interactions between alighting passengers, boarding passengers and standees, and the width of the doors. According to Weston's model, the dwell time will be the same given the same door width of the train and the same number of passengers. However, this may not be true because these models neglect essential factors such as the interior layout of the train and horizontal and vertical gaps between the train and platform, which are obviously different from train to train and also depend on the platform where the train stops. Harris [18] tested Weston's model and found that the interior layout of the train should be considered to improve the model accuracy. Jone [19] estimated the alighting and boarding times at a specific station as a function of the numbers of alighting and boarding passengers and different train services that imply the influence of rolling stock. However, the occupancy of the train and the interaction between passengers are not considered. Buchmueller et al. [8] proposed a dwell time calculation model for regional trains of the Swiss Federal Railways (SBB). The dwell time is estimated as an aggregation of different sub-process times. The distribution of the sub-process times depends on the vehicle type and the number of boarding and alighting passengers, which is analyzed based on sensor data in the trains. The dwell time is calculated as the aggregation of these sub-process times. This model is the most generic one, but it has a disadvantage that the occupancy of the train is not considered. It is also not clearly stated how the distribution times of the sub-processes are aggregated. Furthermore, it is very expensive to install detectors at each door of each running train.
These studies have demonstrated that the dwell time of a train could be modelled by passengers, rolling stock, and station and operation factors. However, none of the existing models fully take all of the influencing factors into account. Hence, these models are not generic, as they cannot be used widely for other trains and stations.
Towards a more generic estimation model, researchers tried to use more general variables in their regression process. Hansen et al. [1] and Kecman and Goverde [5] found that there is a strong relationship between the train dwell time and train arrival delay (or earliness). They estimate the dwell time of a train as a function of its arrival delay, which is derived from track occupancy data of the Dutch Railway. This means that the dwell time of a train is determined mainly by whether it is delayed, no matter how many passengers board and alight or what rolling stock type is used. This makes the model applicable for real-time use. However, later research shows that the error of the model for dwell time estimation is even larger than the corresponding scheduled dwell times. This may be because the linear dependency between the dwell time and delay may be true for early arrival trains at large stations, where the train should wait until the scheduled departure time. However, there is no evidence that it is appropriate for short stop stations, where the dwell time is not scheduled explicitly, and the train driver locks the doors and departs as soon as the alighting and boarding process is finished. When the accuracy of the proposed model is carefully checked, it shows that although all of these models fit more than 80% of the data, most of the mean absolute percentage errors are not reported. According to Puong's model [15] , the standard error is 4.04 s, and the mean value of the dependent variable is 27.76 s, which implies an error of 14.55%, while the error of Kecman's model [5] for short stop stations is approximately 15%. That means that there is still space to improve the accuracy of the dwell time estimation regression model.
Microscopic simulation is another approach in research on dwell time estimation. Microscopic simulation models are used to explain some uncertainties of passenger behaviors. These models focus on passenger alighting and boarding behavior and estimate the dwell time of the train by repeated simulations of the passenger alighting and boarding process, recording the dwell time as the average passenger alighting and boarding time of each run. Zhang [21] proposed a microscopic simulation model to estimate the dwell time as a function of the alighting and boarding passengers and the width of the door. Yamamura [9] developed a multiagent simulation model that also considers the effect of the layout of the rolling stock. These models can describe the train layout and the behavior of passengers in a very flexible and detailed way. However, these models need to be improved because factors such as the horizontal and vertical gaps between the train and the platform are not considered. The applicability of these models in real time use is also doubtful due to their time-consuming calculations and lack of detailed input.
A comparison of existing models is shown in table 1. In table1, only the models that are publicly available are refereed. These models are listed according to whether and how the influencing factors of train dwell time are included. For a more detailed description of these influencing factors, we refer to section 3.2. In summary, all of these models cannot easily be used for real-time estimation and prediction because of the lack of passenger data, low accuracy or time-consuming nature. Therefore, in the next few sections, we will develop a model that can overcome these problems.
CONCEPTUAL MODEL

Dwell time formation
The dwell time is defined as the difference between the train departure and arrival times, (1) where DT , a t and d t indicate the dwell time, arrival time and departure time of the train, respectively. The arrival time is defined as the time when the train changes its state from moving to standing still, and vice versa for the departure time.
Between the arrival time and the departure time, there are at least five processes [8] , which are shown in figure 1: door unlocking, door opening, alighting and boarding, door closing, and train dispatching process (signal aspect changing, switch changing and route preparing, and driver operating time). Apart from the train dispatching process, the other processes depend on different doors of a train. Because there is usually more than one door per train, the dwell time is determined by the control door with the maximum time consumption. This is also the main idea of most existing models.
Figure 1: Composition of train dwell time
For some large stations, the actual dwell time is more complicated. It cannot be neglected that other trains also affect the dwell time of a train, for example, train overtaking and meeting, coupling and decoupling, changing running direction, waiting for passenger connections, and the operation margin time for delay recovery, all of which may cause additional time consumption.
Dwell time conceptual model
The dwell time could be represented as a function of different influencing factors. These influencing factors can be classified into five categories: passenger, rolling stock, station, operation and external factors. Passenger factors include both the number of passengers (number of boarding passengers, number of alighting passengers and number of passengers in vehicle) and the passenger characteristics (gender, luggage, handicap, etc.). These factors influence the alighting and boarding time. The influences from the rolling stock are threefold. First, different types of rolling stock have different door control systems, which influences the door unlocking time, door opening time and door closing time. Second, the number and width of doors, as well as the horizontal and vertical gap between the train and platform, determine the capacity of the doors and influence the passenger boarding and alighting time. Third, the interior layout of the train (seat arrangement, aisle width, and space near the door) may limit the speed of alighting and boarding, thus influencing the alighting can also be neglected. The main factors for estimating the dwell times at short stops would be the passengers, rolling stock and station. Because the passenger demand is not available, the best predictors could be from the rolling stock and station factors. This is the basis of the predictor selection.
METHODOLOGY
The train dwell time estimation for rescheduling can be described as estimating the dwell time of a train (target train) at a station (target station) given real-time information related to that train and historical data. In most cases, the number of alighting and boarding passengers, which is the most important independent variable, is unknown in real time. Therefore, existing dwell time estimation models, which heavily rely on the actual passenger demand, cannot be effectively used. The main idea of this paper is to find substitute variables that can reflect the passenger demand and to predict the dwell times by using these substitute variables. Most importantly, these variables should be available in real time.
The modelling approaches to similar estimation problems include parametric regression models and non-parametric regression models. The former could provide a clear way to show the effect of each predictor on the dependent variable. However, it is difficult to use parametric regression when there are complicated non-linear relationships between different variables. To some extent, non-parametric regression models can solve this problem. This paper first selects predictors based on the influencing factor analysis and data availability and then it tries to find the relationship between the dwell time and the predictors by applying a parametric model. In case the parametric model cannot fit the data effectively, a non-parametric model is proposed. The estimation accuracy of the model is assessed by performance indicators.
Predictor selection
As analyzed in section 3, the best predictors of dwell time are the passenger, station and rolling stock factors. Based on this assumption, possible predictors are selected. Given the dependent variable ˆs k DT , which indicates the dwell time of target train k at target station s, this paper initially selects 11 independent variables as possible predictors that can reflect the three influencing factors to some extent, and more importantly, these predictors can be directly available in real time. The main variables and their meanings are shown in table 2.
In table 2, variables 1 and 2 reflect the time variation of the dwell time. Both predictors can reflect passenger demand without the exact number of alighting and boarding passengers. The peak period is determined based on the passenger demand of the railway in the Dutch railway network as [6 : 30,9 : 00) [16 : 00,18 : 30) k AT ∈  on weekdays [22] . Statistics [10] show that dwell times in the peak hours are significantly different from during the off-peak hours (p-value = 0). Pk can be considered as a vector that contains one dummy variable, which indicate the peak and off-peak, respectively. Variables 3-10 are possible predictors that could be derived from track occupation data and timetable data. Variable 3 is set because different train lengths require different stop positions, which have a great impact on the dwell time. Variable 4 is selected due to the assumption that train delays may increase the number of passengers on the platform. For frequent service where the passenger arrival time is uniform over time, the higher the delay, the more passengers on the platform, and the dwell time would be influenced correspondingly. Variables 5 and 6 are based on the assumption that there are some relationships between dwell times of consecutive stations. In other words, if the dwell time at one short stop is longer than normal, this may also hold for other trains at other short stops. These variables can also reflect influences from the rolling stock because for a target train, the rolling stock has not been changed from the previous station to the target station. Variables 7 and 8 are based on the assumption that there are some relationships between the dwell times of consecutive trains. These two variables can reflect influences factors from the station because the station remains the same for consecutive trains. Because the length of the previous train may be different from that of the target train, variable 9 is also chosen. Variable 10 is a historical variable. Due to the limited number of cases, we use the dwell times on the same day of the last week as a historical variable, instead of the historical average. We also tested other variables such as headways, including the headway between the target train and the preceding train, the headway between the target train and the following train, and more complicated time series variables including the historical average dwell times of the target train, historical average dwell times of the target train at the previous station and the second previous station, and historical average dwell times of the preceding trains at the target station. However, these variables appear to have very weak relationships with the dwell times of the target train at the target station.
Estimation models
Based on the selected variables, both a parametric regression model and a non-parametric model are applied.
Parametric regression model
A parametric regression method is introduced to find the quantitative relationships between the selected independent variables and the dependent variable (Table3). The independent variables are fitted by using a step-wise estimation approach. First, we started fitting the regression model from a simple linear model with the minimum number of variables (Model 1). By looking at the influence of each variable separately, more variables are gradually chosen (Model 2 -Model 6) to see whether a better result can be obtained. The decision about the order in which a variable is entered into the model depends on the significance of the relationship between the new variable and the dependent variable as well as the improvement of the estimation accuracy upon adding the new variable. Some non-linear items are also added to examine whether they can improve the accuracy of the model. The non-linear items include both quadratic items and interactive items (Model 7, Model 8 and Model 9). Due to the earlier finding that the dwell times fit the log-normal distribution [10] , there is an additional model (Model 10), which is evolved from Model 9. The dependent variable in model 10 is based on the natural logarithm of the dwell time of the target train at the target station instead of the dwell time. The resulting estimation is transformed back to the raw scale by exponentiation. By applying a logarithmic transformation, a normally distributed set of data can be obtained. Another previous study has also shown that such a transformation is statistically warranted [14] .
Because the significance of an independent variable is different from the synthesis effect of multiple variables, the significance of each parameter is estimated by using the t-test after a model is selected. Any variable with a large p-value, which indicates that the parameter is not significantly different from zero, is removed from the model. Other combinations are also tested. However, the performances of the other combinations are not better than those of these ten models.
Non-parametric regression model
A non-parametric regression model is also used to estimate the dwell times, especially on the part of the dataset where the parametric model has low accuracy. The reasons are twofold: First, the relationship between the dwell time and the independent variables might not be linear. Taking the delay factor as an example, if the delay is small, the effect of the delay on the dwell time is not significant. However, large delays have a great impact on dwell times due to the accumulation of the boarding passengers. Second, the dwell times at short stops do not fit a normal distribution, which is a compulsory condition of linear regression models. In this case, a linear regression would be likely to fail. An alternative is to use a non-parametric regression. The basic approach of non-parametric regression is influenced by its roots in pattern recognition [23] .
The non-parametric regression has been widely used in urban traffic estimation and prediction [24, 25] , where particularly the method of k-nearest neighbors (k-NN) was applied. This approach will be used in this paper for its fast calculation and relatively good accuracy. In the k-NN method, it is assumed that the dwell time DTi depends on a series of variables , 1, 2, 3, , i x i n =  . Given the measurement of xi at the moment of prediction, one can find similar cases (called nearest neighbors) from historical data based on the distance between the historical data points xhist,i and the current observation xi. The smaller the distance, the more likely DTi equals DThist,i. More generally, the forecast of DTi can be computed as the mean of the dwell times of the k-th nearest neighbors.
The core problem is to define the distance function and the choice of k. The simplest way to define this distance is to use the absolute sum of the differences of independent variables | | 
Performance measure
The estimation accuracy is evaluated in terms of the performances of two indicators, the mean absolute percentage error (MAPE) and the root mean square error (RMSE). The MAPE is used to measure the estimation accuracy. The RMSE is also selected to show the actual error when the result is used as an input of the real-time rescheduling model, where the total error is calculated based on the combination of the running time and dwell time.
where ˆs k DT and s k DT indicate the predicted and observed dwell times of train k at stop s, respectively. N is the total number of trains observed, and p indicates the number of degrees of freedom.
CASE STUDY
The purpose of the case study is to calibrate and validate the proposed parametric and non-parametric models based on field data. First, a dataset is created based on Dutch railway stations; second, the proposed models are calibrated and validated using the dataset; third, the accuracies of the proposed models are compared with those of other existing studies.
Case study setup
Data collection and processing
The Dutch railway line in the Utrecht -Eindhoven area is selected for this case study (see Figure 3 ). Utrecht and Eindhoven are the fourth and fifth largest cities in the Netherlands. The railway connecting the two cities has a length of 45 kilometers and contains 13 stations. Utrecht, Eindhoven and Tilburg are the main stations: most trains depart and terminate in these stations. Geldermalsen and Boxtel are basic stations that allow trains to merge, diverge and cross. The remaining stations are shortstop stations. There are two types of train lines in this area: intercity trains and sprinters. Intercity trains only stop at main stations and basic stations, while sprinters stop at all stations. A cyclic timetable is widely used, which means that the same number of trains stop each hour. Taking Utrecht -Geldermalsen as an example, there are 6 trains per hour, including two intercity trains between Utrecht and Eindhoven, two sprinters between Utrecht and Tilburg, and two sprinters between Utrecht and Tiel. In the Dutch railway ticket system, the smart card is used. Passengers need to check in and check out via a machine that is placed on the platform. However, there is no passenger flow control gate. Passengers wait for the train on the platform after they check in. For all trains, the train doors will open only if it is activated manually. That means that when boarding or alighting, passengers need to press the button near the door of the train to open the door either inside or outside; otherwise, the door would remain close even if the train has stopped at the station.
Stations in the corridor are distinguished based on four principles:  Only short stop stations are selected;
 Consecutive short stop stations are selected, so that the relationship of the dwell times between two successive short stops can be examined;  Stations at which at least 4 trains stop per hour are selected to ensure as many data as possible for a station;  If a station has recently been reconstructed (e.g., Utrecht Lunetten), which can cause incorrect occupation data, the station is not selected. Based on these principles, the stations of Houten, Houten Castellum and Culemborg are selected. The train moving direction from Houten to Culemborg is selected. To obtain the influence from dwell times at the previous station and second previous station, Culemborg station is selected as the target estimation station. Houten and Houten Castellum station are selected as the feeders of predictors. The platform configurations of these three stations are shown in figure 4. Figure 4 : Platform configurations of the selected short stop stations Two train lines, S6000 and S16000, stop at these selected stations. Both train lines have a train interval of 30 minutes. Thus, there is a train that stops at these stations every 15 minutes.
The dwell times at the selected stops and trains are estimated based on the track occupation data. In the Netherlands, track occupation data are collected using a train describer system (TROTS), which provides the exact time of occupation and clearance of track sections [20] . By using a dwell time estimation algorithm [10] , a total of 17306 trains running from 1st September 2012 to 30 November 2012 are processed and analyzed.
Correlation Analysis
A simple correlation analysis was undertaken to understand the dependent variables and all possible predictors in section 4.1Table 4 shows that all predictors are significantly different from zero ( 0.001 α = ). The peak hour, length of the train, dwell times at the previous and second previous stations, and dwell time of the preceding train have weak linear relationships with the dwell time of the target train. The best predictor of the dwell time may be the dwell time of the previous station, with a correlation coefficient of 0.456. Other relatively high correlation coefficients include the dwell time of the second previous station (0.381), peak time (0.376), dwell time of the preceding train (0.376) and train length (0.308). The relationships between these four variables and the dependent variable are shown in figure 5 . For relationship plots between the dwell time and other variables, we refer to [10] . figure 5 , it can be seen that the dwell times are rather scattered, although the dwell time between two consecutive trains ranks the highest. The dwell times of off-peak hours are significantly shorter than during the morning peak and afternoon peak. There is a weak linear relationship between the dwell times of the preceding train and the following train. The dwell times of different train lengths are significant. Longer trains lead to longer dwell times. This is because for longer trains, conductors need more time to confirm that there are no passengers boarding before departure. It is also found that the dwell times of train lengths of four and six have a larger standard deviation than those of longer trains. This can be explained because shorter trains have a higher probability of deviating from their stop position and may deviate more from their stop positions than longer trains.
By analyzing the relationships (Table 5 ) between the ten selected independent variables, the relationships between the dwell times at the previous station and the second previous station, peak hour, train length, last week dwell time, and dwell time of the preceding train seem to be stronger than the others. To avoid overfitting, these variables are tested separately to obtain the best fitting result. 
Parametric Regression results
This subsection presents the parametric regression result by applying the method in 4.2 to the dataset. First, regression models 1 to 10 are applied to the peak hour data and off-peak hour data independently; then, the final model is developed by a certain routine based on the previous step; finally, the final model is calibrated and validated.
Initial regression
The models in section 4.2.1 have been estimated using linear regression for different weekdays, peak or off-peak hours, and different lengths of trains, as well as mixed lengths of trains. The results are compared by using the indicators of adjusted R 2 and RMSE, which are shown in Table 6 -9. The following summary can be made:
(1) The estimation results for peak hours are better than for off-peak hours. It is also found that the adjusted R 2 during peak hours is larger than for the same model during off-peak hours. This is because during off-peak hours, the dwell time variation is larger than during peak hours.
(2) During off-peak hours, the R 2 of longer trains' dwell times are much higher than those of shorter trains, which means that the correlation between the dwell time of longer trains and those of the preceding trains and previous stations are higher than for shorter trains. This can be explained by the fact that longer trains have more "rigid" stop positions, so that the spatial distribution of alighting and boarding passengers would not change from train to train; more importantly, travelers may know the positions of the doors for longer trains.
(3) The delay during peak hours may increase the number of passengers on the platform and cause an increase in the dwell time. This effect can be much stronger for shorter trains than for longer trains. This is consistent with the result in table 4. For shorter trains with 4 cars, the adjusted R 2 increased significantly, from 0.245 to 0.722, when a delay is introduced.
(4) Non-linear items do not improve the result significantly, except for the dwell times of eight-car and ten-car trains during the afternoon peak hours and ten-car trains during the weekend.
Final model
Next, the peak hour data are analyzed independently by using parametric regression to obtain the final model. Of the above models, the most powerful model is model 5, which is consistent with the previous analysis in table 4. In model 5, the main variables are the dwell times of the previous station, preceding train, second previous station, and second preceding train, as well as the dwell time last week. The final model is obtained by taking the following steps: First, based on this model, low significance variables such as the dwell time of the last week and the dwell time of the second preceding train are removed by using the t-test. Second, if the dwell time of the preceding train remains as an input of the model, the length of the preceding train should be added because the length of the preceding train may be different from that of the target train, which would influence the dwell time significantly. Third, the dwell times at the previous station and second previous station are combined by using their product. This nonlinear item is rooted to keep the same unit for all of the independent variables and the dependent variable. The final model for the dwell time estimation during peak hours is shown in equation 5:
Model calibration and validation
To validate the model, the dwell time data are split into two parts based on the train running date with equal sample sizes. The first part is used for model parameter estimation, and the remaining part is used to validate the model. For all trains during peak hours, the regression model is implemented. The estimated parameters and performance under each train length are shown in table 10. The comparison between the estimation results and the observations is shown in figure 6 . In the case of perfect estimations, the observations would be on the line y = x (shown in green). Data points far away from this line represent situations with poor estimation quality. Figure 6 : Estimation results of dwell time during peak hours From table 10, it can be seen that the dwell time of the target train can be estimated by the length of the target train, the dwell time of the preceding train (as well as the length of the preceding train) and the dwell time of the previous stations. The p-values for all parameters are smaller than 0.05, which means that the values of the parameters are significantly different from zero. Despite the overfitting for the train length of eight due to the sample size, the MAPE is from 11.55%-13.55%. The adjusted R 2 is 0.574, showing that the model could explain most of the samples in the dataset. The contributions of the input variables are different. First, the contribution of the target train length to the dwell time is positive ( 1 β =0.6). In other words, train dwell times tend to be larger for longer trains. This is because for longer trains, conductors need more time to confirm that the passengers have finished the alighting and boarding process. Second, the dwell time of the target train is longer when the dwell time of the preceding train is longer ( 3 β =0.18), so that if there are more passengers on the preceding train, the possibility a high passenger occupation on this train is large. However, for train lengths equal to 4, 8 and 10, the value of 3 β is zero, so this effect is not significant. This is because the lengths of the preceding train and the target train may be different, which may have a positive or negative effect on the dwell time. Third, the dwell time of the target train at the target station is longer if the dwell time of the target train at the previous station is longer. 4 β =1.09 hints that the dwell times of consecutive stations tend to be the same. If the dwell times of the previous station and the second previous station are large, it is likely that the dwell time of the target train at the target station is also large, and vice versa.
Non-parametric regression results
The above parametric regression achieves high-accuracy results during peak hours, but during off-peak hours, the accuracy is relatively low ( Table  8 -9) . A non-parametric regression model is introduced to predict dwell times during off-peak hours. Two types of variables are selected. Weekday, peak hour and train length are three variables to obtain the selection of the historical data. When predicting DTi, the historical dataset is chosen based on the same weekday, peak hour properties and train length. A total of 1560 records are identified without outliers. The dataset is then split into two parts. The first part, containing 900 records, is used as the learning sample, and the second part, containing 660 records, is used for prediction. The distance function is the sum of the differences and the nonweighed Euclidean distance. Because of the limited size of the learning samples, the value of k could only be selected from one to nine. The predicted result is shown in figure 7. For the sum of differences function, RMSE reaches its minimum value of 10.24 when k equals seven. For the non-weighed Euclidean distance, the RMSE has its minimum value of 10.26 when k equals six. Both are higher than for the parametric regression model. The MAPE is 19.95% (the estimation accuracy is 80.05%), which is within the acceptable estimation error and better than that using a simple 20% percentile value (RMSE=16.6084), as was used in a previous work [1] .
Discussion
Accuracy comparison with existing models
The accuracy of the proposed parametric model (PM) and the nonparametric model (NPM) are compared with those of existing models reported in the literature (see table 11 ). Because the dataset of the literature is different from that in this paper, the comparison could have some bias. Still, this comparison could reflect the effectiveness and potential of the proposed model. From table 6 , it can be seen that the model in [15] performs best under the RMSE indicator. When considering the percent error, the parametric model in this paper performs best. Considering that the proposed model does not contain any passenger data and that, the trains are currently scheduled in minutes, this result is promising. The non-parametric model does not perform well. This means that the accuracy of the NPM for off-peak hours still needs to be improved. However, compared to similar cases in [1] , the absolute error of the NPM is reduced significantly.
Generality of the model
As is analyzed in section 3, the dwell time of a train is determined mainly by the station, rolling stock and passenger demand. In the past, most of the existing dwell time estimation models were based on these variables. However, the station layout, rolling stock configuration and passenger behavior are difficult to model, which limits the model generality.
The DT − . The common characteristic of the preceding train and the target train is that they stopped at the same station, so parameter 2 β can reflect the effect of the station. The common characteristic of the dwell time at the previous station and the dwell time at the target station is that they are for the same train, so 3 β can reflect the effect of the rolling stock. The passenger demand appears by simply separating the peak and off-peak hour models.
As opposed to existing models, the proposed model does not need to consider the station layout, rolling stock configuration and passenger behavior problems. This is because these factors are included in independent variables in the proposed model, where they could act on the dependent variable directly. Thus, it is more general. However, such generality theoretically holds only if the model is tested in more cases with different datasets.
CONCLUSIONS
The main contribution of this paper is its development of a more generalized and more practical estimation model based on train detection data. Although many dwell time estimation models exist based on the number of passengers, they cannot easily be used in real-time rescheduling practice because of the lack of real-time passenger demand. This paper proposed both a parametric regression model and a non-parametric regression model to estimate the dwell times at short stops for real-time scheduling. The main advantage of the proposed model is that it does not rely on passenger data, so it is more practical in real-time rescheduling when the number of passengers cannot easily be obtained. The proposed model also shows the potential for the development of a more general estimation model, despite the different types of rolling stock and station. We conclude that this would be very important for broad applications.
We conclude that the estimation of dwell times at short stop stations is possible without passenger data, but only during peak hours can a relatively high accuracy be obtained. The estimation error of the dwell time during peak hours is 6.2 -8.8 seconds, and the corresponding accuracy is from 85.8% -88.5%. Because trains are scheduled in minutes, and this model could be used in real-time cases without passenger demand, this accuracy is promising. For short trains during off-peak hours, the accuracy of the proposed estimation model still needs to be improved.
Future work could be performed from three directions. First, to validate to what extent the model is generic. This work will be performed by applying more datasets from different stations of the Dutch railway network and even more datasets from different countries. Second, to improve the model accuracy by trying more variables, such as dwell times at other stations that are related to the target station, not limited only to consecutive stations. Other factors should also be considered, for example, the height between the floor levels of the LRT and station platforms are one important factor to be considered with a parameter when the data sets in other LRT stations in the world are considered. Third, to improve the accuracy by adding passenger demand input. Very recently, passenger check-in and check-out data has become available in the Dutch network, as the smart card has become compulsory for boarding a train. By processing these data, the number of alighting and boarding passengers could be obtained. We believe that including these values in the model could enable a complete input of the influence factors from station, rolling stock, and passenger demand, which can improve the accuracy of the estimation significantly. This work will be performed in further research. 
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Note: A-Alighting passenger; B-Boarding passenger; S-Standee in the train/vehicle; "√"included; "×" -excluded; "NA"-not applicable 
