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Abstract: This paper describes a Genetic Programming based automatic design methodology
applied to the maintenance of a stable generated electrical output from a series-hybrid vehicle
generator set. The generator set comprises a three-phase AC generator whose output is subse-
quently rectified to DC. The engine/generator combination receives its control input via an
electronically actuated throttle, whose control integration is made more complex due to the
significant system time delay. This time delay problem is usually addressed by model predic-
tive design methods, which add computational complexity and rely as a necessity on accurate
system and delay models. In order to eliminate this reliance, and achieve stable operation with
disturbance rejection, a controller is designed via a Genetic Programming framework imple-
mented directly in Matlab and, particularly, Simulink. The principal objective is to obtain a
relatively simple controller for the time-delay system which does not rely on computationally
expensive structures, yet retains inherent disturbance rejection properties. A methodology is
presented to automatically design control systems directly upon the block libraries available
in Simulink to automatically evolve robust control structures.
Keywords: model-reference control, time-delay systems, hybrid vehicles, genetic
programming, genetic algorithms, IC engine control
1 INTRODUCTION
The stability of the DC link between the AC/DC
rectifier and the traction motor inverter drive in
the series-hybrid vehicle is operationally critical,
whether the prime mover be a petrol or diesel IC
engine [1]. The prime objective for operation of the
traction drives is to deliver smooth, ripple-free tor-
que, and thus controllers for this purpose rely on a
stable DC link supply. Of particular importance is
the controller’s ability to reject both dynamic and
static loads from the traction drives and also an
ability to absorb excess energy under regenerative
braking regimes. A direct advantage of maintaining
the integrity of the DC link voltage is the associated
maintenance of the IC engine at its optimal operat-
ing point in terms of fuel efficiency and pollutants.
Again, the rejection of dynamics from drive loading
is instrumental in achieving this goal.
Stable generator output voltage requires control
authority over engine speed. A number of meth-
odologies for idle speed control (ISC) have been pre-
sented in the literature [2]. The primary motivation
for ISC is to maintain a selected idle speed while
rejecting torque disturbances such as power steer-
ing, alternator and automatic transmission loads.
In most production vehicles, the amount of air is
controlled by a throttle bypass valve, sometimes aug-
mented by additional valves actuated by an accessory
load signal [3]. Alternatively, it is possible to directly
control the throttle by direct electronic means rather
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than by mechanical linkages [4, 5]. Air control pro-
vides large authority over the engine, however it is
subject to intake manifold dynamics and intake-
to-torque time delays. Direct control of the spark
ignition timing provides a high-bandwidth low-delay
approach. However, spark control has rather limited
authority since excessive retardation of the ignition
can cause combustion instabilities.
In the hybrid electric vehicle drive train under
consideration here, it is desired to produce a low-
cost implementation of the control structure, and
hence direct control of the throttle by electronic
means is identified as the preferred technology if the
inherent system delays can be overcome to produce
a reliable engine speed controller. This is reinforced
by the fact that a typical production ISC controller
includes a PID loop for air control, a proportional
loop for the spark timing control, feedforward loop
for accessory loads, and other ad hoc loops for a vari-
ety of environmental compensation schemes.
The main characteristics of spark ignition engines
is that they are highly non-linear with significant
time delay between throttle actuation and torque
production. The objective of this research is to pro-
duce low-cost stable engine angular velocity control
with good disturbance rejection characteristics.
Torque-based control methods [6, 7], generally rely
on high-precision feedback data such as cylinder
pressure sensors, however cycle-to-cycle fluctua-
tions coupled with low resolution crank angle mea-
surements can pose problems for the stability of
any closed-loop control scheme. This often leads to
the complicated implementation of further inner
compensation schemes. In the case under consid-
eration in this paper, direct measurement of the
generated voltage is available as a feedback signal,
to provide high-accuracy, high-bandwidth control
of the engine rotational velocity, which is linearly
related to generated voltage by the generator back
emf constant [8].
Recent developments in electronically actuated
throttles have allowed close control of engine torque
to address the problem of, for example, vehicle dri-
veline oscillations [9, 10]. However, the time delays
inherent in the IC engine between throttle operation
and associated flywheel acceleration have necessi-
tated the development and implementation of a
variety of control regimes, ranging from learning
reinforcement schemes [11] to model predictive
methods such as the Smith predictor [12]. These
methodologies are shown to exhibit good control
over instantaneous engine torque and thus are
worthy candidates to achieve stable control over
the generated DC voltage [13, 14] via engine speed
control. Although performance is shown to be
good, these methods rely on algorithms which are
computationally intensive, and often rely on the
implementation of real-time system models, and
accurate models of the system time delay.
The purpose of this paper is to investigate the
automatic generation of a control system to stabilize
the rotational velocity of the engine at its com-
manded operating point, while rejecting distur-
bances from the reaction torque of the generator
when under load. In this way the resulting rectified
output of the three-phase permanent magnet AC
(PMAC) generator is stabilized.
One of the key objectives to be achieved by this
procedure is to design a controller which does not
require real-time components such as accurate
system models or time-delay approximations. The
motivation for this approach is the requirement for a
low complexity implementation to avoid the compu-
tational overheads of existing control methodologies,
allied with the difficulty of obtaining accurate models
in a useable form for real-time implementation.
The automatic generation of control systems pre-
sents a significant challenge, in particular to devise
a framework which is applicable to generalized engi-
neering applications. The design and analysis envi-
ronment Matlab and Simulink has become the de
facto design tool within the Control Engineering
community, and hence has been chosen here as the
development platform for the automatic design envi-
ronment. The methodology implemented within this
framework utilizes a hybrid approach combining
genetic programming, multiobjective genetic algo-
rithms, and intelligent agents.
There is a straightforward justification for the
approach designed within this paper. The automatic
design of control systems requires a number of sub-
components to be present in order to successfully
complete the required task. First, a defined multiob-
jective cost function. In this case, minimization of
error from a defined engine set point and associated
generated DC voltage, and minimization of control-
ler complexity. Second, identification of optimal
controller structures (control blocks, and positions
relative to the controlled plant). Thirdly identifica-
tion of the optimal parameter set to associated with
the identified control structures. Finally, identifica-
tion of the optimal connections of the control
blocks with each other, the control commands, and
the controlled system. Genetic programming (GP) is
implemented to achieve the second task of search-
ing for the control structures. GP, as presented here,
is an evolutionary-algorithm-based methodology to
find computer programs that perform a user-
defined task, and is thus a machine learning tech-
nique used to optimize a population of computer
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programs (in this case Simulink structures) accord-
ing to a fitness landscape determined by a control-
ler’s ability to perform a given task. Multiobjective
genetic algorithms (MOGAs) are implemented to
achieve the third task of searching for the optimal
parameter set to associate with the identified control
structures (for example, if a PID block is utilized, it
has a vector of three parameters associated with it).
MOGAs perform the simultaneous optimization of a
problem over a number of dimensions associated
with a multiple objective function. Subsequently, the
identification of the preferred connections betweens
the plant, demands, and control blocks is performed
by intelligent agents known as Worms, which accord-
ing to a set of pre-defined authorities, autonomously
act to connect components in the control system. In
conclusion, the performance of the automatically
designed control system is experimentally compared
to both a standard PID controller, and a model-based
controller of the Smith predictor type.
1.1 The series-hybrid vehicle drivetrain
The series-hybrid electric vehicle drivetrain [15] typi-
cally consists of petrol internal combustion (IC)
engine, AC generator, DC rectification, battery energy
storage, three-phase inverter and traction drives [16].
The control system for the series-hybrid electric
vehicle (SHEV) has both cascaded and nested struc-
tures, and consists of a velocity set-point controller
for the IC engine via an electronically actuated
throttle, and current control loops around the trac-
tion drive units (Fig. 1). Traditionally, this control
loop relies on crankshaft angular velocity feedback
from a low-resolution encoder. In the method pre-
sented here, high-bandwidth/accuracy measure-
ments are fed back from the DC link, a method
which enables a higher-performance controller to
be implemented. For experimental purposes in this
paper, we assume an engine set point of 3000 r/min
as an operational point at which to test the accuracy
and robustness of the controllers.
There are a variety of power control strategies
applied to SHEV powertrains [17, 18] which gener-
ally result in a load speed mapping of set points in
the most optimum engine power-speed region in
terms of specific fuel consumption, emissions,
and generator/power electronics efficiency [19,
20]. The example set points in Fig. 2 represent the
points in a generator efficiency map where a stoi-
chiometric engine/generator system is operating
at low power, high efficiency, and high power,
high efficiency. Efficiency at the system level here
is calculated according to the combination of
the efficiency maps of both the engine and genera-
tor [21].
The objective of the control system design meth-
odologies presented in this paper is to produce an
engine set-point controller which can maintain the
engine accurately at a commanded set-point speed,
and maintain stability at this speed while experien-
cing external torque disturbances [22, 23]. In
Fig. 1 Series-hybrid electric vehicle control structure
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addition to the objective system efficiency benefits,
there is a direct correlation between speed controller
effectiveness and the sizing of the DC link capacitors,
where effective regulation leads to potential weight
savings due to capacitor downsizing. Effective regu-
lation does, however, rely on a baseline transient
energy store and also the noise attenuation effects of
smaller capacitors [24].
2 SMITH PREDICTOR SET-POINT CONTROLLER
Previously, the authors have previously examined a
variety of set-point controllers including PID and
predictive methods [14]. The general limitation of
tuning rules for PID controllers is that they are
derived for delay-free systems. For the system under
consideration, the compound time delay (including
throttle actuator dynamics and engine torque pro-
duction) between control actuator signal and torque
production initiation at 2000 r/min was found
experimentally to be 980 ms with a variability of
650ms. This is a particularly large time delay,
mostly due to a proprietary throttle actuator and
closed-loop controller electronics with an inherent
lag. Under such circumstances, a PID controller is
extremely difficult to tune by standard tuning rules.
It is a challenging problem which could theoreti-
cally be improved by hardware re-design, but which
presents an excellent scenario by which to evaluate
the GP design process.
This motivates the design of a predictive controller
such as the Smith predictor [12, 25]. The predictor
generally utilizes a model of the plant characterized
into a linear transfer function accompanied by a time
delay. A model is used to simulate the states of the
plant with and without time delays, subsequently
the real plant output is cancelled by the output of the
delayed model, with the undelayed model providing
the feedback signal for the plant controller (Fig. 3).
The transfer function of the plant and Smith pre-
dictor can be written as [26]
Y (s)
X(s)
=
C(s)Gp(s)esTp
1+C(s)Gq(s)+C(s)½Gp(s)esTp Gq(s)sTq 
(1)
Hence if the model parameters exactly match the
plant, equation (1) simplifies to
Y (s)
X(s)
=
C(s)Gp(s)
1 +C(s)Gp(s)
esTp (2)
The predictor removes the time-delay effects
from the control loop, converting the corresponding
control design to a delay-free problem. The process
model Gp(s) contains a dead-time Tp.0, with con-
troller C(s), and a loop containing a process model
Gq(s)esTq.
The feedback signal is given by
YFB(s) =Gq(s)E(s)C(s)
+ ½Gp(s)esTp  Gq(s)esTq E(s)C(s) (3)
Assuming perfect modelling of the plant and
delay, then
YFB =Gq(s)E(s)C(s) (4)
Since
E(s)C(s) =
1
Gp(s)esTp
Y (s) (5)
and
Gq(s) =Gp(s) (6)
then
YFB =Gq(s)
1
Gp(s)esTp
Y (s) = esTpY (s) (7)
Fig. 2 Example engine speed set points
Fig. 3 Smith predictor control structure for system
with time delay
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Thus in the time domain YFB(t) = y(t +T ) which is
the prediction of the output signal.
2.1 Smith predictor engine model
The implementation of a predictive controller to
overcome the significant time delays inherent in the
engine requires a model which is representative of
the engine dynamics and time delay [2]. In this case,
for simplicity and ease of implementation, the
adopted model (Fig. 4) was a set of structures linear-
ized [27] around the operating speed of interest,
which relates output torque changes to changes in
fuel, spark and throttle [11].
In Fig. 4, V  is the required DC link voltage, Gi(s)
is the inlet manifold dynamics, Ga(s) is the combus-
tion delay, Gr(s) is the lumped rotational dynamics
for the combined system, Ge(s) is the generator
electrical dynamics, Kn is engine pumping losses,
and D(t) is the time-varying load from the traction
motors which are reflected into the IC engine as
reaction torque from the generator. Tests for obtain-
ing the model parameter values [28], consisting of
throttle, spark, and load inputs resulting in pertur-
bation response of the generator voltage level were
carried out. This method enables direct evaluation
of the model parameter values.
Tests were carried out to produce linearized mod-
els over a range of speeds via designed experiments.
This enabled the implementation of a parameter
lookup table giving a linearized model over a range
of operating conditions.
3 EVOLUTIONARY ENGINE CONTROLLER
DESIGN
As will be seen in the results section, the Smith pre-
dictor can be designed to provide a high-quality
controller, even for a system such as the one under
consideration which has a significant time delay.
The major drawback for physical implementation is
the necessity to have a reasonably accurate system
and delay model implemented in the real-time con-
troller. This is extremely computationally intensive
to achieve in real-time [29], particularly given the
motor industry’s constraints in terms of computa-
tion cost. Previous research in automotive drivetrain
control has been successful in the implementation
of fuzzy logic controllers designed by evolutionary
algorithms [30], and conventional controller tuning
by genetic algorithms [10]. In the first case, it is pos-
sible that a fuzzy logic controller could be designed
to control the delayed system; however, again such
controllers tend to be relatively intensive to imple-
ment in real time. In the second case, evolutionary
algorithms have been shown to give good results
identifying optimal parameters in multiobjective
searches. However, it is not immediately obvious
which controller structure to choose in the first
place in order to have its parameters optimized.
Evolutionary programming was thus chosen as the
platform for controller development. GP can be
viewed as an extension of the genetic algorithm [31]
in which the structures in the population are not
fixed-length strings which encode candidate solu-
tions, but are computer programmes which are the
candidate solutions. Programmes in GP have been
traditionally expressed as syntax trees rather than
computer code [32].
3.1 Simulink genetic programming engine
A graphical design environment for modelling was
chosen as the logical basis for the GP engine. This
allows for easy integration into the design process
and makes use of well established software in the
native language of control simulation. It removes the
need for translation and integration of traditional GP
tree-structures and offers the ability to include a vari-
ety of algorithms in the solution. The software cho-
sen to use for the search environment is Simulink.
This is preferred over other offerings due to its open
file formats and its general acceptance as a leading
modelling environment. Specifically, Simulink comes
as standard with an array of control and signal pro-
cessing blocks which are the de facto tools of the
design engineer. Utilizing these pre-defined blocks,
the GP process needs to search for three key
elements:
(a) which blocks should be present in the optimal
controller;
(b) how the blocks should be interconnected, and
also how they should be connected to system
inputs and outputs;
(c) what the optimal values for the parameters of
the blocks are (e.g. integrator gains).
When a plant model is loaded into the GP Search
System as a job, the points in the model to insertFig. 4 Linearized engine/generator model
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the control system are identified to the Search
System. This involves manually selecting the blocks
and connectors on those blocks for the demand,
feedback, and output. As part of the initial develop-
ment, the block set chosen was gain, differential,
and integrator (currently under development to
include the entire Simulink block set).
3.2 Search system
Modification of the Simulink models directly (for
computational economy) without the use of the
supplied interface requires unrestricted manipula-
tion of the Simulink ASCII model files. This has
been achieved by designing a system separate from
the Matlab/Simulink software which manages the
search process and has the ability to carry out the
necessary file manipulations. An important provi-
sion of the system is a reliable and immediate com-
munication between itself and Matlab. The Search
System comprises the open source packages Apache
HyperText Transfer Protocol (HTTP) (Web) server,
MySQL and PHP. The environment stack – Linux,
Apache, MySQL, PHP – is termed LAMP and is the
platform of choice for the development and deploy-
ment of high-performance web applications. Matlab
has an in-built function urlread for communicating
on the HTTP protocol which allows data to be sent
using the GET or POST method and the returned
content to be stored. The GET and POST methods
are defined in the HTTP protocol for submitting
data from forms. The difference between the two is
defined in terms of data encoding where data sent
via GET is encoded into a uniform resource locater
(URL) and data sent via POST is embedded into the
message body. This method is used to communicate
with the Search System over TCP/IP. Direct com-
munication to the MySQL database (Fig. 5) is made
possible through Matlab MEX-Functions using an
interface library originally written by Kimmo Uutela.
The overall system structure and communication
protocols of all the software components allow this
search method to perform parallel and distributed
evolutionary computations [33–35] and is classed as
a master–slave type of system. The master search
system sits on a central server while numerous
client machines running Matlab/Simulink are con-
nected to it over TCP/IP and act as slaves. This type
of system allows the workload of the evolutionary
process to be shared across multiple machines pro-
viding a significant speed advantage. Using Matlab
scripts, each slave requests work from the master
server. The system can be configured to either dis-
tribute individuals within a generation, i.e. the
slaves are working on one control system together,
or each slave is sent a separate control system from
the population of control structures. In the latter
case each slave is expected to carry out a complete
MOGA search to find a solution. In both cases the
required Simulink model is generated by the master
and fetched by the slave. The slave machines com-
municate their progress directly with the MySQL
database fetching chromosomes and storing fitness
values and results.
3.3 Runtime
The task of designing a new controller for a system
is defined as a Job. The system to be controlled is
modelled in Simulink and can be comprised of any
block libraries. This model is then converted into a
subsystem block and placed into a blank model. A
source representing the input to the system is added
but not connected to the subsystem. The model is
saved as a Simulink file and uploaded into the
Search System through a web interface. When the
file is uploaded the subsystem is treated as one
block which the search system does not need to
interpret. The subsystem is stored and never modi-
fied which allows for complex structures and/or
block libraries to be used within the block. Simulink
uses model files which are structured ASCII files
that contain keywords and parameter-value pairs
that describe the model in a hierarchical order. The
model file consists of sections that describe each of
the different model components. It is possible to
alter Simulink model files by rewriting the appropri-
ate section in the ASCII file.
The search system can use this stored data to cre-
ate Simulink model files by combining all the com-
ponents. When the system is creating new control
structures it simply inserts new blocks and connec-
tions into the output of the ASCII file (Fig. 6).
3.4 GP management
Management of the Search System is conducted
through a web interface. The web interface is built
using HTML/PHP and served by Apache. Connection
to the interface can be made remotely over TCP/IP
through a standard web browser. Data for the Search
System is stored in a relational database usingFig. 5 Search system
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MySQL which is communicated with via SQL. The
web interface provides the following functions:
(a) job management: includes creating new jobs,
administering existing jobs, uploading Simulink
files, and setting search options;
(b) block learning: allows Simulink files to be
uploaded containing new blocks for the search
system to use;
(c) block set management: includes administering
existing blocks in the library and managing
block sets;
(d) tools: contains scripts to perform various tasks
including database optimization and batch job
management.
3.5 Block learning/search
The Simulink blocks which the search system will
use to build a control structure need to be stored in
a database and the system informed which para-
meters are variable. The ASCII form of Simulink
blocks are made up of parameter-value pairs con-
taining information on position in model, size, and
variable values. The block learning function of the
system allows a model to be uploaded through the
web interface containing any number of blocks to
be imported as a library. On upload the system
interprets the model, extracts the blocks, and stores
them as separate entities into a library. The inter-
face then allows the user to edit each block and
define which parameter-value pairs are variable.
These are the variables that will be searched with
using a MOGA [36, 37].
Matlab scripting is used to search for a control
structure and the optimization of the parameter val-
ues within that control structure. The search is com-
posed of two loops, one contained within the other,
termed the outer loop and the inner loop. The outer
loop is concerned with the structure of the control
system, while the inner loop deals with the para-
meter values of the blocks created by the outer loop.
3.6 Worm search
The outer loop uses an agent-based [33] algorithm
termed worm search which works as follows.
For each input system a worm starting point is
established. The worms have a limited number of
lives or decisions which determines how complex
the control structure can be. The input worms travel
forward, and as they travel they make a number of
primary and secondary decisions equal to their
number of lives. A primary decision is whether to
divide (create a branch), remain (no branch) or
recombine (connect to parent branch with sum
block). A secondary decision is whether to select
and create a block or do nothing. The decisions are
represented as binary strings and are created using
a MOGA. This is shown in more detail in Fig. 7,
where primary and secondary decisions are indi-
cated by vertical delineation, with primary indicated
by P. The worms in the example have three lives.
Worm A starting at In1 at its first primary decision
decides to split. Its two branches then travel to their
secondary decision point. At this point branch 1
builds a block and branch 2 does not. At the second
primary decision point branch 2 decides to recom-
bine which automatically builds a summing block.
This process continues until lives minus primary
decisions taken = 0.
Fig. 6 Runtime structure
Fig. 7 Outer-loop worm example
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The decision process is defined as follows. Each
worm is represented by a binary string. The string is
made up of fixed length sections of width log2B
where B is the total number of blocks in the block
set. Alternate sections are either primary or second-
ary decisions. For primary decisions, the first three
binary digits represent split, combination, or noth-
ing (00 – nothing, 10 – split, 01 – combine, 11 –
nothing). The four binary digits represent the com-
bination block to be either plus or minus, thus
1 =plus and 0 =minus.
These binary strings are run through a MOGA
loop, so in the case of the system under examination
here there were 24 individuals in a population. As
there was only one worm, there were 18 control
structures in a population. For each control structure
we run the inner loop described in what follows.
The outer loop uses random search to place
blocks into a control structure around the subsys-
tem with the option of using a basic implementa-
tion of Tabu [38] to skip repeated structures. The
search system holds information on all of the blocks
that it has learnt through block learning in a block
library stored in the database. Subsets of the block
library can be created through the web interface
and are termed block sets. The blocks that the outer
loop chooses from are defined by the individual
block set that is allocated to the job.
Each block in the block set is represented by
log2 B binary digits where B is the total number of
blocks in the block set. A control structure corre-
sponds to a string of these binary blocks S( log2 B)
where S is the total number of available positions
for blocks in the control structure template. These
strings are randomly generated to create a popula-
tion of N individual control solutions with which
the outer loop will iterate through. If Tabu is
enabled then duplicate individuals in the population
will be ignored.
3.7 Design objectives
There is a set of extremely simple hierarchical
metrics applied to the outer-loop search procedure
which act as objectives to reduce the complexity of
the resulting controllers. Overall, the most impor-
tant objective is accurate regulation of set-point val-
ues, given a weighting of 1. Next in the hierarchy is
the objective to minimize where possible the num-
ber of blocks, and hence the overall complexity of
the controller and hence the real-time computa-
tional demands of the implementation. This is given
a weighting of 0.8. There is a further sub-criterion
applied here, where computationally intensive indi-
vidual blocks (for example a Kalman filter) are
penalized compared to simple gains and linear con-
trol blocks. Finally, the number of worm lives and
hence the complexity of inter-block connections is
an objective to be minimized and given a weighting
of 0.7. As with all search methods, these weightings
are arbitrary to the problem being solved and rely to
a greater extent on tuning by hand [32].
3.8 Inner loop MOGA
The inner loop makes use of the MOGA toolbox devel-
oped at the Department of Automatic Control and
Systems Engineering of The University of Sheffield,
UK. For each iteration of the outer loop, the inner
loop spends N generations tuning the parameter val-
ues of the blocks contained within the control struc-
ture according to a set of objective functions. If an
individual satisfies all of the objective functions then
the control structure and parameter values are stored
in the database as a possible solution. If no individual
is deemed a possible solution then after N genera-
tions the outer loop is called creating a new control
structure and the inner loop starts again.
The MOGA toolkit is configured with the follow-
ing parameters to perform the inner loop MOGA for
the application under consideration (Table 1).
4 EXPERIMENT DETAILS
The experimental set-up is shown in Fig. 8. The IC
engine is a 170 bhp, 2:5 l, 24 valve, V6 Ford Duratec,
gasoline, normally aspirated engine. This engine
was tuned to provide a peak torque of 220Nm.
Directly coupled to the crankshaft, and mounted via
a set of adaptor plates to the engine block is 25 kW
three-phase permanent magnet generator with a
peak reaction torque of 120Nm. The electronic
throttle is a standard Siemens unit.
Closed-loop control of the rectified DC link
generated was implemented in Labview, handling
Table 1 MOGA parameters
Parameter Value
Maximum number of generations 20
No. individuals in a population 24
No. of variables total of number of blocks
No. of objectives 2
Internal Representation binary
Binary length per variable 20
Lower bound for each variable 0
Upper bounds for each variable 5
No. of random immigrants 4
Survival selection stochastic sampling
Recombination method multi-point crossover
Crossover probability 0.7
Mutation rate 0.008 75
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measurement of the DC link voltage, and imple-
mentation of the controllers to achieve the set-point
level of 42 V measured by DC–DC converter fed by
the main bus, which equates to an engine set point
of 3000 rpm.
The time delay inherent in the predictive control-
ler was implemented as a Pade´ Approximation [39].
Load control was implemented via a second
Labview unit, which controlled a 100 kW chopper
drive [40], controlling the rectified DC voltage into
85 kW resistor dump circuit. Load was calculated via
the 0:24Nm/A reaction torque constant of the gen-
erator. Current drawn from the DC link was con-
trolled via a PID controller, current measurements
being fed back from Hall effect current sensors on
the DC cables. The figures presenting the results in
this paper thus have measured and demanded tor-
que which is scaled from the demanded and mea-
sured currents in the DC link. The measured current
signal is extremely noisy and hence has the demand
level superimposed for clarity. Model parameter val-
ues have been withheld for commercial reasons.
5 RESULTS
Experiments were carried out to investigate the
performance of standard (PID), predictive (Smith
predictor) and GP-generated controllers. The experi-
mental results presented in Fig. 10 was carried out
under PID control which was regulating a 3000 r/
min (42V) voltage command – the output of the
DC–DC converter from the DC link to the battery
bus. In each experiment presented here, the
disturbance torque reflected back to the generator
followed the profile presented in Fig. 9 with a peak
disturbance of 75Nm.
A stable PID controller was eventually identified
by trial and error with hardware in the loop. The
performance of the controller is shown in Fig. 10
and exhibits behaviour typical for PID controllers
associated with time-delay systems. The regulator
was attempting to stabilize the generated DC vol-
tage at 42V (this was tapped off the 600V DC link
via a DC–DC converter to the system voltage of
42 V). The PID gains were set at 0.04, 0.01, and 0.01,
respectively, with the following performance:
(a) mean voltage 42.01V;
(b) standard deviation 6.823V.
Fig. 8 Experimental rig
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Fig. 9 Load torque disturbance profile for all
experiments
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In particular, and typical of a PID-type controller
acting with a system which includes significant time
delay, overshoot and settling time are unacceptable
for any practical application, with a 10 per cent over-
shoot being typically the critical limit of acceptance.
The implementation of the Smith predictor sig-
nificantly reduced the voltage ripple generated by
the hybrid powertrain (Fig. 11). In particular, the
use of a simplified linearized model has shown itself
to be effective, especially considering the problems
of integration and development into a real-time
controller. Finally, the GP designed controller which
was predicted to produce the best mean and
standard deviation performance, while still being
composed from simple Simulink blocks, was imple-
mented (Fig. 12).
The parameters associated with this model are
given in Table 2, and the performance of this con-
troller is shown in Fig. 13.
The selected GP designed controller is very simi-
lar to a base PID controller, with subtle differences,
namely the inclusion of feedback attenuation and
most importantly, a rate limiter on the output of the
controller. There are some interesting associated
points. First, it would be possible to use this (or
many other) search systems to tune the base para-
meters of a PID controller, however it has been
shown that PID controllers encounter significant
problems with time-delay systems [13]. It might also
be possible to reduce the dimensionality or extent
of the search space by using a priori knowledge to
constrain the types included in the set of Simulink
Fig. 10 Regulation of hybrid DC link voltage with PID
controller
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blocks. However, the authors were interested in
designing a methodology which does not require a
priori knowledge, and believe that the richness of
possibilities adds a valuable level of unforeseen
design freedom to the process. Thus, it is possible
that constraining the structure range can, in certain
circumstances, constrain the performance range
concurrently. The method as presented raises the
generality of controller design and can be applied to
any complex system design task in (for example)
SHEV control design and is thus an extra valuable
tool in the designer’s armory.
It should also be noticed that the selected control-
ler could be simplified further. As this is a multi-
objective search procedure, it is necessary to define
a hierarchical metric of objectives in order to trigger
a stop criterion for the search engine runtime. In this
case, robust performance was deemed slightly higher
(1 versus 0.8) in importance than controller simpli-
city, thus the search terminated in this instance with
a well-behaved controlled system and an acceptable
level of complexity (i.e. block number).
Finally, the designed controller exhibits good sta-
bility on start-up, and would thus also be identified
as an able candidate for stop–start control schemes
for engine operation.
6 CONCLUSIONS
The primary aim of this investigation has been the
design of an engine velocity controller for a series-
hybrid powertrain with time delay which does not
have to rely on the implementation complexity
associated with methods such as the Smith predic-
tor. Although it was found possible to tune a PID
controller for this application, the presence of sig-
nificant lag led to oscillations in the rectified output
voltage (Fig. 10). As expected, it is also shown that
extremely high performance control can be
achieved by implementation of a Smith predictor in
this case (Fig. 11). However, the real-time applica-
tion of this predictor is onerous (on the experimen-
tal rig, it was running via a DSpace system).
In order to investigate the possibility of obtaining
a simple controller implementation for this appli-
cation, a Simulink generation Genetic Programming
environment was created. The environment had
the ability to create a generation of controllers com-
posed from simple Simulink blocks. The connec-
tions between these blocks and the system model
were created by agents designated as worms. For
Fig. 12 Selected GP controller design
Table 2 GP model parameters
Model block Parameter value
Rising slew rate 4000
Falling slew rate –1000
31 0.001
21 0.016
11 1
22 0.0015
23 0.0001
24 0.99
0 10 20 30 40 50 60 70 80
20
25
30
35
40
45
DC link voltage
Mean DC voltage
DC standard deviation
Fig. 13 Selected GP controller performance
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each individual, the best parameter values for the
blocks were identified by evolutionary search, before
the best individuals were selected by MOGA to take
part in the next generation. In this way, a controller
was identified (Fig. 12) which gave the best perfor-
mance available from the relatively simple blocks.
Its performance (Fig. 13) is shown to be much
superior to the standard PID form. Performance
does not at this time match that of the Smith pre-
dictor. However, this is outweighed by ease of
implementation. Future development of this
approach will encompass the ability to utilize the
entire Simulink block library, which will enable
more sophisticated controllers to be generated
(albeit at higher computational cost both in gen-
eration and implementation). A distributed web
approach to the GP implementation has also been
presented which takes advantage of the highly par-
allel nature of the GP.
Future work will include an investigation of the
controller robustness of this methodology when
engines are operated under alternative fuels from
gasoline. It is to be anticipated that this will have a
significant impact on the controllability of the sys-
tem under regulator control. However, recent devel-
opments in robust search will be investigated to
mitigate the variability introduced by this unknown
disturbance.
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APPENDIX
Notation
AC alternating current
C(s) generalized controller
DC direct current
D(t) traction motor load
esTp generalized plant delay
esTq generalized plant delay model
E(s) generalized error signal
Ga(s) combustion delay
Ge(s) generator electrical dynamics
Gi(s) inlet manifold dynamics
Gp(s) generalized plant
Gq(s) generalized plant model
Gr(s) rotational dynamics
Ke engine torque constant
Kg generator reaction torque constant
Kn pumping losses
Kt traction drive torque constant
V  demanded DC link voltage
X(s) generalized demand signal
Y (s) generalized system output
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