Abstract. We develop and analyze methods based on combining the lowest-order mixed finite element method with backward Euler time discretization for the solution of diffusion problems on dynamically changing meshes. The methods developed are shown to preserve the optimal rate error estimates that are well known for static meshes. The novel aspect of the scheme is the construction of a linear approximation to the solution, which is used in projecting the solution from one mesh to another. Extensions to advection-diffusion equations are discussed, where the advection is handled by upwinding. Numerical results validating the theory are also presented.
In this paper, we will first consider a standard mixed finite element-backward Euler method with dynamically changing mesh and will demonstrate that this method has optimal rate of convergence, assuming that the meshes between two consecutive time levels are obtained by very simple coarsening or refining procedures. This estimate, while not general, is very practical, as this approach is quite easy to implement. We will then consider a modification to the mixed method which preserves the optimal convergence rate under very general changes in the mesh. This approach involves first postprocessing the solution at the current time-step to obtain a discontinuous, piecewise linear approximation. This piecewise linear approximation is then projected onto the new mesh. The postprocessed solution is easily obtained, as the mixed finite element method gives an approximation to the gradient. Finally, we extend these estimates to convection-diffusion equations, where the convection operator is approximated using an upwind method [4, 5] .
Our focus here on the mixed finite element method is dictated by the applications of interest, in particular, the solution of transport problems arising in porous media and surface water. For these applications, generally described by advection-diffusionreaction equations, the mixed finite element method for diffusion combined with some type of upwinding or characteristic approach for advection has nice features, including local conservation of mass, minimal oscillation, and the ability to approximate sharp fronts. See, for example, [6, 18, 19] for applications to practical problems. A particular difficulty in these problems is the presence of chemical reactions, which are highly localized and can require extremely fine grid to resolve accurately. Therefore, we are investigating adaptive gridding as a way of handling these problems. This paper is organized as follows. In the next section, we describe a standard mixed finite element method for the heat equation and analyze it in the case of a special type of dynamically changing mesh. In section 4, we introduce a novel modification to this method, which preserves the accuracy under very general assumptions on the mesh modifications. In section 5, we extend these estimates to an upwind-mixed method applied to advection-diffusion equations, such as those arising in typical transport problems. We also consider as a special case a constant coefficient advection-diffusion equation with diffusion coefficient possibly being zero. Finally, in section 6, we give some numerical results for a one-dimensional test problem.
Notation and assumptions.
In this section, we describe a backward-Euler mixed finite element method for the solution of the heat equation on a dynamically changing mesh and derive an error estimate in the case of a special type of mesh modification.
We first give some notation and basic assumptions. Let ∆t n , n = 1, 2, . . . , N * denote a sequence of time-steps,
∆t n , and for g = g(t), let g n = g(t n ). We will assume the time-steps ∆t n don't change too rapidly, that is, we assume there exist positive constants k * and k * such that
independent of n and ∆t, where ∆t = max n ∆t n . We assume Ω is a bounded domain in R d , d = 1, 2, or 3, with boundary ∂Ω. We denote by (·, ·) S and || · || S the L 2 inner product and norm, respectively, defined over a set S. When S = Ω, we omit the subscript. At each time level t n , we construct a partition T n of Ω, suitable for the mixed finite element method (for example, quadrilaterals and triangles in two dimensions, tetrahdra, hexahedra, and prisms in three dimensions), with maximum element diameter h n . Boundary elements are allowed to have one curvilinear edge or nonflat face.
Let h = max n h n . We will assume throughout that
thus the mesh diameter h n must also satisfy an inequality of the form (2.1). In our analysis, we will use the standard equality
and inequality
Also, throughout the paper K denotes a generic positive constant and a generic small positive constant.
The standard method.
We begin by considering the heat equation, written in mixed form,
with smooth initial condition,
and boundary condition,
The weak form of (3.1) of interest is (3.5) where to obtain (3.5) we have integrated by parts and used (3.3) .
denote the lowest-order Raviart-Thomas spaces defined on the partition T n of Ω. The space W n h is the space of functions which are constant on each element in T n , and V n h is the space of vector-valued functions whose components are linear on each element and whose normal component is continuous across interior element boundaries; see [17] . As discussed in Douglas and Roberts [14] , for boundary elements with possibly one curved edge, the space is unchanged.
At each time level n, c n and z n are approximated by
We note that, in (3.7), we must compute (C n−1 , w n ). That is, we compute the L 2 projection of C n−1 , which is a piecewise constant on T n−1 , into piecewise constants on T n . Unlike in a Galerkin finite element method, this does not involve solving a system of equations.
Note that (3.7)-(3.8) gives a square system of equations. By setting w n = C n and v n = Z n , the L 2 stability of this method is easily shown. Moreover, setting f = 0, one can show the uniqueness of the solution, and existence follows. To derive an a priori error estimate, we compare C n to an
We compare Z n to the well-known π-projection [17, 14] , πz n ∈ V n h , which satisfies
, we have the error estimate
The true solution satisfies
where
Thus, subtracting (3.13) from (3.7) and (3.14) from (3.8) we find
At this point, if we were to follow the technique in [10] , we would multiply (3.16) by ∆t n and sum in time from n = 1 to the final time level N * and sum the time difference terms by parts. We would then define w n so as to satisfy an adjoint equation, namely,
where (3.19) and w
The trick is to find a tight bound for the term
This bound is used in handling the first term on the right side of (3.16), which is the critical term in the estimate.
Rather than pursue this type of estimate, we study a special but very practical situation, and for simplicity we restrict our attention to triangular elements in R 2 . We assume the following: is an element in T n−1 , then it may be refined into four smaller triangles by joining the midpoints of the edges, and its neighbors must also be refined by joining the midpoints of the refined edges to the opposite vertex; see is part of a larger triangle which was previously refined, the mesh may be coarsened to the larger triangle. The extension to a triangle with a curved edge is obvious. Setting w n = ψ n c in (3.16) and v n = ψ n z in (3.17) , adding these equations, and using (2.3), we find
Let N be the time-step at which ||ψ
Multiplying (3.21) by 2∆t n and summing on n, n = 1, . . . , N, we find The first two terms on the right side of (3.23) are easily shown to be bounded by
Consider the third term on the right side of (3.23). Since, by the definition of θ On the mesh T n , let E C denote the set of elements which are unchanged or result from coarsening of elements in T n−1 . Let E R denote those elements which are obtained by refining elements in T n−1 . Then, dropping the subscript c momentarily in (3.26), consider
On element Ω n e , e ∈ E C , ψ n and Πc n−1 are both piecewise constants; thus the first sum vanishes by the definition of θ n−1 c , and we need to consider only the second term. By our assumption on the relationship between meshes T n and T n−1 , a refined element Ω n e is one of four elements (or two elements) making up a triangle in T n−1 . Assume 
Fig. 3.2. Elements and edges in
For any v ∈ V n h , v is specified in the interior of Ω by specifying v · ν (which is constant) on each edge, where ν is a normal vector to the edge. On boundary elements having one curved edge, v · ν is specified on the two straight edges, and ∇ · v is also specified, which then determines the average value of v · ν on the curved edge. Let
and let σ · ν have average value zero on all other edges. In particular then σ ≡ 0 outside of Ω
On the other hand, by (3.17) and the definition of σ,
Thus by (3.33) and (3.34),
). 
Thus, returning to (3.26), we find
(3.37)
Choosing sufficiently small and using (2.2), we find
Combining (3.38) with (3.21) and (3.24) we obtain
Applying the triangle inequality, we obtain the following theorem. Theorem 3.1. Assume (A1)-(A3) hold and ∆t n satisfies (2.2). Then
(3.40)
Thus, if c is sufficiently smooth,
We note that this estimate has optimal rate for the lowest-order mixed method.
A more general approach.
In this section, we outline a modification of the scheme (3.7) that preserves the estimate above, without the assumption (A3) on the mesh. This estimate also holds in R d , d = 1, 2, 3, and for more general elements. We still assume (2.1) and (2.2).
In order to motivate this approach, consider a simple one-dimensional example. and the solution C n−1 = 1 in Ω 1 , 1/2 in Ω 2 , and 0 in Ω 3 . Based on some error indicator, we may decide to refine Ω 2 into two subintervals [1,1.5] and [1.5,2]. Using the method described above in section 3, the projected solution onto each of the refined subintervals has the value 1/2, which doesn't take into account the solution values in Ω 1 or Ω 3 . In order to improve the projected solution, we construct a linear function on Ω 2 with average value 1/2, say,
which we note also satisfies C n−1 (1) = 1 and C n−1 (2) = 0. When this function is projected into the new mesh using L 2 projection, the new function has the value of 3/4 in the interval [1,1.5] and 1/4 in the interval [1.5,2], which intuitively is a better approximation of the behavior of the solution in this region.
Therefore, given
, define a linear function C n−1 on element Ω is a gradient or slope approximation, discussed below.
The modified scheme is as follows:
We remark that the linear term in C n−1 only needs to be added when the mesh changes, for otherwise this term integrates to zero, that is,
Moreover, because this term integrates to zero, the scheme above is mass-preserving, that is,
The gradient δC n e could be calculated in a number of ways. One way is to recognize that for the heat equation above the mixed method gives an approximation to ∇C, namely, −Z. This choice also lends itself to our analysis. Therefore, we consider the case where
that is, δC n e is the mean value of Z n on Ω n e . Other types of approximations based on linear reconstruction [8, 3, 13] are equally inexpensive and lead to similar theoretical results; we further comment on this below.
The error estimate proceeds as follows. Using the same definitions as in the previous section, subtracting (3.13) from (4.2) and (3.14) from (4.3), we find
The first term on the right side of (4.7) is bounded as follows. First we note that
|| ||w
n || (4.10)
Consider for an arbitrary time t
Substituting (4.11) into (4.10) and using (2.1) and (2.2), we find
Next, consider the second term on the right side of (4.7),
By Taylor's series, for x ∈ Ω n e and c sufficiently smooth,
Here we have used
and
by the midpoint rule of integration. Therefore
Substituting (4.15) into (4.13) and using (2.1) and (2.2), we find 
Multiplying by ∆t n , summing on n = 1, . . . , N, where here N is arbitrary, choosing sufficiently small, and hiding the first term on the right side of (4.17), we find
Finally, applying Gronwall's inequality, we obtain the following error estimate. 
Remark. For other choices of δC n e , in order to obtain the estimate above, it is necessary that an inequality of the form (4.11) can be shown and that the approximation property (4.15) holds. If, for example, one constructs δC n e by some type of finite difference approximation based on C n , it is intuitive that one could demonstrate that these bounds hold, since ψ z is related to finite differences of ψ c through (4.8).
5. Extension to advection-diffusion equations.
A general case.
In this section, we extend the method in the section above to include an advection term and allow for variable coefficients. In particular, we consider the equations
Here D = D(x, t) is assumed to be a symmetric, positive definite tensor, bounded below by a positive constant D * , and u = u(x, t) is a given velocity field. This model is typical of equations arising in transport problems. In previous papers [4, 5] , we have proposed and analyzed so-called Godunov-mixed methods for approximating solutions to these equations. Here we will extend these methods to the case of dynamically changing meshes.
The weak form of (5.1) we consider is
The method can then be outlined as follows. At time level t n , we approximate c n by C n ∈ W n h and z,z, and the advective flux g by Z n ,Z n , and G n , all in V n h . Defining C n−1 as before (see (4.1) and (4.6)) usingZ instead of Z, these approximations are determined by the following system of equations:
Here we are using the so-called "expanded" mixed finite element method, proposed by Arbogast, Wheeler, and Yotov, for elliptic equations [1] , which gives us a gradient approximationZ as well as an approximation to the diffusive flux z.
The advective flux approximation G n is constructed from the solution C. There is a number of ways in which this can be determined, but we shall concentrate only on simple upwind methods. Since g n = 0 on ∂Ω by (5.3), we set the integral average of G n · ν = 0 on boundary edges, where ν is the unit outward normal to Ω. Suppose elements Ω n e and Ω n e share an interior edge l, x l is the midpoint of the edge, and ν l points from Ω n e to Ω n e . Then one can define, for example,
where C n e and C n e are the constant values of C n on the elements. Here, we have defined G n implicitly in terms of C n . This complicates the solution of (5.4)-(5.5) by making the system of linear equations which arises nonsymmetric. Another approach would be to calculate G n explicitly in the following way. Given
We can then modify the definition of G n by
Higher order approximations to g can be constructed by postprocessingC n−1 to obtain a piecewise linear function on each element Ω n e , much in the same way that C n−1 is constructed. Since our overall method is at best first order, we will not pursue including these higher order approximations in our analysis, however, they can result in superior solutions, especially for advection-dominated problems, and we often include them when doing simulations.
The error estimate proceeds as in section 4. Define Πz ∈ V n h to be the L 2 projection ofz, that is,
and letψ z =Z − Πz andθ z =z − Πz. Using the same definitions as in section 3 for the other terms, with the modification that
by the midpoint rule of integration. Suppose G n is defined by (5.7) and assume without loss of generality that (u n · ν l )(x l ) ≥ 0; then 
Next, consider the case where G n is defined by (5.9). In this case, following the steps that led to (5.24), we find In Table 6 .2 we present results for the same problem without including the gradient term in C n−1 , that is, the generalization of the method in section 3 to include an advection term.
Asymptotically the convergence is again first order, as predicted by the theory. However, we also notice that in the p = 5 case, the error oddly increases as the size of the mesh decreases from h = .0625 to h = .03125, before settling down to the expected convergence rate. We expect this is an anomaly and would not occur if we were refining the mesh based on a reasonable error indicator.
Conclusions.
In this paper, we have taken a first step at developing and analyzing mixed and upwind-mixed methods for diffusion equations, when the mesh changes dynamically. The next step is to develop a posteriori error estimates which can be used to indicate where and when mesh modification and time-step control are needed. This will be the topic of subsequent work.
