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Abstract
Investigations into characterising and measuring bio-membrane permeability have been ongoing
for over a century. Driven by both industry and academia, a variety of in vivo, in vitro, and in
silico techniques have been developed and employed to understand the mechanisms and ther-
modynamics of drug and agrochemical transport in living systems. Unfortunately, many of the
techniques suffer from a lack of high-throughput implementation or suffer physical restrictions
such as bulk diffusion limitations. Moreover, it is apparent that membrane permeability data
is lacking, particularly with respect to the agricultural industry and non-mammalian biological
sciences.
With the invention of the droplet interface bilayer (DIB) a decade ago, there have been
several breakthroughs in membrane technologies for electro-physiology, membrane protein re-
constitution, and membrane permeability assay methods. In this thesis, I have studied DIBs
as a possible candidate for a rapid and high-throughput membrane permeability assay that can
be used to measure rates for specific agrochemicals in varying lipid systems in situ.
The first output of this research includes device engineering, design and fabrication tech-
niques of novel microfluidic chips for improved DIB formation, droplet rendering, and manipu-
lation. More specifically, on demand and high through-put DIB manufacture has been achieved
for the first time, the results of which has been published in the peer reviewed journal, Lab
on a Chip. Furthermore, to prove that the application of DIBs are not categorically limited
to a small subset of lipid types, it has been proven that DIBs can be formed with a variety
of lipids, including some plant lipid extracts. For the first time, DIB model membranes have
been formed to mimic soy, Arabidopsis, tobacco, and oat plasma membranes. A successful
permeability assay was performed with these DIBs, and the results were published in the peer
reviewed journal, Biomicrofluidics.
A serious challenge of measuring membrane permeability in DIBs is the limitation of bulk
diffusion, which often leads to underestimates in intrinsic membrane permeability rates. To
further the understanding of this limitation, the fluid dynamics of coupled advection-diffusion in
stirred droplets has been investigated experimentally and computationally. As a result, a novel
microfluidic device has been developed to induce shear stress along the membrane to disrupt
the effects of the bulk fluid stagnation in the permeability assay, which allows for more accurate
measurements of the intrinsic membrane permeability. To the best of my knowledge, this is the
most accurate technique available, and is a breakthrough tool for future applications, such as
supplying permeability data to systems transport models. The results of the intrinsic membrane
permeability of various lipid types have been published in the journal, Nature Scientific Reports.
Furthermore, the physical properties of DIBs have been investigated including surface energy
driven morphology, formation dynamics, and bilayer surface tension measurements. For the
first time, the effect of membrane curvature in DIBs has been thoroughly scrutinized, and new
insights into DIB behaviour have been established.
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2.8 Structure of the fluorescent dyes (a) resorufin and (b) calcein. Structure of the
lipids (c) DOPC and (d) DPhPC. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.9 Brownian motion (a) is depicted as general diffusion across a concentration gra-
dient based on random molecular motion. Membrane pore formation (b) is
depicted as the opening of a gap in the membrane, which is mediated by an
exogenous molecule, a protein, or forms spontaneously. Kink isomerism (c) is
shown where the acyl chains rotate to form a cis conformation, which allows
for gaps in the bilayer to form allowing the solute molecules into the membrane
core. As the kinks ‘diffuse’ across the bilayer, the solute molecules can be brought
along where they are eventually deposited on the the other side of the membrane.
The lipid structure effect (d) is shown how various head-group sizes can allow
for easier access by permeating molecules. . . . . . . . . . . . . . . . . . . . . . 59
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2.10 Schematic of the geometric definition of the unstirred water layer δ as described
by Pedley, which is the intersection point of two lines relative to the membrane:
the line parallel with the concentration at the wall Cwall, and the line tangent to
the concentration profile at the membrane.[1] Note that this is a diagram that
shows possible UWL sizes and is not meant to depict a time series. . . . . . . . 60
2.11 Schematic (a) of a membrane with an UWL layer of thickness 2δd developing
during passive diffusion with solute at concentration difference C+ − C− under
stagnant conditions. Schematic (b) of a membrane undergoing shear stress due
to a flow of velocity uz(y) parallel to the surface, which modifies the UWL layer
thickness 2δd by developing a convective boundary layer during passive diffusion
with solute concentration difference C+ − C− (see Pedley[1] for more details).
Note that there is recirculation in the flow which helps mix the system, see Figure
5.19 for more details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.1 Diagram of process for mixing lipids to form vesicle emulsions for DIB produc-
tion. Solid lipid mixtures are weighed (a) into a vial and dissolved in chloroform.
The chloroform is evaporated leaving behind a lipid film on the glass surface.
The phosphate buffer is then added to the vial with the lipid film to form a
rough emulsion. The emulsion can then be (c) sonicated or extruded to form
multi-lamellar vesicles of a given size. . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2 DIBs are formed traditionally by pipetting (a) a volume of aqueous lipid emul-
sions into an oil phase to form droplets, which are then (b) pushed together with
a pipette tip to form an interface. . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3 A serial dilution of 20.00, 10.00, 5.00, 2.50, 1.25, and 0.63 µM resorufin is pre-
pared in a phosphate buffered lipid emulsion. This solution is used to form DIBs
which are viewed with fluorescence microscopy or on a fluorescence gel scanner.
The average fluorescence intensity, measured inside the red circles, of the DIBs
can be plotted against concentration to find the linear region. The linear region
is fit with a slope 4460±212 a.u. per µM, and intercept of 422±91 a.u. with an
R-squared value of 0.99. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4 Fluorescence micrograph of permeating DIBs (resorufin) at time stamps t =
[0, 2, 4, 6, 8, 10] minutes for images (a) to (f) respectively. The average intensity
inside the red circles are taken along with standard deviation values (measured
on imageJ). The dynamic intensity (g) is plot from the source (blue triangle)
and the sink (red triangle) droplets and fit to a least squares error (solid blue
and red line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
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3.5 Diagram (a) of DIB dimensions with droplet radii r1 and r2 and centres (x1, y1),
(x2, y1) that intersections at (x3, y3). The two triangles that form between the
DIBs are made up of the bases b1,2 and spherical cap radius a. Bright field (b)
image of droplets forming DIBs, which can be thresholded and converted to a
binary image (c) which can be used to find the droplet diameters and interfacial
diameter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.6 Schematic of the EasyDrop kit for performing droplet shape analysis and mea-
suring surface energy γ. The set-up consists of a light source that illuminates a
sample container (with hexadecane), which embeds a flat tipped needle. A sam-
ple is deposited from a syringe to form a pendant droplet. The droplet shape
is captured with a horizontal CCD camera that can be analysed with image
processing software. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.1 Schematic of DIB with droplets of radii r1 and r2 and linear interface radius a
which is defined as half the length from the circle-circle intersection length. If
the bilayer is curved the radius of curvature is rb. The spherical cap heights h1,
h2, and hb are defined as the length from the intersection axis to the droplet or
bilayer radius (note that h2 is omitted for clarity). The surface energies γ1, γ2,
and γb are tangent to the ternary interface which can be measured by angle Θ1,
Θ2, and Θb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 A plot (a) of the morphology of symmetric DIBs with respect to the ratio of
monolayer γm = γ1,2 to bilayer γb surface energy, where high relative monolayer
surface energy is favourable for DIB formation and low monolayer surface energy
is unfavourable. A plot (b) of the model result of an asymmetric DIB of a varied
monolayer surface energy γ1 with the monolayer surface energy γ2 equal to the
bilayer surface energy γb. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 Plot of model result of the percent area deviation of DIBs with volume and lipid
asymmetry. The effect of monolayer surface energy is exacerbated by increasing
droplet volume differences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4 Schematic of DIB morphological changes, where two aqueous droplets in an oil
phase adhere to form a bilayer. The DIB is then subject to many forms of
dynamic behaviour, such as evaporation of the aqueous phase, which causes the
droplets to shrink, thereby causing the bilayer to buckle if the rate of evaporation
is high enough relative to the rate of droplet de-lamination and lipid desorption.
Additionally, the lipids can ‘flip-flop’ back and forth across in the bilayer, causing
a spontaneous decrease in asymmetry. And ultimately, the DIBs can wet the
surrounding surface or containment well if they are not free floating. . . . . . . . 87
4.5 Geometry of the initial DIB Surface Evolver model which consists of ‘vertices’
(circles), ‘edges’ (boxes), ‘faces’ (red numbers), and ‘bodies’. . . . . . . . . . . . 88
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4.6 The ‘Surface Evolver’ output with three surfaces (with energy γ1,2,b) and two
volume constraints (equal and constant volume) for increasing γ1 and decreasing
γ2 with a constant bilayer surface energy γb. Qualitatively it is shown that the
effect is minimal at low asymmetry but changes drastically at the highest possible
level of asymmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.7 The probability of a n-DIB network survival rate based on the stability of a given
interfacial system assuming a single rupture is a failure in the network. . . . . . 91
4.8 Fluorescence micrograph image (a) of two adhered fluorescent-labelled POPC
vesicles with mismatched membrane tension and curvature at the membrane-
membrane interface. Processed image (b) of vesicle interaction field of view
(yellow parallel lines) where the maximum pixel intensities are found. Image (c)
of captured peak intensities overlayed on the original image. Image (d) of the
peak intensities fit to the equation of a circle using a least squares estimation.
Image (e) of a binary threshold of the raw image, which is used to find the droplet
outline, location on the 2D plane, the vesicle diameters, and the intersection length. 92
4.9 Measurement of curvature in the interface of vesicle-vesicle adhesion complex by
finding the (xˆi, yˆi) location of the peak intensities and fitting the points to the
equation of a circle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.10 Micrograph of adhered vesicles showing the force balance, where if the force is
assumed to be unity, the higher tension vesicle will be 50% higher and 32% lower
for the lower tension vesicle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.11 Schematic (a) of side view and top view of asymmetric DIB with a curve in
the bilayer. Filtered CLSM image of (b) symmetric DPhPC DIBs, (c) volume
asymmetric DPhPC, (d) lipid asymmetric DPhPC-DOPG DIB with 6% PG in
the dark droplet, (e) lipid asymmetric DPhPC-DOPG DIB with 12% PG in
the dark droplet, (f) asymmetric DPhPC-DOPG DIB with 24% PG in the dark
droplet. Note that the images are rotated and filtered for clarity. . . . . . . . . . 95
4.12 Empirical results and linear fit of bilayer and monolayer surface energy calculated
from DIB morphology as a function of monolayer asymmetry in DIBs with a
droplet composed of pure DPhPC and a droplet with a mixture of DOPG in
DPhPC. The values are calculated based on pure DPhPC surface energy inputs
and fit linearly with a Pearson’s R-squared value of 0.94 and 0.98 respectively.
For this calculation of γ1 and γb, the droplet 2 surface energy is assumed to be γ2
= 1.18 mN m−1. The sample size for the DIB method is n = 3, and the sample
size for the DSA method is n = 9. . . . . . . . . . . . . . . . . . . . . . . . . . . 98
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4.13 Plot of experimental data of dynamic interfacial surface tension of pendant
droplets using the DSA method where a large droplet is formed which will be
slow to reach equilibrium. The surface tension can be dropped by decreasing
the volume of the droplet while the total lipid content in the droplet is constant.
The droplet can reach equilibrium much faster relative to formation with a single
static volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.14 Plot of the ratio of DIB interface diameter over droplet diameter a
r
for various
droplets sizes on PMMA. It is shown that the friction of the droplets wetted to
the surface slows down the droplet formation rate. . . . . . . . . . . . . . . . . . 102
4.15 Photobleaching curve of resorufin in linear region with respect to concentration.
The behaviour is mainly first order with minimal photoblinking effects, βOFF is
negligible, βON = 0.0014±0.0003 s−1 and ξ = 0.027±0.005 s−1 (with a RMSE
on the [ON] measurement of 0.62). . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.16 Diagram (a) (modified from Merz et al)[2] of the photosynthetic electron trans-
port chain, where water is enzymatically split in Photosystem II to provide
electrons for P680. In conjunction with light, charge is transferred via the plas-
toquinone molecule through the cytochrome complex, plastocynanin protein, and
into P700 of the Photosystem I complex. Here the electrons are available for the
formation of NADPH. Note that these complexes and pigments are located in
the thylakoid membrane (b). If a herbicide such as atrazine disrupts this energy
transfer chain, the excited pigments will not have any outlet to pass the charge
through the chain, and the energy will be dissipated by rapid autofluorescence,
as shown by the green plot in (c). The application arises from the fact that
healthy behaviour (black plot) exhibits a damped response to light excitation of
the chlorophyll system, whereas the disrupted chain exhibits rapid autofluores-
cence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.17 Plot of bulk fluorescence intensity response of whole leaf spinach with light il-
lumination at 430 nm and collected at 685 nm. The (black line) input light is
turned on and off on the order of seconds, where the (red circles) bulk fluores-
cence increases and decreases with respect to the illumination. The response is
modelled as a 1st order response (blue dashed line). As the response is sluggish
in response to illumination, this is a positive proof of healthy photosynthetic
cells within the spinach leaf. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.1 Plot (a) of laser cut well circularity with respect to design specified diameter
which indicates that small droplet wells have poor resolution closer to the laser
spot size. Schematic (b) of DIBs in laser cut well which consists of two inter-
secting cylindrical spaces. Fluorescence micrograph image (c) of 1 µL DIBs in
laser cut wells. Sample size for each cut well is n = 3. . . . . . . . . . . . . . . . 109
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5.2 Schematic of the process of acetone solvent bonding of PMMA layers, where (a)
a standing layer of acetone is applied to the surface of a PMMA sheet. Before
the acetone dries another PMMA sheet must be faced on top of the acetone
layer and held under pressure (finger tight) for 5 minutes. Once the bulk of the
acetone has evaporated the chip is further dried in an oven at 70°C (c) for 30
minutes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.3 Bright field micrograph image of acetone bonded PMMA sheeting (1 mm thick)
and untreated PMMA sheet, where surface deformities such as rivulets can be
formed during the bonding process, causing potential optical effects. . . . . . . . 111
5.4 Schematic (modified from Vlachopoulou et al [3] ) of the process of silane bonding
PMMA to PDMS. (a) APTES is applied directly to a clean PMMA surface by
vapour deposition or painting with a cotton swab. (b) The PDMS and APTES
treated PMMA is then treated with UV ozone exposure to functionalize the
surface (c). The functionalized PDMS and PMMA surfaces are faced together
and oven treated at 70 °for 3 hours. . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.5 Schematic of temporary bonding of PMMA layers by sandwiching silicone grease,
where (a) the viscous grease is painted around the edges of the device with a
cotton swab. The top layer (b) is then bonded by gently contacting the layers
together with slight manual pressure. A ‘window frame’ chip (c) is used to hold
a hexadecane phase, which can be used for DIB formation on a micrscope as the
dimensions are that of a microscope slide (72 by 26 mm). . . . . . . . . . . . . . 112
5.6 Diagram of PMMA slide with large hexadecane filled wells which can be used to
incubate droplets and form DIBs. . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.7 Exploded view (a) of simple circular DIB well which consists of a base plate
that is bonded to a stationary circular well plate with various holes through the
center. Optionally, a cover slip can be added to the device once the DIBs are
loaded into the wells. A contrast enhanced fluorescence image (b) of a 5 by 5
well array with DIBs in each well including a top row with a serial dilution of
dye for a calibration measurement. The DIBs that formed succesfully are circled
in green, a droplet pair that did not interface is circled in red, and the other
droplets coalesced to form a single droplet. A magnified image (c) is provided
with cartoon lipids that demonstrates the formation of a DIB on the device. . . 114
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5.8 Exploded view (a) of V-chip that consists of a base plate, well plate, and a cover
slip to contain the embedding phase and the aqueous droplets. A schematic of
V-chip loaded with DIB (b) which can be vertically rotated 90°(c) so that gravity
pulls the droplets into the V junction where the DIB can form (d). The process
is reversible when the chip is rotated in the opposite direction the droplets shear
and are rendered into their original form (e). Vertical micrograph (f) of DIB
formed on V-chip the droplets are incubated individually and are allowed to
come into contact (g) at the bottom the V intersection to form a DIB which is
viewed through the droplet pair. The DIB can also be viewed (h) from a rotated
angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.9 Schematic of linear and circular slide chip in the incubation setting (a) and (c)
and the DIB formation setting (b) and (d). A micrograph shows the process
in detail where the incubating droplets (e) are brought into contact (f) where
the droplets are forced together to facilitate interface formation (g). The fully
formed DIB (h) can be reversibly rendered (j) into the original droplets (j). The
formation of a DIB membrane (k) is believed to be present at the interface. . . . 117
5.10 Exploded view (a) and photograph (b) of linear slide chip. Exploded view (c)
and photograph (d) of rotary sliding chip. . . . . . . . . . . . . . . . . . . . . . 118
5.11 Photograph (a) of screw actuated linear DIB device where a 3 mm screw, kept in
place with a lock pin is threaded into a nut that is glued to a movable well. By
turning the screw clockwise (b) the threaded wells move forward until the wells
come into contact and a DIB is formed. The screw can be turned anti-clockwise
and the movable wells can return to there original position thereby rendering the
droplets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.12 Fluorescence (Typhoon) image of an 8×1 slide chip array comprised of 1.2 mm
diameter wells. 1 µL droplets are incubated with 10 mg mL−1 DOPC lipid and
5 µM or 1 µM resorufin in the top row. Going down the columns are increasing
time stamps which are shown for t = (0, 2, 4, 6, 12, 16, 18, 20) min. The DIBs in
the 2nd and 5th columns (orange boxes) have merged and must be omitted from
permeability measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.13 Diagram (a) of axial-azimuthal (y, z) cross-section with streamlines of recircula-
tion flow in a DIB pair due to shearing flow at the top of the droplets from the
non-polar phase (hexadecane) with the velocity flow profile uy(x, z). Micrograph
(b) of a ‘minimum intensity Z-projection’ (processed on ImageJ) from a (top
view) image sequence of particle motion in a double lobed, symmetric vortex
pair within a DIB. Diagram (c) of the streamlines of the top half of the DIB pair
on the (x, y) plane in (b), which shows the flow direction and recirculation flow
around the side of the droplets. . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
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5.14 Diagram (a) of (x, y) plane streamlines in the midplane of the circulating DIB.
Diagram (b) of 3D representation (x, y, z) of half-hemisphere streamlines in top
of DIB droplet (modified from Woodhouse and Goldstein.[4]) . . . . . . . . . . . 122
5.15 Schematic (a) of droplet interface bilayer structure, which can develop an un-
stirred water layer (b) during permeation that with solute at concentration C−
in the sink droplet and C+ in the source droplet (reused from Figure 2.11 for
emphasis and clarity). If a shearing flow is applied to the surface, the layer
thickness δd can be modified. Photograph (d) of rheo-DIB chip which can be
assembled on a fluorescence microscope. A non-polar shearing media (hexade-
cane) is filled to 3 mm above the disk in the well plate assembly and the DIBs
are formed within the DIB wells. The disk is driven by a DC brushed motor and
a toothed band/pulley up to 200 RPM, the maximum speed in which DIBs are
stable for this configuration. Schematic (e) of an axial-radial (x,z) cross section
of rheo-DIB chip where the aqueous DIB sits in a confinement DIB well at radial
position R, which is surrounded by an oil phase, and is exposed to shear stress
by a disk spun about the z-axis at a determined height (h = 1 mm) above the
top of the droplets and angular velocity ω. . . . . . . . . . . . . . . . . . . . . . 123
5.16 Schematic (a) of exploded view of shear disk device formed of a base, well, and
spacer plate that forms the well plate assembly which bonded to a 6 mm overflow
plate. A 2 mm diameter pin is set in the center of the chip which fits a 4 mm
outer diameter ball bearing and a 6 mm outer diameter pulley attached to the
14 mm diameter disk. Photograph (b) and schematic (c) of rheo-DIB chip. . . . 124
5.17 Plot (a) of PDE model result over 33.3 minutes for a 0.8 µL DIB with 5.000 and
0.625 µM resorufin, where the geometry of a DIB is simplified for the solution to
1-D Fick’s 2nd law. Plot (b) of dynamic UWL development in micron. Plot (c)
of the deviation of the effective permeability Peff from the intrinsic membrane
permeability Pm due to the development of the UWL. Schematic (d) of 1-D
DIB model of a given droplet diameter and pair length l, which has an effective
membrane thickness δˆ and UWL thickness δ. . . . . . . . . . . . . . . . . . . . . 126
5.18 Diagram (a) of COMSOL model for a spinning disk above a hexadecane media.
Normalized model solution (b) for the spinning disk of height h = 1 mm above
the hexadecane with a radius of 5 mm, where we can see that the far edge of
the device affects the velocity profile along z. However, as long as the DIB
is positioned at R away from the edge, the linear velocity profile allows for a
simplified 2D model in Cartesian coordinates. . . . . . . . . . . . . . . . . . . . 128
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5.19 Schematic (a) of velocity profile (u = uy, uz) in the z-y direction (no flow in the
x direction) for the 2D fluid dynamic model of the rheo-DIB chip. A sliding
wall (blue straight line) 1 mm above the droplets induces flow (Couette flow) in
the non-polar shearing phase 1 in the y direction. This flow is well developed,
periodic, and induces motion on the droplet interface (blue curved line). The
moving droplet interface induces flow inside the droplet (red curved line), this
causes circulation and shearing on the membrane surface. Note all black solid
lines imply a no slip boundary condition, also there is no convective flux across
any blue or black line (u · n = 0), however there is species flux across the
membrane based on a given membrane permeability and thin layer thickness.
Image (b) of the model result of the flow inside a DIB based on the fluid dynamics
model from a shearing flow of hexadecane above the lipid encapsulated droplets.
The streamlines (black lines) and the velocity magnitude show that the velocity
is at the highest near the oil-water interface. . . . . . . . . . . . . . . . . . . . . 131
5.20 Image (a) of a time-dependent droplet concentration C−(y, z, t) profile in a purely
diffusional 2D COMSOL model in the y-z plane. In this case the boundary
layer is significantly larger and is slower to reach equilibrium. Image (b) of
a droplet concentration C−(y, z, t) profile in a coupled 2D advection-diffusion
physics model that is mixed by a spinning disk at 30 RPM. Qualitatively, it is
apparent that the Blasius boundary layer decreases the diffusional UWL thick-
ness. Image (c) of a droplet concentration C− profile in a coupled 2D advection-
diffusion physics model that is mixed by a spinning disk at 0, 11, 20, 50, 100
and 200 RPM (snapshot taken at one minute). Qualitatively, the diffusion layer
can be seen to be drastically reduced at higher disk rotation speeds. Note that
the droplet diameter is set at 1 mm and that the right side donor droplet (+) is
truncated for clarity. An intrinsic membrane permeability of Pm = 1.98×10−4
cm s−1 was used in this model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.21 Plot (closed black circles) of measured effective membrane permeability of re-
sorufin in 0.8 µL lipid-in DIBs (DOPC) as a function of disk rotation speed
(RPM). The results demonstrate an increase in effective permeability as the
mixing and shearing on the membrane decreases the UWL thickness. Sample
size n > 10 for each data point, and error bars are set to a confidence interval
of 95%. The solid line shows the result from the numerical model best fit of the
experimental data fitting parameter Pm = 1.98×10−4 cm s−1. . . . . . . . . . . 133
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5.22 Diagram (a) of ‘cup and aperture’ method for creating black lipid membranes
for permeability assays, which suffers from low through-put implementation. Di-
agram (b) of PAMPA technique for permeability assays, which suffers from the
fact the membrane is not accurate. Diagram (c) of ‘rheo-DIB‘ method which
demonstrates an improved permeability assay that forms an accurate and bio-
logically relevant membrane, is well mixed, and can be implemented in a high
through-put fashion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.23 Plot of calcein leakage assay where DIBs are formed with concentrated source
droplets (+) and diluted sink droplets (-) and are tested for calcein permeation
with and without shearing. The results indicate that there is no calcein leakage
into the sink droplet (-) and hence no significant membrane poration or shear
induced membrane permeability of non-permeable molecules. The intensities are
measured with imageJ from the area inside the red circles. Note that the source
droplet is highly quenched. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.24 Plot of average shear stress (Pa) on the DIB membrane calculated from the 2D
COMSOL model as a function of the tangential velocity of the rotating disk at
R = 1.7 cm from 30 to 200 RPM. The average shear stress is calculated from the
variable shear stress τ(z) along the z-axis on the membrane from z = -0.3 to 0.3
mm, as indicated from the shear stress plot overlayed on the COMSOL output
of the velocity magnitude profile. . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.25 Photograph (a) of large rheo-DIB chip made of PMMA with 10 sets of 8 wells
placed radially about the well plate assembly. The 6 mm pulley is mounted to
a 135 mm diameter disk and set on a 3 mm pin. The disk is driven by toothed
band attached to a DC brushed motor and variable voltage supply (0-20V). The
DIB wells (b) in the well plate assembly consist of adjacent cylindrical holes cut
into the PMMA that intersect so that the circle-circle intersection is 0.4 that of
the diameter. The DIB wells contain the lipid emulsion droplets that form DIBs.
Schematic (c) of the rheo-DIB assay kit that consists of an Olympus stereoscope
stand and base with a rheo-DIB chip mounted directly to the surface. The
camera is equipped with a 12 mm fixed focal length lens and a band pass optical
filter (600±25 nm). The chip is illuminated from the side (through the PMMA
substrate) with light filtered through a short pass filter (532 nm) directed by a
fibre optic cable. Photograph (d) of a large rheo-DIB chip illuminated with light
from a fibre optic cable (cone of light emitted at 60°at a wavelength of ≤ 532 nm)
set 3.5 cm away from the first set of DIB wells to ensure uniform illumination
inside the DIB wells. The image acquired is converted from a grayscale value
(e) to a relative intensity and plotted (f) over time as a measure of effective
membrane permeability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
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6.1 Coupled reaction-diffusion of hydrogen peroxide across a DIB membrane which
reacts with horse radish peroxidase to from oxygen and the fluorescent molecule
resorufin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.2 Lineweaver-Burk plot (a) of hydrogen peroxide and Amplex Red with horse
radish peroxidase. Plot (b) of dynamic concentration of hydrogen peroxide and
resorufin inside DIB sink and source droplets to fit the empirically measured
concentration of resorufin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3 Plot of normalized fluorescence intensity of calibration droplets with 0.625 to
5.000 µM resorufin respectively. The intensity remains constant after 900 sec-
onds. The sample size was n = 6 for this control experiment. . . . . . . . . . . . 142
6.4 Plot of (a) resorufin calibratin curve showing linearity with respect to fluores-
cence intensity from 0.625 to 5.000 µM (n = 15). Plot (b) of resorufin permeating
0.2 µL DIBs of DOPC (n = 14) and DPhPC (n = 6). The green line and box
represent DOPC assay contrentration and the black line and triangle represent
the DPhPC assay concentration. . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.5 Chemical structure (a) of the polar lipid L-α-phosphatidylcholine (the choline
group in the red box is positively charged making the lipid neutral) which
makes up 45.7 wt of the SPLE%. Chemical structure (b) of the polar lipid
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Chapter 1
Introduction:
The purpose of this research is to develop an assay for measuring passive membrane translo-
cation. In particular, the assay is geared towards industrial applications in the agritech or
agrisciences sector, such as improving pesticide product design processes, validating consumer
safety, and environmental protection. This comes at a time where shifting governmental and
private sector priorities in agricultural research and development have arisen due to a complex
system of economic, political and climatic shifts.[6] Moreover, rising demand on crop land and
increased pressures for drought and pest resistance make agricultural research a high priority
for the future.[7, 8] However, despite the agrochemical emphasis, the technology developed in
this thesis is well suited to pharmaceutical or other biological industries, if not simply a novel
tool for fundamental biophysical science. A flow chart shown in Figure 1.1 indicates the path
towards a technology for improving agrochemical products. This is achieved by integrating and
developing technologies to build a device for measuring passive membrane permeability, which
requires a combination of practical experimentation and computational analysis. The successful
development of the technology that allows for high through-put membrane permeability assays
of plant lipid systems then feeds directly into systems models along with a priori information
about cellular structures such as volume, surface area, or local fluid dynamic patterns and
biological data such as lipid type, integral protein activity, asymmetry, or active transport.
Towards the first level goal of device development, a key technology under the microscope
in this research is called the ‘droplet interface bilayer’ (DIB), as shown in Figure 1.2. A
detailed history and technical description is provided in Chapter 2.2, however a simple working
description can be stated accordingly: DIBs are lipid encased water droplets that produce
artificial cell membranes.[9] DIBs have been chosen for this application as they are able to be
compartmentalized, which allows for the loading of source droplets that can transfer matter into
a sink droplet via passive translocation also called membrane permeability, this forms the basis of
the membrane permeability assay. Additionally to the permeability assay development, several
interesting biophysical properties of DIBs have been discovered along the way that bolster the
development of DIB technology, including an analysis of asymmetry induced curvature in DIBs
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Figure 1.1: Flow diagram for the improvement of agrochemical products, starting with technology development
through experimental and computational validation of devices that underpin accurate and high through-put
membrane permeability measurements for plant lipid systems. These measurements along with crucial biological
and structural data feed into the development of dynamic systems models, which in theory can be used in
commercial applications such as product design or safety testing of active ingredient small molecules.
and an improved technique for measuring surface energy in DIB membranes. See Booth et al
for a comprehensive review of recent DIB applications.[10]
In order to control and maintain stable DIBs, an array of microfluidic chips have been
engineered in this research. The main principle of the devices are to precisely form aqueous
DIBs in an oil embedding phase. These devices are designed with the equilibrium shape of
DIBs in mind in order to maximise stability. The peripheral aim of the devices are to enable
the quantification of DIB area and volume, and to be able to render the DIBs back into
their original single droplet form. However, one of the biggest challenges of designing DIB
permeability assay chips is to accommodate a large set of droplets for measurement, and to
visualize dynamic permeability and droplet geometry. Furthermore, this must be accomplished
while accounting for the bulk diffusion limitations adjacent to the membrane.
Though standard bright field, fluorescent, and confocal microscopy techniques are utilized
in this research, some creativity was required in imaging techniques to achieve efficiency and
accuracy. Some alternate techniques include the use of a gel scanner (Typhoon, GE Healthcare
Life Sciences) and some ad hoc optical equipment to increase the field of view (FOV). One of the
important achievements of this research has been the ability to take into account and physically
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Figure 1.2: Schematic of an aqueous droplet interface bilayer (DIB) immersed in a non-polar embedding phase.
DIBs can be formed from either micelles in the non-polar phase or vesicles in the aqueous phase that form
monolayers at the interface. The bilayer forms between the two droplets where the lipid tails interact, elsewhere
the lipid head groups face the water phase and acyl chains face the non-polar phase. Note that the DIB and
lipids are not to relative scale.
control the bulk diffusion limitations of a permeability assay. It is therefore contended here that,
relative to the current industry standard, a more accurate intrinsic membrane permeability
technique has been developed in this research. By increasing the precision of the technique
and applying automation, the shear induced mixing DIB permeability assay (on the so-called
‘rheo-DIB’ device) developed in this research could easily be utilized in an industrial setting.
Though still in early developmental stages, the data collected from the membrane per-
meability assay can be applied to a cellular transport systems model. As different cell and
organelle membranes can contain vastly different lipids, it is possible that the passive perme-
ability can vary widely. Furthermore, the difference in permeability can also be compounded
by the difference in relative surface area between organelles, i.e. the relative surface area of a
folded organelle will be much greater than that of a spheroidal organelle. Systems models will
have greater importance in future scientific endeavours as costs associated with direct experi-
mentation will generally be higher than theoretical analyses, and the ability to make informed
estimates will indeed result in a reduced financial expenditure and increased productivity.
Going forward, the biggest challenges facing the DIB permeability platform are: 1) stability,
2) measuring solute concentrations of non-fluorophores, and 3) characterising the effects of
asymmetric membranes. DIB stability is a significant challenge that does not appear to be
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have a simple solution. It is possible that a combination of supported bilayer structures or
hydro-gels could be applied, or even the use of micro-fluidically generated liposomes might help
overcome the inability to form stable membranes with particular lipid constituents. Measuring
concentrations of non-fluorescent solutes can be achieved with the application of techniques
such as UV microscopy or coherent anti-Stokes Raman spectroscopy (CARS), which is currently
under development from several research groups in the spectroscopy community.[11, 12, 13, 14]
Recently, on-chip Ramam microspectroscopy has been used for measuring Fickian diffusion
directly in multicomponent systems.[15] Going forward, these applications could play a major
role in the method of the DIB permeability assay. Furthermore, the effect of lipid asymmetry is
gaining a wide amount of attention in the membrane biophysics literature. As DIBs can easily
form asymmetric membranes, they are ideal for investigation into properties such as asymmetry
dependent membrane permeability.
31
Chapter 2
Background and Theoretical Analysis:
2.1 Introduction to relevant thermodynamics and physics
Dynamic and static droplet behaviour can often be complex, and is controlled by an array
of physical properties such as surface tension, gravity, line tension, chemical potential, and
electrostatics to name a few. Indeed, understanding the physics and thermodynamics behind
DIB morphology and dynamics is paramount to developing the technology. To this end, a
review of the important thermodynamics of DIBs, vesicles, and membranes is provided in
the following sections, which covers a range of topics such as membrane applications, shape,
curvature, and stability. Though a statistical mechanical analysis of a fluid lipid membranes
can lead to important thermodynamic insights,[16] only a few minor points are made using
statistical mechanical tools, and more details can be found in the texts Thoery of Simple Liquids
by Hansen and McDonald and Statistical Mechanics of Phases, Interfaces and Thin Films by
Davis.[17, 18] Furthermore, much of the thermodynamics discussed here will be considered at
equilibrium. Yet, as “bio-membranes exist in systems far from equilibrium, small stimulus can
make use of large energy sources,”[19] some discussions of non-equilibrium thermodynamics
are provided as it relates to bio-membranes. Additionally, the history and development of
permeability assays is outlined which highlights the achievements in this research with respect
to accurately measuring intrinsic permeability across artificial cell membranes. Though not
comprehensive, several mechanisms of diffusion are discussed here and in the appendix, which
may play a role in understanding small molecule passive permeability. Finally, analysis of the
physics of bulk diffusional barriers in membrane permeability is discussed, which plays a crucial
role in the success of the technology.
2.1.1 Total internal energy versus free energy
Consider an open system of arbitrary dimensions, the differential of the total internal energy
U ,
dU = TdS − pdV + µdN + γdA+ τdL+ φdq (2.1)
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can be expressed as the contribution of the product of the variation of the extensive properties
entropy S, volume V , moles N , surface area A, line length L, charge q, with the intensive
variables temperature T , pressure p, chemical potential µ, surface energy γ, line tension τ , and
electric potential φ.[17, 20] Ultimately, chemical potential and surface energy are of extreme
practical importance in this research. Chemical potential is defined as the change in Gibbs free
energy G with respect to moles of a species j being constant,
µ =
( ∂G
∂Nj
)
T,p,Ni6=j
(2.2)
This is a key property as the gradient of the chemical potential is the driving force for membrane
permeability.[20, 21] Macroscopically, interfacial tension (or surface energy),
γ =
(∂G
∂A
)
T,p,N
(2.3)
can be thought of as the amount of energy required to increase the surface area of an interface.
A corollary of this definition is that if there is no surface tension then no energy is required to
modify the surface area (reversible process). However, microscopically it can thought of as the
energy required to remove a molecule from the bulk phase and place into the interface.[22] This
implies that if there is no surface tension, then there is no energy barrier to prevent additional
molecules from entering the interface from either phase, causing the eventual miscibility of the
two phases. The effect of line tension and electric potential, though of great importance to the
field, play only minor roles in this body of research, and are given only a glossary treatment.
Moreover, according to a survey by Blecua, “line tension effects can no longer be neglected
for droplets with a linear size below 100 nanometers”.[23] This implies that line tension may
have an affect on pore formation, but little affect on microliter scale droplet morphology.[24]
As for charge z±, by the Gibbs-Donnan effect, for a system with Ns charged surfactants (where
electroneutrality holds) with N water molecules, the chemical potential term is broken up into
the parts,[17] where the overall Gibbs free energy is written as,
dG = −SdT − V dp+ γdA+ µdN + (z+µs+ + |z−|µs−)dNs (2.4)
The functional can be simplified substantially by rationally choosing the important energy
contributions.[25]
The most useful form of the energy equation is given by Davis et al, where the internal
energy U for a closed interfacial system is given as,
dU = dQ+ dW = TdS − pdV + γdA
dH = dU + pdV + V dp
dG = dF + pdV + V dp
dF = dU − TdS − SdT
(2.5)
which feeds into the equation for enthalpy H, Gibbs G, and Helmholtz F free energy.[17]
Note that if the system is open, then the chemical potential term µdN must be added and
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if the system is isobaric and isochoric, then the relation holds that dG = dF . These last
two equations prove convenient as they are used to derive important equations that describe
equilibrium physical behaviour of the systems explored in this thesis, for example the Young-
Laplace equation or the Gibbs-Duhem Equation as shown in Table 2.1. A brief discussion of
the equations outlined in the table are provided in the following sections.
Free Energy γdA pV µN −TS
Helmholz Young’s Equation
Helmholz Young-Laplace Young-Laplace
Gibbs Osmotic Pressure Osmotic Pressure
Gibbs Gibbs-Duhem Gibbs-Duhem Gibbs-Duhem
Helmholz Shuttleworth Shuttleworth
Table 2.1: Table of relevant thermodynamic equations that show how they are interrelated through the overall
energy functional for Helmholtz and Gibbs free energy.
2.1.2 Open and closed system thermodynamics
A lipid monolayer or bilayer can be considered as either, 1) an open system, and exchange
molecules between the interface and the bulk, or 2) a closed system1 which has a fixed N
number of molecules in the interfacial phase space.[26] An example of an open system is a
surfactant-free aqueous-oil interface. In this case the water molecules are free to recruit to, or
abandon the interface if the surface is expanded or compressed. Closed surface systems do not
allow the free movement of molecules out of the interface. Closed interfaces can be studied in
a Langmuir trough, where the surface area per molecule can be modified, the resultant sur-
face pressure/area isotherm can give information about the monolayer state phase transitions,
i.e: “gaseous monolayer”, “liquid-condensed”, “liquid-expanded” or “solid-condensed”.[27] The
monolayer phase behaviour is useful in that it can be used to predict the extent of chain iso-
merism and lipid packing, which is an important factor in membrane permeability.[27]
A bio-membrane can sometimes be considered as an open system, as the movement to and
from lipid membrane surfaces is documented for mitochondria, chloroplasts or lipid droplets.[28]
However, lipid vesicles more often than not tend to behave as closed systems. This is shown
to be the case as they will become flaccid if driven to lose inner mass by osmotic flux, or will
burst if sufficient external forces are applied.[26]
Critical micelle concentration An important example of open system analysis is of
the affect of bulk surfactant concentration and CMC (critical micelle concentration) on surface
1One can consider the difference between a closed and open system as a micro canonical and a grand canonical
ensemble.
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tension. The following effect, outlined by Defay et al by the equation,( ∂γ
∂µi
)
T,µj
=
Ni
A
= Γi,j (2.6)
shows the adsorption Γi,j (or surface density) of an interface for a given species as a function
of surface energy and chemical potential.[29] As shown in Figure 2.1, consider a surface with a
solvent 1, surfactant 2, and an impurity 3 where both the surfactant and the impurity adsorp-
tions are positive, Γi,j > 0. Note that for the case where Γi,j = 0, the implication is that there
is no adsorption at the interface and thus the concentration at the interface is the same as the
bulk, and any tangential manipulation of the interface would not affect the surface tension. The
surface tension γ can be modified with respect to bulk surfactant concentration C2 as shown
by Defay,[29]
∂γ
∂C2
= −Γ2,1 ∂µ2
∂C2
− Γ3,1 ∂µ3
∂C2
(2.7)
Below the CMC the surfactant molecules exist as single soluble molecules, where at low con-
centrations of surfactant (just high enough to form a monolayer) the surface tension decreases,
∂γ
∂C2
< 0. This is clear as the change in chemical potential of the surfactant and impurity will be
positive. Above the CMC, the surfactants interact to form micelles that have a surface of their
own whose area can quickly become much larger than that of the interfacial surface area. This
causes a large dilution of the impurity (3) as it has increased availability to the bulk “inner
surface”. In technical terms, above the CMC, this implies that ∂µ2
∂C2
= 0, ∂µ3
∂C2
< 0, and ∂γ
∂C2
> 0.
The implication is that the surface tension could begin to anomalously rise with increasing
surfactant concentration.
Bulk phase indifference Defay defines bulk-phase indifference2 for a closed system as:
“if, at constant composition, the masses of the bulk phases can be varied without changing the
areas of the surface phases”.[29] Defay derives the “condition of bulk-phase indifference” as,
ηc − r′ + 1 = w + ψ (2.8)
which holds for the number of surface phases ψ, chemical reactions r′, components ηc, and
degrees of freedom w.[29] Consider for example a vesicle of a single lipid in an aqueous media
ηc = 2, assuming no chemical reactions r
′ = 0 and a single fluid phase at the surface ψ = 1
there can only be two degrees of freedom w = 2 in order to assume bulk-phase indifference.
This implies there is only room for two independent variables (divariant), such as temperature
or pressure, to be modified in the vesicle system that guarantees indifference to the bulk phase.
Membrane as closed system The mechanics of membrane systems were developed first
by Evans and Waugh in 1977, as it was clear that the neither a Gibbsian nor Langmuirian3
2Note that the case for surface-phase indifference is similarly defined as the reverse of bulk-phase indifference.
3The difference between a Gibbs and Langmuir surface is somewhat subtle, where Gibbs surfaces are formed
from soluble materials at the interface, a Langmuir surface contains insoluble surfactants at the surface.[30]
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Figure 2.1: Schematic of a system containing a bulk phase and interface with solvent 1 (i.e. water), surfactant
2, and impurity 3. Below the critical (surfactant) micelle concentration (CMC), the surfactant molecules are
monomers in the bulk of C2 and adsorbed to the interfacial surface of energy γ. Here the impurity can exist
as monomers in the bulk and adsorb as well into the interfacial surface, affecting the surface energy γ. If
surfactants are added to the bulk above the CMC without modifying the interfacial surface area, the surfactant
monomers will spontaneously form inverted micelles thereby increasing the internal surface area. This allows
for the recruitment of impurities which will modify the surface energy γ. This is an example where there is no
bulk phase indifference.
treatment of membranes as open systems (i.e. monolayers) was adequate.[31] Evans and Waugh
stated that the surface pressure of a membrane is the difference between the natural surface
energy γ [J m−2] and the isotropic surface stress T¯ [J m−2],
Π = γpure − T¯ (2.9)
Note that when the surfaces or membrane exists in the absence of external shear or normal
forces (free surface) T¯ = 0, the only tension comes from the chemical forces at the interface γ.
Away from equilibrium, it has been shown by Evans et al that the chemical potential between
the surface µs and bulk phases µb are proportional to ratio of the surface energy over the surface
(excess) density by,[26]
µb − µs = Π
Γs
(2.10)
2.1.3 Young’s equation and droplet wetting
Young’s equation is the simplest thermodynamic description of an interfacial system. Consider
the case of a droplet surrounded by an immiscible medium which is in contact with a solid
material or immiscible liquid in Figure 2.2. At constant temperature, pressure and volume,
e.g. the Helmholtz and Gibbs free energy are equivalent, the minimum energy for interface jk
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is given by the equation,
0 =
∑
γjk dAjk (2.11)
where we have assumed that the chemical potentials are neglected for a closed system of area
A. As shown in Figure 2.2a for a droplet wetting on a solid surface or Figure 2.2b a droplet or
DIB wetting between two immiscible oil phases, application of the free energy equation on the
droplet sitting between two interfaces leads to the force balance equations with angle Θjk,
0 = γ13cos(Θ13) + γ12cos(Θ12) + γ23cos(Θ23)
0 = γ13sin(Θ13) + γ12sin(Θ12) + γ23sin(Θ23)
(2.12)
In these equations, the sign of each term depends on how Θjk is defined, in this particular case
Θjk = 0 points in the same direction for all surfaces. For example, for the wetted droplets in
Figure 2.2a, θ13 = pi, θ12 = 0, and θ23 varies to balance the forces. For the case where the
droplet wets the surface completely, i.e. the contact angle is θ = 0 or θ = pi, we find the
wettability (or spreading) equation with surface energy components γ, that do not necessarily
balance,
W = γ13 − γ12 − γ23 (2.13)
Here, if the work of adhesion W ≥ 0, the droplet will completely wet between the phases, and
form a sessile droplet, or a lens if W < 0.[17] This model is valid for a wide span of length
scales, which ranges as high as the capillary length (Lcap =
√
γ
ρg
),[32] and has even been shown
to hold on the molecular scale, as Lennard-Jones type simulations prove to match the Young’s
equation model.[33]
A biologically practical example are lipid droplets, which are “ubiquitous cellular organelles”
that store fat.[34, 35, 36] As shown recently by Roux and Loewith, as well as by Deslandes et
al, the budding mechanism of lipid droplets from cell membranes is demonstrated to be driven
by the interplay of a bilayer tension decrease (such as a decrease in γ13) and monolayer surface
tension increase (such as an increase in γ12 and γ23). This process is essential for allowing the
fat phase (liquid 2) to form a sphere and bud from the membrane.
Disjoining pressure An interesting side topic in the discussion of wetting thin films is
the effect of disjoining pressure, where it has been shown that “the tension of a thin liquid film
can be lower than the sum of the interfacial tensions of the bulk surfaces bounding the film”.[37]
A thermodynamic analysis of thin films by De Feijter et al, shows that the pressure difference
between the atmosphere α and bulk emulsion β , or disjoining pressure Πfilm, is related to the
surface tension, surface pressure and the film interaction energy as shown in Figure 2.3.[38]
The disjoining pressure Πfilm is defined by De Feijter et al as a function of the difference in
pressure p between the oil and aqueous phase as shown in Figure 2.3,
Πfilm = p
β − pα (2.14)
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Figure 2.2: Schematic of (a) droplet of liquid 2 immersed in liquid 3 wetting and de-wetting on a surface solid 1.
Schematic of (b) a liquid 1 between two liquid phases 1 and 3, where a DIB can be formed between the phases.
The vector force (energy) balance must hold for γ12, γ23, and γ13.
which is used to show that the surface tension of the film (or bilayer) γ is then related to the
film individual surface tension γf , film thickness h, and disjoining pressure by,[38]
γ = 2 γf + Πfilm (2.15)
It is further shown that the change in film interaction free energy ∆Ffilm is defined thermody-
namically by,[37]
∆Ffilm = −
∫ h
∞
Πfilm(h) dh (2.16)
2.1.4 Young-Laplace equation
From Table 2.1, by subtracting a work term, Young’s equation becomes the Young-Laplace
equation. Given a single droplet surrounded by an immiscible medium, the pressure can be
related by 0 = γdA− pdV . For a sphere, the pressure becomes the Laplace pressure,
p− pref = 2γ
r
(2.17)
It is important to note that the water bulk modulus is on the order of 109 Pa [39] which implies
that the system is roughly incompressible for most biologically relevant systems. Furthermore,
for sufficiently large droplets, i.e. large radii of curvature, the Laplace pressure will have little
affect on the droplet volume. This is in contrast however to systems such as soap bubbles in
air where the ideal gas law dictates the volume with respect to pressure.
38
Figure 2.3: Diagram (a) of experimental set-up for measuring disjoining film pressure where a piston controls
the volume of the DIB embedding phase α. Free body diagram (b) of disjoining pressure experiment where
given a film of thickness h between the monolayers, there exists two monolayer surface energies γf and the
monolayer surface energy between α and β.
2.1.5 Osmotic pressure and chemical potential
If there are chemical potential gradients across a membrane and the chemical species is denied
access to transport by diffusion but water may freely move, then an osmotic pressure will
develop. In general, at equilibrium under these assumptions we have,
0 = V dp+ µdN (2.18)
with volume V , pressure p, moles N , and chemical potential µ. Baierlein interprets chemical
potential as an energy characterization, or the change in energy when one particle is added to the
system at constant entropy.[21] Alternatively, Job and Herrmann define chemical potential as
a measure of the systems tendency to react chemically, change physical state, or move between
systems (diffusion); specifically for low concentrations of species in an aqueous solution, the
classic equation of chemical potential between two systems with mole fractions X and X0 at
constant volume and pressure is given as,[20]
µ(X)− µ(X0) = RT ln
( X
X0
)
(2.19)
with gas constant R and temperature T . From this information, the osmotic pressure across
a vesicle or DIB pair can be found. The following is a summary of the derivation of osmotic
pressure performed by Allcock and Lampe.[40, 41] Equation 2.18 can be written equivalently
with molar volume V¯ , and mole fraction of solute 2 in solvent 1, by X1 +X2 = 1, such that,
V¯ dp = − ∂µ1
∂X2
dX2 (2.20)
Since it is clear that ∂µ1
∂X2
= ∂µ1
∂X1
∂X1
∂X2
, and that ∂X1
∂X2
= −1, and ∂µ1
∂X1
= RT
1−X2 , we are left with the
equation,
V¯ dp =
RT
1−X2dX2 (2.21)
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where the classic osmotic equation is found upon integration,[41]
Πosmotic = −RT
V¯
ln(1−X2) (2.22)
For a pair of DIBs, this would imply that if the droplets A and B contained a solute at
concentrations X2(A,B), the osmotic pressure difference across the membrane would be found
by Πosmotic(A)− Πosmotic(B).
Osmotic pressure can cause interesting behaviour in lipid membranes, for example the pe-
riodic swell-burst cycling due to osmotic gradients across vesicles.[42] Chabanon et al show
this process to be driven by linear non-equilibrium thermodynamics that could affect cellular
osmotic regulation and membrane transport. Furthermore, osmotic thermodynamics coupled
with voltage-gated membrane proteins have been used in the design of so-called “reversible
osmotic actuators”, which are inspired by the mechanical motion of plants such as “opening
pinecones”, or “closing venus fly trap leaves”.[43, 44]
2.1.6 Gibbs-Duhem equation and entropy
By adding the entropic factor to the previous osmotic pressure equation, we are left with the
Gibbs-Duhem equation.[45] This equation is the balance of variation of moles N , entropy S,
and volume V , with respect to chemical potential µ, temperature T , and pressure p,∑
i=1
Nidµi = −SdT + V dp (2.23)
There are many relevant physical processes that are indeed temperature dependent, such as lipid
phase transitions,[46, 47] binary droplet collision-coalescence rates,[48] single cell mechanical
responses to temperature gradients,[49] and even membrane permeabiltiy.[50] Furthermore, it
has even been demonstrated that the formation of E. coli total extract lipid DIBs is temperature
driven.[51] However, it is most likely the case that the heating process for facilitated DIB
formation drives an increased rate of monolayer packing, and thus decreases the monolayer
surface tension more rapidly than at room temperature thereby stabilizing DIB formation.
Moreover, most of the processes described in this research will be taken as isothermal (dT = 0),
thus the entropy term will often be neglected.
Entropy and the formation of lipid membranes is still an interesting topic worth addressing.
It may appear at first glance that the spontaneous formation of lipids into structured micelles,
vesicles, monolayer or bilayers goes against the thermodynamic requirement to increase entropy.
The opposite is true however, as it has been shown by Stevens and Lauffer, with the example of
the polymerization of the tobacco mosaic virus protein, that the “entropy needed for entropy-
driven structure-forming processes comes from release of bound solvent molecules”.[52] In the
case of membranes in aqueous systems the solvent is water, and the binding and release of water
is called hydration, which “is defined thermodynamically as the amount of water which must
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be added together with the unit amount of anhydrous [molecule] to an aqueous solution so that
the change in the logarithms of the activity coefficients of ‘free’ water and (a second solvent)
will be equal”.[53] This highlights the interplay between entropy and enthalpy which is relevant
for examples such as protein interactions where, “for each specific group on the surface of a
protein, there are specific enthalpy and entropy values for water interaction”.[53] As biological
temperatures are relatively low, the entropy contribution will be small as compared to the
entropy change in combustion engines. Furthermore, the entropy variation term often will be
cancelled out when the energy is viewed through Gibbsian or Helmholtzian lens, though it must
be said that, “all spontaneous endothermic processes must of necessity be entropy-driven”.[53]
A few examples of entropy driven processes in biology include, “the division of fertilized eggs,
protoplasmic streaming, and the formation of pseudopodia”.[53] Note that the hydrophobic
interaction between non-polar molecules is also spontaneous (negative free energy), though
both the enthalpy and entropy values are positive due to hydrogen bond breaking and the
disruption of solvated water cages.[54]
2.1.7 Helfrich Hamiltonian, membrane curvature, and elasticity
The groundwork of the elastic properties of lipid bilayers was set down by Wolfgang Helfrich in
1973.[55] His derivation of the curvature-elastic energy per unit area fc (in equation 2.24) as a
function of the curvature-elastic moduli parameters kc and (k¯)c (which are also called bending
and saddle splay modulus), the principle curvatures c1 and c2, and the spontaneous curvature
c0, is of particular interest to membrane mechanics for curved surfaces that can cause deviations
from the traditional Laplace pressure (equation 2.17).
fc =
kc
2
(c1 + c2 − c0)2 + (k¯)c(c1c2) (2.24)
For example, from experiments of vesicles under tension by micropipette aspiration, it has
been determined by Fournier and Galatola that the Young-Laplace equation is inadequate in
describing the physical behaviour.[56] Furthermore, Helfrich defines the mean and Gaussian
curvatures as H = −1
2
(c1 + c2) and K = c1c2. As curvature-elastic energy is in terms of energy
per unit area, the free energy equation lends itself to the equation,
dF = pdV + γdA+ fcdA = 0 (2.25)
By neglecting the saddle splay modulus and by minimizing this equation, Helfrich derives the
equilibrium shape equation,
p− 2γH + 4kc
(
H +
1
2
c0
)(
H2 −K − 1
2
c0H
)
+ 2kc∇2H = 0 (2.26)
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where the Laplace operator∇2 is applied for the specific geometry at hand.4 This equation could
easily be called the Young-Laplace-Helfrich equation, as it is clear that the splay and saddle
splay modify the Laplace pressure. Following a similar analysis by Fournier and Galatola,[56]
where we assume that the surface tension effect is on the order of γ
r
, and the bending rigidity
effect is on the order of kc
r3
; if we assume for a symmetric surface that contains surface energy
on the order of 10−3 J m−2, and has a bending rigidity on the order of 10−20 J,[58] the effect of
bending rigidity only comes into affect on droplets of the order of nanometres,
(
r <
√
kc
γ
)
.
According to Helfrich and Harbich, “the equilibrium configuration of [fluid membranes in a
liquid environment is] determined by the elastic modulus of Gaussian curvature k¯c, in particular
by its sign and its size relative to the ordinary bending rigidity”.[59] They proposed three
possible equilibrium shapes, one large spherical vesicle, many smaller spherical vesicles, or a
lattice passage, all of which are determined by the membrane bending rigidity kc, which is
summarized in Table (2.2).
Case One large spherical vesicle Multiple small spherical vesicles Lattice passage of connected single membrane network
Energy E = 4pi(2kc + k¯c) E = Nvesicle4pi(2kc + k¯c) E = −Npas4pik¯c
Equilibrium k¯c < 0 and 2kc + k¯c > 0 k¯c < 0 and 2kc + k¯c < 0 k¯c > 0
Table 2.2: Table of helfrichian equilibrium shapes based on the energy E and rigidity kc, k¯c
There are some interesting properties of membranes that can be elucidated by applying
a Helfrichian analysis, such as membrane curvature sensing mechanisms. Furthermore, mem-
brane curvature is known to control protein behaviour such as adsorption, where binding is
enthalpy driven for curved vesicles and entropy driven for large, more planar vesicles; which
implies that the free energy of binding depends on the curvature due to the enthalpy-entropy
compensation.[60]
It is important to note that there is a difference between liquid droplets and vesicles with
respect to the origin of the surface tension. The surface tension in a liquid droplet (in oil)
has a specific surface tension associated with its interface. As molecules and leave and enter
the interface easily, any manipulation of the area will not modify the thermodynamic tension.
In contrast, the membrane tension magnitude in vesicles depends on the physical state of the
membrane and the available excess area. In this case, the membrane fixes the number of lipids
at the interface and manipulation of the membrane area will modify the tension accordingly.
2.1.8 Thermal and mechano-elastic properties of closed vesicles
A great amount of research into membrane mechanics has been performed that concerns the
visco-elastic properties of lipid bilayers. One important realization was pointed out by Evans
4In the original case Helfrich employed the Laplace-Beltrami operator for a general surface in his derivation.
The covariant surface Laplacian ∆s =
1√
|g|∂i(g
ij
√|g|∂i) is a Laplace-Beltrami operator[57] on the surface,
where gij = Yi · Yj .
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and Needham, namely that “the membrane of a biological cell or artificial lipid vesicle behaves
as a closed system for a time period on the order of hours or longer”.[61] The fact that vesicles
act as a closed system implies that the surface can be expanded and contracted with a constant
number of surfactant molecules. From this, Evans and Needham developed a thermodynamic
elastic relation for closed system membranes,(∂Q
∂α
)
T
= ATKT
(∂α
∂T
)
(2.27)
where the isothermal change in heat Q with respect to area dilation α is related to the change
in area dilation α (defined as the change ine area ∆A with respect to the original area A0 with
respect to temperature T by a factor of unit surface area A, temperature T , and compressibility
modulus KT . One useful tool for measuring (closed) membrane properties is vesicular or cellular
micropipette aspiration. First performed on red blood cell membranes to measure creep, it was
shown that under tension the structures permanently deformed.[62] Obvious extensions of this
technique for measuring water permeability were performed by Olbrich et al, where mono-
and dimono-unsaturated phosphatidylcholine vesicles under tensions of up to 10 mN m−1 were
applied to illicit modest increases in permeability.[63] Furthermore, on the nanoscale, it has
been theorized that high curvature can even affect heat transfer properties of interfaces.[64]
This indeed adds another layer of complexity in understanding the thermodynamics of nano
scale vesicles.
Another interesting example is the work by Evans et al, which has evinced the effect of
cholesterol on membrane mechanical properties. The items worth highlighting from their work
are:[61]
 “The elastic area compressibility modulus increases with cholesterol”
 “Cholesterol-rich bilayers (above 12.5 mol%) behave as surface liquids with no surface
rigidity”
 “Cholesterol forms a tight complex with the lipid which greatly reduces bilayer compress-
ibility [as well as increases permeability and bilayer cohesion]”
Additionally, micropipette experiments that measure the dynamic relaxation of membranes
under tension were also performed by Evans and Hochmuth. From these experiments they
estimated that a membrane “surface” viscosity is on the order of 10−6 N s m−2.[65] A summary
of lipid bilayer mechanics and properties from the past few decades is provided by Evans et
al.[66]
2.1.9 Micro-emulsion thermodynamics
A short digression into micro-emulsions is assembled here to highlight the different aspects of
surface energy on smaller length scales as well as to elucidate the process of DIB formation, as
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droplet monolayer assembly via micro-emulsions is key to bilayer formation. By an extrusion
process, the suspension of lipids in the oil or water phase will yield multi-lamellar vesicles or
inverted micelles, the dimensions and polydispersity of which can be measured with dynamic
light scattering.[67]
In a study on micro-emulsion flexibility and elasticity, De Gennes and Taupin had shown
from Helfrich theory (equation 2.24, where c1 = c2) that the contributions from the bending
elasticity kc will be on the same order of magnitude as the surface energy γ,
fc = γ − kc(c0c)2 + kc(c2) (2.28)
of sufficiently small curvature c (on the order of tens or hundreds of angstroms).[68] Here the
spontaneous curvature is c0. Note that De Gennes among others claim that the surface energy
contribution partially follows the ratio of thermal energy (where the Boltzmann constant is kB
= 1.38 × 10−23 m2 kg s−2 K−1) to the square of the length scale kBT
L2
, which implies (as we have
seen) that smaller length scales have larger surface effects.[69] From this, De Gennes follows
the derivation performed by Robbins to provide an equilibrium equation that relates surface
energy γC of (non-ionic surfactant) emulsions to the surface curvature-elastic energy by,[70]
γC =
kc
r0r
(2.29)
Here the curvature and spontaneous curvature are 1
r
and 1
r0
respectively. Furthermore, Abillon
and Langevin investigated the effect of the elastic curvature energy and entropic factors that
balance the surface energy.[71] The entropic contribution to the balance of surface energy was
given as a function of thermal energy kBT , the radius of curvature r, and the volume fraction
of the dispersion phase φ by,
γE =
kBT
4pir2
lnφ (2.30)
The surface energies were measured directly with surface light scattering and compared to
the estimated values of the sum of γC and γE. The results indicated that for micro-emulsion
systems, the bending elastic constant is small (on the order of kBT ) and the entropic effects
cannot be ignored.[71]
According to Goldstein, “polydisperse micellar solutions are equivalent to non-associating
multicomponent mixtures”, where the total free energy and associated chemical potential of
the n-mers are the sum of internal free energy, entropy of mixing, and interaction energy (µn =
µ0n+µ
mix
n +µ
int
n ).[72] By inspecting a ternary phase diagram for an oil-water-surfactant mixture,
it is clear that there is a wide range of configurations. For pure water surfactant mixtures,
the first addition of surfactant yields spherical micelles, and with increasing concentrations of
surfactants form cylindrical micelles, hexagonal phase, primitive cubic phase, lamellar phase,
inverted hexagonal, and finally pure crystalline surfactant.[73]
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2.2 Droplet interface bilayers
A simple way to conceptualize DIBs is to picture them as adhering soap bubbles. The biggest
difference between DIBs and soap bubbles is in the structure of the “membrane”. A soap
bubble interface is an inverted bilayer along all surfaces, whereas the DIB surface outside
the contact “bilayer” region is a monolayer. Note also that the bubble interfaces consist of
iridescent films that are hundreds of nanometres thick.[74] However, if water is lost from the
surface, the film can thin and form black patches called “common black films”, or even thinner
“newton black films”, defined as having a thickness of less than 5 nanometres that will not
reflect light.[75] Note that an alternative nomenclature for DIBs is the classical “black lipid
membranes” (BLMs).[76] DIBs (see Figures 2.4 and 2.5) consist of at least one droplet that
is affixed to a membrane opposite either a complimentary droplet or planar bilayer.[9, 77, 78]
These droplet-bilayer systems generally fall under two categories, formation via lipid in the
aqueous phase, or “lipid-in”, and lipid in the oil phase, or “lipid-out”.[77, 79] DIBs typically
are initiated as open system polar phase droplets in non-polar media. During an incubation
period, a monolayer forms at the interface either via vesicular exchange from the polar-phase
or micellar exchange from the non-polar phase.[80] Note that a significant difference in micellar
versus free monomer diffusivity can exist, where micelles diffuse in solution ca. 5 times slower
than that of monomers of sodium dodecyl sulfate.[81] This has obvious implications for the rate
of monolayer formation when making lipid-out DIBs, where a higher lipid-in-oil CMC would
increase the effective rate of monolayer formation.
Figure 2.4: Schematic of (a) a droplet interface bilayer (DIB) with a monolayer facing the non-polar phase and
a bilayer at the interface of the two droplets. The DIB is formed as “lipid-in” that consists of vesicles (b) inside
the droplets or can be formed as “lipid-out” with inverted micelles (c) in the external, non-polar phase.
For lipid-out DIBs, the precise mechanisms of formation of a monolayer is not well known.
There are, however, some theories on the interaction of micelles. It is believed that the kinetics
of exchange of solutes between “reversed” or inverted micelles is on the order of seconds to
nanoseconds, where the mechanism of exchange is supposed to take place either by exiting one
micelle and diffusing through the bulk to another by the dynamic “temporary merging” of two
micelles, or by the budding, or “fragmentation” and “coagulation” to another micelle.[82] It
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is conceivable that the mechanism for lipid monolayer formation is related to these dynamic
processes.
Similarily for lipid-in DIBs, the current theory of vesicle-surface interaction is lacking infor-
mation about the mechanism of merging (fusion) or budding with another vesicle or a mono-
layer. Some analysis of behaviour of multi-lamellar vesicles within a bulk aqueous droplet by
vesicle-vesicle and vesicle-membrane interactions was performed by Arminski et al, where they
were able to predict the approach velocity due to retarded and non-retarded van der Waals
forces, electrostatics and the non-uniform diffusion coefficient.[83] A popular theory, the so-
called “stalk” mechanism of vesicle fusion was developed by Kozlov et al, posits that tension
from separating bilayers brought about by spontaneous pore formation is balanced by pore hy-
dration energy.[84] However, the process of stalk formation and vesicle fusion is thought to be
possible only when the membrane monolayer spontaneous curvatures have opposite signs.[84]
Nevertheless, the theory has had recent backing by several researchers who have studied the
free energy landscape of spontaneous or protein mediated stalk formation.[85, 86, 87, 88, 88]
Furthermore, there appears to be renewed interest in developing techniques for controlling mem-
brane fusion, for example through applications of “programmable DNA oragami”, or carbon
nanotubes.[89, 90]
Regardless of the mechanism, once the monolayer has formed and the surface energy has
dropped appreciably, a bilayer can be formed by droplet osculation.[9] The process of bilayer
formation in DIBs is also inadequately understood, and there remains controversy as to the
extent of residual non-polar phase material between the membrane sheets.[91] This is a question
that has yet to be adequately answered. Intuitively, one can presume that since membrane
proteins can be reconstituted in DIBs there must be at least areas where the membranes are at
least biologically similar with respect to activity and function. Recently, Matsunaga et al have
measured the energy required to remove the residual oil layer, and predict that (in descending
order) squalene, hexadecance and decane are the most energy intensive.[92]
2.2.1 DIB formation
Typically single DIBs are viewed optically on microscope slides for confocal, fluorescence, or
bright field imaging, such as shown in Figures 2.5a-f. Figures 2.5e and f demonstrate how
DIB contact area can be manipulated mechanically, where it has also been shown that droplet
contact area can be controlled by capacitance,[93] voltage,[94] mechanical actuation,[95] or
shrinkging/buckling of DIB membranes by dynamic evaporation.[96, 97] And recently, as a
result of this thesis, multiplexed DIB formation en masse has been achieved, as shown in the
fluorescence image array in Figure 2.5g, (see also Chapter 5.6).[98]
In addition to DIB formation by contacting two droplets together, more complex techniques
can be employed, such as on microperforated separators,[99] hydrodynamic traps in microflu-
idic devices,[100] vertically aligned droplet chips,[101] horizontally aligned droplet chips,[102]
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magnetic manipulation,[103], or optical entrapment.[104] They can also be formed rapidly on
microfluidic chips,[105] and have also been shown to be stable in air,[106] as well as in agarose
gel to increase portability,[107] and have even been taken to the summit of Mount Fuji.[108]
Figure 2.5: Image (a) of confocal micrograph, (b) bright field micrograph, (c) and fluorescence micrograph
of DIBs which are formed by pushing the droplets together with syringe needles or pipette tips. Bright field
micrograph of DIBs formed in microfluidic wells (d) which can be set to compress (e) or relax (f) the droplet
pairs. Fluorescence micrograph (g) of DIBs in an array of wells for high through-put experimentation (see
Chapter 5.6 for details).
DIBs have been made of various biologically relevant lipids such as E. coli extract,[51]
and plant lipid extract,[98] and recently it has been shown that DIB lipid composition can
be controlled by changing local lipid concentration.[109] Droplet concentrations can also be
modulated dynamically where continuous reagent renewal can be performed on chip.[110] This
achievement brings artificial DIB membranes much closer to the properties of true biologically
active membranes. Much like the BLMs formed by Mueller,[111, 112] DIB membranes are
open systems at the ternary interface, which implys that they will behave differently from
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vesicle membranes;[31] for example, the tension on a DIB will greatly exceed that of a bio-
membrane. Indeed, understanding just how the differences between DIBs, vesicles and in
vivo bio-membranes manifest in measurements such as surface energy, mechanical strength, or
permeability is not trivial, and underpins the thrust of this research.
2.2.2 DIB applications
Due to the ability to form compartments around biomembranes, DIBs have been extensively
used as artificial cell mimics and for synthetic biology, such as for the cell-free expression of
proteins.[113, 114, 115] Recently, facilitator transporters (LacY) have been grown in and incor-
porated in DIB membranes, which was shown to be active by a transport assay of the fluorescent
sugar 4-methylumbelliferyl-β-galactopyranoside (MUG) against a concentration gradient.[116]
Recent developments towards synthetic biology on DIB platforms was achieved by Bayoumi
et al, who developed techniques for encasing DIB networks in hydrogel that was shown to
exhibit a marked increase in stability during single channel electrical measurements of ClyA
pores.[117] Similarily, droplets and DIBs can also be applied as efficient micro- and nanoreac-
tors. Recently, it has been shown that, based on a coupling of elecrofusion and hydrodynamic
fission, microdroplet concentrations can be robustly controlled, which is an important factor in
designing chemical reactors.[118] Likewise, as the application of nanobeads and nanoparticles
in synthetic biology has gained increased interest,[119] a similar concentration control method
has been developed for magnetic beads inside droplets.[120]
One of the most popular application of DIBs is the formation of complex-membrane con-
nected networks, first achieved by Holden et al in 2007.[121] These DIB networks were originally
applied as membrane protein screening assays as well as light sensors. Later, however, these
networks were also assembled within oil droplets encased in water, which allowed for con-
tact with external aqueous media.[122] Ultimately, this technology was expanded to a high
through-put microfluidic device that was able to form vast networks of DIBs.[123] However,
as an alternative fabrication technique, the 3D printing of DIB networks was demonstrated
first by Durmus et al, and also recently by Challita et al.[124, 125]. DIB networks have also
been employed to act as diodes with a modified protein pore inserted into the membrane.[126]
These diode-DIBs, created by Maglia et al, exhibited electrical properties such as that of a
current limiter or half- and full wave rectifier. Other useful DIB network applications include
forming tissue-like material[127] and light-patterning using light activated proton-pumps.[128]
Note that to further the practical understanding of DIB networks, a comprehensive study using
molecular dynamic simulations, continuum electrostatic models, and mechano-electro-chemical
models of DIB networks was built and analyzed by Freeman et al.[129]
DIBs have also be used to probe membrane properties. In particular they have been used
to study electro- and mechanoelectro-physiology. An early DIB incorporated electrophysiology
measurement was performed by Poulos et al in 2009, where integrated Ag/AgCl electrodes were
48
used to make capacitance measurements across DIB membranes with gramicidin channels.[130]
Then in 2011, the reconstitution of eukaryotic ion channels in DIBs was achieved by Leptihn
et al.[131] Later, Sarles employed a multichannel patch clamp amplifier in a serial DIB net-
work to measure bilayer area formation dynamics as well as ion channel activity.[132] At the
same time, a rapid DIB formation technique for ion-channel analysis, called the ‘split-and-
contact’ method, was developed by Tsuji et al.[133] More recently, Freeman et al developed a
DIB technique for utilizing the ‘flexoelectric’ effect to induce membrane tension for the aim of
studying reconstituted mechanosensative protein channels (such as MscL) and for developing
energy harvesters.[134, 135, 136] DIBs have also been employed in the study of membrane pro-
cesses such as lipid bilayer phase separation, and phase transitions,[137, 138] and can also be
used to directly quantify properties such as monolayer/bilayer surface tension and membrane
capacitance.[139]. DIBs have also been used for non-membrane analysis, such as the unique ap-
plication put forward by Michalak et al in 2012, where experimentation of nucleation processes
inside DIBs were performed to the end of developing screening techniques for crystal nucleation
conditions on the micron scale.[140]
DIBs have been widely employed to measure passive membrane permeability with membrane
channels. One of the early protein mediated, passive DIB permeability assays was performed by
Fischer et al in 2011, where protein translocation was measured across DIBs with anthrax toxin
incorporated into the membranes.[141] Later, Barriga et al measured the passive translocation
of calcein dye across DIB membranes with MscL protein.[142] In 2014, Tonooka et al developed a
novel device for forming DIBs by contacting two patterned hydrophilic/hydrophobic substrates
containing droplets, the proof-of-concept experiment consisted of a membrane permeability
assay with calcium ion flux across α-hemolysin pores.[143] A similar device was later used by
Watanabe et al in a passive membrane permeability measurement (fluorescein) of 500+ DIBs
with α-hemolysin protein.[144]
Correspondingly, DIBs have also received wide attention as tools for measuring passive
membrane permeability without integral membrane proteins. For example, Bai et al was one of
the first to apply surfactant DIBs for simple, passive membrane permeability of fluorescein and
hydrogen peroxide across interfaces with “Span80” and “RainDance EA” surfactants on a high
through-put microfluidic device.[145] A breakthrough technique for membrane permeability was
published by Nisisako et al in 2013, where fluorescein and caffeine membrane permeability was
measured across a network of DIBs composed of DOPC lipids.[146] This technique employed
fluorescence spectroscopy for fluorescein, and UV-vis microspectrophotometry for caffeine in
a quartz microfluidic chip. A clever, indirect method for measuring water permeability in
DIBs was developed by Michalak et al in 2013. This permeability assay took advantage of
the fact that water permeability is rapid, and will affect the volume of the droplets drastically.
Effectively, by monitoring the volume (and bilayer area) change of the DIB pair, the rate
of water permeability can be induced using simple bright field microscopy. The results of
the work demonstrated the effect (increase in permeability) of cholesterol on monoglyceride
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lipid bilayers.[147] A very unique DIB application is the so-called ‘airDIB’, where droplets
are stablized in air with a coat of oil.[106] Mruetusatorn et al utilized the fact that water
evaporation from the airDIB into the environment caused a loss of “hydrated water molecules
from the polar head group” of the membrane, thereby affecting a phase transition by increasing
the hydrated ion permeabilty.[148]
As DIBs form membranes by contacting two distinct droplet structures, they have been
touted as a breakthrough tool for studying membrane asymmetry. The first instance of asym-
metric DIBs was published in 2008 by Hwang et al, where rhodamine and carboxyfluorescein
tagged lipids were formed into asymmmetric DIBs.[149] Recently, Nguyen and Sarles developed
a composite T-junction/hydrodynamic trap microfluidic device for rapid asymmetric DIB for-
mation with the aim to study the directionality of voltage-dependent ion channels.[150] Apropos
of this thesis, Milianta et al has recently studied the effect of asymmetry on water permeability
across DPhPC and cholesterol sulphate membranes. The findings of this research was that
“even a single leaflet of a bilayer can have an influence on its water permeability value”.[151]
A recent advancement in DIB application is the introduction of hydrophobic substances into
the membrane via the oil embedding phase. This is accomplished by injection of hydrophobic
substances (such as cholesterols) either adjacent to the droplet or to the membrane itself, which
can evidently be used to induce membrane asymmetry.[152] Additionally, DIBs have even re-
cently been used to form asymmetric vesicles, by forming first asymmetric DIBs, then applying
a jet pulse normal to the membrane to produce giant liposomes (vesicles) on the order of 1 to
50 micron.[153]
Now used in a commercial applications, DIBs can also be formed of single droplets con-
tacting agarose gel for applications such as pesticide sensing or DNA sequencing.[154, 155]
Further possible commercial applications include the use of mixed DIB networks as an adhesive
emulsion, which could be used in either the pharmaceutical or cosmetic industry.[156]
2.2.3 Line tension with micro-DIBs and pore formation
The line of contact around the DIB midsection (Figure 2.6) has often been posited to have line
tension τ in units of energy per length.[157, 158, 159] Line tension itself is said to be brought
about by the contributions of excess Helmholtz free energy with respect to line length,
τ =
(∂F
∂L
)
T,V,A
(2.31)
Normally, τ is on the order of magnitude of 10−12 to 10−5 J m−1.[160] Using these values
calculated by Wang et al, for DIBs with surface tensions on the order of 10−3 N m−2, the
length scale ξ can be found from balancing the energy of line tension and surface tension
τ2pir ∼= γpir2. The length scale of a DIB or lipid droplet (where we assume that ξ = r) that
modifies the free energy balance is then found to be on the order of tens of nanometres by,[161]
ξ = 2
τ
γ
(2.32)
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Consider for example a symmetric nano-scale DIB, where the Helmholtz free energy is
written as a function of monolayer surface tension γm, bilayer surface tension γb, and line
tension τ ,
F = 2γmAm + γbAb + τL (2.33)
as a function of the change in monolayer area Am, bilayer area Ab, and bilayer circumference
L. When the functional is minimized, we find a modified version of Young’s equation (see
appendix section 8.2 for details),
2γmcos(θ) + γb +
τ
a
= 0. (2.34)
Furthermore, this thermodynamic analysis also applies to pores in membranes where the surface
Figure 2.6: Schematic of a DIB with line tension τ that acts on the contact line L = 2pia. If a pore or radius rp
forms on the membrane the line tension τp will either balance the surface tension γm, be overwhelmed by the
surface tension and open further, or collapse back to a closed pore.
tension in the membrane γb pulls the pore open and is balanced by the tension in the pore line
τp. However, it is believed that pores normally do not spontaneously form on their own in lipid
bilayer membranes.[162] Furthermore, line tension may be the cause for “thermally nucleated
rupture” in lipid membranes,[163] and are also known to play a role in cell-cell fusion.[164]
Furthermore, pore formation has been shown to be spontaneous with some particular added
lipids or protein. For example, ceremide channels are known to form in bilayers such as in the
mitochondrial membrane.[165] Furthermore, there are a wide range of pore forming viruses,
proteins, or peptides such as colicin A, magainin 2, bax protein, or Poliovirus 2B protein to
name a few.[166, 167, 168, 169]
The line tension in pores can be measured experimentally, [170, 63, 171] or calculated
theoretically based on the elastic theory of continuous liquid-crystals,[172] and the enthalpy and
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entropy of pore formation can also be estimated using simulation.[173, 24] Recent molecular
dynamic simulation results have eluciated interesting functions of line tension in pores, such as
the connection to rates of lipid flip-flop.[174]
The non-equilibrium process of pore formation can be analyzed using Onsager’s theorem,[175]
where, given the dynamic droplet or vesicle radius r and pore radius rp, the dynamics of the
system can be found as a function of the gradient in free energy F ,
∂rp
∂t
= −Lpp ∂F
∂rp
− LpD ∂F
∂r
∂r
∂t
= −LDD ∂F
∂r
− LDp ∂F
∂rp
(2.35)
Note that the reciprocal coefficients are equal LpD = LDp, and the coefficient units are in
terms of energy, time and surface area, [J−1 s−1 m2]. Martinez-Balbuena et al proffer that the
Onsager rate coefficients will be driven by viscosity. Unfortunately, the conclusions drawn by
Martinez-Balbuena et al concerning vesicle pore formation are most likely not applicable to DIB
membranes due to the fact that pore collapse is controlled by surface tension relaxation.[175]
Moreover, as DIBs are an open system, there can be no surface tension relaxation as the
monolayer surfaces at the end of the membrane bilayer sheet will continue to apply tension.
Intuitively, due to the lack of surface tension relaxation, non-protein mediated pore formation
would be catastrophic for DIB membranes.
2.2.4 Tolman equation and micro-DIBs
The Tolman equation describes the effect of droplet radius r on interfacial surface tension
γ,[176]
γ = γ∞
(
1− 2δ
r
)
(2.36)
where the planar surface tension γ∞ is known a priori and the Tolman length5 δ can be
estimated by finding the inverse bulk correlation lengths of the phases involved.[178] Typically,
this effect is practical for molecular dynamic simulations where statistical mechanics takes over
from classical thermodynamics,[179, 180, 181] and has been shown to affect properties such as
heat conductance of nano-scale oil droplets in water.[64] Indeed, the size-dependence of droplet
surface tension is relevant on scales below 100 nm.[182, 183] This implies that the millimetre
scale DIBs in this research will be unaffected, however any future work with nanoscale DIBs
must take this change in surface tension into account.
2.3 Passive membrane permeability
The groundwork for understanding membrane permeability was set at the turn end of the 19th
century by Ernest Overton,[184] where around the same time, Hans Horst Meyer correlated
5The Tolman length can be either positive or negative.[177]
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anesthetic potency to membrane solubility.[185] Indeed, membrane permeability P has long
been known to be a function of the bilayer-water partition coefficient Kbw [unitless], diffusivity
D cm2 s−1, and thickness δ m, as shown in equation 2.37.[186] From this, the membrane
permeability Pm cm s
−1 can be defined as,
Pm =
KbwD
δ
(2.37)
Here the bilayer-water partition ratioKbw is a measure of the solubility in the lipid membrane.[187]
In general, it is believed that the octanol-water partition coefficient KOW , defined traditionally
as,
logKOW ∼= logKbw = log[solute]octanol
[solute]water
(2.38)
dictates permeability (Overton’s rule) where increasing hydrophilicity decreases permeability.
Note that the logKOW value for resorufin is 0.427,[188] which can be compared to that of agro-
chemicals such as atrazine of 1.07 and glyphosate of 0.95.[189] However, this rule has exceptions,
such as with the permeation of the hydrophilic small molecule ribose. Specifically, the sugar
interacts with the headgroup-solvent interface, directly disrupting the solvated shell of ordered
water, this causes an increase in permeability which deviates from theory.[190] The extent to
which permeability is driven by membrane diffusion or the solute ability to partition into the
bilayer is of considerable interest. As an interesting aside, according to work by Beschiaschvili
and Seelig, the process of binding or partitioning into planar bilayers is entropically driven, and
enthalpically driven for curved bilayers.[191] Thus testing in DIBs with planar interfaces, the
permeability results should be driven by entropy.
The role of lipids on membrane permeability has been studied heavily, in terms of solubility,
fluidity, mechanical properties, phase behaviour, and protein interactions.[186] Permeability is
also known to be a function of molecular volume (molecular weight threshold of 450 g mol−1),
dipole moment, molecular flexiblity (i.e. rotatable bonds increase permeability), and pH.[192]
Additionally, studies of xenobiotic and biotic factors in membrane permeability have a rich
scientific history. For example, membranes have been shown to be made more permeable with
the addition of cationic agents (e.g. peptides, proteins, aminoglycosides, buffer salts, cationic
detergents, or chelators) on the outer membrane of gram-negative bacteria.[193] Additionally,
ethylenediaminetetraacetate (EDTA) has also been shown to increase the permeability of E.
coli and P. aeruginosa.[194, 195]
What distinguishes biological membrane permeability from synthetic membrane perme-
ability is the high selectivity.[196] The ability of bio-membranes to be selective implies high
complexity, and relies on abundent sources of various lipids and proteins. Indeed, membrane
permeability is inherently complex and could benefit from modern data handling techniques
such as composition-structure-property (CSP) mapping.[197] If large membrane permeability
data sets could be collected from high through-put experimentation (HTE), advanced data
analysis implementation will be required to convert the raw data into useful information. One
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interesting case study on how composition relates to property is cardiolipin, a lipid found
mainly in mitochondria and bacterial (as well as heart) cell membranes.[198] It has been shown
that increasing the cardiolipin concentration at a given surface pressure leads to an increase
in the area per molecule of a Langmuir monolayer.[198] This illustrates a simple relationship
between composition and structure, where the change in structure of the monolayer relates to
its composition. This was shown specifically for egg phosphatidylcholine vesicles doped with
cardiolipin, which displayed a decrease in the permeability of water; this is explained by the
fact that “cardiolipin enhances lateral interaction between lipids” and “[decreases] the cohesive
energy of membranes”.[198]
2.3.1 Permeability assays
One of the more recent (relative to Overton) interpretations of membrane permeability was
given by Zwolinski et al in 1949,[199] and much of the fundamental mathematics and physics
applied then, such as the application of Fick’s 1st and 2nd law, is still valid today. However,
it has been noted by Merz and Roux that “[calculating] solute diffusion from experimentally
determined permeation rates...suffers from the fact that permeation and partitioning experi-
ments are not easy to perform”.[200] A literature survey of previous permeability studies can
validate this generalization. It is clear that formerly these measurements suffered from small
sample sizes and large standard deviations. Early techniques such as the ‘cup and aperture’
method developed by Cass and Finkelstein in 1967 and used by Bean et al in 1968 yielded
permeability measurements with errors between 10 and 20%.[201, 202] Typically, this experi-
mental technique included a single test lipid mixture over an hour long period. In 1978, with
a similar method, Fettiplace calculated water permeability across egg phospholipid, cholesterol
and sphingomyelin membranes.[203] The results yielded errors around 30% with up to 4 sam-
ples for each test case. In 1986, Aeschbacher et al developed a technique for rapid permeability
testing with fluorescence and flow cytometry, however the tests for measuring the permeability
of amines and esters in cationic and non-ionic detergents had errors from 33 to 77%.[204] Due to
large volume scales of these techniques the process was bulk diffusion limited and stirring of the
system was essential to mitigate the effect of the so-called ‘unstirred water layer’ (UWL).[202]
One of the key goals of this research is to both account for and control the effect of the UWL,
as it is a significant barrier to mass transfer in membrane permeability assays that cause un-
derestimates in measurements (see section 2.4). This underpins the utility of the microfluidic
techniques developed in this thesis that can be employed to assay passive permeability that is
both high-throughput and can increase accuracy (see Chapter 5.7).
As DIBs can be scaled down to even the nanoscale,[146] the effect of the bulk diffusional
limitations are predicted to be decreased, which bolsters the case for the use of DIBs as a
platform for permeability measurements. Unfortunately, nanoscale DIB testing is much more
complex and requires specialized droplet manipulation and microfluidic techniques. Indeed,
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the use of DIBs for measuring membrane permeability has been proven on the micron to the
millimetre scale. Alternatively, both air stablised DIBs,[148] and oil stable DIBs have been
used for membrane permeability experimentation.[9, 91] Additionally, substantial groundwork
has been laid for the use of more complex DIB systems in permeability measurements, such as
with asymmetric membranes, and lipids composed of cholesterol or monoglyceride. [151, 147]
However, there are other modern competing methods for measuring passive membrane
translocation, the most straightforward of which is to use giant unilameller vesicles (GUVs).[205,
206, 207] Intuitively, the advantages of GUVs are the increase in total relative surface area
available for measurements as well as ease of high through-put manufacture on microfluidic
devices.[208, 209, 210, 211] The largest problem, however, is the fact that ruptures in vesicles
are not necessarily obvious. It is possible to have transient pores that heal spontaneously where
the solute permeability will not be steady but will occur in spontaneous bursts. Similarly, a
live cell membranes could contain a small rupture that allows solute to permeate artificially
faster than a non-ruptured membrane. Indeed, this has been witnessed in testing cells in vivo
for environmentally dependent membrane integrity, as shown by the temperature dependence
of cell leakage in rat muscle cells.[50] This experiment relies on the fact that thermal damage
allows non-membrane permeable solutes to leak while maintaining membrane structure, unlike
DIBs which will coalesce instantly if the membrane has been ruptured.
An important membrane permeability measurement technique called the parallel artificial
membrane permeability assay (PAMPA), originally developed for the pharmaceutical industry,
employs a lipid monolayer coated hydrophobic filter, sandwiched between 96-well microtiter
plates (see Figure 2.7).[212, 213] There is sufficient evidence to claim that the PAMPA technique
is limited by the UWL,[214] however the PAMPA technique can also account for the UWL
indirectly though an “iso-pH assay”, where by screening the permeability with varying pH, the
effective membrane permeabilibty can be deduced.[215] However, the technique suffers from
the fact that the membrane structure deviates from actual bio-membranes, as the lipid bilayer
sandwiches micron scale thick supports.
Passive membrane permeability can be measured in vivo with the use of fluorescent dyes
directly, such as in muscle cell permeability,[216, 217] or by fluorescence quenching with mela-
tonin translocation measurements in pineal cells.[205] In the future, label-free techniques such
as coherent anti-Stokes Raman scattering (CARS) can be employed to quantify chemical species
in cells. Already, this technique has been used to measure the movement of lipids within micro-
algae or human skin cells.[218, 219] CARS can also be used to measure the dynamics of water
within cells.[220]
Although it is not yet practical to calculate passive membrane permeability with traditional
molecular dynamics simulations, it can be estimated using advanced computational techniques
such as analyzing energy landscapes.[221] In this case the discrete lipid solubility Kbw and local
diffusivity D can be used in equation 2.39 where the Gibbs free energy can be calculated, as
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Figure 2.7: Schematic of the PAMPA technique, which consists of two 96 well plates, one source plate filled
with aqueous dissolved permeating solutes, and one sink plate filled with buffer and a filter support doped with
oil/lipid. Typically, the 96 well plates can be assayed with UV absorption to measure the permeating species
concentrations.
established by Diamond and Katz.[222]
1
Pm
=
∫ L
−L
1
Kbw(z)D(z)
dz =
∫ L
−L
e∆G(z)/kBT
D(z)
dz (2.39)
Note that under the assumption that the diffusivity and solubility are spatially independent,
the original permeability equation 2.37 is recovered where the membrane thickness is δ = 2L.
2.3.2 Fick’s first law in 1 dimension
If the system experiences no convection terms and no chemical reaction, the mass transfer
occurs simply as the flux J [mol m−2 s−1] of solute across the membrane by passive diffusion
from droplet i to droplet j. This phenomena is most simply described by Ficks first law of
diffusion,[223]
J = −D∇C (2.40)
where the flux is a function of diffusivity D m2 s−1, and the gradient of the concentration C mol
m−3. However if we take the ratio of membrane diffusivity to bulk droplet diffusivity, under
the condition that Dmembrane/Dbulk → 0, bulk diffusion can be neglected (for the time being).
This important assumption allows the use of a discrete metric space, where each droplet is a
point in space separated by the effective membrane thickness δeff , where the gradient operator
becomes, for droplet i and j, |∇C| = Ci−Cj
δeff
. Thus by manipulating units, Fick’s first law can be
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given in a discrete metric space, where it is assumed that the droplet concentration is constant
throughout the entire volume,
dCi
dt
= −DA
V
Ci − Cj
δeff
(2.41)
with droplet volume V cm3 and membrane area A cm2. Here the effective permeability is
defined as,
Peff =
D
δeff
(2.42)
For simplicity, let k = D
δeff
A
V
be the effective rate of diffusion in units of s−1.
2.3.3 Choosing permeating solutes and lipids
As aromatic small molecules are known to be fluorescent (i.e. double bond conjugation),[224]
it is assumed that intrinsic molecular fluorescence of common agrochemicals such as neonicoti-
noids, pyrthins, some organophosphates, carbamates, and sulfyonylurea can be used to measure
solute concentration. Intrinsic fluorescence has already been shown to be useful for studies of
quinolone antibiotics.[211] As a standard molecule, resorufin (chemical structure shown in Fig-
ure 2.8a) has been chosen as it has a relatively low molecular weight, is a weak acid,6 and
is strongly fluorescent. To verify the existence of membranes in a DIB, the non-permeable,
fluorescent dye calein (Figure 2.8b) was chosen as it a well established molecule with a known
fluorescence spectra and permeability, which is on the order of 10×10−10 cm s−1 across vesicles
formed of POPC.[226] This is a very low permeability rate, which makes calcein practically
membrane impermeable.
The lipids DPhPC and DOPC (Figure 2.8c and d) were chosen as they have been shown
previously to form stable membranes.[105] However, more complex plant lipid systems are also
studied in this research (see Figure 6.5). The stability of DIBs is the main factor limiting this
research as not all biologically relevant lipid mixtures appear to be stable.
2.3.4 Diffusion mechanisms
In general, for passive membrane diffusion, only small molecules (alcohols, esters, organic acids
or gases) will be permeable.[227] The possible mechanisms for passive permeability can be rel-
atively complex, and anomalous behaviour has been attributed to the fact that membranes
are heterogeneous, which implies mass flux resistivity due to: “obstructed (hop) diffusion”,
“macromolecular crowding”, and “transient binding”.[228] Indeed, membrane diffusion mecha-
nisms vary along and through the membrane. Along the membrane of a cell, there are marked
spatial differences and microdomains (lipid rafts), and have heterogeneous properties that will
affect membrane permeability.[229, 230] Travelling through the membrane, the lipid head groups
exhibit high density and viscosity that won’t allow for large cavities to form; then deeper into
6The pKa for resorufin is on the order of 5 to 6.[225]
57
Figure 2.8: Structure of the fluorescent dyes (a) resorufin and (b) calcein. Structure of the lipids (c) DOPC
and (d) DPhPC.
the membrane, the carbon atoms in the first few positions act like soft polymers that allow for
some cavity formation; however, the last few carbon atoms on the acyl chain have liquid-alkane
like phase behavior, and have more freedom of movement.[186] The collection of all these mem-
brane features and solute properties will manifest as an average membrane permeability. For
reference, a few membrane diffusion mechanisms are depicted in Figure 2.9. As the resolution
of diffusion mechanisms is beyond the scope of this thesis, more information is provided in the
appendix section 8.3 for the interested reader.
2.4 Unstirred water layer
The unstirred water layer (UWL) is defined in Figure 2.10 as the distance from the membrane
where the tangent line of the concentration profile at the membrane intersects with the concen-
tration at the wall. This effect manifests itself as an additional resistance to mass transfer and
can cause underestimates in permeablity measurements. The effect of the UWL on membrane
permeability is a well-documented phenomenon, and a comprehensive survey of UWL thickness
experimentation was performed by Pedley in 1983.[1] Much of the early work in small molecule
membrane permeability studies focused on pH and lipid solubility,[231] as well as the effect of
hormones (auxin).[232] It wasn’t until 1963 and 1966 that Dainty first7 introduced the idea of
the UWL with an analysis of the osmotic permeability of oleic acid monolayers, plant cells and
frog skin pores.[233, 234, 235, 236] Dainty first noted the problematic results of early whole cell
permeability testing, such as by Kamiya and Tazawa,[237] that appear to show discrepancy be-
7This is despite the fact the boundary layer phenomena was known to physicists a half of a century earlier.
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Figure 2.9: Brownian motion (a) is depicted as general diffusion across a concentration gradient based on
random molecular motion. Membrane pore formation (b) is depicted as the opening of a gap in the membrane,
which is mediated by an exogenous molecule, a protein, or forms spontaneously. Kink isomerism (c) is shown
where the acyl chains rotate to form a cis conformation, which allows for gaps in the bilayer to form allowing
the solute molecules into the membrane core. As the kinks ‘diffuse’ across the bilayer, the solute molecules
can be brought along where they are eventually deposited on the the other side of the membrane. The lipid
structure effect (d) is shown how various head-group sizes can allow for easier access by permeating molecules.
tween water flux in opposite directions. It soon became clear that the cause for the difference in
effective permeability was the discrepancy in driving force, i.e. the “rather thick” UWL added
an additional resistance to mass transfer, which could vary depending on the direction of flux.
Since Dainty, there has been a long list of studies taking into account the UWL effect (mostly
mammalian cells such as erythrocytes, intestine, and gallbladder epithelium).[238, 239, 240, 241,
242, 243, 244, 245, 246, 247] For some cases, the UWL thickess was found to be sufficiently
small and could be neglected, such as in red blood cell permeability with a thickness close to 5
µm.[248] Though others were found to be much larger, on the order of 40 µm for water flux across
gallbladder epithelium, and on the order of hundreds of microns for ions permeating artificial
planer bilayers.[235, 249, 250] Korjamo et al, in his review of the UWL effect in modern in vitro
permeability assays, discusses topics such as the potentiometric method, kinetic shift, pH shift,
stirring, and single molecule calibration, which has broadened the field significantly.[251]
For a DIB permeability assay, one can take the generalized case for a small membrane
permeable molecule with a typical diffusion coefficient of D = 5×10−6 cm2 s−1. For a 0.1 µL
droplet, it would take approximately 10 minutes to diffuse the length of the diameter, assuming
the timescale tD ≈ d2/D is given by the droplet diameter d and diffusivity D. Naturally, the
characteristic time tD sets a limit on the length of a possible DIB permeability assay. Further-
more, as will be shown in the following sections, neglecting the UWL effect in DIB systems will
result in significant systematic errors on membrane permeability measurements. Unfortunately,
accounting for the UWL effect is not straightforward, and no previously published DIB based
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Figure 2.10: Schematic of the geometric definition of the unstirred water layer δ as described by Pedley, which
is the intersection point of two lines relative to the membrane: the line parallel with the concentration at the
wall Cwall, and the line tangent to the concentration profile at the membrane.[1] Note that this is a diagram
that shows possible UWL sizes and is not meant to depict a time series.
systems have explored the effect. The experimentation and analysis of UWL effect on DIB
permeability is discussed in Chapters 5.7 and 6.5. By establishing the fundamental framework
for implementing DIBs as platforms for permeability assays, as well as developing tools for
studying fluid dynamic effects on artificial membranes, this work stands as one of the most
significant outcomes of this research.
As shown in Figure 2.11, in stagnant systems the formation of diffusion layers at a permeable
interface can manifest itself as a smaller concentration difference across the membrane (C−b −C+b )
than that of the difference of the bulk concentration on either side of the membrane (C− −
C+). This can of course cause severe resistance to mass transport, namely the UWL.[233]
Furthermore, permeating water flowing in the opposite direction can cause “solvent drag”,[252]
though the effect is minimal if the system is osmostically well balanced.
The standard permeability model can be stated as an analogy to Ohm’s law of resistance
Reff = Rm +RD− +RD+ , described by Pedley as,[1]
1
Peff
=
1
Pm
+
δ−d
D−
+
δ+d
D+
=
1
Pm
+
2δ
D
(2.43)
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Figure 2.11: Schematic (a) of a membrane with an UWL layer of thickness 2δd developing during passive diffusion
with solute at concentration difference C+ − C− under stagnant conditions. Schematic (b) of a membrane
undergoing shear stress due to a flow of velocity uz(y) parallel to the surface, which modifies the UWL layer
thickness 2δd by developing a convective boundary layer during passive diffusion with solute concentration
difference C+−C− (see Pedley[1] for more details). Note that there is recirculation in the flow which helps mix
the system, see Figure 5.19 for more details.
Here the effective permeatiliby Peff is a function of the sum of the effects of the intrinsic mem-
brane permeability Pm and the bulk diffusion D across and UWL of thickness 2δ. It is assumed
that the UWL diffusivity and thickness is symmetric, i.e. D = D+ = D− and δ = δ+ = δ−.
Accounting for the extent of the UWL effect is important in studies of membranes that experi-
ence hydrodynamic flows that decrease the boundary layer thickness such as erythrocytes,[248]
or in intestinal permeation.[241] Furthermore, the increased resistance from the UWL in re-
gions not typically associated with hydrodynamic flows such is in neurotransmission,[253] or
ion exchange, cannot be understated.[254] It has furthermore been demonstrated that reactions
inside the UWL can dictate effective permeability, where the high intrinsic membrane perme-
ability rate can be masked by slow UWL weak acid permeation exacerbated by the addition of
a buffer.[255]
2.4.1 Iso-pH assay
First explored by Gutknecht and Tosteson, Walter et al developed the technique where the flux
is a function of the non-ionic acid HA and the free ion acid A− permeability through the UWL
and the intrinsic membrane permeability of the non-ionic acid through the membrane, [256]
1
J
=
1
PHAUWL[HA] + P
A−
UWL[A
−]
+
1
PHAm [HA]
(2.44)
where it is assumed also that the free acid does not permeate the membrane. Here the sub-
script denotes the membrane or the UWL region and the superscript denotes which species is
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permeating. By the Henderson-Hasselbalch equation,[257]
pH = pKa + log
[A−]
[HA]
(2.45)
the ratio of free acids to non-ionic species can be known for a given pH and pKa. Assuming
symmetry, and a simple acid equilibrium expression, the equation becomes,
1
Peff
=
1 + 10−pKa+pH
Pm
+
1
PUWL
(2.46)
where Pm and PUWL can be fit by non-linear least squares by measuring Peff for varying
pH.[215] Given the unstirred layer permeability, if the acid bulk diffusion constant is known
then the unstirred layer thickness can be found by the equation,
δd =
D
2PUWL
(2.47)
Additionally, for the analysis of UWL thicknesses of differing systems, Pohl et al provides a
relationship between the UWL thickness for two substances given their diffusivities D1 and D2
as,[250]
δ1
δ2
= 3
√
D1
D2
(2.48)
Moreover, the UWL thickness scales with the cube root of the diffusivity. This relation is based
on a model developed by Pedley for stagnation points near stirred flow adjacent to permeating
membranes.[258]
The iso-pH assay remains a good technique for measuring the UWL thickness if other tech-
niques are unavailable, however the system becomes more complicated, though not impossible,
if diprotic (or higher) weak acids or bases are used. The iso-pH mapping assay developed by
Ruell et al employs a standard PAMPA set-up, which can allow for compartment separation
in order to measure UV absorption. The nature of PAMPA allows for lower lipid content that
does not wash out the UV absorption signal, which is not the case for lipid-in DIBs where
UV-absorption is not practical for measuring solute concentrations.
2.4.2 Stirring the unstirred layer
The iso-pH mapping assay is a clever way to account for the UWL effect, however often it
is impractical to adjust the pH for biologically relevant systems and an alternative method is
required. The effect of stirring the UWL has been demonstrated for supported egg lipid bilayers
with tritiated water, where the permeability was found to increase from 1×10−4 to 5×10−4 cm
s−1 upon vigorous mixing.[259] This is due to the development of the fluid dynamic (Blasius)
boundary layer which can decrease the stagnant diffusional boundary layer.[260] The Blasius
boundary layer is a solution to the phenomena described by Prandtl which shows how given a
no-slip boundary condition a gradient develops in the velocity profile of a viscous fluid flowing
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parallel to a surface.[261] This flow affects the UWL thickness by disrupting the concentration
gradient, as shown in Figure 2.11b, where the flow parallel and anti-parallel to the membrane
surface will shear the unstirred layers. For flowing fluids in the x direction, the shear stress τ
[N m−2] equation is,
τ = µ
∂ux
∂y
(2.49)
for velocity gradients with respect to y with dynamic viscosity µ [Pa s]. Note that this is just
one of the components of the stress tensor which can be defined for any flow.
In laminar or even in turbulent flows there will almost always exist some degree of boundary
layer resistance to mass diffusion perpendicular to a semi-permeable interface.[262] Though the
UWL cannot be completely mitigated, it can at least be analysed and the intrinsic membrane
permeability can be deduced from permeability data from varying UWL thicknesses. From a
technical standpoint, turbulent flows are ideal for maximizing mass transfer, however due to
the relatively low stability of bio-membranes, sub-lytic flows in the laminar regime are more
appropriate.[263] In this context, sub-lytic refers to the conditions that do not rupture the DIB
membrane, which is somewhat analogous to the conditions that may lyse a viable cell such as
by osmotic or mechanical stress.
2.4.3 Effective, intrinsic, and unstirred water layer permeability
Neglecting the affect of pH, the effective permeability Peff of a membrane to a solute is here
defined as the overall permeability from the left side of the UWL at y = −δ−, through the
lipid bilayer, and across to the right side UWL at y = δ+ as shown in Figure 2.11a for stagnant
conditions and Figure 2.11b for shear flow along the membrane. The effective permeability is
therefore a function of the UWL permeability PUWL and of the intrinsic membrane permeability
Pm,[1]
1
Peff
=
1
Pm
+
1
PUWL
(2.50)
We can measure the value of Peff directly as a function of diffusion rate k, droplet volume V ,
and interface area A by equation 2.41. We can also define the overall UWL permeability of
both layers from equation 2.47,[1]
PUWL =
D
δ+ + δ−
(2.51)
which is a function of the bulk diffusivity D and the UWL thicknesses δ±. The parameter δ±
is more rigorously defined in terms of the bulk concentrations C±, the concentrations at either
side of the membrane C±b , and the concentration gradients at the membrane
∂C
∂y
|y=0± by,[1]
δ± =
C+ − C+b
∂C
∂y
|y=0+
=
C−b − C−
∂C
∂y
|y=0−
(2.52)
The intrinsic permeability is defined as,[264, 222]
Pm =
Dm
δm
(2.53)
63
which is a function of the membrane diffusivity Dm, and the membrane thickness δm. For
most of this research it is assumed that the UWL has the same thickness on both side of the
membrane, namely δ+d = δ
−
d = δd, so equation 2.51 can be simplified as PUWL =
D
2δd
. Expression
2.50 can be re-arranged so that the UWL thickness δd can be expressed as in equation 2.54,
which is in terms of the intrinsic and effective membrane permeabilities.[1]
δd =
D
2
( 1
Peff
− 1
Pm
)
(2.54)
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Chapter 3
Methods:
3.1 Introduction to methods, experimental design, and
statistical analysis
The question of whether or not a DIB can be applied as a tool for measuring passive or active
membrane translocation is accompanied by a set of problems, namely:
 How stable are the lipid mixtures in DIB systems, and what dimensions should the
droplets consist of?
 What data signal can be used to measure solute concentrations, and how to calculate
permeability?
 What is the overall error propagation of the permeability measurement, and how to
determine statistical significance of the measurements?
 What tools and devices need to be used or developed to achieve the goals?
The following experiments and methods have been designed specifically to address these ques-
tions.
3.2 DIBs and stable lipid mixtures
Lipid emulsions are generally prepared by dissolving weighed lipid samples in chloroform and
forming a lipid film on the glass surface of a vial, as shown in Figure 3.1. The samples are
desiccated under vacuum for over an hour before buffer is added. Unless otherwise stated, the
standard buffer is 0.1 M phosphate at 7.4 pH. The freeze-thaw method in liquid nitrogen can
be employed as well if complex lipid mixtures are used (during step (c) in Figure 3.1).[265] The
freeze-thaw method consists of cycling the aqueous sample in liquid nitrogen until frozen, then
allowing it to thaw in an oven at 50°C. The lipids can either be ultrasonicated in an Elmasonic
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P bath (Elma Schmidbauer GmbH) at 50°C for 1 hour and 37 kHz, or can be treated with lipid
extrusion (11 times, per supplier recommendation) through a 100 nm (Avanti Polar Lipids)
polycarbonate membrane filter.[265] Often if lipids mixtures do not disperse in aqueous media
at room temperature, the solution can be heated to the melting point for extrusion. If the
lipid solution does not easily extrude and a high pressure drop exists across the extrusion filter,
a larger pore size membrane filter can be used (200 nm). If the lipid solution still does not
extrude, ultra-sonication should be used. To verify vesicle formation, dynamic light scattering
(DLS) measurements with a Delsa Nano C Particle Analyser (Beckman Coulter, USA) can be
used to measure dispersity, or the distribution of vesicle sizes.
Figure 3.1: Diagram of process for mixing lipids to form vesicle emulsions for DIB production. Solid lipid
mixtures are weighed (a) into a vial and dissolved in chloroform. The chloroform is evaporated leaving behind
a lipid film on the glass surface. The phosphate buffer is then added to the vial with the lipid film to form a
rough emulsion. The emulsion can then be (c) sonicated or extruded to form multi-lamellar vesicles of a given
size.
DIBs are formed most simply by dropping a small volume (typically on the sub-microlitre
scale for this research) into a non-polar embedding phase, where a monolayer is formed on
the droplet surface, which allows for a bilayer to ‘zip-up’ at the droplet-droplet interface (see
Figure 3.2). For most of the experiments in this research, either 1,2-dioleoyl-sn-glycero-3-
phosphocholine (DOPC) or 1,2-diphytanoyl-sn-glycero-3-phosphocholine (DPhPC) lipids are
used due to high relative stability with respect to bilayer formation. DIB stability is an im-
portant topic that is greatly overlooked in DIB literature. One might assume that a lipid
composition that exists in a biological membrane will naturally form a stable bilayer in a DIB,
however this is not always the case. Anecdotally it has been shown that the soy polar lipid
extract (SPLE), purchased from Avanti Polar Lipids, does not form stable DIBs on their own
in a hexadecane embedding phase. Furthermore, DIBs are inherently at a relatively high en-
ergy state, and the natural tendency is for coalescence and the formation of one single droplet.
Stated another way: unlike vesicles or liposomes that can exist without tension on the mem-
branes, the membranes formed in DIBs are constantly under tension which implies that they
are very susceptible to rupturing.
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Figure 3.2: DIBs are formed traditionally by pipetting (a) a volume of aqueous lipid emulsions into an oil phase
to form droplets, which are then (b) pushed together with a pipette tip to form an interface.
The scale of DIB formation historically has been on the order of nanolitres to tens of
microlitres.[146, 266] The lower limit for DIB sizes is set by the evaporation rate and by the
droplet formation technique. Practically speaking the smallest droplets that can be pipetted
and controlled by hand are ∼ 100 nL, and to achieve anything smaller would require microfluidic
droplet generation techniques. Additionally, droplet evaporation has been shown to be an issue
for nanoscale droplets.[96] Nanoscale DIBs require water saturation in the embedding phase or
a humidity controlled environment. On the other extreme, large droplets tend to require long
stabilization periods.[80] Furthermore, it appears that DIBs larger than the capillary length
Lcap are impractical as the droplets will suffer from deformation by gravity. Note that the
capillary length is defined as,[32]
Lcap =
√
γ
∆ρg
(3.1)
which increases with monolayer surface energy γ, and decreases with difference in density
between the droplet and the embedding phase ∆ρ, and the acceleration of gravity g. A typical
surface energy in a lipid interface between hexadecane and water is 0.001 N m−1. The capillary
length of a lipid encased water droplet in hexadecane is then ∼ 700 µm or ∼ 150 nL. To avoid
the effects of gravity, DIBs should be supported in microfluidic wells if they are larger than
Lcap. Furthermore, as has already been discussed, the larger the droplet size the larger the effect
of the UWL. This implies that ideally for a permeability assay, DIB dimensions should be as
small as possible or the system must be mixed. Droplet sizes of 1 µL have been chosen for the
DIB permeability assay as they are shown to be stable and easily manipulated on microfluidic
devices. The large relative droplet size implies that there will be UWL effects, however this is
accounted for using specialized microfluidic techniques (see Chapter 5.7).
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3.3 Measuring permeability
3.3.1 Measuring concentration
There is a wide range of standard techniques available for measuring concentration such as ulra-
violet-visible (UV-Vis) absorption, infra-red (IR) spectroscopy, or mass spectrometry (MS) to
name a few. Unfortunately, lipid UV-Vis absorption spectra interferes with the spectra of
species such as glyphosate or resorufin.[267, 268] Ultimately, what is desired is a method for
measuring concentration in situ, this rules out these techniques in their standard form as they
require the DIBs to be rendered into the original droplet form and extracted from the oil phase,
then purified to remove excess lipid. Furthermore, that would only allow for one concentration
data point per DIB. Therefore fluorescence microscopy is chosen as it can be applied in situ,
allowing for multiple concentration data points per DIB assay. Unfortunately this does limit
the experiment to fluorophores, however it is a suitable method for a proof-of-concept. In the
future, techniques such as UV imaging or CARS microscopy could be used as an alternative to
fluorescence.
To measure concentration with fluorescence imaging, a calibration data set of known droplet
fluorophore concentrations must be tested to find the corresponding intensities (see Figure 3.3)
A serial dilution of resorufin is prepared in the following way. A stock solution of 4000 µM
resorufin in buffer (saturation limit) is added at a 1:10 ratio with a phosphate buffered, 5 mg
mL−1 lipid emulsion to form a lipid system with 400 µM resorufin. This is repeated to form a
40 µM resorufin - lipid system. In a serial fashion, a 1:1 ratio of the lipid solution is added to
the 40 µM resorufin - lipid system to form 20.00, 10.00, 5.00, 2.50, 1.25, and 0.63 µM resorufin.
Note that the the phosphate buffer is at a concentration of 0.1 mM, which ensures that the
DIBs will be osmotically balanced. The raw images of fluorescent droplets and DIBs can be be
processed using the MATLAB Image Processing Toolbox or by using the Fiji image processing
software package.[269] The droplet or DIB dimensions can be measured as in Section 3.4.3, and
the fluorescence intensity can be averaged across the droplet dimensions or uniformly sampled
inside the droplet. To measure intensity on Fiji, the average region intensity can be measured
using the “oval” tool, which will output the area, mean intensity, standard deviation, minimum,
and maximum intensity value.
3.3.2 Fitting dynamic data
To measure membrane permeability between two droplets, by a 1-D application of Fick’s first
law with signal intensity I, it can be shown that,[270]
dI1
dt
= P
A
V1
(
I2 − I1
)
I2V2 + I1V1 = m
(3.2)
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Figure 3.3: A serial dilution of 20.00, 10.00, 5.00, 2.50, 1.25, and 0.63 µM resorufin is prepared in a phosphate
buffered lipid emulsion. This solution is used to form DIBs which are viewed with fluorescence microscopy or
on a fluorescence gel scanner. The average fluorescence intensity, measured inside the red circles, of the DIBs
can be plotted against concentration to find the linear region. The linear region is fit with a slope 4460±212
a.u. per µM, and intercept of 422±91 a.u. with an R-squared value of 0.99.
where it is assumed that fluorescence intensity (or any other signal) is linearly proportional to
concentration, and the first order differential equation is given with a mass balance m. Note
that the (normalized) intensity Ii =
I∗i
I∗i +I
∗
j
is a function of the raw intensities I∗i and I
∗
j , and
given that the concentration is linear with respect to intensity (with dummy variables x1 and
x2), Ci(Ii) = x1Ii + x2, and
∂Ci
∂t
= x1
∂Ii
∂t
, then if ∂Ci
∂t
= P A
Vi
(Cj −Ci), equation 3.2 follows since
x1
∂Ii
∂t
= P A
Vi
(x1Ij + x2 − x1Ii − x2). Note that x2 accounts for background fluorescence.
If the droplet volumes are not equal then the equation becomes more complicated,
dI1
dt
= P
A
V1
(
m
V2
−
(V1
V2
+ 1
)
I1
)
(3.3)
which can be written in a simplified form,
dI1
dt
= k
(
α− βI1
)
(3.4)
where k = P A
V1
, α = m
V2
, and β = V1
V2
+ 1. The general solution takes the exponential form,
I1 = ae
−bt + c (3.5)
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where the integration is from initial intensity I10 and a = I10 − αβ , b = kβ, and c = αβ . As
the droplet volumes match, the original ODE model equation 3.2 can be solved for Imodel(k)
as a function of the rate constant k = PA
V
, and fit with the method of least squares using a
MATLAB script. This script minimizes the function,
f =
√∑(
Ii − Imodel(k)
)2
(3.6)
by calling the function ‘fminsearch(f,a0)’, where the values a0 are the guess values and initial
conditions I1(0) and I2(0). The MATLAB script for fitting the permeability data is provided
in the appendix section 8.9.
Figure 3.4: Fluorescence micrograph of permeating DIBs (resorufin) at time stamps t = [0, 2, 4, 6, 8, 10] minutes
for images (a) to (f) respectively. The average intensity inside the red circles are taken along with standard
deviation values (measured on imageJ). The dynamic intensity (g) is plot from the source (blue triangle) and
the sink (red triangle) droplets and fit to a least squares error (solid blue and red line).
There are two possible methods for measuring permeability from the fit of the general equa-
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tion I ∼ e−kt (with a non-linear least squares minimization) for a set of permeating DIBs. The
more rigorous method predominately used in this research consists of an assay that measures
concentration in situ which can easily track information from individual DIBs and fit a rate
constant ki for the corresponding droplet pair i. More concisely, this implies the simultaneous
measurements of geometry and concentration for individual DIB permeability Pi = kiλi where
λ = V
A
. The overall system permeability can be taken then as the arithmetic mean for N sam-
ples. Alternatively, if the concentration must be measured ex situ, and geometry data is not
available for every DIB pair, permeability can be estimated for a given set by averaged droplet
volumes, area and rate constants to measure P = k¯λ¯. These two methods are effectively,
Pa =
1
N
( N∑
i=1
kiλi
)
Pb =
1
N2
( N∑
i=1
ki
)( N∑
i=1
λi
) (3.7)
It is clear that Pa 6= Pb, unless N −→∞. This is apparent by analysing Pa and Pb,
Pa =
k1λ1 + k2λ2 + · · ·
N
Pb =
k1λ1 + k2λ2 + · · ·+ k1λ2 + k2λ1 + · · ·
N2
(3.8)
If we let A = k1λ1 + k2λ2 + · · · , and B = k1λ2 + k2λ1 + · · · , the difference in Pa and Pb can be
stated as,
∆P =
A(N − 1)−B
N2
(3.9)
A third alternative can be found by the Cauchy-Schwarz inequality,[271] where it can be
shown that,
P =
1
N
N∑
i=1
kiλi ≤
√√√√ 1
N
( N∑
i=1
k2i
)√√√√ 1
N
( N∑
i=1
λ2i
)
(3.10)
which can be used as an estimate of the upper limit of the permeability value P . However this
will be less accurate than equations 3.7.
3.3.3 Error propagation
The propagation of error in measuring membrane permeability in DIBs depends on the mea-
surement of membrane area A, droplet volumes V , and dynamic concentration C. As passive
permeation of small molecules are relatively slow (equilibrium on the order of tens of minutes),
the error on time t will be insignificant. The error on the droplet volume measurement is de-
pendent on the error on the pipette, and the concentration and interfacial area measurement is
dependent on the pixel density of the fluorescence or bright field microscopy image. As only a
one dimensional projection of the DIB interface is available on the microscope image, the area
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measurement is of some concern as it must be assumed that the area retains a circular shape
and can be deduced from the droplet-droplet intersection length. Also, using microfluidic DIB
wells in the permeability assays helps keep the DIB area consistent.
The standard deviation and confidence interval of Pa from the permeability equations 3.7
is relatively straightforward, and is classically defined as,
sPa =
√∑
(kiλi − Pa)
N − 1
Pa ± 1.96 sPa√
N
(3.11)
The alternate permeability measure Pb from equations 3.7 is slightly more complicated. Taking
into account all the relevant terms in Pb = kλ =
kA
V
, we have the standard uncertainty,[272]
sP =
√(∂P
∂λ
sλ
)2
+
(∂P
∂k
sk
)2
(3.12)
assuming no covariance between terms. This can be put in the more useful form,
sPb = Pb
√(sλ
λ
)2
+
(sk
k
)2
. (3.13)
Note that geometrically, the error on volume and surface area is sV =
3V
r
sr, sA =
2A
a
sa respec-
tively. This comes from the standard error equation for volume sV =
√(
∂V
∂r
)2(
sr
)2
+ · · · and
area sA =
√(
∂A
∂a
)2(
sa
)2
+ · · ·, where A = pia2 and V = 4
3
pir3. Note that a is the droplet-droplet
interface radius, and r is the droplet radius (see Figure 3.5).
However, the rate constant error propagation is slightly more complicated, as it requires
non-linear least squares optimization. Following the work of Burrel,[273] the χ2 functional,
χ2 =
n∑
i=1
(
yi − f(ti, k)
)
si
(3.14)
can be minimized for the model equation f(ti, k) for sample at time ti. The matrix αjl,
α =
n∑
i=1
1
s2i
[( ∂
∂k
f(ti, k)
)2
− (yi − f(ti, k)) ∂2
∂k2
f(ti, k)
]
(3.15)
is used in the standard error on k,
s2k =
n∑
i=1
(
α−1
si
∂f
∂k
)2
(3.16)
following a previously reported analysis.[102]
Furthermore, to compare data sets of permeability data for statistical relevance, a Welch’s
t-test can be used,[274]
tv =
P¯1 + P¯2√
s1
n1
+ s2
n2
(3.17)
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where the tv value is then used with a standard chart to find the ‘p value’. For example, to show
that measured permeability values between two different lipid or solute types are statistically
different, the average permeability value P¯i of sample size ni and deviation si can be input to
calculate the p value.
3.4 Microscopy and image processing
3.4.1 Bright field microscopy
Standard bright field microscopy (BFM) is performed on the Olympus inverted microscope
IX-81. Additionally, horizontal imaging is performed on a Kru¨ss FM40 droplet shape analyser
(DSA) (EasyDrop). Images were acquired with a QImaging Retiga 4000R digital camera and
software (QImaging, Surrey), and is used for all experiments, which is illuminated with a
mercury arc lamp. Most images were acquired with a 2× objective to achieve a field of view
(FOV) that can accommodate at least a single 1 µL droplet DIB pair. .
3.4.2 Fluorescence microscopy
Fluorescence microscopy is performed on the Olympus inverted microscope IX-81 with settings
similar to that of BFM. The light source used was a mercury arc lamp (X-Cite 120 PC). The
fluorescence filters FITC (480 nm excitation, 535 nm emission, 505 nm dichroic) and TRITC
(535 nm excitation, 590 nm emission, 575 nm dichroic) were used for the dyes calcein and
resorufin respectively. All dye concentrations used were tested in the linear range with respect
to concentration and intensity.
Fluorescence microscopy functions with the use of an emission light filter, an excitation light
filter and a dichroic mirror. Light from the arc lamp is filtered to allow a specific (higher) energy
wavelength light into the system, which is reflected by the dichroic mirror to the specimen. The
specimen is then illuminated with this band of light which excites the fluorophore. The excited
light is then allowed to pass directly through the dichroic mirror and is again filtered by the
emission filter to allow only the lower energy wavelength light to the ocular and detector.
3.4.3 Finding droplets with the Hough transform
The interfacial area A must be characterized in order to accurately measure permeate flux
across the bilayer. The formation dynamics can be measured microscopically with images of
time resolved DIBs as they come into contact. Using well established image processing tech-
niques with a MATLAB toolbox, the droplet diameter is measured with a Hough transform[275]
and the geometric interface diameter is calculated from the intersection of the two circles.1 The
1In 1959, while tracking images of bubbles, Hough developed the image processing technique called the
Hough transform as an early form of computer vision.[276]
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MATLAB function that accomplishes this transform is called ‘imfindcircles()’. A 2D projection
of a DIB can be modelled geometrically as two intersecting circles that sit at centre points
(x1, y1) and (x2, y1) of radii r1 and r2 that intersect at (x3, y3) (see Figure 3.5a). This can be
easily implemented on MATLAB by converting the raw image (Figure 3.5b) to grayscale and
thresholding to a binary image (Figure 3.5c). The function ‘imfindcircles()’ from the Imagepro-
cessing Toolbox performs the transform on the binary image file with a given upper and lower
circle radius limit, sensitivity, object polarity, and edge threshold. Note that MATLAB scripts
are provided for general image processing techniques in the appendix section 8.5.
The geometry of the system in Figure 3.5a consists of three equations,
a2 + b21 = r
2
1
a2 + b22 = r
2
2
b1 + b2 =
√
(x2 − x1)2 + (y2 − y1)2 = L
(3.18)
with known values x1, y1, x2, y2, r1, and r2. Here a is the spherical cap radius (circle-circle
intersection radius), b1 and b2 are the perpendicular distances from the spherical cap radius to
the centres of the circles 1 and 2, the sum of which is the distance L between the two droplet
centres. If we subtract the second equation from the first in equation 3.18 and plug into the
third equation, we are left with,
b1 =
r21 − r22 + L2
2L
(3.19)
which can be reapplied to the first equation of 3.18 to find the cap radius a. Assuming the area
of the DIB retains axial symmetry, one can estimate the interfacial area by A = pia2.
3.4.4 Pendant droplet analysis
The droplet shape analysis (DSA) experiment consists of the illumination and imaging of either
a pendant droplet hanging from a flat syringe or a sessile droplet sitting on a surface (Figure 3.6).
The images are captured with a frame grabber board and camera (Falcon), and illuminated
with a halogen lamp. Industry standard software (Kru¨ss) is used to fit the Young-Laplace
equation 3.20 for surface energy measurement γ, given the radii of curvature r1 and r2 along
the surface S(x, z), whose tangent intersects the horizontal line at z = 0 with contact angle θ.
∆p = γ
( 1
r1
+
1
r2
)
(3.20)
This surface is fit to the hydro-mechanical equation at equilibrium such that ∆p(0, 0)−∆p(x, z) =
zg∆ρ. Here the density difference between the droplet and embedding phase ∆ρ and accelera-
tion of gravity g are known constants. This then implies that,
γ
( 1
r1
(0, 0) +
1
r2
(0, 0)
)
− γ
( 1
r1
(x, z) +
1
r2
(x, z)
)
= zg∆ρ. (3.21)
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Figure 3.5: Diagram (a) of DIB dimensions with droplet radii r1 and r2 and centres (x1, y1), (x2, y1) that
intersections at (x3, y3). The two triangles that form between the DIBs are made up of the bases b1,2 and
spherical cap radius a. Bright field (b) image of droplets forming DIBs, which can be thresholded and converted
to a binary image (c) which can be used to find the droplet diameters and interfacial diameter.
A fitting algorithm then solves equation 3.21 with the analytical equations of curvature,[277]
1
r1
(x, z) =
(d2z
dx2
)(
1 +
(dz
dx
)2)−3/2
1
r2
(x, z) =
(dz
dx
)1
x
(
1 +
(dz
dx
)2)−1/2 (3.22)
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Figure 3.6: Schematic of the EasyDrop kit for performing droplet shape analysis and measuring surface energy
γ. The set-up consists of a light source that illuminates a sample container (with hexadecane), which embeds
a flat tipped needle. A sample is deposited from a syringe to form a pendant droplet. The droplet shape is
captured with a horizontal CCD camera that can be analysed with image processing software.
3.4.5 Confocal laser scanning microscopy
Confocal laser scanning microscopy (CLSM) images are taken with a Leica TCS SP5 confocal
florescence microscope with a 10× objective. The pinhole is set at 1 airy unit (84.5 µm) and
the field of view is set at 512 × 512 pixels (775 µm). For analysing the curvature of asymmetric
DIBs, the sample with dilute NBD-PC lipid are excited at 458, 476 and 488 nm and the emission
is captured at 510 and 550 nm.
The importance of robust DIB interfacial area measurements have already been established
in sections 3.3.2 and 3.3.3. A straightforward, direct method for calculating interfacial area
or membrane curvature is confocal microscopy. This technique is able to capture thin slices
of information along the z-axis of an object due to the implementation of a pinhole at the
light source and at the light detector, which allows only light from the desired focal plane into
the detector.[278] By stacking these images in the order they were taken, a three dimensional
rendering is possible. There are, however, limitations to the use of CLSM for object geometric
measurement. For example, there are distortions due to sample misalignment, light attenuation,
or aberrations due to refractive index mismatch by Snell’s law,
nisin(θi) = njsin(θj), (3.23)
where the equations hold for angles with respect to the normal at the interface.[279, 280] In
order to make accuarate geometric measurements, steps must be taken in order to account
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for these restrictions. One such step is accounting for light aberration due to refractive index
mismatch between air, glass, hexadecane, and water (refractive indices of 1.00, 1.52, 1.43 and
1.33 respectively).[281, 282] According to literature, it was shown also that the aberration
effect is similar for most fluorescent dyes but is most pronounced for high numerical apertures
(NA).[283]
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Chapter 4
DIB Application Results:
4.1 Introduction to DIB application results
Some DIB morphological behaviour has already been characterzied for dynamic and equilibrium
systems. A few of the most practical include studies on bilayer area control by means of mechan-
ical cycling and oscillation,[95] membrane capacitance during electrophysiology experiments,[93]
or (surprisingly) evaporation from the aqueous phase through surrounding oil phase.[97] Fur-
theremore, as is shown in the this research, quantification of the DIB interfacial surface area
and total volume are important for permeability measurements.
Peripheral to permeability assays, quantifying physical characteristics such as bilayer surface
tension using DIB morphology models have also been developed in the course of this thesis.
The technique for measuring monolayer and bilayer surface tensions by direct visualization of
the surface morphology of DIBs has been established by Villar et al, and further studied by
Taylor et al, Dixit et al, Yanagisawa et al, Freeman et al, and Kancharala et al.[139, 91, 284,
135, 122, 134] Moreover, the direct measurement of droplet radius and bilayer curvature can
be used to calculate the surface energies of both monolayers and asymmetric interface bilayers.
This can be applied on asymmetric DIBs, the techniques and results of which are also detailed
in the following sections.
Techniques for measuring concentrations of species in DIBs is essential for permeability
assays. There are a wide range of potential techniques for measuring concentration, such as
UV-vis absorption, fluorescence, or mass spectrometry. However, as limiting factors such as
competing UV absorption due to lipids and chip material, or the loss of high through-put
status with mass spectrometry, the most practical quantification technique was found to be
fluorescence imaging. Fluorescence imaging does come with a few limitations, one important
limitation in particular is the effect of photobleaching. However going forward, alternative
methods such as Raman microscopy, bespoke agrochemical probes, or click chemistry appear
to be potential options to reach a wider range of agrochemicals for permeability assays. The
use of chloroplasts as concentration probes in DIB permeability assays is discussed in the final
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section.
4.2 Free energy model of DIB morphology
Feller and Pastor summarise three classes of bilayer systems: 1) open (where lipids are free to
exchange with the environment), 2) closed and under stress (e.g. a sealed vesicle with an internal
pressure greater than that of the surrounding solvent), and 3) closed and unstressed (e.g. a
flaccid vesicle).[285] By their very nature, DIBs are class 1 systems. Either lipid-in or lipid-out,
the interface is an open system at the monolayer interface and at the ternary interface. On one
hand this is a negative aspect of applying DIBs to measuring properties of bio-membranes, as
the interfacial tension is chemically fixed and cannot by adjusted mechanically. However, the
positive aspect is that, as the membrane is under tension, the surface can be safely assumed to
be very flat, which helps in measuring the surface area, a more difficult task for cells or very
flaccid vesicles.
At equilibrium, the three surface tension vector components as shown in Figure 4.1 will
balance. Or more specifically, for symmetric DIBs, the membrane surface energies γ1, γ2, and
γb normal to the line of contact follow the law of Neumann’s triangle with contact angles Θi,[29]
γ1cos(Θ1) + γ2cos(Θ2)− γb = 0 (4.1)
This is also known as Young’s equation.[286] It is clear that surface energy is important when
dealing with DIB systems, as demonstrated by Taylor et al, who recently published a list of
membrane capacitance, bilayer surface energy, and interaction free energy data for DPhPC
lipids in six different lipid-oil sysems.[139] Further, a study of DOPC, DPPC, DOPE and
DMPC lipids was performed by Yanagisawa et al, which yielded three important results. Firstly,
“difference in size between the hydrophilic head and the hydrophobic tail of the lipids resulted
in an increase in γ”; secondly, that cone shaped lipids had larger surface energy than cylinder
shaped lipids; and finally that the force of adhesion decreases with carbon number, particularly
when the acyl chain is smaller than 16.[284] Note that the critical lipid packing shape dictates
the macroscopic membrane structures, where cone shaped lipids tend to exist in spherical
micelles, truncated cone shaped lipids exist in either cylindrical micelles or flexible bilayers,
clyinderical shaped lipids exist in planar bilayers, and inverted truncated cone shaped lipids
(wedges) exist in inverted micelles.[287] A few lipid examples are DOPC and DOPE, which
are inverted cone shaped, POPC which is cylindrical, and DLPC and DMPC, which are cone
shaped.[288]
4.2.1 Shape model of symmetric DIBs
The following is an analysis of the free energy driven DIB morphology. Take the free energy
functional F for DIBs with surface area A (given for surface energy γ contributions only). By
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Figure 4.1: Schematic of DIB with droplets of radii r1 and r2 and linear interface radius a which is defined
as half the length from the circle-circle intersection length. If the bilayer is curved the radius of curvature is
rb. The spherical cap heights h1, h2, and hb are defined as the length from the intersection axis to the droplet
or bilayer radius (note that h2 is omitted for clarity). The surface energies γ1, γ2, and γb are tangent to the
ternary interface which can be measured by angle Θ1, Θ2, and Θb
equation 2.11, the differential is equal to zero at equilibrium,
dF = γ1dA1 + γ2dA2 + γbdAb = 0 (4.2)
Here it is assumed that the droplet bulk compressibility modulus is negligible and the system
is at chemical and thermal equilibrium. The three surfaces for a droplet pair consists of the
two outer monolayer droplet interfaces 1 and 2, and the inner bilayer interface b. The area for
surface 1 and 2 is given by the exhumed surface area, which is a sphere minus the surface area
of the spherical cap of height h, and droplet radius r1 and r2,
A1 = 4pir
2
1 − 2pir1h1
A2 = 4pir
2
2 − 2pir2h2
(4.3)
The assumption made here is that it is known a priori that the minimal surface is that of a
sphere for this system. There are some complications for the bilayer surface area. For droplets
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of mismatched size or pressure, it is possible for the bilayer to be curved, making the surface
area deviate from the area of a circle as a function of the spherical cap radius a,
Ab = pia
2 (4.4)
However for the given system it will be assumed that the bilayer interface curvature is negligible.
Now this is simply a case of finding the minima of the function with the constraint on the volume
for the droplets (Lagrange multipliers), where the volume for droplets over surface 1 and 2,
V1 =
4
3
pir31 −
pi
3
h21(3r1 − h1)
V2 =
4
3
pir32 −
pi
3
h22(3r2 − h2)
(4.5)
are given as a constant. Note also that spherical cap radius a can be found by from the
Pythagorean theorem with cap height h and radius r,
h1 = r1 −
√
r21 − a2
h2 = r2 −
√
r22 − a2
(4.6)
The Lagrange multipliers problem is set to find the minima of the free energy equation 4.2
under the volume constraints by equation 4.5. The analytical solution to this problem in terms
of droplet radius r and contact angle Θ is provided in the appendix section 8.1. The result is
unsurprisingly the equation 2γcos(Θ) = γb, which is simply a generalization of equation 4.2.
The solution where no DIB is formed is at the limit of a→ 0, a non-existent interface. From the
local minima, we see that this happens when the theoretical bilayer surface energy is equal to
the sum of the monolayers surface energies γb = γ1 +γ2. A plot of the model (note that γ1 = γ2
in this case) is shown which describes how the ratio of the droplet radius to the interfacial
radius changes with the ratio of the monolayer to bilayer surface energy in Figure 4.2a. It can
also be seen that at the higher limit of bilayer surface energy, the DIB zips up completely, or
r1 = r2 = a. This is the same as the analysis by Dixit et al for symmetric DIB morphology.[91]
4.2.2 Shape model of asymmetric DIBs
However, what happens when the DIB is made of asymmetric droplets? The result is not
surprising, as shown in Figure 4.2b, to balance the forces at the ternary interface, the membrane
curves so that the concavity is facing the higher surface energy droplet. This is analogous with
the Laplace pressure effect for droplets of differing size, as smaller droplets have higher pressure,
the droplet concavity faces the high pressure (smaller) droplet. This concept, though seemingly
simple, has yet to be described in the literature for DIBs, and is heretofore an unexamined
phenomena.[91] Building on the symmetric model first described in literature, here a novel and
more detailed model is provided that takes into account bilayer curvature. This is of interest
for DIB applications as they can be directly applied for measuring surface tension, and can
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Figure 4.2: A plot (a) of the morphology of symmetric DIBs with respect to the ratio of monolayer γm = γ1,2
to bilayer γb surface energy, where high relative monolayer surface energy is favourable for DIB formation and
low monolayer surface energy is unfavourable. A plot (b) of the model result of an asymmetric DIB of a varied
monolayer surface energy γ1 with the monolayer surface energy γ2 equal to the bilayer surface energy γb.
be extended to account for other thermodynamic factors, such as line tension, which becomes
non-negligible for droplet scales below 100 nm.[23]
As first posited by Dixit et al, it is clear that based on a difference in Laplace pressure, the
membrane formed from a volume asymmetric DIB should indeed be curved.[91] Note that mem-
brane curvature in DIBs is not accessible using bright field microscopy, however this curvature
should not be surprising; if one observes two hemi-fused soap bubbles (the air equivalent of a
DIB). It is also clear that the interface between the droplets bends towards the smaller droplet,
i.e. the effect of Laplace pressure dictates interface curvature. This logic should hold also for
DIBs. Assuming axial symmetry (Figure 4.1) the bilayer bend of radius rb can be modelled
as a section of a spherical cap of height hb and the droplets themselves can be modelled as
intersecting spheres of radius r1 and r2 truncated at height h1 and h2 with spherical cap base
radius a.
Here it is important to distinguish between the effective bilayer curvature 1
rb
in a DIB and
monolayer or membrane spontaneous curvature c0.[289] For example, the lipids DPhPC[290]
and DOPG[291] have negative spontaneous curvature (for example, DOPG spontaneous curva-
ture is reported to be −1/150 ±0.021 nm−1), though planar and positive curvature can occur in
DIB membranes. For clarification one should note that spontaneous curvature, c0, is a collective
property for an entire membrane or monolayer, not a geometric property of an individual lipid.
Furthermore, the DIB length scales (ca. 1 mm) imply that the lipid bilayer is actually expe-
riencing very little curvature microscopically, even for highly curved DIB membranes. Recall
that the free energy per unit area is kc
2
( 1
rb
− c0)2 + (k¯)c( 1rb )2 for membranes, where the radius
of curvature is on the order µm to mm, making this expression very small; the implication
then is that surface energy γ controls the physics of this system. This is shown to be true in
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a DIB membrane curvature study presented in the following chapter, where the lipids DOPG
and DPhPC are used. Note that DPhPC is used primarily due to the fact it forms very stable
bilayers[292] with a low surface energy, and DOPG is stable up to a certain extent in DPhPC,
and appears to have a higher surface energy.
The free energy equation and the area of the two droplets remains the same as equation 4.2
and 4.3, however the bilayer area is measured by,
Ab = 2pirbhb (4.7)
as a function of the bilayer radius of curvature rb and spherical cap height hb. The volume of
the droplets are modified by the bilayer curvature by equations,
V1 =
4
3
pir31 −
pi
3
h21(3r1 − h1) +
pi
3
h2b(3rb − hb)
V2 =
4
3
pir32 −
pi
3
h22(3r2 − h2)−
pi
3
h2b(3rb − hb)
(4.8)
where the bilayer radius of curvature is rb, not to be confused with the linear distance between
the circle-circle intersection radius a. The bilayer spherical cap can also be found by the
equation,
hb = rb −
√
r2b − a2 (4.9)
as a function of rb and a. The free energy model is now,
F = 4piγ1r
2
1 − 2pir1h1 + 4piγ2r22 − 2pir2h2 + piγbrbhb (4.10)
which must be minimized under the constraints that V1 and V2 remain constant. Naturally, the
analytical solution is given as equation 4.11,
γ1cosΘ1 + γ2cosΘ2 = γbcosΘb
γ1sinΘ1 = γ2sinΘ2 + γbsinΘb
(4.11)
However the free energy equation can also be solved numerically in a straightforward way,
and a MATLAB script for this model is provided in the appendix 8.7. This could be useful
if more energetic terms are added, such as line tension. The model is solved by using the
MATLAB function ‘fmincon()’ which calls a non-linear constraint, ‘nonlcon’, to minimize the
function F as a function of r1, r2, rb, and a from equation 4.10 under multiple constraints.
It is worth mentioning why the equation is left in this form and a numerical solution is ap-
plied. Indeed, the analytical solution is well known for this specific case, however, if one were
to investigate additional effects such as the curvature-elastic modulus, line tension, chemical
potential, external pressure, or gravity effects where no analytical solution is available, a nu-
merical solution of this form would be necessary. Additionally, the solution can also be solved
in a similar fashion in three dimensions using the open source software ‘Surface Evolver’. This
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is potentially useful as it can be implemented easily with the effect of gravity with complex
geometric boundary conditions. In any case, the solution to a general case of the model with
mismatched monolayer surface energies is shown in Figure 4.2b where the membrane radius of
curvature rb goes from infinite to approximately equal to the droplet radius of r2.
4.2.3 Measuring surface energy in asymmetric DIBs
As an extension of the model provided in literature,[91] a method for calculating γb directly in
DIBs is explored. Assuming spherical droplet, with the bilayer bend toward droplet 1 (Figure
4.1), the surface tension balances so that,[293]
with bilayer and droplet monolayer surface energies γb,1,2. The assumption that the droplets
retain sphericity have been held by several authors in their morphological analysis such as
Taylor et al, Dixit et al, Yanagisawa et al, Freeman et al, Kancharala et al, and Villar et al.
[139, 91, 284, 135, 134] Note also that the bilayer and droplet contact angles Θb,1,2 are related
to the spherical cap angles βb,1,2 by the co-function identity,
cosΘb,1,2 = sinβb,1,2 =
rb,1,2 − hb,1,2
rb,1,2
sinΘb,1,2 = cosβb,1,2 =
a
rb,1,2
(4.12)
and the spherical cap heights h are given by the Pythagorean theorem in equation 4.6. For
simplicity this force balance can be put into matrix form,[
γ2
γb
]
=
[
γ1
r1−h1
r1
γ1
1
r1
][
− r2−h2
r2
rb−hb
rb
1
r2
1
rb
]−1
(4.13)
or alternatively, [
γ1
γb
]
=
[
γ2
r2−h2
r2
−γ2 1r2
][
− r2−h2
r2
rb−hb
rb
− 1
r1
1
rb
]−1
(4.14)
This is a convenient form as the two variables γb and γ1,2 can be found simply by inputting
droplet radii r1,2, bilayer curvature rb, and spherical cap heights h, and a single known surface
energy γ.
Equivalently, the bilayer surface energy can be found,
γb = γ2
cotΘ1sinΘ2 + cosΘ2
cosΘb − cotΘ1sinΘb (4.15)
as a function of the droplet 2 surface energy γ2. This simplifies the error propagation analysis,
where it was assumed that the error propagation on the bilayer surface energy γb is given for
equation 4.15, and can be found by a standard method,
sγb =
√(∂γb
∂γ2
sγ2
)
+
( ∂γb
∂Θ1
sΘ1
)
+
( ∂γb
∂Θ2
sΘ2
)
+
( ∂γb
∂Θb
sΘb
)
. (4.16)
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Here the partial derivatives with respect to Θ1 are,
∂γb
∂Θ1
= −γ2
(
csc2(Θ1 −Θb)sin(Θ2 −Θb)
)
(4.17)
with respect to Θ2,
∂γb
∂Θ2
= γ2
(
cos(Θ1 −Θ2)csc(Θ1 −Θb)
)
(4.18)
and with respect to Θb,
∂γb
∂Θb
= γ2
(
sin(Θ1 + Θ2)cot(Θ1 −Θb)csc(Θ1 −Θb)
)
(4.19)
This method is applied in section 4.4, where the image resolution provides an accuracy to
±2 µm, which is applied to equation 4.15, however the overall error is mainly driven by the
error on γ2, where the literature value of γ2=1.18±0.067 mN m−1 is used.[139]
4.2.4 Model analysis
Consider first the symmetric DIB case where 2γcos(Θ) = γb, so that both the surface energies,
lipid content, and droplet volumes are matching for both droplets. From Figure 4.2a, one can
see the DIB osculation and ‘zip-up’ occur when the γm
γb
> 0.5. The interfacial area increases
drastically up to the point where the bilayer surface energy matches that of the monolayers, or
γm = γb. However at low relative bilayer surface energies, a small perturbation in bilayer surface
energy will have a diminished effect on bilayer radius a. Ostensibly, as surface energy is a finite
value, the DIB can only ‘zip up’ completely if γb = 0 or if the system is away from equilibrium
such as during droplet evaporation. This has some implication for measuring surface area in
DIB permeability assays, moreover; if the surface energies of the systems are known a priori,
the equilibrium surface area can be estimated.
For asymmetric DIBs by equations 4.11 (see Figure 4.2), the behaviour is slightly more
complicated. Consider now the case where γ1 > (γ2 = γb = 1), the model shows that the mem-
brane radius will decrease with increasing asymmetry until rb = a. This also has implications
for measuring surface area as increasing curvature bends the bilayer, causing an increase in
relative surface area. This is further magnified for increasing levels of asymmetry.
For most of this research, the DIBs are symmetric and the bilayer area can be approximated
by the linear distance between the intersecting circles a from the equation A = pia2. Here we
will define the bilayer area deviation taking into account curvature (spherical cap area) by
percent area deviation from the linear approximation,
∆A =
(2rbhb
a2
− 1
)
× 100%. (4.20)
A plot of four relevant surface energy ratios is provided in Figure 4.3, which shows the effect
of increasing droplet volume asymmetry for varying lipid asymmetries (surface energy ratios).
See section 4.4.1 to compare with experimental results.
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As shown for volume symmetric DIBs, increasing the monolayer asymmetry imposes a
minimal surface area deviation. However, if the droplet volume asymmetry is modified, the
area deviation can be magnified. For the DIB permeability assay, it is typical for the droplets
to be the same size. Furthermore, high surface energy asymmetry does not appear to be stable
experimentally. The implication is that the area deviation due to volume and lipid asymmetry
will probably be negligible, and the linear area approximation can be applied.
Figure 4.3: Plot of model result of the percent area deviation of DIBs with volume and lipid asymmetry. The
effect of monolayer surface energy is exacerbated by increasing droplet volume differences.
It is important to establish the appropriate range for this model. The first limitation
for this model is the valid range of γ1 and γ2. As has been discovered, DIBs appears to be
experimentally stable below a surface energy ratio of 2.5 for DOPG in DPhPC (see Chapter
4.4.2). As a single droplet is at a lower energy state than two wetted droplets, DIBs are almost
guaranteed to eventually coalesce into one larger droplet. Moreover, the question is typically
a matter of when, not if. The instability of surface energy asymmetric DIBs is explained by
the fact that emulsion (or DIB) “stability is dependent on the osmotic and Laplace pressure
of the inner droplets as well as on the pressure balance between them”.[294] Similarly for
volume asymmetric DIBs, the pressure gradient between connecting droplets may lead osmotic
flux for large droplet volume ratios which can cause DIB coalescence. Practical surface energy
limitations also apply. For the DIB permeabiltiy assay, the maximum surface energy γm possible
(though not probable) is that of pure water in hexadecane, which is 53.5 mN m−1.[295]
One underlying assumption for DIB free energy models is that they have reached thermody-
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namic equilibrium. This however may not always be the case for DIBs as they continually lose
water due to evaporation, as well as slowly wet surfaces, and asymmetric membranes can “flip-
flop” to become symmetric membranes (see Figure 4.4). For a frame of reference, the time scale
of lipid flip-flop has been estimated to have a half life of 11 ms for diacylglycerol and 1 minute
for ceremide.[296, 297, 298] Evaporation is shown by Mruetusatorn et al to be significant for
DIBs with diameters on a micron length scale, where buckling of the (lipid-out) evaporating
DIB indicates that the effective bilayer surface tension γb had dropped to zero.[97] The effect
of evaporation is mitigated in this research by using droplets over 300 µm in diameter. Unfor-
tunately, gravitational effects on droplet shape prevents applications with significantly larger
DIBs (over 10 µL).[299]
Figure 4.4: Schematic of DIB morphological changes, where two aqueous droplets in an oil phase adhere to form
a bilayer. The DIB is then subject to many forms of dynamic behaviour, such as evaporation of the aqueous
phase, which causes the droplets to shrink, thereby causing the bilayer to buckle if the rate of evaporation
is high enough relative to the rate of droplet de-lamination and lipid desorption. Additionally, the lipids can
‘flip-flop’ back and forth across in the bilayer, causing a spontaneous decrease in asymmetry. And ultimately,
the DIBs can wet the surrounding surface or containment well if they are not free floating.
4.2.5 Surface Evolver
The open source program ‘Surface Evolver’, developed by Brakke in 1992, is a useful tool
for modelling minimal surfaces under user specified constraints such as the effect of surface
tension and gravity.[300] Naturally, this program can be used to study DIB morphology. One
of the examples provided by Brakke is a so-called ‘double bubble’, which, fortunately, is exactly
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the same topology as a DIB. A similar model with asymmetric surface energies was used to
investigate cell-cell interactions between embryos that exhibits curvature at the interface.[301]
To study DIB asymmetry, the program is implemented first by introducing the surface
tension variables and the constant effect of gravity (in this instance it is neglected), an initial
surface geometry, and constraints on the surface and bodies. The surface is then ‘evolved’
with the gradient descent algorithm to reach a local energy minimum given system constraints.
The initial surface geometry consist of four related data sets as shown in Figure 4.5: ‘vertices’,
‘edges’, ‘faces’, and ‘bodies’. A vertex (designated by a circle) is a point in space [x, y, z], the
linear connection of which form the edges (boxes). The direction of the edge points from the
first to the second vertex, for example: edge 1 consists of vertices (1, 2), and edge -1 consists
of vertices (2, 1). The connection of three or four edges form the faces (red number), which
must start and end at the same vertex. The orientation of the face follows the conventional
right hand rule, so for example, face 5 in Figure 4.5 is directed towards the positive z direction
from the edges (5, 6, 7, 8), and face 3 is directed in the negative z direction from the edges
(−4,−3,−2,−1). The faces are also given surface tension values, which are constant. Finally
the bodies are defined. This step consists of defining an enclosed space of connected faces
oriented outwards. The first body consists of faces (1, 2, 3, 4, 5, 6) as all faces are oriented out
of the enclosed box volume, and the second body consists of faces (−6,−7, 8, 9,−10, 11) as face
6, 7, and 10 are facing inwards and must be assigned a negative value to switch the orientation.
The bodies are also given volume constraints and assigned constant densities, which is useful
for studying gravity effects.
Figure 4.5: Geometry of the initial DIB Surface Evolver model which consists of ‘vertices’ (circles), ‘edges’
(boxes), ‘faces’ (red numbers), and ‘bodies’.
“Surface Evolver” functions by two numerical actions: triangulation refinement and surface
minimization. The body built initially in Figure 4.5 is given a surface triangulation using the
‘r’ key, and the surface minimization is executed with the ‘g’ key, which can be iterated n times.
Note that it was found that the surface minimization must reach equilibrium before the surface
can be re-triangulated to avoid non-physical results, i.e. if the ‘r’ key was hit too many times
before surface minimization, the surface could not sufficiently deform to reach a minimal value.
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Note that the body and surface can be visualized using the ‘s’ key.
The results from the surface energy model from the geometry in Figure 4.5 given volume
and surface tension constraints are provided in in Figure 4.6. These results are obtained by
modifying the original code provided by Brakke with volume constraints (droplet volumes are
both unity) and the surface energy of the bilayer is set a 1.5 (unit-less) and the monolayer
surface energies are set between 0.3 and 1.7 respectively (where the sum of the monolayer
surface energy is equal to 1). Note that the source code can be found in the appendix section
8.4. 3D wire frame renderings of the model output is shown in Figure 4.6. As has already been
shown in Figure 4.2, the model predicts a mild increase in bilayer curvature with increasing
droplet surface tension asymmetry, as the curvature appears to be very slight in images 4.6a-d.
However as the asymmetry increase in e-h, the curvature becomes increasingly pronounced.
Here the dimensions are not important as gravitational effects are ignored and the shape is
controlled purely by surface energy minimization. Otherwise, the dimensions of the DIBs
should be set to 500 micron with surface energies on the order of 1 mN m2 for accurate results
with the effect of gravity.
Future endeavours with DIB applications could find “Surface Evolver” to be a useful tool
for investigating the effect of gravity on the DIB shape or the effect of the DIB interacting with
the wall or surfaces such as in the hexadecane filled wells in the microfluidic chips designed in
Chapter 5.1. However, ‘Surface Evolver’ is limited to equilibrium systems and many interesting
dynamic DIB phenomena are not accessible using this technique, such as evaporation and bilayer
fluctuation.
4.3 Stability and network analysis
DIBs have been employed as networks for assays such as membrane permeability or to demon-
strate protein diodes,[146, 126] however due to the uncertainty of DIB stability, large networks
are statistically difficult to work with. Take the simple thought experiment, where a DIB
interface A has a probability P (A) of survival to an arbitrary time . By independence, if
we connect another droplet to the network, then P (A ∪ B) = P (A)P (B). If we assume that
P (A) = P (B), then we have P (A ∪ B) = P (A)2, and by extension for n networked interfaces,
we have probability P (A)n of survival. If network continuity is required, i.e. the network must
retain its structure, then one quickly sees that large networks are inherently unstable if one
assumes even a single interface rupture is a failure (see Figure 4.7). This implies that high
fidelity DIB networks are probably not feasible, however if the system requirements are looser
and some membrane rupturing is allowed then a large DIB network could be used.
Based on both experiment and numerical analysis, Makhoul-Mansour et al have shown that
to increase DIB network stability the following is advised: 1) use uniform droplet sizes, 2)
use tighly packed 3D structures to aleviate surface energy factors.[302] However, the apparent
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Figure 4.6: The ‘Surface Evolver’ output with three surfaces (with energy γ1,2,b) and two volume constraints
(equal and constant volume) for increasing γ1 and decreasing γ2 with a constant bilayer surface energy γb.
Qualitatively it is shown that the effect is minimal at low asymmetry but changes drastically at the highest
possible level of asymmetry.
stochastic process of DIB coalescence is still lacking significant data and, anecdotally, the
rates of rupture appear to be subject to a large array of variables such as surface tension,
temperature, humidity, oil phase or buffer type and concentration. Therefore future research
or industrial application on DIB platforms necessitates a thorough understanding of stability
if the technology is to succeed.
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Figure 4.7: The probability of a n-DIB network survival rate based on the stability of a given interfacial system
assuming a single rupture is a failure in the network.
4.4 Membrane curvature due to asymmetry
Membrane curvature is an important property to quantify in cells, vesicles or DIBs, as it
has been shown to be able to be coupled with chemical reactions,[303] and control cellular
transport and function[289] such as protein sensing.[60] Membrane curvature is said to be the
elastic response of a bilayer to solution asymmetry.[304] However, we have also shown that
this is the case for membrane asymmetry in general; more specifically, for monolayer/bilayer
asymmetry in DIBs or vesicles. Curvature due to asymmetry can be showcased by the adhesion
of two vesicles. As shown in Figure 4.8a, two vesicles that are in contact can wet in a similar
fashion as DIBs depending on the vesicle tension. This is demonstated by the following vesicle
adhesion experiment. Vesicles composed of POPC lipids doped with 1 wt% Rhodamine-PE
dye were formed by electro-formation.[305] For adhesion, the vesicles were formed with 1.5 M
sucrose inside and 0.75 M sodium chloride in the external aqueous media.[306] To measure
the curvature in the vesicle-vesicle adhesion complex, a fluorescence image is captured (Figure
4.8a), and the interfacial FOV is input into the script and the maximum pixel intensity is
indexed for several points along the y-axis (Figure 4.8b-c). These points are then fit to the
equation of a circle using a least squares error minimization (Figure 4.8d). Additionally, the
vesicle dimensions can be measured by first executing a binary threshold (Figure 4.8e) to find
the vesicle diameters (Figure 4.8f). Note that the MATLAB script is provided in the appendix
section 8.10.
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Figure 4.8: Fluorescence micrograph image (a) of two adhered fluorescent-labelled POPC vesicles with mis-
matched membrane tension and curvature at the membrane-membrane interface. Processed image (b) of vesicle
interaction field of view (yellow parallel lines) where the maximum pixel intensities are found. Image (c) of
captured peak intensities overlayed on the original image. Image (d) of the peak intensities fit to the equation
of a circle using a least squares estimation. Image (e) of a binary threshold of the raw image, which is used to
find the droplet outline, location on the 2D plane, the vesicle diameters, and the intersection length.
To find the curvature in the droplet-droplet or vesicle-vesicle complex, it is assumed first
that the bodies lay on the x-y plane and are not tilted out of the focal length, and that the
membrane-membrane interface will exhibit local maximum pixel intensity (Figure 4.9). Given
the data set of maximum intensity points (xˆi, yˆi), from the equation of a circle, the estimated
(indexed) xi position is given from yˆi, the radius r, and droplet centres (h, k),
xi(h, k, r) =
√
r2 − (yˆi − k)2 + h (4.21)
The root mean square error equation f is given as a function of xi and the interface position xˆ
found from the maximum pixel intensity,
f(xi) =
√∑
i
(xi − xˆ)2 (4.22)
The minimum of this function can be found using a numerical solver such as the MATLAB
function ‘fminsearch()’ along with initial guesses of (h, k, r). In this example, the vesicle radius
is 4 µm and the radius of curvature is 5.3 µm. From equation 4.13, given the droplet radii of
curvature etc, one can find the information about the surface energy (see Figure 4.10). For the
case of adhering vesicles however, the effect of the curvature-elastic modulus will most likely
have an effect, which is a future avenue of research stemming from this research.
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Figure 4.9: Measurement of curvature in the interface of vesicle-vesicle adhesion complex by finding the (xˆi, yˆi)
location of the peak intensities and fitting the points to the equation of a circle.
4.4.1 DIB membrane curvature
In a similar fashion, the amount of membrane curvature due to DIB asymmetry can be measured
using CLSM as shown in Figure 4.11. The asymmetric mixtures of DPhPC and DOPG lipids
are used in standard buffer with trace amounts of the fluorescent lipid NBD-PC for imaging
purposes. For simplicity, the DIBs are formed in hexadecane filled PMMA wells (see Chapter
5.5) as the refractive index of the two materials is similar. The droplets are incubated for
30 minutes before they are interfaced. In the following study, it is shown that there exists
curvature in asymmetric bilayers of lipids with differing surface energies. Where BF microscopy
obstructs an observers view of membrane curvature in DIBs, bilayer shape information can be
gleaned from CLSM imaging, where data is taken only at a thin focal plane through the DIB
pair. The shape information found optically can be applied to the calculation of membrane
surface energies in accordance with a force balance (Neumanns triangle or the sine rule).[293]
An example of this force balance for the vesicle-vesicle adhesion experiment is shown in Figure
4.10. Note that this is purely intended as an example of measurement technique as vesicles
behave differently to DIB droplets in terms of adhesion. In this example the vesicles are under
significant tension which dominates the curvature energy, however flaccid vesicles will exhibit
much more complicated behaviour. More information concerning vesicle adhesion can be found
from Seifert and Lipowsky.[307]
This technique can be directly applied to CLSM images of asymmetric DIBs in the follow-
ing experiment. The lipids DPhPC, DOPG, and NDB PC are purchased from Avanti Polar
Lipids. Samples are prepared with 10 mg of solid lipid mixtures suspended in chloroform. The
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Figure 4.10: Micrograph of adhered vesicles showing the force balance, where if the force is assumed to be unity,
the higher tension vesicle will be 50% higher and 32% lower for the lower tension vesicle.
suspension is evaporated where a film is deposited on the vial surface. The film is desiccated for
30 minutes and re-suspended with 1 mL of a 0.25 M phosphate buffer solution at 7.4 pH. The
samples are freeze-thaw cycled in liquid nitrogen and in a water bath at 60°C, and repeated
5 times each. The frozen samples are stored at -20°C until used. Before use, the samples are
thawed and diluted to 5 mg mL−1 and extruded 11 times through 100 nm Avanti polycarbonate
membrane filters. For confocal microscopy, the fluorescent lipid NBD-PC is similarly deposited
on a vial surface where it is suspended in the previously extruded lipid solutions to a molar con-
centration of 0.1%. It is assumed that the low concentration of NBD-PC does not appreciably
effect the surface properties of lipid monolayer or bilayer. DIBs are formed on a novel droplet
manipulation device call the ‘V-chip’ (see Figure 5.8). The V-chip device is first mounted on
the CLSM, where the DIBs are incubated independently, then are formed into DIBs by turning
the V-chip horizontally. Once the DIBs have osculated and ‘zipped-up’ (as shown in Figure
4.11a) the curvature can be observed using CLSM scanning 8 line averages at 400 Hz sampling
frequency. The pure monolayer surface energy γm along with the shape information r1,2,b, h
and a are used in equation 4.13 or 4.14 to find the bilayer surface energy γb.
As an experimental control, symmetric lipid DIBs where formed as shown in Figure 4.11.
Here the monolayer surface energy of a pure DPhPC monolayer between water and hexadecane
is taken as 1.18 mN m−1.[139, 80]. A DIB made up of pure DPhPC with closely matching
volumes that vary by less than 1% is shown under CLSM to exhibits no bilayer curvature.
To verify that there is no appreciable bilayer curvature, the image is processed with standard
techniques using the MATLAB image processing toolbox. The original data is processed with a
Gaussian filter to smooth the edges on the interface peaks and the ‘fminsearch()’ function was
used to attempt to fit the interface shape to the equation of a circle and to a line. Unsurprisingly,
the solver could not fit the interface to the equation of a circle, but could fit to a straight line with
a root mean square error (RMSE) of 0.15 depicted as a red line in Figure 4.11b. The droplets
position and radii are measured using the Matlab function ‘imfindcircles()’. The dimensions of
the symmetric DIB in Figure 4.11b were found to be r1 = 433µm, r2 = 437 µm, rb = ∞, and
a = 221 µm. From equation 4.13 with the input value of γ1 = γ2 = 1.18 mN m
−1, the bilayer
surface energy was calculated to be γb = 2.04±0.121 mN m−1 (see Chapter 3.3.3 and 4.2.3 for
error propagation analysis), matching previously reported surface energy results from Taylor et
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Figure 4.11: Schematic (a) of side view and top view of asymmetric DIB with a curve in the bilayer. Filtered
CLSM image of (b) symmetric DPhPC DIBs, (c) volume asymmetric DPhPC, (d) lipid asymmetric DPhPC-
DOPG DIB with 6% PG in the dark droplet, (e) lipid asymmetric DPhPC-DOPG DIB with 12% PG in the
dark droplet, (f) asymmetric DPhPC-DOPG DIB with 24% PG in the dark droplet. Note that the images are
rotated and filtered for clarity.
al.[139]
In contrast, a non-similar volume DIB is shown to exhibit a circular curve in the bilayer
which bends toward the smaller droplet, shown in Figure 4.11c. To calculate the bilayer cur-
vature, the image is processed again on MATLAB using the image processing toolbox (rotated
140o for clarity). Within the region of interest (ROI), the maximum intensity peak values were
obtained along the vertical axis. These peak values were fit to the equation of a circle using
the MATLAB function ‘fminsearch()’ to minimize the root mean squared error (RMSE) of the
distance from a peak point to the fit circle. The droplet dimensions are also measured using
the MATLAB function ‘imfindcircles()’. From this the ratio of the bilayer radius of curvature
to the smaller droplet radius of curvature in the figure is measured to be 7.21 with a RMSE of
0.12 depicted as a red line. Based on the measured, normalized geometry of r1 = 397 µm, r2
= 535 µm, rb = 2859 µm, and a = 270 µm, the surface energy for droplet 2 and the bilayer is
calculated to be γ2 = 1.23±0.107 and γb = 1.92 mN±0.107 mN m−1. As already mentioned,
the actual monolayer and in the bilayer surface energy should be 1.18 and 2.04 mN m−1.[139]
As the monolayer is assumed to be saturated with lipids and is at equilibrium, the tension
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should not deviate from these experimental values due to lipid concentrations variation. This
apparent error could be an effect of surface wetting, or due to the mismatch in droplet volume,
moreover; the apparent curvature measured at the DIB centre plane is effected by the offset
bilayer curvature projection onto the focal plane. Note that the model assumes the DIB has
formed a stationary interface and minimal water permeation has occurred. Here we will also
define the bilayer (rb) radius to droplet (r1,2) radius of curvature ratio rc as,
rc =
rb
r1,2
(4.23)
Three 300 nL DIBs of varying degrees of asymmetry are shown to exhibit bilayer curvature.
The results of the CLSM experiment on asymmetric DIBs is provided in Figure 4.11d-f. The
interface curvature is measured with a MATLAB script where the derivative of the fluorescence
intensity plot is used to find the edge threshold which is fit to the equation of a circle by
minimizing the RMSE. The geometry furthermore can be used to calculate the bilayer and
the monolayer surface energy. Note that in the following cases the pure DPhPC lipid droplet
surface energy is assumed to remain γ2 = 1.18 mN m
−1. Figure 4.11d shows a bilayer curvature
to droplet curvature ratio of 4.96 and a spherical cap base radius to droplet radius ratio of 0.44
at a RMSE of 0.31, which is composed of 6% DOPG in the dark (leftmost) droplet 1. Note
that the DOPG doped droplet is left dark to enhance the contrast in the bilayer threshold. The
geometric measurements of the DIB are r1 = 431 µm, r2 = 431 µm, rb = 2138 µm, and a =
194 µm, where a bright field image of the dark droplet is used to measure the dimensions of
the dark droplet. The increased surface energy for droplet 1 and the bilayer is calculated to be
γ1 = 1.70, and γb = 2.58±0.149 mN m−1.
Further increasing the DIB asymmetry shown in Figure 4.11e confirms that the bilayer
radius of curvature ratio deceases to 3.34 with a spherical cap base radius to droplet radius
ratio of 0.49 at a RMSE of 0.33. The asymmetric DIB is composed of 12% DOPG in the left
droplet with dimensions measured to be slightly volume asymmetric, r1 = 452 µm, r2=428 µm,
rb = 1420 µm, and a = 225 µm. Similarly, the surface energy for droplet 1 and the bilayer is
calculated to be γ1 = 1.92, and γb = 2.68±0.169 mN m−1.
The third and highest stable asymmetric DIB formed in 4.11f is composed of 25% DOPG.
The bilayer radius of curvature ratio is measured at 2.23 and spherical cap base radius to
droplet radius ratio of 0.58 with a RMSE of 0.516. The DIB dimensions were calculated to be
r1 = 334 µm, r2 = 331 µm, rb = 738 µm, and a = 185 µm, where the surface energy for droplet
1 and the bilayer is calculated to be γ1 = 2.70, and γb = 3.33±0.195 mN m−1.
4.4.2 DIB membrane surface tension
Measuring surface tension in lipid bilayer membranes is often challenging.[308] Techniques such
as micropipette aspiration,[309, 66] or the micropipette interfacial area-expansion method[310]
can be used to measure membrane surface tension of vesicles under high mechanical tension.
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Yet, this technique requires a high level of expertise.[311] Vesicle fluctuation analysis can also be
used to estimate membrane surface tension.[312] However, this method requires flaccid vesicles
to obtain fluctuation data and is a fitted parameter in a more complicated model. Alternatively,
direct visual measurements of vesicle area change, as performed by Lo´pez-Montera et al,[313]
can be used to characterize surface tension modification in vesicles.
Though it has been shown that symmetric DIB bilayer surface energies (among other proper-
ties) can be estimated using shape information from bright field images, bright field microscopy
lacks the ability to capture precise information about membrane curvature due to lipid asym-
metry, which can significantly effect the surface energy calculation. Indeed, surface energy
in bio-membranes is important to quantify as it is known to effect cellular functions such as
membrane fusion, ion binding,[314] and integral protein activity.[315]
To compare with the above DIB method of measuring surface energy, the results from the
DSA measurements are provided in Figure 4.12. The DSA was performed on the EasyDrop
analyzer, and the samples of lipids that were used to make the asymmetric DIBs from section
4.4.1 were used in the experiment. The lipid emulsion was taken up into a syringe and immersed
in a quartz box containing hexadecane (see Chapter 3.6). The needle diameter (0.52 mm) is
input into the software for calibration, and droplets are slowly pushed out of the needle tip
to form adhered pendants on the needle. The droplet shape was captured over time until the
system came to equilibrium. Care was taken to attain equilibrium without allowing the droplets
to fall off of the flat syringe needle. The accuracy of these measurements are worth discussing.
The so-called Worthington number, which is a ratio of the balance of the force of gravity and
the surface forces,[316]
Wo =
∆ρgVd
piγDn
(4.24)
is a dimensionless number used for DSA measurements that gives a general idea of accuracy;
i.e. for Worthington number (Wo) << 1 the measurement will be very low accuracy but will
increase as Wo approaches unity.[317] Note that the Wo is calculated as a function of density
difference between phases ∆ρ [kg m−3], acceleration of gravity g [m s−2], droplet volume Vd
[m3], surface energy γ [kg s−2], and needle diameter Dn [m]. For most data collected in this
research, the Wo is close to 1, and data points where Wo is less than 0.7 are ignored.
The results below can be used to verify the DIB morphology method for surface tension.
The DSA results show good agreement with the DIB method as shown in Figure 4.12. This
verifies the technique developed by Taylor et al for symmetric DIBs.[139] However, here we
have shown that with the use of CLSM, we can capture bilayer curvature data to be used
in calculating asymmetric bilayer surface energy. This is useful with significantly low surface
energies (lower than 5 mN m−1) as it is often difficult to obtain shape measurements from
the standard DSA method as the droplets tend fall from the needle.[80] Moreover, given that
they are stable and stationary, by the DIB method, asymmetric bilayer surface energies can be
calculated. Indeed, this stands as one of the more significant and novel outputs of this research.
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Figure 4.12: Empirical results and linear fit of bilayer and monolayer surface energy calculated from DIB
morphology as a function of monolayer asymmetry in DIBs with a droplet composed of pure DPhPC and a
droplet with a mixture of DOPG in DPhPC. The values are calculated based on pure DPhPC surface energy
inputs and fit linearly with a Pearson’s R-squared value of 0.94 and 0.98 respectively. For this calculation of γ1
and γb, the droplet 2 surface energy is assumed to be γ2 = 1.18 mN m
−1. The sample size for the DIB method
is n = 3, and the sample size for the DSA method is n = 9.
A linear relationship between bilayer surface energy with respect to DOPG and DPhPC mix-
tures is shown up to 25% DOPG. However, this linear relationship is not necessarily the case for
all lipid mixtures. For example, significant non-linearity and hysteresis in dynamic interfacial
tension measurements as a function of the mole fraction of cholesterol in lecithin lipids has been
observed.[318] The formation of a lipid-lipid complex has been shown for phosphatidylcholine-
phosphatidylethanolamine and sphingomyelin-ceremide mixtures, where a non-linear relation-
ship for interfacial tension with respect to lipid concentrations was found.[319] Thus, in theory,
the asymmetric DIB morphology method could be used to probe this non-linear surface tension
behaviour by measuring the surface morphology as a function of lipid content and asymmetry.
These and other stable asymmetric DIBs could be employed as an alternative measure-
ment technique for the rate of lipid flip-flop,[296] which has been investigated by sum fre-
quency vibrational spectroscopy,[320] indirectly with ceremide-induced transbilayer movement
in vesicles,[296] small angle neutron scattering,[321] and by molecular simulation.[322] This
could be a very useful method as it is could be used to directly measure the decrease of bilayer
curvature as the lipids flip-flop and move from one droplet to the other. However further devel-
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opment of these techniques, as well as preventing DIB surface wetting will be required before
this becomes viable as a tool for flip-flop kinetics measurement. The particular difficultly lies
in distinguishing the rate of flip-flop from the rate of lateral lipid diffusion[323] between the
monolayer and bilayer, as well as lipid uptake into the bilayer.[324] Furthermore, as osmotic or
other pressure gradients induce water flux (membranes are inherently permeably to water on
the order of 10 µm s−1 or higher),[151, 325] the effect of the Laplace pressure could effect the
water flux across a membrane. Future models could incorporate the chemical potential gradient
driving water permeation as demonstrated in a study by Milianta et al,[151] that balances the
rate of water flux due to the Laplace pressure difference in a similar fashion to the free energy
analysis made by Valencia and Lipowsky in the nucleation of liquid droplets.[326]
4.5 Monolayer and bilayer formation
4.5.1 Monolayer coated droplets
Understanding the rate of monolayer and DIB membrane formation is important for many
applications, not only for membrane permeability assays. To better understand this dynamic
behaviour, the results of the experiments of monolayer formation using drop shape analysis
and bilayer formation using image processing of DIB ‘zip-up’ are provided. The rate of droplet
monolayer formation has been investigated first by Venkatesan et al comparing vesicle or mis-
celle absorption (lipid-in vs. lipid-out) on droplets using droplet tensiometry measurements (or
DSA).[80] The results indicate that lipid-in adsorption is quicker relative to lipid-out, which is
convenient as this format is chiefly employed in DIBs for permeability assays. Venkatesan et al
measured values of 1.18±0.20. and 1.99±0.51 mN m−1 for DPhPC and DOPC lipids droplets
immersed in hexadecane. This experiment was repeated in the course of this thesis with lipids
at 2 mg mL−1 and 22.6°C which were incubated for several minutes to reach equilibrium. The
tension measured was 1.50±0.75 and 2.22±0.16 mN m−1. In this experiment, the density dif-
ference between the hexadecane and water ∆ρ is 0.23 kg m−3, the acceleration of gravity is g =
9.8 m s−2, the droplet volume ranges from 0.1×10−9 to 5×10−9 m3, the needle diameter Dn is
0.5×10−3 m, and the surface tension is on the order of 0.001 N m−1. Note that this implies the
largest droplet possible must be used that remains on the needle. The results from Venkatesan
et al have high Wo close to 1, as was the case for the repeated experiment. Venkatesan et al
performed these experiments in the range of 0.1 to 0.5 µL, which is a standard DIB working
range. Unfortunately, (depending on dropelt size) it is shown that monolayer formation can
take several minutes to form.[80]
This is an opportune moment to discuss how lipid encased droplets behave as open systems.
Recall from Chapter 2.1.2 that the surface density is Γ = N
A
by equation 2.6. Now consider
the following experiment (see Figure 4.13), a large droplet (i.e. 18 µL) is formed on a syringe
needle and imaged using the EasyDrop kit (see Figure 3.4.4). This pendant droplet has a high
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relative surface area, and the surface tension can be seen to decrease slowly during the first 30
seconds, indicating bulk diffusion limited monolayer formation. After incubation, the droplet
volume can be decreased rapidly (in this case to 6µL at 40 seconds), this is accomplished by
reversing the syringe plunger. Here it is observed that the surface tension drops drastically
from 35 to 20 mN m−1. This is due to the fact that the monolayer is still unsaturated with
lipids and the surface area A is being modified independently. This process is repeated, and
the droplet volume is decreased further to 2 µL, and the tension drops to 3 mN m−1. At this
point it can be seen that the monolayer saturates, and even with a drop in volume the surface
energy remains unchanged. This implies that lipids will be forced from the surface by dropping
the surface area, i.e. the system is indeed open.
Figure 4.13: Plot of experimental data of dynamic interfacial surface tension of pendant droplets using the DSA
method where a large droplet is formed which will be slow to reach equilibrium. The surface tension can be
dropped by decreasing the volume of the droplet while the total lipid content in the droplet is constant. The
droplet can reach equilibrium much faster relative to formation with a single static volume.
As DIBs need to be formed as quickly as possible, the above could also imply a possible
method for rapidly forming a monolayer as shown in Figure 4.13. This can be rationalized by
Fick’s first law restated as,
∂Ns
∂t
= A D
∆C
∆x
(4.25)
where the total influx of lipids Ns to the surface is a function of area A, diffusivity D, and
the concentration gradient ∆C
∆x
. If one compares a large and small droplet that has a constant
diffusivity and if the initial concentration gradient is the same, the larger droplet will accumulate
moles of lipid faster than the smaller droplet. Note that this does not imply that the larger
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droplet concentration will increase faster, instead exactly the opposite is true. Though the
concentration in the larger droplet will be low relative to the smaller droplet, if the larger
droplet area is modulated at the end, then the concentration will match or exceed that of the
original small droplet. This is assuming that no lipids are expelled from the monolayer as the
droplet volume is decreased until lipid saturation.
4.5.2 DIB wetting
DIB formation dynamics appear to be effected by surface wetting, as made clear by the following
experiment. Free aqueous droplets with 100 nm vesicles (10 mg mL−1 DPhPC lipids) were
embedded in 1 mL wells filled with hexadecane. Pairs of droplets were pipetted by hand into
a large well (see Figure 5.6) at 100, 200, 300, 400, and 500 nL, and were viewed as bright field
images in the IX-81 microscope. After an hour of incubation to ensure complete monolayer
coverage, the free droplet pairs were then osculated using a pipette tip and allowed to form
DIBs. The dynamic DIB formation was tracked with a time lapse camera at a rate of one
image per second. The images were processed on MATLAB to find the droplet diameters and
interfacial areas (the m-file scripts are provided in the appendix section 8.5). The so-called ‘zip-
up’ process as shown in Figure 4.14 indicates that the larger DIBs with more contact surface
area on the bottom of the wells tend to be slower to come to equilibrium. As it is assumed
that the monolayer formation has reached equilibrium before contact, it is apparent that rate
is driven either by frictional resistence of the surface or possibly from viscous dissipation in
the bulk,[327] i.e. higher surface area implies increased frictional resistance. It is also possible
that the reversible de-lamination of the DIB membrane could show hysteresis, such as witnessed
with droplets spreading on PET surfaces,[328] and could be investigated further in future work.
As a matter of practicality, the delay in bilayer formation would inevitably hinder the
application of DIBs for HTE permeability assays, therefore methods for increasing the rate
of DIB formation is particularly useful. In order to increase the rate of bilayer formation,
microfluidic chips can be used to keep the droplets in place or to move them quickly into the
equilibrium position. Devices designed to accomplish this task are discussed in Chapter 5.1.
4.6 Measuring droplet content concentrations
Quantifying the concentration of permeating species in a droplet is crucial in the DIB perme-
ation assays. The simplest method of in situ measurement is fluorescence microscopy, which
requires a fluorophore or a molecule that will interact with a fluorophore, a source of light in the
appropriate wavelength band for excitation, and a light filter of the appropriate band to collect
the emitted light. In practice, this is accomplished on the IX-81 microscope, the Typhoon gel
scanner, or on a bespoke set-up (see Chapter 5.11). Fluorescence images captured are treated
in a similar fashion to BF images, the images are thresholded to a binary image and the Hough
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Figure 4.14: Plot of the ratio of DIB interface diameter over droplet diameter ar for various droplets sizes on
PMMA. It is shown that the friction of the droplets wetted to the surface slows down the droplet formation
rate.
transform is applied to find the droplet diameter and location. The pixel intensity within the
droplet region is averaged on the raw image, which is repeated for every time stamp. The
intensity data I∗1 or I
∗
2 can be normalized by the sum of the droplet fluorescence intensities
I∗1 + I
∗
2 (that is to say the normalized intensity I1 is
I∗1
I∗1+I
∗
2
) and input to the diffusion model.
Note that there are important factors to take into account when quantifying solute molecules
with fluorescence, one of the most obvious is the effect of photobleaching, which is covered
in the following section. Additionally, relying solely on autofluorescence quantification limits
the scope of the DIB permeability assay severely. Therefore, a possible alternative method
is provided in the analysis of the use of extracted chloroplasts as an agrochemical probe (for
molecules such as atrazine).
4.6.1 Photobleaching
Photobleaching from fluorescence radiation can strongly effect the concentration of resorufin.
The initial photobleaching effect appears first order in nature, and has been shown by Chang
et al for the first 20 seconds to be a function of irradiance only.[329] However, there has been
evidence of second order effects called photoblinking, which has been investigated by Rodrigues
et al.[330] The second order behaviour comes from the coupling of the dynamics between the
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three states the flourophore can occupy, namely: on, off (blinked) and irreversibly bleached,
[ON ]i
βON,OFF←→ [OFF ]i ξ→ [D]i (4.26)
The photobleaching is expressed by the equations,
d[ON ]i
dt
= βOFF [OFF ]i − βON [ON ]i
d[OFF ]i
dt
= −βOFF [OFF ]i + βON [ON ]i − ξ[OFF ]i
d[D]i
dt
= ξ[OFF ]i
(4.27)
where the concentration of active fluorescing molecules is [ON], that of the active non-fluorescing
blinked molecules is [OFF] and the concentration of the irreversibly photobleached molecules
is [D]. In these equations developed by Rodrigues et al, the value of ξ is related to the rate of
the non-reversible bleaching process, and the effect of photoblinking is proportional to βOFF
and βON .
The values determined experimentally for resorufin under fluorescence radiation shows min-
imal photoblinking in Figure 4.15. The photobleaching experiment consists of 0.1 µL droplets
of buffered resorufin (pH 7.4) with DOPC lipids at 5 mg mL−1. The concentration of resorufin
is in the linear region with respect to concentration and fluorescence intensity, 0.625 to 0.5
µM. The raw intensity is fit to equation 4.27 using least squares error minimization, however
the results indicate that the photoblinking effect is negligible and can be fit with a first order
photobleaching model under these conditions. Note that photobleaching can be minimized for
permeability assays by limiting sample exposure to only a few seconds total. Furthermore,
sample normalization can only be employed as long as the photobleaching is minimized and
the intensity measurements occur in the linear region.
4.6.2 Chloroplasts for measuring agrochemical concentration
Chlorophyll fluorescence has been used previously as a means to measure herbicide concen-
trations such as for the chemicals atrazine, metribuzin or phenmedipham.[2, 331] The rate
of change in chloroplast fluorescence is shown to be a function of the atrazine concentration
and thus directly correlated to the cellular activity (see Figure 4.16). Completely deactivated
chloroplasts (saturated atrazine concentration) will exhibit a very rapid fluorescence increase
under 435-490 nm illumination (captured at 635 nm) which is associated with pigment aut-
ofluorescence. However, if the chloroplasts are active, they will exhibit sluggish fluorescence
dynamics with respect to illumination, which can take up to 2-3 seconds to respond. A stan-
dard chloroplast extraction technique is provided by Moss and Bendall,[332] and Walker.[333]
However, a ‘chloroplast isolation kit’ (Sigma) was purchased and chloroplast extraction was
attempted with store bought (Tesco) spinach.
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Figure 4.15: Photobleaching curve of resorufin in linear region with respect to concentration. The behaviour is
mainly first order with minimal photoblinking effects, βOFF is negligible, βON = 0.0014±0.0003 s−1 and ξ =
0.027±0.005 s−1 (with a RMSE on the [ON] measurement of 0.62).
Centrifuge tubes were chilled on ice with 135 mL of chloroplast isolation buffer (CIB) along
with 0.1 w% 135 mg of bovine serum albumin (BSA). 30 grams of washed, dried, and de-
ribbed spinach leaves were cut and added to 120 mL of the CIB-BSA mixture and blended
for 5 seconds, and filtered (fine mesh) into a cooled 50 mL centrifuge tube. The filtrate was
centrifuged for 3 minutes at 200g, the supernatant was then further centrifuged for 7 minutes at
1000g. The supernatant was then discarded and the pellet resuspended in 1 mL of CIB-BSA. 6
mL of CIB-BSA was added to 4 mL of the density gradient media in a column of Percoll, which
was added to 6 mL of the chloroplast solution. This mixture was then gently pipetted on top of
10 mL of Percoll in a 50 mL centrifuge tube and centrifuged for 6 minutes at 1700g. The intact
chloroplasts are taken from the bottom of the tube and re-suspended in 1 mL of CIB (no BSA).
The chloroplasts were serially diluted in CIB and various concentrations were viewed between
a microscope slide and cover slip on a confocal microscope with a CY5 fluorescence filter. The
fluorescence signal indicated that the chloroplasts were deactivated as the fluorescence response
came to equilibrium within 100 ms (maximum acquisition rate). Furthermore, although the
chloroplasts were successfully encapsulated in DIBs, they were not proven to be active and
hence could not be used to measure the concentration of atrazine etc.
To verify that the spinach leaves were active before extraction, a small sample was cut and
placed on a microscope slide and illuminated directly on the fluorescence microscope. The
bulk fluorescence intensity dynamics was observed as shown in Figure 4.17, which indicates
chloroplast activity as the fluorescence response is sluggish with respect to illumination with
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Figure 4.16: Diagram (a) (modified from Merz et al)[2] of the photosynthetic electron transport chain, where
water is enzymatically split in Photosystem II to provide electrons for P680. In conjunction with light, charge
is transferred via the plastoquinone molecule through the cytochrome complex, plastocynanin protein, and into
P700 of the Photosystem I complex. Here the electrons are available for the formation of NADPH. Note that
these complexes and pigments are located in the thylakoid membrane (b). If a herbicide such as atrazine disrupts
this energy transfer chain, the excited pigments will not have any outlet to pass the charge through the chain,
and the energy will be dissipated by rapid autofluorescence, as shown by the green plot in (c). The application
arises from the fact that healthy behaviour (black plot) exhibits a damped response to light excitation of the
chlorophyll system, whereas the disrupted chain exhibits rapid autofluorescence.
light at 430 nm (emitted at 685 nm). It appears that more work is required here to incorporate
active chloroplasts into DIBs. However, if successful, in addition to the usage in assaying
atrazine concentrations, the applications could include a study of the effect of shear stress on
free chloroplasts such as might be present due to cytosolic streaming in leaf cells.
4.7 Conclusions
This chapter covers the peripheral applications developed during this thesis, where model de-
velopment in Matlab and Surface Evolver are addressed. In particular, a free energy model is
developed that is based on previously published results which incorporates the novel case for
membrane asymmetry and can easily be expanded to include other energetic effects such as
gravity or line tension. To my knowledge, this is the first time the morphology of asymmet-
ric DIBs has been measured experimentally using confocal microscopy, where the asymmetric
surface tension can be measured for the first time. Topics of DIB stability are addressed and
measurements of DIB formation dynamics are provided. Furthermore, novel techniques for
measuring droplet concentrations is provided, including the use of extracted chloroplasts for
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Figure 4.17: Plot of bulk fluorescence intensity response of whole leaf spinach with light illumination at 430
nm and collected at 685 nm. The (black line) input light is turned on and off on the order of seconds, where
the (red circles) bulk fluorescence increases and decreases with respect to the illumination. The response is
modelled as a 1st order response (blue dashed line). As the response is sluggish in response to illumination,
this is a positive proof of healthy photosynthetic cells within the spinach leaf.
measuring atrazine content.
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Chapter 5
Microfluidic Device Results:
5.1 Introduction to engineering micro- and millifluidic
chips
Next to glass and polydimethylsiloxane (PDMS), polymethyl methacrylate (PMMA) is one of
the most common materials for the fabrication of microfluidic chips.[334, 335, 336, 337, 338, 266]
As PMMA is a cheap material that can be easily milled or etched, cut with a laser then solvent
bonded,[339] the time from conception, to design, autoCAD drawing, cutting, and bonding
takes only a matter of hours. This high turnaround rate allows for hundreds of chip designs
to be tested for optimization. This can be compared to soft-lithography, which requires a
highly specialized laboratory, materials, and procedures.[340] Soft-lithography is necessary for
high precision nano- and microfluidic devices, however laser cut PMMA chips are sufficient for
channels and wells on the order of 100 µm, which is the scale of most of the work presented in this
thesis. Rapid protyping with thermoplastics is an expanding field, and in the future, improved
materials for device fabrication such as thermoplastic elastomers will inevitably enhance the
quality of these devices.[341]
The two important aspects of fabricating PMMA chips is laser cutting and bonding. Chip
designs drawn on autoCAD were cut on a 20 Watt Universal VLS laser cutter with a spot
size of 200 µm. The physical characteristics of the DIB well structures can be quantified with
optical measurements. The laser spot size is important to note as the design on the chip must
take into account this value for accurate DIB well fabrication. The layers of PMMA can be
bonded using several techniques depending on the applications, i.e. if the device must hold
pressure or if it is only a low hydrostatic pressure containment well or vessel. This foundational
work is used in the development of the movable DIB formation chip (see section 5.6), which
was used in the early membrane permeability assays in this research. Furthermore, much of
the previous chapters have dealt with the experimentation and design required for developing
the unstirred DIB permeability assay, and in section 5.7, a device is demonstrated that can
measure and control the effect of the so-called ‘unstirred water layer’ (UWL) in stirred DIB
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systems as discussed in Chapter 2.4. As a proof of concept, this chip, which employs a spinning
disk, was employed for use in a DIB permeability assay as discussed in section 5.10 for DOPC
lipid DIBs at various disk speeds, and in Chapter 6.5 for a variety of plant lipids.
5.2 Laser cut well circularity
Several basic shape characteristics of circular DIB wells include diameter, elongation, aspect
ratio, convexity, rectangularity, rectilinearity, sigmoidality, edge roughness, roundness and cir-
cularity (compactness). As symmetry and well circularity are important for accurate and
uniform droplet volume measurements and droplet stability, an analysis of well shape compact-
ness has been made on several well sizes for laser cut acrylic (PMMA) wells. Classically, the
standard circularity Cst of shape S can be defined as,[342]
Cst = 4pi A
L2
(5.1)
as a function of area A and perimeter L. However this equation can be cumbersome in practice
as perimeter L measurements are subject to the so-called “coastline paradox”.[343] Images
of circular wells can be processed using the MATLAB Image Processing Toolbox, where the
background noise is filtered and the image is thresholded to find the boundaries for perimeter
calculation. The perimeter measurement step sizes are scanned from single pixel to a rectangular
approximation. The results (not shown) indicated that standard circularity is dependent on a
very accurate measurement of perimeter or a well-defined step size approximation. A better
alternative to this measurement finds the circularity,[342]
C = 1
2pi
(µ0,0)
2
µ0,2 + µ2,0
(5.2)
only as a function of the standard image moments,[344]
µi,j =
∑
x
∑
y
(
x− M10
M01
)i(
y − M01
M00
)j
I(x, y) (5.3)
Note that the raw image moments are a function of the distribution of the grayscale image
intensity I(x, y), where,
Mi,j =
∑
x
∑
y
xiyjI(x, y) (5.4)
An array of singular circular wells were cut (0.1 mm thick sheeting) at design diameters of 0.1
to 0.9 mm with 0.1 mm increments and were analyzed with this method. The data is given
in Figure 5.1, where the well shape circularity is plotted against design diameter. Note for
reference, an equilateral triangle has a circularity of 0.8265 as demonstrated by Zˇunic´.[342]
Note also the circle diameter spot that is smaller than the spot size (0.2 mm) has a large
standard deviation, as the spot is just a single pulse of the laser. This data can be implemented
in the engineering design of the DIB confinement wells. Moreover, if it is required that the
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droplet retain uniformity (i.e. circularity), a lower threshold of circularity can be prescribed
which will limit the size of the wells to be cut using a laser of a given spot size. As the laser
cutter spot size used in this project is ca. 0.2 mm, it implies that the wells should be at least
0.2 mm or greater. Indeed, most of the wells in this research are designed closer to 1 mm in
order to achieve high circularity (Figure 5.1c) and match the scale of the standard PMMA
sheet thickness (Figure 5.1b). Note that MATLAB scripts for image processing and circularity
measurements are provided in the appendix section 8.6.
Figure 5.1: Plot (a) of laser cut well circularity with respect to design specified diameter which indicates that
small droplet wells have poor resolution closer to the laser spot size. Schematic (b) of DIBs in laser cut well
which consists of two intersecting cylindrical spaces. Fluorescence micrograph image (c) of 1 µL DIBs in laser
cut wells. Sample size for each cut well is n = 3.
5.3 Bonding devices
After parts for the devices are laser cut, they must be adhered in such a way that they do
not affect the surface properties of the plastic, or cause cloudiness of the surface or make the
chip brittle. There are several techniques for bonding such as acetone (solvent) bonding, silane
bonding, and silicone grease bonding.[345, 346] Due to its simplicity and effectiveness, solvent
bonding was used for most chip production in this research.
Solvent bonding
Solvent bonding is the process by which the solvent molecule “increases the mobility of the
polymer molecules”, where the the contacted surfaces “lead to a joint diffusion zone of the
polymer molecule”; evaporation then leads to “a native bonding interface”.[345] Poly (methyl
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methacrylate) (PMMA) chips can be easily bonded using acetone or chlorocarbons solvents,[347]
though acetone is principally used in this research. The bonding process is as follows: in a fume
hood, the PMMA sheets (CLAREX Non-glare, purchased from Weatherall Equipment and
Instrumetns Ltd) are cleaned with isopropyl alcohol (IPA) and dried under nitrogen. The layers
to be bonded are then treated with a layer of acetone which is deposited in a uniform distribution
(see Figure 5.2). Before the solvent evaporates, the two layers are quickly “sandwiched” (faced)
together. The excess solvent is wiped away and the samples are held together under pressure
(ca. 10 N cm−2) for 5 minutes at room temperature.[347] For further curing, the part can be
dried at 70°C for 30 minutes to evaporate the remaining solvent. Note that slight discolouration
of the chip can occur from this process (see Figure 5.3). Finished chips can be cleaned with
ethanol and dried at 70°C. Solvent bonding can also be achieved by administering acetone to
the edge of two sandwiched PMMA parts to allow the solvent to move into/between the layers
by capillary action.
Figure 5.2: Schematic of the process of acetone solvent bonding of PMMA layers, where (a) a standing layer
of acetone is applied to the surface of a PMMA sheet. Before the acetone dries another PMMA sheet must be
faced on top of the acetone layer and held under pressure (finger tight) for 5 minutes. Once the bulk of the
acetone has evaporated the chip is further dried in an oven at 70°C (c) for 30 minutes.
Silane bonding PMMA to PDMS
PMMA can be silane treated and bonded to polydimethylsiloxane (PDMS) under an ozone
environment (Figure 5.4). The silanization process, adapted from Sunkara et al, employs amine
functionalized (3-Aminopropyl) triethoxysilane (APTES) purchased from Sigma, which is often
used for bonding PDMS.[346] In order to bond PMMA layers to PDMS, the IPA cleaned surfaces
are dried with nitrogen in an oven at 70°C. The surfaces to be bonded are placed in a vacuum
for 5 minutes and subsequently plasma treated (Harrick Expanded Plasma Cleaner PDC-002-
HP) for 1 minute. The PMMA surfaces are placed immediately into a sealed jar containing a
cover-slip with a 200 µL droplet of pure APTES for vapour deposition under vacuum (Figure
5.4a). The jar is then placed in the oven at 70°C for 3 hours (until opaque), and is then rinsed
lightly with IPA. The surfaces are dried under nitrogen and the plasma/UV ozone treatment
step is repeated (Figure 5.4b). After plasma treatment and both surfaces are functionalized
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Figure 5.3: Bright field micrograph image of acetone bonded PMMA sheeting (1 mm thick) and untreated
PMMA sheet, where surface deformities such as rivulets can be formed during the bonding process, causing
potential optical effects.
(Figure 5.4c), the surfaces are faced together and put under pressure (1 kg weight) and placed
in the oven at 70°C overnight. If the two parts remained laminated under hand stress it was
Figure 5.4: Schematic (modified from Vlachopoulou et al [3] ) of the process of silane bonding PMMA to PDMS.
(a) APTES is applied directly to a clean PMMA surface by vapour deposition or painting with a cotton swab.
(b) The PDMS and APTES treated PMMA is then treated with UV ozone exposure to functionalize the surface
(c). The functionalized PDMS and PMMA surfaces are faced together and oven treated at 70 °for 3 hours.
considered a successful bond. The vapour deposition procedure was not successful (10 attempts
failed). This could be due to the fact that the plasma treatment lacked a direct oxygen input
stream and relied on atmospheric oxygen and was not adequate to completely functionalize the
surface. Furthermore, the PDMS layers were on the order of 1 to 3 mm thick, where reported
successful bonding was achieved with thin, spin coated PDMS layers.
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Higher success rates were achieved by directly applying APTES to the plasma treated surface
with a cotton swab (Figure 5.4a), where 1 in 3 did not de-laminate. However this process tended
to discolour the samples. Furthermore, due the toxicity of APTES, most devices were fabricated
with PMMA only, and thus the solvent bonding procedure was utilized for the majority of the
devices in this research.
PDMS films are prepared with a Sylguard 184 elastomer kit (Dow Corning), which is made
by mixing a 10:1 mass ratio of bulk elastomer and curing agent in a weighing boat with a glass
pipette for ca. 5 minutes or until the the mixture is homogeneous. The mixture is degassed
under vacuum for 1 hour to remove air bubbles and poured into a petri-dish. This is left to
cure at 50-70°C for at least 3 hours.
Silicone grease bonding
If a temporary bond is sufficient or necessary, silicone grease (Dow Corning High Vacuum
Grease) applied around the edge of the chip layers can be used as a sealant (see Figure 5.5).
To demonstrate, a 1 mm thick ‘windowframe chip’ (Figure 5.5c) with a 5 mm wide frame was
sealed with silicone grease. This chip was filled with hexadecane to a head of 1 mm and left
to sit for several hours. The bond was surprisingly stable and was only limited by hexadecane
loss due to evaporation. The silicone grease can be easily washed away with an alcohol solution
and dried in an oven at 70°C for re-use.
Figure 5.5: Schematic of temporary bonding of PMMA layers by sandwiching silicone grease, where (a) the
viscous grease is painted around the edges of the device with a cotton swab. The top layer (b) is then bonded
by gently contacting the layers together with slight manual pressure. A ‘window frame’ chip (c) is used to
hold a hexadecane phase, which can be used for DIB formation on a micrscope as the dimensions are that of a
microscope slide (72 by 26 mm).
5.4 Simple DIB well chips
The simplest and most straightforward way to contain droplets for DIB formation is the use of a
circular well (see Figure 5.6). Here aqueous lipid emulsions are pipetted into large wells (acetone
bonded) containing hexadecane. Once the droplets have incubated, they can be osculated with
a pipette tip or syringe needle and viewed on a microscope. However, this design is extremely
112
simplistic and has many drawbacks. For example, the droplets are not organized and can
become misplaced if many droplet are in the same well. Furthermore, a pipette tip or needle
must be used to contact the droplets to form every individual DIB. However, the biggest
drawback of this device is the fact that there is no guarantee that the droplets will remain in
proximity for DIB formation, and not drift apart due to convection currents in the hexadecane.
To quantify this problem, an experiment on Teflon coated slides and fresh acrylic with free DIB
formation (5 mg mL−1 DOPC in phosphate buffer) was performed. 17 pairs of 0.15 µL droplets
were pushed into contact in the free well with a Teflon slide (Figure 5.6); of the 17 pairs, only 3
droplet pairs spontaneously formed DIBs (1 pair coalesced and the 13 pairs drifted apart). This
was repeated on an acrylic surface with 25 droplet pairs where 5 DIBs formed spontaneously
and all other droplets drifted apart.
Figure 5.6: Diagram of PMMA slide with large hexadecane filled wells which can be used to incubate droplets
and form DIBs.
An improved DIB formation chip was developed as shown in Figure 5.7. The purpose of
the chip is to keep DIB droplets in contact to ensure DIB formation. This proof of concept
device was fabricated by acetone bonding or silicone grease bonding a stationary base plate
(20 by 20 mm and 1 mm thick) to a well plate (1 mm thick) with 25 evenly spaced wells
(2 mm diameter). Droplets of aqueous phosphate buffer containing 5 mg mL−1 DPhPC are
formed with 5 µM and 0.6 µM resorufin in the complementary droplets respectively. 0.1 µL
droplets are deposited next to each circular well and allowed to incubate for 30 minutes. After
incubation, the droplets are pushed into the wells with a syringe needle in a sequential fashion,
where all DIBs tested either formed interfaces or coalesced into a single larger droplet and no
droplets could drift once in the wells. Note however that if the droplet volume was too small,
this could prevent DIB formation as they are not guaranteed to come into contact (see droplet
pair circled in red on Figure 5.7b). This chip was used to perform a permeability assay, the
results of which can be found in the iso-pH assay of Chapter 6.4. Note that in this assay, 58%
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of the 72 DIBs survived formation (did not coalesce) during the experiment, however this is
for the specific case of 5 mg mL−1 DOPC in phosphate buffer with 0.2 µL droplets and should
only be loosely correlated with the effectiveness of the device.
Figure 5.7: Exploded view (a) of simple circular DIB well which consists of a base plate that is bonded to a
stationary circular well plate with various holes through the center. Optionally, a cover slip can be added to
the device once the DIBs are loaded into the wells. A contrast enhanced fluorescence image (b) of a 5 by 5 well
array with DIBs in each well including a top row with a serial dilution of dye for a calibration measurement.
The DIBs that formed succesfully are circled in green, a droplet pair that did not interface is circled in red,
and the other droplets coalesced to form a single droplet. A magnified image (c) is provided with cartoon lipids
that demonstrates the formation of a DIB on the device.
However, there are several drawbacks to this simple device. Firstly, the droplets are free
floating during the incubation period, and can fall into the wells early and coalesce, or become
disorganized within the chip. Secondly, the DIBs are not formed simultaneously, and could pose
a problem if a large number of DIBs are to be produced in this fashion. Lastly, the DIBs are
not reversible, i.e. they cannot to be rendered back into their original configuration of single
droplets. The following section introduces a new development for the reversible formation of
DIB membranes.
5.5 Gravity driven V-chip
A novel DIB formation device - called the V-chip (Figure 5.8) - was developed to form DIBs and
render droplets on demand though gravity assisted droplet osculation. This device is fabricated
(Figure 5.8a) from 3 parts: a PMMA base plate, a PMMA well plate that contains the ‘V’ shape
well, and a thin glass cover-slip. The PMMA parts can be solvent bonded and the cover-slip can
be adhered with silicon grease or with a layer of epoxy (Loctite Precision Super Glue) around
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the edge of the chip. The ‘V-chip’ is designed as two long wells (4 by 1 mm) that intersect to
form a 90° angle.
To form DIBs, firstly, 100 to 300 nL lipid emulsion droplets (10 mg mL−1 DOPC) are
incubated in opposite corners of the hexadecane filled device (Figure 5.8b). The droplets are
viewed using the IX-81 bright field microscope (horizontal). Next, the device is tilted 45-90° to
cause the droplets to fall to the tip of the ‘V’ (Figure 5.8c), where the droplets touch (osculate).
The droplets are held together until the DIB bilayer is formed (Figure 5.8d) and the chip can
be returned to its original position. Note that it is also possible to reversibly render the DIBs
into single droplets. This is accomplished by (Figure 5.8e) aligning the droplets at the ‘V’ edge
and inverting the device 90° to point the ‘V’ up (Figure 5.8e). This causes shear between the
DIB ternary interface, rendering the original droplets. The device can also be viewed vertically
(EasyDrop kit) (see Figure 5.8f) which shows incubating droplets, as well as formed DIBs
viewed with the interface parallel to the focal plane (Figure 5.8g), and perpendicular to the
focal plane (Figure 5.8h). To validate the use of the device, 14 DIBs were formed and unformed
successfully on this device (5 mg mL−1 DOPC in phosphate buffer with 0.2 µL droplets). The
test consisted of contacting the droplets in the vertical position for 3 seconds, then returning
to the horizontal position and immediately viewing the ‘zip-up’ dynamics on a bright field
microscope. In all cases equilibrium bilayer formation was reached within 40 seconds, which
was comparable to the results of the dynamics of open droplet DIB formation in Figure 4.14. By
aligning the DIB interface at the chip ‘V’ and then tilting back 90o, all DIBs were successfully
rendered into their original single droplet form.
The convenient aspect of this chip design is that droplets can be incubated for a period of
time with minimal drift from convection currents in the oil phase or electrostatic interactions.
Only once the chip is rotated and the droplets fall into the bottom ‘V’ region will they osculate
and eventually form DIBs. This also prevents DIBs from drifting and interacting with other
DIBs that may be formed simultaneously. However, the inconvenient aspect of these designs
are that the chips must be manually tilted. Ultimately, this chip was a retired and relegated
as a tool for demonstrating DIB formation.
5.6 Linearly actuated and rotary chip
Note that one of the significant achievements of this research was the development of a chip
for droplet incubation, uniform DIB formation, and original droplet rendering with mechanical
actuation of an adjustment screw. For the purposes of incubating droplets and multiplexing
DIB formation, a laser cut PMMA device was developed and used for early permeability assays
not taking into account the bulk diffusion limitations (i.e. the UWL effect). The chip design
and experimental results (permeability assay) were published in the peer reviewed journal, Lab
on a Chip (see Chapter 6.2.2 for more information).[102]
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Figure 5.8: Exploded view (a) of V-chip that consists of a base plate, well plate, and a cover slip to contain the
embedding phase and the aqueous droplets. A schematic of V-chip loaded with DIB (b) which can be vertically
rotated 90°(c) so that gravity pulls the droplets into the V junction where the DIB can form (d). The process
is reversible when the chip is rotated in the opposite direction the droplets shear and are rendered into their
original form (e). Vertical micrograph (f) of DIB formed on V-chip the droplets are incubated individually and
are allowed to come into contact (g) at the bottom the V intersection to form a DIB which is viewed through
the droplet pair. The DIB can also be viewed (h) from a rotated angle.
The orientation of the novel “slide chip” is not limited to linear actuation, but can be
fabricated to periodically form DIBs on a rotating wheel. The rotary chip was inspired by the
“split-and-contact” chip designed by Tsuji et al for 40 µL DIBs, however the key difference
is that the rotary chip requires no inner plate to stabilize the DIBs.[266] A schematic of the
linear and rotary ‘slide chips’ designs is shown in Figure 5.9, which shows how they function to
form DIBs. Droplets are incubated in the hexadecane filled wells that are in an offset position
(Figure 5.9a and c), then to form the DIBs, the droplets in the movable wells are shifted so
that they are aligned (Figure 5.9b and d).
An experiment was performed to verify the functioning of this device. A pair of 100 nL
lipid emulsion droplets (10 mg mL−1 DOPC) were incubated in offset wells (Figure 5.9e) for
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10 minutes. These droplets in the movable wells are then slowly shifted (Figure 5.9f) until the
droplets come into contact (Figure 5.9g). The DIBs (Figure 5.9k) were allowed to form (Figure
5.9h) and then reversed (Figure 5.9i) and sheared to render the droplets back into their original
offset position.
Figure 5.9: Schematic of linear and circular slide chip in the incubation setting (a) and (c) and the DIB formation
setting (b) and (d). A micrograph shows the process in detail where the incubating droplets (e) are brought
into contact (f) where the droplets are forced together to facilitate interface formation (g). The fully formed
DIB (h) can be reversibly rendered (j) into the original droplets (j). The formation of a DIB membrane (k) is
believed to be present at the interface.
5.6.1 Fabrication and mechanical actuation
In the simplest form, the rotary- and linear slide chips are fabricated of two pieces of PMMA
(Figure 5.10): one base plate and one laser cut well plate that is acetone bonded together along
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with a free and movable well plate or rotor. However, in addition, a screw operated actuator
can be applied to the device (see Figure 5.11).
Figure 5.10: Exploded view (a) and photograph (b) of linear slide chip. Exploded view (c) and photograph (d)
of rotary sliding chip.
5.6.2 Device application
A permeability assay was performed on a linearly actuated slide chip device as shown in Figure
5.12. The slide chip consists of 8 stationary wells and 8 movable wells that can contain 1 µL
droplets (ca. 1.2 mm diameter). The droplets consist of 10 mg mL−1 DOPC lipid in phosphate
buffer at 7.4 pH. The dark source droplets contain 5 µM resorufin and the lighter sink droplets
contain 1 µM resorufin. The top row demonstrates how all the droplets are incubated and
maintain their position for as long as required. However once the bottom sink droplets are
moved into place, the interface is formed (osculation), and the permeation is initiated at t = 0
minutes. Note that a DIB merges (conflates) in the 2nd column at this time as is clear by the
rapid relative permeability over time. A second DIB conflates in the 5th column at time t = 2
minutes apparent by a similar logic. The dynamic permeability can be used to fit Fick’s first
law to calculate the effective membrane permeability, which in this case is drastically affected
by bulk diffusion (see the model from section 5.8). Note that the permeability measurements
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Figure 5.11: Photograph (a) of screw actuated linear DIB device where a 3 mm screw, kept in place with a lock
pin is threaded into a nut that is glued to a movable well. By turning the screw clockwise (b) the threaded wells
move forward until the wells come into contact and a DIB is formed. The screw can be turned anti-clockwise
and the movable wells can return to there original position thereby rendering the droplets.
are carried out in Chapter 6.2.2.
5.6.3 Future applications
These movable chips can also be employed beyond DIB applications, for example, it can be
utilized for controlled droplet merging, as micro-reactors or even for microbiology experiments,
i.e. by introducing substrate into biological systems with live cultures encapsulated in droplets.
This process of forming and rendering DIBs on PMMA chips is an improvement on the current
art, such as encapsulation and vibration[107], “split-and-contact”,[266] or automated microflu-
idic trapping.[348, 146] Note that the techniques such as vibrational DIB rendering is not
repeatable, and the “split-and-contact” method is only applicable for large DIBs and allows
for very small relative membrane surface area. Furthermore, the droplet trapping chips require
more complicated microfluidic fabrication techniques for droplet generation and one cannot
simply modify the lipid concentration without changing the microfluidic input streams and
furthermore cannot render DIBs back into single droplets. By multiplexing DIB formation and
droplet rendering, the ability to perform a high-throughput assay is achieved, including the
straight-forward formation of asymmetric membranes.
5.7 Spinning disk shear stress chip
Recall from Chapter 2.4 that the unstirred water layer (UWL) is a bulk diffusion limitation
that manifests itself as an additional resistance to mass transfer and can cause underestimates
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Figure 5.12: Fluorescence (Typhoon) image of an 8×1 slide chip array comprised of 1.2 mm diameter wells. 1
µL droplets are incubated with 10 mg mL−1 DOPC lipid and 5 µM or 1 µM resorufin in the top row. Going
down the columns are increasing time stamps which are shown for t = (0, 2, 4, 6, 12, 16, 18, 20) min. The DIBs
in the 2nd and 5th columns (orange boxes) have merged and must be omitted from permeability measurements.
in permeablity measurements. To understand and control this effect in the DIB permeability
assay, a novel microfluidic device was developed as shown in Figure 5.13. A description of
the device and its function is as follows: DIBs are incubated in cylindrical wells where a
spinning disk induced Couette flow from above applies shear stress to the droplet surfaces.
This flow above the DIBs imparts shear stress from the velocity gradient in the shearing fluid
to the DIB monolayer (Figure 5.13a). The shear stress at the top of the droplets then causes
internal circulation within the DIB (Figure 5.14). This circulation in three dimensions consist
of two counter rotating vorticity lobes as shown in Figure 5.13b-c. A photograph of the rheo-
DIB device is shown in Figure 5.15d, which was custom fabricated for assembly on the IX-81
microscope for fluorescence microscopy. The stationary well plate assembly contains the DIBs
in the DIB well at position R and the rotating disk with a fluid layer thickness h is driven by
a pulley with an angular velocity ω up to 200 RPM (see Figure 5.15e). Note that a numerical
model and analysis is provided in section 5.9, and an experimental validation is provided in
120
section 5.10.
Figure 5.13: Diagram (a) of axial-azimuthal (y, z) cross-section with streamlines of recirculation flow in a DIB
pair due to shearing flow at the top of the droplets from the non-polar phase (hexadecane) with the velocity
flow profile uy(x, z). Micrograph (b) of a ‘minimum intensity Z-projection’ (processed on ImageJ) from a (top
view) image sequence of particle motion in a double lobed, symmetric vortex pair within a DIB. Diagram (c)
of the streamlines of the top half of the DIB pair on the (x, y) plane in (b), which shows the flow direction and
recirculation flow around the side of the droplets.
5.7.1 Chip design
This device was designed with the ability to expose DIBs to well controlled shear stresses. Care
must be taken in the design to adequately control this effect, as shown recently by Wang et al,
who developed a blood-brain barrier device for measuring drug permeability across endothelial
cells.[349] In this case an attempt was made to minimize high shear stress on the cell walls
with the inclusion of a step channel, which could achieve a decrease in shear stress from 0.18
to 0.0023 Pa. Therefore a careful analysis of the fluid dynamics is required. A general design
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point was to set the working shear stress range near physiological rates, for example the shear
stress on arterial walls is ca. 1.5 Pa.[350]
The upper limit in radial position was set by feasible disk size and optical FOV (ca. 100
mm), and the lower limit was set by size of the pulley (12 mm), so a reasonable starting point
was a radial position of 17 mm and a disk height of 1 mm (note that 1 mm thick PMMA
is a standard and convenient size). Given that hexadecane has a density of 770 kg m−3 and
dynamic viscosity of 0.0043 Pa s, the shear stress on the surface of the DIBs will be ca. 1.5 Pa
at 200 RPM at the designed radial position. These conditions were tested experimentally and
were found to work as desired. It was found that at disk speeds much higher than 200 RPM,
hexadecane was prone to be ejected from the well plate assembly. Furthermore, it was found
that at 1 mm disk height and at 17 mm radial position, the droplets were not ejected from
their wells (by the Bernoulli effect) up to a disk speed of 200 RPM. Note that shear stress can
be decreased not only by varying disk speed, but by adding additional 1 mm spacers between
the disk and the wells. The wide range of possible shear stresses enable a similarly wide range
of applications in bio-membrane science.
Proof of induced circulation inside the DIB is shown in Figure 5.13b-c by the distinct
vorticity patterns. The figure is generated by a so-called ‘minimum intensity Z-projection’
(imageJ function) of 50 images captured over a 1 second period under shear stress (∼ 100
RPM). Here the droplets are loaded with 5 micron polystyrene latex beads at approximately
106 particles mL−1.[351] The spherical shape of the droplets induces the dipole vortex, which is
verified using COMSOL multiphysics models and is a reported phemonenon in vesicle systems
under shear stress both in simulations and experiments (see Figure 5.14 for a 2D (a) and 3D
(b) represenation of the circulation pattern in the droplet).[4, 352]
Figure 5.14: Diagram (a) of (x, y) plane streamlines in the midplane of the circulating DIB. Diagram (b) of
3D representation (x, y, z) of half-hemisphere streamlines in top of DIB droplet (modified from Woodhouse and
Goldstein.[4])
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Figure 5.15: Schematic (a) of droplet interface bilayer structure, which can develop an unstirred water layer (b)
during permeation that with solute at concentration C− in the sink droplet and C+ in the source droplet (reused
from Figure 2.11 for emphasis and clarity). If a shearing flow is applied to the surface, the layer thickness δd
can be modified. Photograph (d) of rheo-DIB chip which can be assembled on a fluorescence microscope. A
non-polar shearing media (hexadecane) is filled to 3 mm above the disk in the well plate assembly and the DIBs
are formed within the DIB wells. The disk is driven by a DC brushed motor and a toothed band/pulley up to
200 RPM, the maximum speed in which DIBs are stable for this configuration. Schematic (e) of an axial-radial
(x,z) cross section of rheo-DIB chip where the aqueous DIB sits in a confinement DIB well at radial position
R, which is surrounded by an oil phase, and is exposed to shear stress by a disk spun about the z-axis at a
determined height (h = 1 mm) above the top of the droplets and angular velocity ω.
5.7.2 Rotating disk
Rotating disks are a convenient method for mixing and applying shear stresses, and have been
used for such applications as controlling the solubilty of salts to mininimize precipitation.[353]
However the inspiration for this device comes from a spinning disk apparatus built for stressing
cultured endothelial cells.[354] See Pedley for a further discussion on the application of rotating
disks to measure UWL thicknesses.[1]
There are alternative approaches to achieve mixing, such as magnetic stirring bars or flow
channels. For example, a microfluidic device combining droplet capture geometry as developed
by Nguyen et al [100] with the fluid shear chip designed by Sturzenegger et al could also be well
suited to this applicaiton.[355] Indeed, this was recognized recently by Adriana et al in the use
of a neurovascular flow chip for the measurement of dextran permeability across whole cerebral
endothelial cells.[356] However, the main advantage of a spinning disk over a microfluidic flow
channel is that the disk may be removed and replaced rapidly for assaying a range of samples,
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and furthermore provides flexibility in applying shear rates given there are three degrees of
freedom: radial position, disk height, and rotation speed.
5.7.3 Chip construction
The spinning disk (rheo-DIB chip) is fabricated from 5 pieces of laser cut PMMA, the stationary
plates are acetone bonded together and the moving disk is glued to the pulley and is spun on a
ball bearing from a 15 volt brushed DC motor and pulley band as shown in Figure 5.16. The
device is fabricated first by bonding the 1 mm base to the 1 mm well sheet. These two sheets
are cut to the same size (8.4 × 8.4 cm), and consists of a 1 mm hole in the centre of both, and
the DIB wells cut into the well plate 17 mm from the centre. The wells are two intersecting
laser cut circles which are cylindrical in form. A 1 mm spacer plate is then bonded to the top of
the well plate. The spacer plate has a 5.4 cm hole which allows for the disk to rest on the edge
of the spacer plate which acts to stabilize the disk and guarantees the disk height never drops
below the spacer thickness. A 6 mm overflow plate is bonded finally to form the completed
well plate assembly. The overflow plate acts to contain excess shearing oil. The overflow plate
has a 7.2 cm hole cut through the plate that allows access for the disk be installed or removed.
The disk itself is made of a 6.3 cm diameter circular plate with a hole in the centre. A pulley
and ball bearing are applied with a 2 mm diameter pin. Note that the disk can be removed
completely from the device and cleaned with ethanol or iso-propyl alcohol. Note that the first
iteration of the device was used (filled with ethanol, spun, then rinsed with alcohol) over 100
times without breaking or suffering from discolouration.
Figure 5.16: Schematic (a) of exploded view of shear disk device formed of a base, well, and spacer plate that
forms the well plate assembly which bonded to a 6 mm overflow plate. A 2 mm diameter pin is set in the center
of the chip which fits a 4 mm outer diameter ball bearing and a 6 mm outer diameter pulley attached to the 14
mm diameter disk. Photograph (b) and schematic (c) of rheo-DIB chip.
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5.8 Fick’s second law solution to stagnant permeating
DIBs in 1 dimension
To better understand the effect of the UWL in DIBs, a 1-D implementation of Fick’s 2nd law,
∂C
∂t
= ∇ · (D∇C) (5.5)
can be applied as a simple model as described in Figure 5.17. The Neumann boundary condi-
tions at either end of the wall is given as,
∂C(x, t)
∂x
∣∣∣∣
x=0,l
= 0 (5.6)
from 0 to DIB length l as shown in Figure 5.17a and the initial condition is given from the
Heaviside function H(x) as,
C(x, t)
∣∣∣∣
t=0
=
(
C(0, 0)− C(l, 0)
)
H(l/2− x) + C(l, 0) (5.7)
The diffusivity of resorufin in water was estimated from previously reported data is 4.8×10−10
m2 s−1.[357] The diffusivity is applied on either side of the membrane of effective thickness δˆ
or,
D(x) =

D for 0 ≤ x ≤ l/2− δˆ
Dm for l/2− δˆ ≤ x ≤ l/2 + δˆ
D for l/2 + δˆ ≤ x ≤ l.
(5.8)
Note that due to the fact that the actual membrane thickness is far too small for the numerical
algorithm to handle effectively, the membrane diffusivity Dm and thickness δˆ are both effective
values based on the membrane intrinsic permeability, Pm =
Dm
δˆ
. For simplicity, the membrane
thickness is set to δˆ = 1 µm which locks the effective diffusivity Dm value based on the intrinsic
permeability. Note that the membrane thickness must be much less than the DIB pair length
scale δˆ << l [mm]. If Peff = Pm, then this is the case where there is no unstirred layer effect,
i.e. the DIBs are sufficiently small. If Peff << Pm, then the system exists in a region where
the UWL dominates the permeability. Note that Peff >> Pm is non-physical as the UWL can
do nothing to increase the total system permeability.
Take a 0.8 µm DIB as an example, where the droplet diameter is approximately 1152 µm,
and a good estimate of the intrinsic membrane permeability to be 2×10−4 cm s−1. The model
predicts for this case in Figure 5.17a that the DIB is membrane diffusion limited, and that
an UWL effect that will cause an underestimated measurement in permeability. One can see
the rapid UWL development that reaches equilibrium after approximately 1000 seconds from
Figure 5.17b.
The UWL thickness δd is not a discrete point, however, but a generalization of a continuum,
which is generally defined as the point that intersects the value of the concentration at the wall
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Figure 5.17: Plot (a) of PDE model result over 33.3 minutes for a 0.8 µL DIB with 5.000 and 0.625 µM resorufin,
where the geometry of a DIB is simplified for the solution to 1-D Fick’s 2nd law. Plot (b) of dynamic UWL
development in micron. Plot (c) of the deviation of the effective permeability Peff from the intrinsic membrane
permeability Pm due to the development of the UWL. Schematic (d) of 1-D DIB model of a given droplet
diameter and pair length l, which has an effective membrane thickness δˆ and UWL thickness δ.
and the tangent line of the concentration gradient at the membrane. More generally, this is
given by Pedley as,[1]
C(l/2, t)− C(0, t)
δd
=
∂C
∂x
∣∣∣∣
x=l/2
(5.9)
The increase in δd is manifest in the deviation of the intrinsic permeability from the measured
effective permeability. This can be demonstrated by using a sampling of the model result in
Fick’s 2nd law (PDE) as inputs to fit a discretized Fick’s 1st law (ODE),
dC1
dt
= k(C2 − C1) (5.10)
where the rate k is equal to A P
V
in the DIB experiment but P
l
in this 1-D approximation. A
root mean square error (RMSE) of the synthetic dynamic data can be used to calculated k
values for given droplet ‘volumes’ and intrinsic membrane permeabilities. This information can
then be used to measure theoretical effective permeabilities that can be used as estimates for
designing experiments (see Figure 5.17c).
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If the (estimated) intrinsic membrane permeability is indeed 2×10−4 cm s−1, then it is
predicted that effective permeability will be half the intrinsic permeability at approximate
droplet volumes of 20 nL, and drops by a factor of 4.3 for 0.8 µL droplets. It clear that for bulk
diffusion limited cases, such as DIBs composed for large droplets, difficulty arises in using the
discretized Fick’s 1st law, as concentration gradients (compounded by curved surface effects)
cause high levels of uncertainty. It is clear that DIBs must either: 1) be of sufficiently small
size as to minimize the UWL effect, 2) the UWL effect must be accounted for in meso-scale
DIBs that are not completely bulk diffusion limited, but are effected by the UWL, and 3) the
droplets must be mixed. The 1-D PDE solution to Fick’s second law across a DIB is provided
in the appendix section 8.8.
5.9 Fluid dynamics COMSOL model
COMSOL Multiphysics® V4.0 was used to build a 2D coupled advection-diffusion model of
the rheo-DIB system. The DIB could be modelled in three dimensions, however the improved
accuracy from the higher order solution would most likely be lost in the overall system error
due to the assumptions made in the model. Firstly, the model does not take into a deformable
membrane. COMSOL does provide a 2-phase flow package, however solution convergence issues
prevented any meaningful analysis. Secondly, the membrane permeability itself is a macroscopic
approximation as the nodal resolution does not accommodate nano-scale dimensions.
5.9.1 Disk edge effects
The fluid dynamics inside the spinning disk is driven by the Navier-Stokes equation 5.11,
(u · ∇)u = µ∇2u−∇p (5.11)
However, for simplicity, the fluid dynamics inside the disk can also be modelled with the
incompressible Stokes flow equation with the flow profile u = (uy, uz), which is solved in the
(y,z) plane,
µ∇2u−∇p = 0 (5.12)
along with the divergence,
∇ · u = 0 (5.13)
Note that the Stokes flow assumption is merely an approximation as the physics is more accu-
rately measured with the full Navier-Stokes equation. As will be pointed out later, the Reynolds
number for this system is on the order of 100-1000 (see section 5.9.5), thus the momentum term
could have an effect on the velocity profile (particularly in non-steady state case). However,
in comparing a 3D COMSOL model with and without the the momentum term, the difference
in shear rate at the bottom of the disk surface is negligible and varies by less than a percent.
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Furthermore, this assumption is supported experimentally as the fluid inside the disk does not
continue to rotate once the disk is halted (i.e. viscosity driven flow).
The fluid velocity field u depends on the boundary conditions, system pressure p, density
ρ, and the viscosity µ. The flow within the disk can be modelled by the Stokes flow equation
in spherical or cylindrical coordinates (5.14), with the velocity vector u = (ur, uψ, uz) or u =
(ur, uθ, uψ) and pressure p respectively. In this case, the general disk flow equation then breaks
down to equation (5.14) in cylindrical coordinates, where the velocity is only non-zero in the
φ direction. The boundary conditions are no-slip at the walls and the top wall velocity is a
function of the angular velocity and disk radius.
1
r
∂
∂r
(
r
∂uψ
∂r
)
+
∂2uψ
∂z2
− uψ
r2
= 0
uψ(r, ψ, z = h) = ωr
uψ(r, ψ, z = 0) = 0
(5.14)
As there is no simple analytical solution (i.e. separation of variables) in either coordinate
system, the solution can be found numerically on COMSOL implemented on a triangular mesh,
where axial symmetry is assumed (see Figure 5.18b). The solution implemented in COMSOL
Figure 5.18: Diagram (a) of COMSOL model for a spinning disk above a hexadecane media. Normalized model
solution (b) for the spinning disk of height h = 1 mm above the hexadecane with a radius of 5 mm, where
we can see that the far edge of the device affects the velocity profile along z. However, as long as the DIB is
positioned at R away from the edge, the linear velocity profile allows for a simplified 2D model in Cartesian
coordinates.
implies a non-linear velocity profile along z near the far disk edge, i.e. edge effects. However a
constant velocity gradient can be found away from the far edge of the disk (Figure 5.18b). Note
that the COMSOL model solution with a 55 mm diameter disk above a 1 mm thick hexadecane
shearing fluid indicates that the edge effect is minimal, and is less than 1 mm (where the
velocity profile along z just start to exhibit non-linear behaviour). This is also verified using a
3D model with the full Navier-Stokes equation.
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∂2uy
∂z2
= 0
uy(x, z = h) = ωr
uy(x, z = 0) = 0
(5.15)
5.9.2 Model set-up and boundary conditions
A stationary 2D COMSOL fluid dynamics model consists of the non-polar shearing phase
(hexadecane), and the aqueous DIB phase (Figure 5.19). Effectively, the key parameter here is
the viscosity of the two phases (provided by the COMSOL package), given as 2.15 mPa s and
0.9 mPa s for hexadecane and water respectively. The fluid dynamics are modelled using the
full Navier-Stokes equation 5.11 in 2D.
The key aspect of this model is dealing with the liquid interface between the DIB mono-
layers and the oil phase. COMSOL does have the ability to perform two-phase flow, however
the complexity of the model caused convergence issues. For simplicity, weak constraints were
applied along the droplet-oil interface, namely by equation 5.16 as a function of surface stress
τ
(1,2)
ij , the gradient of the surface tension γ, and the surface curvature ∇·n, which is effectively
the Laplace pressure for the case of droplets.[358] Additionally, it is constrained that the ve-
locity u normal to the surface of the droplet is zero by equation 5.17, whereas the tangential
components of the velocities must match by equation 5.18.(
τ
(1)
ij − τ (2)ij
)
nj − γ(∇ · n)nj = 0 (5.16)
u · n = 0 (5.17)
u(1) · (I − nn) = u(2) · (I − nn) (5.18)
Here I is the identity matrix, and I − nn is the projection1 of the vector on the plane tangent
to the surface where ut = u
(1,2) · (I − nn).[359]
The system functions on the fact that the Couette flow below the disk imparts stress onto
the surface of the droplets in the well and induces the aqueous fluid circulation inside the two
droplets. To simplify the system, periodic boundary conditions are set at the inlet and outlet
boundaries of the shearing phase above the DIBs where the top wall is set a given velocity or a
“sliding wall” boundary condition. The sliding wall velocity is given by uy(R, z = 1 mm) = ωR
with ω the disk angular velocity and R the distance between the disk axis and the membrane
bilayer centre (see Figure 5.19a). The bottom of the inlet and outlet as well as the bottom of
the droplets are set with “no slip” boundary conditions. Due to this no-slip boundary condition
applied to the remaining walls, the droplet circulation pattern, as demonstrated by Pozrikidis,
1ut = (I − nn) · u = u− n(n · u) = (ux · i+ uy · j)− (nxi + nyj)(nxux + nyuy) = (ux − n2xux − nxnyuy)i +
(uy − n2yuy − nxnyux)i = utxi + utyj
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is predicted to exhibit a biased vorticity centred towards the fluid flow above the channel,[358]
this is verified in the model (Figure 5.19b).
Though the magnitude of the Laplace pressure term is on the order of the stress balance, it
is an (isotropic) constant factor that can be estimated as 2γ
r
as the droplets are semi-spherical
and the term γ(∇ · n) is constant along the oil-water interface. Ultimately, equation 5.16 can
be simplified to a stress balance τ
(1)
ij = τ
(2)
ij +
2γ
r
at the water-oil interface. Furthermore, the
boundary conditions 5.16 and 5.18 are implemented in COMSOL by setting a single-phase fluid
model with a spatially dependent viscosity. Condition 5.17 is implemented by imposing a weak
constraint on the oil-water interface.
The membrane conditions are also key in building an accurate model. To prevent flux across
the model membrane, the impermeability condition is imposed on the membrane between
the droplets, and the only flux which is allowed is through the “thin diffusing boundary”
condition, which is a macroscopic implementation of Fick’s first law. For time dependent
permeability assays, the droplet domains are given initial species concentrations of resorufin
to match experimental bulk concentrations C+ and C− in Figure 5.19. The boundary is then
assigned a user defined membrane permeability value, which allows passive diffusive flux from
one droplet to the other.
5.9.3 Coupling mass transfer and diffusion
The dynamic concentration inside the DIB droplets C±(y, z, t) in the COMSOL model are given
by,
∂C±(y, z, t)
∂t
= ∇ · (−D∇C±(y, z, t))+ u · (∇C±(y, z, t)) (5.19)
as a function of the bulk diffusivity D, and the convection from the Stokes flow. This is coupled
with the dynamic species advection and the flux across the membrane equation 5.20, recall that
Pm =
Dm
δ
.
n ·D∇C± = ±Pm(C−b − C+b ) (5.20)
Note that at all other surfaces n·D∇C+ = 0, where n is the normal vector and Dm is membrane
diffusivity.
5.9.4 Model results
The results of the numerical model are shown in Figure 5.20 as 2D time-dependent concentration
profiles for the acceptor droplet (-). As already shown in the one dimension model in section
5.8, in Figure 5.20a under stagnant conditions a large UWL can be clearly seen extending from
the membrane towards the droplet centre. As expected, under stirring conditions (30 RPM),
the UWL thickness is significantly reduced (Figure 5.20b). The effect of the stirring rate is
illustrated further by Figure 5.20c, where at one minute simulation time, the UWL thickness
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Figure 5.19: Schematic (a) of velocity profile (u = uy, uz) in the z-y direction (no flow in the x direction) for
the 2D fluid dynamic model of the rheo-DIB chip. A sliding wall (blue straight line) 1 mm above the droplets
induces flow (Couette flow) in the non-polar shearing phase 1 in the y direction. This flow is well developed,
periodic, and induces motion on the droplet interface (blue curved line). The moving droplet interface induces
flow inside the droplet (red curved line), this causes circulation and shearing on the membrane surface. Note
all black solid lines imply a no slip boundary condition, also there is no convective flux across any blue or black
line (u · n = 0), however there is species flux across the membrane based on a given membrane permeability
and thin layer thickness. Image (b) of the model result of the flow inside a DIB based on the fluid dynamics
model from a shearing flow of hexadecane above the lipid encapsulated droplets. The streamlines (black lines)
and the velocity magnitude show that the velocity is at the highest near the oil-water interface.
can be shown to be sharply affected by the droplet circulation at 11 RPM. The stirring effect
on the UWL is less pronounced from 50 to 200 RPM.
5.9.5 Dimensionless quantities
There are several useful dimensionless numbers applicable to the analysis of this system. For
a fluid kinematic viscosity ν, angular velocity ω, and radius R, the stirred vessel Reynolds Re
number is defined as,[1]
Re =
ωR2
ν
(5.21)
As the range of Re in these experiments are between 100-1000, the relatively thin layer of shear-
ing fluid prevents stagnation or instability past the “critical Reynolds number” as described by
Schwiderski and Lugt.[360] Inside the droplet, the classic Reynolds number reaches a maximum
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Figure 5.20: Image (a) of a time-dependent droplet concentration C−(y, z, t) profile in a purely diffusional 2D
COMSOL model in the y-z plane. In this case the boundary layer is significantly larger and is slower to reach
equilibrium. Image (b) of a droplet concentration C−(y, z, t) profile in a coupled 2D advection-diffusion physics
model that is mixed by a spinning disk at 30 RPM. Qualitatively, it is apparent that the Blasius boundary
layer decreases the diffusional UWL thickness. Image (c) of a droplet concentration C− profile in a coupled 2D
advection-diffusion physics model that is mixed by a spinning disk at 0, 11, 20, 50, 100 and 200 RPM (snapshot
taken at one minute). Qualitatively, the diffusion layer can be seen to be drastically reduced at higher disk
rotation speeds. Note that the droplet diameter is set at 1 mm and that the right side donor droplet (+) is
truncated for clarity. An intrinsic membrane permeability of Pm = 1.98×10−4 cm s−1 was used in this model.
of 10 for the highest flow rates, which implies the droplet circulation is indeed in the laminar
flow region. Additionally, the Pe´clet number,
Pe =
Ux
D
(5.22)
provides information about the ratio of advection to diffusion for a fluid velocity U , the param-
eter x, which can be transport distance or the slip parameter (from a slip boundary condition),
and diffusivity D.[361, 362] Using the Pe´clet number, Van de Meent et al estimated circulating
flow vesicle boundary layer thickness scaled by δd ∼ Pe−1/3.[363] This provides a good estimate
of the boundary layer effect based on the velocity field and bulk diffusivity. Further as the Pe
number is calculated to be above 700 for the lowest disk speed, it can be confidently presumed
that the system is controlled by advection, which is verified in the COMSOL simulation. Note
however there is difficultly with comparing Pe across systems as the length scale x is arbitrary
as it could be droplet length, radius, or UWL thickness. A third useful dimensionless number
is the Schmidt number,
Sc =
ν
D
(5.23)
which is the ratio of the viscosity of a fluid to the mass diffusivity.[364] Note that the Schmidt
number is related to the Pe´clet number as a ratio to the Reynolds number (Sc = Pe
Re
), and that
for aqueous resorufin the Schmidt number Sc is ca. 2000.
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5.10 Membrane permeability versus disk speed experi-
mental results
The following section represents a significant breakthrough in the ability to measure passive
membrane permeability which accounts for the UWL effect. To the best of my knowledge,
this is the first time DIBs have been successfully stirred in conjunction with a permeability
assay. To validate the rheo-DIB chip, a permeability assay was performed with DOPC lipid
DIBs at various disk speeds to calculate the effective permeability, which was then fit to the
COMSOL model. For this assay the rheo-DIB chip was loaded with 0.8 µL droplets at C− =
0.625 and C+ = 5.0 µM resorufin. These DIBs were formed from deposited films of DOPC
lipid, which were reconstituted to form vesicle emulsions at 5 mg mL−1 in phosphate buffer
at 7.4 pH. The experimental results, shown as solid circles in Figure 5.21, show the effective
permeability Peff increasing from quiescent conditions at (8.86±1.4)×10−5 cm s−1 to 200 RPM
with a permeability reaching (1.8±0.2)×10−4 cm s−1. Note that the saturation of the effective
permeability at higher speeds suggest that UWL thickness is significantly reduced, and the
error from this effect is less than measurement noise. According to equation 2.54, and by using
the literature value for the aqueous diffusivity D of resorufin (i.e. 4.8×10−6 cm2 s−1),[357] the
UWL thickness can be estimated: δd ≈ 137(± 44) µm in quiescent conditions.
Figure 5.21: Plot (closed black circles) of measured effective membrane permeability of resorufin in 0.8 µL lipid-
in DIBs (DOPC) as a function of disk rotation speed (RPM). The results demonstrate an increase in effective
permeability as the mixing and shearing on the membrane decreases the UWL thickness. Sample size n > 10
for each data point, and error bars are set to a confidence interval of 95%. The solid line shows the result from
the numerical model best fit of the experimental data fitting parameter Pm = 1.98×10−4 cm s−1.
Qualitatively, one can see the drastic reduction in UWL thickness from the COMSOL model
in Figure 5.20, it appears safe to asssume that at higher rotation speeds the UWL effect is neg-
ligible, and the intrinsic permeability will be equivalent to the effective membrane permeability.
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In this assay, the intrinsic membrane permeability Pm is estimated to equal the effective per-
meability at 200 RPM, which is (1.8±0.2)×10−4 cm s−1.
To validate this approximation the effective permeability data was fit to the COMSOL
permeability model. This was achieved by entering Pm estimates into the model and calculating
a model Peff values. The Pm variable can be varied until the difference in the experimental and
model value of Peff is minimized. Following this iterative procedure, the intrinsic permeability
Pm was found to be (1.98±0.19)×10−4 cm s−1, which is 10% higher than the original estimate.
From a Welch’s t-test this is found to be a statistically significant difference as the ‘p-value’
is less than 0.05. The results are plotted as the solid black line in Figure 5.21. Additionally,
the stagnant UWL thickness was measured to be 150 µm and a stirred UWL thickness at 200
RPM to be 20 µm. This is confirmation that at high RPM, the rheo-DIB device can be used
to make good estimates of intrinsic membrane permeability. Furthermore, the device can be
used to estimate UWL thicknesses at a given angular velocity.
Recall from Chapter 2.3.1, that the early membrane technique called the ‘cup and aperture’
method was used in permeability assays that suffered from low accuracy and low through-put
implementation (see Figure 5.22a). Furthermore, given that the industry standard PAMPA
technique (see Figure 5.22b) does not employ an accurate lipid membrane, no passive perme-
ability assay existed previously that combined a stable mixed system with an accurate artificial
lipid bilayer. Furthermore, as has been established in Chapter 2.4, it is clear the UWL effect
will be a non trivial artefact of membrane permeability. Therefore, as the rheo-DIB chip has
been successfully shown to be able to accommodate mixing and control the UWL in a DIB per-
meability assay, it is worth noting that Figure 5.21 represents one of the most significant results
of this thesis. Tying back to the technology development flow diagram in Figure 1.1, this result
strongly satisfies the ‘Device Development’ box by providing both a membrane permeability
experimental technique along with computational analysis. The next step in the progression
is, of course, to apply this permeability assay in a high through-put manner (see section 5.11)
with plant lipids, which will be addressed in Chapter 6.5.
5.10.1 Calcein leakage control
There are some issues worth addressing to validate the above results. Firstly, it has been
shown that shear stress effects membrane properties such as increasing fluidity[365] and hence
permeability.[366] To a first approximation, the numerical results do appear to demonstrate that
the intrinsic permeability is relatively constant. However, a control experiment can also help to
confirm the assumption that shear stress does not significantly permeabilize DIB membranes
by inducing poration or increasing hydraulic conductivity of non-permeable molecules as shown
in Figure 5.23.
Calcein is known to have a very low permeability value, and DIBs composed of a concen-
trated source (+) and an empty sink (-) lipid emulsion pair are shown to exhibits an initial
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Figure 5.22: Diagram (a) of ‘cup and aperture’ method for creating black lipid membranes for permeability
assays, which suffers from low through-put implementation. Diagram (b) of PAMPA technique for permeability
assays, which suffers from the fact the membrane is not accurate. Diagram (c) of ‘rheo-DIB‘ method which
demonstrates an improved permeability assay that forms an accurate and biologically relevant membrane, is
well mixed, and can be implemented in a high through-put fashion.
background fluorescence intensity yet remain constant during stagnant (30 minutes) and mix-
ing conditions (2 hours at 200 RPM). If significant shear induced calcein permeability were to
occur, then fluorescence intensity in the sink (-) should increase. As no fluorescence intensity
increase is apparent, the control experiment shows negligible loss due to shear induced per-
meation. Note that the calcein-lipid solution was made with DOPC vesicles in buffer, which
consisted of 100 mM KCl, 20 mM HEPES (pH 7.4), and 500 mM calcein, which happens to be
well above the self quenching concentration.[367]
5.10.2 Membrane shear stress versus disk speed
In order to relate disk speed to actual shear rates on the membrane, the COMSOL model
results for the velocity and velocity gradient were used to calculate the average shear stress on
the membrane due to the circulating flow (Figure 5.24). Recall equation 2.49, here we define
the shear stress τ(z) on the membrane by equation 5.24 as a function of the aqueous viscosity
µ and the gradient of the velocity in the z direction ∂
∂y
uz(y = 0, z), where y = 0 is the centre
of the membrane.
τ(z) = µ
∂uz
∂y
(y = 0, z) (5.24)
The average shear stress τave (Pa) can be found by taking the integral
τave =
1
ztop − zbottom
∫ ztop
zbottom
τ(z)dz (5.25)
The average shear is calculated from the top to the bottom of the membrane on the z-axis
in COMSOL. An example of the variable shear stress along z is shown in Figure 5.24 that
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Figure 5.23: Plot of calcein leakage assay where DIBs are formed with concentrated source droplets (+) and
diluted sink droplets (-) and are tested for calcein permeation with and without shearing. The results indicate
that there is no calcein leakage into the sink droplet (-) and hence no significant membrane poration or shear
induced membrane permeability of non-permeable molecules. The intensities are measured with imageJ from
the area inside the red circles. Note that the source droplet is highly quenched.
shows the highest stress at the top of the membrane and drops close to zero at the bottom.
This measurement also shows that the shear stress on the membrane increases linearly to over
0.08 Pa at a disk speed of 200 RPM. For comparison, the highest reported shear stress in
large arteries is in the range of 1 - 4 Pa, and the reported shear stress in plant cells (cytosolic
streaming in the green algae Nitella) is on the order of 0.1 - 0.2 Pa.[368, 369]
5.11 Expanded rheo-DIB device
A larger version of the rheo-DIB chip was fabricated to accommodate 80 DIB wells distributed
in 10 radial columns of 8 wells 7 mm apart, the first of which starting at 15 mm, shown in figure
5.25. This device is fabricated in a similar fashion to the original smaller version with a base,
well, and spacer plate that forms the well plate assembly, and a 6 mm thick overflow plate.
Instead of visualization on a microscope, this device is mounted on a large reflected light base
(Olympus SZ-STL) and visualized with a QImaging Retiga EXi Fast 1394 camera at 400 ms
exposure. The images are processed using QImaging software and imageJ or MATLAB. For the
resorufin permeability assay, a short pass filter (Semrock RazorEdge 532nm) and a band pass
filter (575-625nm) are applied to the light source (StockerYale Imagelite m20 set to maximum
output) and to the camera respectively.
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Figure 5.24: Plot of average shear stress (Pa) on the DIB membrane calculated from the 2D COMSOL model
as a function of the tangential velocity of the rotating disk at R = 1.7 cm from 30 to 200 RPM. The average
shear stress is calculated from the variable shear stress τ(z) along the z-axis on the membrane from z = -0.3 to
0.3 mm, as indicated from the shear stress plot overlayed on the COMSOL output of the velocity magnitude
profile.
5.12 Conclusions
This chapter covers the engineering of novel microfluidic devices for forming DIBs and per-
forming DIB based permeability assays. Engineering and design techniques are discussed which
includes laser cutting devices and characterising morphology, bonding plastics, and the appli-
cation of simple to increasingly complex microfluidic chips. The three devices outlined are the
so-called “V-chip”, the rotary or “Slide-chip”, and the “Rheo DIB-chip”. To validate the device
performance, a permeability assay with the model molecule (resorufin) is performed at various
mixing rates on the Rheo DIB-chip. To bolster the analysis of the coupled advection-diffusion
in this devices, COMSOL fluid dynamics simulations are provided.
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Figure 5.25: Photograph (a) of large rheo-DIB chip made of PMMA with 10 sets of 8 wells placed radially about
the well plate assembly. The 6 mm pulley is mounted to a 135 mm diameter disk and set on a 3 mm pin. The
disk is driven by toothed band attached to a DC brushed motor and variable voltage supply (0-20V). The DIB
wells (b) in the well plate assembly consist of adjacent cylindrical holes cut into the PMMA that intersect so
that the circle-circle intersection is 0.4 that of the diameter. The DIB wells contain the lipid emulsion droplets
that form DIBs. Schematic (c) of the rheo-DIB assay kit that consists of an Olympus stereoscope stand and base
with a rheo-DIB chip mounted directly to the surface. The camera is equipped with a 12 mm fixed focal length
lens and a band pass optical filter (600±25 nm). The chip is illuminated from the side (through the PMMA
substrate) with light filtered through a short pass filter (532 nm) directed by a fibre optic cable. Photograph
(d) of a large rheo-DIB chip illuminated with light from a fibre optic cable (cone of light emitted at 60°at a
wavelength of ≤ 532 nm) set 3.5 cm away from the first set of DIB wells to ensure uniform illumination inside
the DIB wells. The image acquired is converted from a grayscale value (e) to a relative intensity and plotted
(f) over time as a measure of effective membrane permeability.
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Chapter 6
Membrane Permeability Results:
6.1 Introduction: the development of the DIB perme-
ability assay
Microfluidic chips
I have developed the DIB permeability assay over several years with several device iterations and
improvements. Starting from the first proof of concept as a simple, free DIB pair composed of a
single lipid type with model fluorescent permeating molecule, the rheo-DIB permeability assay
has reached the ability to perform well controlled, HTE assays composed of complex, biologically
relevant lipids. The first device used in this research was the simple DIB well (Figures 5.6).
Despite its simplicity, this well enabled the first proof of concept permeability studies with
hydrogen peroxide across DIB membranes (section 6.2.1). Later, the more developed DIB
well chip for containing droplets during the permeability assay (Figure 5.7) was used in early
unstirred permeability measurements with plant lipids in section 6.3. However the sliding
chip device (Figure 5.9) was used more extensively for proof of concept unstirred resorufin
permeability assays in section 6.2.2, as well is in the iso-pH mapping assay of section 6.4.
Finally, the results of the stirred membrane permeability assay for plant lipids in section 6.5
are available due to the development of the rheo-DIB device from Figure 5.15, and from the
extended version in section 5.11.
Autofluorescence
Autofluorescence happens to be a convenient method for measuring solute concentration. With
respect to agrochemical active ingredients, there are several that are known to autofluoresce
such as pirimicarb, ivermectin, acetemiprid, ethidmuron, amizol, or methabenzthiazuron.[370,
371, 372, 373] Additionally, the fluorescence intensity can be amplified for some agrochem-
icals by cyclodextrin, particularily for the insecticides coumatetralyl, pirimiphos, chlorpy-
riphos, deltamethrin, or fenvalerate.[374] Due to the commercial importance, the agrochem-
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icals glyphosate and atrazine were purchased and scanned on a fluorimeter. Atrazine was
found to absorb at 260 nm and emit at 520 nm, and glyphosate was found to absorb only at
200 nm. Due to the lack of conjugated double bonds, it is not surprising that glyphosate is
non-fluorescent.[375] Unfortunately, as the materials necessary for device fabrication (namely
glass and/or PMMA) are typically not UV transparent, UV absorption spectra is not practical
for concentration measurements. Furthermore, due the the low quantum yield, fluorescence
quantification appears impractical for some agrochemicals. Hence, the following permeability
studies will focus on the small molecule resorufin as the permeating standard.
6.2 Proof of concept
6.2.1 Hydrogen peroxide and phosphatidylcholine (PC) lipids
If a molecule does not fluoresce directly, alternative methods must be applied to measure the
solute concentration indirectly, i.e. reactions that produce fluorescent molecules. A good case
study is the permeability of hydrogen peroxide across a model membrane of DPhPC lipids.
The coupled reaction-diffusion equation inside a DIB can be modelled by the equation,
∂C1
∂t
= P
A
V
(C2 − C1)− vmaxC1
Kmm + C1
(6.1)
where the change in concentration C of hydrogen peroxide in droplet 1 increases as a function
of the permeability of the membrane from droplet 2 and decreases by the enzymatic reaction
of horse radish peroxidase (HRP) to form the dye resorufin from resazurin (Figure 6.1). Note
that Kmm [µM s
−1] and vmax [µM] are the Michaelis-Menten coefficients [376], which can be
found by a calibration line in Figure 6.2a.
The test method requires an Amplex Red Hydrogen Peroxide/Peroxidase Assay Kit (Sigma)
to measure the concentration of peroxide via the enzymatic reaction of Amplex Red to fluores-
cent resorufin. Stock solutions of hydrogen peroxide, reaction buffer, horse radish peroxidase
(HRP) and Amplex Red were made from this kit. Lipid at 10 mg mL−1 was prepared with
phosphate reaction buffer. The lipid DPhPC was chosen due to its relative mechanical stabil-
ity. The lipid solution was extruded 11 times before use. A working solution made of Amplex
Red, HRP, and lipid-buffer was made in separate Eppendorf tubes that were combined with
calibration standards and test samples. For calibration, serially diluted hydrogen peroxide in
lipid-buffer was added to the working solution immediately before testing at concentrations
of 20, 10, 5, 2.5 and 1.25 µM. For kinetic testing, similar calibration samples were prepared
without lipids and were dropped into a hexadecane well and the fluorescence was measured for
5-6 minutes after the reaction was initiated. A Lineweaver-Burk plot was used to measure the
kinetic data which was compared to literature values.
In the experiment depicted in Figure 6.1, free DIBs in open hexadecane wells (see Figure
5.7) are formed with DPhPC emulsion droplets with a volume of 0.75 µL. Droplet 2 (source)
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Figure 6.1: Coupled reaction-diffusion of hydrogen peroxide across a DIB membrane which reacts with horse
radish peroxidase to from oxygen and the fluorescent molecule resorufin.
contains buffered H2O2 at 20 µM and droplet 1 (sink) is filled with HRP and resazurin (Amplex
Red). Once the droplets form DIBs, the H2O2 permeates the membrane from droplet 2 to 1 and
reacts with the resazruin to form resorufin. The HRP kinetics taken from literature (Kmm = 1.5
[µM] and vmax = 0.032 [µM s
−1] [377]) were applied and the ODE is solved to fit the empirical
result neglecting photo-bleaching, the UWL, and resorufin back permeating into droplet 2, as
shown in Figure 6.2b. Note that the experimental values of Kmm and vmax obtained differed
slightly, which could be due to protein deactivation. The membrane interface diameter is on the
order of 30 µm and from the fit k (and with the V/A ratio at 3.33 cm), the effective permeability
is found to be P = (2.7±0.2)×10−4 cm s−1. This can be compared to peroxide permeability of
Jurkat T-cells, erythrocytes, and E. coli at 2×10−4 cm s−1, 6×10−4 cm s−1, and 1.6× 10−3 cm
s−1 respectively. [378, 379] Note that, as will be shown, resorufin will also permeate back into
the source droplet as it is formed from the reaction. However, as the permeability of hydrogen
peroxide is sufficiently high relative to resorufin, the loss of resorufin will inevitably be bulk
diffusion limited on these length scales.
6.2.2 Unstirred resorufin and phosphatidylcholine (PC) lipids
As a further proof of concept, the fluorescent molecule resorufin was tested for relative diffusivity
in the lipids DOPC and DPhPC, the results of which were published in part in the journal Lab
on a Chip,[102] and permeability data is provided in Figure 6.4. To ensure a direct correlation
of intensity to solute concentration, it was found that resorufin was linear in the region of 0.625
to 5.000 µM, as shown in Figure 6.4a. The photo-bleaching effect has already been discussed
and it is known that resorufin is susceptible to deactivation. Additionally, as resorufin is oil
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Figure 6.2: Lineweaver-Burk plot (a) of hydrogen peroxide and Amplex Red with horse radish peroxidase. Plot
(b) of dynamic concentration of hydrogen peroxide and resorufin inside DIB sink and source droplets to fit the
empirically measured concentration of resorufin.
soluble, the rate of oil leakage is believed to be an issue. In order to minimize the effect of
photobleaching, the Typhoon Fluorescence scanner (FLA 7000) was used and to minimize oil
leakage, a minimal oil-submersion phase was used. To verify that the droplets maintained a
steady resorufin concentration, single droplets (no DIB formation) were put into close proximity
and fluorescence data was captured (see Figure 6.3). The droplets were incubated for another
2 hours without any significant change.
Figure 6.3: Plot of normalized fluorescence intensity of calibration droplets with 0.625 to 5.000 µM resorufin
respectively. The intensity remains constant after 900 seconds. The sample size was n = 6 for this control
experiment.
Using the slide chip (see section 5.6), the effective permeability of resorufin across DOPC
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and DPhPC lipids was measured, shown in Figure 6.4b. The results indicate that the DOPC
membrane is 30% more permeable to resorufin than to DPhPC. As it is known the UWL will
have an affect on these measurements, the absolute value of the permeability is irrelevant;
what matters in this case is the relative permeability. If we can assume that both assays have
a similar UWL thickness, then the relative permeability values can be used to estimate the
difference.
Figure 6.4: Plot of (a) resorufin calibratin curve showing linearity with respect to fluorescence intensity from
0.625 to 5.000 µM (n = 15). Plot (b) of resorufin permeating 0.2 µL DIBs of DOPC (n = 14) and DPhPC (n
= 6). The green line and box represent DOPC assay contrentration and the black line and triangle represent
the DPhPC assay concentration.
What is the difference between DOPC and DPhPC lipids to cause the change in perme-
ability? They are both in the same liquid phase (Lα),[380] they both have choline head groups
and they have similar chain lengths (18 and 16) respectively. The biggest differences are the
cis conformation in the 9th carbon on DOPC (see Figure 2.8c) and the 8 methyl groups on
the DPhPC (see Figure 2.8d). A combination of these factors could play a role. Moreover, the
kink in the oleic acid chain disrupts the bilayer packing, allowing for easier molecular access
into the membrane. Despite the steric hinderance of the methyl group, the chain linearity is
less favourable for small molecule movement. As resorufin is protonated at pH 7.4, the weak
acid can be considered to be less ionic and therefore reside more likely at the non-polar inner
membrane than the outer head group. It therefore makes sense that the tail properties will
affect the membrane permeability of resorufin. Additionally, according to Lopez et al, water
permeability has been shown to increase with more double bonds in the acyl chain.[381]
6.3 Unstirred resorufin and plant lipids
Though a large proportion of permeability experimentation is focused on mammalian cells for
the pharmaceutical industry, there have been some significant efforts to study plant cell mem-
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brane permeability, such as the effect of senescence, leakiness associated with anaerobiosis and
the inhibition of respiration or high oxygen stress, and phospholipid peroxidation.[382] Going
forward, understanding the effect of modern agrochemicals and molecules such as ‘safeners’ or
hormones will be of increasing interest. To this end, a study of the rates of plant lipid mem-
brane permeability to resorufin was performed. Four plant mimic lipids systems were found to
be stable in quiescent DIBs: soy, Arabidopsis, oat, and tobacco. The results of a permeability
assay was published in the peer reviewed journal, Biomicrofluidics.[98]
The soy polar lipid extract (SPLE) was purchased from Avanti Polar lipids and contained
(wt/wt) 45.7% phosphatidylcholine (PC), 22.1% phosphatidylethanolamine (PE), 18.4% phos-
phatidylinositol (PI) and 6.9% phosphatidic acid (PA) with the remaining 6.9% unknown.
Estimates of model plant lipid systems of Arabidopsis,[383] tobacco,[384] and oat,[385] were
made my adding various amounts of phospholipids, phytosterols and cerebrosides as shown in
Table 6.1. It was found the phospholipid content of the SPLE available from Avanti Polar
Lipids matched that of many other plant species, such as for green tomato pericard, where the
lipid content in decreaseing order of abundance was found to be PC, PE, PI, PA, PG, and PS
(though chiefly the lipids consisted of PC and PE).[386, 387] A slightly different lipid content
is present for chloroplasts, which consist mainly of glycerolipids such as monogalactosyldia-
cylglycerol (MGDG) and digalactosyldiacylglycerol (DGDG), with PC, PG, PE, and PI lipids
(in decreasing order of abundance).[388, 389] Glycerolipids are important in plants as they are
required for synthesis of plant mitochondria.[390] However, experimentally it was shown that
DIBs formed with high MGDG or DGDG lipids are not stable. The highest stable DGDG
lipid content was found to be 35%. Note that DGDG was chosen as the cone shape allows for
easy packing into planar bilayer, where MGDG tends toward inverted micelle structures.[391]
Note that the lipid compositions and structures provided by the supplier (Avanti Polar Lipids)
as shown in Figure 6.5 are “representative” and are only “one of many possible structures in
the product”.[5] The majority of the SPLE mixture consists of neutral lipids (67.8wt%), the
remaining are anionic lipids (at least 25.3wt%).
Sample mol% SPLE stigmasterol sitosterol glucocerebroside
SPLE 1 0 0 0
PSC 1 Arabidopsis 0.50 0.20 0.20 0.10
PSC 2 Tobacco 0.42 0.15 0.15 0.28
PSC 3 Oat 0.44 0.07 0.07 0.42
Table 6.1: Table (mole percent) plant lipid compositions for model membranes of phospholipid-sterol-cerebroside
(PSC) systems for Arabidopsis, tobacco, and oat plasma membranes.
A permeability assay was performed for each lipid type in Table 6.1, where each DOPC
lipid source droplet filled with resorufin dye was interfaced with a droplet containing one of
the types of plant lipids (see Figure 6.6). The permeability assay was performed on a 10 by
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Figure 6.5: Chemical structure (a) of the polar lipid L-α-phosphatidylcholine (the choline group in the red box
is positively charged making the lipid neutral) which makes up 45.7 wt of the SPLE%. Chemical structure
(b) of the polar lipid L-α-phosphatidylinositol (the inositol group in the red box is neutral making the lipid
anionic) which makes up 18.4 wt% of the SPLE. Chemical structure (c) of L-α-phosphatidylethanolamine (the
ethanolamine group in the red box is positively charged making the lipid neutral) which makes up 22.1 wt% of
the SPLE. Chemical structure of L-α-phosphatidylglycerol. Chemical structure (e) of L-α-phosphatididic acid
(the phosphate group in the red box is negatively charged making the lipid anionic) which makes up 6.9 wt%
of the SPLE, the other 6.9 wt% of the SPLE is of unknown structure. Chemical structure (f) of the (plant)
sterol sitosterol, where the distinguishing factor relative to cholesterol is the ethyl group at the 24th carbon in
the red box. Chemical structure (g) of the (plant) sterol stigmasterol, which has a double bond from carbon 22
to 23. Chemical structure (h) of the neutral plant sphingolipid (glucosyl ceramide) glucocerebroside. Chemical
structure (i) of the soy extract digalactosyldiacylglycerol (DGDG). Note all structures and compositions are
provided by the supplier Avanti Polar Lipids.[5]
7 slide chip with 1 mm diameter wells. 70 lipid-in droplets loaded with 5 µM resorufin (at 5
mg mL−1 lipid content in phosphate buffer) with a volume of 100 nL were pipetted into the
source wells. Additionally, 70 complimentary droplets at 0.625 µM resorufin were pipetted
and allowed to incubate for 30 minutes inside the Typhoon gel scanner. At the start of the
assay, the slide chip was implemented and the DIBs were formed and a fluorescence scan was
captured. Fluorescence images were captured every 2 minutes up to 10 minutes. The droplet
volumes were known a priori and the DIB interface area were calculated by image processing
techniques established in Chapter 3.4.3. The dynamic intensity data was then fit to Fick’s first
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law to find the permeability value (see Chapter 3.3.2 for details).
The results show the permeability data for pure DOPC, soy, Arbidopsis, tobacco, and oat.
Note that the results in Figure 6.6 are only effective membrane permeabilities, not intrinsic
permeability as the droplets have not been mixed. Moreover, the results must be analysed on a
relative basis and not taken as an abolsute value that can be directly applied to cellular systems.
On a relative basis, the results do indicate that statistically, the DOPC permeability rate is only
marginally faster than that of the tobacco and oat mimicked membranes. Furthermore, there is
no statistical difference between the permeability rate of soy and Arabidopsis. However, there
is a marked difference in permeability between these two sets, indicating that the cerebrosides
act to decrease the membrane permeability. Though it is also apparant that another ingredient
in the soy lipid mixture, such as PE, PI, or PA, acts to increase the permeability. However
the results do appear to match previous findings that indicate cerebrosides reduce membrane
permeability in liposomes.[392, 393].
Unfortunately, after many attempts it became clear that the SPLE and PSC lipid mixtures
did not enable stable DIBs for mixing on the rheo-DIB assay. This may have something to
do with the high surface tension of the system or phase separation, which highlights one of
the major limitations of DIBs as assays for permeability. Note that pendant droplet shape
analysis was performed on several of these mixtures; for reference, 1:1 mixture of SPLE:DOPC
was found to be 1.51± 0.1 mN m−1, the PSC-1 and PSC-2 were found to be on the order of
3.58±0.2 mN m−1 and 1.32±0.1 mN m−1 respectively. Recall that the more stable lipid system
(namely DOPC or DPhPC) had a lower surface tension, closer to 1.1 mN m−1.
As a simple estimate, the intrinsic membrane permeability can be calculated indirectly (see
white bars in Figure 6.6) by assuming the size of the UWL. For the case of 0.1µL droplets, it is
safe to assume the UWL thickness δ could be on the order of magnitude of the droplet radius,
or ca. 100µm. We can then use the equation,
1
Pm
=
1
Peff
− 2δ
D
(6.2)
along with the diffusivity to find an estimate of the intrinsic membrane permeability Pm. It is
clear that this is a very inaccurate method for measuring intrinsic permeability as the UWL
effect magnifies the error. Indeed, going forward, either methods of mechanically stabilizing
the DIBs, or using a higher concentration DOPC or DPhPC will be necessary for complex lipid
permeability assays.
6.4 Mitigating the UWL: iso-pH mapping assay
An “iso-pH mapping” assay can be used to measure the UWL thickness and intrinsic perme-
ability in a DIB membrane. This assay is performed on the sliding chip (Figure 5.9) for 0.2 µL
DOPC DIBs at 5 mg mL−1 (Figure 6.7), where a pH range from 5.6 to 10.1 was performed and
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Figure 6.6: Effective resorufin permeability calculation for each lipid type in 0.1µL DIBs of DOPC (n=17),
SPLE (n=8), PSC1 Arabidopsis (n=5), PSC2 Tobacco (n=16), and PSC3 Oat (n=9). Note that the droplets
are incubated at 2 minutes before osculation with a needle tip.
fit to equation 2.46 by a RMSE minimization. Note that the experimental control is the per-
meability data collected at 7.4 pH. The results indicate that the permeability saturates as the
molecule is protonated at lower pH, and as resorufin is de-protonated at an alkaline conditions
it will be less permeable. From the fit to equation 2.46, the unstirred water layer permeability
PUWL and the intrinsic membrane permeability Pm were found to be 6.67×10−5 and 2.17×10−4
cm s−1 respectively. Additionally, the UWL layer thickness δd was found to be 360 µm. This is
a reasonable estimate as the UWL thickness is on the order of the droplet radius. However more
data points are required for a better fit, unfortunately, as resorufin has a decreased fluorescence
intensity at higher pH, data points above 10.1 are not easily accessible.
6.5 Mitigating the UWL: rheo-DIB assay
6.5.1 Mixing standard phospholipids
An HTE resorufin permeability assay was performed on the large rheo-DIB chip (section 5.11)
to further study the effect of specific lipids on membrane permeability. The clearest results in
Figure 6.8 show the difference in (stirred) permeability between DPhPC and DOPC. This result,
already summarized, is used as a baseline to understand other lipid effects on permeability such
as DOPG, DOPE, stigmasterol or DGDG. Due to the unfortunate fact that not all lipids form
stable DIBs, it often necessary to form the less stable lipids in diluent PC lipids. Even a very
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Figure 6.7: Resorufin permeability in DOPC DIBs as a function of system pH. The experimental results (red
dots) show a decrease in permeability with respect to increase pH (n > 3). The results are fit (black line) to
equation 2.46 with a least squares method.
low dilution of (6%) DOPS in DOPC was found to be unstable with respect to DIB formation.
It appears that the DIB instability could be due to the surface tension effect, as 50% DOPS in
DOPC had a very high surface tension at 10.2±1.2 mN m−1.
Earlier results indicate that there is no statistical difference in pure DPhPC and 12% DOPG
in DPhPC in quiescent conditions, however upon mixing, the highest stable DOPG content
DIBs appear to have ca. 25% higher permeability than pure DPhPC. This system was chosen
in this study as it compliments the membrane asymmetry research, as DOPG lipids in DPhPC
were previously used to probe the effect of membrane asymmetry on membrane surface tension
(see Chapter 4.4.2). Furthermore, there appears to be an affect of asymmetry. Though the
direction of asymmetry showed no statistical difference, the asymmetric case overall appeared to
be higher than expected. If area deviation were the case, this would imply that the membrane
should have been 20% larger due to curvature, however, as we have already seen for this DOPG
concentration the area change is on the order of a single percent (see Figure 4.3).
PE lipids are also biologically important, for example, it has been shown that PE can in-
crease the skin permeability of the anti-fungal drug fluconazole.[394] Additionally, the existence
of PE in PC bilayers is known to permeabalize abscisic acid.[395] However, the results of a 1:1
ratio of DOPE and DOPC in Figure 6.8 show very little change in membrane permeability.
This may be the case that the lipophilic resorufin permeability may be limited by the lipid
acyl chains, not the head groups, as demonstrated by the difference in permeability between
DOPC and DPhPC. Unfortunately, limitations in DIB stability for varying acyl chain lengths
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is a significant challenge and requires further investigation. Note that the surface tension of the
DOPE/DOPC mixture between water and hexadecane was found to be 1.8±0.3 mN m−1. A fu-
ture experiment could include the permeability of glucose across DOPE lipid DIBs. According
to literature, hydrophilic molecules such as salts or glucose have been shown to have perme-
ability rates across saturated PE controlled by the head group due to “reorganization of water
structure...at the bilayer surface”.[396] Certainly, further studies with ionic small molecules
with PE lipid bilayers could yield useful results.
6.5.2 Mixing plant lipids and sterols
The effect of stigmasterol, glucocerebrosides, and DGDG was tested by doping up to 25%
stigmasterol in DOPC, 32% glucocerebrosides in DOPC, and 35% DGDG in DOPC DIBs to
assay permeability of resorufin under mixing. Note that DGDG is chosen over MGDG as the
mono- version is known to form hexagonal structures (i.e. non-bilayer-forming) where the di-
version forms bilayers.[397] The results in Figure 6.8 indicate that though stigmasterol has little
or no affect, glucocerebrosides and DGDG highly permeablizes DOPC. It is not surprising that
stigmasterol does not affect permeability, as previous results indicate that both free stigmasterol
and free β-sitosterol have negligible effects on membrane permeability, though cholesterol itself
was found to have a much greater effect.[398] A possible explanation is given by Finean,[399]
that only “flat sterols” can penetrate lipid membranes, and the plant lipids are too bulky to
partition effectively, and will therefore have little affect on membrane properties (see for Figure
6.5 for chemical structures). The permeability increase due to the addition of DGDG and
glucocerebrosides is rather similar, which is not surprising as the structure also is very similar.
Note that the surface tension of these lipid mixtures was measured to be less than 1 mN m−1.
Understanding thylakoid membrane permeability is important to understanding photosyn-
thesis. Of the 35 - 40% lipid content in the thylakoid, 77% of the lipids are galactosyldiglyc-
erides, and of the nonpigmented lipids, 51% are MGDG and 26% DGDG (and only 3% PC
lipids).[391] According to Takahashi and Asada, the thylakoid membrane does a very good job
keeping out anions such as superoxide anion (O−2 ), with a permeability measured 100 times lower
than resorufin across DOPC/DGDG membranes at 2.1×10−6 cm s−1 at 25◦C and pH 7.3.[400]
This is important as thylakoid mebranes rely on ion-specific channels to function properly[401]
and cannot be overrun by free ions from the intracellular space. The high relative surface area
of the thylakoid also implies that the rate of transport will be much higher relative to more
spherical organelles. There have been previous thylakoid membrane permeability studies, most
of which employed on radio-labelled tracers. For example, sugars have also been shown to
decrease the permability of thylakoid membranes by modifyting solute partitioning and thus
making “the lipid headgroup region of these membranes less accessible for solutes”.[402]
The results in Figure 6.6 and 6.8 are a good start in satisfying the second tier of the
technology development in Figure 1.1. Here a membrane permeability measurement using plant
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Figure 6.8: Results of the (mixed) membrane permeability to resorufin of increasing amounts DOPG in DPhPC
or DOPE, stigmasterol, glucocerebrosides, and DGDG in DOPC. The n samples sizes ranged from 21 to 67
depending on system stability, the error bars are defined with a CI of 95% (2σ). The mixing was performed on
the rheo-DIB device at 50 RPM with 0.9 µL droplets filled with 5 and 0 µM resorufin at pH 7.4.
lipids has been demonstrated for a model molecule, namely: resorufin. Clearly, there are still
some challenges to be met, most importantly: finding a method for measuring concentrations
of non-fluorescent agrochemicals. Furthermore, given that the lipid mixtures were found to
be less stable than expected, there inevitably will be significant future challenges in solving
membrane stability in DIBs.
6.6 Conclusions
This chapter includes the intrinsic permeability results of resorufin across membranes of various
lipid mixtures. The permeability assay is validated for hydrogen peroxide across artificial
lipid DIB membranes (performed previously for the unstirred case). Furthermore, this chapter
provides novel data for resorufin membrane permeability with lipids including plant extracts,
phosphatidylcholine, phosphatidylethanolamine, phosphatidylglycerol, stigmasterol, sitosterol,
glucocerebrosides, and various mixtures thereof. A novel iso-pH mapped assay of resorufin
permeability is also provided.
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Chapter 7
Future Work and Conclusions:
7.1 Towards a systems model of a plant cell
The third level in the flow diagram of Figure 1.1 is addressed here: namely a systems model of
the fate of agrochemicals in a plant cell taking into account cellular geometry, total membrane
surface area, degradation rates/enzymatic reaction rates, as well as active and passive translo-
cation. In theory, the results from the DIB permeability assay can be used as inputs to such a
model that can be applied to obtain a general picture of the transport of agrochemicals in bio-
logical systems. To this end, a MATLAB Simulink model has been built for the introduction of
an agrochemical to the extra-cellular space around a cell, such as wax layer penetration from a
chemical spray. Surfactants and adjuvants are known to permeabalize the active ingredients in
drugs and agrochemicals, and could affect the model drastically.[403, 404, 405] Indeed this im-
plies that, in addition to the intrinsic permeability of the active ingredients, rates of additional
agents as well as the combined effect must also be characterized. Furthermore, the non-trivial
task of assigning UWL thickness to the cell and organelle membranes must be undertaken.
The rheo-DIB device proves to be a valuable tool in this case, however much more data and
analysis is required. Finally, in order for the model to be of practical use, important biological
data must be known such as whether or not the molecule has access to membrane proteins for
active transport, or potential interaction with biochemical pathways. Even though it has been
theorized that, at least for human cell-drug uptake, 80 to 95 percent of drugs do not have access
to active transport,[406, 407] the possibility of active transport cannot be underestimated for
plant cells. The simple model developed below is meant to be used as an example of what is
possible for future work and requires much more development before it can become practical
in an effort to develop agrochemical products, the final tier in the technology development flow
diagram.
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7.1.1 Model components and equations
A dynamic transport model for the diffusion of agrochemicals in cellular systems is developed
on MATLAB Simulink. The methodology and assumptions for the transport model follows
similar logic to physiological models of fluid transport, such as developed by Chbat et al, where
the cardiopulmonary model treats the fluid transport between organs through veins as a 1-
dimensional analogue of a resistor-capacitor circuit.[408] In a similar fashion, permeation across
cell membranes can be broken down into a 1-dimensional series of hydraulic permeabilities, see
Figure 7.1. Here the assumption is that the rate of diffusion driven by concentration, C,
differences between nodes 1, 3, 4 and 2 is given in the form of equation 7.1, and that any other
factors of permeability, such as the UWL effect, are lumped into the parameter k.
dC2
dt
= k12(C1 − C2) + k23(C3 − C2) + k24(C4 − C2) (7.1)
Here we can define the fundamental equation for the 1D implementation of Fick’s first law for
Figure 7.1: 1-dimensional resistivity diagram that shows how permeability equations are connected.
species C at node i connected to any j with rate kij.
Ci =
N∑
j=1
∫
kij(Cj − Ci)dt (7.2)
For the plant cell system of Figure 7.2, the concentration of the species in the extracellular
space can be controlled by setting Cec. The concentration inside the cytoplasm Cic will then
be a function of the sum of the concentration gradients for each organelle in the cell, written
out explicitly as,
Cic =
∫
kcw(Cec −Cic)dt+
∫
knuc(Cnuc −Cic)dt+
∫
kchl(Cchl −Cic)dt+
∫
kvac(Cvac −Cic)dt.
(7.3)
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The organelles, for example the nucleus, are simply,
Cnuc = −
∫
knuc(Cnuc − Cic)dt (7.4)
The solution of this system of ODEs can be solved numerically, for this example the default
MATLAB Runge-Kutta method (ode45) is used with a variable time step over a 200 second
period.
Figure 7.2: Schematic (simplified) of plant cell that consists of a cell wall (cw), nucleus with membrane (nuc),
vacuole with membrane (vac), and a number of chloroplasts with a collective membrane (chl). The chloroplasts
consist of an outer (om) and inner (im) membrane which houses the thylakoid membrane (tm). Other organelles
are omitted for simplicity.
7.1.2 Model assumptions and parameters
The source of agrochemical Cec in the extra-cellular space can be modelled as pulse with a
gradual (1st order) decay due to evaporation or convection etc, a similar approach as taken by
Juraske et al.[409] Once in the cytoplasm, the cell has a number of mechanisms at its disposal
to either sequester or modify the toxic components. For example, plants have the ability
to covalently link xenobioitic compounds to glutathione and subsequently store them in the
vacuole by active (ATP-dependent) transport.[410] The assumption also is that the modelled
chemical species will be mostly neutral, as even weak electrolytes are subject to ion traps, the
exact mechanisms of which are still poorly known, in particular the octanol water partition
coefficient has yet to be proven for electrolytes.[411] Moreover, though there is sufficient proof
that vacuoles actively traps sodium, potassium, and chloride,[412] data is lacking for rates of
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the accumulation of agrochemicals in plant cells. The persistence of agrochemicals in a plant or
soil system is also a question to consider. Factors such as soil composition, pH, and microbial
activity, as well as climatic factors, such as sunlight, moisture, and temperature will have an
affect.[413] Furthermore plants can metabolize some herbicides.[414, 415]
If it is assumed that the cell size is ca. 50 µm (spherical approximation)[416] that has
roughly a volume of 6.5×104 µm3, and an area of 7.9×103 µm2, with a permeability of 1 µm
s−1 the rate of transport kcw will be 0.12 s−1. Plant cells size can change throughout its life-
cycle, such as increasing through vacuolation or increasing the mass of the cytoplasm.[417] The
change in cell or organelle volume and surface area will also affect passive transport, which
can be accounted for in the model as long as the dynamic area and volume is known a priori.
Vacuoles are particularly complicated as size and function vary from cell to cell,[418] and the
effect of passive and active transport in the vacuole as a storage organelle make this a crucial
aspect of the model. The vacuole takes up a very large portion of the cell volume, and can
be 89% of the total volume.[419] From this, one can assume that the volume and area are
approximately equivalent to the cell area and volume itself. The chloroplast nucleus can also
change in size and shape, however a good estimate in size is 9 µm.[420] Assuming the nucleus
is roughly spherical, the volume and area will be 3.8×102 µm3 and 2.5× 102 µm2. If the
permeability is on the order of 1 µm s−1, then the rate of transport knuc will be 0.66 s−1.
In spinach it has been shown that the number of chloroplasts can be increased by a factor
of 5 over a 10 day period, and will have typically on the order of 10-100 plastids per cell.[421]
Chloroplasts are known also to shrink under illumination,[422] and in general, the shape has
been shown to be controlled by mechano-sensitive ion channels.[423] The larger number of
plastids per cell implies that the area to volume ratio will be relatively high which could cause
increased permeation. Though they come in a variety of sizes, a typical chloroplast area and
volume is on the order of 38 µm2, and 20 µm3.[424] This implies that the area to volume ratio
is 1.9, and the transport rate at P = 1 µm s−1 is 1.9 s−1.
The distinct feature of the thylakoid membrane is the high area to volume ratio as it is a
stacked lamella, which accounts for 50−70% of the membrane surface area, depending on light
and growth conditions.[425] The Arabidopsis (wild type) area of the thylakoid per chloroplast
is on the order of 65 - 75 µm2.[426] Assuming that a typical grana1 has a volume of 0.018 µm3,
and there are 35 grana per chloroplast, the total volume can by estimated to be 0.63 µm3
7.1.3 Simulink model
As an example, the simple model described in Figure 7.2 is implemented in a Matlab Simulink
Graphical User Interface (GUI) environment, shown here in Figure 7.3. The operator box (1
s
)
is used to calculate the integral, the gain operator (triangle) is used for multiplication, and
the addition and subtraction boxes drive the concentration differences. The Dormand-Prince
1The grana is a stack of thylakoid disks.
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(Runge-Kutta family) solver is used to find the solution with a relative tolerance of 0.001. The
model is built by block “drag-and-drop” from the Simulink library into the GUI environment,
where each node is connected as an input (arrow in) or output (arrow out). The “source” for
the model includes the initial condition on the “K decay” integrator. The “sink” for the model
include outputs “Out1” to “Out6”, which are the concentrations of the external, intracellular,
nucleus, vacuole, chloroplast, and thylakoid, respectively. The initial conditions on all other
integrators are set to zero for this model.
Figure 7.3: A GUI diagram of a simplified plant cell system modelling the diffusive transport of a chemical
species throughout the 6 node system. The simplified model consists of a single source subject to decay and 6
sinks for each organelle compartment and external source.
7.1.4 Model outputs
Based on the estimated cell and organelle volume/area values in Table 7.1, the Simulink model
can be applied to test several cases for varying permeability rates. The results of nine different
cases are plotted in Figure 7.4. For case (a) to (c), all permeability values are set to x = 1 µm
s−1, except the wall permeability which is varied by xcw = (10, 1, 0.1). As expected, the results
show that despite the differences in surface area to volume ratio, the concentration throughout
the cell/organelle remains similar. For case (d) the results show that it does not take much
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Membrane A Area µm2 V Volume µm3 P Permeability µm s−1 k Rate s−1
Cell Wall 7.9×103 6.5×104 Pcw = xcw 0.12 xcw
Nucleus 2.5×102 3.8×102 Pnuc = xnuc 0.66 xnuc
Chloroplast 38 20 Pchl = xchl 1.9 xchl
Thylakoid (Grana) 70 0.63 Pthy = xthy 111 xthy
Vacuole 7.9×103 6.5×104 Pvac = xvac 0.12 xvac
Table 7.1: Table of model parameters for membrane area, organelle volume, permeability, and effective transport
rate provided for the cell wall, nucleus, chloroplast, thylakoid, and vacuole. In the model, the permeability value
is varied as x, where the rate is given as k(x) = xAV
difference in permeability (just a factor of xvac = 10 or smaller) to have a drastic affect in
the vacuole accumulation of chemical species. However the nucleus requires a permeability
xnuc = 100 or less to achieve a substantial difference. The chloroplasts (f) and (g) also require a
similar difference in permeability to be affected, and is only marginally affected for xchl = 1000
or smaller in permeability. Finally, the thylakoid membrane permeability requires a very drastic
difference in permeability to have an affect, such as xthl = 10, 000 to xthl = 100, 000. The results
reflect the fact that the surface area to volume ratio will have a lessened affect at the higher
ratios.
What does this mean for applying the results from the experimental section for the model
molecule resorufin? Most notably, the largest variation in permeability varies only by a factor
of 2 or 3 for resorufin across membranes of mixtures of PC, PE, PG, DGDG or sterol etc, this
implies that this lipid variation would not have a significant affect if they were applied to a
cellular system of similar permeability (though pH variations might lead to a difference of a
factor of 10). Going forward, testing weak electrolytes (such as herbicides) that are less perme-
able would probably show more interesting trends, also including the role of membrane pores or
active species transport via membrane proteins. Finally, as already (briefly mentioned) there
are convective fluxes that can affect the mass transport between and around cells. Therefore
the variable effect of the UWL should also be applied for any transport model to be useful,
which requires a more detailed fluid dynamic study of advective transport on the cellular level.
7.1.5 A note on applicability of plant lipid membrane permeability
measurements
With regard to application and the industrial interest in this technology, conversations with
the technical leadership of several agrochemical companies led to a mixed degree of enthusiasm.
Bayer Crop Science, for example, appeared to be placing most of their resources on studies of
wax layer permeation and assumed that it was the limiting factor for uptake. The lack of interest
in understanding intrinsic permeability is undoubtedly compounded with the limited success of
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Figure 7.4: The model result for 9 different cases where (a) the cell wall permeability is set to xcw = 0.1, (b)
all permeabilities remain x = 1, (c) the cell wall permeability is set to xcw = 10, (d) the vacuole permeability is
set to xvac = 0.1, (e) the nuclear membrane permeability is set to xnuc = 0.01, (f) the chloroplasts permeability
is set to xchl = 0.01, (g) the chloroplast permeability is set to xchl = 0.001, (h) the thylakoid membrane
permeability is set to xthy = 0.0001, and (i) the thylakoid membrane permeability is set to xthy = 0.00001.
PAMPA. Syngenta, in contrast, placed a much higher degree of importance on understanding
intrinsic permeability of lipid membranes as a means to bolster product design. Indeed, at the
time of the authorship of this thesis, industrial interest in this technology has substantially
increased.
7.2 Conclusions
To my knowledge, this thesis comprises the first comprehensive analysis of the application of
droplet interface bilayers as a platform for passive membrane permeability. The analysis of
which includes a thermodynamic and physical interpretation of the phenomena relevant to
surface tension driven morphology, chemical potential driven diffusional transport, and the
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fluid dynamics of bulk diffusion limitations, i.e. the unstirred water layer affects. A novel
study of membrane curvature and asymmetry has been performed that has thermodynamically
linked DIB membrane curvature and lipid bilayer asymmetry. Studies such as this not only
supply shape information of DIBs for permeability studies, but serve to bolster fundamental
studies of droplet emulsions structures and the physical properties of asymmetric membranes
useful in many other fields of study. Engineering and design of novel microfluidic devices have
been performed for the purpose of simplifying DIB formation and droplet rendering, as well
as imaging, and measuring the UWL thickness during permeability assays. These results have
led to several peer reviewed publications, including first ever formation of artificial plant cell
membranes on a DIB platform.[98] Experimental permeability values of the model molecule
resorufin have been obtained for various lipid types using these devices that have yielded the
most accurate rate measurements to date. Furthermore, the results are validated by cross-
platform finite element analysis tools, used to perform fluid dynamics analysis on the coupled
advection-diffusion system of permeating DIBs in both stagnant and stirred conditions. Finally,
the potential has been suggested for this work to be ultimately used in models that facilitate
the development of more effective and safer small molecule products such as pesticides or drugs.
It has been demonstrated that both volume and lipid asymmetric DIBs form a spherical
cap in the bilayer due to a surface energy balance or force balance (where Neumanns triangle
must hold). Taylor et al has shown this to be true for symmetric DIBs,[139] however this
work has shown that with the application of CLSM, the curvature effect in asymmetric DIBs
can be employed as a new technique for measuring interfacial tension of asymmetric lipid
bilayers. This result is useful in that it can help to confirm the membrane surface area in
DIB permeability assays. Both model and experiment predict that the effect of area deviation
increases with asymmetry, yet even in the most asymmetric system in these experiments the
area deviation manifested as only a few percentages. Moreover, only extreme cases of volume
or area asymmetry appear to affect the surface area due to membrane curvature. Future
applications for measuring surface tension in asymmetric DIBs, or even multi-compartmental
vesicles (MCVs),[427] include studies of lipid flip-flop kinetics, or protein binding.
According to Thomson and Dietschy, failing to take into account the effect of the UWL
will cause severe underestimates in passive permeation measurements.[241] The results of the
rheo-DIB permeability assay prove this, where an underestimate of ca. 55% was measured for
the effective permeability of resorufin relative to the intrinsic membrane permeability value of
stirred and unstirred DOPC lipid DIBs. This device shows great potential for applications
in measuring passive membrane permeability, as demonstrated in the experiments with DIBs
composed of DOPC, DOPG, DOPE, sterols, and DGDG lipids. By coupling this device with
novel imaging techniques such as UV-micrscopy, this could have even broader potential to
measure a wide range of drug or agrochemical permeability values. The focus of this research has
been on plant membrane permeability, however there is still a need to better understand small
molecule transport in a medical/pharmaceutical context such as in cardiovascular, respiratory,
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and gastrointestinal systems.[428]
The rheo-DIB device is not limited to passive membrane permeability assays, it could in-
deed be applied to investigating a diverse range of bio-physical phenomena in cells and bio-
membranes. For example, there is potential for the device to be used to study how stress
affects the functionality of membranes due to membrane-protein interactions, cellular trans-
port, metabolism, electrophysiology, and mechnosensitivity.[429, 263, 355, 430, 254, 431] In
addition to passive transport, evidence is given that supports the supposition that the UWL
affects active transport kinetics.[432, 433] Certainly, the UWL will also be a substanial source
of error in measuring active membrane transport kinetics,[434] which is a serious avenue for
further research. Additionally, another interesting point of entry from this thesis is the investi-
gation of intracellular fluid flow due to cytosolic streaming, which is already known to control
some cellular functions.[435, 436]
The devices, results, and analysis in this thesis represent a step forward in engineering
biologically relevant artificial membranes in droplet interface bilayers. The breakthrough, in
particular the development of the rheological DIB device, will not only facilitate passive mem-
brane permeability assays for industrial applications, but could be applied further towards a
fundamental understanding of shear affects on membrane proteins as well as probe varying
unstirred water layer affects on membrane properties in the presence of fluid flow adjacent to
cells. There are several challenges ahead for this technology however, as ultimately, DIBs are
limited by stability. Additionally, imaging techniques must be improved to encompass a wider
array of solutes, not just fluorescent molecules. For example, this could be accomplished by the
application of label free imaging, such as stimulated Rfamam scattering microscopy.[437] How-
ever, if these challenges are successfully met, they can be used to assay not only permeability,
but investigate the properties of bilayer asymmetry, or applied shear stress in highly accurate,
bio-mimicked DIB membranes.
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Chapter 8
Appendix:
8.1 Symmetric DIB free energy model Lagrange multi-
pliers
To simplify the geometry, by the relations,
β1 =
pi
2
−Θ1
h1 = r1(sin(β1)− 1) = r1
(
cos(Θ1)− 1
)
a = r1cos(β1) = r1sin(Θ1)
(8.1)
The surface area of the DIB can be modelled as a spherical cap of area,
A1 = 4pir
2
1 − 2pir1h1 = 2pir21
(
1 + cos(Θ1)
)
A2 = 4pir
2
2 − 2pir2h2 = 2pir22
(
1 + cos(Θ2)
) (8.2)
and bilayer area for the symmetric DIB,
Ab = pia
2 = pir21sin
2(Θ1) (8.3)
The volume also is then,
V1 =
4
3
pir31 −
1
3
h21
(
3r1 − h1
)
=
1
3
pir31
(
2 + 3cos(Θ1)− cos3(Θ1)
)
V2 =
4
3
pir32 −
1
3
h22
(
3r2 − h2
)
=
1
3
pir32
(
2 + 3cos(Θ2)− cos3(Θ2)
) (8.4)
If it is assumed that r1 = r2 = r and γ1 = γ2 = γ for the symmetric DIB, the free energy
equation to minimize is,
F = 4γpir2
(
1 + cos(Θ)
)
+ γbpir
2sin2(Θ) (8.5)
The method of Lagrange multipliers is ∇F = λ∇V , which is specifically in spherical coordi-
nates, ∂F
∂r
r̂ +1
r
∂F
∂r
Θ̂ = ∂V
∂r
r̂ +1
r
∂V
∂r
Θ̂, or more explicitly,
8piγr
(
1 + cos(Θ)
)
+ 2piγbrsin
2(Θ) = λ
(− 4γpir2sin(Θ) + 2piγbr2sin(Θ)cos(Θ))
pir2
(
2− cos(Θ))(1 + cos(Θ))2 = −piλr3sin(Θ)(1− cos(Θ))(1 + cos(Θ)) (8.6)
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the solution then follows,
γb = 2γcos(Θ) (8.7)
8.2 DIB free energy model with surface and line tension
Given that the volume of a droplet V is a spherical cap with internal contact angle θ,
V =
piR3
3
(
2− 3 cos(θ) + cos3(θ)) (8.8)
and similarly, the area of a DIB surface Ad is a spherical cap,
Ad = 2piR
2
(
1− cos(θ)) (8.9)
and bilayer membrane area Ab is a function of the intersection radius a,
Ab = pia
2 (8.10)
we can write the free energy equation as a function of monolayer surface energy γm, bilayer
surface energy γb, DIB surface area Ad, bilayer area Ab, line tension τ , and bilayer circumference
L,
F = 2γm Ad + γb Ab + τL (8.11)
Geometrically, it can be shown that,
a =
√
h(2r − h))
h = r
(
1− cos(θ))
L = 2pia
(8.12)
therefore the energy equation can be simplified to,
F = 4piγmr
2
(
1− cos(θ))+ γbpi r2sin2(θ) + 2piτr sin(θ) (8.13)
where the equilibrium holds for ∇F = 0, with the constraint that the volume V is a constant
value. This can be solved using the method of Lagrange multipliers, where we let ∂F
∂r
= λ∂V
∂r
,
and ∂F
∂θ
= λ∂V
∂θ
. This set of equations is then,
8γm
(
1− cos(θ))+ 2γb(1− cos2(θ))+ 2τsin(θ)
r
= λr
(
1− cos(θ))2(2 + cos(θ))
4γm + 2γbcos(θ) +
2τcos(θ)
rsin(θ)
= λr
(
1− cos2(θ)) (8.14)
which can be stated also as,
2γmcos(θ) + γb +
τ
rsin(θ)
= 0 (8.15)
which holds for θ ≥ pi. This is also typically expressed as a function of the bilayer radius a,
and since sin(pi − θ) = sin(θ), we can use the fact that sin(θ) = a
r
to get,
2γmcos(θ) + γb +
τ
a
= 0 (8.16)
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8.3 Diffusion mechanisms
8.3.1 Brownian motion
Brownian motion is the simplest mechanism of solute transport in membranes (Figure 2.9a),
which is simply the random motion of particles in a fluid from atomic collisions. However as
membranes are typically complex, modelling brownian motion in lipid bilayers is not straight-
forward. As described famously by Saffman and Delbru¨k, if a lipid, protein or a particle in a
membrane is modelled as a cylinder of radius a and height h, the translational and rotational
diffusion coefficients DT and DR can be found for the equations,
DT = kBTbT
DR = kBTbR
(8.17)
as a function of the Boltzmann constant kB, mobility constants bT and bR, which are a function
of density ρ, sheet radius r, time t, and the viscosity µ. [438] The rotational constant is given as
DR =
kBT
4piµa2h
, however, the translational constants are dependent on the underlying assumptions
made by Saffman and Delbru¨k, specifically that the equations hold,
b
(1)
T =
1
4piµh
(
log
r
a
− 1
2
)
b
(2)
T =
1
4piµh
(
log
hµ
aµ′
− 0.57721
)
b
(3)
T =
1
4piµh
(
log
4µt
ρa2
− 0.57721− 1
)
.
(8.18)
The assumptions made by Saffman and Delbru¨k are, 1) the system is a finite size, 2) there
exists differential viscosity µ and µ′, or 3) the body experiences viscous drag.
8.3.2 Pore formation
The transient formation of pores in membranes (Figure 2.9b) could also be a mechanism of
permeability. The existence of a pore in a membrane provides a convenient polar opening for
permeating solutes, where the addition of water molecules to the lipid head-groups will alter
chain packing and cause lattice disorders.[19]
Single protein pores can exist in membranes such as toxins (i.e. alpha hemolysin),[439]
porins,[440] or as integral protein pores such as the mitochondrial permeability transition
pore.[441] Measuring passive or active transport via membrane pores is out of the scope of
this thesis, however it remains an important future application of DIB technology.
8.3.3 Kink isomerism
The region where the acyl chains from opposing monolayer sheets meet exhibit high dis-
order, which allows for fast diffusion and the formation of “isotropic distribution of larger
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cavities”.[186] In 1970 at the Max-Planck-Institute, Tra¨uble developed his “Molecular Theory”
for membrane permeability, which relates the movement of small molecules into a membrane
by the formation of “kink isomers”, or “rotational isomerism”, in the hydrocarbon chain; it was
shown that the rate of kink diffusion in a membrane is a fast process, on the order of 10−5 cm2
s−1.[442] Based on this theory (see Figure 2.9c), Marsh et al developed a statistical mechanical
calculation via statistical weight matrices for two-bond sequences in saturated lipid hydrocar-
bon chains above the liquid crystalline transition temperature, where the weighting σ = e−
Eg
RT
is a function of the the energy difference Eg from trans t to gauche g
± conformatons.[16] Much
support was given to the supposition that, due to steric hindrance, there are limitations to
possible configurations in polymer liquids.[443, 444, 445] Marsh gives examples of allowed con-
formations such as of g± or a ternary sequence of g±tg∓. However a binary sequence of g±g±
or g±g∓ is not allowed due to packing restrictions, hence the four zeroes that appear in the
weight matrix. Similarly, higher sequences (such as three or four bonds or higher) appear to
be statistically unlikely and are ignored in the analysis performed by Marsh.[16] This leads to
an equation for the probability of trans and gauche conformations,
P (kinks)t =
1
2
(
1 +
1√
1 + 8σ
)
P (kinks)g =
1
4
(
1− 1√
1 + 8σ
) (8.19)
where any combination of conformational sequences are the product of each probability P (kinks).
This analysis leads to an equation for membrane permeability,
Pm =
Dk
δ
nck
Kbw + C1
Kbw
Kbw + C2
(8.20)
where the kink diffusion coefficient Dk can be found by calculations performed by Tra¨uble,[442]
the bilayer thickness δ and concentrations C1 and C2 are inputs relative to the system under
analysis, and the permeate dissociation constant Kbw can be estimated from the octanol-water
partition coefficient. Marsh provides an example of the kink concentration Ck for a 20 carbon
chain, which is given as Ck = 8.5 × 10−2 × P (kink). However there is some difficulty in
defining the number of permeate molecules per kink n and neither Marsh nor Tra¨uble supply
an established method on how to choose this variable. The example given in both publications
for water permeation with a specified osmotic permeability, permeate dissociation constant
and kink concentration, implies about 7 or 8 water molecules reside in each kink.[442, 16]
The limitations of this theory of membrane permeability via kink isomerism lies in the size of
the permeate molecules, and though both Marsh and Tra¨uble show excellent agreement with
osmotic flux, it is yet to be shown if this mechanism is robust with small molecules on scales
larger than hydrocarbon kinks.
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8.3.4 Single file diffusion
A generalaztion of the theory of kink diffusion is single file diffusion, whereby solute molecules
move by jumping into vacancies between lipid acyl chains (non-Einsteinian diffusion).[227]
The largest (isotropic) cavities exist in the middle of the membrane where the acyl chains
meet; here the lipid phase behaves more like a liquid and diffusion is fast, whereas the cavities
adjacent to the lipid heads are more like ‘soft polymers’, and the vacancies are smaller and
non-spherical.[186] There are very few cavities in the lipid head region of the membrane, which
is marked by low diffusivity. This mechanism of diffusion is generally valid for small molecules
such as benzene or smaller.[186, 200] Furthermore, it is also applicable to membrane pores such
as gramadicin A, which allows single file ion transport along with six water molecules at a
time.[446]
8.3.5 Structural affects and phase boundary permeability
Intuitively, one could argue that in-plane interfaces between two phases on a membrane could
allow for increased diffusion, i.e. phase separation can lead to increased permeability. Nagle,
in his development of the theory of membrane permeability had noted the fact that sodium
ion permeation peaks occurred near the bilayer phase transition temperature of pure lipid
vesicles.[447] The enhanced diffusion, he explains, could be due to the formation of phase
domains in bilayers, however further investigations suggested that a more likely explanation
lies in the increase in lateral density fluctuations that also coincides with first order phase
transitions near a critical point. Nagle’s model employs thermodynamic logic that takes a
series expansion of permeability P by equation (8.21) about the surface area per lipid molecule
A0, with arbitrary constants C0,1,2,.... Note that the second order term is directly proportional
to the isothermal compressibility KT by the scaling relation where ∆A
2 ∼ KT .
Pm ∼ C0 + C1∆A+ C2∆A2 (8.21)
Ignoring first, third and higher order terms, this implies normal permeability behaviour with
small fluctuations and atypical behaviour with increased compressibility from fluctuations in-
cipient at critical value phase transitions P ∼ C0 + C2KT .
Furthermore, Nagle et al have also correlated the affect of the difference in the surface area
per lipid hydrocarbon chain A, and the surface area per lipid headgroup A0, along with the
hydrocarbon chain thickness δH from the equation,[448]
1
Pm
= c1
A
A− A0 + c2δH (8.22)
where c1 and c2 are fitting parameters. The theory has been substantiated with water perme-
ability measurements, by predicting the increase in permeability across DMPC, DLPC, POPC,
and DOPC lipids respectively. The increase in permeability with respect to dissimilitude in
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area of the head-group versus the acyl-chain intuits, as gaps between headgroups would allow
access points for permeating molecules (see Figure 2.9d).
8.4 Surface Evolver script for asymmetric DIB morphol-
ogy
// bub2 . f e modi f i ed from o r i g i n a l bubble2 . f e
// to in co rpo ra t e v a r i a b l e s u r f a c e t en s i on .
// For DIBs o f p r e s c r i b e d volume and
// asymmetric s u r f a c e t en s i on .
#d e f i n e TENS1 1 // s u r f a c e t en s i on drop l e t 1 v a r i a b l e
#d e f i n e TENS2 1 // s u r f a c e t en s i on drop l e t 2 v a r i a b l e
#d e f i n e TENS3 1 .5 // s u r f a c e t en s i on i n t e r f a c e v a r i a b l e
g r a v i t y c o n s t a n t 0
v e r t i c e s
1 0 .0 0 .0 0 .0
2 1 .0 0 .0 0 .0
3 1 .0 1 .0 0 .0
4 0 .0 1 .0 0 .0
5 0 .0 0 .0 1 .0
6 1 .0 0 .0 1 .0
7 1 .0 1 .0 1 .0
8 0 .0 1 .0 1 .0
9 1 .0 2 .0 0 .0
10 0 .0 2 .0 0 .0
11 0 .0 2 .0 1 .0
12 1 .0 2 .0 1 .0
edges /* given by endpoints and a t t r i b u t e */
1 1 2
2 2 3
3 3 4
4 4 1
5 5 6
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6 6 7
7 7 8
8 8 5
9 1 5
10 2 6
11 3 7
12 4 8
13 3 9
14 4 10
15 8 11
16 7 12
17 9 10
18 10 11
19 11 12
20 12 9
f a c e s /* given by o r i en t ed edge loop */
1 1 10 −5 −9 t en s i on TENS1
2 2 11 −6 −10 t en s i on TENS1
6 3 12 −7 −11 t en s i on TENS3 // i n t e r f a c e between bubbles
4 4 9 −8 −12 t en s i on TENS1
5 5 6 7 8 t en s i on TENS1
3 −4 −3 −2 −1 t en s i on TENS1
7 13 17 −14 −3 t en s i on TENS2
8 13 −20 −16 −11 t en s i on TENS2
9 17 18 19 20 t en s i on TENS2
10 14 18 −15 −12 t en s i on TENS2
11 16 −19 −15 −7 t en s i on TENS2
bod ie s /* one body , de f ined by i t s o r i en t ed f a c e s */
1 1 2 3 4 5 6 volume 1 dens i ty 1
2 −6 −7 8 9 −10 11 volume 1 dens i ty 1
// s e t f a c e t opac i ty 0 .1 // make opaque
read
c a l c := { g ; r ; g ; r ;}
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8.5 MATLAB image processing m-file
%% s c r i p t f o r image p r o c e s s i n g o f DIBs to f i n d
%% drop l e t dimensions , radius , and i n t e r f a c e s i z e
%% from br i gh t f i e l d or f l u o r e s c e n c e microscopy .
p ixc = 307 ; %% Pixe l dens i ty
f o l d e r = ’C : . . . \ ’ ;
a l l F i l e s = d i r ( f o l d e r ) ;
allNames = { a l l F i l e s . name} ;
f i leName = s t r c a t ( f o l d e r , allNames ( j ) ) ;
A = imread ( char ( f i leName ) ) ;
th r e sho ld = graythresh (A) ;
bw = im2bw(A, th r e sho ld ) ;
%% s c a l e at 50% to f i t s c r e en
imshow (bw, ’ I n i t i a l M a g n i f i c a t i o n ’ , 50)
[ c ente r s , r a d i i ] = i m f i n d c i r c l e s (bw, [ 2 0 0 / 2 4 3 0 / 2 ] , . . .
’ ObjectPo lar i ty ’ , ’ dark ’ . . .
, ’ S e n s i t i v i t y ’ , . 9 4 0 ) , ’ EdgeThreshold ’ , 1 ) ;
%% Measure dimensions
a = c e n t e r s ( 1 , 1 ) ;
b = c e n t e r s ( 1 , 2 ) ;
c = c e n t e r s ( 2 , 1 ) ;
d = c e n t e r s ( 2 , 2 ) ;
r1 = r a d i i ( 1 , 1 ) ;
r2 = r a d i i ( 2 , 1 ) ;
%% Calcu la t e i n t e r f a c e l ength
A = ( c−a )*2 ;
B = (d−b )*2 ;
C = r1ˆ2−r2ˆ2−aˆ2−bˆ2+cˆ2+d ˆ2 ;
alpha = 1+(B/A) ˆ 2 ;
beta = 2*( a*B/A−B*C/(Aˆ2)−b ) ;
gamma = 2*a*C/A−bˆ2−aˆ2−(C/A)ˆ2+ r1 ˆ2 ;
y1 = (−beta+(beta ˆ2+4*alpha *gamma)ˆ (1/2 ) )/ (2* alpha ) ;
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y2 = (−beta−(betaˆ2+4*alpha *gamma)ˆ (1/2 ) )/ (2* alpha ) ;
x1 = (−B*y1+C)/A;
x2 = (−B*y2+C)/A;
i n t e r f a c e P i x e l s = ( ( x2−x1)ˆ2+(y2−y1 ) ˆ 2 ) ˆ ( 0 . 5 ) ; % in p i x e l s
i n t e r f a c eLeng th ( j , 1 ) = r e a l ( i n t e r f a c e P i x e l s *1000/ pixc ) ; % um
8.6 MATLAB circularity measurement m-file
%% s c r i p t f o r c a l c u l a t i n g DIB we l l c i r c u l a r i t y
%% from br i gh t f i e l d microscopy .
%% uses func t i on outmom .m
f o l d e r = ’C : \ . . . \ ’ ;
a l l F i l e s = d i r ( f o l d e r ) ;
allNames = { a l l F i l e s . name} ;
p ix = 0 . 6/301 ; % 321 p i x e l s = 0 .6 mm so mm/ pix
ImAmp = . 8 ; %Image Ampl i f i c a t i on
%% open f i l e and v i s u a l i z e
f i leName = s t r c a t ( f o l d e r , allNames ( j ) ) ;
A = imread ( char ( f i leName ) )*ImAmp;
f i g u r e (1 )
imshow (A, ’ I n i t i a l M a g n i f i c a t i o n ’ , 100) %s c a l e at 100% to f i t s c r e en
th r e sho ld = graythresh (A) ;
bw = im2bw(A, th r e sho ld ) ;
bw2 = ˜ i m f i l l (bw, ’ ho les ’ ) ;
%% trim
bw2 ( 1 : 1 0 , 1 : 1 0 ) = 1 ;
ims i z e = s i z e (bw2 ) ;
[B, L ] = bwboundaries (bw2 , ’ ho les ’ ) ; % f i n d boundar ies
f i g u r e (2 )
imshow (bw2 , ’ I n i t i a l M a g n i f i c a t i o n ’ , 1 0 0 ) %s c a l e at 100% to f i t s c r e en
t i t l e ( allNames ( j ) )
[ c ente r s , r a d i i , metr ic ] = i m f i n d c i r c l e s (bw2 , [ 1 8 0 / 2 2 5 2 / 2 ] , . . .
’ ObjectPo lar i ty ’ , ’ dark ’ . . .
, ’ S e n s i t i v i t y ’ , . 9 5 ) ; % , ’ EdgeThreshold ’ , 1 ) ;
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h = v i s c i r c l e s ( cente r s , r a d i i ) ;
%% measure c i r c u l a r i t y
C = 1/ pi /2* raw moments (˜bw2 , 0 , 0 ) ˆ 2 / ( central moments (˜bw2 , 2 , 0 ) + . . .
central moments (˜bw2 , 0 , 2 ) ) ;
Area = raw moments (˜bw2 , 0 , 0 )* pix ˆ2 ; % mmˆ2
Diam = 2*( Area/ p i ) ˆ ( 1 / 2 ) ; %mm
P = reg ionprops (˜bw2 , ’ per imeter ’ ) ;
Cst = 4* pi *bwarea (bw2)/(P. Per imeter ) ˆ 2 ;
8.6.1 MATLAB circularity script functions
%% func t i on f o r outputt ing raw image moments .
f unc t i on outmom = raw moments ( im , i , j )
outmom = sum(sum ( ( ( 1 : s i z e ( im , 1 ) ) ’ . ˆ j * ( 1 : s i z e ( im , 2 ) ) . ˆ i ) . * im ) ) ;
end
func t i on cmom = central moments ( im , i , j )
rawm00 = raw moments ( im , 0 , 0 ) ;
c e n t r o i d s = [ raw moments ( im , 1 , 0 ) / rawm00 , raw moments ( im , 0 , 1 ) / rawm00 ] ;
cmom = sum(sum ( ( ( [ 1 : s i z e ( im ,1) ]− c e n t r o i d s ( 2 ) ) ’ . ˆ j * . . .
( [ 1 : s i z e ( im ,2) ]− c e n t r o i d s ( 1 ) ) . ˆ i ) . * im ) ) ;
end
8.7 MATLAB asymmetric DIB model m-file
%% s c r i p t f o r mode l l ing asymmetric DIB morphology
%% in 2 dimensions . Input volume c o n s t r a i n t s and
%% s u r f a c e e n e r g i e s and output d rop l e t radius ,
%% i n t e r f a c e curvature , i n t e r f a c e l ength . Uses func t i on
%% volcon NoPV . Note :
%% gam1 > gam2
%% gamb > gam1 + gam2
%% DPhPC gam2 = 1.18 mN/m
gam1 = 1 ; gam2 = 1 ; gamb = 1 ;
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%% Function to minimize
g = @( x )gam1*(4* pi *x(1)ˆ2−2* pi *x (1 )* ( x(1)− s q r t ( x(1)ˆ2−x ( 4 ) ˆ 2 ) ) ) + . . .
gam2*(4* pi *x(2)ˆ2−2* pi *x (2 )* ( x(2)− s q r t ( x(2)ˆ2−x ( 4 ) ˆ 2 ) ) ) + . . .
gamb*(2* pi *x (3 )* ( x(3)− s q r t ( x(3)ˆ2−x ( 4 ) ˆ 2 ) ) ) ;
lb = [ 0 0 0 0 ] ; %lower bound
ub = [10 10 10000 1 0 ] ; %upper bound
A = [ ] ; %i n e q u a l i t y
b = [ ] ; %i n e q u a l i t y
Aeq = [ ] ; %e q u a l i t y
beq = [ ] ; %e q u a l i t y
%% I n i t i a l guess
x0 = [ . 1 8 , 2 . 12 , 2 . 06 , 0 . 1 8 ] ; % i n i t i a l guess
%% minimize t h i s func t i on with v a r i a b l e s :
%% x (1) = r1
%% x (2) = r2
%% x (3) = rb
%% x (4) = a
%% and run volume c o n s t r a i n t s cond i t i on
nonlcon = @volcon NoPV ;
%% Run volume c o n s t r a i n t s cond i t i on
[ x , f v a l ] = fmincon (g , x0 ,A, b , Aeq , beq , lb , ub , nonlcon )
v1 = @( x)4/3* pi *x(1)ˆ3−1/3* pi *( x(1)− s q r t ( x (1 )ˆ2 − . . .
x (4 )ˆ2 ) )ˆ2* (3* x(1)−(x(1)− s q r t ( x(1)ˆ2−x ( 4 ) ˆ 2 ) ) ) + . . .
1/3* pi *( x(3)− s q r t ( x(3)ˆ2−x (4 )ˆ2 ) )ˆ2* (3* x ( 3 ) − . . .
( x(3)− s q r t ( x(3)ˆ2−x ( 4 ) ˆ 2 ) ) ) ;
v2 =@( x)4/3* pi *x(2)ˆ3−1/3* pi *( x(2)− s q r t ( x (2 )ˆ2 − . . .
x (4 )ˆ2 ) )ˆ2* (3* x(2)−(x(2)− s q r t ( x(2)ˆ2−x ( 4 ) ˆ 2 ) ) ) − . . .
1/3* pi *( x(3)− s q r t ( x(3)ˆ2−x (4 )ˆ2 ) )ˆ2* (3* x ( 3 ) − . . .
( x(3)− s q r t ( x(3)ˆ2−x ( 4 ) ˆ 2 ) ) ) ;
v1 ( x )
v2 ( x )
hx = [ x(1)− s q r t ( ( x(1)ˆ2−x ( 4 ) ˆ 2 ) ) ; x(2)− s q r t ( ( x (2 )ˆ2 − . . .
x ( 4 ) ˆ 2 ) ) ; x(3)− s q r t ( ( x(3)ˆ2−x ( 4 ) ˆ 2 ) ) ] ;
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%% V i s u a l i z e
f i g u r e (1 )
a x i s ([−2 6 −4 4 ] )
h = v i s c i r c l e s ( [ 0 0 ; x(1)−hx(1)−hx(2)+x (2) 0 ; x ( 1 ) − . . .
hx(1)+hx(3)−x (3 ) 0 ] , x ( 1 : 3 ) , ’ EdgeColor ’ , [ . 1 . 6 . 1 ] ) ;
h = v i s c i r c l e s ( [ x(1)−hx(1)+hx(3)−x (3 ) 0 ] , x ( 3 ) , . . .
’ EdgeColor ’ , [ . 1 . 1 . 1 ] ) ;
8.7.1 MATLAB asymmetric DIB model volume constraint function
%% func t i on f o r asymmetric DIB morphology model .
%% Input geometr ic in fo rmat ion x and output
%% non l i n e a r volume c o n s t r a i n t s nonlcon ( ceq ) .
f unc t i on [ c , ceq ] = volcon NoPV ( x )
c = [ ] ;
ceq1 = (4/3* pi *x(1)ˆ3−1/3* pi *( x(1)− s q r t ( x (1 )ˆ2 − . . .
x (4 )ˆ2 ) )ˆ2* (3* x(1)−(x(1)− s q r t ( x(1)ˆ2−x ( 4 ) ˆ 2 ) ) ) + . . .
1/3* pi *( x(3)− s q r t ( x(3)ˆ2−x (4 )ˆ2 ) )ˆ2* (3* x ( 3 ) − . . .
( x(3)− s q r t ( x(3)ˆ2−x (4)ˆ2) ) ) ) −20 ;
ceq2 =(4/3* pi *x(2)ˆ3−1/3* pi *( x(2)− s q r t ( x (2 )ˆ2 − . . .
x (4 )ˆ2 ) )ˆ2* (3* x(2)−(x(2)− s q r t ( x(2)ˆ2−x ( 4 ) ˆ 2 ) ) ) − . . .
1/3* pi *( x(3)− s q r t ( x(3)ˆ2−x (4 )ˆ2 ) )ˆ2* (3* x ( 3 ) − . . .
( x(3)− s q r t ( x(3)ˆ2−x (4)ˆ2) ) ) ) −20 ;
ceq = [ ceq1 ; ceq2 ] ;
end
8.8 MATLAB PDE solution across DIB m-file
%% s c r i p t to s o l v e 1 d imens iona l PDE ( Fick ’ s 2nd Law)
%% as model f o r DIB permeab i l i t y . Input the d rop l e t
%% length , d i f f u s i v i t y , membrane t h i c k n e s s . Output
%% the concent ra t i on p r o f i l e a long 1D DIB model . Uses
%% func t i on pdex1bc .m and pdex1pde .m
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%% drop l e t l ength
g l o b a l d len
dlen = 12;% um diameter ( use even number )
%% e f f e c t i v e membrane t h i c k n e s s ( on the order o f 1 micron )
g l o b a l d e l t a
de l t a = 1;% um,
%% membrane pe rmeab i l i t y
g l o b a l P
P = 2 ; %% use 2 %% % um/ s (2 e−4 cm/ s )
%% e f f e c t i v e membrane d i f f u s i v i t y
g l o b a l Dm
Dm = de l t a *P;
%% bulk water r e s o r u f i n d i f f u s i v i t y
g l o b a l D
D = 480%480; % umˆ2/ s ( 4 . 8 e−10 mˆ2/ s )
m = 0 ;
x = l i n s p a c e (0 ,2* dlen ,2* dlen ) ; %nm
t = l i n s p a c e ( 0 , 5 0 , 1 0 ) ; %second
s o l = pdepe (m, @pdex1pde , @pdex1ic , @pdex1bc , x , t ) ;
%% Extract the f i r s t s o l u t i o n component as u .
u = s o l ( : , : , 1 ) ;
count = 0 ;
f o r j = 1 : l ength ( t )
count = count + 1 ;
bu f f ( count , : ) = ( p o l y f i t ( x ( dlen −5: dlen − 1 ) , . . .
u ( j , dlen −5: dlen −1) ,1 ) ) ; % s l ope m and i n t e r c e p t b
p l t s l p ( : , count ) = x ( dlen −5*0.1* dlen : dlen−1)* bu f f ( count , 1 ) + . . .
bu f f ( count , 2 ) ;
end
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i n t e r c e p t t h i c k = (u(: ,1)− bu f f ( : , 2 ) ) . / bu f f ( : , 1 ) ;
UWL thickness = dlen−i n t e r c e p t t h i c k
f i g u r e (1 )
p l o t (x , u ’ , dlen−de l ta , 3 , ’ . ’ , d len+de l ta , 3 , ’ . ’ , x ( dlen − . . .
5*0 .1* dlen : dlen −1) , p l t s l p , ’ k ’ , . . .
i n t e r c e p t t h i c k , u ( : , 1 ) , ’ o ’ )
t i t l e ( s t r c a t ({ ’ Numerical s o l u t i o n computed with ’ } , . . .
{num2str ( dlen )} , { ’ mesh po in t s . ’ } ) )
x l a b e l ( ’ Distance x um’ )
y l a b e l ( ’ Conc uM’ )
8.8.1 MATLAB PDE solution across DIB script function
%% func t i on f o r boundary c o n d i t i o n s on 1D DIB model .
f unc t i on [ pl , ql , pr , qr ] = pdex1bc ( xl , ul , xr , ur , t )
p l = 0 ; %Du/Dx = 0 at l e f t
q l = 1 ; %1 means Du/Dx, 0 means u( x ) at l e f t
pr = 0 ; %Du/Dx = 0 at r i g h t
qr = 1 ; %1 means Du/Dx, 0 means u( x ) at r i g h t
end
func t i on u0 = pdex1ic ( x )
g l o b a l d len
g l o b a l d e l t a
u0 = (5−0.625)* h e a v i s i d e ( dlen−x )+0.625 ;
end
%% func t i on f o r i n t i a l c o n d i t i o n s on 1D DIB model
%% ( step func t i on ) .
f unc t i on [ c , f , s ] = pdex1pde (x , t , u ,DuDx)
g l o b a l d len
g l o b a l d e l t a
g l o b a l Dm
g l o b a l D
c = 1 ;
i f x<dlen − de l t a
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f = D*DuDx;
s = 0 ; %no source
e l s e i f x>dlen + de l t a
f = D*DuDx;
s = 0 ; %no source
e l s e % i n s i d e UWL
f = Dm*DuDx;
s = 0 ; %no source
end
end
8.9 MATLAB fit data to Fick’s first law m-file
%% main data a n a l y s i s f i l e f o r f i t t i n g dynamic
%% permeab i l i t y i n t e n s i t y data . Need f u n c t i o n s
%% c a l l e d fun .m, rhs .m, rmse .m where
%% the fun .m f i l e eva lua t e s the ODE,
%% the rhs .m f i l e i s the model and
%% the rmse .m f i l e computes the
%% root mean square e r r o r o f the model and
%% the e m p i r i c a l data . Input data must
%% be in form o f s i n g l e time array
%% time . mat and the double row i n t d a t a . mat .
%% Time stamp and i n t e n s i t y data
time = [0 , 1 20 , 2 40 , 36 0 , 480 , 6 00 ] ;
i n t d a t a = [ . . . . . . ]
%% s e t the time s t ep s f o r the model
%% and i n i t i a l c o n d i t i o n s
t = 1 : 2 0 0 0 ;
i n i t i a l x 1 = i n t d a t a ( 1 , 1 ) ; % the i n i t i a l i n t e n s i t y acceptor
i n i t i a l x 2 = i n t d a t a ( 1 , 2 ) ; % the i n i t i a l i n t e n s i t y donor
%% make a guess f o r k i n e t i c parameter
%% and c a l l anonymous func t i on o f root
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%% mean square e r r o r from model
%% and data , and execute fminsearch
f = @( ava l ) rmse ( ava l ( 1 ) , t , ava l ( 2 ) , ava l ( 3 ) , in t data , time )
a0 = [ 0 . 0 0 1 5 , i n i t i a l x 1 , i n i t i a l x 2 ] ;
[ aval , f v a l ] = fminsearch ( f , a0 )
%% output model data with ava l ( k i n e t i c parameter ) and p lo t
[ int1 , i n t2 ] = fun ( t , ava l ( 2 ) , ava l ( 3 ) , ava l ( 1 ) ) ;
p l o t ( time , i n t d a t a ( : , 1 ) , ’ . ’ , time , i n t d a t a ( : , 2 ) , ’ . ’ , t , int1 , t , i n t2 )
8.9.1 MATLAB fit data to Fick’s first law functions
%% func t i on o f ode45 eva lua t i on .
func t i on [ int1 , i n t2 ] = fun ( t , i n i t i a l x 1 , i n i t i a l x 2 , a )
%% run ode45 s o l v e r and output the i n t e n s i t i e s o f the model
[ t , x]=ode45 ( @( t , x ) rhs ( t , x , a ) , t , [ i n i t i a l x 1 i n i t i a l x 2 ] ) ;
i n t1 = x ( : , 1 ) ;
i n t2 = x ( : , 2 ) ;
end
%% func t i on o f d e f i n i n g d i f f e r e n t i a l equat ion .
func t i on dxdt = rhs ( t , x , a )
%% model o f acceptor (1 ) and donor (2 ) i n t e n s i t i e s
dxdt 1 = a *( x(2)−x ( 1 ) ) ;
dxdt 2 = a *( x(1)−x ( 2 ) ) ;
dxdt = [ dxdt 1 ; dxdt 2 ] ;
end
%% func t i on f o r root mean square e r r o r eva lua t i on .
func t i on [ e r r ] = rmse (a , t , i n i t i a l x 1 , i n i t i a l x 2 , in t data , time )
%% f i n d root mean square e r r o r
%% of the model and the exper imenta l data
e r r = 0 ;
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[ t , x]=ode45 ( @( t , x ) rhs ( t , x , a ) , t , [ i n i t i a l x 1 i n i t i a l x 2 ] ) ;
f o r j = 1 : l ength ( time )
e r r = e r r +( i n t d a t a ( j ,1)−x ( time ( j )+1 ,1 ) )ˆ2+. . .
( i n t d a t a ( j ,2)−x ( time ( j )+1 ,2) )ˆ2 ;
end
e r r = s q r t ( e r r /(2* l ength ( time ) ) ) ;
end
8.10 MATLAB droplet-droplet interface curvature mea-
surement m-file
%% s c r i p t f o r measuring curvature between two
%% adhered d r o p l e t s . Inputs raw f l u o r e s c e n c e
%% microscopy image . Output curvature and contact
%% angle .
f o l d e r = ’C : \ . . . \ ’ ;
a l l F i l e s = d i r ( f o l d e r ) ;
allNames = { a l l F i l e s . name } ;
f i leName = s t r c a t ( f o l d e r , allNames ( j ) ) ;
A = imread ( char ( f i leName ) ) * 1 . 0 ;
%imshow (A) ;
th r e sho ld = graythresh (A) ;
A = imrotate (A, 5 ) ;
f i g u r e (1 )
imshow (A)
%% determine ROI
%% top l e f t i f 0 ,0
%% moving r i g h t i s i n c r e a s i n g x
%% moving down i s i n c r e a s i n g y
Y = 50 ;
X1 = 109 ;
X2 = X1+20;
s t e p s i z e = 3 ;
f o r k = 1:20
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%% [ X1 X2 ] , [ Y1 Y2 ]
l i n e ( [ X1 X2 ] , [Y Y]+k* s t e p s i z e ) ;
%% A(Y1 : Y2 , X1 : X2)
y ( : , k ) = double (A( (Y:Y)+k* s t e p s i z e , X1 : X2 ) ) ;
y s t o r e ( k ) = Y + k* s t e p s i z e ;
end
%% f i n d x p o s i t i o n o f i n t e r f a c e
%[maxval , maxindex ] = max( d i f f ( y ) ) ; % i f edge th r e sho ld
[ maxval , maxindex ] = max( y ) ; % i f both has dye
%% over l ay curve f i t
f i g u r e (1 )
hold on
c e n t e r s = [ X1+(maxindex ’ ) ( y s to r e ’ ) ] ; % f i t data
r a d i i = ones ( 2 0 , 1 ) ;
r o i 1 = 6 ;
r o i 2 = 4 ;
h = v i s c i r c l e s ( c e n t e r s ( r o i 1 : end−ro i2 , : ) , . . .
r a d i i ( r o i 1 : end−r o i 2 ) ) ; % edge o f curve to f i t
%% try to f i t
xr (1 ) = 88 ; %x0 var i ab l e , g iven good es t imate input
xr (2 ) = 20 ; %rad iu s va r i ab l e , g iven good es t imate input
xr (3 ) = 81 ; % y0 v a r i a b l e
%h = v i s c i r c l e s ( [ xr (1 ) xr ( 3 ) ] , xr ( 2 ) ) ;
%% plug in y s t o r e and maxindex ( e m p i r i c a l y and x va lue s )
e r r 1 = xr (1 ) + ( xr (2)ˆ2−( y s t o r e ( r o i 1 : end−r o i 2 ) − . . .
xr ( 3 ) ) . ˆ 2 ) . ˆ ( 0 . 5 ) ;
e r r 2 = X1+maxindex ( r o i 1 : end−r o i 2 ) ;
e r r = ( err1−e r r 2 ) . ˆ 2 ;
rms = @( xr ) s q r t (sum ( ( ( xr (1 ) + ( xr (2 )ˆ2 − . . .
( y s t o r e ( r o i 1 : end−r o i 2 ) − . . .
xr ( 3 ) ) . ˆ 2 ) . ˆ ( 0 . 5 ) ) − . . .
(X1+maxindex ( r o i 1 : end−r o i 2 ) ) ) . ˆ 2 ) ) ;
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[ xr , f v a l ] = fminsearch ( rms , [ 8 8 , 2 0 , 8 1 ] )
h = v i s c i r c l e s ( [ xr (1 ) xr ( 3 ) ] , xr ( 2 ) ) ;
%% f i n d c i r c l e
bw = im2bw(A* . 7 , th r e sho ld ) ;
[ c en t e r s 2 r a d i i 2 ] = i m f i n d c i r c l e s (bw, [ 2 6 3 6 ] , . . .
’ ObjectPo lar i ty ’ , ’ br ight ’ , ’ S e n s i t i v i t y ’ , . 95 )%
h = v i s c i r c l e s ( center s2 , r a d i i 2 ) ;
hold o f f
f i g u r e (6 )
imshow (bw)
%% f i n d i n t e r s e c t i o n
r1 = xr ( 2 ) ; %b i l a y e r rad iu s
r2 = r a d i i 2 ( 1 ) ; %r i g h t d rop l e t r a d i i
r3 = r a d i i 2 ( 2 ) ; %l e f t d rop l e t r a d i i
l 1 = xr ( 1 ) ; % b i l a y e r y
l 2 = cen t e r s 2 ( 1 , 1 ) ; % drop l e t y
l 3 = cen t e r s 2 ( 2 , 1 ) ; % drop l e t y
d1 = xr ( 3 ) ; %b i l a y e r x
d2 = cen t e r s 2 ( 1 , 2 ) ; % drop l e t x
d3 = cen t e r s 2 ( 2 , 2 ) ; % drop l e t x
f = @( x ) s q r t ( r2 ˆ2−(x−d2)ˆ2)+ l 2 ;
data ( count , : ) = [ r1 r2 r3 l 1 l 2 l 3 d1 d2 d3 ] ;
syms Y R1 R2 D1 D2 L1 L2 ;
eqn1 = s q r t (R1ˆ2−(Y−D1)ˆ2)+L1−L2−s q r t (R2ˆ2−(Y−D2) ˆ 2 ) ;
funY = s o l v e ( eqn1 ,Y) ;
mfunY = matlabFunction ( funY ) ;
pos = mfunY( d1 , d2 , l1 , l2 , r1 , r2 ) ; %y p o s i t i o n s
a = abs ( pos (1)−pos (2 ) )/2
%% r a t i o b i l a y e r to d rop l e t rad iu s
r a t s t o r b 2 d = r1 / r2
r a t s t o r a 2 d = a/ r2
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f v a l ˆ2/ l ength ( maxindex ( r o i 1 : end−r o i 2 ) )
a = cen t e r s 2 ( 1 , 1 ) ;
b = cen t e r s 2 ( 1 , 2 ) ;
c = cen t e r s 2 ( 2 , 1 ) ;
d = cen t e r s 2 ( 2 , 2 ) ;
r1 = r a d i i 2 ( 1 , 1 ) ;
r2 = r a d i i 2 ( 2 , 1 ) ;
A = ( c−a )*2 ;
B = (d−b )*2 ;
C = r1ˆ2−r2ˆ2−aˆ2−bˆ2+cˆ2+d ˆ2 ;
alpha = 1 + (B/A) ˆ 2 ;
beta = 2*( a*B/A−B*C/(Aˆ2)−b ) ;
gamma = 2*a*C/A−bˆ2−aˆ2−(C/A)ˆ2+ r1 ˆ2 ;
%% i n t e r f a c e p o s i t i o n
y1 = (−beta+(beta ˆ2+4*alpha *gamma)ˆ (1/2 ) )/ (2* alpha ) ;
y2 = (−beta−(betaˆ2+4*alpha *gamma)ˆ (1/2 ) )/ (2* alpha ) ;
x1 = (−B*y1+C)/A;
x2 = (−B*y2+C)/A;
i n t e r f a c e P i x e l s = ( ( x2−x1)ˆ2+(y2−y1 ) ˆ 2 ) ˆ ( 0 . 5 ) ; % in p i x e l s
%% c e n t e r s d i s t anc e
c e n t d i s t ( j , 1 ) = pd i s t ( c en t e r s 2 )* pixc ;
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