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Abst rac t - - - In  information theory, the fundamental tool is the entropy function, whose upper 
bound is derived by the use of Jensen Inequality. In this paper, we extend the Jensen Inequality and 
apply it to derive some useful ower bounds for various entropy measures of discrete random variables. 
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1. INTRODUCTION 
In [1], the following extension of (discrete) Jensen Inequal i ty  was derived. 
n LEMMA 1. Let ~k E (0, co), Pk >- 0 with )-~i=1Pk = 1 and b > 1. Then 
0 < log b Pk~k -- Pk logb ~k <-- 
k=l 
1 X--'n PkPi 2 
2 In b ~,*'2-~ 1 
(I.I) 
The equafity holds in both inequalities imultaneously if and only if ~1 . . . . .  ~,~. 
PROOF. We shall furnish a more direct proof than that  in [1]. Since the mapping f : (0, co) --* R, 
f (x )  = lOgbX is differentiable and concave on (O, co), we have f (x )  - f (y )  <_ f ' (y ) (x  - y) for all 
x, y > O, i.e., 
l x -y  
log b x - log b y <:_ - -  - - ,  V x, y > 0. 
lnb y 
n 
Let x - )-~j=l PJ~J and y = ~i, i = 1, 2 . . . . .  n; we obta in  
lOgb Pj~j --lOgb~i--< lnb~ PJ ~j ~i , Vi = 1,2 . . . .  n. 
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Multiplying the above by Pi and summing over i from 1 to n, we obtain 
0 _< log b Pj~j - Pi lOgb ~i 
i----1 
1 ZZp'p  ¢'+ 2 
21nb i=1 j=l 
n n 
_ 1 ~ V' P~P~ (~ - ~j)~, 
21rib 
and the proof is complete. | 
Note that the first inequality of (1.1) is just the well-known Jensen Inequality. It is the second 
inequality that is of further interest. From this lemma, we have the following useful corollary. 
LEMMA 2. Let  
~ (1.2) fl := max- - .  
i,k ~k 
/ f  
p < ¢(e) := 1 + e In b + V Q In b(e In b + 2), (1.3) 
then 
0 _< log b P~k - Pk IOgb ~k --< e. 
k=l 
(1.4) 
PROOF. If p < ¢(e), then clearly, for all i, k, 
i {_~ < ¢(e), 
¢(e) < ~k - 
if and only if 
+1_<0, 
if and only if 
~ = ~ -2+ <2~Inb. 
Hence from Lemma 1, we have 
0 _< log b Pk~k -- E Pk lOgb ~k --< ~ E pkp~2e In b < e. 
k-----i Z t r io  k,i=l 
In the following sections, we shall make use of this lemma to derive upper bounds for the 
entropy, conditional entropy, and mutual information for a family of discrete random variables. 
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2. BOUNDS ON ENTROPY 
Let X be a discrete random variable whose range R := {xl,... ,xr} is finite. Let Pi = P{X = 
x~}, i = 1 ..... r and assume that p~ > 0 for all i 6 {i,... ,r}. The b-entropy of X is defined by 
r 1 
H (X) := p, log  - .  
i= 1 Pi 
We have the following bounds on the entropy function. 
THEOREM 1. Let X be deigned as above and/e t  Pi, i = 1 . . . .  , r be such that  
Pi p := max - -  ___ ¢(e), e > 0, (2.1) 
i,k Pk 
then 
0 _< log b r - Hb(X)  <_ c. (2.2) 
PROOF. In Lemma 2, let ~k = 1/pk. | 
It is instructive to compare this bound with that previously obtained by Dragomir and Goh [1], 
which is stated below without proof. 
THEOREM 2. [1, Corol lary 4.4] Le t  X be defined as above. The  bounds on ent ropy in (2.2) hold 
i f  pi, i = 1, . . . , r are such that  
/ 2~ In b 
m ax.~ IPi - Pjl < t /  
l<_ i< j~_r  - -  vr ( r  - 1)' e > 0. (2.3) 
Note that the sufficient condition in Theorem 2 is dependent on r. While the sufficient condi- 
tions of (2.1) and (2.2) both lead to the same conclusion, the former is conditioned on the ratio 
of the largest o the smallest probability, and the latter is conditioned on the difference between 
the largest and the smallest probability. In order to compare the two in a meaningful way, we 
let Pmax :-- max{p i ,  i = 1, . . .  ,r} and Pmin :-- min{pi, i = 1, . . .  ,r}. Thus, p = Pmax/Pmin. The 
sufficient condition (2.3) can be rewritten as 
! 
1 / 2elnb 
p<l+_  Pmin Vr( r  - 1)' e > 0, (2.4) 
which is now dependent on both r as well as Pmin. It is obvious that Pmin --< 1/r .  If some further 
information about the upper bound on Pmin is known, let us say, Pmin -</9/r,/9 _< 1, then another 
sufficient condition based on ratio of probability can be expressed as 
1 2/~7 In b 
p < 1+ ' > O. (2.5) 
Depending on the value of/9, we may now compare the sufficient condition of (2.1) with that 
of (2.5). The upper bound on log b r -  Hb(X)  for r = 10, and various values of/9 as a function of 
is plotted in Figure 1. Without any prior information on/9, it is clear that the current sufficient 
condition of (2.1) is weaker, and hence, is better than the previous sufficient condition (2.3). As 
further information on/9 is given, the previous sufficient condition (2.3) can be better for smaller 
value of e. As e increases, however, the sufficient condition of (2.1) will eventually be the winner. 
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F igure  1. Upper  bound on  p as  a funct ion  of  e. 
3, BOUNDS ON CONDIT IONAL ENTROPY 
For a pair of random variables X and Y having range {1, 2, . . . ,  r} and {1, 2, . . . ,  s}, respectively, 
the condit ional entropy of X given Y is defined by [2, p. 22] 
1 (3.1) Hb(X I Y) = Ep(x ,y ) logb  p(x ]y)'  
X ,'y 
where p(x, y) :-- P{X = x, Y = y} and p(x [ y) := P{X = x Y = y} -- p(x, y)/p(y). One can 
interpret he conditional entropy as the amount of uncertainty remaining about X after Y has 
been observed. 
THEOREM 3. With the above assumptions and if 
p(x l y) (3.2) p:= max 
(~,y),(,~,,,) p(u I v) - 
then 0 < log b r - Hb(X I Y)  < e. 
PROOF. Let Pk = p(x, y) and ~k = 1/p(x [ y) in Lemmas 1 and 2. | 
In Lemma 1, if we replace Pk by (p(x, y, z))/(p(z)), and ~k by 1/(p(x [ y), the following result 
can be obtained. For details, refer to [1]. 
THEOREM 4. With the above assumptions we have 
0 < Hb(Z) + E(logb A) - Hb(X I Y) 
1 1 ~z 1 ~-, p(x, y, z) p(u, v, z) 
p(xlu) (p(=Iyl-p( Ivl) ' 
(3.3) 
where gb(z)  is the entropy o£ Z and A(Z) := ~-~.x,up(x, y, z)/p(x ] y). 
Lemma 2 and Theorem 4 combined to yield the following additional bound on conditional 
entropy. 
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COROLLARY 1. With the above assumption and if condition (3.2) holds, then 
0 < Hb(Z) + E(logb A) - Hb(X I Y) <- ~. (3.4) 
This corollary leads directly to an extension of the well-known Fano Inequality. 
COROLLARY 2. Let X and Y both have the same range, and let Z be such that Z = 0 / fX  = Y, 
and Z = 1 f iX  # Y. If inequality (3.2) holds, then we have (an extension of the Fano's Inequality) 
0 <_ H(Pe) + Pe lOgb(r - 1) - H(X [ y) < e, 
where Pe is the probability of an erroneous transmission (i.e., send x and receiving y # x), and 
H( Z) := H( Pe) = -Pc logb Pe - (1 - Re) lOgb(1 -- Pc). 
3.1 .  Bounds  on  Mutua l  In fo rmat ion  
Consider the mutual information between two random variables X and Y defined by 
r,,<=,,,, ] <,,.1> I (X;  Y) :=  H(X)  - H = ~ p(x, y) log Lp(x)p(y) 
x ,y  
In Lemma 1, if we replace Pk by p(x, y), and ~k by (p(x)p(y))/(p(x, y)), the following result can 
be obtained. 
THEOREM 5. Given a pair of discrete random variables X and Y, we have 
( p(x,V)__ p(u,v) ~2 
0 _< s(x, Y) < ~1 ~Zp(x)p(y)p(~)p(v)\p(~)p(v) p(~)p(~)/ (4.2) 
a~7 J itQ) 
The identity holds in both h~equMities if and only if X and Y are h2dependent. 
Using Lemma 2 and Theorem 5, the following sufficient condition on the bounds on mutual 
information can be established. 
COROLLARY 3. With the above assumption and if furthermore, 
p := max p(x)p(y)p(u,v) < ¢(e), e > 0, (4.3) 
(=,y),(u,v) p(u)p(v)p(x, y) - 
then 
0 <_ I(X, Y) <_ e. 
Let X, ]I, Z be three given random variables. The mutual information I (X, Y; Z) (interpreted 
as the amount of information X and Y provide about Z) is defined by 
p(z [ x, y) (4.4) I(x, Y; z) := ~ v(z, v, z)logb ;(z) 
In Lemma 1, if we replace Pk by p(x, y, z), and ~k by (p(z [ y))/(p(z [ x, y)), the following result 
(for details, see [1]) can be obtained. 
THEOREM 6. With the same assumptions as before, we have 
0 <_ I(X, Y; Z) - I(Y; Z) 
1 p(x,y)p(u,v)( ( : )  (~) 
-- x,v,z u,v,w \ x, y ] / 
with equa/ity in both inequalities if and only if p( z /x, y) =p( z /y) for all (x, y, z) with p(x, y, z) > O. 
The following result follows directly from Lemma 2 and Theorem 6. 
COROLLARY 4. With the above assumption and if furthermore, 
p := max p(z I x, y)p(w Iv) < ¢(e), e > 0, 
(=,~,=),(~,~,w) p(  I u, v)p(z I y) - 
then 
0 < I(X, Y; Z) - I(Y; Z) < ~. 
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