Assume that (X n ) n∈Z is a real valued stationary time series admitting a common density f . To estimate f in an independent and identically distributed setting, Donoho, Johnstone, Kerkyacharian & Picard (1996) proposed a quasi-minimax method based on thresholding wavelets. The aim of the present work is to extend this methodology to the dependent case. For this purpose, we introduce the new Φ-weak dependence based on a probability inequality, which includes a large spectrum of classical weak dependence cases. Actually, we establish a link between this condition and theφ-dependence of Dedecker & Prieur (2004) and the η-weak dependence Φ condition introduced by Doukhan & Louhichi (1999) . The estimator we propose adapts the threshold to the dependence of the observations. We obtain near minimax convergence rates for L p losses, p ≥ 1. We thus apply this method on simulations of non stationary but geometrically ergodic cases like dynamical systems and Markovian fields on the line.
Introduction
Density estimation is a classical topic in nonparametric theory. Let (X n ) n∈Z be a real valued time series with a common density f . The purpose is to estimate this probability density function with an optimal rate of convergence, without assumption on f . Among the classical tools in density estimation (see Devroye (1985) ), we are interested in wavelets estimation. We will not develop the theory of wavelets in this article, and we refer to Daubechies (1992) and Meyer (1992) for general theory on wavelets, or to Härdle et al. (1998) and Antoniadis (1997) for their application in statistics; Concerning their use in density estimation, Vannucci (1998) propose a brief survey. The use of wavelets in density estimation was introduced by Doukhan & León (1990) , soon followed by Kerkyacharian & Picard (1992) and Walter (1992) . The first results established concerned linear wavelet estimators. Among others, we can cite Walter (1994) who studied continuous densities estimation, Kerkyacharian & Picard (1993) who considered densities f belonging to a Besov space, or Antoniadis & Carmona (2001) . . . Yet, relaxing linearity allows to obtain better rates of convergence. Consequently, Donoho et al. (1996) introduced nonlinearity within the estimator by the means of a threshold on wavelet coefficients. Many kinds of thresholding exist, such as Hall & Patil's (1995) or those presented in Antoniadis & Fan (2001) , but we restrict ourselves to hard-thresholding.
The purpose of the present work is to consider the density estimation of weakly dependent observations. Dealing with times series provide a huge amount of applications. Several ways of modeling the weak dependence have already been worked out. One of the most popular is the notion of mixing, see Doukhan (1994) for bibliography. Adaptative wavelet estimation in such a setting has been explored by Zanten & Zareba (1999) . However, mixing condition presents lots of restrictions. For example, Andrews (1984) exhibits the simple counter-example of an auto-regressive process which does not satisfy a mixing condition. Doukhan and Louhichi (1999) introduced several new weak dependence conditions in order to extend dependence notion to such cases. In particular, we will consider the causal φ-dependence condition as in Dedecker & Prieur (2004) and the non causal η-condition of Doukhan & Louhichi (1999) (see Section 3 for the definition of those conditions). In linear estimation case, the causalφ-dependence condition leads to better rates than the non causal η-condition (see Doukhan & louhichi (1999) , , Ango Nze, Buhlman & Doukhan (2002) and Ragache & Wintenberger (2005) ). In this paper, we will introduce non linearity, by generalizing to both cases the result of Donoho, Johnstone, Kerkyacharian & Picard (1996) , which deals with independent observations. Let us recall the result of Donoho et al. (1996) . Assume that the common density f has a compact support and belongs to a Besov Space B s π,r . We do not know a priori the regularity of f , and we consider the adaptative thresholding wavelets estimatorf n of Donoho et al. (1996) (see Section 2.2 for more details). When the observations are i.i.d., the minimax theory of density estimation proves thatf n has the optimal convergence L p -rates up to a logarithmic term:
Theorem 1 (Donoho, Johnstone, Kerkyacharian & Picard (1996) ). Suppose the observations X 1 , . . . , X n are independent and identically distributed (i.i.d. for short). If
where N is the regularity of the wavelet, then
where f
and α is the minimax rate:
Our method of estimation is based on Donoho at al.'s procedure, but we consider threshold levels which integrates the dependence of the observations. In the case of causal weak dependence, we achieve the same rate than in a i.i.d. setting whereas for non causal dependent observations a logarithmic loss appears. We thus have proposed an adaptative near-minimax density estimator for dependent series. This result is innovative because, to our knowledge, no similar estimation exists for weakly dependent data.
The paper is structured as follows. In the next section, we will present the context of estimation, defining the dependence notion used and the estimator studied. For this purpose, we will first introduce a new Φ-weak dependence condition which deals with exponential probability inequalities similar to Bernstein's. Next, we will define our hard-threshold wavelet estimator. The last part of the Section 2 gives hypotheses and results. In Section 3, we will survey different applications of the main result and apply the estimator in simulations to understand its adaptability to the dependence of the observations. To this end, we study first independent setting, next stationary and non stationary (but geometrically ergodic) causal cases like dynamical systems and finally non causal observations through the example of Markovian fields on the line. The proof of our main Theorem is given in the last Section.
Main results
In this section, we introduce a new weak dependence condition. The objective is to cover various notions of weak-dependence in a unique definition, which deals with functionals of dependent sequences. We then recall the nonlinear wavelet estimator considered in Donoho et al. (1996) and explain how it will be modified in order to take into account the dependence of the observations. We finally establish the main result, showing the rate of convergence of this estimator is quasi-minimax.
Φ-dependence
The notion introduced here defines dependence through a functional probability inequality similar to Bernstein's. It includes various cases of dependence, and gives a control not only on probabilities but also on moments.
Definition 1 (Φ-dependence). Let (X i ) i∈N be a stationary real valued sequence. Assume that Φ is an increasing function such that
where Φ −1 is the general inverse of Φ. The process (X i ) i∈N is said to be Φ-weakly dependent if, for all integer n,
with C a constant, and for all Ψ compactly supported Lipschitz function such that:
the dependence on (X i ) i∈N ensures that we have a moment inequality of the form:
for all δ ≥ √ n.
Φ-dependence covers independence and many notions of geometric weak dependence. We will develop in this article some examples in order to show that Φ-dependence is less constraining than mixing. We show in Section 3 that weakly dependent sequences like in Doukhan (1988) and Doukhan (2002) are also Φ-dependent when their coefficientsφ and η are geometrically decreasing.
The last assumption on Φ gives us the rate of all the absolute moments of the sum:
Consequently, we obtain
Actually, Φ-weak dependence also implies a control on the moments of the sum
Construction of the estimation
Letφ generate a multiresolution analysis {φ j,k (x) = 2 j/2φ (2 j x − k), j ∈ N, k ∈ Z} on R and letψ be the wavelet associated with. We consider φ and ψ respectively the scale and the wavelet functions built by periodization ofφ andψ on [0; 1] (see Meyer (1992) or Daubechies (1992) ). Furthermore, we will assume in the following that the father wavelet φ and the mother wavelet ψ are such that:
for a given integer N . Finally, we suppose φ and ψ are such that the functions k |φ(.−k)| and k |ψ(. − k)| belong to L p space. Daubechies (1992) proposed wavelet bases verifying such conditions, with a number N of vanishing moments as great as wanted. Thus we are assured of the existence of such wavelets and we will consider Daubechies' bases for our simulations.
We introduce the Besov space B A natural estimation of f is then obtained by:
where j 0 and j 1 are functions of n andα j,k andβ j,k are estimators of the coefficients α j,k and β j,k . We shall take in the following:
for every (j, k) ∈ j ∈ N, k = 0 . . . 2 j − 1 . In order to attain the minimax rate of convergence, the optimal choice of j 0 and j 1 depends on the regularity s of the function, as it is detailed in Donoho et al. (1996) . Since s is actually unknown, we will adopt a thresholding procedure for estimating f in an adaptative way (see Donoho et al. (1996) ).
For any λ > 0, define γ λ a hard-threshold function; γ λ (β) = β1 1 |β|>λ . We will consider the following estimator:f
where j 0 and j 1 and (λ j ) j=j 0 ...j 1 will be defined later. The idea is that the wavelet coefficients' behavior is related to the regularity of the function. The level of thresholding needs to be chosen such as the resulting bias is insignificant, whereas the noise due to the estimation of the coefficients is reduced. Actually, the threshold realizes a balance between bias and variance of the estimation.
The threshold levels let to be chosen in view of this consideration. In case of independent observations Donoho et al. choose the threshold λ j = K j n where K is a constant (see Donoho et al. (1996) ). Furthermore, they take
Note that Delyon & Juditsky propose in 1993 different choices for both the sequence j 1 and the threshold λ j . In our case, we will need to introduce a specific j 1 and specific thresholds in order to take into account the dependence of the observations, because this will interfer on the properties of the coefficients estimatorsα j,k andβ j,k .
Main result
The main result is the following: 
Then we have:
with the following choice of j 0 and j 1 :
and level dependent thresholds:
where K is a positive constant and Φ is given by the definition of Φ-weak dependence.
Note that the conditions on s, π, and r are not very restrictive. First, the condition s ≤ N/2 is easily verified. Actually, we recalled previously that Daubechies (1992) proposed wavelet bases without limitation on the choice of vanishing moments N . We will consider in simulations Daubechies' bases with a fixed number N of vanishing moments, taking N sufficiently large in order to cover each case. Next, the condition 1/π < s assesses the density f is continuous, which does not seem too constraining. Observe that the assumptions on p are particularly weak: the result holds even with p ≤ 2.
One important restriction of this result is the hypothesis of a compactly supported density. In order to extend this result to more general functions, one needs Rosenthal's inequality. In the case of independent observations, in 2004, Juditsky & Lambert-Lacroix prove this estimation is quasi-minimax even if the support is not compact . However, dependence prevents us from having such an inequality, and thus we are not able to prove the theorem on the whole real line.
The main idea of this result is to take into account the dependence of the observations through the threshold. Apart this particular choice of the threshold, the estimator is actually the same than in Donoho et al. (1996) . The proof of this theorem, presented in the last section is also similar to Donoho et al.'s. It is based on probability and moments inequalities, provided here by the Φ-dependence condition.
The special case Φ(x) = C √ x (with C a constant) corresponds to the independent setting. In this case, the rate obtained is the same than in Donoho et al. (1996) and we are under the same hypotheses on f (that take in account a large class of density functions). In the cases of Φ(x) = x a , the estimator is also quasi-minimax, meaning that it achieves the minimax rate of convergence up to a logarithmic term (see Donoho et al. (1996) for a detailed proof of the minimax rate in this problem).
This estimator is adaptative in the sense it does not need any prior information on the regularity of f and nevertheless nearly attains the minimax rate, which depends on this regularity. However, the procedure is not adaptative with the dependence, in the sense it needs the knowledge of the function Φ. This function characterizes the degree of dependence of the observations. Actually, no tool exists to estimate it. In Section 3, we consider Φ(x) = x γ and we propose to choose the parameter γ by cross-validation. As it will be seen in Section 3, such a procedure can eventually provide a way to determine the kind of dependence followed by the observations. Effectively, the optimal value of γ depends on the kind of dependence followed by the series.
Applications and simulations
This section give examples of Φ-dependent sequences. First we study the independent setup, then two different cases of dependent variables. For each case, we have simulated observations in order to show the behavior of the MISE of the estimation.
The simulations are implemented in Matlab using the package Wavelab, available on http://www-stat.stanford.edu/software/wavelab/index.html. We are aware of the approximations caused by the implementation of the estimation. Computers in general do not consider continue data but discrete data. This is in particular the case for the storage of wavelets in Wavelab; we are not able to consider really ψ j,k (X i ) as we would want to. The values of wavelet functions in Wavelab are available on the dyadic grids of the interval. So, instead of computing ψ j,k (X i ) we approximate it by ψ j,k (2 i /n) where 2 i is the power of 2 closer to nX i . This approximation of course introduces a bias in estimation. We have not studied in detail this bias, because the objective here was to illustrate the behavior of the estimator in different cases, and to study the impact of the threshold on the quality of estimation. All the results presented are based on n = 2 10 observations.
Independence
At first, we study the case of independent and identically distributed observations. After showing Theorem 2 holds, we will illustrate the estimation procedure with an example.
In order to prove Theorem 2 can be applied for an i.i.d. setup, we must verify Φ-dependence. We have the following result:
Proof. We consider i.i.d. observations (X i ) i∈Z . Let Ψ be such that EΨ(X i ) = 0 and
gives:
By independence, we have σ 2 n = n E Ψ 2 (X 1 ) . Then, noting that
inequality (7) leads to:
Finally, using the assumption δ ≤ √ n, we find the bound exp(−1/2( δ/ √ n ) 2 ) for the left hand side of (8) . Using the symmetry, we recognize Φ-dependence holds with Φ −1 (t) = 1/2t 2 or equivalently Φ(t) = √ 2t.
Consequently, the convergence rate in Theorem 2 is achieved, and is similar to Donoho et al. (1996) 's.
Simulations.
Seeing that the Theorem holds for i.i.d. setups, we simulate an example in order to visualize the behavior of the estimation with respect to the level of threshold. We choose to consider n = 2 10 i.i.d. variables with the cumulative distribution function F (x) = 2/π sin −1 ( √ x), defined on the compact set [0; 1]. The density we wish to estimate is:
. In order to study the role of the threshold in the quality of estimation and, more precisely, how much the choice of the function Φ in the threshold is determinant, we compare the qualities of estimation obtained when we consider Φ(x) = x γ . The theory in Donoho et al. (1996) tells us γ = 1/2 should be appropriate, as we see on the plot of the MISE of the estimation with respect to γ (see Figure 1) .
Remark: In the Figure 1 we display the behavior of the MISE with respect to the parameter γ. We fix the constant in the threshold as K = 4 in order to obtain that the minimum is for γ = 1/2. This thresholds constant as a large impact on the behavior of the MISE. When it increases, the curve of the evolution of the MISE is shifted to the right, and then the minimum is no more attained at γ = 1/2.
Causal weak dependence
In this section, we consider a weakly dependent real valued sequence (X i ) i∈Z . We suppose moreover that the dependence is causal, meaning an observation X i is independent from the future {X j , j > i}, but depends on the past. We will more precisely consider the case ofφ-dependence, introduced by Dedecker & Prieur (2005) , and then apply it to study some dynamical systems.
To this end, we introduce some extra notation: if h : R u → R for some u ∈ N * , we set
A Lipschitz function h is a function such that Lip (h) < ∞. Let us first recall the definition ofφ-dependence, which is a causal one: (2005)). Let (Ω, A, P) be a probability space and M a σ-algebra of A. For any random variable X ∈ R d we define:
The process isφ-dependent ifφ(r) = sup k>0φ k (r) tends to 0 when r tends to infinity. 
Proof. We are able to control the covariance ofφ-dependent processes. If (X i ) i∈Z be ã φ-weakly dependent sequence, for any Lipschitz function k and integrable function h:
Furthermore, Dedecker & Prieur show in Dedecker & Prieur (2005) that the coefficient φ(r) reaches the least upper bound in (9) .
In order to find a probability inequality giving the Φ-dependence under the condition ofφ-dependence, we use the following Bernstein's inequality from Doukhan & Neumann (2005) for weakly dependent random variables. 
and
where
We apply this inequality to (Ψ(X i )) i∈Z . We thus need to check that the assumptions of the Theorem 3 hold.
In (9) the bound of the left hand side becomes:
Using Ψ ∞ E [|Ψ(X 0 )|] ≤ 1, we can take M ≤ √ n and K 2 = Lip(Ψ). This is due to the fact that Ψ ∈ L 2 (X 1 ) and that this dependence is a causal one.
We now study (11) . We consider that the weak dependence coefficients are sub-geometrical, with a and b defined in Proposition 2. Quote that 
The last inequality follows from Stirling's formula which entails that for any constant C > 0, and any ǫ > 0 there exists n ∼ n. So Theorem 3 can be applied, and it is easy to check that there exists a new constant C such that the parameter B n is smaller than C √ n. As a consequence, sub-geometricalφ-weak dependence implies Φ-dependence
In the sub-geometricalφ-weak dependence setting, we achieve the same result than in the independence case. It means that the threshold chosen in estimation and the rate given by Theorem 2 are the same for i.i.d. andφ-weakly dependent observations.
Dynamical systems.
The notion ofφ-weak dependence is specially well adapted for studying dynamical systems. Let us first recall the following definition:
Definition 3 (Dynamical system). A one-dimensional stationary dynamical system is described by:
where T : I → I for I a compact set of R. T is a transformation admitting an invariant probability measure µ 0 , that we assume to be Lebesgue dominated, and X 0 is a random variable distributed according to µ 0 .
We restrict ourselves to a one-dimensional dynamical system class called expanding map:
) i∈N is an expanding map (or equivalently T is a Lasota-Yorke function) if it satisfies the following three criteria:
• (Regularity) There exists a grid 0 = a 0 ≤ a 1 · · · ≤ a n = 1 such as T ∈ C 1 and
• (Expansivity) Let I n be the set on which (T n ) ′ is defined. There exists a > 0 and s > 1 such that inf x∈In {|(T n ) ′ (x)|} > as n .
• (Topological mixing) For any nonempty open sets U , V , there exists n 0 ≥ 1 such that T −n (U ) ∩ V = ∅ for all n ≥ n 0 .
This class has remarkable properties. As Viana proves in 1997, those dynamical systems are geometrically ergodic and they areφ-weakly dependent, withφ r = O(exp(−ar)) with a > 0. It follows from Theorem 3 that such dynamical systems are Φ-weakly dependent with Φ(x) = √ x. The corresponding parameter γ is equal to 1/2.
Simulations.
Examples of expanding maps are given in Barbour (2000) and in Dedecker & Prieur (2005) . One of the simplest one is when the transformation associated to (X i ) is T (x) = 4x(1 − x) (simulations and a Central Limit Theorem are given in Prieur (2001)). The invariant measure in this case is the distribution F defined in Section 3.1. Consequently the density we wish to estimate is again f (x) = 1/ π x(1 − x) . To insure the conditions of the Theorem 2, we first simulate 2 10 stationary observations, such that X 0 F and X i = T i (X 0 ). The MISE of the estimator for γ = 1/2 appears to be quite as good as for the i.i.d. case, and the optimal value for γ is 0.5 (see Figure 2) . Unfortunately, the stationary case is irrelevant when the stable distribution is unknown, which is the case of interest for density estimation. This is why we simulated a geometrically ergodic sequence. Taking X 0 U([0; 1]), we simulated 2 11 observations and retained only the 2 10 last terms. The previous results remain true (see Figure 3) because the error, introduced by the lack of stationarity, has a geometric rate (i.e. it exists c > 0 such that the error is = O(exp(−cn)) and is then negligible compared to the error of estimation of the stationary case. Remark. Let T be a Lasota-Yorke transformation having an invariant density. An issue is often to determin this density. We propose to estimate it by simulating the corresponding ergodic dynamical system and then computing the threshold density estimator with γ = 1/2.
Non causal weak dependence: η-dependence
We are now interested by another kind of dependence which is the η-dependence, introduced by Doukhan (2002) . A particularity of this notion of dependence is that it includes non-causal dependence; previously, we restricted ourselves to series depending uniquely on the past, whereas this definition allows observations to depend on the past and on the future. As previously, we will apply this definition to a concrete case, here a two-sided linear sequences. (1999) ). The process (X i ) i∈Z is η-weakly dependent if there exists a sequence of non-negative real numbers (η r ) r∈N verifying η r → 0 when r → ∞ and such that:
Definition 4 (Doukhan & Louhichi
and for all h, k ∈ Λ (1) where
Remark: The η-dependence refers to non-causal situations because information "from the future" (i.e. on the right of the covariance) contributes as much as information "from the past" (i.e. on the left) in the dependence scheme. Dedecker & Doukhan (2003) and Doukhan & Louhichi (1999) also proposed the θ-condition, which offers a similar definition in the case of causal dependence. But we did not improve our results in this case for geometric decays.
As previously, we check Φ-weak dependence of such sequences holds, and try to determine Φ. In this perspective, let us recall two lemmas of Ragache & Wintenberger (2005) : (2005)). Let X n be a sub-geometrically η-weakly dependent sequence, i.e. η r = O e −ar b with a > 0 and b > 0. If f j,k the joints densities of (X j , X k ) exist and are uniformly bounded on j = k, then for a sufficient n, X n satisfies the following moment inequality, for all even integer q:
Here C is a constant and Ψ is a function such as in the definition of Φ-weak dependence.
Lemma 2 (Ragache & Wintenberger (2005)). If the variables {V
where Φ is an increasing function with Φ(0) = 0 and lim x→+∞ Φ(x) = +∞. Then:
Assume (X i ) i∈Z is aφ-weakly dependent sequence and let Ψ be such that E[Ψ(X 0 )] = 0 and Note that the value of the exponent γ = 1 + 1/b to choose is here always superior to 1, whereas in the cases of i.i.d. or non causal dependence, we found that γ = 1/2 was a convenient choice. It is to say causal dependence differs from the last cases in the way it needs a different threshold in estimation. The rate obtain by Theorem 2 also differs of a logarithmic term from i.i.d. andφ-weakly dependent settings. We recalled previously this noncausal dependence does not achieve the same rates of causal dependence in linear estimation. This result tends to confirm that in a causal dependence setting such as η-weak dependence we do not attain the same rates. Nevertheless, the convergence given by Theorem 2 is still near minimax.
Two sided linear sequences.
We apply Theorem 2 to the case of two sided linear sequences (X i ) i of the form:
where the series (a j ) j∈Z is square integrable and (ξ j ) j∈Z are i.i.d. variables. It follows from Doukhan & Lang (2002) that such a sequence is η-weakly dependent with:
For the simulation, we focus ourselves on the special case of linear Markovian fields defined by:
Then X t = j∈Z a j ξ i−j with a j = 2/ √ 3 * (2 − √ 3) |j| is a stationary solution of (14) in L 1 . Furthermore, X i is geometrically η-weakly dependent by equation (13); this means there exists a such that η r = O(exp(−ar)). In this example, we have b = 1. We will consider that ξ 0 is distributed as N (0, 1). The resulting common distribution of X i is N (0, 8 √ 3/9). Note that Theorem 2 assumes the density to have a compact support. We will thus consider for each simulation the restriction of f on the interval [min i (X i ); max i (X i )].
Under this framework, perfect simulation is not available. We will approach the true distribution of (X 1 , . . . , X 2 10 ) applying the Gibbs algorithm. The idea is to simulate a vector Markov Chain (X (t) 1 , . . . , X (t) 2 11 ) t∈N * by setting:
j+1 )/4 + ξ t , where ξ t N (0, 1) and (ξ s ) s∈N are i.i.d.
Conditionally to the initial values (X
2 11 ), this chain is geometrically ergodic and its invariant distribution is the true one of (X 1 , . . . , X 2 11 ). When simulating via Gibbs algorithm, it remains a dependence on the initial values. This dependence is geometrically decreasing with the number of iteration of Gibbs sampler (see Guyon (1995) ). In order to relax it, one choose the observations obtained after a large number of iterations. We therefore take as observations (X (1000) 2 9 +1
, . . . , X (1000) 2 9 +2 10 ). The error coming from the nonstationarity is negligible (see previous section) and the dependence with the initial value is also negligible compared to the error of estimation. Consequently, the convergence of Theorem 2 holds. In Figure 4 , the MISE of the estimation is of order smaller than before, due to the regularity of the density of the gaussian densities. Furthermore, the best estimation is achieved here for γ = 2, corresponding to b = 1. The result of Theorem 2 is then validated by simulation, even if we do not have hope to reach minimax results. The study of the optimal exponent γ told us that Φ(x) = x 1+1/b seems to be the smallest function we can put in the probability inequality of the definition of Φ-weak dependence, when dealing with η-weakly dependent sequences. We then provide a numeric way to determine the shape of the coefficient Φ for any dependent time series.
The purpose of the present work was to increase the scope of the hard-threshold wavelet density estimator to dependent settings. In the independent and identically distributed case, Donoho, Johnstone, Kerkyacharian & Picard (1996) proved this nonlinear estimation achieves quasi-minimax rates. In order to extend this result, we first introduced a new functional dependence notion, which covers the independence setup and weak dependence conditions such as Dedecker & Prieur's (2004)φ-dependence or Doukhan & Louhichi's (1999) η-dependence. Actually, we proved that an appropriate modification of the threshold in estimation could take into account the dependence of the observations. With this new threshold, the wavelet density estimator is also quasi-minimax for dependent frameworks.
The application of this result to independent, causal dependent and finally non causal dependent observations illustrates the large amount of cases covered. We study with simulations the behavior of the estimation with respect to the level of threshold and used cross-validation to choose it. The results obtained were satisfactory and this approach can provide a way for getting information on the kind of dependence of the data.
Proof of the Theorem 2
Let (X 1 . . . X n ) be n observations of a Φ-weakly dependent process (see Definition 1), with a common density f . As it was told before, we restrict ourselves to the case of compact supported distributions. We consider f is defined on [0; 1] without loss of generality. We assume furthermore that the function f we wish to estimate belongs to a Besov Ball B s π,r
and that the assumptions on the indexes given in Theorem 2 hold. The density f can be written as follows:
This decomposition is linked with the properties of the Besov Balls: the first term E j 0 f represents the projection of f over the space generated by scale functions of order j 0 whereas the part D j 0 ,j 1 f + D j 1 ,∞ f are the "details", it is to say the projection over the wavelets spaces. (See Härdle et al. (1998)).
Let us recall below the form of the estimator:
where γ λ j is the hard-thresholding function with the level dependent threshold
The functions j 0 and j 1 are given by j 0 = log 2 (n 1/(1+N ) ) and j 1 = log 2 (n/Φ 2 (log(n))).
Thanks to Minkowski's inequality, we can decompose the risk off n in three parts:
We may now study the convergence rate of each of these terms. We will not consider them in their order of appearance but of difficulty.
Some technical tools
The assumption of Φ-weak dependence is useful in the proof of the Theorem 2 because it provides us moments inequalities for the estimation of the scale and wavelet coefficients.
We have, for all j ∈ N and k ∈ Z:
(ψ j,k (X i ) − Eψ j,k (X i )).
Furthermore, we restrict ourselves to the cases where j ≤ j 1 . Then φ j,k ∞ and ψ j,k ∞ are bounded, up to a constant, by 2 j 1 /2 , which is always smaller than √ n. We can also control more generally the terms: E|α j,k − α j,k | p and E|β j,k − β j,k | p for a fixed real p > 0 and uniformly for all j ≤ j 1 and k ∈ Z. The definition of Φ-weak dependence leads through the inequality (3) to the moments inequalities:
where signifies "up to a constant that does not depends of n, j and k".
Approximation error T 3
This term is the bias introduced by the fact that in reality we do not estimate f but only its projection over a space of scale functions of order j 1 . The fact that we observe dependent data does not affect this term because it is deterministic. so we can apply the usual bounds. As in the proof of theorem 5 of Donoho et al. (1996) , or by applying Theorem 9.3 of Härdle et al. (1998), we obtain
Recall that we have taken 2 −j 1 = Φ 2 (log(n)) n . Moreover, p ≥ π implies s ′ ≤ α and as a consequence T 3 has the right rate of convergence.
Bias of scale estimation T 1
Paralleling the proof of Theorem 5 of Donoho et al. (1996) , we can apply the result of Meyer (1992) for the scaling function φ satisfying a concentration assumption. It gives Thanks to the inequality (15), the rate of convergence of T 1 is bounded by:
Note that the choice (4) of j 0 implies that the order of the bound is (2 j 0 /n) p/2 = n −pN/(2+2N ) . We conclude T 1 is negligible thanks to the hypothesis N ≥ 2s.
Added to the fact we control k |β j,k | p 2 jp(s ′ +1/2−1/p) because assumptions in Theorem 2 implies that f belongs to a Besov space B s ′ p,∞ , we obtain:
It follows that T 23 2 −j 0 (s ′ p+ν) n −(s ′ p+ν)/(1+N ) . Taking K sufficiently large, we can control as accurately as we want the parameter ν and then T 23 becomes asymptotically negligible compared to the other terms.
Term T 21
For T 21 , we first introduce P(|β j,k − β j,k | > λ j /2) as we did it for the term T 23 . Added to Cauchy-Shwarz inequality, we obtain:
Using (16), we have: As for T 23 , we may choose the constant K large enough to get ν ≥ p. Then, we can write:
Here again, we can choose the constant K sufficiently large, in order to achieve a sufficiently large ν such that T 21 becomes negligible compared to the other terms.
Term T 24
This term corresponds to the leading one, meaning it is the one which determines the convergence rate. We have: |β j,k | p 1 1 {|β j,k |≤2λ j } .
As π − p < 0, we have the inequality
