This paper is concerned with the generation of Kramer analytic kernels from ÿrst-order, linear, ordinary boundary-value problems. These kernels are obtained from boundary-value problems that are represented by self-adjoint di erential operators. Necessary and su cient conditions are given to ensure that these di erential operators have a discrete spectrum which then allows of the introduction of the associated Kramer analytic kernel.
Introduction
This paper is concerned with the construction of Kramer analytic kernels from self-adjoint operators generated by ÿrst-order linear ordinary boundary-value problems.
For the original deÿnition of Kramer kernels see the seminal paper by Kramer [10] ; for the introduction and deÿnition of Kramer analytic kernels see the results of Everitt and coworkers [6, Chapter 5, Theorem 5.4; 7, Section 1, Theorem 1, 8] . Notation 1.1. Let N = {1; 2; : : :}; N 0 = {0; 1; 2; : : :} and Z = {: : : ; −2; −1; 0; 1; 2; : : :}; and let R and C denote the real and complex number ÿelds.
Let H(U ) denote the class of Cauchy analytic functions that are holomorphic (analytic, regular) on an open set U ⊆ C; thus H(C) denotes the class of all entire functions on C. A property is said to hold "locally" on U if it is satisÿed on all compact subsets of U . Notation 1.2. Let I =(a; b) be an arbitrary open interval of R; a property is said to hold "locally" on I if it holds on all compact subintervals of I . All functions f : (a; b) → C are taken to be Lebesgue measurable on (a; b).
All integrals are in the sense of Lebesgue; the integrator symbol d x is omitted if the integration variable x is not required, i.e., The function w is said to be a weight function on I if w : I → R, w is Lebesgue measurable on I , and w(x) ¿ 0 for almost all x ∈ I . If w is a weight function on I , then L 2 (I ; w) denotes the class of all complex-valued, Lebesgue measurable functions f : I → C such that For examples of the original Kramer kernels see [10] and the important paper of Campbell [2] . For examples of Kramer analytic kernels see the survey article [6] .
For a study of Kramer kernels constructed from ÿrst-order boundary-value problems see [2, Section 2].
The main deÿnitions and properties of Kramer analytic kernels are given here in Theorem 1.1. Let I = (a; b) be an arbitrary open interval of R and let w be a weight function on I . Let the mapping K : I × C → C satisfy the following properties:
1. K(·; ) ∈ L 2 (I ; w) ( ∈ C). 2. K(x; ·) ∈ H(C) (x ∈ (a; b)).
3. There exists a sequence { n : n ∈ Z} satisfying (i) n ∈ R (n ∈ Z); (ii) n ¡ n+1 (n ∈ Z); (iii) lim n→±∞ n = ±∞; (iv) the sequence of functions {K(·; n ) : n ∈ Z} forms a locally linearly independent; and a complete orthogonal set in the Hilbert space L 2 (I ; w).
The mapping
is locally bounded on C.
Deÿne the set of functions {K} as the collection of all functions F :
Then for all F ∈ {K} the following results hold:
where the inÿnite series is (i) absolutely convergent for each ∈ C; (ii) locally uniformly convergent on C:
n ∈ Z} is a sequence of complex numbers that satisÿes the condition
then there exists a unique F ∈ {K}, equivalently a unique f ∈ L 2 (I ; w), such that
Proof. For the proof of this Theorem see [8; Theorem 2; Corollary 1].
The contents of the paper: the general, ÿrst-order, Lagrange symmetric, linear di erential equation is discussed in Section 2; the Campbell transformation and its properties are detailed in Section 3; the self-adjoint di erential operators in the weighted Hilbert function space L 2 ((a; b); w) are deÿned in Section 4, followed by a discussion of the spectral properties of these operators in Section 5; the Kramer analytic kernels generated by these self-adjoint operators are deÿned in Section 6; ÿnally the now classical Shannon-Whittaker interpolation formula is shown, in Section 7, to be a special example of these Kramer analytic kernels.
Di erential equations
This section follows the ideas in the paper by Campbell [2, Section 2]. The self-adjoint boundary-value problems considered in this paper are generated by the ÿrst-order, Lagrange symmetric (formally self-adjoint), linear di erential equation
where for the open interval (a; b) the endpoints satisfy −∞ 6 a ¡ b 6+∞, and ∈ C is the spectral parameter. The coe cients ; q; w satisfy the following conditions:
(i) ; q; w : (a; b) → R;
(ii) ∈ AC loc (a; b) and (x) ¿ 0 for all x ∈ (a; b);
The endpoint a is deÿned as regular if a ∈ R with ∈ AC loc [a; b), i.e., Under conditions (2.2) the di erential equation (2.1) has the following initial value properties; let c ∈ (a; b) and ∈ C, then there exist a unique mapping y :
(ii) y(x; ·) ∈ H for all x ∈ (a; b); 
The required results (i) and (iii) follow from this identity; on letting tend to a and ÿ tend to b.
and result (ii) follows with a similar limit process. The result (iv) follows from the previous results.
Transformation theory
We give here the transformation introduced by Campbell [2, Section 2], of Eq. (2.1); the notation used here is taken from the paper Everitt [3, Section 4.1], in view of the requirement for unitary maps in discussing the spectral properties of the di erential operators introduced in Section 3.
Deÿne the mapping X (·) : (a; b) → (A; B) by, where the ÿxed point c ∈ (a; b),
clearly, from the given properties of the coe cients ; w, there is a well-deÿned inverse map
Here the open interval (A; B) ⊂ R, where −∞ 6 A ¡ B 6 + ∞, is determined by
To complete the transformation of the di erential equation (2.1) the dependent variable y is transformed to a new dependent variable Y by
Note that the transformed interval (A; B) is bounded if and only if w= ∈ L 1 (a; b), i.e., if and only if (2.8) is satisÿed.
A calculation now shows that Eq. (2.1) is transformed into the ÿrst-order, Lagrange symmetric (formally self-adjoint), linear di erential equation
where the coe cient Q :
and is deÿned by
where = X ( ); ÿ = X (ÿ) and [ ; ÿ ] ⊂ (A; B).
Lemma 3.1. A necessary and su cient condition for the transformed equation (3.4) to be regular on (A; B) is that the following two conditions hold:
Proof. The ÿrst condition implies; from (3.2); that the interval (A; B) is bounded; the second condition implies; from (3.6); that Q ∈ L 1 (A; B). Conversely, if (3.4) is regular on (A; B) then this interval is bounded and condition (i) holds; also Q ∈ L 1 (A; B) and then condition (ii) follows from (3.6).
For any point C ∈ (A; B) and any point ∈ C there is a unique solution to Eq. (3.4) with initial condition Y (C) = , determined by, for all ∈ C,
Transformation ( 
with a similar deÿnition for G, then a calculation shows that these functions are related by
The inverse mapping to (3.9) is deÿned by (x)f(x) = F(X (x)) for all x ∈ (a; b).
Di erential operators
We turn now to di erential operators deÿned in the Hilbert function space L 2 ((a; b); w).
We note that for any solution y(·; ) of the di erential equation ( The di erential expression M is Lagrange symmetric and has the following Green's formula, for all compact intervals
where the symplectic form
For details of these results see the Everitt-Markus paper [5, Section 3, (3.4) -(3.7)] The maximal di erential operator
and
We note that, from the Green's formula (4.4) we have the result that the limits
both exist in C and are ÿnite for all f; g ∈ D(T 1 ). The minimal di erential operator T 0 : D(T 0 )⊂L 2 ((a; b); w)→L 2 ((a; b); w) generated by the di erential expression M , in the space L 2 ((a; b); w), is deÿned by
The operators T 0 and T 1 have the properties, where T * denotes the Hilbert space adjoint of the operator T ,
(ii) T 0 is closed and symmetric in L 2 ((a; b); w);
For reference to these results see [5, Section 3] .
If there are any self-adjoint operators T in L 2 ((a; b); w) generated by the expression M then all such operators have to satisfy the inclusion relation 
From this last representation (4.13), since the di erential equation (4.3) is of the ÿrst order, it follows that 0 6 d ± 6 1: (4.14)
Thus for self-adjoint extensions of T 0 to exist there are only two possibilities:
Lemma 4.1. We have:
Proof. These results follow from Lemma 2.1.
(i) In this case, of (4.15), if we deÿne the operator T by T := T * 0 = T 0 , then T satisÿes T * = T and T is the (unique) self-adjoint operator in L 2 ((a; b); w) generated by the di erential expression M of (4. Let the spectrum of the self-adjoint operator T be denoted by (T ); then it follows that (T ) contains no eigenvalues since, for real ∈ R, the di erential equation has no solution in L 2 ((a; b); w); thus the boundary-value problem in this case has no eigenvalues; in fact it follows from results in [11, Chapters IV and V] that the spectrum of T is purely continuous and occupies the whole real line, i.e., (T ) = C (T ) = R. As an example of this case we have iy (x) = y(x) for all x ∈ (−∞; +∞); considered in the space L 2 (−∞; +∞). However, from the viewpoint of Kramer analytic kernels such boundary-value problems, with no eigenvalues, can provide no examples of interest for sampling and interpolation theories.
(ii) In this case, of (4.15), the general Stone=von Neumann theory of self-adjoint extensions of closed symmetric operators in Hilbert space, see [ With this boundary condition function ÿ ∈ D(T 1 ) the domain D(T ) is now determined by
and the self-adjoint operator deÿned by
All such self-adjoint extensions T are deÿned using this method; indeed there is a one-to one mapping between the set {T } and the set {ÿ} of all non-null elements of the quotient space D(T 1 )=D(T 0 ) satisfying the symmetric condition (4.17).
As an example of such a boundary condition function ÿ let ∈ R; then from the general form of solutions of Eq. The solution of this problem depends upon the nature of the spectrum (T ) of the self-adjoint operator T determined by the choice of the boundary condition element ÿ. If ∈ C can be found such that both (4.21) and (4.22) are satisÿed then is an eigenvalue of the boundary-value problem and the solution y(·; ) is the corresponding eigenfunction. The point is then an eigenvalue of the self-adjoint operator T and hence ∈ R.
If we deÿne the mapping ' ÿ : C → C by
then from this deÿnition and the results (4.4), (4.5) and (4.8) we obtain the representation, for all ∈ C,
From the results in [4] , see also [13 It now follows that is an eigenvalue of T if and only if ' ÿ has a zero at ; thus all the zeros of ' ÿ are real. We show in the next section that the spectrum of each operator T is simple, discrete and of the form { n : n ∈ Z} with n ¡ n+1 for all n ∈ Z and lim n→±∞ n = ±∞:
The associated eigenvectors { n : n ∈ Z} are non-null solutions of the di erential equation and form all the solutions of the self-adjoint boundary-value problem (4.21) and (4.22). Finally, in this section, we link to the regular boundary-value problem considered by Campbell .28) this is the boundary condition given in [2, Section 2, (7)]. In this regular case the continuum of the self-adjoint operators {T } is obtained from the one-to-one mapping {'} ↔ {T }.
Spectral properties of T
We restrict now to case (ii) of Lemma 4.1; this case covers all regular cases of the di erential equation (2.1), and all singular cases of the equation when the deÿciency indices satisfy (ii) of (4.15), i.e., d − = d + = 1. The spectral properties of the self-adjoint operator T , in the space L 2 ((a; b); w), deÿned by (4.17) -(4.19) are given in Theorem 5.1. Before embarking on the proof of this theorem we state and prove a lemma in Hilbert space operator theory; it has to be presumed that this lemma is known but a search of the literature has not yielded a reference; the proof given here follows from information given by Kalf [9] and Plum [12] .
Lemma 5.1. Let T be a self-adjoint operator in a separable Hilbert space H ; and let I denote the identity operator in H ; let (T ) represent the resolvent set of T . Suppose that for some ∈ (T ) ∩ C \ R the resolvent operator (T − I ) −1 is compact. Then T has a discrete spectrum { n ∈ R : n ∈ J }, where J is a countable index set, and the dimension of any eigenspace {f ∈ D(T ) : Tf = n f} is ÿnite for all n ∈ J . Thus is an eigenvalue of T of multiplicity at least n. The above argument can be reversed to give that is an isolated eigenvalue of T with the same multiplicity n.
Since this process applies to any point of the spectrum (T ), the self-adjoint operator T has a discrete spectrum for which each eigenvalue has ÿnite multiplicity. be deÿned as in Section 4 above; under the coe cient conditions (2.2). Let the non-negative coe cients ; w satisfy the condition
so that the deÿnitions of Section 3 apply to deÿne self-adjoint operators T in L 2 ((a; b); w). Given a boundary condition function ÿ, let the self-adjoint di erential operator T be deÿned on the domain D(T ) ⊂ L 2 ((a; b); w) by (4.17) -(4.19). Then T has the following spectral properties: (a; b) ; w) is simple and discrete. (ii) The spectrum (T ) is unbounded above and below on R ⊂ C, and so may be denoted by then ∈ D(T ) and = (T − I ) −1 f; hence (T − I ) = f and
A calculation then shows that this solution of the non-homogeneous di erential equation (5.8) can be written as, where the coe cient ∈ C and is yet to be determined,
here the solution y(x; ) of (2.1) is deÿned by (2.4). Note that y(x; ) = 0 for all x ∈ (a; b) and that, following the proof of Lemma 2.1 above, we have
Thus the integral term in (5.9) is well deÿned for all x ∈ (a; b), on using the Cauchy-Schwarz integral inequality.
To determine the coe cient in (5.9) we invoke the property that ∈ D(T ) and so must satisfy the boundary condition Thus ∈ C is determined by, noting that depends upon both and f,
on using deÿnition (4.23) of ' ÿ . Note that is well deÿned by (5.11) since ∈ C\R and so ' ÿ ( ) = 0, see (4.24) . whereˆ depends upon both and f and is deÿned bŷ
We note that i.e., that H (·; ·; ) is a Hilbert-Schmidt kernel, see [11, Section 13.3] . From (5.7) and (5.14) it now follows that for any ∈ C \ R the resolvent operator R of the self-adjoint operator T has the integral representation
for all x ∈ (a; b) and all f ∈ L 2 ((a; b); w); (5.16) where the H is a Hilbert-Schmidt kernel in the tensor product space
From [11, Section 13.3] it now follows that the resolvent operator R : L 2 ((a; b); w) → D(T ) is a compact operator in the space L 2 ((a; b); w); thus from Lemma 5.1 it follows that the self-adjoint operator T has a discrete spectrum, say { n ∈ R : n ∈ J }. Since the space L 2 ((a; b); w) is separable it must be the case that card(J ) = ℵ 0 .
Since the operator T is self-adjoint with a discrete spectrum the eigenfunctions {y(·; n ) : n ∈ J }, considered as vectors in L 2 ((a; b); w), form a complete, orthogonal set in this space. Any eigenvector of T is an eigenfunction of the boundary-value problem (4.21) and (4.22) and hence a solution of the ÿrst-order di erential equation (2.1); thus the dimension of the eigenspace of any eigenvalue of T is one and the spectrum of T is simple.
This completes the proof of part (i) of Theorem 5.1. To prove items (ii) and (iii) of this theorem we employ the transformation given in Section 3. The self-adjoint operator T in L 2 ((a; b); w) is transformed, by the isomorphic isometric mapping (3.9), into, say, a self-adjoint operator S in L 2 (A; B) with domain D(S); a vector F given by . Thus the operator S has a discrete simple spectrum which is identical with the spectrum of T , i.e., (S) = { n : n ∈ J }.
The eigenfunctions of S are given by, using transformation (3.9), {Y (·; n ) : n ∈ J } where, from (3.8),
By a simple relabelling within the index set J we can suppose, without loss of generality, that 0 ∈ J .
Consider then two eigenvalues 0 and n of S, and hence of T , where n ∈ J and n = 0. The corresponding eigenfunctions of S can be represented by Y (·; 0 ) and Y (·; n ), and are orthogonal in L 2 (A; B); a calculation shows, on using (5.17),
Hence for all n ∈ J with n = 0 result (5.18) holds if and only if for some integer p n ∈ Z, with p n = 0 since n = 0 ,
We now deÿne the positive number k referred to in the statement of Theorem 5.1, see (5.6), by
on using (3.2).
Note that now, on reversing the above argument, if the real number is deÿned by, for any p ∈ Z such that p = p n for all n ∈ J , := 0 + kp then the non-null solution Y (·; ) is orthogonal in L 2 (A; B) to the complete orthogonal set {Y (·; n ) : n ∈ J }; this is a contradiction. Thus the discrete spectrum { n : n ∈ J } of the operator S has to include all the real numbers { n : n ∈ Z} described by n = 0 + nk for all n ∈ Z; (5.21)
where now 0 ∈ [0; k) can be normalised to be the smallest non-negative eigenvalue of S, and hence of the operator T . 
Kramer analytic kernels
We can now describe all the Kramer analytic kernels, with the prescribed properties as given in Theorem 1.1, generated by the symmetric boundary-value problems associated with the ÿrst-order, Lagrange symmetric (formally self-adjoint), linear di erential equation Let the self-adjoint operator T be determined by imposing a coupled boundary condition (4.18) on the domain D(T 1 ) of the maximal operator T 1 , using a symmetric boundary condition function ÿ as in Section 3. Denote the spectrum (T ) of T by { n : n ∈ Z} with properties as in Theorem 5.1.
Deÿne the mapping K : (a; b) × C → C by, where c ∈ (a; b) is ÿxed, K(x; ) := 1 (x) exp x c w(t) − q(t) i (t) dt for all x ∈ (a; b) and all ∈ C: (6.3)
Then the kernel K, together with the point set { n : n ∈ Z}, satisÿes all conditions (1), (2), (i) -(iv) of (3), and (4) as required for the application of Theorem 1.1 to yield K as a Kramer analytic kernel in the Hilbert space L 2 ((a; b); w).
Proof. Condition (1) for K follows from the deÿnition of K; condition (6.2) and result (iv) of Lemma 2.1. Condition (2) for K follows from the deÿnition and the integration results in the paper [4] . Conditions (i) -(iv) of (3) follow from the results of Theorem 5.1. The local boundedness condition (4) follows from a direct examination of the kernel K as given by (6.3). Then for all F ∈ {K} it follows that F ∈ H(C) and
Example
for all ∈ C; (7.5)
where the inÿnite series converges absolutely for each ∈ C, and locally uniformly in C.
For additional details of this example see the results in [6, Section 5.1].
