This paper presents string stable controllers with disturbance rejection properties for vehicle platoons. Through the addition of integral action and a coordinate change, sufficient smoothness conditions on the closed loop system are established that ensure the proposed controller is string stable in the presence of time-varying disturbances, and is able to reject constant disturbances. Error bounds from desired platoon configuration are also developed. Further, a suitable controller structure is introduced, and an example is provided that achieves the required smoothness conditions and is examined in simulation studies.
Furthermore, bidirectional strings can be divided into symmetric or asymmetric strings, the latter when different coupling is chosen between preceding and following vehicles [14, 18] . Spacing policies, in turn, dictate the regulation of an agent speed as a function of the distance to other agents [8] . They affect the system stability and agent behaviour [24, 2] , where it is shown that strings that use only relative spacing information with constant spacing policy, and vehicles with two integrators in the open loop, are always L 2 string unstable for any linear controller. Finally, vehicle dynamics are generally linear [7, 10, 21, 23] , allowing the use of transfer functions and H ∞ system norm string stability, which in turn guarantees L 2 string stability (not useful for large strings), or nonlinear [16, 12, 18] , which, although harder to design, provides better performance.
In the weaker L 2 string stability setting, rather than L ∞ string stability of [26] , it has been shown that symmetry in position coupling combined with asymmetry in velocity coupling in heterogeneous, asymmetric, bidirectional strings improves platoon performance [14] . Sufficient conditions were developed in [18] under which a controller ensures disturbance string stability (DSS) [4] in the sense that the response of the state is bounded by a function of the initial condition errors and input disturbances. Unfortunately, in the presence of non zero mean disturbances the platoon may drift to a non zero offset from the desired reference positions.
The key contribution of this paper is to propose a controller with integral action that provides string stability for a bidirectional platoon of vehicles with constant spacing policy in the presence of time varying disturbances. Further, the proposed controller can completely reject constant disturbances. We illustrate a method for selecting a suitable controller, and examine the performance of our proposed controller in simulation studies. We present the system dynamics and string stability definitions in Section 2. The controller design and introduction of the sufficient conditions for string stability are discussed in Section 3. We present a numerical example to illustrate the control system performance in Section 4. Finally, we present some conclusions in Section 5.
Problem Formulation
We consider an interconnected system composed of N ≥ 1 agents whose dynamics can be described as followṡ
for all i = {1, . . . , N }, with x 1i , x 2i ∈ R n , u i ∈ R n and d i ∈ R n , where n ≥ 1. The state vector of the ith vehicle is
The control input of the ith agent is u i and d i = w i (t)+w i represents its disturbances, where w i (t) andw i are the time varying and constant component of force disturbances. We define a virtual agent as the reference state x 0 .
A classical problem for interconnected systems is to have the string stability property, which will ensure for example that disturbances are not amplified when they propagate along the string while maintaining a desired configuration. We express the control objective requiring that the state x i should converge to the desired configuration
, as well as it is a solution of the system in the absence of disturbances.
We present now the formal definition of string stability proposed by Swaroop and Hedrick [26] .
Definition 1 (Lyapunov String Stability) Consider the system (1) without disturbances, i.e. d i = 0.
Then, the origin x ⋆ i = 0 of (1) is string stable, if for any given η > 0, there exists a δ > 0 such that
Besselink and Johansson proposed in [4] the concept of disturbance string stability to capture the effects of external disturbances. The definition is an extension of classical string stability expressed in term of class-K and class-KL functions.
Definition 2 (Disturbance String Stability)
Consider the dynamics (1) in the absence of disturbances, i.e. d i = 0, and assume that x ⋆ i is the desired configuration. Then, the system is said to be disturbance string stable if there exists a KL function γ and a K function λ such that, for any disturbance d i and initial conditions the estimate
is verified for all t > 0.
Notice that a key point in the string stability definition is that the estimate of the state error norm is independent of the number of agents, N .
The problem is to design an integral controller u i for the ith agent of a bidirectionally interconnected system (1) that ensures disturbance string stability and has the form
where the smooth functions h i,j : R + × R 2n × R 2n → R n represent the coupling functions between neighbour vehicles i and j, while h 0 i : R + × R 2n × R 2n → R n is the coupling of vehicle i with the reference state x 0 and ε i ∈ [0, 1] is the symmetry constant for vehicle i, weighting its coupling with the following vehicle. The controller state ζ ∈ R n with dynamics (4) allows for integral action to compensate for disturbances. The constant k is the gain of the integral action and the smooth functions g i,j : R + × R 2n × R 2n → R n shape the integral action dynamics.
Controller Design
The control objective is to drive the states of the system (1) to the desired configuration x ⋆ i , while satisfying the estimate (2) , that is the controller ensures disturbance string stability.
Sufficient Conditions for String Stability
For the system (1) in closed loop with the static controller (3) and k = 0 (i.e., no integral action), the following sufficient conditions for string stability were presented in [18] :
The following proposition formalise the result in [18] .
Proposition 3 (Sufficient Conditions for DSS)
Assume that the coupling functions h i,j in (3) are designed such that conditions C1, C2, and C3 are satisfied. Then, the trajectories of the system (1) in closed loop with the controller (3) with no integral action (k = 0) satisfy
PROOF. It follows directly from [18, Theorem 1] . ✷
The sufficient conditions C1, C2, and C3 in Proposition 3 provide a tool to select controllers that ensure string stability of an interconnected system. The proposition also ensures that the states are ultimately bounded for bounded disturbances. However, under the classical scenario of constant disturbances, when a platoon of vehicles hit a sloping road for instance, the states will not converge to the desired values and the state error will not vanish. Moreover, the error will be bounded by the maximum value of the disturbance weighted by an increasing function of time. This behaviour is undesirable and the controller should be able to compensate, at least, for constant disturbances. We propose to design a controller with the addition of integral action capable of rejecting constant disturbances and preserving the string stability property.
String Stable Controller with Constant Disturbance Rejection
We augment the system (1) with the state ξ i ∈ R n and consider the controller (3)-(4). Then, the dynamics of the closed loop can be written as followṡ
where
Note that we dropped the function dependencies on the states to simplify the notation.
We aim at designing v i such that the closed loop system (7) is disturbance string stable. Moreover, if conditions C1, C2, and C3 (applied to (7) ) are satisfied, the inclusion of ξ i ∈ R n and the change of coordinates lead the controller to reject constant disturbances whilst guarantying disturbance string stability. However, directly satisfying those conditions is generally a difficult task.
Similar to [18] , we consider a heterogeneous car platoon system where φ i (z i ) = F z i and we design a controller v i that meets the control objectives. The system dynamics can be written as followṡ
with F = [0 3n×n [I n 0 n×2n ] T 0 3n×n ], where I n is the n-by-n identity matrix. It is also convenient to
Proposition 4 (Transformed Sufficient Conditions)
Consider the system (8) in closed loop with the controller (3)-(4). Let T i be the transformation matrix, with the coupling constant matrices α i ∈ R n×n and β i ∈ R n×n ,
Assume that the following sufficient conditions are satisfied,
where the Jacobian J of the closed-loop system (8), is given by the matrices
where ∂H ∂z
Then, the following properties hold true.
(i) The dynamics of the transformed system arė
with the new state vectorz i defined as
The transformed unperturbed closed-loop dynamics arė
and the desired configuration in terms of the new state is
(ii) The following estimate is satisfied
PROOF. First note that (13) follows from simple algebra and (12) follows by substituting z i = T −1z i into (8), which proves property (i).
To prove property (ii), we show that the conditions C1*, C2* and C3* are verified if and only if the conditions C1, C2 and C3 are verified for the dynamics (14) . Thus, by Proposition 3, the closed loop system in coordinates z i is DSS.
First notice that C1* is equivalent to C1 for the transformed closed loop dynamics (14) . Hence, condition C1 is satisfied if and only if C1* is satisfied. Now, to compute C2, we differentiate the transformed closed loop dynamics (12) , and obtain the JacobianJ
which can be expressed in terms of the state vector z i of (8), as ∂(
By solving the partial derivatives above, we obtain the Jacobian matrix J in (11) , which is written in terms of the state vector z i , obtaining also condition C2*. This implies that C2 is satisfied if and only if C2* is satisfied. Condition C3* follows directly from C3. Finally, the inequality (15) results by application of Proposition 3, which concludes the proof. ✷
It is important to note that to use the sufficient conditions C1*, C2*, and C3*, it is not necessary to compute the transformed system, but only the Jacobian J and the transformation matrix T i . Also, the change of coordinates and the transformation allows us to find controllers independent of the constant disturbancew i . Now we show that if the transformed system (12) is disturbance string stable, so is the system (8) .
Proposition 5 (DSS of the Augmented System) Considering the system (8) in closed loop with the controller (3)-(4), assume that the functions H ij are such that the conditions C1*, C2*, and C3* are satisfied, then
PROOF. As it is assumed that the conditions in Proposition 4 are satisfied, then (15) holds true. We also define A i T T i T i and note the minimum and maximum singular value of the matrix T i by σ min (T i ) and σ max (T i ), respectively. We also define σ(T i ) = λ(A i ), where λ(A i ) are the eigenvalues of A i , and we use it to obtain the following bound of the quadratic form z
whereσ = max i {σ max (T i )} and σ = min i {σ min (T i )}.
Hence, by using (18) in (15) and noting that sup i m i (t) ∞ = sup i w i (t) ∞ , we obtain
from where we obtain (17) by setting K =σ σ . ✷ Proposition 4 shows DSS of the closed loop dynamics (8) , which includes the integral action. Now, we will show DSS holds for the original states of the system (1).
Corollary 6 (DSS of the Original System) Consider the system (1) in closed loop with the controller (3)-(4).
If the functions H ij are such that the conditions C1*, C2*, and C3* are satisfied, then the state trajectories satisfy
As all the assumptions of Proposition 5 are satisfied, inequality (17) holds. Thus, using (17) in (20), we obtain
Also, using the triangle inequality, we can write
Then from (21) and the fact that ξ i (0) = ζ i (0) + k −1w i , we obtain (19) , which completes the proof. ✷ Corollary 6 proves that the state error of the original states of the system (1) are bounded by the initial state and initial integral action deviation from their respective equilibria and by the infinite norm of the time-variant disturbance. The bound (19) is comparable to the bound in Corollary 1 of [18] , which is
Also, the integral action ensures that when the agents are subject to constant disturbances, the states converge to their desired values.
Numerical Experiment/Results
In this section, we consider x i = [q iqi ] T , where q i ,q i ∈ R are the position and speed of vehicle i in a vehicle platoon, whose closed-loop dynamics is described by system (1), with n = 1, f 1i =q i and f 2i = 0, and controller (3)-(4), with the coupling functions below
where δ i,j is the desired spacing, while δ i,0 = i j=1 δ j,j−1 is the distance to the reference x 0 . The functions that shape the integral action dynamics are
where we selected h p i (
We compute the partial derivatives in (11) and using CVX, a package for specifying and solving convex programs [13] , find the controller gains that satisfy the conditions C1*, C2* and C3* so that (17) We consider a string of N = 25 vehicles, even though the estimates hold for any N , and compare the controllers obtained using Corollary 1 in [18] and Proposition 5, which we noted C 1 and C 2 respectively. The initial conditions are x i (0) = [q 0 (0) − δ i,0 + r i ,q 0 (0)] T , the intervehicle spacing is δ i,i−1 = δ i+1,i = 10 m and the reference speedq 0 = 20 m/s. Also, we set the time-variant disturbance as w i (t) = r i sin(t) exp(−0.1t) and the constant disturbance isw i = (5 + r i ) m/s 2 , where r i is uniformly randomly generated in the interval [−1, 1]. Figure  1 shows the state error norm together with the bounds (22) and (19), for comparison. As expected, since the time-varying disturbances vanish, the state error norm converges to a constant for the controller C 1 . The controller C 2 shows better performance as it compensates for the constant disturbance and the state error norm is suppressed. Also, notice that the bounds of Corollary 1 in [18] grows rapidly above the bound (19) . Figure 2 shows the deviation of the inter-vehicle distances, that is e i,i−1 = q i−1 − q i − δ i,i−1 from the desired value. We note that the controller C 1 cannot compensate for disturbances and the inter-vehicle distances do not converge to the desired values, but controller C 2 does whilst ensuring a reasonable inter-vehicle distances during the transient. Figure 3 shows that control signals are smooth and within reasonable values. Figure 4 shows the speed of the vehicles, converging to the reference velocity, and the state of the integral action, converging to a value proportional to the constant disturbance. 
Conclusion
In this paper we presented modified sufficient conditions which guarantee a linear, asymmetric, bidirectional, interconnected system under (possibly) nonlinear control to be disturbance string stable. Under these conditions, an integral controller will ensure the state errors are bounded by functions of the initial conditions and the time-variant (zero mean) disturbance, whilst rejecting constant (non-zero mean) disturbance due to the addition of integral action. Future work will focus on developing sufficient conditions for controllers that use local information without global knowledge of reference signals.
