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“Certainly no subject or field is making more progress on so many fronts
at the present moment, than biology, and if we were to name the most
powerful assumption of all, which leads one on and on in an attempt to
understand life, it is that all things are made of atoms and that everything
that living things do can be understood in terms of jiggling and wiggling
of atoms.” [1]
Feynman’s words are as true today as they were 45 years ago. In our attempt to
understand the function of biological macromolecules many points of view may be
taken, from a continuum model which is concerned with overall rates of reactions
(possibly encompassing hundreds of proteins) to a quantum mechanical one in which
the wave functions for electron clouds surrounding individual atoms of interest are
solved via high level ab initio methods. With different methods come different ques-
tions that may be answered. With molecular dynamics simulations we attempt to
answer the question how do particular macromolecules function via the approach
of Feynman, that is understanding how the “jiggling and wiggling of atoms” which
define a molecule dictate its structure and function. This technique has proven to
be invaluable in our understanding of many of the key molecules which make life
1
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possible, especially DNA, RNA, and proteins.
1.1 Background
1.1.1 The Origins of Molecular Dynamics Simulations
At its heart molecular dynamics (MD) is a straightforward concept: given a system
of particles and the forces between them the solutions of the simultaneous equations
of classical motion can provide an unparalleled view of the time evolution of a system.
In practice though there are many complications, not the least of which is the number
of calculations required to solve these equations even once, let alone for an entire
trajectory, thus requiring computers for these simulations. In 1957 the first MD
simulation was performed by Alder and Wainwright [2]. In their calculations systems
of hard spheres with a square well potential were simulated in a rectangular box
with periodic boundary conditions (a procedure that had previously been employed
in Monte Carlo simulations of similar system [3]). While they were able to simulate
system of 32, 108, 256 and 500 particles, data for systems larger than 108 particles
were not “presented due to inadequate statistics.” Results of the study commented
on the virial coefficients for finite systems with periodic boundary conditions.
Aneesur Rahman, who would become known as one of the fathers of molecular
dynamics simulations [4], presented the first study of liquid argon with a simulation
of 864 particles which interacted with one another via a Lennard-Jones potential
[5]. Rahman also performed interesting studies on liquid water [6, 7] which lead
to a key study of water in 1974 that introduced the ST2 water model and showed
that reasonable approximations to neutron scattering and thermodynamic quantities
could be obtained over a wide range of temperatures [8].
The first MD simulation on a biomolecule was published in 1977 by J. Andrew
McCammon, Bruce R. Gelin and Martin Karplus [9]. It involved calculations on
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bovine pancreatic trypsin inhibitor (BPTI) with a “crude molecular mechanics po-
tential” [10] and lasted a mere 9.2 ps, however it proved instrumental in advancing
our understanding of protein dynamics. For the first time an atomic view existed in
which motions of the protein interior could be described as “fluid-like” and “sampled
highly anharmonic regions of the potential surface.”
1.1.2 Molecular Dynamics Simulations of Nucleic Acids
The early years: 1983-1994
It was not until 1983 that the first two MD simulations of nucleic acids were
published, one by Michael Levitt [11] and the other by Bruce Tidor, Karl Irikura,
Bernard Brooks and Martin Karplus [12]. In the study by Levitt, 90 ps MD calcu-
lations were performed on helices of length 12 and 24 base pairs. Calculations that
excluded electrostatic interactions (but included a hydrogen bonding term) produced
stable helices with global motions consistent with those from NMR measurements.
Upon the inclusions of electrostatic interaction the helices become unstable and un-
wound, serving as an indication of failures in the force field. In the work by Tidor et
al. MD simulations and harmonic calculations of three DNA hexamer systems (two
in B form one in Z) were performed and compared with one another and with exper-
imental parameters such as NMR order parameters, B-factors from x-ray diffraction,
and fluorescence depolarization. While the authors acknowledged that the results
were more qualitatively than quantitatively correct, the study began what would
become the broad field of MD simulations on nucleic acids.
This was also the year the first simulations of RNA were published in which
two 12 ps simulations of tRNA, differing from one another based on their van der
Waals potentials, were compared with one another [13]. It was determined that there
was little difference between the simulation which had parameters altered to mimic
4
solvation effects and that with the original parameters. This was one of the first
studies in the subfield of implicit solvent calculations.
Advances in computing power allowed for the simulation of solvated DNA systems,
with the first on a five base dodecamer surrounded by 830 water molecules and
8 sodium ions for 106 ps [14]. This study, along with many that would follow,
demonstrated inaccuracies in the methods and force field through events such as base
pair openings, significant bending of the DNA backbone, sugar puckering straying
from the C2’-endo conformation, and high RMS deviations from canonical B form
[15, 16]. The addition of restraining potentials to mimic Watson-Crick hydrogen
bonds reduced some of these problems on a short timescale [17], however the first 1 ns
MD simulation of a DNA used these restraints and reported fluctuations from B- form
as large as 7.5 Å [18]. Nevertheless this period provided many exciting simulations
which offered a glimpse of the dynamics intrinsic to nucleic acid molecules [19].
A renaissance of nucleic acid simulations: 1995-2000
Advances in computing power, methodology and force fields (see section 1.2.2 for
a discussion of the CHARMM force field) allowed for great advances in the simulation
of nucleic acids between 1995 and 2000 [20, 21]. The introduction of particle mesh
Ewald methods (PME, discussed further in section 1.2.6) allowed for more accurate
treatments of long range electrostatics which resulted in a significant increase of
nucleic acid stability. This was highlighted in a 1995 paper by Cheatham et al.
which compared identical simulations for DNA, RNA, and ubiquitin that differed
only in the use of electrostatic methods [22]. It was noted that the nucleic acid
structures were unstable with the standard cutoff algorithms but sampled structures
close to the helical canonical forms with PME. In the case of ubiquitin all simulations
sampled similar configurational space regardless of the electrostatic method used.
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With the availability of stable simulations that lasted longer than 1 ns there were
several questions that could be addressed, not the least of which was did simulations
accurately predict structural and dynamical properties of nucleic acids? Several
studies examined this with results that differed based on the chosen force field. Sim-
ulations with the CHARMM22 force field tended to overstabilize the A- conformation
of DNA helices [23] whereas those with the AMBER Param94 parameters exhibited
an undertwisting (resulting in ≈12 base pairs/turn) and O4’ endo puckering [24].
Additionally the AMBER force field produced trajectories with B-RNA structures
stabilized for over 10 ns [20]. These results would be instrumental in further force
field refinements.
Other problems of interest that were addressed in this time were the interaction
of cations with DNA [25, 26], sequence dependent bending [27], and stretching of the
DNA helix [28, 29] (to name only a few). These studies of DNA under a tensile load
served to illustrate the promise that molecular dynamics holds, that experiments
with only a few observables (in this case extension and force) can be modeled, and
through the combination of techniques a more complete understanding of the system
of interest is gained than through the use of either technique separately.
Molecular Dynamics Simulations of Nucleic Acid in the 21st Century
Armed with molecular dynamics methodology, software, high speed computers,
and more advanced force fields the field of MD simulations on nucleic acids has sig-
nificantly expanded in the first decade of the 21st century to encompass almost every
aspect of nucleic acid structure, dynamics, and function. A comprehensive review
of papers published in this time would exceed the scope of this dissertation, thus
a sampling of interesting works is highlighted to illustrate the types of simulations
which are currently state of the art.
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In 2002 two papers were published which examined the flipping of a single base
out of a double helix (as has been observed in crystal structures of DNA with repair
enzymes [30]). One of these studies used the CHARMM27 force field [31] while
the other used AMBER Parm99 [32]. Both utilized umbrella sampling techniques
(see Section 1.2.4), albeit with different definitions of a reaction coordinate. Results
were remarkably similar between the two studies: flipping proceeded along distinct
pathways for passage through the major or minor groove, flipping towards the major
groove was slightly preferred, and the energy to flip a base was 15-20 kcal/mol. There
were little or no local minima present in the flipped state, indicating that proteins
must not only flip the base out but stabilize it afterwords.
A collaboration of 17 researchers in 9 labs (referred to as the “Ascona B-DNA
Consortium”) undertook the computationally expensive task of simulating all 136
possible DNA tetranucleotide steps and analyzing them for structural information
[33, 34]. Results indicated the existence of seven backbone conformational sub-
states determined by three parameters, the backbone dihedral angles α, γ, and the
difference between ε and ζ. Transitions between these states were not necessarily re-
versible. Analysis also showed that while intrinsically rigid the structural parameters
of purine/purine and purine/pyrimidine steps may experience a “significantly struc-
tural impact” from adjacent pyrimidine/purine steps. A database of these results
was placed online (http://humphry.chem.wesleyan.edu:8080/MDDNA/header.html)
where users may obtain structures for DNA of any desired sequence.
Another excellent example of modern MD simulations on DNA was recently pro-
vided by Harris et al. in which the supercoiling of DNA nanocircles was explored
[35]. Explicit solvent calculations of 90 base pair DNA circles and implicit solvent
calculations of 90 to 178 base pair systems for up to 5 ns were performed with var-
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ious levels of positive and negative supercoils introduced. Of particular interest is
the reported phase diagrams of DNA conformations for circles of various lengths
and superhelical densities in medium and high salt environments. Results show an
asymmetric response to positive and negative torsional stress which is not described
by similar studies using course-grained rod models [36].
1.1.3 Molecular Dynamics Simulations of Protein-Nucleic Acid Systems
Historically the simulation of systems containing both proteins and nucleic acids
has lagged behind those containing a single class of biomolecules, largely due to
the size of the systems required for such calculations. The first of these studies
was reported in 1989 by de Vlieg et al. who used NOE data to constrain an MD
simulation of the lac repressor complexed to a 14 base pair DNA sequence [37].
This work provided a wealth of information about specific protein-DNA contacts
(direct and water mediated hydrogen bonds, nonpolar interactions) and was an early
demonstration of the value in using experimental parameters such as NOE data in
MD simulations.
Simulations of these types remained sparse, but in 1995 an interesting study was
published by Eriksson et al. in which a dimer of the DNA binding domain of the
transcription factor glucocorticoid receptor was complexed with a 20 base pair DNA
segment for 325 ps [38]. Important structural changes in both the DNA and the pro-
tein were noted as compared to the crystal structure, such as a bending of the DNA
helix, expansion of sections of the DNA major groove to accommodate protein helices,
and distortion of some protein secondary structure. Additionally a comparison to
the crystal structure for the estrogen receptor/DNA complex showed surprising sim-
ilarities between hydrogen bonding networks of the two systems, suggesting common
features between the two proteins that could possibly extend to the entire family.
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Advances in computing power and the introduction of MD software targeted at
simulating large complexes (such as NAMD, see section 1.2.3) have made simulations
of protein/nucleic acids complexes much more common. In recent years work on the
nucleosome/DNA [39], λ-repressor/DNA [40], and the U1A/RNA [41, 42] complexes
have been reported. With the biological importance of biomolecules interacting with
one another it is expected that these types of studies will be performed with a high
frequency in the future.
1.2 Computational Tools and Techniques
Key problems in molecular dynamics are the definition of the force field and the
implementation of code. Indeed these presented major difficulties for early simu-
lations as not only was the researcher required to develop algorithms and code to
evaluate and differentiate energies and then propagate the resulting forces into dy-
namics, they also had to determine the proper formula and constants for the potential
energy of the system of interest. The introduction of CHARMM and other packages
helped to alleviate some of these problems by providing highly transferable and easily
adaptable collections of code for MD, along with general force fields.
1.2.1 Molecular Dynamics
In molecular dynamics a system of atoms is represented as spherical points with a
given radius which interact with one another via a potential energy function defined
via a force field (for the CHARMM specific force field see section 1.2.2). Following
directly from Newton’s Second Law the spatial derivative of this force field is pro-
portional to the acceleration for each of atoms. That is, for atom i the acceleration
vector is [43, 44, 45]:
(1.1) −∇Vi = mir̈i
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Time is integrated via one of numerous methods, example of which are the Verlet [46],
leap-frog Verlet [47], and velocity-Verlet algorithms [48], all of which are theoretically
equivalent in the limit of small time steps, but differ in accuracy due to numerical
details.
1.2.2 Evolution of the CHARMM Force Field
Included with the original version of CHARMM was PARAM4, a set of parame-
ters describing the interactions of atoms in amino acids [49]. An “extended atom”
representation was used in which the radii and charges of heavy atoms were adjusted
to include the hydrogen atoms which were bound to it thus reducing the size of
the system by removing the need to explicitly include protons. The energy function
consisted of a collection of terms including one to account for hydrogen bonding
interactions.
Shortly following the release of PARAM4 a refinement was developed by Reiher,
Brooks, and Karplus termed Param 19 and was commonly employed for simulations
following 1985 [50]. A major enhancement was the use of extended atom represen-
tations for only non-polar hydrogens, while hydrogens bonded to oxygen or nitrogen
atoms were explicitly represented and parametrized. It was shown that hydrogen
bonding could be effectively reproduced through Lennard-Jones and Coulombic in-
teractions resulting in the hydrogen bonding energy function not being included.
Additional parameterization was performed such that water molecules, represented
by a modification to the TIP3P model [51, 50, 52], could be introduced into the
simulation.
For nucleic acids the first widely accepted CHARMM force field was constructed
by Nilsson and Karplus and termed EF2 (energy function 2) [53] and was associated
with the original version of CHARMM [49, 54, 55]. EF2 was an improvement to
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EF1, the force field utilized in the original DNA MD simulation by Tidor et al.,
and contained both “extended atom” and “all atom” models of nucleotides. The
extended atom representations combined non-polar hydrogens with their respective
heavy atoms while explicitly representing polar hydrogens while the all atom explic-
itly modeled these protons. Additionally a hydrogen bonding term was present in the
energy function. Simulations were designed to be performed in vacuo and a distance
dependent dielectric constant was often required to create stable trajectories [53].
Version 22 of CHARMM saw the introduction of the first “modern” CHARMM
force fields for nucleic acids [56], proteins [57], and lipids [58] and was termed
CHARMM22. This parameter set was designed to be an all-atom representation
that included explicit solvent models of the TIP3P type and could allow for the in-
teraction of proteins, nucleic acids, lipids. Hydrogen bond terms were dropped from
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The first five terms represent the interactions of bonded atoms with terms for
bond distance, angles, improper and regular dihedrals, and a Urey-Bradley term
(the distance between two atoms bonded to the same atom) respectively. The K
values are the associated force constants, the values with a subscript of zero the
equilibrium values, and the dihedrals term has a periodicity of n and an offset of δ.
The final summation is over nonbonded interactions, specifically the Lennard-Jones
and Coulombic interactions over each pair of atoms.
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The CHARMM22 force field allowed for a substantial increase in the stability of
nucleic acids, however several problems remained such as the overstabilziation of A-
DNA compared to B-DNA helices and a nanosecond timescale fluctuation between
A- and B-DNA structures [23]. The CHARMM27 force field resolved many of these
problems by reoptimizing the nucleic acid parameters based on a combination of
quantum mechanical and experimental data [59]. It was shown that this new force
field correctly sampled the A- B-DNA equilibrium in aqueous and non-aqueous en-
vironments and provided good agreement with various structural properties such as
backbone and puckering angles and helicoidal parameters [60, 61]. At this time the
lipid force field was also updated [62].
While more accurate in its description of proteins than nucleic acids the CHARMM22
force field exhibited several deficiencies such as incorrect dipeptide potential energy
surfaces (when compared to high-level QM calculations) and the presence of peptide
π-helices in lipid and aqueous environments. With the aid of QM calculations that
included electron correlation effects on alanine, glycine, and proline dipeptides MacK-
errell et al. derived a correction to the CHARMM22 force field termed CMAP [63].
This correction added a 2-D energy correction map to the φ,ψ backbone dihedrals
which is interpolated by the MD software. Results suggest substantial improvement
in the handling of proteins such as the reproduction of α- instead of π-helices, a lower
RMS to protein crystal structures, and a better fit to N-H NMR order parameters
[64, 65].
1.2.3 Selected Molecular Dynamics Software
CHARMM
The CHARMM program originated in the early 1970s through the work of Martin
Karplus and his graduate student Bruce Gelin [66]. The earliest version was able
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to perform energy evaluations of amino acid sequences at a given set of cartesian
coordinates and energy minimization. Its functionality was significantly extended
to include molecular dynamics techniques, normal mode analysis, and several forms
of structural analysis through several revisions. It was released to the public in the
early 1980s under the name CHARMM (Chemistry at HARvard Macromolecular
Mechanics) [49]. Release required naming of the previously nameless code, and the
early suggestion of HARMM by Bob Bruccoleri was modified by the addition of
a “C”, however Martin Karplus has noted that the original name may have been
appropriate [66]:
“I sometimes wonder if Bruccoleri’s original suggestion would have served
as a useful warning to inexperienced scientists working with the new pro-
gram.”
Since its introduction CHARMM has been maintained and developed by sev-
eral groups, providing the advantage of a broad range of functionality including
(but not limited to) implicit and explicit solvent molecular dynamics simulations,
QM/MM calculations, implicit membrane calculations, computational alchemical
methods, thermodynamic integration, and a large collection of constraints and anal-
ysis tools. It is currently used worldwide in academic and commercial versions (the
latter through Accelyrs).
NAMD
With the advent of large supercomputing clusters came a need for efficient MD
code parallelization, and in 1996 the program NAMD (Not just Another Molecular
Dynamics program) was introduced by the Schulten group to take advantage of the
newest supercomputers for MD calculations [67, 68]. NAMD effectively scales to
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thousands of processors and has been used for large scale simulations such as the
simulation of an entire virus (the satellite tobacco mosaic virus), the first molecular
dynamics simulation for a biomolecule of over 1 million atoms [69]. The CHARMM,
AMBER, or GROMACS force fields may be used. Code is maintained solely by
the Theoretical and Computational Biophysics Group at the University of Illinois
at Urbana-Champaign which enables developers to ensure high efficiency for code
scaling. While limited in its functionality compared to CHARMM, NAMD is an
excellent choice for large-scale explicit solvent simulations.
1.2.4 Umbrella Sampling
Calculation of the potential of mean force (PMF) for a system along an arbitrary
reaction coordinate ζ is a complex problem that, if properly solved, may provide
valuable insights into the function and interactions of biomolecules. In a direct
approach a probability function P (ζ) could be constructed from an unrestrained
trajectory and the PMF calculated by: W (ζ) = −k log (P (ζ)). This is however
impracticable for systems studied with MD as the range of phase space sampled by
the simulation will be heavily biased towards the area surrounding the local minima
near the initial structure.
The need for enhanced sampling was recognized as early as 1974 when Torrie and
Valleau introduced what has come to be termed “umbrella sampling” [70, 71]. In
this method a restraining potential as a function of ζ is added to the Hamiltonian of
the system to bias it into simulating a region that would not otherwise be sampled.
A “window” is defined as a single simulation in which a restraining potential wi is
added such that sampling is enhanced in an area ζi. Often times a harmonic potential
is used so wi = Ki (ζ − ζi)2 with the force constant Ki to be chosen, although this is
not a unique choice and any restorative potential may be used (quartic for example).
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For sampling of a wide range of phase space successive windows may be run with
restraining potentials centered on different values of ζ such that biased sampling
occurs on a much greater range then would be possible with unbiased simulations.
The question then becomes how does one properly unbias the data from these
windows to construct an unbiased probability distribution (which may then be used
to calculate a PMF). Several methods have been devised to do this [72, 73, 74],
however many of them suffered from problems such as requiring a large overlap
between adjacent windows, large errors due to an arbitrary choice of force constants,
and not using the entire set of windows in optimizing overlaps. Kumar et .al solved
these problems with the introduction of the Weighted Histogram Analysis Method
(WHAM) [75]. In this technique the mean unbiased probability at a given position,













〈ρ (ζ)〉 e−[wi(ζ)/kT ]
]
.(1.3)
Due to the probabilities being dependent on force constants Fi that must be de-
termined, the above equations are solved iteratively until they are self consistent.
WHAM minimizes the error associated with overlapping windows with one another
and does not discard any data in the process [76]. Additionally WHAM may be
extended to an arbitrary number of dimensions (although the number of simulations
required to fully cover an n-dimensional phase space goes by O(xn)) [77].
There are two major considerations which affect the applicability and accuracy of
free energy calculations via umbrella sampling and WHAM. The first is the definition
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of a reaction coordinate and the implementation of a restraining potential defined
by this coordinate. While in some cases this may be straightforward, such as in the
extension or twist of a DNA molecule [78, 79], in others it may be more complicated
and not feasible. The second is sufficient overlap of windows and sampling within
windows required for convergence of the PMF. This is solved through an interplay
of the number of windows simulated, the range between windows, the force constant
Ki used in each window, and the simulation time in each window.
1.2.5 Calculation of Conformational Entropy
The stability of a biological molecule has been shown to be a complex interplay be-
tween entropic and enthalpic factors. While molecular dynamics simulations provide
a good representation of a system’s enthalpic components, entropic contributions
have proved much more difficult to determine. Methods exist for calculation of the
conformational entropy for a given biomolecule, with harmonic and quasiharmonic
analysis as the two methods of choice.
Normal Mode
In normal mode analysis a mass-weighted matrix of second derivatives of the
energy with respect to the 3n cartesian coordinates of the structure (the Hessian)
is diagonalized [80]. The eigenvectors and eigenvalues are calculated to give the
motions and frequencies intrinsic to the molecule in that state, and the entropy of
a biomolecule may be calculated from these frequencies using the same formula as
derived by Andricioaei and Karplus for quasiharmonic analysis (below, equation 1.5)
[81]. Calculations are limited in that they only reflect the energy minima for which
the molecule is in, however unlike with quasiharmonic analysis it is not necessary to
calculate trajectories for determination of thermodynamic quantities.
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Quasiharmonic Analysis
An alternative approach was introduced in 1981 by Karplus and Kushick in which
the covariance matrix calculated from a trajectory, C, may be used to calculate the
entropic difference between two conformations as k/2 ln (det Ca/det Cb) [82]. The
covariance matrix C is defined as:
(1.4) Cij = 〈(xi − 〈xi〉) (xj − 〈xj〉)〉 .
This approach however tends to be numerically unstable and relies on a conversion
to internal coordinates [83]. Schlitter circumvented these problems by deriving a
method to calculate the conformational entropy directly from the mass-weighted co-
variance matrix of cartisian coordinates [84]. This method utilizes an approximation
to the quantum mechanical harmonic oscillator and provides an upper bound to the
macromolecule’s conformational entropy. Andricioaei and Karplus derived a formu-
lation in which the exact QM oscillator frequency could be utilized, thus providing
a formalism with a tighter upper bound to the conformational entropy [85]. In this
method the eigenvalues of the mass weighted covariance matrix are calculated to
determine the quasiharmonic frequencies ωi =
√
kT/λi to calculate the entropy via:










The major assumption of this approach is that the fluctuations represented in the
covariance matrix are a result of a multivariate Gaussian probability distribution,
i.e. that the underlying potential energy may be described as a sum of harmonic
terms, a reasonable assumption in molecular dynamics. Additionally there is the
underlying problem of sufficient sampling of configurational space. It has been noted
that as sampling time increases the entropy follows the formula [86, 87]:
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thus it is normally necessary to calculate the entropy for several simulation lengths
to extrapolate the entropy for an infinitely long simulation. The constants α and β
are fitting constants and it is not immediately clear whether they have a physical
significance, although work on this is under investigation [87].
While quasiharmonic analysis is computationally more demanding then normal
mode analysis in that it requires the calculation of MD trajectories, it provides the
advantage of sampling a wider range of phase space and explores motions which may
not be represented in the energy minima that normal modes explore.
1.2.6 Electrostatic Calculations
Energy and force calculations for large systems require substantial computational
power, with non-bonded interactions dominating those calculations. Electrostatics
calculations are highly demanding as a coulombic potential must be calculated be-
tween each pair of atoms, creating a problem on the O (n2) timescale. To alleviate
some of this computational burden two methods have been developed: truncation of
electrostatic interactions after a given length and the particle mesh Ewald method.
In the first electrostatics are calculated normally between atoms i and j if the dis-
tance between them is less then a given cutoff r1, a switching function is used if the
distance between them (x) satisfies r1 < x < r2, and for a separation x > r2 no in-
teraction is calculated [88]. With older force fields this method created instabilities,
especially for charged molecules such as DNA [89, 16], however truncation methods
do produce stable trajectories with newer force fields [90, 91].
A more rigorous approach to electrostatic calculations is the particle mesh Ewald
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method [92, 93]. In this scheme the electrostatics are separated into two terms, a
short-range and a long-range term. The short range term is summed over atoms
within a given cutoff and sums quickly using a standard Coulombic potential. For
the long-range potentials the charge density of the periodic system is calculated
on a lattice, following which a fast Fourier transform is employed to calculate the
Coulombic potential at a specific location. This method operates on an O (N logN)
timescale (slower than truncation methods but much faster then calculations of all
electrostatic pairs) and is highly accurate. Its main assumption is that of an infinitely
periodic system, and due to periodicity the net charge of the system must be zero.
1.3 Structures of Nucleic Acids Helices
Nucleic acids may exist in one of several regular helical patterns. The original
structure solved by Watson and Crick [94] came to be termed “B-DNA,” but at lower
humidity it may transition to “A-DNA” [95, 96, 97]. Both structures have a right
handed twist, however A-form has a lower rise and twist angle, creating more bases
per turn, and the bases are tilted with respect to the central axis.
A quite different structure from A- and B- form was solved in 1979 by Andrew
Wang, Alexander Rich and coworkers and was termed “Z-DNA” [98]. In this struc-
ture a six base DNA sequence of alternating cytosines and guanines exhibited a left-
handed turn with rise greater then that of B-DNA. This structure was also unique
in that it had a dinucleotide repeat (as opposed to a single repeat in A- or B- form)
creating six units (or twelve bases) per turn.
Each nucleotide consists of a phosphate group (which when joined with other bases
comprises the phosphate backbone), a sugar, and a base [99]. The conformation of
the sugar is of particular interest and has been shown to be highly correlated with
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Helix Sense Twist (◦) Rise (Å) Units/turn Base Sugar
inclination(◦) Puckering
A-form Right-Handed 32.7 2.54 11 22.6 C3’-endo
B-form Right-Handed 36.0 3.38 10 2.8 C2’-endo
Z-form (C) Left-Handed -49.3 3.63 6 0.1 C2’-endo
Z-form (G) Left-Handed -10.3 3.63 6 0.1 C2’-exo
Table 1.1: Structural Properties of A-, B-, and Z- form nucleic acid helices.
helical structure [97]. To relieve steric clash one of the atoms in the five membered
sugar is forced out of plane, and it is this atom, which is said to be “puckered,” that
may change between different configurations. Depending on the side of the ring it
is on the atom may exhibit “endo” or “exo” puckering. Standard puckering, along
with other helical parameters, are given in Table 1.1 as reported by Neidle [97].
1.4 Specific Aims
This dissertation aims at advancing our understanding of nucleic acids, their in-
teraction with proteins, and their simulations.
1. In Chapter 2 we present, at atomic resolution, a simulation of the dynam-
ics involved in the transitions from B-DNA and A-RNA to Pauling (P) forms
[100, 101] and to denatured states driven by application of external torque
and tension. We then calculate the free energy profile along a B to P tran-
sition coordinate and from it, compute a reversible pathway, i.e, an isotherm
of tension and torque pairs required to maintain P-DNA in equilibrium. The
reversible isotherm maps correctly onto a phase diagram derived from single
molecule experiments, and yields values of elongation, twist, and twist-stretch
coupling in agreement with measured values. We also show that configurational
entropy compensates significantly for the large electrostatic energy increase due
to closer-packed P backbones. A similar set of simulations applied to RNA are
used to predict a novel structure, P-RNA, with its associated free energy, equi-
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librium tension, torque and structural parameters, and to assign the location,
on the phase-diagram, of a putative force-torque dependent RNA “triple point”.
2. Thermoresponsive devices may be constructed based on the entropic difference
between left and right handed nucleic acids and its relation to sequence and
environmental conditions [102, 103]. Despite the importance of nanoscale tem-
perature measurements a detailed understanding of the microscopic origin of the
temperature induced switching activity of RNA and DNA based nanothermome-
ters is lacking. To address it, we present in Chapter 3 MD simulations exploring
the temperature-dependent structural dynamics and energetics of these devices.
We present configurational, solvent, and ionic entropies calculations on a set of
RNA and DNA systems that cover the landscape of sequence, salt conditions,
and helical direction to determine their effects on transitions from right to left
handed structures and vice versa.
3. Human topoisomerase I is thought to remove DNA supercoils by nicking one
strand at a phosphodiester bond, covalently attaching to the 3’ end of the nick,
and allowing the downstream DNA to rotate around the intact strand [104]. In
Chapter 4 we calculate free energy profiles for the rotation of downstream DNA
to mimic the release of both positive and negative supercoils which confirms
previous experimental and computational work suggesting these mechanisms
progress along distinct pathways. Additionally, simulations performed with
the ternary complex of topoisomerase, DNA, and the chemotherapeutic drug
topotecan show important differences in the mechanisms for DNA relaxation
in this system, possibly accounting for the decreased rate of supercoil relax-
ation observed in experiments. Calculations show a good agreement between
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experimentally observed rate constants and those recovered from simulations.
Calculations also present evidence for a semi-open state of the protein which
facilitates rotations after the initial one as a result of biasing the protein into a
conformation more favorable to strand rotation than the clamped state required
for nicking of the DNA
4. In Chapter 5 a method exploiting the properties of an artificial (non-physical)
Langevin dynamics with a negative frictional coefficient along a suitable man-
ifold and positive friction in the perpendicular directions is presented for the
enhanced calculation of time correlation functions for rare event problems. Ex-
act time-correlation functions that describe the kinetics of the transitions for the
all-positive, physical system can be calculated by reweigthing the generated tra-
jectories according to stochastic path integral treatment involving a functional
weight based on an Onsager-Machlup action functional. The method is tested
on a prototypical multidimensional model system featuring the main elements
of conformational space characteristic of complex condensed matter systems.
Using the present method, accurate estimates of rate constants require at least
three order of magnitudes fewer trajectories than regular Langevin dynamics.
The method is particularly useful in calculating kinetic properties in the context
of multidimensional energy landscapes characteristic of complex systems such
as proteins and nucleic acids.
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CHAPTER II
On Structural Transitions, Thermodynamic Equilibrium and
the Phase Diagram of DNA and RNA Duplexes under
Torque and Tension
2.1 Introduction
In several instances involving DNA, nucleoprotein complexes exert, in vivo, forces
or torques that distort it appreciably e.g., by stretching [1], wrapping-around [2],
or looping [3]. Furthermore, a quantitative assessment of double stranded DNA
deformation can aid in designing novel nanomechanical devices [4], and in perfect-
ing rapid genetic mapping techniques for stretched, surface-immobilized DNA [5, 6].
While less studied in this respect, double stranded RNA, too, can experience signif-
icant structural perturbations. This is likely to play a role in the context of RNA
interference [7] and viral RNA capsid compaction [8], as well as in modulating the
specific interaction of the RNA duplex with proteins such as the RNA helicases [9],
polymerases [10] and nucleases [11].
The development of single-molecule manipulation techniques has spurred a good
number of exciting studies on the mechanical response of nucleic acids to tension
and torque [12, 13]. They have revealed elastic properties otherwise hidden in bulk
assays [14], have shown how stretching supercoiled DNA may activate homologous
pairing [15], and have assessed the force-dependence of RNA folding [16]. They
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have also demonstrated a unique ability to generate novel macromolecular forms.
Outstanding examples are the studies of Cluzel et al. [17] and Smith et al. [18]
on stretched DNA (S-DNA), a form 70% longer than B-DNA. The transition was
subsequently modeled, with varied abilities to reproduce experimental observables,
by computer simulations [19, 20, 21, 22, 23]. Additionally, an S-RNA form has also
been measured and compared to S-DNA [24].
The present study focuses on another novel form of nucleic acid duplexes, recently
revealed in single-molecule experiments that twisted and stretched double-stranded
DNA with magnetic or optical beads attached to the ends [25, 26, 14]. In the over-
twisting case, these experiments produced a structure that was hypothesized to be
akin to, (and thereby to somewhat vindicate), an early model of DNA proposed by
Pauling [27] (P-DNA). Pauling had modeled three helical backbones inside and the
bases flipped outside. Soon after its publication, the P-DNA structure appeared to
be untenable in light of the Watson-Crick model [28] for DNA under physiological
conditions. Subsequently, some evidence existed to assume the presence of double-
stranded P-DNA, but only under very particular conditions in dry DNA [29] or
ethanol solutions [30] (see also [31]).
While the twisting and stretching single-molecule manipulations were instrumen-
tal in renewing the interest in P-DNA models, such experiments can only report a
limited number of “configurational” observables (e.g., an extension or a bend an-
gle). It is therefore important to complement them by simulations that can reveal
atomic details of any assumed structural transition. The experimental report of
double-stranded P-DNA did include a detailed structural model for P-DNA, gener-
ated using molecular mechanics in helical coordinates [25]. It involved minimization,
in the absence of water and counterions, of a helically symmetric, periodic duplex
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with twist constraints (the number of degrees of freedom was significantly reduced
by fixing bond lengths and many of the bond angles). However, the actual all-atom
dynamics and thermodynamics of the transition have not been previously calculated.
Here we report a study of dynamics, structures, energies, entropies, longitudinal
stretching forces (from here on interchangeably referred to as “forces,” or “tensions”)
and transversal torques calculated from atomic molecular dynamics simulations. For
DNA, the calculated extension, rise, and the underlying forces-torques that effect P-
DNA transitions match well with experimental data. For RNA, we produce the first
model for how a P-RNA structure might look, and calculate the forces and torques
that could produce it.
Logistically, this chapter is organized in two parts. The first one is largely a
non-equilibrium study: we apply what we call driving torques and forces to observe
conformational transitions on the nanosecond time scale. The second part deals with
equilibrium; using thermodynamic averaging, we compute the equilibrium torques
and forces needed to maintain the P forms. In the first part, we start with an
analysis of overtwisting of the B-DNA state using a large driving torque and three
driving forces of different magnitudes, and follow that with the undertwisting case
under the same forces. We then change the starting structure to A-RNA, and apply
similar driving force-torque combinations. We showcase the dynamics of how torque
of either sign and stretching forces of various magnitudes applied on the helix create a
variety of forms such as P, supercoiled P (scP), left-handed P, and denatured. In the
second part, the Equilibrium Calculations section, we then shift towards our central
result, the free energy profile and the underlying equilibrium forces and torques along
the B- to P-DNA and A- to P-RNA conformational transitions, and map a reversible
transformation on a phase diagram. A qualitative dissection of the enthalpy and
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entropy changes from B to P is also attempted, and detailed structural parameters
for P-DNA and the hypothetical P-RNA are presented. We end with concluding
discussions.
2.2 Methods
Molecular dynamics simulations were performed with the program CHARMM
[32], using version 27 of the nucleic acid force field parameters [33, 34]. A canonical,
double-helical B-DNA of the Drew-Dickerson [35] dodecamer, d(CGCGAATTCGCG)2
and a canonical, double helical A-form RNA of sequence (CGCGAAUUCGCG)2 were
generated. Their initial structures were aligned so that their primary axis were the x-
axis. They were overlaid with a previously equilibrated water box, containing TIP3P
water molecules [36] and sodium ions, with dimensions 100 Å × 36 Å × 36 Å in the
case of B-DNA and 100 Å × 40 Å × 40 Å for A-RNA. Any solvent molecules within
1.6 Å of nucleic acid heavy atoms were deleted and the appropriate number of sodium
atoms farthest from the nucleic acid were also deleted to create an electrically neutral
solution. Periodic boundary conditions were used, electrostatic interactions were cal-
culated with the particle-mesh Ewald method [37], and Lennard-Jones interactions
were truncated at 14 Å with a switch-smoothing function from 12 Å to 14 Å. For
equilibration purposes the system underwent 500 steps of steepest-descent minimiza-
tion, followed by 2000 steps of adopted basis Newton-Raphson minimization. The
system was rapidly heated to 300 K over 0.6 ps, followed by an equilibration period
of 1 ns with weak harmonic restraints applied to the C3’ carbon atoms at the 5’ and
3’ ends of each DNA strand, to prevent the helical axis from becoming unaligned
with the x-axis. The leapfrog Verlet algorithm was used with Nosé-Hoover dynamics
[38, 39] to keep the temperature constant throughout the simulations. During equi-
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libration, a 2 fs timestep was used with SHAKE [40] to constrain all covalent bonds
involving hydrogens, while during all other simulations the timestep was reduced to
1 fs and SHAKE was not used.
To keep the nucleic acid aligned along the x-axis throughout the simulation, the
center of mass of the C3’ atoms of the terminal bases were restrained within a cylinder
of radius 0.5 Å aligned along the x-axis using a separate, flat-bottom, geometrical
mean field harmonic potentials for each end with force constant of 10 kcal/mol/Å2.
To simulate the experimental set-up, a pulling force was applied in the x direction to
the C3’ atoms of the two bases at one end of the duplex, while the C3’ atoms of the
bases at the opposite end were harmonically restrained in the x-direction, but were
otherwise free to move in the y-z plane. A torsional force was coded in the CHARMM
source (see Appendix A). Its implementation followed directly from the definition of
torque, τ = r×F, in that, at each step, a transversal force was calculated that had
the magnitude of the desired torque divided by the distance from the x-axis, and
the direction was perpendicular to the vector distance from the x-axis to the atom.
This torque was applied to the C3’ atoms of the terminal bases of each strand such
that each end was torqued in an opposite direction. Each individual torque had a
magnitude of 300 pN·nm, resulting in a driving torque of 600 pN·nm. We defined the
driving torque as positive if it acts in the direction that would increase the twist of
the helix, while a negative driving torque lies in the direction that would decreases it.
For each nucleic acid we presented the results of six independent simulations, three
with overtwisting of the DNA helix with a positive driving torque and pulling forces
of 10 pN, 100 pN, and 1000 pN, and three with a negative driving torque and pulling
forces of 10 pN, 100 pN, and 1000 pN. We analyzed the backbone spacing of the
DNA, defined as the distance from a phosphorus atom to the closest backbone atom
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on the opposite strand, averaged over all bases, and the relative extension as the
ratio of the instantaneous length to the initial one. We also examined the puckering
phase of the sugar groups, with the definitions of puckering types based on the phase
angle [41]. Entropy calculations were performed with quasiharmonic analysis [42]
using the last 250 ps of the simulation to determine the effective frequencies. The
enthalpy change of various energetic contributions were obtained by averaging over
the last 250 ps of the trajectories in the P states and subtracting values obtained
from averaging over the last 500 ps of the B (or A) trajectories. Helical parameters
for twist-stretch coupling were calculated with CURVES [43] and the program VMD
[44] was used for the creation of movies and figure images.
The RMSD to the final (reference) structure, ρ = (
∑N
i=1(ri − rrefi )2/N)1/2, with
i indexing the backbone atoms (P, O5’, C5’, C4’, C3’ and O3’, for a total of 142
atoms) was used as a transition coordinate for the conformational change. For both
DNA and RNA, the reference structures were created by the simulations for which
the driving torque overtwisted the respective duplex and 1000 pN of tension were ap-
plied. The equilibrium forces and torques involved in the transitions were computed
from the mean force 〈f(ρ)〉 on the system, where brackets denote canonical-ensemble
averaging. The mean force was in turn derived from the potential of mean force
(PMF), W (ρ) ≡ −kBT ln
∫
exp(−V (r)δ(ρ(r) − ρ))dr. Umbrella sampling [45] in
combination with the weighted-histogram analysis method [46] as implemented by
Grossfield [47] was used to calculate the potential of mean force W for the transition
of B-DNA to P-DNA and A-RNA to P-RNA. Each window began with a snapshot
from the overtwisting high/tension driving simulation at a corresponding ρ value
in increments of 0.1 Å from their initial value (11.5 in DNA, 13.5 in RNA) to 0
(the reference state). Each window was run at two restraining potentials, one at 50
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kcal/(mol·Å) and the other at 150 kcal/(mol·Å). For DNA these were run for 325 ps
and for RNA for 305 ps. In the 150 kcal/mol·Å simulations the first 25 ps was used
as an initial equilibrium period and for the 50 kcal/(mol·Å) the first 50 ps was used
as an equilibration period. When combined, the windows thereby sampled 66.7 ns in
the B-DNA case and 72.8 ns in the A-RNA case. The mean force was calculated by
taking the numerical derivative of the free energy with a step size of 0.05 Å. To de-
termine the tension on a single backbone atom i the mean force along the x direction










(xi − xref )
ρ ·N
(2.1)
Tension in the duplex was then computed by adding the two mean forces that acted
longitudinally in each strand. The mean force 〈fxi〉 was calculated for each heavy
backbone atom i of non-terminal base pairs at 1 ps increments throughout the sam-
pling periods for the PMF, and all tension values within a 0.125 Å window of the
PMF were averaged, followed by averaging over all i atoms, to give the equilibrium
tension on the nucleic acid. Similarly, we calculated the equilibrium torque by finding
the backbone forces in the y and z directions and adding, for the backbone atoms of
each non-terminal base pair (i.e., the kinematic unit involved in nucleobase rotations
[48]), the cross products with the radii vectors of the helix:









· (yĵ + zk̂)× ((yi − yref)ĵ + (zi − zref)k̂)
ρ ·N
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2.3 Non-equilibrium structural transitions
2.3.1 Overtwisting B-DNA leads to P-DNA.
A large driving torque and tensions of three magnitudes were simulated at both
strands at the end of a dodecamer duplex (as described above). In all three cases
detailed below, the torque induced overtwisting of DNA and a subsequent transition
to a structure with flipped-out bases. However, the magnitude of the pulling force
had a significant impact on the details of the transition and the final shape of the
DNA backbone.
(1) With 1000 pN of force applied over a nanosecond, the initial behavior of the
backbone was somewhat similar to that observed in the B- to S-DNA transition [17,
18] in that the backbone is elongated and the bases begin to tilt. A notable exception
is that the sugars are forced closer together, while the bases flip out of the helix almost
concomitantly (Figure 2.1(b)). As the simulation proceeds the twist propagates
through the helix and the bases are exposed to solution, but not flipped all the way
out of the helix (Figure 2.1(c)). By 500 ps, the backbone regularly winds around
itself and the bases are all the way exposed to solution. Between 500 ps and 1 ns
there is no discernible change as the structure settles in a P-form helix. Figure 2.4(a)
shows the relative extension of the DNA as a function of time. It confirms that the
helix is longest at 100 ps with a relative extension of 1.8, before shortening as it
winds around itself to an extension of 1.6. The twist of the DNA increases from
its initial value to a value fluctuating around 148◦ between adjacent base pairs,
yielding a twist value of 2.25 base pairs/turn. Examination of the backbone spacing
in Figure 2.4(b) also shows that most of the transition is completed within the first
400 ps. The final spacing between strands is approximately 3.2 Å, which brings the
negative charges on the two backbones in much closer proximity than when in the
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(a) t=0 ps, B-DNA (b) t=100 ps (c) t=200 ps
(d) t=500 ps (e) t=1000 ps, P-DNA (f) P-RNA
Figure 2.1: (a.)-(e.): Snapshots from temporal evolution of B-P transition induced by overtwisting
B-DNA with positive driving torque and 1000 pN tension. For comparison, we present
a model of P-RNA in frame (f.), produced by a similar driving simulation on A-RNA.
Backbone for DNA is in gold with blue bases and RNA has a blue backbone with red
bases.
B-DNA form. An atomic view of the backbone structure (see Figure 2.2) shows
that sugar rings become approximately parallel to the helical axis, and that the
phosphate anionic oxygens radiate outward to minimize their electrostatic repulsion.
Simulation also reveals a longitudinal shift of one of the strands relative to the
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Figure 2.2: Atomic view of P-DNA backbone (in bond representation). The phosphate anionic
oxygens (smaller spheres) radiate outwards from the DNA axis to minimize their elec-
trostatic interactions, while the phosphorus atoms (large spheres) on opposite strand
(colored yellow or red) line up in a more staggered position than when in B-DNA. The
ribose rings of both strands assume a perpendicular position relative to the helical axis.
Phosphorus and anionic oxygen atoms are explicitly shown according to their van der
Waals radius.
other by up to one nucleotide unit. While this staggered configuration might occur
in the experiment (base complementarity in P-DNA is lost and staggering could
lower phosphate repulsions), it could also be caused by edge effects in our finite-
size system. Therefore, calculations of equilibrium properties excluded the terminal
bases (see below), and we expect the shift to not alter the structure or energy of the
non-terminal bases.
Given the values of our calculated extension (1.6) and twist (2.25 base pairs/turn),
we believe that the simulation has created a P-DNA structure close to that formed in
the single molecule experiments. Those reports indicate extension values of 1.6-1.75
and twists of 2.4-2.6 base pairs/turn, depending on the study [25, 26, 14].
(2) When only 10 pN of tension are applied to the molecule, the DNA transi-
tion to P form proceed at a slower rate than in the 1000 pN case. This can be
seen in the backbone spacing, presented in Figure 2.4(b). The final structure has a
39
buckled backbone (Figure 2.3(a)) with an extension of only 0.76 of that of B-DNA
(Figure 2.4(a)). Due to its writhe, this structure is reminiscent of the super-coiled
P-DNA reported in high torque/low pulling force single molecule DNA experiments
in [14].
(3) When 100 pN of tension are applied, the backbone still buckles, however not
nearly to the extent seen in the 10 pN tension case, generating a middle section of
super coiled P-DNA and a section that consists of single strands extended into solu-
tion (Figure 2.3(b)). When only the middle six bases are included in the analysis, the
backbone spacing is 3.2 Å and the extension is 1.03, consistent with slightly super-
coiled P-DNA. While the edge fraying observed is a finite-size artifact of simulation,
the structural data obtained from the middle base pairs provide reasonable putative
models for the experimentally generated supercoiled structures.
2.3.2 Undertwisting B-DNA leads to alternative structures.
We also simulated a negative driving torque (-600 pN·nm) on the dodecamer, with
the three driving forces.
(1) Experiments have indicated [25] that undertwisting DNA leads to its denatu-
ration. In a simulation with the negative driving torque and 10 pN of tension applied
on B-DNA, this was observed. As the simulation proceeds, the torque first untwists
the helix as the Watson-Crick hydrogen bonds become strained and begin to break.
By 200 ps, the strands begin to translate relative to one another, and at 500 ps one
strand is extended while the other coils around it with no obvious structure. The
average backbone separation (Figure 2.4(d)) is approximately 4.6 Å, significantly
larger than that for P-DNA, but not close to other types of organized DNA. This
simulation indicates that undertwisting with a low tension leads to denatured DNA
that could involve an intermediate with one strand twisted around the other in a
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Figure 2.3: Final DNA structures created in simulations with a positive or negative driving torque
and various tensions.
disorganized fashion (Figure 2.3(c)).
(2) In contrast to the low-tension case, undertwisting while applying a tension of
1000 pN produces a highly regular structure similar to P-DNA, but with a left-handed
helical orientation (shown in Figure 2.3(e)). In the transition to this structure the
relative extension (Figure 2.4(c)) and the backbone spacing (Figure 2.4(d)) follow
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paths that are similar to those values obtained for by overtwisting with high tension.
DNA passes through a state of zero twist before it re-twists into a left handed con-
formation with a twist of 158◦ and 2.28 pairs/turn. The undertwisting experiments,
performed with low pulling forces, report denatured states and find no evidence for
left-handed P states [25, 14]. It is formally possible that the left-handed P forms
we have generated in the simulations are transient states, and that a longer sam-
pling time would lead to denaturation. It is also possible, however, that in particular
pulling geometries that apply (as done here) tension on both strands, these structures
could be generated. We note that the simplified modeling of P-DNA in the original
single-molecule report [25] had also proposed the existence of a left-handed P that
was close to a mirror-like image of right-handed P-DNA.
(3) When the medium pulling force (100 pN) is applied, the structure of DNA
becomes a combination of denatured DNA and left-handed P-DNA (possibly super-
coiled). The super-coiling reduces the relative extension (Figure 2.4(c)) to 0.8 while
the average backbone separation (Figure 2.4(d)) is at approximately the same level
as in the 10 pN tension case, this is a result of the bases in the denatured region; the
backbone in the left handed P-DNA region have a separation of approximately 3.4
Å (Figure 2.3(d)).
2.3.3 Model for a novel RNA form: P-RNA.
We have performed simulations starting from an A-RNA structure using the same
driving forces and torques employed for DNA, i.e., 600 pN·nm positive and negative
torque, with 10, 100 and 1000 pN pulling forces (see Figure 2.5). As was the case
for DNA, overtwisting RNA with a large driving force produced a P-form structure
that we refer to as P-RNA (see Figure 2.1(f)). While similar in overall shape with
P-DNA, it differed in absolute extension, which was greater than P-DNA by about
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(a) Relative extension of DNA under
a driving torque as a function of time





















(b) Backbone spacing of DNA under
a driving torque as a function of time




















(c) Relative extension of DNA under
a driving torque as a function of time





















(d) Backbone spacing of DNA under
a driving torque as a function of time
Figure 2.4: Structural properties of B-to-P DNA transitions.
10% (see Figure 2.6). Another distinction from the P-DNA simulations was that the
backbone spacing, and consequently the atomic structure on the whole, approached
the final P-RNA conformation on a slower time scale than in the DNA cases (i.e.,
on the order of 300 ps for most of the bases and 900 ps for all of them as opposed
to 150-300 ps for all DNA bases) for the collapse of the backbone spacing below
4 Å. This observation is in accord with results from umbrella sampling, (see next
sections and Figure 2.8) which indicate a slightly steeper energy profile along the
transition to P-RNA. Simulations with other torques and tensions created structures
similar to those in the DNA case (left handed P-form, right handed supercoiled P,
and denatured states) but also on a slower time scale when compared to DNA.
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Figure 2.5: Final RNA structures created in simulations with a positive or negative driving torque
and various tensions.
2.4 Equilibrium Calculations
2.4.1 Free Energy and Equilibrium Forces and Torques along a B- to P-DNA Tran-
sition Isotherm.
The previous section presented driving simulations, i.e., simulations that induced
conformational transitions to P forms on a rapid (irreversible) time scale, and that,
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(a) Relative extension of RNA under
a positive driving torque as a func-
tion of time






















(b) Backbone spacing of RNA under
a positive driving torque as a func-
tion of time




















(c) Relative extension of RNA un-
der a negative torque as a function
of time






















(d) Backbone spacing of RNA under
a negative driving torque as a func-
tion of time
Figure 2.6: Structural properties of B-to-P RNA transitions.
therefore, produced trajectories amenable only to qualitative assessment. In the
present section, we use the end-point structures from those simulations to rigorously
perform an equilibrium, reversible transition. The underlying free energies are pre-
sented in quantitative terms by performing an extensive calculation of the potential
of mean force (PMF) along the conformational transitions to the P forms. The tran-
sition coordinate, ρ, is chosen as the root-mean squared displacement (RMSD) of
backbone atoms relative to a final P structure (see Methods for details). Results
obtained using umbrella sampling in combination with the weighted-histogram anal-
ysis method are presented in Figure 2.8(a). Both B-DNA and A-RNA exhibit a large
increase in free energy as structures approach the P forms.
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Figure 2.7: Atomic view of the P-RNA backbone. Same representation as in Figure 2.2
For DNA, it is observed that the initial deformation from the B state to a state
with ρ = 5 Å away from the P reference requires a relatively weak, linear increase in
free energy. Structurally, for DNA conformations with a value of ρ greater than 5 Å,
the primary deformation is a lengthening of the axis, while the (non-terminal) bases
remain at the center of the helix. As ρ decreases towards P values, the bases begin
to flip outwards and the backbone twists around itself, causing a large increase in
the electrostatic energies of the negatively charged backbones. This sets in over the
interval ρ = 4.5 → 0.8 Å, and is characterized by a stronger, quadratic increase in
the free energy. While a gradual, rather than a sharp transition is observed over this
interval (as expected due the finite, small size of the simulated dodecamer), visual
inspection reveals that a P-DNA state is fully formed at a value of ρ ≈ 1 Å.
The mean forces obtained from the gradient of the PMF (in Figure 2.8(b), see
Methods for details) are used to calculate the equilibrium tensions and torques
(Figs. 2.8(c) and 2.8(d), respectively). I.e., for each value of ρ, we obtained the
























































(c) Calculated Equilibrium Tension
0510




















(d) Calculated Equilibrium Torque
Figure 2.8: (a.) Free energy profiles of B- to P-DNA and A- to P-RNA transitions. (b.) Mean
forces calculated from the derivative of the free energies. (c.) Calculated equilibrium
tensions for formation of P-DNA and P-RNA. (d.) Calculated equilibrium torques for
formation of P-DNA and P-RNA.
a constant-temperature ensemble of configurations) that would be needed to main-
tain the structure in equilibrium at that value of ρ. The reversible transition path-
way such produced by umbrella sampling along ρ (in effect, a reversible isotherm
in f -τ coordinates with ρ as an order parameter) allowed us to map the calculated
force-torque pairs onto an experimentally-derived [14] phase diagram of force-torque
dependent DNA states [26, 49] (see Figure 2.9). Because the pathway is a result
of umbrella sampling calculation that yields the lowest force needed to maintain in
equilibrium a P-like structure, the isotherm passes almost through the “triple point”
between B, P and scP. This indicates that the lower bound for tensions required
to induce P-forms is about 25 pN, which validates, on one hand, the points on the
phase diagram measured experimentally, and, on the other hand, the overall fea-
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tures of the borderlines between B, P and scP derived theoretically (cf. Figure 4a
in reference [49]). Moving along the ρ pathway, structures created around ρ =1.0
Å reveal the transition of DNA into P form. For them, we calculate an equilibrium
tension of 25.7±9.7 pN and an equilibrium torque of 34.8±3.2 pN·nm (with the error
estimates being the standard deviation of all structures within 0.25 Å of ρ =1.0).
This compares quite well with the torque-force triple-point experimental values of
25 pN and 34 pN·nm, respectively. In Figure 2.9 also notable is the fact that our
predicted f -τ DNA state at ρ =1.0 Å lies on the border between B- and P-DNA
phases exactly where mapped experimentally in reference [14] (see Figure 2.9), while
structures with a lower ρ are deeper inside the P region. It is worth noting that
in the region near the initial B-DNA structure (ρ >9.5 Å), for which DNA is still
in the entropic regime (F≤10 pN), we were also able to calculate (see Section 2.4.5
for details) a twist/stretch coupling constant of -15 nm. It agrees, both in sign and
absolute value, with recent single molecule experiments indicating that, near the B
form of DNA, an increase in twist leads to an increase in extension [50, 51].
2.4.2 The A- to P-RNA transition: Free Energy, Forces, Torques and a Hypothetical
Triple Point
As for DNA, the P-RNA structure generated by the driving simulation was used as
reference in defining the RMSD transition coordinate, ρ, and umbrella sampling of ρ
was performed to calculate free energies and equilibrium forces and torques. The free
energy profile of the transition from A- to P-RNA is initially lower than for the DNA
case, but then begins to increase more rapidly at approximately ρ =6.5 Å, which
we attribute to the additional inter-strand repulsion between the 2’ oxygen atoms.
As RNA extends into P form, this effect becomes less significant but it does cause
P-RNA to have a larger free energy than P-DNA. Throughout the second half of the
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transition, the equilibrium torques and tensions are higher than in the DNA case and
we calculate that, at the “borderline” ρ =1.0 Å, P-RNA has an equilibrium tension
and torque of 30.8±12.8 pN and 40.5±6.4 pN·nm. By analogy with the DNA case, we
predict that in an RNA phase diagram (which has not been experimentally mapped
yet) this would correspond to a “triple point” of B, P, and scP RNA with higher
forces and torques (see inset to Figure 2.9). While it is formally possible that this is
valid only for the particular sequence we studied, the “up-shift” of the force-torque
values for the triple point we predict for RNA is consistent with measurements on a
variety of stretched RNA sequences [24], which report an increase in the value of the
force required to effect the A- to S-RNA transition by about 10 pN relative to DNA.
To be additionally noted are two observations. Firstly, the larger extension for RNA
that we compute (see Table 2.2) is also in accord with the larger RNA stretching
factor (1.0 relative to 0.7 cf. reference [24]) measured in those experiments. Secondly,
when compared to P-DNA, P-RNA has a larger variance in our calculated forces and
torques, similarly to the experimental observation [24] of a larger variance in the
plateau force for S-RNA.
2.4.3 Qualitative Decomposition of Energy and Entropy Changes.
The DNA internal energy contributions to the enthalpy change (see Methods
for calculation details) for various structural transitions are presented in Table 2.1.
Large positive change contributions arise from the van der Waals (IntV DW ) and
electrostatic internal (IntE) energy terms, which are due to the close proximity of
the backbones. The other internal energy terms, Intoth, also contributed significantly
to the energy increase, as bonds and angles in DNA were rotated and stretched away
from their B-form equilibrium values.
Our conformational entropy calculations (see Methods for details) have revealed
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Figure 2.9: The global force-torque phase diagram of DNA overlayed with points in force-torque
space from our B to P, reversible, umbrella sampling pathway (or “isotherm”). Points
in green have been previosuly measured experimentally [14]. Note that, because the
calculated equilibrium pathway yields the lowest force needed to maintain in equilibrium
a P-like structure, the isotherm passes almost through the lower right “triple point”
between B, P and scP. This indicates that tensions lower than about 25 pN cannot
induce P-forms and validates the experimentally-derived phase diagram. The inset
shows a zoomed in region of the phase diagram with the value at ρ =1, an approximate
triple point, emphasized with a diamond, and a sketch of what a phase digram with a
triple point at this value may look like with green dashes. For comparison, the DNA
isotherm is in red, while the RNA isotherm is in blue.
an interesting compensation effect. The entropy change from canonical to twisted
forms is serving as a significant counterbalance to the large enthalpy change esti-
mated above. All simulations showed an entropy increase in the range of 0.19-0.72
kcal/(K·mol) (corresponding to a free energy decrease ranging from -76.0 kcal/mol
to -258 kcal/mol, Figure 2.10) . This relatively significant increase in entropy is
ascribed to the flipped bases being free to move due to their lack of stacking, and is
in accord with studies indicating that torsional rigidity of DNA correlates with the
stacking energies and not with the melting temperatures [52].
It is important to re-emphasize that the numbers in Table 2.1 are highly approx-
































    
Figure 2.10: Conformational entropy from quasiharmonic analysis of the ten non-terminal base pairs
for the various DNA and RNA structures discussed in the main text. A temperature
of 300 K and a scaling factor of 12/10 (accounting for the quasi-extensivity of entropy)
were used to calculate the −T∆S values reported in Table 1 in the text.
fdriving = 10 pN 100 pN 1000 pN 10 pN 100 pN 1000 pN
(-) Torque (-) Torque (-) Torque (+) Torque (+) Torque (+) Torque
∆IntV DW 112 120 109 105 96 140
∆IntE 554 515 628 681 551 586
∆Intoth 396 521 489 490 415 475
−T∆SDNA -258 -223 -68.4 -176 -170 -76.0
Table 2.1: DNA internal energy and entropy changes (in kcal/mol) for structural transition from
B-DNA upon simulations with driving torques and forces.
convergence. As described above, the quantitative description was brought in by the
additional umbrella sampling simulations for the calculation of free energy profiles.
While admittedly the approximate nature of the decomposition here allows only a
qualitative picture, an unequivocally large increase of the enthalpy for the system
is expected to exist. In compensation, the increase in entropy helps to offset the
enthalpic cost of the new structures created, but the additional, decisive compensa-
tion for the (still) high cost of creation of the structures is provided by the external
twisting and pulling forces.
2.4.4 Structural comparison of P-DNA and P-RNA.
Table 2.2 presents a comparison of forces and structural parameters for DNA and
RNA from the configurations gathered during umbrella sampling. This equilibrium
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Structure f [pN] τ [pN·nm] l/l0 twist [bp/turn]
B−DNA - - 1.0 10.5
P −DNA 25.74±9.7 (30) 34.8±3.2 (34) 1.57(1.6-1.75) 2.35 (2.4-2.6)
A−RNA - - 0.86 10.7
P −RNA 30.8±12.8 40.5±6.4 1.71 3.00
Table 2.2: Equilibrium forces (f), torques (τ), relative extensions (l/l0), and twist for P-form nucleic
acids calculated from umbrella sampling simulations at ρ = 1 (see text for details).
The numbers in parentheses are corresponding experimental data, where available, from
references [25, 26, 14]
Structure α β γ δ ε ζ
B−DNA -60◦ 165◦ 53◦ 132◦ -163◦ -112◦
P −DNA -55◦ 176◦ -156◦ 129◦ -168◦ 160◦
A−RNA -88◦ 172◦ 64◦ 78◦ -156◦ -70◦
P −RNA 175◦ 180◦ 116◦ 138◦ -168◦ 160◦
Table 2.3: Equilibrium backbone torsion angles (α − ζ) for P-form nucleic acids calculated from
umbrella sampling simulations at ρ =1 (see text for details).
sampling has allowed us to create a more accurate calculation of extension and twist
for P-DNA and P-RNA. We calculate that P-DNA has an average rise of 5.3 Å and
an extension of 1.57 relative to the B-DNA initial structure. For P-RNA there is a
slightly higher rise of 5.8 Å with an extension of 1.94 relative to the A-RNA initial
structure (and 1.71 relative to the initial B-DNA structure). The additional elec-
trostatic repulsion from the 2’ hydroxyl oxygen with the backbone could be forcing
the backbone into a straighter conformation, creating the larger rise for P-RNA. The
backbone torsion angles α to ζ were calculated for structures with ρ <0.4 Å for P
forms, ρ =11.4-11.6 Å for B-DNA, and ρ =13-13.2 Å for A-RNA (see Figure 2.3).
Angles α, β, δ, and ε did not vary significantly between the initial and final confor-
mations. Rotations about the glycosidic bond χ appeared to be unaffected by the
P-form backbone and were distributed according to the energy of steric hindrance
between base and sugar. We also examined the puckering phase of the sugars in
both P-DNA and P-RNA. For both overtwisting and undertwisting, we found that
backbone P conformations did not influence the distribution of puckering at various
edges in the sugar rings, which were again determined solely by the energy difference
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between north and south puckers [53, 54]. The average counterion-phosphate dis-
tance does not change appreciably throughout the transition; however because the
backbone is more condensed, the local sodium concentration does increase from its
initial value.
2.4.5 Calculation of B-DNA Twist/Stretch Coupling Constant.





(Cσ2 +Bε2 + 2Dεσ),(2.3)
where ε = L/L0 − 1 is the relative change in extension L, σ = Tw/Tw0 − 1 is the
relative change in twist Tw, p =3.6 nm is the DNA pitch, and C =100 nm, B =78
nm represent the torsional, and, respectively, stretch moduli for DNA (with values
from reference [50]). D is the twist-stretch coupling constant we seek to compute
from our simulations.
The average DNA structure created in each umbrella sampling window that had
an RMS >9.5 Å (i.e., within a linear-response, small twist-angle region of up to
approximately 2 Å away from B-DNA) was analyzed with CURVES 5.0 [43] to de-
termine the extension and twist of the central 6 base pairs. The coupling constant
D was determined by fitting the numerical extension-twist dependence (see Figure
2.11) to the equation:
ε− εσ=0 = −Dσ/B,(2.4)
where L0 and Tw0 are the equilibrium extension and twist, determined from the
ρ =11.5 Å window (the canonical B-DNA form, with values 3.43 nm and 35.18◦,
respectively). The value of εσ=0 was derived from a linear fit of ε vs. σ values
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Figure 2.11: Twist-stretch dependence from umbrella sampling simulations (blue points) and the
linear fit to Eq. (2.4) (red line)
(giving εσ=0 = 0.0152). Averaging of all ε values determined by this method gives
D =-15.4±53.5 nm.
Although the variance is large (because of the small, finite size of the system,
relative fluctuations do not decay sufficiently) the negative character of twist-stretch
coupling is indisputable (see Figure 2.11). The average coupling constant D =-15.4
nm compares favorably with the result of Lionnet et al., who report D =-9.1±4 nm,
and with that of Gore et al. [51], who measure D =-11.1±2.5 nm. (The value for
the coupling constant g = -90pN·nm reported by Gore et al. was transformed to D,
i.e., in the units used by Lionnet et al., by employing the formula g/S = Dp/(2πB)
with S =1100 pN the stretch modulus used in Gore et al.)
It is also worth noting that our calculated value is close to those reported in the
modeling section of the Lionnet et al. reference, who computed, using a different
force field (see reference [55] therein) and helical-symmetry energy minimization,
values of D =-13 to D =-20 nm, depending on the applied tension.
2.5 Concluding Discussions
We have presented a series of all-atom simulations concerning the effect of torsion
and tension on double-stranded nucleic acids and have shown that that transitions to
a P form or denatured states are possible. These forms are energetically disfavored
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under equilibrium conditions, but become favored when DNA is under the relatively
high torque and tension that are applied by single-molecule manipulations or that
can, in some instances, arise in nucleoprotein complexes.
We have presented the dynamics of how, in the high tension cases, ordered right-
handed or left-handed P structures arise, and we have shown that, in the lower tension
cases, the nucleic acid can either go toward a denatured state or a supercoiled P form.
While the driving torques and forces used in our simulation to induce the over-
torqued states were one to two orders of magnitude greater than those used in exper-
iments, we have employed them merely to generate the end structures (which agreed,
in structural terms, i.e., extension and twist, with the experiments). In other words,
we have used the irreversible trajectory generated with large torques/tensions simply
as a “transportation” means to overcome the energetic cost to getting to P-DNA (and
P-RNA). With the P structure as a target, we have then generated, using umbrella
sampling, a reversible, equilibrium transformation pathway, and have calculated its
free energy profile. From the free energy profile (a potential of mean force), we have
derived the theoretically-exact, lower bound, equilibrium forces and torques, thereby
showing that these structures may be created by the forces and torques reported
in single-molecule experiments. The good agreement between the calculated and
measured parameters (force-torque, extension, rise) for P-DNA, and the passage of
our calculated f -τ isotherm through the triple point of the experimentally-derived
phase diagram suggest strongly that the simulated structures correspond to those
generated in the corresponding experiments, and lend credence to a model for the
novel P-RNA structure we generated using similar conditions in the simulation of an
A-RNA duplex.
The calculation of the free energy profile in the vicinity of B-DNA has additionally
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provided an equilibrium twist-elongation dependence that enabled the calculation,
in the low-twist limit, of a negative twist-stretch coupling constant of -15 nm, in
accord with recent experiments [50, 51].
The fact that not only the driving torque, but also the driving tension (i.e., the
forces applied along the helical axis) needed to be an order of magnitude larger in our
nanosecond-time simulation to induce the microsecond-time (or longer) transitions to
P forms reported by the experiments indicates that the conformational pathways to P
are not perpendicular to the helical axis. Significant energy barriers are expected to
exist in directions along the axis. This is not totally unexpected given twist-stretch
coupling in DNA [56, 57, 50, 51], and is in accord with the fact that stretching
longitudinally undertwisted DNA induces a flipping out of bases that can activate
homologous pairing in physiological conditions [15].
This work has been published in The Proceedings Of The National Academy Of
Sciences Of The United States of America [58].
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CHAPTER III
Conformational and Solvent Entropy Contributes to
Switching Activity in Nucleic Acid-Based
Nanothermometers
3.1 Introduction
There exists substantial excitement in the development of methods to control me-
chanical movement in molecular-scale devices composed of nucleic acids through trig-
gering conformational changes of the respective molecules by various stimuli [1, 2, 3].
With increasing miniaturization in nanodevices, and given the fundamental differ-
ence between physicochemical properties in the macro and nano regimes, there is
also substantial interest (and significant challenge) in accurately measuring temper-
ature changes over nanometer scales in diverse fields spanning from nanofluidics to
computer chip design to hyperthermal cancer treatment. In the opposite direction of
inducing motion by local stimuli, measuring the conformational change has been re-
cently proposed as a means to detect local changes in temperature on the nanometer
scale, which would qualify these devices as “nanothermometers,” and would make
them very useful in taking temperature measurements in nanoscale devices or in
mapping temperature differences within single cells [4]. In a set of recently reported
exciting fluorescence experiments Tashiro and Sugiyama have shown that, by taking
advantage of the characteristic properties of nucleic acids in solution, nanothermome-
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ters may be constructed based on the temperature sensitivity of helical transitions in
DNA and RNA duplexes [5, 6]. In these experiments a fluorescent adenine analogue
that is sensitive to the direction of helicity was inserted into an alternating purine-
pyrimidine sequence, and in high ionic conditions, upon increasing the temperature,
the RNA transitioned from A- to Z-form (as gauged from the increase in the fluo-
rescence of the base), while the DNA transitioned from Z- to B-form (reflected by a
decrease in fluorescence). This is a fantastic feat because by designing a device with
an appropriate composition of RNA and DNA duplexes one may envision devices
that could accurately measure temperatures on a fine length scale.
It has become clear from recent experimental and theoretical studies (see Auffinger
[7] for a review) that water molecules and ions within complex nucleic acid structures
can display long residency times, and assist drug binding and catalytic reactions.
For example, an MD study showed that the hydration shell was affected by the
helical conformation (A- or B- form), the sequence, and the ionic concentration of
the environment [8]. It is therefore expected that these considerations should play a
role in conformational switching between B, Z, or A forms. For example, the ability
of canonical B-DNA to undergo switching to left handed Z-DNA is strongly salt and
sequence dependent [9, 10]. While for this B- to Z- transition the electrostatic effect of
the solvent including ions is well calibrated [11], less understood is the contribution
of the entropy change upon switching. A key factor in the relative stabilization
of Z- and B- form DNA is described by the observation that the closest approach
distance between phosphates on opposites strands decreases from 11.7 Å in B-DNA
to 7.7 Å in Z-DNA [12]. It is thus not surprising that a high salt concentration
screens this electrostatic repulsion and helps to stabilize Z-DNA [9]. Using nonlinear
Poisson-Boltzmann calculations, Misra and Honig [11] have analyzed the electrostatic
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contributions to the B- to Z- transition in DNA and have concluded that electrostatic
forces are favoring Z-DNA, and that the dominant role in the relative stabilization of
B- is by consequence dictated by non-electrostatic forces, out of which entropy was
suggested to be significant. Moreover, while the DNA B-Z switching is well studied
and simulated [13], relatively less is known about RNA switching. It is known that
the stabilization of Z-RNA tends to require an even higher salt concentration and
temperature than Z-DNA, potentially due to the increased energy required to force
pyrimidine residues into a C2’-endo puckering conformation [14].
Despite its importance in nanoscale thermometric technology, a detailed under-
standing of the microscopic origin of the temperature induced switching activity of
nucleic acid based nanothermometers is lacking. To investigate these questions we
have performed a series of MD simulations on RNA and DNA duplexes and cal-
culated their conformational, solvent, and ionic entropies. By comparing entropies
of different helical structures with different sequences and in varying ionic condi-
tions we show that conformational entropy plays an important role in explaining the
thermodynamic basis for these devices and may partially account for the sequence
dependence and ionic conditions required by these experiments. Calculations of sol-
vent and ionic entropies have traditionally been infeasible due to the large volume of
conformational space sampled by solvent molecules in MD simulations, however we
employ a recently developed method of permutation reduction which serves to lessen
this complication and provide estimates for these values [15].
3.2 Methods
We have constructed 16 separate systems of nucleic acids in a water box and simu-
lated them with periodic boundary conditions and constant pressure and temperature
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through the Nose-Hoover algorithm [16, 17, 18] with the program CHARMM [19],
using version 27 of the nucleic acid force field parameters [20, 21]. For each nucleic
acid form (i.e., A, B or Z), half the simulations were performed with a mixed se-
quence (GCGAAATTTGCG)2, with uridine replacing thymine in RNA molecules,
while the other half were done with a C-G sequence analogous to what was used
in experiments (CGCGCGCGCGCG)2. Of the total number of simulations with
both mixed and C-G sequences, half were performed with a right handed helix (A-
RNA or B-DNA) and half in the Z- form. Furthermore, half of the simulations
were performed with just enough sodium counterions to neutralize the charge of the
system, while the other half included a number of sodium and chloride ions that
created an approximately 4M NaCl environment (with excess sodiums to neutralize
the system). A 4M NaCl environment was used for direct comparison to the DNA
data presented by Tashiro and Sugiyama (Figure 4 of [6]) and was maintained for
the RNA simulations for consistency. Therefore, each combination of nucleic acid,
helix conformation, sequence, and ionic conditions was simulated. For each system
following an equilibration period of 200 ps with harmonic restraints on the nucleic
acid heavy atoms and extensive minimization, five 2-ns simulations were calculated,
yielding a total of 80 2-ns simulations.
Conformational entropies were calculated by the use of quasiharmonic frequency
analysis [22], a method in which the eigenvalues of the mass weighted covariance
matrix are calculated to determine the quasiharmonic frequencies, ωi =
√
kT/λi,
which are then used to calculate the conformational entropy via:










Frequencies calculated from the nucleic acid’s fluctuations beginning at 500 ps of
simulation time (to allow equilibration of the nucleic acid) and ending at each 100
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ps interval until the end of the simulation time were used.
The entropy at infinite sampling time Sinf was extrapolated from the time depen-
dent entropies at the time points described above by using the formula [23, 24]:




where α was chosen to best fit the data (usually a value between 1.5 and 1.7). The
mean conformational entropies at infinite sampling time were calculated and are
shown in Tables 3.1 and 3.2, with the error bars representing the standard deviations
between each of the five simulations for each set of conditions. The driving force
for the transitions are however the change in free energy between the right and
left handed helical states, and the free energy change as a results of the sum of
conformational, solvent, and ionic entropies (as well as from just the conformational
part) at 293 K are shown in Table 3.3,
Recently a method of permutation reduction in which water molecules are “re-
labeled” was developed. This method aims at minimizing the difference between a
permuted frame of a trajectory and a reference structure. That is, a permutation
(or “relabeling”) πi on a frame x(ti) is chosen so that the difference between the new
frame and a reference structure x0 is minimized (Equation 3 in [15]):
min
(
|πi · x(ti)− x0|2
)
.(3.3)
This method was applied to solvent and ionic molecule (in high salt simulations) with
code provided by the authors. Following this quasiharmonic analysis was performed
and entropies at infinite sampling were calculated as before. For water molecules
entropies were only calculated for those with an average oxygen position over the
first 100 ps less then 3 Å away from a nucleic acid heavy atom (although all were
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Mixed Sequence C-G Sequence
A-RNA Z-RNA A-RNA Z-RNA
0 M [NaCl] 2.418± .069 2.319± .044 2.308± .054 2.409± .023
4 M [NaCl] 2.293± .027 2.280± .036 2.199± .034 2.299± .035
Table 3.1: RNA conformational entropy values in units of kcal·mol−1·K−1
Mixed Sequence C-G Sequence
B-DNA Z-DNA B-DNA Z-DNA
0 M [NaCl] 2.339± .009 2.583± .109 2.255± .033 2.515± .040
4 M [NaCl] 2.273± .020 2.440± .042 2.173± .062 2.316± .038
Table 3.2: DNA conformational entropy values in units of kcal·mol−1·K−1
permuted) as this minimized the sum of the variances from water entropies. For ions
all atoms in the system were used, with permutations and entropies from sodium
and chloride atoms calculated separately and combined for presentation.
3.3 Results
RNA Switching experiments suggest Z-RNA to be entropically favored over A-
RNA, at least in the case of a C-G sequence in high ionic environments. Confor-
mational entropy calculations (Table 3.1) clearly demonstrate this as C-G Z-RNA
dodecemers in low and high salt concentrations show a stabilization of 23 to 29
kcal/mol. Mixed sequence RNA molecules show an inverted response, that is A-
RNA is the favored form in low salt whereas in high salt the two conformations have
almost identical conformational entropies.
Entropy differences of the solvent shells are large and overwhelm conformational
entropies in low ionic environments (see Figure 3.1(a)) such that the total entropic
Z→A-RNA Z→B-DNA
Mixed Sequence C-G Sequence Mixed Sequence C-G Sequence
0 M [NaCl] 30.1± 93.0 −12.2± 81.4 −2.1± 85.4 32.6± 87.8(−28.4± 20.8) (23.3± 21.4) (70.0± 27.8) (76.2± 13.8)
4 M [NaCl] −3.5± 26.9 30.0± 30.9 56.5± 36.1 −28.2± 61.6(−4.7± 12.6) (29.2± 12.9) (49.4± 12.0) (40.4± 20.2)
Table 3.3: Total (and conformational) free energy change, -T∆S, of transition from left to right
handed forms in units of kcal/mol at T=293 K.
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value of the system favors Z- form in the case of a mixed sequence and A- form in C-
G sequences (Table 3.3). High ionic environments tend to suppress solvent entropy
differences, and in the C-G simulations ionic and solvent entropies nearly negate
one another resulting in conformational entropy dominating the entropic differences
between left and right handed systems.
DNA Comparisons between entropies for DNA and RNA systems show interesting
differences from one another. While conformational entropy differences in RNA are
largely sequence dependent, DNA conformational entropy differences show a high
correlation with ionic environment and little sequence dependence (see Table 3.2).
Absolute conformational entropies do show a decrease of 0.094±.024 kcal/mol/K
for C-G sequences relative to mixed ones, possibly a result of more Watson-Crick
hydrogen bonds in C-G sequences serving to stabilize the dodecmer and thus re-
ducing motions. The presence of ions dampens conformational entropies in both
sequences, however the reduction for Z-DNA molecules is over twice as large as for
B-DNA ones. Nevertheless in all situations left handed helices are strongly favored
by conformational entropy over right handed ones.
Similar to results on RNA molecules solvent and ionic entropies tend to oppose the
stabilization effect of conformational entropy differences, with the exception being
the mixed sequence in high salt environment where a slight reinforcement of the
conformational entropy difference is observed (Figure 3.1(b)). Mixed sequences in
low salt environments show an almost complete cancellation of entropy differences
between Z- and B- form, whereas with the C-G sequence the solvent difference is
much less in low ionic environment and there is still a preference for Z- form. The
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Figure 3.1: Contributions to entropic switching between left and right handed helices for (a.) RNA
and (b.) DNA. Free energy differences from nucleic acid (green), water (blue), salt ions
(red, only in high salt simulations), and their sum (black). Left handed helices are
favored by positive values while those favoring right handed ones are negative.
conditions simulations where both the solvent and ionic entropies combine to over-
compensate for the conformational entropy favoring Z- form. This is in agreement
with experimental results which suggest that this system has a higher entropy in
B-form due to the fact that the Z- to B- transition occurs as temperature increase.
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3.4 Discussion
The results presented here serve to explain the switching seen between left and
right handed nucleic acid devices as a complex interplay between conformational,
solvent, and ionic entropy contributions. In the RNA case sequence dictates the
direction of conformational entropy preference, whereas an increase in ionic environ-
ments tend to flip solvent entropy from opposing to reinforcing the direction favored
by conformational entropy. For DNA the strength of the ionic environment is the
determining factor for the magnitude of the conformational entropy difference (which
always favors Z- form) while solvent and ionic entropies tend to favor B-form. In the
case of a C-G sequence in high salt, solvent and ionic entropies are enough to over-
come the conformational entropy and favor B-form. For both RNA and DNA C-G
sequence in high salt environments these calculations are in agreement with experi-
ments which indicate an entropic preference for Z-RNA and B-DNA (by detecting a
switching to these forms as the temperature increases). A study of high-resolution
crystal structures showed water molecules uniquely hydrate Z-DNA with an alter-
nating C-G sequence [25], thus it is not surprising that an entropic solvent difference
would exist between forms of nucleic acid sequences.
The method of permutation reduction used here shows promise as a tool in cal-
culations of solvent entropies. Absolute entropies calculated from this method cor-
responded to free energies ranging from -5.30 to -6.21 kcal/mol/molecule, similar to
values calculated from another recent theoretical scheme based on velocity and rota-
tional autocorrelation methods that predicted entropies of individual water molecules
surrounding DNA to be between -6.41 and -7.27 kcal/mol [26]. The large number
of solvent molecules results in the sum of water entropies being much higher than
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those for the nucleic acid sequences, causing large error bars when differences are
taken between systems. These errors were substantially reduced by examining only
a subset of the solvent (those within 3 Å of the macromolecule) however they are
still quite large in some calculations (as can be seen by the difference between the
errors in conformational and total entropy differences in Table 3.3). Despite these
errors it is the sign of the difference which is most important and provides insight
into nucleic acid dynamics.
It is interesting to make connection with a comparative study of DNA and RNA
performed. Nillson and coworkers, and, independently, Mackerrel and coworkers
report results from MD simulations indicating different structural fluctuations of du-
plex RNA relative to DNA, leading to increased base pair opening events on the
nanosecond time scale in the former (being favored by as much as 12 kcal/mol for
a single opening) [27, 28]. Comparisons between A-RNA and B-DNA consistently
show a higher conformational entropy in the case of RNA (in agreement with results
presented here) which suggest that the increased base pair fluctuations may be due
to the increase in conformational entropy. It is evident the conformational entropy
of left and right handed nucleic acid helices play an important role in their thermal
transitions, and that the driving force resulting from these difference can explain the
sequence and salt dependence of these nanothermometers devices. These calcula-
tions are akin to MD simulations on proteins which demonstrate that temperature
dependence of ionic conditions are related to amino acid sequence [29], and further
demonstrate the complex interplay between local structures, ionic conditions, and
conformational entropy in biomolecules.
A pioneering study of Irikura, Tidor and Karplus [30] had indicated an opposite
result, that normal mode analysis of B-DNA showed higher configurational entropy
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then Z- form. Our normal mode analysis on the C-G sequence/high salt B- and
Z-DNA molecules showed a similar result when a distance dependent dielectric con-
stant was used, however when calculations were performed with a Generalized Born
solvation model [31] the configurational entropy switched to favoring the Z-form (as
in the quasiharmonic results). While it is difficult to make conclusions from these
differences they do provide further evidence that solvent conditions have a significant
effect on the entropy difference between helical states.
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CHAPTER IV
The Mechanism and Energetics of DNA Supercoil
Relaxation by Human Topoisomerase I
4.1 Introduction
Topoisomerases are enzymes which play a crucial role in cellular functions by
altering the supercoiling topology of DNA, which in turn affects transcription, repli-
cation, recombination, nucleosome interactions, and a host of other processes vital to
cell proliferation [1, 2, 3, 4]. They are divided into two classes: type I enzymes which
nick one strand of the phosphodiester backbone and passively allow the relaxation of
supercoils, and type II enzymes which break both strands and, with energy provided
through ATP hydrolysis, may increase or decrease the DNA’s linking number [5].
Both classes are further subdivided into types A or B. Type IA enzymes covalently
attach to the 5’ phosphate whereas type IB enzymes covalently attach to the 3’ end
[6].
Human topoisomerase I (topo1), a type IB enzyme, consists of a single chain of
765 amino acids. Its structure in complex with duplex DNA was obtained in a crys-
tallographic tour de force in 1998 [7], which revealed the structural basis of a swivel
mechanism proposed as early as 1972 [8]. The enzyme functions by clamping around
DNA, nicking it, and forming a covalent bond between the active-site Tyrosine and
the 3’ end of the DNA upstream of the cut while capping the 5’ end of the down-
73
74
stream DNA with an OH group. Following this step supercoils are relaxed, the DNA
backbone is religated, and the protein releases the DNA.
The protein structure consists of six distinct domains: an unordered N-terminal
end that extends until residue 214, Core Subdomain (C.S.) I which consists of amino
acids 215-232 and 320-433, C.S. II going from 233-319, C.S. III running from 434-635,
the Linker domain which consists of positively charged amino acids from 636-712,
and the C-terminal domain. C.S. I and II form the “cap” of the enzyme and hydrogen
bonds between C.S. I and III form the “lips” of the protein [7, 9]. The “lips” region
must dynamically open and closes to allow for clamping and release of the DNA
before and after supercoil release. These various structural components (the linker,
lips and hinge) function such that they contribute to a “controlled rotation” of the
DNA inside the grip of the protein [10].
In our previous computational work we suggested, based on evidence from molec-
ular dynamics simulations, that the relaxation of positive and negative supercoils
processed along different pathways. When positive supercoils were present, the DNA
forced the “lips” open by 10-14 Å to create room for the rotation of the downstream
DNA, while for the relaxation of negative supercoils the “hinge” region stretched by
∼12 Å [11].
The importance of human topoisomerase I for cell replication has made it a prime
chemotherapeutic target, with the camptothecin class of compounds being found to
selectively inhibit topo1. A crystal structure was solved in which the camptothecin
analogue Topotecan (TPT) was complexed with a topo1 molecule and a 22 base
pair DNA segment[7]. This work showed that TPT, a five-ringed molecule, mimics
a base pair and intercalates between the downstream and upstream DNA segments,
creating base-stacking interactions with the -1 and +1 basepairs and forcing the free
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5’-OH group further away from the active-site tyrosine. It was proposed that this
increased separation would substantially decrease the probability for religation of the
backbone, trapping the DNA/topo/TPT ternary complex in a covalently attached
state that would prohibit interaction of the DNA with cellular machinery for repli-
cation and transcription. A combination of single-molecule and in vitro experiments
suggested another mechanism for the cytotoxic behavior: TPT selectively inhibits
the relaxation of positive supercoils substantially more than negative ones by topo1
[12]. In fact the researchers saw an inhibition in the rate of positive supercoil relax-
ation of approximately 20 fold as compared to negative supercoils being inhibited
by 4 fold, resulting in not only the retardation of enzymatic function but also the
buildup of positive supercoils in poisoned cells. The single molecule observation, the
fact that negative uncoiling is faster than the positive one, was confirmed by in vivo
studies that showed a build-up of positive supercoils in yeast cells during G1 and S
phase as topo1 preferentially removed negative supercoils.
Related single molecule studies by the same group on another IB variant, vaccina
topoisomerase, demonstrated that multiple supercoils were relieved per nicking event
in these enzymes, and that the distribution for the change in linking number (∆Lk)
has a probability distribution that can be modeled as a decaying exponential [13].
Additionally, this distribution is also based on the tension in the downstream DNA,
suggesting the mechanism for rotation is a swivel motion, and the relaxation rate
appeared to be similar for positive (overtwisted DNA) and negative (undertwisted)
supercoils. The human topo single molecule study also concluded that the positive
and negative relaxation rates are similar in the absence of topotecan.
Why do the rates differ significantly when TPT is bound? How can we reconcile
the hypothesis put forth in our previous molecular dynamics work (the existence of
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different pathways for positive and negative supercoiling) with the measured rates of
rotations? In this paper we significantly extend our simulation work by calculating
free energy profiles for the rotation of DNA downstream of the cut in the central
pore of human topoisomerase I to mimic the relaxation of positive and negative
supercoils. These calculations are then repeated on a ternary complex that contains
DNA, topoisomerase, and TPT, and the results are used to determine how TPT
alters the mechanisms and energies of supercoil relaxation.
4.2 Methods
A model of a covalently bound DNA/topoisomerase binary complex was made
using the structure solved by Champoux, Hol et al., with PDB code 1A31 [7], with
the linker region atom positions coming from the non-covalent structure (PDB code
1A36). This system was placed in a box of TIP3P water molecules [14] of dimensions
105 x 120 x 90 Å3 and ionized with sodium ions to create an electrically neutral
system of 117,000 atoms. Constant temperature and pressure algorithms [15] along
with periodic boundary conditions were employed for all calculations. Following a 1
ns equilibration period umbrella sampling was used to calculate a free energy profile
of the rotation of the downstream DNA around an axis that is defined by a vector
that passed through the original positions of the phosphorus atom of the -1 adenine
and the phosphorus atom of the +10 adenine. Initial conditions were created by
rotating the downstream DNA in increments of 10◦, harmonically restraining all of
the DNA heavy atoms, and allowing the protein to undergo minimization followed
by a period of equilibration before a subsequent rotation. For the topo/DNA binary
system mimicking the relaxation of positive supercoils a 50 ps equilibration time was
taken while for the other three systems this was increased to 500 ps. The results
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of the shorter equilibration in this phase was a longer time for equilibration in the
next phase, however the final results were not significantly altered. Each window of
the reaction coordinate was chosen as the dihedral between the center of mass of the
downstream DNA, the cartesian coordinates previously mentioned, and the position
where the center of mass of the downstream DNA was in the un-rotated structure.
A harmonic restraint was placed on this dihedral with a minimum corresponding
to the window being simulated. Windows were sampled from -10◦ to 560◦ (10◦ to
-560◦ in the case of negative supercoils) and were simulated for a minimum of 10
ns using NAMD [16] (longer for those windows which had not fully equilibrated in
the binary/positive supercoil system) with the data from the final 4 ns being used
in the WHAM algorithm [17] (with code provided by Grossfield [18]) for free energy
calculations (for a total of 232 ns of sampling in each free energy profile). The totality
of the four potential of mean force mappings took approximately 176 CPU years on
three supercomputing clusters. The CHARMM force field version 27 was used for
all calculations [19, 20] and the CHARMM program was used for system setup and
analysis[21]. Error bars were estimated using a bootstrap algorithm with the mean
statistical inefficiency taken as the decorrelation time [22].
For simulations with topotecan the 1K4T crystal structure was used [23], and the
protein was truncated so that residues not present in the 1A31 structure would not
be present in this system (so that both systems began at amino acid 215). Topotecan
was built using the Insight II program (Molecular Simulations Inc.) and parameters
were inserted into the CHARMM force field. The same procedure as detailed above
was performed with the exception that during the creation of initial structures the
drug molecule was fixed so that the abrupt disruptions between the DNA segments
did not artificially move the topotecan, but during equilibration of each window this
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constraint was released.
While performing these calculations the authors noted a paper which had results
indicating that for the relaxation of negative supercoil the presence of Tryptophan
205 played an important role[24], thus residues 201-215 (which were not present
in the original crystal structure by Champoux, Hol et al. but were present in the
structure that included TPT) were added to both system for the relaxation of neg-
ative supercoils. Their positions were taken from the 1K4T structure, and all other
procedures remained similar to those for the relaxation of positive supercoils.
Calculations of rate constants were performed by numerically integrating the
Smoluchowski equation to determine the mean first passage time from a location
x to one revolution beyond x, x± 360 (depending on the sign of the supercoils being
released) and taking the inverse [25]:








where U(x) represents the free energy at x and D the rotational diffusion coefficient,





It has been demonstrated that the rotational diffusional coefficient for DNA is
dependent on the length of the DNA sequence [28, 29], thus while simulations were
performed with 9 constrained basepairs a correction factor for D0 was required to






ln(L/2r)− 0.76 + 7.5 [1/ln(L/r)− 0.27]2
L3
with l being chosen as the persistence length (50 nm), l0 the length of the 9 con-
strained basepairs in the reaction coordinate (2.97 nm), and r the DNA radius (1.4
nm).
The Marko model for torque was derived through a statistical mechanical ap-
proach in which the free energy of the plectonemic and elongated states was mini-
mized for a given tension. It reports that the critical torque is [30]:




where g is the free energy of the extended-state and, Cs the twist stiffness of the
extended state, and P the stiffness of the plectonemic state. The first two quantities
are given as functions of the tension, and an estimate is made for the third. To fit
the data of Forth et al. [31] we have introduced a linearly variable P (linear as it
provided the best fit) of the form P (f) = 35.3− 3.4f . While this creates values for
P beyond the estimated 21-27 nm the overall fit is improved for the range where
experimental data exists.
4.3 Results
4.3.1 Relaxation of Positive Supercoils
Simulations of the relaxation of positive supercoils by the topo/DNA complex
showed an opening of the “lips” region by as much as 18.5 Åin some windows, similar
to previous results (Figure 4.1(b)). Surprisingly the calculations for the ternary










































(b) Lip Separation for Positive Supercoil Relax-
ation
Figure 4.1: Separation of the “hinge” (a.) and “lips” (b.) regions of the topoisomerase as a function
of rotation angle.
by rotation of the downstream DNA. The PMF for these processes (Figure 4.2(b))
show less energy is initially required to rotate the DNA in the ternary complex, but
at approximately 80◦ rotations become more prohibitive due to the lack of opening
by the “lips.” Since TPT forces DNA out of the binding pore, there is less protein
that the DNA must interact with to rotate initially (hence the lower energy), but
this results in the DNA not creating enough force on the protein to open the “lips”
which results in increasing the energy barrier for the initial rotations by 3.8 kcal/mol.
When the DNA has completed its first revolution, the protein does not return
to its original clamped conformation, rather in the binary complex it assumes a
state where the “lips” are still separated from one another by ∼8 Å (Figure 4.1(b))
that we term the “semi-open” state (Figure 4.3(c)). This state has a free energy
1.7 kcal/mol higher than that of the clamped state, and calculations show that the
second DNA rotation (begun in the semi-open state) has an energy barrier of 7.2
kcal/mol. The ternary complex also has a higher energy after one revolution (by 4.1
kcal/mol), however the protein’s conformation has not changed dramatically (the




















(a) Free Energy Profile for Negative Super-
coil Relaxation
 0  90  180  270  360  450  540
Rotation angle (Degrees)
(b) Free Energy Profile for Positive Supercoil
Relaxation
Figure 4.2: Comparison of free energies of rotation for negative and positive supercoils.
compared to ∼5.3 Å for the binary complex). The higher energy is a result of
slight modifications to the system structure (such as the downstream DNA having
an RMSD of 3 Å rather then 2 Å), however in general we note that the state is close
to that of the original clamped conformation. These slight deformations do however
decrease the energy barrier for a second rotation to 9.2 kcal/mol.
The cross-correlation functions for the C-alpha atoms of the amino acids are pre-
sented in Figure 4.4(b) with the top half representing the motions of the atoms in the
native system and the bottom half those in the inhibited one (with TPT). These show
that there are three regions which have motions highly correlated to one another:
C.S. I and II (the cap) move as one unit, C.S. III and the C-terminal, as another
and the Linker domain as a third. There is also a negative correlation between the
motions of the cap and that of the C.S. III/C-terminal region indicating that as the
“lips” separate these two regions, which are on opposite sides of the protein, move
apart from one another. Interestingly we note a slight positive correlation between
the motions of the cap and the linker domain. The presence of TPT (bottom half of
Figure 4.4(b)) shows a dampening of correlations between amino acids that are not
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(a) Clamped Conformation
(b) Semi-Open Negative Conformation (c) Semi-Open Positive Conformation
Figure 4.3: Topoisomerase structures. (a.) The initial clamped conformation as observed in crystal
structures. (b.) A semi-open conformation observed for the relaxation of negative
supercoils in which the “hinge” of the protein has opened to allow room for DNA
rotation. (c.) A semi-open conformation for the relaxation of positive supercoils in
which the “lips” remain open after the first rotation. These semi-open conformations
lower the free energy barrier for rotation compared to the initial clamped conformation,
thus providing a more favorable mechanism for supercoil relaxation.
in the same domain as each other.
4.3.2 Relaxation of Negative Supercoils
Calculations of negative supercoil relaxation reveal that the “hinge” region of
topoisomerase appears to open by ∼11 Å in the absence of TPT, and akin to the
case with positive supercoils the presence of TPT prevents the “hinge” from opening
(Figure 4.1(a)). Unlike the case of positive supercoils the lack of opening by the
enzyme does not increase the energy barrier to a point higher than that of the
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(a) Cross-Correlation Functions for Negative Su-
percoil Relaxation



























(b) Cross-Correlation Functions for Positive Su-
percoil Relaxation
Figure 4.4: Correlation functions for positive and negative supercoil relaxation, both for the free
(top half) and inhibited (with TPT-bottom half) simulations.
binary free energy barrier (Figure 4.2(a)).
Also akin to the case of positive supercoil relaxation the “hinge” region of the
protein remains open after a single rotation, creating a different “semi-open” state
(as shown in Figure 4.3(b)) with energy 2.6 kcal/mol and a barrier for a second
rotation of 5.0 kcal/mol. There is also a deformed state for the ternary complex
with an energy of 1.5 kcal/mol and which has an energy for a second rotation of 5.8
kcal/mol. Calculations show that in this deformed state the cap region has an RMSD
of ∼ 5.5 Å (compared to ∼ 3 Å in the binary case) but that the internal structure
of C.S. I and C.S. II do not change significantly (their RMSD are <3 Å), indicating
that it is the interaction geometry between the two subdomains that creates this
deformed state.
The cross-correlation maps for negative supercoils (Figure 4.4(a)) show similar
structure to that of positive supercoils: the cap region has a strong internal correla-
tion as do C.S. III and the C-terminal domains. The motions of the cap are much
more strongly correlated to those of the linker (being mostly positive whereas in the
positive supercoil case it is mostly negative) and the motions are still negatively cor-
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related to those of C.S. III and the C-terminal domains. Topotecan appears to have
a much stronger effect on decorrelating the motions between domains then in the
positive supercoil case, and in fact it even decorrelates some of the motions between
C.S. I and II.
4.4 Discussion
The calculated free energy profiles lack one important aspect of the in vitro sys-
tem: the driving torque from the torsional strain built up through supercoils. We
may modify the calculated PMFs to account for this by the addition of a linear term
proportional to this torque, that is:
(4.5) U ′(θ) = U(θ)− Γcθ,
where θ is the angle and Γc the applied torque. An analytic formula relating the
tension applied to a supercoiled DNA molecule to the torque was proposed by Marko
based on the stiffness of the plectonemic and extended states [30]. Recently this
torque was experimentally measured for tensions >1 pN and compared to the Marko
model [31], and in the Methods section we discuss a modification to the Marko model
which was performed to fit the experimental data.
While a range of 0.2 pN to 3 pN have been applied in studies on vaccinia Topo1B
the work with human TopoIB was performed with a tension of 0.2 pN, for an approx-
imate free energy gain of 5.8 kcal/mol/supercoil relieved. Table 4.1 shows how this
affects the energy barriers of the systems, decreasing the energy barriers by ∼2-4
kcal/mol and lowering the energy of the first minimums below that of the initial
clamped state. Figure 4.5 shows the effects on the overall free energy profiles for all
four systems.
To calculate rate constants for these processes we integrate the Smoluchowski
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Torque-Free System Tilted System
System Barrier 1 Minimum 1 Barrier 2 Barrier 1 Minimum 1 Barrier 2
Topo/DNA (+) 8.9± .27 1.7± .35 7.4± .29 6.8± .27 −3.9± .35 4.57± .29
Topo/DNA/TPT (+) 12.6± .23 4.0± .35 9.6± .25 10.2± .23 −1.3± .35 6.7± .25
Topo/DNA (-) 8.3± .28 2.6± .37 5.1± .24 5.6± .28 −3.5± .37 3.1± .24
Topo/DNA/TPT (-) 6.2± .25 1.5± .37 6.1± .27 4.7± .25 −4.2± .37 4.0± .25
Table 4.1: Free energy barriers and the local minima after the first revolution for all four topoiso-
merase systems, and the effect of adding a constant torque corresponding to a free energy
gain of 5.8 kcal/mol/supercoil released (corresponding to a tension of 0.2 pN according
to the modified Marko formula used). While the semi-open and deformed states are
unfavorable in relaxed systems the energy provided by the release of supercoils makes
them favorable and also reduces the second energy barriers to a thermally accessible























Figure 4.5: Free energy profiles for the binary and ternary complexes to show the effect of a torque
resulting in 5.8 kcal/mol/supercoil (corresponding to a tension of 0.2 pN as given by
the modified Marko formula).
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Rate Constants Experimental Value First Rotation Second Rotation
Topo/DNA (+) ∼75 6.4 34.8
Topo/DNA/TPT (+) ∼3.6 .012 1.4
Topo/DNA (-) ∼61 4.7 147
Topo/DNA/TPT (-) ∼12 268 192
Table 4.2: Calculated and experimental rate constants in Hz for an applied tension of .2 pN (corre-
sponding to a free energy cost of 5.8 kcal/mol/supercoil). The rates for the relaxation of
the second supercoil (from a semi-open state) show good agreement for positive supercoil
relaxation while negative supercoils show less of a quantitative agreement but appear to
not be as strongly affected by the presence of TPT, in accord with experiments. Rates for
the first relaxation show a poor agreement with experiments furthering our hypothesis
that rotations from a semi-open state predominate.
equation (as discussed in the Methods section) and derive rate constants for both
the first and the second rotations, which are shown in Table 4.2 (along with the values
from experiments [12]). The rate constants for relaxing the first supercoil show a very
strong inhibition by topotecan of positive supercoils ( 232 fold) and an increase in
rate by 38 fold for the addition of TPT to systems that relax negative supercoils. For
systems beginning in a semi-open (or deformed) state the effect of TPT on rotation
rates is much closer to experimental values, TPT provides an inhibition of 25.5 fold
to positive supercoils (compared to 20 in experiments) and for negative supercoils
the rates are similar to one another (topotecan rates are higher by 30%) as is seen
in experiments where the inhibition by TPT is minimal [12]. These calculations
provide further evidence that it is the second barrier, where the system starts in a
semi-open or deformed state, that is repeated multiple times during in vivo and in
vitro experiments that have on the order of 10-20 supercoils removed per nicking
event.
Rate calculations for negative supercoil relaxation do show a higher quantita-
tive value then those for positive supercoils by 4.2 fold for a given tension while
experiment show little discrepancy between the two. This is most likely due to an
incomplete understanding of the correlation between tension and torque for negative
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supercoils. While formalisms such as those by Marko provide a fair description for
positively supercoiled molecules there is a strong possibility that, for a given choice
of parameters, they do not provide an accurate description for negative supercoils
(in fact it is well known that positive and negative supercoils are quite distinct from
one another [32, 33, 34]). As an example if one lowers the plectonemic stiffness to
21 nm (from the variable one discussed in the Methods section) the free energy gain
is lowered by 2.2 kcal/mol/supercoil and the rate of negative supercoil relaxation is
reduced by 2.4 fold (to 62 Hz).
It is interesting to note that in all four PMFs the state at 360◦ has a higher energy
then the initial clamped state, and that the second energy barrier is approximately
the same height as the first when measured relative to this clamped state. To put
it another way, after one rotation the system is in a high energy intermediate that
is kinetically favored but thermodynamically unfavored by an energy x, and then
the barrier for subsequent rotations is lowered by the energy of the intermediate
state x. If the system was controlled purely by thermodynamics, then after the
initial rotation the molecule would return to its initially clamped state, however our
simulations suggest that it is more favorable from a kinetic viewpoint to instead go to
a high-energy intermediate which turns out to be useful from the protein’s viewpoint
in relaxing rotations subsequent the initial one.
4.5 Conclusions
Results suggest the following mechanism for DNA supercoil relaxation by human
topoisomerase IB (which is shown in Figure 4.6). Initially DNA exists in a supercoiled
state, and topoisomerase in an open state recognizes and binds to the double helix (for
a further discussion of these steps see [35]). Following clamping around the DNA a
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nicking step must occur to create the cut DNA backbone, after which strand rotation
may occur. Torsional stress drives the DNA over the first (high) energy barrier to
a transition state, whereby the protein may enter the semi-open conformation, or
return to the clamped one (while relieving one supercoil). If the protein enters
the semi-open conformation the DNA would not be in position for religation to
occur, and assuming sufficient torsional stress remains the DNA will again rotate,
coming again to a transition state after which it may sample the semi-open or closed
state. There exists some probability (of which we can not comment) that the system
samples a different pathway from those we observe in which the topoisomerase enters
a clamped conformation after release of a supercoil, and if this occurs then religation
of the backbone may result, with the release of the DNA by the protein following.
Alternatively it is conceivable that there exist pathways between the clamped and
semi-open states which do not require the release of supercoils. In the presence of
topotecan the semi-open state is replaced with a deformed conformation and the rate
of religation is substantially decreased [23]. Additionally for positive supercoils the
rates to the transition state are substantially increased, creating a strong inhibition
of supercoil relaxation.
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Figure 4.6: Mechanism for the relaxation of DNA supercoils by human topoisomerase I which in-
corporates a semi-open configuration of the protein. For the relaxation of negative
supercoils the overall mechanism remains the same, however the transition and semi-
open states are replaced by configurations in which the “hinge” is opened as opposed
to the “lips.”
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CHAPTER V
Directionally Negative Friction: A Method for Enhanced
Sampling of Rare Event Kinetics
5.1 Introduction
Substantial interest exists in the conception of computer methods that can ac-
celerate the simulation of conformational kinetics in a variety of condensed matter
fields, spanning from material science to biomolecular chemistry, for systems that
undergo rare transitions between two or more important conformational states [1, 2].
For example, many important kinetic properties of proteins, nucleic acids or their
complexes can be cast in terms of paths in multi-dimensional spaces, i.e., trajectories
describing the time evolution of phase points between unfolded and folded geome-
tries, or between active and inactive states. The renewed theoretical interest in rare
event kinetics is fueled, on the experimental side, by recent single molecule experi-
ments that have started to offer the unique possibility to distinguish sub-populations,
detect intermediates or describe path heterogeneity, kinetic properties which other-
wise would be hidden in ensemble measurements [3, 4]. The hope is that, on the
theoretical side, atomistic simulations, as virtual single-molecule experiments, can
follow the above properties with temporal and spatial resolutions not available to
the experiments.
However, while the theoretical formalism that connects the statistics of trajecto-
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ries to kinetic properties is rigorous [5], its numerical implementation for complex
systems is marred by severe difficulties. The simulation time often falls short by
several orders of magnitude in comparison to the natural relaxation time. Free en-
ergy barriers trap the simulated trajectories inside basins of attraction. As a result,
one does not sample all relevant paths. This makes the calculation of any kinetic
property inaccurate.
A similar problem had been recognized to exist for thermodynamics. Because
molecular simulations are confined to sample only a limited region of conformation
space, ergodicity is broken [6] and thermodynamic averages are not accurate. A large
set of thermodynamics-rectifying methods (see Refs. [7, 8, 9] for a review) are based
on strategies that enhance sampling by facilitating the scaling of barriers in some way
(e.g., by raising the temperature, modifying the potential energy, etc.). Subsequently,
if the sampling strategy has a known equilibrium distribution asymptotically, states
can be reweighted (by dividing the estimator by the incorrect weight and multiplying
it by the correct one) to recover exact thermodynamical averages [10]. However, this
is done at the expense of rendering incorrect kinetics (because trajectories are non-
physical, the sequencing of dynamical events is lost).
A key question is then on whether one can devise analogous strategies to enhance
kinetic calculations. Can one accelerate dynamical trajectories in some non-physical
but computationally expedient fashion, and then find a functional reweight to also
recover the exact kinetics? In other words, can one dilate the short computation time
to the longer time that is genuine to the evolution of the real, physical system, without
altering its kinetics? The method presented herein addresses one such strategy based
on the concept of negative friction.
The plan of this chapter is as follows. We continue this section with a review
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on several methods for the calculation of conformational kinetics. In the following
section, Section 5.2, we then present the main idea behind the use of a negative fric-
tional coefficient. Section 5.3 introduces our directionally negative friction method,
and Section 5.4 presents numerical tests on prototypical model systems of increasing
dimensionality. We end with a concluding discussion section.
A number of theoretical methods attempt to address rare event problems in the
calculation of kinetic properties. Transition state theory (TST) [11] defines a transi-
tion state of the system according to some order parameter and initiates trajectories
from that state. However, in high dimensional systems the energy landscape is ex-
ponentially dense with saddle points and it is often difficult to identify a region of
conformational space corresponding to the transition state. Other approaches rely on
defining a reaction coordinate along which a free energy profile (a potential of mean
force) is calculated. While kinetic rates can then be calculated from this profile,
for complex systems with massively heterogeneous pathways it is difficult to know a
priori what the reaction coordinate is. For such complex cases there has been consid-
erable recent advances by using transition path sampling approaches that generate
ensembles of dynamical trajectories to calculate kinetic properties of conformational
transitions [12, 13]. While these approaches are expected to be useful in particular
for large-dimensional systems (such as proteins or nucleic acids) because they need
not calculate saddle points, substantial computational effort is still required to gener-
ate a representative ensemble of paths connecting an initial and final region of phase
space. Thereby the need for methods that are able to generate a multitude of confor-
mational transition trajectories still exists. Progress along these lines is being made.
For example, the stochastic difference equation method of Elber and coworkers for
long-time dynamics [14], uses a minimization of a discretized version of a stochas-
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tic action functional with impressive speed-up of the propagation of the equations
of motion for proteins, with time steps that are two orders of magnitude longer
than regular dynamics usually employs. Such approaches also have a diffusive-limit
method as particular case [15, 16].
A distinct strategy is to make intelligent use of the availability of parallel process-
ing from a large collection of CPUs. Given such resources, one can run so many inde-
pendent physical trajectories in parallel that a rare event can be seen by reasonable
probability in a relatively short time. This strategy was introduced in parallel-replica
dynamical methods of the type developed by Voter [17] and further refined by Pande
and co-workers [18], who have extended dynamical simulations of protein folding in
the microsecond range.
A host of other existing methods for accelerated sampling of conformational tran-
sitions are based on the paradigm of modifying the dynamics by adding external
forces that drive the conformational change of interest. Examples are the “steered”
[19], “targeted” [20], or “biased” [21] molecular dynamics methods. While such
approaches are valuable for inducing the transition at atomistic detail faster, in in-
stances when large magnitude forces are needed to observe in nanoseconds what
otherwise takes milliseconds, the pathways may not be characteristic for the force-
free real system; this leads to incorrect kinetics. A set of recent methods recognize
the need for the correction [22, 12, 23, 24]. Accordingly, trajectories generated with
the modified dynamics are reweighted using weights based on either a probability
functional that depends on the entire trajectory, or depending on how the mod-
ification is made, just the equilibrium distribution probability of the initial state
positions [25] or momenta [26]. Also in this category of expedient modifications, an
important advance for condensed matter simulations of rare events is offered by the
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hyperdynamics method of Voter [27]. By adding a bias potential devised such that it
raises the energy in regions other than the transition states between potential basins,
transitions in hyperdynamics simulations occur at an accelerated rate. The elapsed
time becomes a statistical property of the system, and rates can be calculated in
principle exactly by importance sampling manipulations.
The approach that we shall focus on in the present chapter involves a strategy for
modifying the dynamics to calculate kinetics inspired by an intriguing novel idea to
use negative friction Langevin dynamics suggested by Chen et al. [28, 29, 30] The
theoretical background for the development of our method follows in Sect. 5.2.
Conformational transitions are often accurately simulated in the framework of
a Langevin dynamics, which has extensive uses in multiple areas of science as an
efficient method for simulating a system in which primary degrees of freedom are
coupled to others whose behavior can be modeled statistically [31]. We write the
Langevin equation as a pair of coupled differential equations:
mṙ(t) = p(t)
ṗ(t) = −γp(t)−∇V (r(t)) + ξ(t),(5.1)
where V (r(t)) is a potential energy function, γ is a friction constant, r(t) and p(t)
specify position and momentum, respectively, and ξ(t) is a random force modeling
the effects of the bath and obeying a fluctuation-dissipation relation:
〈ξ(t)〉 = 0,
〈ξi(t)ξj(t′)〉 = 2mγkBTδijδ(t− t′).(5.2)
In modeling directly with Langevin dynamics realistic systems, however, one often
encounters the rare event issue: if the energy required to effect an interesting tran-
sition is many times larger than the thermal energy provided by the bath (specified
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by kBT , where kB is Boltzmann’s constant and T is the temperature), the system
must absorb a large amount of heat in order to surmount the energy barrier, an
event which is exponentially unlikely (in energy). Moreover, since a system obeying
Equation (5.1) tends to dissipate added energy back into the bath, transition events
tend to involve a long period of dwelling around a stable minimum before a crossing
of the barrier is observed. Therefore, events of interest often occur over time scales
that are inaccessible to straightforward simulation.
For biomolecular processes such as folding or other major conformational rear-
rangements, of particular interest are computational studies of transition events in
which the initial and final states can be specified by the forward reaction rate, kR→P ,
of transition from one region to another. kR→P can be found from the time derivative




where 〈· · · 〉 indicates an average over an ensemble of trajectories initiated from an
equilibrium distribution in phase space, and hR,P are container functions given by:
hR,P(r) =
 1 if r ∈ R,P0 otherwise,(5.4)
For times longer than an initial transient period but shorter than the equilibration
time of the system, the derivative of C(t) (i.e., the reactive flux) displays a plateau
corresponding to kR→P [32]. In transition path sampling, the time-correlation func-
tions can be calculated by an advantageous factorization of C(t) [13] that reduces
considerably the computational cost compared to the original formulation, but it
requires umbrella sampling in phase space that still requires investing significant
numerical effort.
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While transition path sampling is providing a powerful strategy and a useful
theoretical paradigm, it would still be useful to be able to generate directly and
effectively a multitude of dynamical trajectories representative of the conformational
transition of interest. In principle, C(t) could be computed directly from an ensemble
of trajectories initiated from the reactant region, but for low-temperature systems
and/or rugged energy landscapes this approach is inefficient, as very few trajectories
will reach the product region.
A few methods have been devised to overcome this problem and to allow direct
sampling of trajectories. Tully and coworkers [25] have proposed a convenient bias
function of general applicability for systems with large enthalpic barriers. They apply
a “puddle” potential (used previously by the same group to enhance thermodynamic
averaging [33]) that raises the potential energy well from which the trajectories are
initiated, so that escape over the barrier is more frequent. Proper reweighting of
the initial Boltzmann distribution of points allows for an exact expression for time-
correlation functions and hence for kinetic observables. However, while the proba-
bility to leave the reactant basin is enhanced by puddling, the beneficial effect of
puddling is washed-out in high dimensions by the fact that motion is accentuated
in the vastitude of all directions. In previous work, we have conceived a related
method that skews the Maxwellian momenta distribution only along preferential di-
rections that are relevant for the conformational transition [26] in such a way that
the important transitions are sampled more frequently; proper reweighting by the
relative probability functional between the skewed and physical trajectories leads to
the exact recovery of kinetic properties.
Recently, Chen et al. [34, 28, 29] have presented an intriguing new approach to
the rare event problem in which the Brownian dynamics are altered by the introduc-
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tion of a negative frictional value γ. In contrast to positive, physical friction which
dissipates energy, negative friction has the effect of pumping energy into the system
to increase the probability of transitions over barriers and decreasing the amount
of time in stable minima. By reweighting these trajectories it is possible to extract
accurate transition probabilities with much greater efficiency than with using a phys-
ical, positive frictional Langevin equation. While the method has been applied with
success to one- or two-dimensional systems, a major limitation of this approach (just
like in the case of “puddling”) is that by adding energy in all dimensions, transitions
of interest in high-dimensional systems are rarely sampled. In fact in this chapter
we show that a system with as few as 10 dimensions may spend excessive amounts
of time exploring degrees of freedom orthogonal to the reaction coordinate, creating
an inefficient approach to most systems of interests. We propose a hybrid approach,
in which negative frictional dynamics are propagated along a reaction coordinate
of interest and positive frictional dynamics are calculated along perpendicular de-
grees of freedom. With a proper trajectory reweighting scheme that we propose, we
may obtain accurate trajectory averages which correspond to their physical positive
frictional counterparts. In principal this method may be extended to systems of ar-
bitrary number of dimensions, making it a useful tool for studying complex systems
of interest, such as biomolecules, in which there may be thousands of degrees of free-
dom and a transition of interest occurs along a low-dimensional reaction coordinate
manifold.
5.2 Background
We consider a stochastic process (such as Langevin dynamics) that evolves accord-
ing to a delta-correlated Gaussian random force, ξ(t). The probability of observing
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a given realization of the random force, i.e., a particular noise history P [ξ(t)] along
the trajectory, is specified by:






where C is a normalization constant and the path integral extends over the total
time of the trajectory.
We can therefore write the ensemble average of any functional observable A[ξ(t)]
(i.e., of an observable that depends on the entirety of the trajectory) as a weighted




Utilizing the dynamical connection between the random force, ξ(t) and the tra-
jectory r(t), this average can be rewritten as a sum over trajectories. In the case of










where J [r] =
∣∣∂ξ
∂r
∣∣ is the Jacobian connecting the measures Dξ and Dr and S[r(t)] =∫ t
0
dt′[mr̈(t′) + γṙ(t′) +∇V (r(t′))]2 is the “action” functional [35].



























where Jw[r] ≡ J [r]J ′[r] , S
′ and J ′[r] are the action and Jacobian functionals, respectively,
for some altered dynamical scheme, 〈· · · 〉′ indicates a trajectory average using the
altered dynamics, and we have omitted the arguments to S and S ′ for convenience.
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Equation (5.8) is in principle exact, but in practice we will achieve an accurate
average only if trajectories found from realizations of the altered dynamics overlap
sufficiently with trajectories from the unbiased dynamics. It would be infeasible, for
instance, to calculate an average in a system obeying conventional Langevin dynamics
by generating an ensemble of negative-friction trajectories and then rescaling as in
Equation (5.8): such trajectories are fantastically unlikely according to positive-
friction dynamics. Ideally, we wish to preferentially sample the paths which are
most significant in the average of A.
With this in mind, we note that if the evolution of our system is Markovian for
all t and for all dynamical schemes considered, the probability of a full trajectory
is simply the product of the probabilities of any series of trajectory subsections.
Moreover, in general these subsections can evolve according to different dynamical
schemes. Therefore, following Chen, we consider trajectories of length t that evolve
up to an intermediate time tm < t according to negative-friction dynamics and then
switch to conventional Langevin dynamics for the remaining time t− tm.
Such trajectories correspond to significant paths: transition events in systems
with large barriers are typically characterized by a rapid increase in the energy of
the system as the barrier is surmounted, followed by a decay back to energies on the
order of kBT .
In Chen’s implementation, the altered dynamics are propagated according to the
negative-friction Langevin equation,
mr̈(t) = mγṙ(t)−∇V (r(t)) + ξ(t)(5.9)
and the difference in action functionals between the negative and positive-friction
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dynamics is path-independent [28]:
S ′ − S = 4mγ(H2 −H1)(5.10)
where H1 and H2 are the initial and final Hamiltonians of the system, respectively.







|−1 = |D(r̈ +mγṙ +∇V (r(t))
Dr
|
×| r̈−mγṙ +∇V (r(t))
Dr
|−1 = enγtm(5.11)
with n being the dimensionality of the system. In straightforward applications when
tm is constant, this term may be excluded since it is constant and does not contribute
to the average in Equation (5.8) (but see below).
The all-negative friction method of Chen et al. is effective in surmounting barriers
in low-dimensional systems, but it is not efficient in simulations containing many
degrees of freedom. Transition events in large systems tend to involve the motion
of collective variables that are composed primarily of only a subset of the degrees of
freedom in the system; trajectories generated as a result of pumping energy into all
degrees of freedom, like those generated by Chen’s method, are extremely unlikely.
It is therefore of interest to consider schemes that can introduce energy in specific
subsets of the overall conformational space of the system.
5.3 Directionally Negative Friction: The Method
5.3.1 Fundamental idea
If we consider a Langevin equation with a generalized friction matrix,
mr̈(t) = −mΓṙ(t)−∇V (r(t)) + ξ(t)(5.12)
where Γ is a diagonal matrix whose entries determine the friction coefficients for each
degree of freedom, it is a simple matter to selectively introduce energy into the system
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by choosing certain diagonal entries in Γ to be negative. An exact average can then
be recovered using Equation (5.8). However, this is still a clumsy approach, as in
most systems the potential V (r) will be defined by variables (say, atomic positions
in Cartesian space) that do not in themselves effectively define the transitions of
interest. If the motion of one or more of these variables is governed by negative-
friction dynamics, we are still unlikely to sample interesting pathways, as energy will
be introduced along directions that may have little to do with our desired reaction
coordinate.
A more productive approach would be to identify a normalized guiding vector ê0
in configuration space that points along the direction of desired motion, and apply
negative friction dynamics only along that direction - that is, to transform Equation
(5.12) to a coordinate system in which ê0 is a basis vector, and then set the cor-
responding diagonal entry in Γ to −γ. We would thereby avoid introducing energy
into directions perpendicular to our desired path and, as such, we would generate
more probable trajectories. However, such a transformation is computationally too
demanding to be efficient because it would require coordinate transformations (ro-
tations) at each step. Instead, we introduce an additional term into the Langevin
equation:
mr̈(t) = −mγṙ(t) + 2mγ(ṙ(t) · ê0)ê0 −∇V (r(t)) + ξ(t)(5.13)
The dot product in the additional term renders friction negative (i.e., switches it
from γ to −γ) in the direction parallel to ê0, but leaves it positive in all the other
directions. We note that applying a similarity transformation to Equation (5.13) for
which ê0 is a basis vector in the transformed system does indeed produce an equation
in the form of Equation (5.12), which was our objective.
In contrast to the reweighting scheme by Chen et al. [28] using Equation (5.10),
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the difference in action between Equation (5.13) and the conventional Langevin equa-
tion is path-dependent. Specifically,
S ′ − S =
∫ t
0
dτ([mr̈(τ) +mγṙ(τ)− 2mγ(ṙ(τ) · ê0)ê0
+∇V (r(τ))]2 − [mr̈(τ) +mγṙ(τ) +∇V (r(τ))]2)(5.14)
and after some algebra, we find
S ′ − S = −4mγ
∫ t
0
dτ(ṙ(τ) · ê0)(∇V (r(τ)) · ê0 +mr̈(τ) · ê0),(5.15)
where the expression on the right hand side must be evaluated numerically along
each trajectory. We can then determine the average of an observable A[r(t)] by
substituting this expression into Equation (5.8). The Jacobian may still be derived
as in Equation (5.11) with d this time being set to the number of degrees of freedom
defined by ê0 that get assigned negative friction (in this work d = 1, but in more
complex cases several directions describing large-scale cooperative motions might be
included).
5.3.2 Identifying ê0
Complex molecules (such as proteins or nucleic acids) have a dynamical evolution
in which fast oscillatory modes are coupled to slowly varying ones. While the actual
time spent by an ensemble of molecules in the fast manifold is the same as that spent
in the slow manifold, the computer time needed for convergence of properties in the
slow manifold (when simulating a single molecule) is much larger than that spent
in the fast manifold. Therefore, identifying the slow manifold and accentuating
the motion along it is a good strategy for enhanced sampling of conformational
transitions. This is because in most cases motion along the slow manifold includes
the largest conformational changes (reactions), which are often of primary interest.
[37, 38]
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In our previous work aimed at using slow manifold dynamics to enhance the
calculation of thermodynamic [39] or kinetic properties [26], we showed that we can











In order for ê0 to point along the slow manifold (i.e., for the components of momen-
tum in the fast manifold to average to zero), one has to choose the averaging time t
to be several times larger than the period of the fast modes but smaller than those
of the slow modes.
Alternatively, ê0 can be found from either a normal-mode or a quasiharmonic-
mode decomposition [40] by solving an eigenvalue-eigenvector problem,
ê0 = min
λ
{ê | F ê = λê}(5.17)
and choosing the lowest-eigenvalue eigenvector obtained from diagonalizing F , which
is either the Hessian of the potential (in the case of the harmonic modes) or the in-
verse of the covariance matrix of atomic fluctuations (in the case of the quasiharmonic
modes). The normal mode decomposition can be performed only once for a mini-
mized structure in the reactant well, and ê0 aligned along a low-frequency mode (or
a linear combination of several such slow modes). The quasiharmonic calculation
can be performed, also only once, on the same trajectory that was used to generate
the initial distribution of the starting conformations; again, a combination of slow
quasiharmonic modes can be used.
Using the momentum-averaging scheme, we showed that slow-mode directions
are of promise for enhanced sampling and the exploration of large conformational
changes, and have provided a hybrid MC scheme to obtain exact thermal equilibrium
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properties [39]. For the case of the alternative choice of ê0 in Equation (5.17), normal
mode analyse have provided considerable insight into the nature of motion in many
proteins [41, 42, 43, 44, 45]. They have demonstrated that, in systems where an
initial and a final structure are available, the first few low frequency modes are often
sufficient to describe the large-scale conformational changes involved in going from
one structure to the other [46, 47], particularly when collective motions are involved
[48]. This strategy has worked well both for protein-DNA complexes [49] and for
systems as large as the ribosome [50].
In our directional negative-friction Langevin scheme, ê0 can be calculated around
the initial minimum. Alternatively, if the system visits several stable minima, the
trajectory can be constructed from a series of activation/dissipation events, with each
successive ê0 found from momentum averaging during dynamics in each minimum.
In this context, the trick in Equation (5.13) becomes reminiscent of the activation-
relaxation technique [51], that inverts the component of the force vector parallel to
the displacement from the current position to the local minimum, while leaving it
unmodified in all other directions. However, a straightforward adaptation of negative
friction along the displacement direction would still not work if the direction from
the local minimum to the current position does not coincide with ê0. A connection is
also worthwhile making here to the self-guided Langevin dynamical scheme proposed
by Wu et al. [52], for which the added self-averaging guiding term is basically akin
to negative friction, with the difference that the injected energy is then removed by
positive friction, so the formal similarity to directionally negative friction becomes
unclear.
Although the dynamics specified by Equation (5.13) are unphysical, we empha-
size that actual systems tend to escape deep minima via a rapid increase in energy
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along a few pertinent coordinates followed by a frictional dissipation. Therefore,
the transition paths found from our directional negative friction method are likely
to be among the probable paths connecting various minima. The bundle of such
generated transition paths can be used as is, can be refined by the subsequent
application of more sophisticated transition path sampling techniques [53], or can
serve as the starting ensemble for techniques that identify optimal reaction path-
ways [54, 55, 56, 57, 58, 59, 60, 61].
5.3.3 Efficiency tuning by adaptive choice of tm
As an additional enhancement, tm need not be set to a specific value. Rather,
if information of the transition state is known, then the frictional coefficient may
be switched from negative to positive as the trajectory enters the product region,
i.e., adaptively. Since the time that trajectories spend in negative-friction dynamics
is not consistently the same for all trajectories, the Jacobian Jw[r], now trajectory-
dependent and no longer constant over the entire trajectory bundle, may not be
neglected in calculations. In practice, Equation (5.11) must now also be used when
calculating the reweighting factors in Equation (5.8). This may prove useful in a
variety of applications, for example if a rotatable bond is the reaction coordinate of
interest, then friction may be changed from negative to positive when the dihedral
transitions from cis to trans, or in a system such as alanine dipeptide where a reaction
coordinate is the N − H · · · O = C distance, with stable minim at a short and a
long distance, the dynamics may be altered when the reaction coordinate becomes
far from the minimum in which it started.
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5.4 Model System Examples
As a test of our method, we consider the motion of a Brownian particle on a
potential surface composed of a double well in the y direction, with n − 1 identical
perpendicular “udder” [62, 63] potentials:
Vn(x, y) = y
2(y − a)2 +
n−1∑
i=1
(b(xi − c)2 − de−fx
2
i + g)(5.18)
We choose a = 2, b = 0.1, c = 2, d = 0.75, f = 50, and g = 0.35, so that motion
along y, in the double well, is slow and the perpendicular degrees of freedom are
tightly bound around xi = 0, with a large, relatively flat basin at higher values of
xi. The contrast between low and high-dimensionality is showcased by setting either
n = 2 or 10, i.e., having either one or nine perpendicular degrees of freedom, thereby
modeling a two- or, respectively, ten-dimensional system. Figure 5.1 depicts a plot
of the double well component of Vn and one of the udder potentials as a function
of distance. The double well has a local maximum at y = 1, with a barrier height
V (x = 0, y = 1) = 1 and stable minima at y = 0 and y = 2. Each udder potential
has a local maximum at xi = 0.288, with a barrier height of 0.631. We consider the
region for which y < 1 and xi < 0.288 for all i to be our reactant region, and the
region for which y > 1 and xi < 0.288 for all i to be our product region.
Although this system does not correspond to any physical system of interest, it
possesses qualitative properties that correspond to a higher-dimensional, realistic
system: namely, the configuration space is composed largely of uninteresting regions
in which transition to the product state is nearly impossible. In our system, these
regions are the states in which xi > 0.288 for one or more i; the long, flat portion
of the udder potential serves as a crude approximation for the regions of a higher-
dimensional potential that are not of interest. This test potential captures one of
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Figure 5.1: Potential energy surface for model system. The direction of interest, y, has a double well
potential with a transition state at y = 1 of energy 1 kcal/mol. Orthogonal directions,
xi, are represented by the udder potential with a transition state at xi = .288 of energy
0.631 kcal/mol. For a large number of dimensions equally pumping energy into each
dimensional, as is done in the Chen negative-friction method, will results in trajectories
predominantly sampling the uninteresting states xi, while with a Direction negative-
friction model energy may be added only to the direction of interest, in this case y.
the crucial problems of Chen’s negative friction method when applied to higher-
dimensional systems: the negative-friction dynamics will tend to drive the system
randomly into regions of conformational space for which no transition is possible. In
the case of Vn, the negative friction dynamics will drive the system out of the well
around x = 0, so that most trajectories will terminate in regions for which hP = 0
and will not contribute to the average in Equation (5.3).
We suppose the dynamics of this system to be specified by the Langevin equation,
Equation (5.1), with γ = 1.0, and we take a time step δt = 0.01 for our numerical
integration. For the variable tm method we choose the time tm to switch the sign of
γ for each trajectory (i.e., we chose the transition from negative to positive friction
dynamics to occur) when the trajectory first enters the product region, that is when
the coordinates become such that y > 1 and xi < 0.288 for all i.
Trajectories are initiated from an equilibrium distribution in the reactant region
and propagated according to either the Chen all-negative friction implementation,
our directional negative-friction equation with tm = 1 (Equation (5.13)), our direc-
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Figure 5.2: Correlation functions for creation of product as given by Equation (5.3). All calcula-
tions are for 10D potentials, β = 12, 107 trajectories, and the Chen and Directional
methods both have tm = 1. Reweighting of Directional methods accurately recreates
the ordinary method which uses only positive frictional terms, while reweighting of the
Chen implementation does not, as trajectories are lost to sampling of degrees of freedom
orthogonal to that which is of interest.
tional negative-friction equation with variable tm, or an unadorned Langevin equation
(the ordinary approach). We then calculate the time correlation function C(t) (see
Figure 5.2), as specified in Equation (5.3), as a weighted average of hP [r(t)] over all
trajectories beginning in the product region using Equation (5.8). After discarding
the portion of the correlation function corresponding to the transient time, the rate
constant, k, is calculated from a least-squares regression of C(t).
Figures 5.3(a) and 5.3(b) display ln k as a function of the inverse temperature β,
i.e., the Arrhenius plot, for systems with n = 2 and n = 10 respectively. Simulations
with a direct approach of calculating the ratio in Equation (5.3) using 107 trajectories
are compared with calculations of 104 trajectories for the Chen implementation, our
directional method with a fixed tm, our directional method with a variable tm, and
“exact” values calculated using transition state theory.
While it is recognized that TST does not provide an exact rate but only an upper
bound, and, as a result, that a systematic error can appear when comparing to it,
TST is chosen as a reference state since the basic assumptions of the model (no
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Figure 5.3: Arrhenius plot for the two dimensional model system in Equation (5.18) (1 y and 1
x dimension) (a.). The ordinary approach predicts the rate constant accurately for
higher temperatures but for lower ones begins to perform poorly as few trajectories
make the transition, while the Chen and two directional implementations all perform
well in reproducing the results from Transition State Theory. Arrhenius plot for the ten
dimensional model system (1 y and 9 x dimensions) (b.). The ordinary and directional
results perform similarly to their 2D counterparts, but the Chen method drastically
underestimated the rate constant due to few trajectories moving to the product region
because of the increase in energy that was introduced to the orthogonal degrees of
freedom. For both the 2D and 10D data 107 trajectories were used for the ordinary
approach while 104 were used for the Chen and directional approaches.
barrier re-crossings) should hold quite well especially in the low temperature case,
which is the region we are most interested in. In both the case of n = 2 and n = 10
the direct method yields results for the barrier height that are higher than the TST
approximation at high temperatures and lower than it at low temperature. For high
temperatures, this is expected (due to the fact that the assumptions of TST break
down) as TST gives an upper bound for the rate, therefore under-estimates the
barrier; the choice of TST therefore results in a systematic error that is not reflective
of the quality of the proposed method (which is exact in practice, but is designed to
work for temperatures that are low compared to barrier heights). For them, i.e., for
low temperatures, the error is statistical and is simply due to a lack of convergence
in the numerical results because of insufficient sampling.
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In other words, because the derivation of our method does not imply any approx-
imation and is supposed to be exact in practice, insufficient sampling should give an
unbiased error (variance error), and not a systematic error (i.e., a bias). Systematic
deviations might be due to the fact that the comparison should not have been to
TST, but to the exact, converged value. Systematic error is indeed expected because
of the TST breakdown at high temperature. At low temperature, however, the TST
approximation is much better so the significant error is the statistical error. It is
important to emphasize that the method is designed (and works optimally) for rare
event transitions that are difficult to simulate directly. Another method designed for
this purpose and closely related is the puddle jumping method of Tully et al. [25],
it is also employing TST as a reference to showcase its efficiency.
In the 2D case the Chen method performed the best, with an error of 3.39%
relative to the TST results (compared to 6.29% and 7.78% for the fixed and vari-
able tm simulations). However in the higher-dimensional 10D case the Chen method
performed poorly, by drastically underestimating the rate constant for all tempera-
tures as simulations explored degrees of freedom perpendicular to the chosen reaction
coordinate, giving an error of 36.77% relative to the TST result. In contrast, our
new directional method performed quite well; while slightly underestimating rate
constants relative to TST reference, the errors of 6.08% and 5.40% are on the same
order as what is calculated for 1000 times as many trajectories with the direct ap-
proach (5.90%). The presence of a variable tm allows more trajectories to sample the
product region: in simulations with β = 16, 66.5% of trajectories went to product,
while with a fixed tm only 2% did; in stark contrast, in the direct implementation
only 6 · 10−5% only made it into the product region. While the error in the Chen
implementation may be reduced by sampling additional trajectories, we found that
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TST Ordinary Chen Directional Directional/Variable tm
2D 1.00 0.48 0.82 0.91 0.87
10D 1.00 0.62 1.26 1.19 1.11
Table 5.1: Energy barriers for the model system as calculated from the slope of the Arrhenius plots
in Figure 5.3. For the ordinary case the calculated barriers are well off from their actual
value due to the poor sampling of transitions at low temperature. The calculated barriers
for the Chen implementation became less accurate as the number of dimensions increased
while the accuracy of the directional implementations was not significantly affected by
the increase in the number of dimensions.
even for 107 trajectories it did not perform as well as the direct method, which can
be attributed to wandering off in the perpendicular manifold.
By fitting a linear regression to the Arrhenius plot the energy barrier of the tran-
sition state may be extrapolated. Since this has been defined to be 1.00 in our model
(the units are such that kB = 1 is dimensionless), this serves as another comparison
between methods, and the results are shown in Table 5.1. The Chen method worked
decently in the 2D case but, not surprisingly, decreased in accuracy for the 10D case.
Both directional methods performed well, with the directional/variable tm giving an
energy barrier of 1.11 in the 10D case, compared to 1.26 for the Chen method. The
unadorned Langevin ordinary method provided quite poor estimates of the energy
barrier due to the low number of transitions observed at low T .
Overall, the tests on the potential energy model of increasing dimensionality
proved that, while negative friction is instrumental in injecting energy that can lead
to enhanced sampling of conformational transitions, and that proper reweighting re-
covers physically-sound kinetics, the beneficial effects are exponentially diminished as
the number of negatively frictioned degrees of freedom increases. Instead, if the direc-
tion of progress for the relevant conformational chance is identified, the directionally
negative friction method can focus energy pumping so that relevant pathways are gen-
erated effectively; as in the original negative friction method, reweigthing done based




The problem of sampling rare events trajectories, a problem of both significant
interest and considerable difficulty, is caused, at its core, by free energy barriers that
render the computer-generated search in conformational space non-ergodic. As a
consequence, there are two problems that computer simulations face, and correspond-
ingly, two tiers of methods designed to overcome them. The first problem is that
of thermodynamical averaging, which has customarily been solved by importance
sampling manipulations that produce samples from an unphysical but convenient en-
semble, and then reweight them according to the proper relative Boltzmann weight.
The second tier, addressed in the present chapter, has to do with kinetics, for which
both trajectory generation and reweighting are substantially more complex. We have
introduced a modification to the Langevin equation which may be used to introduce
energy into specific degrees of freedom and increase the rate of observing rare events
for a system. The trajectories created with this method may be reweighted to obtain
dynamical information about the system as if it were obeying unbiased dynamics,
thereby offering the possibility for exact calculations of kinetic properties for the
system undergoing the physical, Langevin dynamics. Positive friction dynamics are
propagated for an amount of time tm which may be fixed or, if information about the
transition state is known, may be varied so that a trajectory obeys positive friction
dynamics while in a reactant state and negative friction dynamics while in a product
state. Unlike previous negative friction dynamics implementations, this one does not
introduce energy into all dimensions of the system, thus its performance does not
degrade as the dimensionality of the system increases and it may therefore be used
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for the study of complicated system such as biomolecules.
This work has been published in The Journal of Chemical Physics [64].
BIBLIOGRAPHY
[1] A. F. Voter, F. Montalenti, and T. C. Germann. Extending the time scale in atomistic simu-
lation of materials. Annual Review of Materials Research, 32:321–346, 2002.
[2] R. Elber. Long-timescale simulation methods. Current Opinion In Structural Biology, 15:151–
156, 2005.
[3] S. Weiss. Measuring conformational dynamics of biomolecules by single molecule fluorescence
spectroscopy. Nature Structural Biology, 7:724–729, 2000.
[4] C. Bustamante, J. C. Macosko, and G. J. L. Wuite. Grabbing the cat by the tail: Manipulating
molecules one by one. Nature Reviews Molecular Cell Biology, 1:130–136, 2000.
[5] P. G. Bolhuis, D. Chandler, C. Dellago, and P. L. Geissler. Transition path sampling: Throwing
ropes over rough mountain passes, in the dark. Annual Review of Physical Chemistry, 53:291–
318, 2002.
[6] R.G. Palmer. Broken ergodicity. Adv. Phys., 31:669–735, 1982.
[7] B.J. Berne and J.E. Straub. Novel methods of sampling phase space in the simulation of
biological systems. Curr. Opin. Struc. Biol., 7:181–189, 1997.
[8] K. Tai. Conformational sampling for the impatient. Biophysical Chemistry, 107(3):213–220,
Feb 2004.
[9] S. A. Adcock and J. A. McCammon. Molecular dynamics: Survey of methods for simulating
the activity of proteins. Chemical Reviews, 106(5):1589–1615, May 2006.
[10] G. M. Torrie and J. P. Valleau. Non-physical sampling distributions in Monte-Carlo free-energy
estimation - umbrella sampling. Journal of Computational Physics, 23:187–199, 1977.
[11] DG Truhlar, BC Garrett, and SJ Klippenstein. Current status of transition-state theory.
Journal of Physical Chemistry, 100:12771–12800, Aug 1996.
[12] C. Dellago, P. G. Bolhuis, F. S. Csajka, and D. Chandler. Transition path sampling and the
calculation of rate constants. Journal of Chemical Physics, 108:1964–1977, 1998.
[13] C. Dellago, P. G. Bolhuis, and D. Chandler. On the calculation of reaction rate constants in
the transition path ensemble. Journal of Chemical Physics, 110:6617–6625, 1999.
[14] R. Elber, J. Meller, and R. Olender. Stochastic path approach to compute atomically detailed
trajectories: Application to the folding of C peptide. Journal of Physical Chemistry B, 103:899–
911, 1999.
[15] A. K. Faradjian and R. Elber. Computing time scales from reaction coordinates by milestoning.
Journal of Chemical Physics, 120:10880–10889, 2004.
[16] D. Moroni, P. G. Bolhuis, and T. S. van Erp. Rate constants for diffusive processes by partial
path sampling. Journal of Chemical Physics, 120:4055–4065, 2004.




[18] M. R. Shirts and V. S. Pande. Mathematical analysis of coupled parallel simulations. Physical
Review Letters, 86:4983–4987, 2001.
[19] B. Isralewitz, J. Baudry, J. Gullingsrud, D. Kosztin, and K. Schulten. Steered molecular
dynamics investigations of protein function. Journal of Molecular Graphics & Modelling, 19:13–
25, 2001.
[20] J. Schlitter, M. Engels, and P. Kruger. Targeted molecular-dynamics - a new approach for
searching pathways of conformational transitions. Journal of Molecular Graphics, 12:84–89,
1994.
[21] E. Paci and M. Karplus. Forced unfolding of fibronectin type 3 modules: An analysis by biased
molecular dynamics simulations. Journal of Molecular Biology, 288:441–459, 1999.
[22] O. Mazonka, C. Jarzynski, and J. Blocki. Computing probabilities of very rare events for
langevin processes: a new method based on importance sampling. Nuclear Physics A, 641:335–
354, 1998.
[23] D. M. Zuckerman and T. B. Woolf. Dynamic reaction paths and rates through importance-
sampled stochastic dynamics. Journal of Chemical Physics, 111:9475–9484, 1999.
[24] C. Xing and I. Andricioaei. On the calculation of time-correlation functions by potential
scaling. J. Chem. Phys., 124:034110, 2006.
[25] S. A. Corcelli, J. A. Rahman, and J. C. Tully. Efficient thermal rate constant calculation for
rare event systems. Journal of Chemical Physics, 118:1085–1088, 2003.
[26] J. MacFadyen and I. Andricioaei. A skewed-momenta method to efficiently generate
conformational-transition trajectories. Journal of Chemical Physics, 123:074107, 2005.
[27] A. F. Voter. Hyperdynamics: Accelerated molecular dynamics of infrequent events. Physical
Review Letters, 78:3908–3911, 1997.
[28] L. Y. Chen. Brownian motion in a two-dimensional potential: A new numerical solution
method. International Journal of Modern Physics B, 16(24):3643–3654, Sep 2002.
[29] L. Y. Chen, S. C. Ying, and T. Ala-Nissila. Finding transition paths and rate coefficients
through accelerated langevin dynamics. Phys. Rev. E, 65(4):042101, Apr 2002.
[30] L. Y. Chen and P. L. Nash. Transition path sampling with a one-point boundary scheme.
Journal of Chemical Physics, 119:12749–12752, 2003.
[31] N.G. Van Kampen. Stochastic Processes in Physics and Chemistry. North-Holland, 1992.
[32] D. Chandler. Introduction to Modern Statistical Mechanics. Oxford University Press, 1987.
[33] J. A. Rahman and J. C. Tully. Puddle-jumping: a flexible sampling algorithm for rare event
systems. Chemical Physics, 285:277–287, 2002.
[34] L. Y. Chen and S. C. Ying. Solution of the langevin equation for rare event rates using a
path-integral formalism. Phys. Rev. B, 60(24):16965–16971, Dec 1999.
[35] L. Onsager and S. Machlup. Fluctuations and irreversible processes. Physical Review, 91:1505–
1512, 1953.
[36] H. Kleinert. Path Integrals in Quantum Mechanics, Statistics, Polymer Physics and Financial
Markets. World Scientific, 3rd edition, 2004.
[37] A. Amadei, A.B.M. Linssen, and H.J.C. Berendsen. Essential dynamics of proteins. Proteins,
17:412–425, 1993.
119
[38] M.A. Balsera, W. Wriggers, Y. Oono, and K. Schulten. Principal component analysis and long
time protein dynamics. J. Phys. Chem., 100:2567–2572, 1996.
[39] I. Andricioaei, A. R. Dinner, and M. Karplus. Self-guided enhanced sampling methods for
thermodynamic averages. Journal of Chemical Physics, 118:1074–1084, 2003.
[40] B. R. Brooks, D. Janezic, and M. Karplus. Harmonic-analysis of large systems .1. Methodology.
Journal of Computational Chemistry, 16:1522–1542, 1995.
[41] N. Go, T. Noguti, and T. Nishikawa. Dynamics of a small globular protein in terms of low-
frequency vibrational-modes. Proceedings of the National Academy of Sciences of the United
States of America-Biological Sciences, 80:3696–3700, 1983.
[42] M. Levitt, C. Sander, and P. S. Stern. Protein normal-mode dynamics - trypsin-inhibitor,
crambin, ribonuclease and lysozyme. Journal of Molecular Biology, 181:423–447, 1985.
[43] B. Brooks and M. Karplus. Normal-modes for specific motions of macromolecules - application
to the hinge-bending mode of lysozyme. Proceedings of the National Academy of Sciences of
the United States of America, 82:4995–4999, 1985.
[44] J. P. Ma and M. Karplus. Ligand-induced conformational changes in ras p21: A normal mode
and energy minimization analysis. Journal of Molecular Biology, 274:114–131, 1997.
[45] Q. Cui, G. H. Li, J. P. Ma, and M. Karplus. A normal mode analysis of structural plasticity
in the biomolecular motor F-1-ATPase. Journal of Molecular Biology, 340:345–372, 2004.
[46] F. Tama and Y. H. Sanejouand. Conformational change of proteins arising from normal mode
calculations. Protein Engineering, 14:1–6, 2001.
[47] W. G. Krebs, V. Alexandrov, C. A. Wilson, N. Echols, H. Y. Yu, and M. Gerstein. Normal
mode analysis of macromolecular motions in a database framework: Developing mode concen-
tration as a useful classifying statistic. Proteins-Structure Function and Genetics, 48:682–695,
2002.
[48] L. Yang, G. Song, and R.L. Jernigan. How well can we understand large-scale protein motions
using normal modes of elastic network models. Biophys. J., 93:920–929, 2007.
[49] M. Delarue and Y. H. Sanejouand. Simplified normal mode analysis of conformational transi-
tions in DNA-dependent polymerases: the elastic network model. Journal of Molecular Biology,
320:1011–1024, 2002.
[50] F. Tama, M. Valle, J. Frank, and C. L. Brooks. Dynamic reorganization of the functionally
active ribosome explored by normal mode analysis and cryo-electron microscopy. Proceedings
of the National Academy of Sciences of the United States of America, 100:9319–9323, 2003.
[51] G. T. Barkema and N. Mousseau. Event-based relaxation of continuous disordered systems.
Physical Review Letters, 77:4358–4361, 1996.
[52] X. W. Wu and B. R. Brooks. Self-guided langevin dynamics simulation method. Chemical
Physics Letters, 381:512–518, 2003.
[53] J. Hu, A. Ma, and A. R. Dinner. Bias annealing: A method for obtaining transition paths de
novo. Journal Of Chemical Physics, 125, 2006.
[54] C. J. Cerjan and W. H. Miller. On finding transition-states. J. Chem. Phys., 75:2800–2806,
1981.
[55] L. R. Pratt. A statistical-method for identifying transition-states in high dimensional problems.
Journal of Chemical Physics, 85:5045–5048, 1986.
120
[56] R. Elber and M. Karplus. A method for determining reaction paths in large molecules -
application to myoglobin. Chem. Phys. Lett., 139:375–380, 1987.
[57] R. E. Gillilan and K. R. Wilson. Shadowing, rare events, and rubber bands - A variational
Verlet algorithm for molecular-dynamics. Journal of Chemical Physics, 97:1757–1772, 1992.
[58] E. M. Sevick, A. T. Bell, and D. N. Theodorou. A chain of states method for investigat-
ing infrequent event processes occurring in multistate, multidimensional systems. Journal of
Chemical Physics, 98:3196–3212, 1993.
[59] R. Olender and R. Elber. Calculation of classical trajectories with a very large time step:
Formalism and numerical examples. Journal of Chemical Physics, 105:9299–9315, 1996.
[60] S. H. Huo and J. E. Straub. The maxflux algorithm for calculating variationally optimized
reaction paths for conformational transitions in many body systems at finite temperature.
Journal of Chemical Physics, 107:5000–5006, 1997.
[61] G. Henkelman, B. P. Uberuaga, and H. Jonsson. A climbing image nudged elastic band method
for finding saddle points and minimum energy paths. Journal of Chemical Physics, 113:9901–
9904, 2000.
[62] I. Andricioaei and J. E. Straub. On Monte Carlo and molecular dynamics methods inspired
by Tsallis statistics: Methodology, optimization, and application to atomic clusters. Journal
of Chemical Physics, 107:9117–9124, 1997.
[63] T. W. Whitfield, L. Bu, and J. E. Straub. Generalized parallel sampling. Physica A-Statistical
Mechanics And Its Applications, 305:157–171, 2002.
[64] J. MacFadyen, J. Wereszczynski, and I. Andricioaei. Directionally negative friction: A method
for enhanced sampling of rare event kinetics. Journal Of Chemical Physics, 128, 2008.
CHAPTER VI
Conclusions
Work presented in this dissertation has focused primarily on understanding the
kinetic and equilibrium properties of DNA and RNA duplexes in solution, under
external forces, and in complex with a topoisomerase protein. Molecular Dynam-
ics (MD) simulations have primarily been employed with the aid of computational
algorithms such as umbrella sampling and quasiharmonic analysis to elucidate en-
ergetic contributions to experimental observables and to offer predictions for future
experiments. Additionally, a method is presented which may be applied to a variety
of systems, including nucleic acids, in which a negative frictional term is used in a
Langevin dynamics scheme to enhance sampling along a slow manifold.
In Chapter 2 simulations of DNA and RNA under tensile and torsional loads were
presented. In the first part forces one to two orders of magnitude larger then those
used in experiments were applied to observe transitions on the nanosecond timescale,
and results indicated transitions to a recently observed structure termed P- form, a
supercoiled analog (scP), and denatured states. Transitions to P- form were further
examined with the aid of umbrella sampling and a reversible isothermal pathway
was plotted onto a previously experimentally derived DNA phase diagram, showing
excellent agreement. By following the same protocol with RNA it was possible to
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provide a hypothesis for the location of a P-,scP-,A- triple point on a similar RNA
phase diagram. Energetic and entropic contributions to P- form were also discussed.
A more comprehensive analysis of the entropic contribution to the stabilization
of nucleic acid helices was presented in Chapter 3. This work was inspired by fluo-
rescence experiments which demonstrated that the thermoresponsive nature of RNA
and DNA helices could be used in the construction of “nanothermometers.” Specifi-
cally it was observed, by the use of a fluorescent base analogue sensitive to the helical
handedness, that RNA transitioned from right to left handed (A- to Z- form) while
DNA transitioned from left to right handed helices (Z- to B- form) as the temperature
increased for a specific sequence in high salt concentrations. Configurational, solvent,
and ionic entropies were calculated and it was shown that a complex interplay be-
tween the three terms accounts for these transitions. A recently developed method
of permutation reduction was employed for solvent and ionic calculations, allowing
for a set of entropy calculations which would otherwise of not been attainable.
While the work in Chapter 2 focused on forces directly applied in laboratory con-
ditions to nucleic acid molecules, Chapter 4 changed the focus to forces applied in
vivo as a result of supercoiling and protein interaction. Specifically, human topoiso-
merase I in complex with a 22 base pair DNA sequence was simulated in conjunction
with umbrella sampling to further our understanding of the mechanism and driv-
ing forces in supercoil relaxation. It was demonstrated that positive and negative
supercoils are relieved through distinct pathways and evidence for a “semi-open”
state was presented. Additional simulations were performed in which the inhibitor
topotecan (TPT) was present in the topoisomerase/DNA complex, and its effect on
the mechanism and free energy of supercoil relaxation showed a selective inhibition
of positive supercoil relaxation, in accord with experimental results.
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Recent advances in computational power and theoretical techniques have extended
the scope of what may be studied with MD simulations, however there continues to
exist substantial interest in the development of new methods for enhanced sampling
of rare events. In Chapter 5 a new method in which Langevin dynamics are altered by
the introduction of a negative frictional coefficient is introduced as one of these new
methods. It has the advantage over similar techniques that energy is introduced solely
in the direction of interest, allowing for its use on systems of high-dimensionality
(such as MD on nucleic acids). Through proper trajectory-dependent reweighting it
was demonstrated that time-correlation functions describing the physical, all-positive
friction systems may be recovered from the directionally negative frictional dynamics.
Results presented in this dissertation aim at advancing our understanding of nu-
cleic acid structure and energetics under native and strained conditions, and their
interactions with proteins. Although a powerful theoretical device, MD can not
provide a complete understanding of nucleic acid systems, thus whenever possible
comparisons to experimental results have been made and have been shown to be
mostly favorable. As computational power increases so do the systems sizes and sim-
ulation lengths that are attainable by methods utilized and developed herein, and
with advances in methodology and force fields one would expect that results will be-
come even more accurate when compared to experiments. The continued evolution
of molecular dynamics from theoretical exercises to a rigorous method providing per-
tinent details relating to nanotechnology, drug discovery, HIV, and cancer research
(to name only a few) has significant impact as multidisciplinary approaches become





CHARMM Source Code for Torque Generation
For non-equilibrium calculations reported in Chapter 2 it was necessary to introduce
a subroutine to calculate the forces on individual atoms due to an applied torque.
This routine (TORQ) was based on the PULL routine and resulted in the editing of
several files in the CHARMM source code, so a general LINUX patch is given below
to add this function to CHARMM c31b1.
diff -Naur c31b1/source/charmm/charmm_main.src source/charmm/charmm_main.src
--- c31b1/source/charmm/charmm_main.src 2004-08-15 02:05:02.000000000 -0400
+++ source/charmm/charmm_main.src 2005-05-11 15:37:06.000000000 -0400
@@ -759,6 +759,8 @@
ELSE IF (WRD.EQ.’PULL’) THEN
C---- 23-Jul-96, LN
CALL PULL(COMLYN,COMLEN)
+ ELSE IF (WRD.EQ.’TORQ’) THEN
+ CALL TORQ(COMLYN,COMLEN)
ELSE IF (WRD.EQ.’QUAN’) THEN
CALL QMDEFN(COMLYN,COMLEN)
ELSE IF (WRD.EQ.’READ’) THEN
diff -Naur c31b1/source/charmm/iniall.src source/charmm/iniall.src
--- c31b1/source/charmm/iniall.src 2004-08-15 02:05:03.000000000 -0400
+++ source/charmm/iniall.src 2005-05-11 14:24:14.000000000 -0400








diff -Naur c31b1/source/energy/energy.src source/energy/energy.src
--- c31b1/source/energy/energy.src 2004-08-15 02:05:04.000000000 -0400
+++ source/energy/energy.src 2005-05-11 14:32:07.000000000 -0400




+C . TORQ, MAY 2005 LN
+C
+ IF(ENE2) THEN !##MTS










C . Stochastic boundary terms.
IF(ENE3) THEN !##MTS
IF(MYNOD.EQ.INODE(13)) THEN !##PARALLEL
diff -Naur c31b1/source/energy/epull.src source/energy/epull.src
--- c31b1/source/energy/epull.src 2003-08-13 18:02:13.000000000 -0400
+++ source/energy/epull.src 2005-05-11 14:44:05.000000000 -0400








+C This routine calculates the externally applied forces (and energies)
+C as specified in the TORQ command.









+ IF(NTORQ .GT. 0) CALL ETORQ2(EP,NATOM,DX,DY,DZ,
+ & X,Y,Z,NTORQ,













































































+C Parse the TORQ command:
+C
+C TORQ { TORque <real> } [PERIod <real>]
+C { OFF }





























+C What to do?
+ IF(.NOT. QAXISC)THEN
+ CALL WRNDIE(-3,’<TORQ>’,’No Axis defined’)
+ ENDIF
+ WD=CURRA4(COMLYN,COMLEN)
+ IF(WD .EQ. ’OFF ’)THEN
+C Reset torques - if there are any defined



















+ IF(N .LE. 0)THEN
+C Nothing to be done now, clean up and return
+ IF(PRNLEV .GT. 2)THEN
+ WRITE(OUTU,90) NTORQ













+ IF(NTORQ .GT. 0)THEN
+C




























+ IF(PRNLEV .GT. 2)THEN
+ WRITE(OUTU,100) N, N+NTORQ























+ PARAMETER (EQ= 1.6021892D-19,NAVG= 6.022045D23,KCAL=4184D0)
+ PARAMETER (ANGST=1D-10,PICO=1D-12)




+C Use this value
+ XX=TOR*AKMPN
+ ELSE IF(EFI .NE. ZERO)THEN
+ XX=EFI*AKMEVM
+ ELSE



































+ PARAMETER (EQ= 1.6021892D-19,NAVG= 6.022045D23,KCAL=4184D0)
+ PARAMETER (ANGST=1D-10,PICO=1D-12)
+C Conversion between AKMA force units and pN or electron charge * Volts/m
+ PARAMETER (AKMPN=1D0/(KCAL/NAVG/ANGST/PICO),AKMEVM=AKMPN*EQ/PICO)
+C
+ IF(IOLEV .LE. 0 .OR. PRNLEV .LE. 1)RETURN
+ IF(NTORQ.LE.0)THEN




+801 FORMAT(’ TORQ> Currently these’,I6,’ torques are defined’,
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+ & /16X,’Atom Ampl [AKMA] [pN] Per [ps]’,












diff -Naur c31b1/source/energy/eutil.src source/energy/eutil.src
--- c31b1/source/energy/eutil.src 2004-02-13 13:55:09.000000000 -0500
+++ source/energy/eutil.src 2005-05-11 14:56:23.000000000 -0400
@@ -502,6 +502,7 @@
CETERM(SHAP) = ’SHAP’ ! Shape restraint energy
CETERM(STRB) = ’STRB’ ! Strech-Bend coupling energy (MMFF and CFF)
CETERM(OOPL) = ’OOPL’ ! Out-off-plane energy (MMFF and CFF)
+ CETERM(TORQUE) = ’TORQ’
CETERM(PULL) = ’PULL’ ! Pulling force energy
CETERM(POLAR) = ’POLA’ ! Polarizable water energy
CETERM(DMC ) = ’DMC ’ ! Distance map restraint energy
diff -Naur c31b1/source/fcm/energy.fcm source/fcm/energy.fcm
--- c31b1/source/fcm/energy.fcm 2003-08-13 18:02:13.000000000 -0400
+++ source/fcm/energy.fcm 2005-05-11 14:59:52.000000000 -0400
@@ -136,7 +136,7 @@
& STRB, OOPL, PULL, POLAR, DMC, RGY, EWEXCL, EWQCOR,
& EWUTIL, PBELEC, PBNP, PINT, MbDefrm, MbElec, STRSTR,
& BNDBND, BNDTW, EBST, MBST, BBT, SST, GBEnr, GSBP
- & , HMCM !## HMCM
+ & , HMCM, TORQUE !## HMCM
& , ADUMB !## ADUMB
& , HYDR !## ACE
& , GrvdW, GrElec !## GRID
@@ -161,7 +161,7 @@
& PBELEC = 49, PBNP = 50, MbDefrm= 51, MbElec = 52,
& STRSTR = 53, BNDBND = 54, BNDTW = 55, EBST = 56,
& MBST = 57, BBT = 58, SST = 59, GBEnr = 60,
- & GSBP = 64
+ & GSBP = 64, TORQUE = 72
& , HMCM = 61 !## HMCM
& , ADUMB = 62 !## ADUMB
& , HYDR = 63 !## ACE
diff -Naur c31b1/source/fcm/pull.fcm source/fcm/pull.fcm
--- c31b1/source/fcm/pull.fcm 1996-08-07 00:34:24.000000000 -0400
+++ source/fcm/pull.fcm 2005-05-11 15:02:38.000000000 -0400








+ COMMON /TORQI/ NTORQ,TTO,TAMPL,TPER












Code for Dihedral Umbrella Sampling in NAMD
The topoisomerase project in Chapter 4 required the coding of an externally applied force to apply
the dihedral constraint necessary for umbrella sampling. This was done via the TclForces subroutine






With the variables window and force being previously defined as the minimum (in degrees)
and force constant (in kcal/mol/radians2) corresponding to the window of choice. The file Atom-
sToMove.pdb being a pdb file containing all the atoms of the systems, with those that are to be
constrained having beta and occupancy values of 1.00, while all others have a value of 0.00, and






set inStream [open $targetAtomPdb r]
foreach line [split [read $inStream] \n] {
set string1 [string range $line 0 3]
set string2 [string range $line 6 10]
set string3 [string range $line 17 20]
set string4 [string range $line 12 15]
set string5 [string range $line 46 53]
set string6 [string range $line 72 75]
set string673 [string range $line 73 75]
set string7 [string range $line 22 25]
set string8 [string range $line 62 65]
set string9 [string range $line 55 60]
if {[string equal $targetMark $string8] } {
lappend targets "[string trim $string6] \\
[string trim $string7] [string trim $string4]"






foreach target $targets {
foreach {segname resid atom} $target { break }




set numatoms [llength $atoms]
set forces {}
foreach index $atoms {








proc calcforces { } {
global atoms numatoms masses tref FOR
global forcesRecalcFreq forcecount printcount \\
forces hbatoms hbforces
foreach atom $atoms force $forces {
addforce $atom $force
}
foreach atom $hbatoms force $hbforces {
addforce $atom $force
}
if { $forcecount == [expr $forcesRecalcFreq -1] } {




if { $forcecount == $forcesRecalcFreq } {
loadcoords cords
set comsum "0 0 0"
set totalmass 0
foreach atom $atoms mass $masses {
set comsum [vecadd $comsum [vecscale $mass $cords($atom)]]
set totalmass [expr $totalmass + $mass]
}
set com [vecscale [expr 1.0/$totalmass] $comsum]
set phi [getdihedral $com \\
{-21.6920 -1.5580 7.3960} {-32.8790 -28.1320 -15.0160}\\
{-4.988 10.286 16.868}]
set t [getstep]
if { $phi > 360 } { set phi [expr $phi - 360]}
if { $phi < 0 } { set phi [expr $phi + 360]}
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print "DIHEDRAL $t $phi "
if { $tref < 0 } { set tref [expr $tref + 360] }
set phi [expr $phi - $tref]
if {$phi > 180} { set phi [expr $phi - 360] }
if {$phi < -180} { set phi [expr $phi + 360] }
set phi [expr $phi * .0174533]
set E [expr .5 * $FOR * $phi * $phi]
set DE [expr -1 * $FOR * $phi]
foreach {g1 g2 g3 g4} [dihedralgrad $com \\
{-21.6920 -1.5580 7.3960} {-32.8790 -28.1320 -15.0160} \\
{-4.988 10.286 16.868}] {}
set DF [vecscale $DE $g1]
set forces {}
addenergy $E
foreach atom $atoms mass $masses {







set hvect [vecadd $cords($hb1) [vecscale -1 $cords($hb2)] ]
set hbond [getbond $cords($hb1) $cords($hb2)]
set fhb2 [vecscale [expr 50 * ($hbond - 3)] $hvect]







set hvect [vecadd $cords($hb1) [vecscale -1 $cords($hb2)] ]
set hbond [getbond $cords($hb1) $cords($hb2)]
set fhb2 [vecscale [expr 50 * ($hbond - 3)] $hvect]














Parameters for Topotecan in the CHARMM Force Field
Topotecan was built in the program Insight (Accelyrs) and transfered to CHARMM by additions
to the topology and parameter files. A LINUX patch to modify the files top all27 prot na.rtf and
par all27 prot na.prm to include this residue (TTC) and to include an additional residue which
comprises the tyrosine/DNA bond.
diff -Naur oldtopology/par_all27_prot_na.prm newtopology/par_all27_prot_na.prm
--- oldtopology/par_all27_prot_na.prm 2008-07-28 17:48:16.000000000 -0400
+++ newtopology/par_all27_prot_na.prm 2008-07-28 17:43:48.000000000 -0400
@@ -84,6 +84,38 @@
!
!atom type Kb b0
!
+C6R C6R 440.0 1.383
+C6R C6RP 450.0 1.370
+C6R OT2 450.0 1.38
+HA C6R 370.0 1.08
+C6RP C6RP 460.0 1.485
+C6RP N6R 390.0 1.36
+C6R CT 345.0 1.500
+CR56 N6R 390.0 1.342
+CR56 CR56 450.0 1.410
+CR56 CUA1 325.0 1.49
+C6R CR56 450.0 1.360
+HA CT 340.0 1.09
+CUA1 CUA1 590.0 1.343
+CT CUA1 385.0 1.502
+CR56 CT 345.0 1.47
+CUA1 NX 390.0 1.47
+C CT 242.0 1.530
+CT NX 310.0 1.458
+CT NT 340.0 1.458
+HO OT2 505.0 0.948
+C NX 350.0 1.350
+HA CUA1 365.0 1.074
+C CUA1 282.0 1.476
+CT OT2 375.0 1.405
+CT CT 268.0 1.529
+C OE 375.0 1.354






+CA ON2 310.0 1.433 ! from CN7 ON2
C C 600.000 1.3350 ! ALLOW ARO HEM
! Heme vinyl substituent (KK, from propene (JCS))
CA CA 305.000 1.3750 ! ALLOW ARO
@@ -531,6 +563,71 @@
!
!atom types Ktheta Theta0 Kub S0
!
+C6R C6R C6R 70.0 120.0
+C6R C6R OT2 65.0 120.0
+HA C6R C6R 31.0 120.0
+HA C6R C6RP 31.0 120.0
+C6R C6R C6RP 70.0 120.0
+C6R C6RP C6RP 70.0 121.0
+N6R C6RP C6RP 70.0 120.0
+C6R C6RP N6R 70.0 120.0
+C6R C6R CT 70.0 122.0
+CT C6R C6RP 60.0 120.0
+C6R C6RP C6R 70.0 118.0
+C6RP N6R CR56 70.0 120.0
+CR56 CR56 N6R 70.0 127.5
+CR56 CR56 C6R 70.0 122.5
+C CUA1 CUA1 72.0 119.5
+CT CUA1 CUA1 40.0 122.9
+CUA1 CUA1 CUA1 60.0 180.0
+HA CUA1 CUA1 35.0 119.4
+CT NX CUA1 60.0 120.0
+CUA1 C O 40.0 120.0
+CR56 C6R CT 70.0 120.0
+HA CT NX 50.0 109.47
+CT CT OT 45.0 110.50
+C CT CT 52.0 109.90
+CUA1 CT OT 60.0 109.47
+HA CT CR56 40.0 109.47
+CUA1 C NX 55.0 119.0
+C CT CUA1 60.0 109.47
+HA CT CUA1 50.0 110.00
+C OE CT 70.0 120.0
+C CUA1 CT 60.0 120.0
+CT C O 98.0 121.9
+CT C OE 75.0 114.0
+HA CT HA 33.0 107.80
+HA CT C6R 40.0 109.47
+HA CT NT 55.0 107.80
+CT NT CT 35.0 110.5
+CT CT CT 58.35 112.70
+HA CT CT 37.5 110.70
+HO OT2 CT 59.0 106.7
+HO OT2 C6R 50.0 109.47
+HA CT OE 55.5 109.47
+C CT OT2 80.0 109.47
+NX C O 98.0 124.5
+C NX CUA1 50.0 126.0
+C NX CT 65.0 117.6
+CUA1 CUA1 NX 50.0 122.0
+CUA1 CT OT2 60.0 109.47
+CUA1 CT OE 60.0 109.47
+C6R CT NT 70.0 111.6
+CT CT OT2 45.0 110.50
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+CT CT CUA1 45.0 112.90
+O C OE 81.0 124.4
+HA C6R CR56 31.0 120.0
+C6RP C6R CR56 70.0 120.0
+CR56 CUA1 CUA1 55.0 120.0
+CR56 CT NX 70.0 111.6
+CR56 CR56 CUA1 65.0 133.0
+CT CR56 CR56 70.0 107.0
+CT CR56 C6R 70.0 133.0
+CR56 CUA1 NX 65.0 112.0
+N6R CR56 CUA1 70.0 120.0
+
+CA CA ON2 45.200 120.0000 ! from OH1 CA CA
+CA ON2 P 20.0 120.0 35.00 2.33 ! from CN7 ON2 P
CA CA CA 40.000 120.00 35.00 2.41620 ! ALLOW ARO
! JES 8/25/89
CE1 CE1 CT3 48.00 123.50 !
@@ -1572,6 +1669,73 @@
!
!atom types Kchi n delta
!
+X C6RP C6RP X 0.8 2 180.0
+X C6RP C6R X 0.8 2 180.0
+O C C6R C6R 1.3 2 180.0
+C6R C6R C6R C6R 2.8 2 180.0
+C6R C6R C6R HA 3.0 2 180.0
+HA C6R C6R HA 2.5 2 180.0
+X C6R C6R X 3.1 2 180.0
+X CR56 CR56 X 3.1 2 180.0
+X C6RP N6R X 3.1 2 180.0
+X CT C6R X 0.01 6 0.0
+X C6R OT2 X 0.5 2 180.0
+X C6R CR56 X 3.1 2 180.0
+O C CUA1 CUA1 1.5 1 0.0
+CT CT CUA1 CUA1 0.12 1 0.0
+CT CT CUA1 CUA1 4.4 3 180.0
+HA CT CUA1 CUA1 2.0 3 180.0
+CT CUA1 CUA1 CT 0.36 1 0.0
+CT CUA1 CUA1 CT 3.55 2 180.0
+CT CUA1 CUA1 NP 3.45 2 180.0
+CUA1 CUA1 OE CT 1.18 1 180.0
+CUA1 CUA1 OE CT 1.80 2 180.0
+HA CUA1 CUA1 CT 3.45 2 180.0
+HA CUA1 CUA1 HA 3.45 2 180.0
+HA CUA1 CUA1 NP 3.45 2 180.0
+X CUA1 CUA1 X 3.55 2 180.0
+X CT CR56 X 3.1 2 180.0
+X CUA1 CR56 X 3.1 2 180.0
+X CUA1 NX X 0.25 2 180.0
+C CT CT OE 0.85 3 0.0
+CT CT CT CT 0.70 1 0.0
+CT CT CT CT 0.13 3 0.0
+CT CT CT NT 0.82 1 0.0
+CT CT CT OE 0.55 1 0.0
+CT CT CT OT 0.65 1 0.0
+CUA1 CT CT NP 0.85 3 0.0
+NP CT CT OE 0.85 3 0.0
+OT CT CT OT 3.43 1 0.0
+OT CT CT OT 1.70 3 0.0
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+X CT CT X 0.15 3 0.0
+X C NX X 2.6 2 180.0
+X CR56 N6R X 3.1 2 180.0
+CT CT NT CT 1.15 1 0.0
+CT CT NT H 0.07 1 0.0
+X CT NT X 0.16 3 0.0
+X CT NX X 0.01 3 0.0
+X C CUA1 X 0.9 2 180.0
+X CT CUA1 X 1.2 3 180.0
+X C CT X 0.05 3 180.0
+X CT OE X 0.27 3 0.0
+CT CT OT2 HO 0.35 3 0.0
+X CT OT2 X 0.25 3 0.0




+CA CA CA ON2 3.1000 2 180.00 ! from OH1 CA CA CA
+HP CA CA ON2 4.2000 2 180.00 ! from OH1 CA CA HP
+CA ON2 P ON3 0.10 3 0.0 ! from ON3 P ON2 CN7
+CA ON2 P ON2 1.20 1 180.0 ! from ON2 P ON2 CN7
+CA ON2 P ON2 0.10 2 180.0 !
+CA ON2 P ON2 0.10 3 180.0 !
+CA ON2 P ON2 0.00 6 0.0 !
+CA CA ON2 P 0.6 5 0.0 ! from CN7 CN7 ON2 P
+CA CA ON2 P 0.2 4 0.0 !
+CA CA ON2 P 0.0 3 180.0 !
+CA CA ON2 P 0.4 2 0.0 !
+CA CA ON2 P 1.9 1 180.0 !
C CT1 NH1 C 0.2000 1 180.00 ! ALLOW PEP
! ala dipeptide update for new C VDW Rmin, adm jr., 3/3/93c
C CT2 NH1 C 0.2000 1 180.00 ! ALLOW PEP
@@ -3407,6 +3571,21 @@
!
!atom ignored epsilon Rmin/2 ignored eps,1-4 Rmin/2,1-4
!
+CT 0.000000 -0.110000 2.000000 !
+CUA1 0.000000 -0.110000 2.000000 !
+C6R 0.000000 -0.110000 2.000000 !
+C5R 0.000000 -0.110000 2.000000 !
+CR56 0.000000 -0.110000 2.000000 !
+C6RP 0.000000 -0.110000 2.000000 !
+NX 0.000000 -0.200000 1.850000
+N6R 0.000000 -0.200000 1.850000
+NT 0.000000 -0.200000 1.850000
+OT2 0.000000 -0.152100 1.768200 !
+OE 0.000000 -0.152100 1.768200 !




C 0.000000 -0.110000 2.000000 ! ALLOW PEP POL ARO
! NMA pure solvent, adm jr., 3/3/93
CA 0.000000 -0.070000 1.992400 ! ALLOW ARO
diff -Naur oldtopology/top_all27_prot_na.rtf newtopology/top_all27_prot_na.rtf
--- oldtopology/top_all27_prot_na.rtf 2008-07-28 17:48:07.000000000 -0400
+++ newtopology/top_all27_prot_na.rtf 2008-07-28 17:43:48.000000000 -0400
@@ -220,6 +220,19 @@
!MASS 105 HR1 1.008000 H ! For imidazole model compound (NF)
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!MASS 106 NR1 14.007000 H ! For nitrogen in imidazol (NF)
!MASS 107 NR2 14.007000 H ! For nitrogen in imidazol (NF)
+!TTC SECTION
+MASS 229 C6RP 12.01100 C ! for Aryl-Aryl bond between C6R rings
+MASS 235 N6R 14.00670 N ! Nitrogen in a six membered aromatic ring
+MASS 226 CR56 12.01100 C ! Aromatic carbon-merged five/six membered rings
+MASS 216 CUA1 12.01100 C ! Carbon in double bond, first pair
+MASS 210 CT 12.01100 C ! Aliphatic carbon (tetrahedral)
+MASS 250 OE 15.99940 O ! Ether oxygen / Acetal oxygen
+MASS 245 OT2 15.99940 O ! Hydroxyl oxygen (tetrahedral) or Ionizable acid
+MASS 236 NT 14.00670 N ! Nitrogen (tetrahedral), i.e. Amine, etc.
+MASS 233 NX 14.00670 N ! Proline nitrogen, or similar
+MASS 208 HO 1.00800 H ! Hydrogen on an alcohol oxygen
+MASS 222 C6R 12.01100 C ! Aromatic carbon in a six membered ring
+MASS 223 C5R 12.01100 C ! Aromatic carbon in a six membered ring
DECL -CA
DECL -C
@@ -238,6 +251,100 @@




+ATOM C1 C6R 0.25000
+ATOM C2 C6R -0.13000
+ATOM C3 C6R -0.13000
+ATOM C4 C6RP 0.10000
+ATOM C5 C6RP 0.00000
+ATOM C6 C6R 0.00000
+ATOM H9 HO 0.40000
+ATOM H10 HA 0.13000
+ATOM H11 HA 0.13000
+ATOM O2 OT2 -0.65000
+GROUP
+ATOM C19 CT -0.10000
+ATOM C20 CT -0.15000
+ATOM C21 CT -0.15000
+ATOM H1 HA 0.05000
+ATOM H2 HA 0.05000
+ATOM H3 HA 0.05000
+ATOM H4 HA 0.05000
+ATOM H5 HA 0.05000
+ATOM H6 HA 0.05000
+ATOM H7 HA 0.05000
+ATOM H8 HA 0.05000
+ATOM N3 NT 0.00000
+GROUP
+ATOM N1 N6R -0.45000
+ATOM C7 CR56 0.35000
+ATOM C8 CR56 0.00000
+ATOM C9 C6R -0.13000
+ATOM H12 HA 0.13000
+GROUP
+ATOM C10 CUA1 0.05000
+ATOM N2 NX -0.20000
+ATOM C11 CT 0.00000
+ATOM H13 HA 0.05000
+GROUP
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+ATOM C12 CUA1 -0.10000
+ATOM C13 CUA1 0.00000
+ATOM C14 CUA1 0.00000
+ATOM C15 C 0.60000
+ATOM O3 O -0.55000
+ATOM H14 HA 0.10000
+GROUP
+ATOM C16 CT 0.25000
+ATOM C17 C 0.70000
+ATOM O1 OE -0.33000
+ATOM C18 CT 0.08000
+ATOM O4 O -0.55000
+ATOM O5 OT2 -0.65000
+ATOM H15 HA 0.05000
+ATOM H16 HA 0.05000
+ATOM H17 HO 0.40000
+GROUP
+ATOM C22 CT -0.10000
+ATOM H18 HA 0.05000
+ATOM H19 HA 0.05000
+GROUP
+ATOM C23 CT -0.15000
+ATOM H20 HA 0.05000
+ATOM H21 HA 0.05000
+ATOM H22 HA 0.05000
+ATOM H23 HA 0.05000
+BOND C1 C2 C1 C6 C1 O2
+BOND C2 C3 C2 H10
+BOND C3 C4 C3 H11
+BOND C4 C5 C4 N1
+BOND C5 C6 C5 C9
+BOND C6 C19
+BOND N1 C7
+BOND C7 C8 C7 C10
+BOND C8 C9 C8 C11
+BOND C9 H12
+BOND C10 N2 C10 C12
+BOND N2 C11 N2 C15
+BOND C11 H13 C11 H23
+BOND C12 C13 C12 H14
+BOND C13 C14 C13 C16
+BOND C14 C15 C14 C18
+BOND C15 O3
+BOND C16 C17 C16 O5 C16 C22
+BOND C17 O1 C17 O4
+BOND O1 C18
+BOND C18 H15 C18 H16
+BOND O2 H9
+BOND C19 N3 C19 H7 C19 H8
+BOND N3 C20 N3 C21
+BOND C20 H1 C20 H2 C20 H3
+BOND C21 H4 C21 H5 C21 H6
+BOND O5 H17
+BOND C22 C23 C22 H18 C22 H19






ATOM N NH1 -0.47 ! |
@@ -1220,6 +1327,69 @@
IC CD1 CE2 *NE1 HE1 1.3752 108.8100 177.7800 124.6800 0.9767




+ATOM N NH1 -0.47 ! | HD1 HE1
+ATOM HN H 0.31 ! HN-N | |
+ATOM CA CT1 0.07 ! | HB1 CD1--CE1
+ATOM HA HB 0.09 ! | | // \\
+GROUP ! HA-CA--CB--CG CZ--OH
+ATOM CB CT2 -0.18 ! | | \ __ /
+ATOM HB1 HA 0.09 ! | HB2 CD2--CE2
+ATOM HB2 HA 0.09 ! O=C | |
+GROUP ! | HD2 HE2
+ATOM CG CA 0.00
+GROUP
+ATOM CD1 CA -0.115
+ATOM HD1 HP 0.115
+GROUP
+ATOM CE1 CA -0.115
+ATOM HE1 HP 0.115
+GROUP
+ATOM CZ CA 0.11
+ATOM OH ON2 -0.58
+GROUP
+ATOM CD2 CA -0.115
+ATOM HD2 HP 0.115
+GROUP
+ATOM CE2 CA -0.115
+ATOM HE2 HP 0.115
+GROUP
+ATOM C C 0.51
+ATOM O O -0.51
+BOND CB CA CG CB CD2 CG CE1 CD1
+BOND CZ CE2 OH CZ
+BOND N HN N CA C CA C +N
+BOND CA HA CB HB1 CB HB2 CD1 HD1 CD2 HD2
+BOND CE1 HE1 CE2 HE2
+DOUBLE O C CD1 CG CE1 CZ CE2 CD2




+IC -C CA *N HN 1.3476 123.8100 180.0000 114.5400 0.9986
+IC -C N CA C 1.3476 123.8100 180.0000 106.5200 1.5232
+IC N CA C +N 1.4501 106.5200 180.0000 117.3300 1.3484
+IC +N CA *C O 1.3484 117.3300 180.0000 120.6700 1.2287
+IC CA C +N +CA 1.5232 117.3300 180.0000 124.3100 1.4513
+IC N C *CA CB 1.4501 106.5200 122.2700 112.3400 1.5606
+IC N C *CA HA 1.4501 106.5200 -116.0400 107.1500 1.0833
+IC N CA CB CG 1.4501 111.4300 180.0000 112.9400 1.5113
+IC CG CA *CB HB1 1.5113 112.9400 118.8900 109.1200 1.1119
+IC CG CA *CB HB2 1.5113 112.9400 -123.3600 110.7000 1.1115
+IC CA CB CG CD1 1.5606 112.9400 90.0000 120.4900 1.4064
+IC CD1 CB *CG CD2 1.4064 120.4900 -176.4600 120.4600 1.4068
+IC CB CG CD1 CE1 1.5113 120.4900 -175.4900 120.4000 1.4026
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+IC CE1 CG *CD1 HD1 1.4026 120.4000 178.9400 119.8000 1.0814
+IC CB CG CD2 CE2 1.5113 120.4600 175.3200 120.5600 1.4022
+IC CE2 CG *CD2 HD2 1.4022 120.5600 -177.5700 119.9800 1.0813
+IC CG CD1 CE1 CZ 1.4064 120.4000 -0.1900 120.0900 1.3978
+IC CZ CD1 *CE1 HE1 1.3978 120.0900 179.6400 120.5800 1.0799
+IC CZ CD2 *CE2 HE2 1.3979 119.9200 -178.6900 119.7600 1.0798





ATOM N NH1 -0.47 ! | HD1 HE1
@@ -2263,7 +2433,104 @@
BILD C4’ O5’ *C5’ H5’ 0.0 0.0 -115.0 0.0 0.0
BILD C4’ O5’ *C5’ H5’’ 0.0 0.0 115.0 0.0 0.0
-
+RESI ADA -1.50 ! H61 H62!
+ATOM P P 1.00 ! \ /
+ATOM O1P ON3 -0.68 ! N6
+ATOM O2P ON3 -0.68 ! |
+ATOM O5’ ON2 -0.57 ! C6
+ATOM C5’ CN8B -0.08 ! // \
+ATOM H5’ HN8 0.09 ! N1 C5--N7\\
+ATOM H5’’ HN8 0.09 ! | || C8-H8
+GROUP ! C2 C4--N9/
+ATOM C4’ CN7 0.16 ! / \\ / \
+ATOM H4’ HN7 0.09 ! H2 N3 \
+ATOM O4’ ON6B -0.50 ! \
+ATOM C1’ CN7B 0.16 ! \
+ATOM H1’ HN7 0.09 ! \
+GROUP ! O1P H5’ H4’ O4’ \
+ATOM N9 NN2 -0.05 ! | | \ / \ \
+ATOM C5 CN5 0.28 ! -P-O5’-C5’---C4’ C1’
+ATOM N7 NN4 -0.71 ! | | \ / \
+ATOM C8 CN4 0.34 ! O2P H5’’ C3’--C2’ H1’
+ATOM H8 HN3 0.12 ! / \ / \
+ATOM N1 NN3A -0.74 ! O3’ H3’ O2’ H2’’
+ATOM C2 CN4 0.50 ! | |
+ATOM H2 HN3 0.13 ! H2’
+ATOM N3 NN3A -0.75
+ATOM C4 CN5 0.43
+ATOM C6 CN2 0.46
+ATOM N6 NN1 -0.77
+ATOM H61 HN1 0.38
+ATOM H62 HN1 0.38
+GROUP
+ATOM C2’ CN7B 0.14
+ATOM H2’’ HN7 0.09
+ATOM O2’ ON5 -0.66
+ATOM H2’ HN5 0.43
+GROUP
+ATOM C3’ CN7 0.01
+ATOM H3’ HN7 0.09
+ATOM O3’ ON2 -0.57
+BOND P O1P P O2P P O5’
+BOND O5’ C5’ C5’ C4’ C4’ O4’ C4’ C3’ O4’ C1’
+BOND C1’ N9 C1’ C2’ N9 C4 N9 C8 C4 N3
+BOND C2 N1 C6 N6
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+BOND N6 H61 N6 H62 C6 C5 C5 N7
+BOND C2’ C3’ C2’ O2’ O2’ H2’ C3’ O3’ O3’ +P
+BOND C1’ H1’ C2’ H2’’ C3’ H3’ C4’ H4’ C5’ H5’
+BOND C5’ H5’’ C8 H8 C2 H2
+DOUBLE N1 C6 C2 N3 C4 C5 N7 C8













+BILD -O3’ P O5’ C5’ 1.6001 101.45 -46.90 119.00 1.4401 !alpha
+BILD -O3’ O5’ *P O1P 1.6001 101.45 -115.82 109.74 1.4802
+BILD -O3’ O5’ *P O2P 1.6001 101.45 115.90 109.80 1.4801
+BILD P O5’ C5’ C4’ 1.5996 119.00 -146.00 110.04 1.5160 !beta
+BILD O5’ C5’ C4’ C3’ 1.4401 108.83 60.00 116.10 1.5284 !gamma
+BILD C5’ C4’ C3’ O3’ 1.5160 116.10 140.00 115.12 1.4212 !delta
+BILD C4’ C3’ O3’ +P 1.5284 111.92 155.00 119.05 1.6001 !epsilon
+BILD C3’ O3’ +P +O5’ 1.4212 119.05 -95.20 101.45 1.5996 !zeta
+BILD O4’ C3’ *C4’ C5’ 1.4572 104.06 -120.04 116.10 1.5160
+BILD C2’ C4’ *C3’ O3’ 1.5284 100.16 -124.08 115.12 1.4212
+BILD C4’ C3’ C2’ C1’ 1.5284 100.16 -30.00 102.04 1.5251 !puck
+BILD C3’ C2’ C1’ N9 1.5284 101.97 147.80 113.71 1.4896
+BILD O4’ C1’ N9 C4 1.5251 113.71 -97.2 125.59 1.3783 !chi
+BILD C1’ C4 *N9 C8 1.4896 125.97 -179.94 106.0 1.367
+BILD C4 N9 C8 N7 1.376 106.0 0.0 113.6 1.312
+BILD C8 N9 C4 C5 1.367 106.0 0.0 105.6 1.382
+BILD C8 N7 C5 C6 0.0 0.0 180.0 0.0 0.0
+BILD N7 C5 C6 N1 0.0 0.0 180.0 0.0 0.0
+BILD C5 C6 N1 C2 0.0 0.0 0.0 0.0 0.0
+BILD N9 C5 *C4 N3 1.376 105.6 -180.0 126.9 1.342
+BILD C5 N1 *C6 N6 1.409 117.6 -180.0 121.2 1.337
+BILD N1 C6 N6 H61 1.337 121.2 0.0 119.0 1.01
+BILD H61 C6 *N6 H62 1.01 119.0 180.0 119.00 1.01
+BILD C5 N1 *C6 N6 1.409 117.6 -180.0 119.0 1.337
+BILD N1 C6 N6 H61 1.337 119.0 0.0 119.0 1.01
+BILD H61 C6 *N6 H62 1.01 119.0 180.0 121.00 1.01
+BILD N9 N7 *C8 H8 0.0 0.0 180.0 0.0 0.0
+BILD N1 N3 *C2 H2 0.0 0.0 180.0 0.0 0.0
+BILD C1’ C3’ *C2’ O2’ 1.5284 102.04 -114.67 110.81 1.4212
+BILD H2’ O2’ C2’ C3’ 0.9600 114.97 148.63 111.92 1.5284
+BILD O4’ C2’ *C1’ H1’ 0.0 0.0 -115.0 0.0 0.0
+BILD C1’ C3’ *C2’ H2’’ 0.0 0.0 115.0 0.0 0.0
+BILD C2’ C4’ *C3’ H3’ 0.0 0.0 115.0 0.0 0.0
+BILD C3’ O4’ *C4’ H4’ 0.0 0.0 -115.0 0.0 0.0
+BILD C4’ O5’ *C5’ H5’ 0.0 0.0 -115.0 0.0 0.0
+BILD C4’ O5’ *C5’ H5’’ 0.0 0.0 115.0 0.0 0.0
+
+
RESI ADE -1.00 ! H61 H62!
ATOM P P 1.50 ! \ /
ATOM O1P ON3 -0.78 ! N6
