Abstract. We disprove a conjecture of Bombieri regarding univalent functions in the unit disk in some previously unknown cases. The key step in the argument is showing that the global minimum of the real function n sin x − sin(nx) / m sin x − sin(mx) is attained at x = 0 for integers m > n ≥ 2 when m is odd and n is even, m is sufficiently big and 0.5 ≤ n/m ≤ 0.8194.
Introduction
Let S denote the class of analytic functions f (z) = z + a 2 z 2 + a 3 z 3 + . . . + a n z n + . . . |z| < 1 which are univalent in the unit disk. A relevant member of this class is the Koebe function K(z) = z/(1 − z) 2 . Bombieri conjectured in [1] that one should have
where σ mn = lim inf f →K n − Re a n m − Re a m and B mn = min x∈R n sin x − sin(nx) m sin x − sin(mx) and the limit in σ mn is taken inside the class S in the sense of uniform convergence over compact sets. It is known that
where the first inequality is a consequence of the local maximum property of the Koebe function while the second is a theorem of Prokhorov and Roth [5] . It is easy to see that B mn = 0 when m is even and n is odd and, therefore, that the conjecture is true in this case since σ mn = B mn = 0. This conjecture has also been verified by Bshouty and Hengartner [2] for analytic variations of the Koebe function and for functions with real coefficients (a simpler proof of the latter was given in [5] ). However, the number of known counterexamples in the remaining cases has been steadily increasing. Recently Leung [4] devised a variational method (using Loewner's theory) to construct a uniparametric family of functions f ε in the class S converging to the Koebe function as ε → 0 + and satisfying σ mn ≤ lim ε→0 + n − Re a n m − Re a m < n 3 − n m 3 − m m > n ≥ 2 .
This, therefore, yields a counterexample to (1) as long as the function f (x) = n sin x − sin(nx) m sin x − sin(mx) , for which f (0) = n 3 − n m 3 − m ,
Condition (2) was verified by the first author in [3] for m > n ≥ 2 when m and n have the same parity and in the case when m is odd, n is even and n ≤ (m + 1)/2, thus disproving Bombieri's conjecture for all these pairs of integers (m, n).
In this article we prove the following theorem.
Theorem 1. Let m and n be integers such that m is odd, n is even, 0.5 ≤ n/m ≤ 0.8194 and m ≥ 81. Then condition (2) is satisfied. In particular, Bombieri's conjecture (1) fails for all these pairs of integers.
In [3] it was conjectured that (2) should hold for all m > n ≥ 2 such that m is odd, n is even and n < (4m + 2)/5. Note that Theorem 1 not only proves this conjecture for m ≥ 81, leaving only finitely many cases open, but also shows that the slope 4/5 is not optimal. Determining the critical slope inf n/m : m > n ≥ 2, m odd, n even, (2) fails is still an open problem.
To prove Theorem 1 we employ simple real variable techniques, often involving Taylor series. Computer-assisted graphs 1 suggest that for n/m ≥ 0.82 condition (2) is no longer satisfied. A variation of the arguments presented in this article should suffice to show that this is indeed the case.
For the rest of the article we shall assume that m > n ≥ 2 are integers, m being odd and n even, and that λ = n/m lies in the interval [0.5, 0.82]. Instead of studying the function f (x) directly, we will consider
This function has two advantages over the former f : firstly it oscillates around 0, and secondly its value at the origin g(0) = − n(m 2 − n 2 ) m 2 − 1 behaves asymptotically like −λ(1 − λ 2 )m, thus diverging. This makes the coefficients involved in the expression defining g comparatively smaller than in the case of f where f (0) tends to λ 3 , allowing for better approximations.
The proof of (2) is divided in three parts: in section 2 we show that g cannot attain any value below g(0) except, possibly, in a neighborhood of either 0 or π. These neighborhoods are then studied more closely in sections 3 and 4 to show that the minimum is indeed attained at 0. An appendix is devoted to some tedious calculations.
Away from 0 and π
One can readily show that g cannot attain its global minimum away from 0 and π by exploiting the simple estimate
We will prove the following sharper version of the lower bound given by this inequality:
Proposition 2. The function g satisfies
As an immediate consequence we deduce that g cannot attain its global minimum in the region determined by −(m + n)/(m| sin x|+ 1) > g(0), or equivalently
This region can be further simplified to obtain the following weaker but more explicit result: Proof. By the symmetry of (3) it suffices to prove that the inequality is satisfied for x = 5.78/m. Furthermore, since sin x ≥ x − x 3 /6 for x > 0, it will be enough to show that
Recall that 0.5 ≤ λ ≤ 0.82 and note that the function on the right-hand side is increasing in λ. Hence, it suffices to prove that this inequality holds for λ = 0.82. An easy computation shows that this is true when m ≥ 81.
Proof of Proposition 2. We may restrict ourselves to x ∈ [0, π]. Note that g(0) ≥ −(m + n) and that g(π) = +∞. For x ∈ (0, π) we rewrite the desired inequality as
We follow different arguments depending on whether sin x ≤ 1/n or 1/n ≤ sin x ≤ 1. In the first case we rewrite the left-hand side of (4) as
The inequality now follows by noting that n sin x − sin(nx) ≥ 0 and m sin x − sin(mx) ≥ 0. When sin x ≥ 1/n we rewrite the left-hand side of (4) as
and note that its value increases if we replace sin(nx) by 1 and sin(mx) by −1.
In a neighborhood of 0
In this section we approximate the function g in a neighborhood of 0 with the objective of proving:
Our strategy will be the following: let s 1 and s 2 be two functions satisfying
and
Under these circumstances, for x ∈ [0, 5.78/m] and m ≥ 81, we have that either
Proposition 4 will then follow if for an appropriate choice of s 1 and s 2 we can show that
Proof of Proposition 4. We consider
9! for which we will now check that conditions (5-7) hold. We begin with condition (5) and note that integrating the inequality cos x ≤ 1 nine times from 0 to x, we readily obtain sin x ≤ s 2 (x) for x ≥ 0.
For the other inequality in (5) we will prove that the first eight derivatives of ϕ(x) = sin x − s 1 (x), including ϕ itself, are positive on some initial interval and vanish at most at a single point for x > 0. Note that this claim reduces the second inequality in (5) to checking that ϕ(5.78) ≈ 0.0104 > 0.
We show first that the claim holds for the eighth derivative. To do this we write , decreases and has a single root in (x 1 , x 2 ) and is strictly negative in [x 2 , +∞). The claim for the remaining derivatives is now proved by backwards induction, noting that ϕ (k) (0) = 0 for 0 ≤ k ≤ 7 and that the claim for ϕ (k+1) implies ϕ (k) is increasing in a neighborhood of zero and has at most one critical point.
To verify (6) we rewrite it, after dividing by m 3 x 3 , as
The change of variables y = m 2 x 2 ∈ [0, 5.78 2 ] shows that the above is equivalent to p(y) − q(y) ≥ 0, where
and, since p decreases, we deduce that
Also, it is easy to check that
which shows that q decreases and therefore q(y) ≤ q(0) for y ≥ 0. Hence
which can easily be seen to be positive for m ≥ 5. This proves condition (6). Finally, in order to verify condition (7), we multiply by its denominator, divide by mnx 3 and rewrite it as
We cancel out the constant terms, divide by (m 2 − n 2 )x 2 and regroup to get 1 482800
We rescale with y = m 2 x 2 ∈ [0, 5.78 2 ], substitute n = λm and divide by m 2 to see that the above is equivalent to
where we have grouped all the terms that depend on m in
hence it will suffice to show ψ(y) ≥ 1.74 · 10 −6 . We first show its derivative
is negative (here, as before, a = 9!/482800). Clearly ψ ′ (0) < 0 and since ψ ′ is linear we just need to check that ψ ′ (5.78 2 ) ≤ 0. For this we write
where u(ν) = (a − 1)5.78 2 + 36ν 3 − 5.78 2 ν 4 . Note that u(ν) < 0 as the leading coefficient is negative and it attains negative values at its two critical points ν = 0 and ν = 27/5.78 2 . Since 5.78 2 < 36 we conclude ψ ′ (y) < 0 for y ∈ [0, 5.78 2 ].
Since ψ decreases we have that ψ(y) ≥ ψ(5.78 2 ) and that our aim to prove (8) has been reduced to showing that ψ(5.78 2 ) ≥ 1.74 · 10 −6 or, equivalently, that
. We denote by V (ν) the left-hand side of this inequality and show that it is concave by computing
a parabola which always lies below zero. Therefore, we need only verify that the function V is positive at the endpoints of our interval, which is true since
The proof is now complete.
In a neighborhood of π
Here we follow the exact same strategy we employed in the last section, but this time for the function
A single pair of functions (s 1 , s 2 ) will not suffice to cover the whole interval Proof of Proposition 5. For this region we choose
The inequalities (5) follow from integrating cos x ≤ 1 three and five times, respectively, from 0 to x. Inequality (6) for the limited range x ∈ [0, 2.8/m], after dividing by m 3 x 3 and setting y = m 2 x 2 , reads
which is clearly satisfied for m ≥ 3. Finally, in view of (5) and (6) we have that either g(x) ≥ 0 or
Hence, inequality (7) has to be replaced by
To prove it, we multiply by the denominator, divide by mnx, set y = m 2 x 2 and substitute n = λm in order to obtain
The left-hand side is clearly increasing in m and decreasing in y, therefore it suffices to prove the inequality for m = 3 and y = 2.8 2 . The resulting quadratic polynomial in λ is also decreasing, so we only have to check that the inequality is satisfied for λ = 0.82.
Proof of Proposition 6. In this case we choose
Integrating sin x ≥ −1 from 3π/2 to x two and four times, (5) follows for any x > 0. For the sake of simplicity in inequality (6) we replace s 1 by the less involved function x − x 3 /3! (which was proven to lie below sin x in the previous proof). Hence we will show that
Setting t = mx ∈ [2.8, 5 .78] we see that this is equivalent to
We denote the left-hand side by v(t) and compute v ′′ (t) = −1 − t/m 2 < 0. Since v is concave in t and increases in m it suffices to check this inequality at the endpoints of the prescribed interval in t and for m = 5. Indeed, the inequality is true since v(2.8) ≈ 1.825 and v(5.78) ≈ 4.9228.
In view of (5) and the substitute of (6) we have that either g(x) ≥ 0 or
Hence, in order to finish the proof we will show that, instead of (7), the following inequality is true
Multiplying by the denominator, dividing by m, setting t = mx and n = λm, we see that this is equivalent to
holding uniformly for t ∈ [2.8, 5 .78], λ ∈ [0.5, 0.8194] and m ≥ 81. Denote by F (λ, t, m) the left-hand side. We claim that this function is increasing in m. To simplify the computations we differentiate with respect to the variable u = 1/m 2 , noting that 1/(m 2 − 1) = −1 + 1/(1 − u), to obtain
Let p(t) denote the polynomial in t that appears between parenthesis in the last expression. Note that p ′ (t) = 1 + 3π/2 − t − t 2 /2 is decreasing in t and p ′ (2.8) ≈ −1.0076. Therefore p is also decreasing in t in the interval [2.8, 5 .78] and hence it suffices to check that p(2.8) ≈ −1.6873 is indeed negative. Our claim has been proved: F (λ, t, m) is increasing in m and therefore (9) will follow from proving F (λ, t, 81) ≥ 0 uniformly for t ∈ [2.8, 5 .78], λ ∈ [0.5, 0.8194]. As this set is compact, this can be done with the aid of a computer, evaluating F in a sufficiently dense grid. Alternatively, we include in the appendix a (fairly tedious) proof of this fact that can be verified using a hand-held calculator.
Appendix
Let F (λ, t) denote the left-hand side of (9) for m = 81. The proof of F (λ, t) ≥ 0 for t ∈ [2.8, 5 .78], λ ∈ [0.5, 0.8194] is divided in two steps: first we check that we only need to verify this inequality for λ = 0.5 and λ = 0.8194, and then we deal with these special cases separately. The following two lemmas constitute the first part:
Indeed, by the minimum principle, F (λ, t) ≥ min{F (0.5, t), F (0.8194, t)} for 2.8 ≤ t ≤ 5, while F (λ, t) ≥ F (0.8194, t) for 5 ≤ t ≤ 5.78. Now the second step is completed in view of the following two lemmas.
Lemma 9. We have F (0.5, t) ≥ 0 for 2.8 ≤ t ≤ 5.
Lemma 10. We have F (0.8194, t) ≥ 0 for 2.8 ≤ t ≤ 5.78.
Proof of Lemma 8. We have the identity
We claim that f (λ, t) ≤ 0. Since |t − 3π/2| ≤ 1.1 for t ∈ [5, 5.78] it suffices to check that the even polynomial p(x) = −1 + x 2 /2 − x 4 /4! attains negative values in the interval [−1.1, 1.1]. As p ′′ (x) = 1 − x 2 /2 is positive in this interval, it suffices to check p(1.1) ≈ −0.456 is negative. Our claim is proved. We focus now our attention on h. The parabola p(t) = t + 1 − (t − 3π/2) 2 /2 attains it maximum at t = 1 + 3π/2, and hence p(t) ≤ 3(1 + π)/2. Hence for
On the other hand evaluation of p at the endpoints of the interval [5, 5.78 
We have therefore shown that h(λ, t) < ϕ(λ) where ϕ is the piecewise defined function
Gathering the previous inequalities and performing the change of variables u = λt − 3π/2 in the expression defining g we have
where
If ψ(u) ≤ 0 and λ ≥ 1/ √ 3 both terms are negative and there is nothing to prove. Assume therefore that either ψ(u) > 0 or λ < 1/ √ 3. Note that
We The case ψ(u) > 0 is therefore covered, and we may assume λ < 1/ √ 3. In this case we update the upper bound on u to
Since ψ(−1.375) ≈ −3.1429 < ψ(−2.213), the convexity of this function implies ψ(u) < −1.016 for u ∈ [−2.213, −1.375], and we obtain the bound λF λ (λ, t) < −1.016 + 0.5 · 6.22(1 − 3 · 0.5 2 ) = −0.2385.
Proof of Lemma 7. We have the identities
We claim F λλλ (λ, t) ≥ 0 for t ∈ [2. The right-hand side is a convex parabola q(t) and therefore to prove it is negative it suffices to evaluate it at the endpoints t = 2.8 and t = 5. We have q(2.8) ≈ −1.8447 and q(5) ≈ −4.305.
Proof of Lemma 9. We have the identity
Hence, neglecting the terms involving 1/6560 and t/6561,
The right-hand side is a parabola which always lies below zero. Therefore F (0.5, t) is a concave function and we only need to check that both F (0.5, 2. Proof of Lemma 10. This part is the most problematic because the minimum of F (0.8194, t) in the specified interval is roughly 0.0002. We proceed in the following way. First we separate the positive from the negative terms: F (0.8194, t) = ϕ(t) − ψ(t) where .78] in smaller overlapping subintervals, and for each of these subintervals we will prove that for some line L(t) we have ϕ(t) ≥ L(t) ≥ ψ(t). Since ψ ′′ (t) ≥ 0 the second inequality needs only to be checked at the endpoints of the subinterval. To prove the first one we will show that the discriminant of the quadratic polynomial ϕ(t) − L(t) is negative, and therefore these two curves never intersect. The six lines we consider are the following: We conclude F (0.8194, t) ≥ 0 for 2.8 ≤ t ≤ 5.78 and the proof is finished.
