Abstract. We study an ensemble of random waves subject to the Aharonov-Bohm effect. The introduction of a point with a magnetic flux of arbitrary strength into a random wave ensemble gives a family of wavefunctions whose distribution of vortices (complex zeros) are responsible for the topological phase associated with the AharonovBohm effect. Analytical expressions are found for the vortex number and topological charge densities as functions of distance from the flux point. Comparison is made with the distribution of vortices in the isotropic random wave model. The results indicate that as the flux approaches half-integer values, a vortex with the same sign as the fractional part of the flux is attracted to the flux point, merging with it at half-integer flux. Other features of the Aharonov-Bohm vortex distribution are also explored.
Introduction
Random waves provide a universal model describing diverse stochastic phenomena. A particular case is the isotropic random wave model [1, 2, 3] , representing an ensemble of solutions of the Helmholtz equation (time-independent wave equation) which is ergodic and statistically invariant to euclidean transformations, and whose only lengthscale is the wavenumber k. An isotropic random function contrasts with a plane wave, which propagates in a specified direction; this is similar to the difference between surface oscillations in the bulk of the ocean [4] , and waves breaking close to the shore. A major application of the random wave model follows from Berry's hypothesis [5] that random waves quantitatively resemble high-energy modes and resonances of systems whose classical dynamics is chaotic, and much effort has gone into exploring this under various conditions [2, 6, 7, 8, 9, 10] . As such, the random wave model plays an analogous role in the quantum chaology of eigenfunctions to the random matrix hypothesis for eigenvalues, i.e. that spectra of gaussian random matrices give a good model of the distributions of energy eigenvalues for quantum chaotic systems, orthogonal or unitary depending on whether time-reversal symmetry is preserved or broken [11] .
Here we explore an ensemble of random wavefunctions in which, like waves at the shore, time-reversal symmetry is broken: two-dimensional solutions of a charged, scalar quantum wave in the presence of a point of electromagnetic flux, that is, experiencing the Aharonov-Bohm (AB) effect [12, 13] . Elementary arguments show that on circling the flux point, a quantum particle should acquire a phase proportional to its charge times the flux strength. Being independent of the path geometry, the AB effect is an important instance of topology in physics, as well as being useful in the study of the structure of materials, as it causes their resistance to be oscillatory and flux-dependent [14, 15, 16] . High-energy modes of chaotic billiards with AB flux lines are naturally complex, unlike usual real-valued cavity modes. They have been studied numerically in detail [17, 18] , and Berry's hypothesis suggests the results of the complex AB random wave ensemble should agree with the behaviour of such systems.
The complex AB phase factor acquired by a quantum particle of charge q experiencing a point flux Φ is exp(iα), depending on the dimensionless flux parameter α = qΦ/ . Around the flux, any quantum wavefunction ought to be single-valued and continuous, which appears inconsistent with the AB phase when α is not an integer [12, 19] . The celebrated AB wavefunction [12] resolves this problem; it is a complex, single-valued solution of the Schrödinger equation for a plane wave scattered by the flux at the origin. When the quantum wave is initially travelling in direction Θ, it is given in polar coordinates r, θ by ψ AB (r, θ; α, Θ) = where J ν denotes a Bessel function of first kind of not necessarily integer order ν. For kr ≫ 1, the wavefunction is ψ AB ∼ exp(ikr cos(θ−Θ)+iα[θ−Θ])+O(r −1/2 ) [12, 20] , i.e. a plane wave multiplied by the AB phase factor, so an integral of the phase χ = arg ψ AB on a large loop around the origin gives 2πα. On the other hand, integrating χ on a small loop around the origin gives 2π times n, the nearest integer to α (i.e. |α − n| ≤ 1 2 ). The regular phasefronts of a plane wave (Figure 1 (a) ) are disrupted on encountering a flux point (Figure 1 (b) ). As r increases, this distortion increasingly resembles a plane wave together with a noninteger phase discontinuity in the shadow θ = Θ, leading to a nonintegral AB phase factor in the limit r → ∞. These deterministic phase patterns appear very different from those of random waves, shown in Figure 1 (c) for the isotropic random model, and its AB analogue in Figure 1 (d) (defined below in (1.4) and (1.5)). Away from the flux, the two random wave patterns look qualitatively similar, so it would seem that the effect of the flux is rather subtle. Given this resemblance, how does the AB phase manifest itself for random waves? What is the quantitative difference between the isotropic random wave model and the AB random waves? How much does the flux alter the statistics of eigenfunctions in chaotic AB billiards, other than making them complex? It is these questions we address in the following.
Phase patterns of complex random waves are dominated by their vortices (wave dislocations), i.e. the nodal points where the phase χ is undefined [3, 18] . On a right- handed circuit around each vortex point, the phase changes generically by 2π times a signed integer (statistically almost always ±1). This integer is called the topological charge (or strength) of the vortex; it is superficially similar to the AB phase, although the latter is determined by the external flux and may be nonintegral (whence the wavefunction is nondifferentiable at 0). The total topological charge of all the vortices in an area A is equal to the integral of the phase χ around the boundary ∂A,
following from from Stokes' theorem, since the phase gradient ∇χ circulates with the sense of the topological charge and therefore has a finite nonzero curl when appropriately regularised [21] . The index i labels the vortices in A with positions r i and charges s i . The AB effect suggests this integral is non-zero whenever ∂A encloses a flux point, so there must also be a topological charge there. The form of the deterministic AB wavefunction (1.1) implies [20] that the topological charge of the flux is the nearest integer n to the flux strength α, and therefore changes discretely at half-integer values. Similarly, the location and strength of the phase vortices (i.e. the wavefront topology), is gaugeindependent although the geometry of the phase pattern is not, since it is altered by changing the phase gradient. The observable content of the phase is therefore contained in the vortex structure and this ought to be all that is needed for a complete description of the Aharonov-Bohm effect in a random wave. Measures of the statistical vortex distribution are the average topological charge density ρ(r) and vortex density ∆(r) [3, 22, 23] which are smooth functions,
where • denotes ensemble averaging. Random AB waves are statistically invariant to rotation about the flux at 0, so ρ and ∆ only depend on radius r-or, more conveniently, R = kr-and α; we therefore write ρ(R, α), ∆(R, α). While the topological charge at the flux point (or anywhere else) can never be fractional, we would expect to see the effect of non-integer α (at least for R ≫ 1) in the statistical behaviour of the vortex structure, captured by ρ. We choose to exclude the topological charge of n at the origin in our definition of ρ and ∆; only standard phase vortices contribute to (1.3). The area integral of ρ over the centred disk of radius R (excluding the origin) should be equal, by (1.2) , to the mean integral of phase χ on a circle of radius R minus 2πn, and therefore the vortex distribution ought to account for the fractional part of the AB phase.
As we have excluded the charge at the origin from the definition, ρ and ∆ depend on the fractional part of α (i.e. they are periodic in α with period 1), like all physical observables, but unlike the (unobservable) phase gradient which depends on α itself. It will therefore be useful to write α = n + β, for − . Thus ψ AB (r, θ; α, Θ) = exp(in[θ + π − Θ])ψ AB (r, θ; β, Θ); in particular, if α = n = 0, the wave is simply the incident plane wave times the integer AB phase factor.
The isotropic random wave ensemble can be defined, by analogy with Fourier's theorem, as sums of very many plane waves with random directions and amplitudes, 4) where N ≫ 1, k j are wavevectors of fixed magnitude k with uniformly random directions θ j , and a j are independent identically distributed complex random variables, chosen to be circular gaussian random with a j a *
When N ≫ 1, by the central limit theorem Ψ irw (r) is a complex gaussian random variable at each r, so averages can often be calculated analytically. The statistical distribution of the vortices in this system has been studied in depth [3, 18, 22, 23, 24, 25, 26, 27] ; the isotropic vortex density ∆ irw = 1/4π (in dimensionless units) and charge density ρ irw = 0 are obviously independent of position; 2-point vortex correlation functions have a richer structure, and will be discussed below.
Random AB wavefunctions are defined like (1.4), but now are sums of AB waves (1.1), with complex gaussian amplitudes a j and uniformly random directions θ j ,
where here and hereafter ℓ sums from −∞ to ∞ unless otherwise stated, and the coefficients c ℓ = (−i)
indeed has the various properties previously discussed, and just like (1.1), Ψ AB has a nondifferentiable singularity at r = 0 when α = n. Both the deterministic and random AB wavefunctions have integer topological charge n at the origin so the distribution of ρ must therefore account for the fractional part of the AB phase as R → ∞. When the flux is zero, Ψ AB (r; 0) = Ψ irw (r), albeit expanded in a cylindrical basis; by Graf's addition theorem, any point of an isotropic random wave can be the origin of such an expansion [30] .
We will compare the random AB wavefunctions (1.5) with their isotropic counterparts (1.4) using ρ(R, β), ∆(R, β) to recover the AB effect. . Vortices close to the flux point apparently are shifted, with the more distant vortices tending to be less affected. The +1 vortex closest to the flux experiences the largest shift, towards the origin. We will explore this effect quantitatively by calculating ρ(R, β) and ∆(R, β), and comparing with the isotropic model centred at a vortex. This naturally leads to a discussion of the behaviour of the AB random waves for small R in Section 3, before we show how the Aharonov-Bohm effect is recovered in Section 4, concluding with a discussion and outlook.
Phase gradient and vortex statistics
The topological charge density ρ(R, β) and vortex density ∆(R, β), as functions of R = kr and the fractional part of the flux β can be found using the ensemble averages of the real and imaginary parts of Ψ AB = ξ + iη, as described in detail in previous studies (e.g. [3, 27] ). They are
The calculations therefore involve α-and R-dependent variances of the fields and their derivatives, and, by ensemble averaging of (1.5), the relevant nonvanishing ones are
In the case of integer flux α = n (i.e. β = 0), statistics are equivalent to the isotropic random wave model, and the sums have simple form: a = 1 2
, b = c = e = 0. In the general case, they can be calculated in closed form as expressions of sums and products of Bessel functions, together with a certain 3 F 2 hypergeometric function, as given in Appendix A, (A.2)-(A.7).
Although we could calculate ρ from (2.1), it is more direct to calculate the average of the curl of the phase gradient, then proceed to relate this to the phase change around a region by (1.2). Explicit calculations of the average azimuthal and radial components of the phase gradient vector χ θ , χ R involve the quantities (2.3)-(2.5), calculated in Appendix A, with the result that
so the ensemble averaged phase gradient is a pure circulation around the origin, as it would be for a single vortex there. The charge density ρ now follows from (1.2),
where in (2.10) the curl operator commutes with ensemble averaging, and (2.11) follows from (2.9). Of course, ρ(R, α = n) = 0, as for the isotropic random wave model. ρ given here is dimensionless; it acquires a factor of k 2 as a density in terms of r. The calculation of ∆ in (2.2) is more involved due to the presence of the modulus sign. Details are again provided in Appendix A, and the result is
Again, the integer flux case emulates the isotropic random wave, ∆(R, n) = ∆ irw = 1/4π. The normalized radial densities ρ(R, β)/∆ irw and ∆(R, β)/∆ irw are plotted in Figure 2 for several different choices of β. In both cases, the densities tend to those of the isotropic ensemble results as R → ∞ (ρ → 0, ∆ → ∆ irw ), since far from the influence of the flux β each scattered AB wavefunction is almost a plane wave. Features of the dependence of ρ and ∆ on β can be understood from first principles: when β = 0 (α = n), there is no time-reversal symmetry breaking, so the distributions of positive and negative vortices are equivalent and ρ(R, n) = 0. Furthermore, sending β → −β (equivalent to a time-reversal operation) reverses vortex charges, so we expect
These follow from considering the sums in (2.3)-(2.8) appearing in (2.11) and (2.12); reversing the sign of β is equivalent to ℓ ↔ −ℓ in each of the sums, so the signs of c and e reverse but those of a, b, d, f do not. It might be expected that β = 1 2
would produce the largest fluctuations of ρ since this is furthest from integer α; the curve for β = 0.49 in Figure 2 (a) suggests this is not the case. Indeed, (2.13) in combination with the α periodicity of ρ gives ρ(R,
). The 'false time-reversal symmetry breaking' of β = ± 1 2 unbiases the sign of ρ everywhere, like an isotropic random wave, though the random wave model remains complex-valued. This differs from eigenfunctions of chaotic AB eigenfunctions with standard boundary conditions, which can be written as real functions times an overall phase factor, with corresponding gaussian orthogonal ensemble eigenvalue statistics [28] . There is no analogous effect on ∆(R, β = has the largest fluctuations in vortex density. Asymptotic expressions for ρ and ∆ may be found using the analytic forms of a, . . . , f , for which we assume β ≥ 0 without loss of generality. For large values of R, 14) tending to the isotropic random wave values as R → ∞ and when β = 0. As we have seen, when β = 1 2
, ρ vanishes whereas variation around the asymptotic value of ∆ is largest. Furthermore, ρ decays with R −2 , more rapidly than the R −1 decay of ∆, and their oscillations are out of phase. For small R, the first terms of the expansions agree,
The first term diverges at R = 0 when β > 0 (the second when β > ); in fact, following terms (equal for ρ, ∆) behave as R 2n−4(n+1)β , more of which diverge as β approaches It is natural to compare these AB vortex densities with the corresponding densities of vortices in the isotropic random wave model at a distance R from a vortex of fixed sign, say +1. These densities are given by the 2-point correlation functions, with and without modulus signs (i.e. topological charge signs) [3] 
where subscripts 0 and 1 denote quantities evaluated at r 0 (fixed) and r 1 , and R = k|r 1 − r 0 |. These functions are normalized with respect to ∆ irw so, for instance, the number correlation g → R→∞ 1. Therefore g s (R) is analogous to ρ(R)/∆ irw , giving the average topological charge density at R from the fixed +1 vortex, and likewise g(R) to ∆/∆ irw . g(R) can be expressed as an integral representation [3] or in closed form as a complicated expression involving elliptic integrals [24] . The charge correlation function g s (R) is more straightforward [3, 22] and is g s (R) = 4R
For large R, g(R) ∼ 1 + 4 sin(2R)/πR [29] , contrasting with ∆(R, β)/∆ irw ∼ 1 + 2 sin(βπ) cos(2R)/πR; in addition to the β-dependence, the peaks of maximum and minimum density are shifted by π/4 in R. Similarly, the asymptotic form g s (R) ∼ 8 cos(2R)/πR 2 , has a similar relationship with ρ(R, β)/∆ irw ∼ 2(1 − 2β) sin(βπ) sin(2R)/πR 2 ; in both cases, the charge oscillations decay more rapidly than the number oscillations, and are out of phase with them. Both g(R) and g s (R) are finite and nonzero at the origin, such that [3, 24] . This is because, statistically, vortices of like charge repel, as can be seen from the like-charge correlation function g + (R) = , from the previous discussion we see that for large R these oscillate in phase; for small R, ∆ + diverges as R −4β whereas ∆ − ≈ O(R 4β ), corresponding to the earliest terms in the small-R expansions of ρ and ∆ which do not agree. This strong divergence of ∆ + suggests that a positive fractional flux attracts a positive vortex increasingly as β approaches ; we have already discussed how the integer topological charge on the flux line increases by +1 when β reaches 1 2 .
Topological charge near the flux
The divergence of the vortex density ∆(R, β) at R = 0 suggests a fractional flux attracts a vortex with a sign equal to signβ. We have also discussed how the flux point has an integer topological charge n which jumps by ±1 when β → ± 1 2 . In this section, we find it more convenient to define β for 0 ≤ β ≤ 1 rather than − (where it is n + 1). We investigate the topological charge and vortex behaviour near the flux using a small-R expansion of Ψ AB (r, θ; α) in (1.5), noting that, from the limiting form of J ν (R), the lowest order approximation is
where for integer ℓ, X ℓ are the complex random variables
which are independent and identically distributed. The topological charge at the origin is n or n + 1 depending on the relative magnitude of the two summands in [•] in (3.1) close to the origin. When 0 < β < 1 2 , the ℓ = 0 term dominates so the flux charge is n; when β > 1 2 , the +1 term dominates so the charge is n + 1. If β = 1 2 , it is n + 1 if |X +1 | > |X 0 |, and n otherwise; since their distributions are equivalent, averaging yields n + 1 2 . This confirms the previous statement that the number of vortices at the origin can only change when α = n+ 1 2 , in a way identical to that in the deterministic case [20] . When β > 1 2 it is natural to rearrange (3.1) so the ℓ = +1 term becomes the 'constant' term in [•] in (3.1), and the ℓ = −1 term acquires a exp(−iθ) factor.
We wish to use (3.1) to estimate the position of the nearest vortex to the origin. An expansion of the form A + B(x + iy) + C(x − iy) tends to have a +1 vortex close to the origin if |B| is significantly larger than |A| and |C|, and a −1 vortex if |C| is larger; if B and C have equivalent magnitudes it is harder to predict. When β is near zero, however, the first term omitted from the expansion, proportional to X −1 (R/2i) exp(−iθ) in [•] in (3.1), competes with the ℓ = +1 term, consistent with the random wave being close to an isotropic random wave whose topological charges are balanced. However, as β approaches 1 2 , this neglected term loses significance near the origin, solving the right hand side of (3.1) is a good approximation of the nearest vortex, which is positive.
With this assumption, if the nearest vortex has coordinates R nv and θ nv , the angle θ nv is uniformly random, and depends on arg(X 0 /X +1 ). The radial distance R nv satisfies
where the random variable γ has a probability distribution function P (γ) = 2γ/(1+γ 2 ) 2 , since |X 0 | and |X +1 | are independent Rayleigh distributed random variables. Making the appropriate change of variables, we find R nv has the probability density
Of course, this is only valid when 0 < 1 2 − β is small, and in fact the expectation value of R nv with respect to the distribution (3.4) diverges for β > 1 4 (due to cases where |X 0 | is sufficiently larger than |X +1 | that solving Ψ AB = 0 requires more terms in the expansion in R). In this approximation, the approach of the nearest vortex to the flux as β approaches 1 2 can be captured by the conditional mean R nv δ of R nv with respect to (3.4) subject to 0 < R nv < δ, which is , where the roles of ℓ = 0 and +1 are reversed.
Therefore, when 0 < β < 1 2 , the nearest positive vortex is somehow tethered to the flux, and is the cause of the small-R, β-dependent divergence in ρ and ∆ in (2.15), whose increase with β is due to the approach of the vortex to the flux point. The flux at the origin also has positive topological charge, so unlike two regular like-charge vortices which repel, the flux and nearest vortex effectively attract.
Recovering the Aharonov-Bohm Effect
We now return to our original objective, to see how the Aharonov-Bohm effect-that is, the phase factor exp(2πiα) for noninteger α-is recovered for the integrals of phase χ around (large) loops enclosing the flux point. This is related to the total topological charge enclosed by the loop (due to the flux and the vortices) by (1.2). The average phase integral I(R, α) on a circle C of radius R centred at the origin, is simply found from the average azimuthal phase gradient χ θ (2.9),
where c and a depend on β and R, and are given in closed form in (A.2) and (A.4) (as discussed above, c is antisymmetric and a is symmetric in β, with β now defined − 1 2
). Rc/a is the total topological charge due to vortices enclosed in the disk of radius R, not including the origin. n is the integer charge due to the flux at the origin.
We have seen that ρ(R, α) = 0 for integer and half-integer α, so the only contribution to I(R, α) is from the topological charge at the flux. When α = n, c = 0, so I(R, n) = n, as we would expect. When α = n+ 1 2 , c/a = 1/2R and so I(R, n+
, an average of the integer charges n and n + 1 as discussed in Section 3.
We would expect that for any flux strength α, I(R, α) in (4.1) should behave like the corresponding integral for a deterministic scattered wave: it should tend to n as R I Figure 4 . The integral of the phase gradient over a centred circle of radius R divided by 2π, for various choices of flux α: 0.25, 0.5, 0.6, 1, 1.35 (solid, dotted, dashed, thick and dot-dashed lines respectively). the circuit's radius R → 0, but give the full AB phase α when R ≫ 1. For small R, the sums of c and a are dominated by the lowest order terms, and approximating from the explicit forms for β > 0, Rc/a ≈ constant × R 2−4β . Therefore as R → 0 this term vanishes and indeed lim R→0 I(R, α) = n. When R ≫ 1, from asymptotic expressions of (A.2), (A.4), which we omit, we find c/a ∼ β/R, so for large radius R, I(R, α) ∼ α, indeed recovering the general AB effect. Of course, this fractional quantity is only a statistical average -the phase integral around C for any particular sample function must be an integer multiple of 2π. Plots of I(R, α) against R for different choices of α are shown in Figure 4 .
I(R, α) is the average total topological charge inside radius R; over the whole plane except the origin, the average sum of all the vortex signs is therefore 2π ∞ 0 Rρ(R, β)dR = β, the fractional part of the flux strength. This may be considered a fractional form of the topological charge screening between vortices, well-studied in the isotropic random ensembles [3, 22, 25, 26] . Since in the isotropic model the total ρ must be zero, the (suitably normalized) integral of g s (R) over the plane must give −1 to compensate the vortex at R = 0, analogous to Coulombic screening in ionic fluids [32] . The second moment of this integral gives a measure of the squared screening length; this in fact diverges for the isotropic random wave model [26] (due to the slow decay of Bessel correlations); similarly, since Rc/a ∼ β + O(R −1 ), the fractional screening length due to the flux also diverges.
The total number of vortices in the disk of radius R centred at but excluding the flux point differs from the expected random wave average of πR 2 ∆ irw by an excess
The approximation (2.14) suggests that for R π/2, the effect of further increasing R merely causes N to oscillate about a steady mean N (β), i.e. N (R, β) ∼ N (β) + sin(βπ) sin(2R)/2π, represented in Figure 5 . N (β) is small for β From (2.14) we see that the fluctuations in ∆(R) are annular rings of width π/2, with alternating excesses and deficits, the extra, nearest vortex only becoming statistically visible once it is within π/2 of the flux, and N (β) is well approximated by integrating only up to R ≈ π/2.
Conclusion
We have investigated a random model of the Aharonov-Bohm effect solving Schrödinger's equation in the presence of a flux point. As with the standard AB wavefunction (1.1), random AB waves have an unobservable integer topological charge n at the flux point, and around an asymptotically large circuit around the flux, the total phase change is 2πα = 2π(n+ β). The observable, fractional part of this phase change is due to the random arrangement of ±1 phase vortices (complex zeros), whose distribution is subtly shifted from the more familiar distribution in isotropic random waves, especially close to the flux point which tends to attract a vortex of signβ, merging with it as β approaches ± 1 2 . The justification of same-sign vortex attraction was supported both using the statistical vortex densities (Section 2) and a small-R approximation (Section 3).
The flux-adapted random wave model described here falls into the menagerie of random function models which map onto chaotic wave systems, such as boundaryadapted models [8, 34, 35] , as well as the chaotic analytic function [36] , which is a model for wavefunctions in a uniform magnetic field, whose (complex analytic) vortices only have one sign. In our case, our system is a model for Aharonov-Bohm billiards, and we can compare the results of our analysis with the preliminary results of [18] , by looking at the vortex count in a chaotic AB billiard as a function of energy. As we discussed in the previous section, for sufficiently large distances (i.e. eigenfunctions above the lowest energies), the overall effect on the vortex count is to add no more than one (with a position-dependent fluctuation also of constant magnitude). This is consistent with the vortex-count analogue of the Weyl series [2, 6] , as a flux point acts like the constant (curvature dependent) term of constant order, correcting the first term (area × density) and second term (perimeter-dependent, explored in boundary-adapted models). From a wave chaos viewpoint, therefore, the primary effect of a noninteger flux is to break time-reversal symmetry, but apart from a wavelength or two from the flux line, the random wave has statistical euclidean symmetry.
The magnitude of the effect of the flux, manifested through the densities ρ and ∆, appears to have no more of an effect on the distribution of vortices than a single vortex itself. We speculate that the main effect of the flux is, in fact, in attracting the nearby vortex; the rigid long-range structure of the vortex distribution (exemplified by the divergent topological charge screening length) then guarantees the rest of the arrangement at the correct asymptotic orders. It would therefore be interesting to study how the position of the nearest vortex is related to the phase integral around circles with large R in particular sample functions, which must be 2π times an integer but average to 2πβ. This might illuminate the difference in relative phase shift between the asymptotic forms of ρ and ∆, and the pure isotropic vortex pair correlations g and g s from (2.16), (2.17), which may be related to the fact that the flux of fractional sign β attracts, rather than repels, a like-sign vortex. The hypothesis could be tested further with a calculation of the 2-point number and charge correlation functions in the random AB model, which now depend on the vectorial displacement of two vortices from the flux; if the main role of the flux is to attract the nearby vortex, the vortex pair correlation functions should differ very little from their isotropic counterparts, even close to the flux. Such a calculation may also reveal subtle effects of the flux beyond the simple densities considered here. where all dependence on R in the Bessel functions has been suppressed. The various averages, ∂ θ χ , ρ, ∆ . . ., are calculated analytically in terms of a-f . Any average F (X) of a function F (X) of an N-dimensional vector of gaussian random variables X, whose correlation matrix Σ has elements Σ ij = X i X j , can be expressed
which can usually be integrated directly provided the form of F (X) is sufficiently simple. Now, a derivative of the phase χ with respect to a variable i (which is R or θ) can be expressed in terms of the real and imaginary parts of Ψ, ∂ i χ = (ξ∂ i η −η∂ i ξ)/(ξ 2 +η 2 ). Therefore the ensemble average of ∂ θ χ is 9) where in the last equation, a standard integral representation commutes with the average. Applying (A.8) to (A.9) with X = (ξ, η, ∂ θ ξ, ∂ θ η) (so Σ involves only a and c), the gaussian integrals are straightforward (incorporating the quadratic form u(ξ 2 + η 2 ) into the gaussian matrix in the exponent), leaving 10) confirming the angular equation of (2.9). A similar argument applies for ∂ R χ with X = (ξ, η, ∂ R ξ, ∂ R η), which vanishes due to the different form of Σ.
Calculating the density ∆ from (2.2) is rather more complicated, and involves ∆ = δ(ξ)δ(η)R −2 |∂ R ξ∂ θ η − ∂ θ ξ∂ R η|
where again a standard integral identity has been used [27] , with − denoting a Cauchy principal value integral with a pole at the origin. We now apply (A.8) where X is 6-dimensional and Σ involves all of the averages (2. The integrand has two complex double poles in the complex t plane as well as the simple pole at the origin. Writing the principal value integral as the average of the integral of two contours on the real t line, each avoiding the origin in the upper and lower halfplane, we have a residue contribution from each double pole. The net result of these contour integrals gives (2.12). The calculation of ρ can be performed directly with this set up without the modulus sign in (A.11), and can be shown to give (2.11), as it must.
