Abstract. We study functions defined in (n + 1)-dimensional domains that are invariant under the action of a crystallographic group. We give a complete description of the symmetries that remain after projection into an ndimensional subspace and compare it to similar results for the restriction to a subspace. We use the Fourier expansion of invariant functions and the action of the crystallographic group on the space of Fourier coefficients. Intermediate results relate symmetry groups to the dual of the lattice of periods.
Introduction
We study real functions with domain R n+1 that are invariant under the action of a crystallographic group Γ, a group with a subgroup of translations that is a lattice L containing n + 1 linearly independent elements.
A crystallographic group Γ is a special type of subgroup of the Euclidean group E(n + 1), the semi-direct product E(n + 1) ∼ = R n+1 O(n + 1). We denote its elements γ = (v, δ), where v ∈ R n+1 and δ ∈ O(n + 1). Let Γ be a crystallographic group and let X Γ be the space of all Γ-invariant functions of class C 1 on R n+1 , that in particular are L-periodic. Using coordinates (x, y) in R n+1 with x ∈ R n , y ∈ R and for y 0 > 0, the projection operator Π y0 integrates a function f along the width y 0 , yielding a new function with domain R n :
f (x, y)dy.
Our main result, Theorem 1.1, relates the symmetry of the functions f ∈ X Γ to the the group Σ y0 of symmetries of the projected functions Π y0 (X Γ ), i.e., the largest subgroup of E(n) ∼ = R n O(n) that fixes all the elements in Π y0 (X Γ ). The elements of O(n + 1) that map R n × {0} into itself are, for α ∈ O(n):
Consider the subgroup Γ of elements of Γ with orthogonal part α ± for some α ∈ O(n) of the form (v, y), α 0 0 β with β = ±1 v ∈ R n y ∈ R .
In particular, Γ contains all the vertical translations ((0, y), Id n+1 ) and vertical reflections ((0, y), σ) of Γ. Let h : Γ −→ E(n) ∼ = R n O(n) be the projection h (v, y), α 0 0 β = (v, α) .
Theorem 1.1 states that the elements in Γ that effectively contribute to the symmetry of Π y0 (X Γ ) are those in the subgroup Γ y0 of Γ with the following description:
• If (0, y 0 ) ∈ L then Γ y0 = Γ.
• If (0, y 0 ) ∈ L then Γ y0 contains those elements of Γ that are either of the form ((v, 0), α + ) or of the form ((v, y 0 ), α − ).
Theorem 1.1. The group Σ y0 of symmetries of the projected functions Π y0 (X Γ ) is the image of Γ y0 by the projection h : Γ −→ E(n), a group homomorphism whose kernel is given by the vertical translations and vertical reflections lying in Γ y0 .
Theorem 1.1 is obtained as a corollary to the following criterion that describes how elements of Γ y0 are transformed by the projection: Theorem 1.2. All functions in Π y0 (X Γ ) are invariant under the action of (v α , α) ∈ R n O(n) if and only if one of the following conditions holds: (I) ((v α , 0), α + ) ∈ Γ, (II) ((v α , y 0 ), α − ) ∈ Γ, (III) (0, y 0 ) ∈ L, and either ((v α , y 1 ), α + ) ∈ Γ or ((v α , y 1 ), α − ) ∈ Γ, for some y 1 ∈ R .
For the proof of Theorem 1.2 we work with the induced action of Γ on the Fourier expansion of functions in X Γ in terms of the waves ω k (x, y) = e 2πi<k,(x,y)> , with x ∈ R n and y ∈ R, k ∈ R n+1 . The result only depends on the formal expansion, and also holds under less restrictive hypotheses on X Γ , given in Section 2 below. The particular case of a projection from the plane into a line has been treated in [12] , where a different proof of Theorem 1.2 is given for the case n = 1. In this dimension, the only symmetries that remain after projection are translations and reflections, which simplifies the analysis. The results in the present article may also be found in the thesis of Pinho [16] , sometimes in a different form. We are interested in comparing the symmetries of projected functions to those of their restriction to a hyperplane. For r ∈ R, let Φ r be the operator that maps f (x, y) to its restriction to the affine subspace {(x, r) : x ∈ R n }, given by Φ r (f )(x) = f (x, r). Let G r be the largest subgroup of E(n) ∼ = R n O(n) that fixes all the elements in Φ r (X Γ ), and let Γ 2r be the subgroup of Γ of elements that are either of the form ((v, 0), α + ) or of the form ((v, 2r), α − ). Theorem 1.3. The group G r of symmetries of the restriction Φ r (X Γ ) of functions in X Γ to a hyperplane is the image of Γ 2r by the group homomorphism h : Γ −→ E(n) of Theorem 1.1.
1.1.
Motivation. The main idea of this article is to track the symmetries of functions when they undergo transformations, as projections and restrictions. Some of the symmetries may get mixed in the transformed functions, others may disappear, sometimes leaving hidden traces.
In experiments, the characteristics of objects may not allow direct observation of their properties, but enable access to their projections or restrictions. In this situation there is a loss of data, and the observed properties are to be interpreted as traces of the actual features of higher dimension solutions. Our results clarify this interpretation in what concerns symmetry.
The results in this article were motivated by the study of patterns in reactiondiffusion experiments on thin layers, where the observation method carries information from the depth of a layer and thus corresponds to a projection whose role in the formation of a pattern is not always clear (see Gomes [10] , De Kepper et al. [6] , Borckmans et al. [2] and other articles by the same authors). Our results are a first step in an attempt to clarify this issue.
Models for patterns in thin three-dimensional layers often make the simplifying assumption that the domain is two-dimensional (see, for instance Gunaratne et al. [11] ). In many cases the simplified model gives a good reproduction of experimental results, as in those discussed by Golubitsky and Stewart [9, Chapter 5] . There are situations, however, when not all experimentally observed patterns may be obtained from this analysis, as indicated by Gomes [10] who proposes that some of these patterns may arise as the projection of a three-dimensional periodic structure. Knowledge of projected patterns is useful when deciding whether this is the case, as in Zhou et al. [20] . When the thickness of the layer acts as a bifurcation parameter, as observed by De Kepper et al. [6] , then the symmetries of the pattern may be subject to change as thickness varies. This may be of particular importance in the study of patterns in growing domains.
In this context, the standard method for analysing patterns is to describe them as solutions of partial differential equations. The general problem is too complicated to solve (for a discussion, see Dione and Golubitsky [7] ) so one looks for solutions that are periodic in the spatial variables with periods in a lattice L. Under general assumptions, this reduces the problem to an ordinary differential equation in a finite-dimensional space. The L-periodic solutions of partial differential equations arise in many problems, either as solutions on their own right or by the decomposition of other solutions.
The explicit reduction of the problem to a finite-dimensional space may be difficult to compute. Instead, one uses the general form of ordinary differential equations with the prescribed symmetry. This general form may then be analysed to decide whether there is, generically, a bifurcation to a certain pattern. Knowledge of the symmetries is thus an essential step in dealing with this problem. For a more detailed treatment we refer the reader to [9, Chapter 5] and [11] where the 2-dimensional case is discussed, to [7] and, for issues arising from a projection, to [10] .
When dealing with the problem of deciding whether a pattern in a thin domain may be explained by a 2-dimensional model, it is possible, in theory, to carry out the analysis in 3 spatial dimensions, project the results to 2 spatial dimensions and then compare it to generic models formulated directly in the lower-dimensional space. However, it is a lot easier to compare systems formulated in the same dimension, having different symmetries. Moreover, problems formulated in higher dimension are more difficult. The purpose of this article is to provide the tools for performing this type of analysis directly in the lower dimension. Theorem 1.1 ensures that none of the symmetries are left out.
Symmetries that do not remain after projection may give rise to properties of the projected functions that cannot be described as the invariance under a crystallographic group. An illustrative example is the quasiperiodic structure obtained by the canonical projection of a periodic one (see example 2 of section 9 at the end of this article and, more generally, Senechal [17, section 2.6]). The canonical projection ensures a quasiperiodical result and stands on strict conditions: one has to start from an integral lattice and project into a hyperplane that only meets the lattice at the origin. The subset of the lattice that is projected is also fixed. For an integral lattice, if the restriction Φ r with r = 0 is only the origin, then it is not possible to have a codimension one periodic projection. However, we show that this may happen for more general lattices if (0, y 0 ) ∈ L as in example 4 of section 9. Our results may frame the canonical projection, and thus the quasiperiodical structures, through the variation of parameters on the definition of the lattice and also of the projection.
1.2. Structure of the article. Section 2 contains definitions, notation and some preliminary results. In particular, we formulate minimal assumptions on the space X Γ for Theorems 1.1 and 1.2. The formulation of the results for sufficiently large spaces of Γ-invariant functions highlights their common characteristic, the symmetry.
Each one of the conditions (I), (II) and (III) of Theorem 1.2 is sufficient by basic properties of integrals, as shown in section 3.
The bulk of the paper contains the proof that the conditions of Theorem 1.2 are necessary. As usual, it is harder to prove that a list is complete than to show that some elements are on a list. We state first, in section 4, a formulation of the symmetries in Σ y0 in terms of restrictions on Γ and on the dual lattice L * , Proposition 4.1. Then, after establishing some technical results in section 5, we show in section 6 that these properties impose restrictions on Γ and on L by implying the presence of some particular elements in Γ, establishing Theorem 1.2 as a consequence of Proposition 4.1. The second result is proved in section 7 using the induced action of Γ in the space of Fourier coefficients of Γ-invariant functions, that appears as relations on the coefficients that may be traced after projection.
Finally, in section 8 a similar study is carried out for the symmetries of the restriction of invariant functions to a hyperplane. This is useful in comparing the restriction and projection of a pattern. The main result of this section is Theorem 1.3, and this follows from Theorem 8.1, an analogue to Theorem 1.2, that is proved using simpler versions of the arguments developed for the projection.
Examples of the effect of projection and restriction for some crystallographic groups are given in section 9.
Notation and Preliminary Results
The reader is referred to Armstrong [1] for results on Euclidean and plane crystallographic groups, to Senechal [17] and Miller [14] for results on lattices and crystallographic groups. A detailed description may be found in Pinho [16] .
The action of an element (v, δ) of the Euclidean group E(n+1) on (x, y), x ∈ R n , y ∈ R is given by (v, δ) · (x, y) = v + δ(x, y) with the group operation (
A crystallographic group Γ with lattice L is a subgroup Γ ≤ E(n + 1) such that the orbit of the origin by translations {v : (v, Id n+1 ) ∈ Γ} is a Z-module generated by n + 1 linearly independent vectors l 1 , . . . ,
We also use the symbol L for the normal subgroup of translations of Γ isomorphic to (L, +).
The projection (v, δ) −→ δ, of Γ into O(n + 1), has kernel L. Its image, J = {δ : (v, δ) ∈ Γ for some v ∈ R n+1 }, called the point group of Γ, is isomorphic to the finite quotient Γ/L and is a subgroup of the holohedry of L, the largest subgroup
The set of all the elements in Γ with orthogonal component δ ∈ J is the coset
The group Γ is characterized by the n + 1 generators of L, plus a finite number of elements (v δ , δ), with δ ∈ J.
The action of Γ in R n+1 induces the scalar action on functions: (γ · f )(x, y) = f (γ −1 · (x, y)) for γ ∈ Γ and (x, y) ∈ R n+1 , see Melbourne [13] . A function f is Γ-invariant if (γ · f )(x, y) = f (x, y), for all γ ∈ Γ and all (x, y) ∈ R n+1 . The dual lattice of L is the set of all the elements k ∈ R n+1 such that the waves
where the dual basis l * i ∈ R n+1 satisfies < l * i , l j >= δ ij for all i, j ∈ {1, . . . , n + 1}. This representation as inner product depends on the choice of basis in L. The lattices L and L * have the same holohedry. For our purposes, the relevant property of functions f ∈ X Γ is the existence of a Fourier expansion in terms of the waves ω k (x, y)
where C : L * −→ C are the Fourier coefficients. For a real function f we have C(k) = C(−k). From the action of Γ on X Γ we get:
This induces, on the space of Fourier coefficients, an action of Γ with centraliser
for all its Fourier coefficients. The simplest Γ-invariant functions are the real and imaginary components of
∈ Γ, and we will assume that they lie in X Γ . Each function I k , for k ∈ L * , is the sum of the elements in the J-orbit of ω k . Note that the expression of I k does not depend on the choice of v δ .
For f ∈ X Γ we get Π y0 (f )(x) = y0 0 k∈L * ω k (x, y)C(k)dy. When the integral and the summation commute, then
where k = (k 1 , k 2 ), with k 1 ∈ R n and k 2 ∈ R. Grouping terms with common n first components in L * , we obtain
where
The functions Π y0 (f ) may be invariant under the action of some element
This equation imposes restrictions on the coefficients D(k 1 ), see Lemma 7.1 below.
Summarising, the minimal requirements are that X Γ is a vector space of functions and that:
(
* , (iii) the integral and the summation commute in the projection of f ,
As stated in the Introduction, these minimal requirements are satisfied, for instance, if X Γ is the space of all Γ-invariant functions of class C 1 : the Fourier expansion of a C 1 function f converges absolutely to f (see for instance Section 11 of Chapter 3 of Tolstov [19] ), and therefore (2i)-(2iii) hold.
Sufficiency of conditions in Theorem 1.2
Each one of the conditions (I), (II) and (III) of Theorem 1.2 is sufficient by basic properties of integrals:
Similarly, if condition (II) holds then
which equals either
Since f has period (0, y 0 ), both integrals are equal to
The proof that the conditions (I), (II) and (III) of Theorem 1.2 are necessary explores the restrictions on L * imposed by the presence of (v α , α) in the group of symmetries of Π y0 (X Γ ). The restrictions will be characterised by subsets of
If the defining element is not in Γ we take the subset to be empty. The last four sets are not modules. The smallest modules containing them are
, where all the unions are disjoint, and M * y0 and M * σ are the modules
These subsets do not depend on the choice of non-orthogonal components v + , v − and v σ : any element in the cosets v + + L, v − + L and v σ + L defines the same subsets.
Properties of N
With this notation, the analogue of Theorem 1.2 for L * takes the form:
and only if one of the following conditions holds:
The proof that the conditions of Proposition 4.1 are necessary is postponed to Section 7. In Section 6 below we show that the conditions (A), (B) and (C) of Proposition 4.1 imply the cases (I), (II) and (III) of Theorem 1.2. Together with Lemma 3.1 this also establishes the sufficiency in the Proposition.
Properties of Γ, L and L *
In this section we establish some basic results that will be used in the sequel. The simultaneous presence of the reflection (v σ , σ) and of (v + , α + ) in a group Γ imposes strong restrictions on L * . One of these restrictions is the subject of the next Lemma. (
where A is an n×n matrix with rows a 1 , . . . , a n ∈ R 
, where A * = A −1 T has rows a * 1 , . . . , a * n with < a * i , a j >= δ ij for i, j ∈ {1, . . . , n}. (iii) The set {a 1 , . . . , a n } is a basis for a lattice in R n and {a * 1 , . . . , a * n } is a basis for its dual. Proof.
(1) The set {l 1 , . . . , l n+1 } is a basis for R n+1 and so v δ = n+1 i=1ŝ i l i witĥ s i ∈ R for all i ∈ {1, . . . , n + 1}. Denoting the integer part ofŝ i − r i as [ŝ i − r i ], we may take
(2) Given (0, a) ∈ L, a = 0, then (0, b), b = 0, the smallest element of L in the direction of (0, a), is a generator, and (0, a) = m(0, b) for some m ∈ Z. Thus, there are elements
, with i ∈ {1, . . . , n}, and (0, b) = l n+1 , we obtain the matrix M , and M * has the form given in (2ii). Property (2iv) follows from the definition of M * Proposition 4.1 states that elements of Γ ensuring symmetry after projection have orthogonal components α + or α − . Information on the non-orthogonal components v + , v − ∈ R n+1 appears as constraints on the structure of L * . In this section we translate restrictions on Γ and L * into restrictions on Γ and L. The main tool will be to obtain information about a basis of L * and use this to find a suitable basis for L. Each condition of Proposition 4.1 is now treated in a separate lemma. We assume throughout that (v α , α) ∈ Σ y0 .
+ then one of the conditions holds:
and so (I) follows, because
We may use the basis l * 1 , . . . , l * n+1 for L * with the properties (2) in Lemma 5.2. As l * n+1 ∈ N * y0 , it follows that
− then one of the conditions holds:
Proof. The proof is analogous to that of Lemma 6.1 with 
The proof of Lemma 6.3 has three main steps. First, in Lemma 6.4 we obtain some properties of (v σ , σ) and (v + , α + ) and of the bases of L and L * . Writing v + = (v 1 , v 2 ) with v 1 ∈ R n and v 2 ∈ R, we show that there are two possibilities for v 1 , each one treated in a separate lemma.
Lemma 6.4. Under the conditions of Lemma 6.3, since σ ∈ J, we may choose bases for L and L * satisfying properties (1) to (3) in Lemma 5.2. In particular For (e) notice that v 1 − v α is either zero or a 1 /2. Therefore, for i ∈ {2, . . . , n}
The two cases of Property (d) above are now treated in separate Lemmas. Proof.
. . , l * n lie in M * . From Lemma 5.2 (2iv) and Lemma 6.4 it follows that for i ∈ {1, . . . , n} we have 
i for i = 1 and i > n 1 , and Therefore
for some l ∈ L, with s 1 = 1/2 and s i = 0 for i ∈ {2, . . . , n}, so we may replace
Using the construction of Lemma 5.2 (3) we get b 1 = 0 and
Now suppose that l * For m = 2 (mod 4) with l * n+1 / ∈ N * y0 the proof of the corresponding cases in Lemma 6.5 applies without any changes.
Proof of necessity in Proposition 4.1
We will show that if the hypothesis of Proposition 4.1 holds for the projection of the real and imaginary parts of I k (x, y), then one of the three conditions (A), (B) or (C) must hold. In this section we identify all elements of the form (v + l, δ) ∈ Γ, l ∈ L, and denote them all by (v δ , δ), since v δ and v δ + l give rise to the same subsets of L * defined in Section 4 and w k (v) = w k (v + l) for k ∈ L * and l ∈ L. For δ ∈ O(n+1) and k ∈ L * , let δk = (k 1 ,k 2 ), wherek 1 ∈ R n andk 2 ∈ R. With the notation δk| 1 =k 1 and δk| 2 =k 2 , let J Id (k) be the subset of J that preserves k 1 given by
where the second equality follows by orthogonality of J, since any element of the orbit J(k 1 , k 2 ) whose n first components equal k 1 is of the form (k 1 , ±k 2 ). Let
− k where the two expressions for J α (k) are equivalent because the elements on J(k 1 , k 2 ) with n first components α −1 k 1 are of the form (α −1 k 1 , ±k 2 ), by orthogonality of J and of α. Let αL *
* , the following invariance conditions hold:
Proof. Notice first that for any f ∈ X Γ the equality
is equivalent to
where, by orthogonality, the right hand side equals k1∈L *
and, fork 1 = αk 1 , is given by
. Each one of the functions I k is given by a summation over a J-orbit on L * . Writing its projection in the form
In particular, fork 1 
ω δk|2 (y)dy, and condition (a) follows.
Although the invariance conditions in Lemma 7.1 involve the sets J Id (k) and J α (k) for all k ∈ L * , we will show that for this proof we will only need to consider the sets:
∩ J. The rest of the proof is divided in three Lemmas. In Lemma 7.2 we describe all the possibilities for J Id and J α and obtain in each case some consequences for L * in terms of the subsets defined before the statement of Proposition 4.1. In Lemma 7.3 we study the set of all k ∈ L * such that either J 
according to each of the cases for J Id and J α . This allows us to restate the invariance conditions (a) and (b) in simpler form in terms of subsets of L * .
Lemma 7.2. Suppose that the invariance conditions (a) and (b) hold for all
Then we have one of the following cases:
Proof. Cases (1-5) enumerate all the possibilities for J Id and J α . This happens because J Id is a group; if α −1
− = σ ∈ J and if σ ∈ J then either J α = ∅ or J α has two elements. If (v σ , σ) ∈ Γ then v σ + σv σ ∈ L as in Lemma 6.4 (a) and therefore we have and the first condition in the hypothesis of the lemma must be verified for all
The proof for these cases consists of using properties (8) and (9) to rewrite condition (10) in the form
and the result follows.
In Lemma 7.4 we reformulate the cases of Lemma 7.2 in terms of L * instead of O * . The first two cases of Lemma 7.2 cannot occur since P * is too small. In the remaining cases we show that P * may be ignored and, therefore, that L * can replace O * in the expressions given. Thus, the estimate of the size of P * in the next lemma is an essential step. Lemma 7.3. P * is the intersection of L * with the union of a finite number of vector subspaces of R n+1 with codimension at least one.
Proof. P * is the union of the submodules
, by the hypothesis δ ∈ J−J Id . Thus, the codimensions of the subspaces Fix(δ) and Fix(σδ) are at least one.
Analogously, if δ ∈ J − J α and k ∈ M * δ,α then either δk = α −1
, where both Fix(α + δ) and Fix(α − δ) have codimensions at least one due to the hypothesis δ ∈ J − J α .
Lemma 7.4. Suppose that the invariance conditions (a) and (b) of Lemma 7.1 hold for all
Proof. At first, we prove the statement:
If (0, a) ∈ L for some a = 0 then property (2) of the bases, in Lemma 5.2, ensures that M * y0 has n linearly independent generators, l * i = (a * i , 0) for i ∈ {1, . . . , n}, where {a * 1 , . . . , a * n } R = R n . If M * y0 ⊂ P * then, by Lemma 7.3, the module M * y0 is a subset of one of the subspaces forming P * . Therefore, there is either an element
. By orthogonality of δ the first case implies either δ = I or δ = σ, which is equivalent to δ ∈ J Id . Similarly, in the second case δ ∈ J α , by orthogonality of δ and α, and the statement is proved. For any k ∈ L * , k = (0, 0), let g = (0, 0) be the smallest element of L * in the direction of k. Thus, there are elements
We claim that there is some h ∈ M * k such that Q * k,h ∩P * is a finite set. Lemma 7.3 asserts that P * ⊂ m i=1 H i , where each H i is a subspace of R n+1 of codimension one. Let p ∈ N and consider the subset of k + M * k with p n elements:
Each H i has at most p n−1 elements in W p and so W p ∩ Under the hypothesis of the Lemma, one of the cases (1) to (5) of Lemma 7.2 must happen.
If case (1) happens then L * = N * y0 ∪ P * , which implies M * y0 ⊂ P * . Moreover, Q * ∩ N * y0 must be an infinite set because Q * ∩ P * is, by construction, finite. Thus, there exists the period τ y0 implying that Q * − N * y0 is either the empty set or an infinite set. Since Q * − N * y0 ⊂ (Q * ∩ P * ) is finite, it follows that L * = N * y0 , which implies that (0, y 0 ) ∈ L. However, by the statement (12) , under this condition, M * y0
cannot be a subset of P * and so case (1) cannot occur.
Moreover, there is an element (0, a) ∈ L, with a = 0, due to the existence of σ in J, (see properties (2) and (3) In case (5) 
σ must be the empty set by the necessary existence of, at least, one of the periods τ y0 , τ + or τ σ and, analogously,
is empty due to the least common multiple of the periods τ y0 and τσ. Besides, either k ∈ (Q * ∩ M * ) or k ∈ (Q * ∩ N * ) and, as (0, 0) / ∈ N * , condition (C) follows.
This completes the proof of Proposition 4.1.
Restriction
In this section we present results for the restriction of functions in X Γ analogous to those obtained for the projection.
Recall that for r ∈ R, the operator Φ r maps f (x, y) to its restriction to the affine subspace {(x, r) : x ∈ R n } given by Φ r (f )(x) = f (x, r). If f ∈ X Γ then, the restriction of f is
where 
Given f ∈ X Γ , the Fourier series for Φ r (f ) is similar to that of Π y0 (f ), with ω k2 (r) in the restriction corresponding to y0 0 ω k2 (y)dy in the projection. Thus, results concerning Φ r are similar to those proved in the previous sections for Π y0 . In particular, the proof of Theorem 8.1 is analogous to that of Theorem 1.2. The condition ω k2 (r) = 0 is never verified and so the sets N * y0 and M * y0 disappear and we don't have an analogue to the condition (0, y 0 ) ∈ L. Moreover, the expression 
* . Then one of the following cases holds:
The proof of Proposition 8.1 also uses the analogue of Lemma 7.4. Under the conditions for the restriction, property (12) in the proof of Lemma 7.4, concerning the set M * y0 , does not hold. By Lemma 8.1 the case (1) of Lemma 7.4 disappears. For case (2) of Lemma 7.4 the dual lattice is L * = N * σ ∪ P * and the arguments concerning M * y0 and N * y0 must be replaced by: ifk / ∈ P * thenk ∈ N * σ . However both 2k / ∈ P * and 2k / ∈ N * σ , by definition of P * and the properties of N * σ , and so this case is not possible.
Examples
We conclude the article with some simple examples to illustrate the dependence on Γ of the group Σ y0 of symmetries of the projected functions Π y0 (X Γ ) and of the group G r of symmetries of the restriction Φ r (X Γ ) of functions in X Γ to a hyperplane. We use the notation [γ 1 , . . . , γ k ] for the subgroup of the Euclidean group generated by γ 1 , . . . , γ k . 
Thus, the projection and restriction of Γ-invariant functions are always periodic, but for y 0 ∈ N, projected functions have half the usual period. Restricted functions do not have the smaller period.
The lattice L 0 is an integral lattice: the square of the norm of all its generators is an integer. Tilting the lattice slightly keeps this property and produces a dramatic change in Σ y0 , and G r , as shown in the next example.
Example 2. Let R θ : R 2 −→ R 2 be the counterclockwise rotation of an angle θ around the origin with √ 3 tan θ ∈ Q, and let Since L θ ∩ R × {0} = {(0, 0)} and L θ is an integral lattice, then for small θ > 0, the projection P :
into a quasi-periodic set (see Senechal [17, Ch. 2] ). This is the canonical projection that was mentioned at the end of section 1.1.
The holohedry of the lattice L 0 of example 1 is the group D 6 generated by the reflection on the horizontal axis σ and by the rotation of π/3 around the origin. The next example uses a small perturbation of the lattice L 0 . It is no longer an integral lattice, and has a smaller holohedry. It illustrates the way small modifications in the lattice entail different symmetries in the projection. • for all other values of y 0 and of r, we get Σ y0 = {(0, Id 1 )} = G r . Therefore, for most choices of y 0 and of r, the projection and the restriction of all functions in X Γ do not have any symmetries, but projection from a band of integer thickness produces periodic functions, in contrast to example 3.
Crystallographic groups acting on R 3 have a richer structure, as the next examples show. The holohedry of the lattice L f in example 5 is the group of symmetries of the cube, that does not contain any rotation of order 6. Hence, if we take Γ with translation subgroup L f and with the rotational symmetries of the cube as its point group, then, for most values of y 0 , the translation subgroup of Σ y0 is L 0 but with point group that is not its full holohedry. In this case Γ = Γ and we claim that, using the terminology of Armstrong [1, Ch.26]:
• if y 0 = n √ 6/3, with n ∈ N, then Σ y0 is the group p31m; • if r = n √ 6/6, with n ∈ Z, then G r is the group p31m; • if y 0 = n √ 6/3, with n ∈ N, then Σ y0 is the group p6mm; • if r = n √ 6/6, with n ∈ Z, then G r is the group p6mm.
To establish the claims in example 6, note that if y 0 = n √ 6/3, with n ∈ N, then the only applicable condition in Theorem 1.2 is condition (I), since there are no elements in Γ with translation part of the form (a, b, y 0 ), a, b ∈ R. The lattice of Σ y0 is L 0 , as in example 5. The point group of Γ y0 contains the 2π/3 rotations around the vertical axis, (α − ) 2 and (α − ) 4 , and the reflections on vertical planes (β − )(α − ), (β − )(α − ) 3 , (β − )(α − ) 5 . The point group of Σ y0 is α 2 , βα . All these orthogonal maps occur in Σ y0 with translation part (0, 0). The same applies to Γ 2r if r = n √ 6/6, with n ∈ Z. For y 0 = n √ 6, with n ∈ N, all the conditions of Theorem 1.2 are applicable and the group Σ y0 is p6mm, with lattice generated by ( √ 3/6, 1/2) and (0, 1), as in example 5, and point group generated by α and β, with ((0, 0), α) and ((0, 0), β) ∈ Γ.
If y 0 = n √ 6/3, with n ∈ N, n ≡ 0 (mod 3) then (0, 0, y 0 ) ∈ L f , so condition (III) of Theorem 1.2 is not applicable, but condition (II) is. Then n( √ 3/6, 1/2), α ∈ Σ y0 by condition (II) applied to (nF, α − ) ∈ Γ. Similarly, n( √ 3/6, 1/2), β ∈ Σ y0 . Since the translation subgroup of Σ y0 is the hexagonal lattice L 0 and since Σ y0 contains a rotation of order 6, then it is p6mm. The group G r is the same for r = n √ 6/6, with n ∈ Z. Note that this is a different representation of p6mm, here the translation subgroup is L 0 and the rotation of order 6 does not fix the origin.
