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Abstract. A tree can be represented by a language consisting of a suitable coding of its finite 
branches. We investigate this representation a d derive a number of reductions between certain 
equivalence problems for context-free tree grammars ~nd recursive program schemes and the 
(open) equivalence problem for DPDA's. This is the first ~zrt of th~s work: it is devoted to 
technical results on prefix-free languages and strict deterministic grammars. Application to 
context-free tree grammars will be published in the second part. 
A finite tree can be considered as a generalized word a~d the theory of tree 
languages (i.e. of sets of finite trees) is an extension of the theory of languages. To 
be precise, a tree means here a well formed term on a finite ranked alphabet. 
Context-free tree languages have been alrcady defined and investigated in several 
papers among v:hich we quot~: Fischer [13] (with a differe,t terminology), Rounds 
[28], EngCfriet and Schmidt [12], Nivat [23], Arnold and Dauchet [1, 2]. 
On the other hand, the theory of recursive program schemes introduces infinite 
trees which can be visur!ized as "infinite wellformed terms" on a finite ranked 
alphabet and ~,re defined by certain tree grammars called here schematic [26, 23, 
8]. Such tre,zs are called algebraic. By a result of [24, 8], two schemes are equivalent 
if and only i the corresponding infinite trees are equal. Hence we are interested in 
the equivalence problem for schematic grammars. Since this problem seems to be 
diffieull to solve directly, we reduce it here to a decision problem for context-free 
gramm trs. 
The purpose of this paper is to investigate a representation of tree~ and tree 
hmguages by languages and its a~pfication to reductions between decision p,obiems 
for co~ttext-free tree grammars, schematic grammar~ and context-free grammars. 
Let us describe informally this representation (which was first introduced irl [26]) 
A finite tree can be represented, i,e. is completely defined by the lan2uage consis- 
t2ng of its finite branches (appropriately coded as woxds on a certain alphabe'_). The 
same iaolds for certain infinite trees called locally finite. If a !ocally finite tree is, 
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generated by a schematic grarm,aar, the language of its finite branches i generated 
by a context-free grammar that can be constructed from the schematic grammar 
and is strict deterministic [ 18]. 
We obtain in particular the two following results: 
(1) A lo~Uy finite tree is algebraic if and only if the language of its branches is 
deterministic (i,e. is a deterministic context-free language). 
(2) The equivalence problems for schematic grammars anti DPDA's are inter- 
reducible. 
In order to prove the "if" part of (1) we characterize those strict deterministic 
grammars which are associated with schematic grammars. We call them complete 
deterministic, a refinement of Harrison and HaveFs definition. The concept of a 
complete fang,rage is introduced in order to characterize the languages which a~e 
(up to an isomorphism) the ianguage of branches of some locally finite tree. 
About context-free tree grammars, we also obtain that the equivalence problem~ 
for simple deterministic tree grammars and DPDA's are interreducible. This resu[~ 
is of special interest since the equivalence problem for simple deterministic gram- 
~aars is solvable [21, 4] as the equivalence problem for DPDA's is open. 
The paper is divided into two parts. The first one consists of the present intro- 
duction, and preliminary results of language theory. Definitions and notations 
about languages, context-free grammars and deterministic pushdown-automata 
(DPDA's) are fixed in Sectic~n 1. The concept of a complete langua,;e isdefined and 
studied in Section 2. Two ways of completing a given language are considered, 
which become ffective when applied to a deterministic language. Section 3 deals 
with strict deterministic grammars and several refinements of the definition of [ 18] 
which will be useful for apolicafions to tree grammars. ~i'he second part, to be 
published in lhe next issue of this journal, will use the material of the first one to 
study tree grammars. Context~fiee tree languages and their ,..;et:~; of branches will be 
defined and studied in Section 4, infinite algebraic trees, (associated with recursive 
program schemes) in Section 5. 
The numbe:d~g of a theorem, definition etc., indicates the section where it stands 
(e.g. Theorem 3.14 in Section 3, hence in the first part of the paper). 
This paper is based on the author's doctoral dissertation [6]. Certain ot the 
results have been presented at the 15 th Annual Symposium on Switching and 
Automata Theory, New Orleans, 1974 [5] and at the 3 rd G.I. Conference on 
Theoretical Computer Science at Darmstadt, 1977. 
1. Preliminaries 
We fix notations for sets, I~.:Jguages, context-free grammars and DPDA's. Our 
definitions differ on some teomical points from the classical ones. 
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We let Card(X)  denote the cardinality of a set X and 2 x its power set. For a 
partial mapping A:  X -, Y, A(x)~ abbreviates "A(x ) i s  defined" and A(x)? "A(x ) i s  
undefined". If n is a positive integer, [n] denotes the set { 1, 2 . . . . .  n}. We denote by 
X -  Y the set of elements of X which do not belong to Y. 
A partition of a set X is a set rr of pairwise disjoint non-empty subsets of X 
the union of which is X. The elements of rr are called the blocks of the parti- 
tion ~r and zr will be frequently enumerated as a family rr ={X~/i ~ I} indexed 
with some set L An equivalence relation is cantmical!y associated with a partition 
by: 
a -b (modrr )  iffo. b~X~ for someicL  
In the context of a fixed partition rr we use a -- b instead of a - b (mod rr). 
A partial order on the set of partitions of some set X is defined by: 
zr ~ zr' iff every block of rr is containe:i in some block of rr'. 
If ~- and 17" are partit ions of two disjoint sets X and X '  then 7r ~ 7r' is a partition 
of X~'X ' ;  if Y=X we denote by ~rnY={ac~Y/amY~O and a6~r} the 
restricticn of ~ to Y (it is a partition of Y). 
We now recall some definitions and notations on words and languages. If X is a 
(possibly infinite) alphabet, X*  denotes the set of words on X and e the empty 
word. The length of a word u ~ X* is denoted [u [, its mirror image is denoted fi and, 
if u ~ e, its leftmost ,;ymbol is denoted FIRST(u). 
The set X*  is ord~ered by the prefix order: u---< v iff v = uw for some w ~ X* 
(u is a prefix of v). "]'he relation --< ;xtends to languages in the following way: for 
u ~X* ,  L, L ' c  ~* ,  u---<L' iff u--< v for some v ~ L' and L- -<L'  iff u -<L '  for 
all u eL .  A language Lc  X* i~ prefix-free (in French: prdfixe) if u., v 6 L and 
u -< v imply u = v and prefix-closed (in French: clos par prgfixe) if u --< L implies 
u~L.  
For u ~: X*  and L = X*,  we define the left-quotient u \ L = { v ~ X* / uv ~ L}. 
]if I . c  X ~, there exists a minimal set Y c X such that L c: y* .  It is ca,~d the 
minimal a:'?habet of L and denoted a(L). 
It wW. be useful to consider k-tuples of languages, especially in Sections 4 and 5 
but a,~so when considering strict deterministic grammars: this will give us some nice 
formulations. 
For k "zN, k I> 1 a k-language on X is a k-tuple of languages i = (Lt . . . . .  L~). 
Let S.JM(F-,)=U{Ldl <~i<~k} and a(I~)=a(SUM(F,)). A multi!anguagc is a k- 
language for some ~c. A k- language is prefix-):ree if SUM( / ] ) i s  prefix-free and 
L~ n I,i = ,,0 for 1 ~< i< j ~< k. 
We now give some background on context-free gram~ars (in French: gr~, mmazres 
algdbriques ). 
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A context-free grammar G with terminal alphabet X and non-terminal phabet 
N (we write thelr~ G(X, N) to indicate the alphabets) is a set of equations: 
Si = m~.i + • • • + m~.s, 
1 <~ i ~;; n, m~.i e V* 
where N = {S1, . . . .  , Sn} and V = X u N.  
We also define R(G, $i)= {mJ1 ~ j ~ si}. 
If st = 0 the ith equation is Si -~  and R (G,  S~)= ~. 
Such a system has a minimal solution in 2 x' .  By SchiRzenberger's theorem [29], 
it coincides with the n-language (L(G, S~),... ,  L(G, Sn))where L(G, S~) is diefi~ed 
as usual. The derivation is de~mted u-~* v, the leftmost derivation is denoted 
u :~* v. If necessary we indicate the number of steps: ~ --} ~ v and/or the grammar 
involved" u :O 'v ,  u ~v  etc. (0-step derivation is identity). For m ~ V*, let 
L(G,m):={u¢X*/m-** u}. Such a language is called context-free (in French: 
a!g~brique ). 
Context-free grammes are often defi~aed with some s~art symbol or axiom. In 
orde= to generate k-languages we will use a k-tuple of start symbols and call it also 
an axiom, .4=(A1, . . . ,Ak )~N k. The k-language generated is f_.(G)= 
(L(G, AO, . . . , L (G ,  Ak)), also denoted! by L(G,~). We write G(X,N,.~) to 
specify the axiom. A grammar G(X, N) is O-reduced if L(G, S) # fJ for all ;~ ~ N.  A 
graft:mar G(X, N, ~)  is A-reduced if for all T ~ N, Aj ->* u Tv for some i ~ j 
and u, v ~ V* (with V = X u N). If a grammar is both l~-reduced and A-reduced, it 
is said reduced. 
Any grammar can be effectively transformed into a ~-reduced or A-reduced or 
reduced grammar. If it happem that L(G, A~)= ~1 for some component A~ of ~,  we 
delete A~ from N and replace it by the new symbol O in .~. Hence, in general the 
axiom ,~ of a grammar is a k-tuple of elements of N u {O}. 
We will mainly deal with prefix-free deterministic languages [16], defined by 
deterministic pushdown automatas (DPDA's) (in French: automates ddterministes it 
#le). 
A DPDA is a 6-tuple a = (Q, X, F, & qo, Z0) with set of states Q, input alphabet 
A, pushdown alphabet F.(~ will accept by empty store and needs no final states.) 
We assume that qo~ Q, Z0~F and that the transition function 8 is a partial 
mapping: Q × (X ,,.) {e }) x F -~ G x F* such that 8 (q, e, Z)~ implies 8 (q, a, Z)I' for alI 
q ~ Q, Z ~ F and a ~X. A configuration of ~ is a r:,air (q, m)~ Q x F*, the mode of 
(q, m) is (q, FIRS: .I?(m )) and FIRST(m) is the top-mos~ symbol of the stack m. The 
mode is undefined if m = e. (Some author~ write (q, r~:) the configuration that we 
write (q, m))  The behaviour of ,z fis described by a binary relation, the transition on 
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the set Q x X*  x I'* of instantaneous descriptions. The transition is denoted ~- - - - -  
anddef inedby(q,u,Z) l  - (q' ,v,m') i f f  6(q,a,Z)=(q',m"), u=av and m'--- 
m"m. (Note that a~Xw{e}) .  The language accepted by ,~ is N(a )= 
{u ~ X*/(qo, u, Zo)~ * (q, e, e) for some q ~ Q}. It is prefix-free. Let PDet = 
{N(a)/c is a DPDA} be the family of prefix-free deterministic languages. Two 
DPDA's  a and ,z' are equivalent if N (a )= N(a.'). 'Ft~e equivalence problem for 
DPDA's  is still open (see Valiant [33] for decidable subcases). 
A DPDA is real-time if 6(q, e, Z)1' for all q, Z. Following Valiant we denote by 
Ro the class of languages {N(a)/a. is a real-time DPDA}. Observe tha~: L = 
{wc, w dff/w ~{a, b}*}c {a, b, c, d}* is both prefix-free deterministic and T(a) for 
some real-time DPDA a accepting by final state (see [16]) but does not belong to 
R0 (easy proof left to the read~r). 
A co_,_,aguration (q, m) of a DPDA a is reachable (in French: accessible) if
(qo, u, Zo)l * (q, e, m) for  some u. A mode (q, Z )  is reachable if (q, Zm) is 
reachable for some m ~ F*. The reac'.;ability of a given motJe or configuration is 
decidable (by methods basically derived of Lemma 2.5.3 of [16]). A configuration 
(q,m)is l 've i f (q,u,m)l  * (q ' ,e ,e ) fo rsomeu~X*andq '~Q.  ADPDAa is  
faithful (:in French: fidMe) if every reachable configuration of a is live. 
Here is a technical emma: 
Lena  1.1. Given a DPDA a, o~ can construct a faithful DPDA a' such that 
N(a,)=N(a'). 
Proo| .  Let o = (Q, X, F, 6, q0, Z0). It is not faithful if some transition can lead f:om 
a reachable configuration to a non-live one. We will prevent such a possibility in 
~z'. Note that the liveness of a configuraticn (q, Zm) of a does not depend only on 
the mode but aJ~u on the whole content of the pushdown store. But we will modify 
a in order to satisfy the former, and then, it will be possible to eliminate transitions 
leading to v.cn-live configurations. To do so we first investigate the structure of live 
configurat|ons. 
For m a F* and k = O let us define: 
p(m, k)= {q ~ O/~u ~ X*,  :lq' ~ k, (6', u, m )1 - -  (q', e, e )}. 
Intuitively, p(m, k) is the set of states q such that the configuration (q, m) is 
transfo,med into (q', e) for some q' ~ k by some input w vrd u ~ X*. Clear!y, (q, .,~,) 
is live if and only if q ~ p(m, Q). And we haw~ the following facts: 
(1) .r(c,k)=k, 
(2) p(Zm, k)= p(Z, p(m, k)), 
(3) p(Z, k ) i s  computable (from Lemma 2.5.3 of [16] for instance). 
V~re now construct a DPDA a' which simul~Ltes the transition sequences of ~. Ti~i.'~ 
DPDA puts on the push,down store a certah~ infor,nafion which all(~ws i~ to k~,w. 
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befo~ p~.'dorming any transition, whether the next configuration is to be live or 
not. The: transition is performea in the former case only. Hence every accessible 
configuration is live. 
The exmfi~ratiOn (q, Z1 . .Z , )  of ~ is simulated by (q,[Zl, kl] 
Z' -  e.,Q m • [ , 2, k2] [Z,, k,]) with ki = p(Z~+l "" Z,, Q) for 1 ~ i < r (hence k, = O). By fact 
2 above thisproperty is satisfied iff: 
ki = p(Zl+l, ki+l) for 1 ~ i < r and k, = Q. 
Assuming this, ~,/can make sure that (q, Z~. - .  Z,) is live by checking that q 
p(Z~, k0. We give now a ~orrnal construction: 
~' = (o, x, r', a', qo, z~), 
r'. = r x ,2°, 
z~ = [Zo, o1, 
8'(q, a, IZ, k])= (q', 8)if 8(q, a, Z )= (q', ~)and q' ~ k 
= (q' ,  [Z~,  k l ]  • • • [Z , , ,  k .~])  if  
I n(q, a, Z )= (q', z l . . .  z~), 
k,,, = k, 
t k~ = p(Zi+l, k~+l) for ! ~< i < m, 
[ q' c p(Z1, kl). 
undefined otherwise. 
The reader will easily prove by induction on n that: 
(qo, u, Z~)l ~,(q, e, [Zl, kl] • • • [Z,, k,]) iff 
k,=Q, 
ki = p(Zi+l, ki+l) for 1 -~ i < r, 
q E ,v(Zl, k~), 
n 
(qo, u, Zo)~- - -  (q, e, Z~ . . . Z . ) ,  
(q, Zl  .... Z,) is live. 
It follows that N(~z)= N(a,') and ,z' is faithful, i-! 
Remarks 1.2. (I) Using Properties 1, 2, 3 of p one easily constructs a left-linear 
grammar generating {qm e Qr*/(q, m)is live}. Hence this language ~s regular. 
(2) The transformation of ~z into ~z' preserves a number of properties of ~z: the 
real-t:ime-ness, the number of statPs. 
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Finally, it will be useful to define: prefix-flee deterministic m ulti',,anguages. Let 
a = (Q, X. F, 6, qo, Zo) be a DPE.A. Let 0 = (0~ . . . . .  0k) be a sequence of pairwise 
disjoint subsets of Q. Let us defiae fflo(a~) = (L ~ ....... , Lk) where 
~g 
Li={u~.X*/(qo,  u, Zo)l (q,e,e)forsomeq~_Oi}; 
this ~ clearly a prefix-free k-language. 
i~';,~ark 1.3. With the notations of Lemma 1.1, let a"= (Q, X, F, i3', q0, Z~) asso- 
~,: ed with ~ and 0 as al, ove with Z'~=[Zo, U~kO~] .  Let also 0 '= 
l ,c'~,.. . ,  0~-1, 0~,) with 0~, = O --[._J~<k 0~ and 0~ = 0~ for 1 ~< i <~ k - 1. Then we 
have the following properties: 
(i) ,~" is faithful, 
(ii) /Ve,(a") = ~0(a,), 
(iii) O=~. J~k  0~. 
This technical remark wi!l be useful in proposition 2.19. 
2. Complete ianguage~ 
We introduce here zr-strict and 7r-comp!ete languages. These  languages 
naturally appear when one considers the set of branches of a tree, as we will do in 
Sections 4 and 5. The notion of a complete language is an extension of that of 
complete prefix-free code defined in Nivat [22]. We examine the completeness of
context-free and deterministic languages and define several ways of completing a
given language 0vhlch are effective for deterministic languages. 
2. I. zr-strk.t and ~r-complete languages 
Defin|tiou 2.1. Let X be a finite alphabet and 7r a partitic, n of X. A language 
L = X*  ~.s ~r-strict if 
(1) L is prefix-free, 
(2) fc~,r all u, v, w ~X*~ a, b ~ X if uav and ubw ~ L, then a -  b (which !:neans 
a - -b (r,aod zr)). 
It ~s ,,:-complete if it is zr-strict and 
(3) f~r all u, v ~ X*,  a, b ~X such that uav ~ L and a ~ b there exists ~,'~ .~* 
such that ubw ~ L. 
Examples. (1) Let X={a,b ,c ,d , f}  and 7r = {{a, b, c}, {d,f}}. The language L = 
{a, bd, bfa, ca, cb, cc} is ~r-strict but not n--complete; L'=Lw{bfb,  bfc} is ~- 
complete; L "= {a, bab, b=d, bfc} is prefix-free but not 7r-strict. 
262 B. Courceile 
(2) By using an appropriate coding, the set of branc~e~ of a tree can be charac- 
terized as a ~r-eomplete language. 
Let us ,define ¢(u,L)-for- L=X*  and u~X*  to be {a~X/uav~L for some 
o ~ X*}. Intuitiwfly, o-(u, L) is the set of ietzers a of-X such that ua is a prefix of 
some word in L. In othe, r words, when reading a word w = uav from left to right. 
you are sure that w is not in L if a is not in ¢(u, L). 
Condition 2 inL Definition 2.1 means that or(u, L) is contained in some block of ~r 
for all prefix u of L. Condition 3 means that ¢r(u, L) is empty or is a block cg ~r. 
The following lemma is given without proof since it is only a routine application 
of definitions. We will often do so in the sequel. 
Lemma 2.2. A language is 7r-complete iff it is maximal for inclusion among the 
family of or-strict languages. 
Remark 2.3. If rr ={X}, a It-complete language is just a maximal prefix-free 
language~ i.e. a complete prefix-free code (in French: code pr#fixe complet) as defined' 
in [22]. We will use the abbreviation CPC in the sequel. 
For an arbitrary language L, the set of non-empty or(u, L) for u ~X*  is not 
necessarily a partition of X. But there exists a least partition u such that or(u, L) is 
conta';ned in some block of p for each u ~X*.  Let us denote it by ux(L). 
Proposition 2.4. Let L c X*  be prefix-free 
(l) L is Ir-strict iff vx(L)~< ~r. 
(2) L is ~r-complete iff it is ~,x(l'~)-complete. H nce if X = a (L), the language L is 
complete for at most one partition of X. 
Hence the completeness of a language is an intrinsic property. In fact, a language 
is complete iff it is prefix-free and for all u, v, w, u', v' ~ X*, for all a, b ~ X: 
uav ~ L ) 
ubw ~ L t imply u'bw' ~ L 
u' av' ~ LJ 
I 
for some w' ~ X*. 
Proposition 2.5. (1) I f  L c X*  is w-complete and u ~ X*  then u \L is ~r-complete. 
(2) Xf L is prefix-free, and LL' SO, then LL' is 1r-complete iff L and L' at. 
~r-complete. 
2.2. How to complete a language 
We consider here how to transform a non complete language into a complete 
one. Later we will apply these constructions to context-free languages and obtain 
inte~-esting differences between deterministic and non-deterministic langu ages. 
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Two different completions will be defined. The first one simply adds some words 
in order to obtain a complete language. 
Let L be a ,r-~trict language. Let /S,~ =LwK where K = iua/u ~_X*, a ~X, 
aC:tr(u,L)and a -b  for some b~o'(u,L)}. Then: 
Proposition 2.6. 1I L is ~r-strict itan E,~ is 7r-complete. t'or any 7r-complete language 
L' such that L ---< L' then F.,~ -< L'. 
m 
This means that our completion L,~ is minimal w~th respect o the order --< on 
languages. 
We will write/_7, instead of/[~ if 7r = {X}. Hence/~ is the minimal CPC containing 
the prefix-free language L. 
We now define the second completion. It applies to a prefix-free language L and 
produces a complete language I~. on a different alphabet, such that L is an 
homomorphic image of/~. 
Let LcX*  ana L 'c  Y*. We say that L is a sharp image of L' (in French: image 
nette) if there, exists an homomorphism 0" Y* ~ X* such that 
(1) O(Y)c X, 
(2) O(L')= L, 
(3) the rest:fiction of 0 to L" is one-to-one. 
Proposition 2.7, Let L c X* be prefix-fi,ee. It is the sharp image of a complete 
language I~. I/ L is a sharp image of a complete language L' then I~ is a sharp image 
of L'. 
Proof, Let ,(" = {[a. ,z~ ]/a ~ a = X}, let ~b" ,~'." -~ X be defined by ~b([a, a ]) = a. 
Let L cX*  be prefix-free and 0"X*~ X'* be the following partial mapping 
(relative to L}: 
I O(ua)=d/(u)[a, tr(u,L)] if or(u,L)#O, undefined otaerwise. 
Let J~=(O(u)/u~L} and -k the partition such that [a,~]-[b,B] (rood ~-) itt 
Clea:'ly, L=th(L )  hence /~ is prefix-free. Let v~.V*, then cr(v,L)= 
{[a,a) aea=or(d~(v), L)} which is a block of 7~. Hence L is ~-complete. The 
mapFi lg ~b is one-to-one on L since d,(~(u))= u for u ~ L. Hence L is a sharp 
image of the complete language/~. 
Let us give some intuition about this. 
A prefix-free language L fails to be complete if it contains two words uav and 
u'av' such that or(u, L) ~ or(u', L). If we replace uav by u[a, ~r(,J., L)]," and day'  by 
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u'[a, cr(u',L)]v' i.e. if we "repaint" the letter a using different "colors" according 
to what precedes a in the two words (namely u or u') this failure disappears. We 
. . . . . . . . . . .  u. £hen L is the repaint e:~eryletter in~eeery word similarly and obtain ~#(u) from ~ 
set of ',repainted" words O(u)forall u e L. 
We now prove that L is final among complete languages h~v_i~g sharp, image L. 
Let~0:L, L such that L i sa  sha~ image of a complete language L' c y*. 
Cla~an. Let uav and u'av' eL'. Then ¢(O(u), L)= cr(O(u'), L). 
Proof. Assume the contrary and let b e¢(O(u), L), b~cr(O(u'), L). "t~ea f<,t sore 
b' e Y, w e Y*, O(b')=b and ub'w eL'.  Since uav and u'ao' eL '  andL' is complete, 
u'b'w' e L' for some w'e Y*. Hence e(u')ba(w')e L and b e ¢r(0(u'), L), contradic~ 
tion. I"l 
Let 0: Y*-->X* such that O(a)=[O(a), ¢r(O(u),L)] for some uaveL'  and any- 
thing, say [O(a), {O(a)}], if a does not belong to the minimal alphabet of L'. By the 
claim, 0 is well defined. 
It is dear that 0 = ~b * 0; hence 0 restricted to L' is one-to-one. For any u ---< L', 
0(u)= ~(O(u)). By induction on u: 
(1) O(e)=e=d/(O(e)) 
(2) O(ua)= O(u)O(a) 
= O(O(u))[O(a), ¢r(O(u), L)] (by inductive assumption and the claim), 
= qt(O(ua)). 
Hence 0(L')= 4/(0(/_,'))= O~L)= L,. [] 
~/e have the following commutative diagram: 
L, . . . . . . .  0 ~/ . . ,  
L 
CoroHan, 2..8. For prefix-free languages L and L': 
(1) L = L' i ff I~ = If,', 
(2) (L'L') = L/~'. 
2.3. Thecompleteness of context-free languages 
For context-free languages, we obtain some negative results: 
Proposition 2.9. It is not decidable whether a ~ontext-free language, known to be 
prefix-free, is complete. 
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Proof. Let (x~, y~)~, ,  be a Post correspoadence problem with x,, y, ~ {a, b} ~ . Let 
X={a,b ,c ,d}w[n] .  (To be correct, one shot:!d ~kc an a i f i~bet  in one-to-one 
eorrespqndence with [n] instead of [n ], but no ambiguity will iollow from this.) 
Let L ={i t -  • • ikcwd/k ~0,  i~ , . . . ,  ik ~ [n], w ~ {a, b~ ~" and (w # x,~ . . .  x,, or w # 
y~, • . .  y~,)}. This l inear language is contained in L '=  [nj*c{a, b}*d hence is prefix- 
free. :Let ~-={{i ,2  . . . .  ,n,c}, {a,b,d}} It is clear that vx(L)=rr, hence L is 
complete iff it is ~--complete. If the given problem has no solution, then L = L' 
which is rr-complete. If it has solutions, L~L '  and L cannot be r-complete 
since L' is. 
Remarks 2.10. (1) Similarly, to t)e a CPC is not decidable for a prefix-free context- 
free language. 
(9) By a s!milar construction one can prove that vx(L(G)) is not computable in 
general for a given context-free grammar G. See [6]. 
Proposition 2.11. There exists a prefix-free context-free language Lo which is not a 
sharp image o] any complete context-free language; hence I'~o is not context-free. 
IProot. Let Lo= {,~"b"c"d+a"b'c"f/n, m >10}. If L0 is context-free, L,', = 
£on~'*[d,{d, ] '}]  and L~;=~b(L6) (see Proposition 2.7) are so. But Li;- 
{a"b"c"dln ~>0}. Contradiction. If Lo is a sharp image of a complete language L', 
6(L')= / •-.o arid L cannot be context-free. 
Example. Let L'={ffwcc/ws{a,b}*} and L=L'~{a,b}*cd. Then I~' is not 
context-free but l~ is context-free (left to the reader). Note that L' and " arc ~ot 
deterministic ~ad compare with Theorem 2.14 below. 
Propo,dffJL 2.12. There exists a prefix-free context-free language L~ such that L1 is 
not context-free. 
Proof. Let Lt={a" 'b"cPdd/m#norn~p}c{a ,b ,c ,d}  ~. Recall that i-~ is the 
least CPC containing L~ (see 2.4). Then [ ,~c*b*c*d  ={a"b"c"d!n ~0~ i,,, not 
contev -free. []  
Remark 2.13. L~ is included in the colnplete language: {a b, "}~ d{a, b, c}*d In 
gener~l, if ~ context-free language L is concained in a rc~la~, ~-;re'~x-f~ee lan,~u',~c_ . .  
K, then L c /~ and/ (  is a regular CPC (by Theorem 2.14 be low 
The following question seems to be open: 
Is any context-free prefix-free language L contained ir~ ~r:~e context-free '~ P .... 
L'? 
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2.4. The case of detel~,nmistic languages 
The previous negative results show that the completeness condition does not 
fit to general context-free languages. On the other hand it fits very well to 
dete~ni~t ic  ones. 
Theorem 2.14. Given any prel~x-Eree deterministic language L ~ X* one ran 
effectively: 
(1) compute vx (L ), 
(2) decide i[L is complete, or i[L is w-strict, 
(3) construct a DPDA ~ such that N(A)= £, 
(4) construct a DPDA 7~,~ such th¢:t N(~,,) = L,~ for a partition ~r >~ ,(L). 
Proof. By Lemma 1.1, one canassume that L = N(a.) for some faithful DPDA a - 
(0, X, F, 8, ao, Zo). Since ,~ is deterministic and faithful, for all u ~ X* one and only 
one of the following three conditions it~ satisfied: 
(1) (qo, u, Zo)', *(q,e, rn)forno(q,m)EO×F*andu\L=l~. 
(2) (qo, u, Z0)I ..... * (q ,e ,e ) fo rsomeq~Oandu~L,  
(3)(qo, u, Zo)1 :-*(q,e, Zm) for q~O, Z~F and m~F*  sucla thai 
8(q, e, Z)t .  The configuration (q, Zm) is unique, 
u\L={v~X*/(q,v,  Zm)[ * (q',e.,e)forsomeq'~O} 
and or(u, L )= {a ~ X\6(q,.a, Z)~} since a. is faithful. 
For q e O and Z ~ F let A(q, Z)= {a E X/8(q, a, Z)~,}. Hence. {or(u, L)/u ~ X*} = 
{l~}u {A(q, Z)/(q, Z)  is a reachable mode of a.}. This set is computable" so is px(L). 
A DPDA a is ~r-strict (resp. 7r-complete) if i.t is faithful and for each reachable 
mode (q,Z), A(q,Z)=a for some a~I r  (resp. A(q,Z)~Iru{~}). Hence for a 
faithful DPDA ,~, the language N(,~) is rr-striet (resp. ~r-complete) iff a. is ~r-strict 
(resp. ~r-complete); this property is decidable and the second assertion is proved. 
Let ~. = (Q, ,~, F, ~, qo, Zo) such that: 
g(q, e, Z)= 8(q, e, Z)  if 8(q, e, Z)$, 
8(q,[a,a],Z)=8(q,a,Z) it' aEa=A(q ,Z) .  
By induction on n, one pn Jves that 
n n 
(qo, u, Zo): (q, 8, m) if (qo, C,(u),Zo)Z --(q,e,m). 
c 
hence N(A) = £. 
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Assume now that fer any reachable mode (q. Z )  of ~:, a(q, Z )c  a for some 
ot ~ ~-. Let ~,, = (O',  X, F, 8', qo, Z~,) such that: 
O' = O u {qt} (with q¢ ~ Q) 
8 ' (q ,e ,Z)=6(q ,e ,Z)  i fS (q ,e ,Z)$  
8 ' (q ,a ,Z)=d(q ,a ,Z)  i f aeA(q ,Z) ,  
=(qt, e) i fa [A(q ,Z)buta=bforsomeb~d(q ,Z) ,  
8'(qt, e, Z )= (qt, e) for all Z e F. 
Then N(, i , , )=/2,, .  El 
Let SDet be the family of simple deterministic languages [21,4], and ?Reg be the 
family of prefix-free regt, lar languages. Hence PReg c SDet c Re. 
Coro l luy  2.15. The mapping L "--, I~ preserves the families o/languages PReg, Ro 
and SDet. 
Remark 2.16. Since the number of states ot DPDA is not modified by the con- 
struction of Lemma 1.1 and Theorem 2.14.3, deg(/~)= deg(L) in the sense of [18]. 
Corollary 2o~7. The mapping L "--, L,~ preserves the family PReg but neither SDet 
nor Ro. 
]h'oof. Let L~:{c, b,c}* the simple deterministic language generated by S = 
aSS + b. Let a- = {la, b, c}} and L'=/_7.,,. Then L' ¢ Ro: for any u --< L', either u ~ L' 
or uc e L'. ~lence min{Ivl/uv s L'} ~ 1 and an Ro-language satisfying this property 
must ~e ' egular. But £ '  is cleady not. Since SDet c Ro, we are done. k--] 
Propos~tion 2.18. Let L ~ Ro (resp. SDet) be r-strict. There exists a 7r-complete 
L' D L ,vhich belongs to Ro (resp. SDet). 
Proof. Let a =(O,  X, F, &~,~, Z.)  be faithfui and real time such that for each 
reachable mode (~, Z) ,  J (q,  g )c  a for some ~ e rr. Let ,. ..... ',O', X, l', 6', q,,. Z,,~ as 
in the ~roof .ff Theorem 2.1,t except that 
8 ' (q f .a ,Z)=(%e)  for a l la~a~rr ,  
where a is an arbitrary but fi::ect block of rr. Clearly L c N(a'), N(a ' )  i. ~, ~--complete 
al~d belongs to Ro. The ~:~se of simple determir~istic languages is lef~ to the 
reader. [] 
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Most properties of ,r-strict and ~r-complete languages easily extend to multi- 
languages. The following definitions and results will be used later: a multilangua£e 
E = (Lx , . . . ,  Lk) is ,r-strict (resp. ,r-complete) if i= is prefix-free (see Section 1) and 
SUM(L) is ~r-strict (resp. ,r-complete). Hence /S is an ordered partition of a 
,rostdct (resp. ,r-eemplete) language some blocks of which may be empty. 
With the notations of Remark 1.3, we obtain: 
Proposition 2.19. Let ~ be a faithful DPDA and 0 a sequence o]' pairwise disjoint 
subsets of Q such that Q = [,.Jl~i~k 0~. For any partition ,r of X:  
(1)/~ro(~) is ,r-strict iff ~ is ,r-strict. 
(2)/~e(,~) is ,r-complete if/,~ is ~-complete. 
3. Strict and complete deterministic grammars 
Strict ~eterministic grammars, defined by Harrison and Havel~ [18] generate the 
prefix-free deterministic languages. We refine this notion into that of a *r-stric~ 
deterministic grammar with respect o a partition ,r of the terminal alphabet. These 
grammars generate the deterministic languages which are ,r-strict, then called 
,r-strict deterministic without ambiguity. We also define the ,r-complete deter- 
ministic grammars, which generate the ,r-complete (and) deterministic languages 
The motivation of such definitions will appear in Sections 4 and 5. But we think 
they are natural generalizations of that of [18] which are interesting by themselves. 
Let us draw the reader's attention to Proposition 3.14 by which a property of a 
grammar is inferred from a property of the language it generates. 
3.1. Strict and complete partitions of a context-free grammar 
Definition 3.1. Let: G(X, N) be a context-free grammar (see Section 1 for nota- 
tions) and V = X t., N. A partition ,r of V is strict for G if: 
P0: each block of *r is contained in X or in N, 
PI: for all S, S' ~ N, for all t~,/3,/3' E V*, if S - S', S ~ aB and S' -> a/3' then: 
e i ther /3=/~'=e and S=S'  
or /~#e, /~ '~e ar.d FIRST':~)-FIRSY(/T) 
A strict partition rr is complete if: 
P2: for all S ~ N, for all To T' ~ V and a,/3 ~ V*, if S --> aT~3 and T ' -  T, then 
S' -* a T'/3' for so~,~. S' - S and :6' e V*. 
In the first case G is ,r-strict deterministic (denoted also ,r-SD), in the second 
one, (7 is ,r-complete deterministic (or ,r-CD). A grammar is strict deterministic 
(resp. complete deterministic) if it is ,r-SD (resp. *r-CD) for some partition *r. 
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In [18], Harrison and Havel do not introduce complete deterministic grammars. 
They only co~asider strict partitions zr such that X ~ zr, but the two classes of strict 
deterministic grammars are the same. A lot of their results will be valid with slight 
changes only. 
An axiom A~ = (~t~, . . . ,  A~)~ (N ~ {~3}) k for a ~--strict deterministic (resp, r -  
complete deterministic) grammar G(X, N)  must satisfy the following condition P3 
(resp. P4): 
P3: No = {Ai/1 <~ i <~ k and A~ # ~} is included in some block 3f 7r. 
P4: No is a b~ock of zr. 
Preposition 3.2. (1) Let G be a SD grammar, (resp. with an axiom ). The set of strict 
partitions for G has a least elenent denoted u(G). 
(2) One can decide if a given context-free grammar G is SD. If it is, o~e ,ran 
compute ,(G). 
Proo| .  Theorem 2.4 and Algorithm 1 of [18]. E-] 
Let G¢X, N, ,4) be A-reduced; let X 'c  X be the set of terminal symbols which 
occur [:, the equations of G and V' = X '~ N. Le~ u'(G) be the least partition of V' 
which is strict for G. Then'  
Proposition 3.3. I f  G is complete determmi6tic then p'(G) is the only partition cf V 
complete for G. One can decide if G is complete determini~::ic, 
Proof. Let -, = u'(G) and assume that G is ~r'-completc deterministic; by tJro - 
position 3.2, zr ~< 7r'. We prove th tt [ T ] , , -  [ T],~, for all T ~ V' 
• ' - - "  • • • • ~ V t Assume that A~ (A~, A~] Let us define the distance of any T,= to A b3 
d(T )= Min4v c ?~/A~ ~"  uTv for some 1 ~< i ~ k a~ad z-,, ,: ~ V'*}. Since G is A-. 
redu:,ca, d (T )< oo for all T ~ V' and we can prove that IT]= = [ T'I=, ~'~r ~!1 T ~ V' 
by indz~cticp on d(T). 
B,~si~" If d (T )=0 then T~No.  From the definitions, No=[T]~ , ,~,,d ,'¢(,c: 
[ T],,; bt, t [ T],~ = [ T],~, since zr ~ 7r'. 
bu,uctive step" d(T)= n + 1. There exists ~ ~N such that d(S)= n and S-~, 
aTO. Snce zr' is complete fo~  G, [T]=, = {T' ~ V ' /S '~ ~ T'/3' for some S' e IS]_, an~i 
g '  ~ t/ }. Since [S],,, = IS],, and zr is a strict parT~ti,, . . . . . . . . .  ;) ),,,Ji::~-~ tllat i T~,~' c [T]~,.. 
But [ 7" ],~ ~ [ T]~, since zr ~ r ' .  Hence [ T]~, = [ T]~. 
Re~ 3.4. This result is similar to proposition 2.4 
Proposition 3.$. ,r[ G(X, N\ A)  is 7r-strict deterministtc the associated , redl~ced 
(resp. A-reduced).grammar G' is rr'-strict deterministic {where zr' is tl~e res;ric;,'o~;: o[ 
7r to the alphabet cf G') 
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Proof. Theorem 2.1 of [18]. 1:3 
Remark 3,.6. The A-reduction preserves the completeness of a strict deterministic 
grammar but the 0greduction does not. 
Example 3.7. ~e  following gran~mar G(X, N, ,~)is ~r-complete deterministic: 
• A1 = aS1A1, 
A2 = aSiA2 + a$2c + aS~d + b, 
S~ = cSx + c8282, 
$2 = d + cS2SxR, 
U=cA~+cAz+d,  
R = aR + bRR. 
~=(A~,A2) ,  1r={{A~,A2}, {S1, Se}, {U}, {R}, {a, b}, {c.. d}}. 
By deleting U we get an A-reduced ~--complete deterministic grammar. 
It .;s dear that L(G, A1)=L(G,  R)=I~. Her~ce, by t~-reduction we get the gram- 
mar G'  with axiom (O, A2): 
A2 = aSiA2 + aS2c + aS2d + b, 
S~ = cS~ + cS,S2, 
$2 = d. 
It is ~r'-strict deterministic for ~r' =- {{A2}, {$1, $2}, {a, b}, {c, d}~- but not ~"-complete 
deterministic since at least one element of the form cS2S~w for some w ~ V ~ i~ 
nfissing in t~(G', S~)w R(G', $2). 
3.2. Languages generated by SD and CD grammars 
Dt.~iuition 3.8. Let er be a partition of an alphabet X. Two words u, u' ~ X* ale 
• r-con]ugated ~ff {u, u'} is a ¢r-striet language. Hence a language L = X* is er-strict 
iff every two elements of L are ~--conjugated. 
Lemma 3.9. Let G(X, hi) be a grammar and zc a partition of V = X u N. Condition 
P1 is equivalent to the foilowing: 
For all S, ~:' ~ N, for alt m, m' ~ V* such that S =- S', S --> m and S' --> m', m and m' 
are 1r-conjusated and if m = m' ,hen S = S'. E] 
This condition extends to derwations: 
Pt~,pos|fioQ 3.10. Let G(X, N)  be a er-strict deterministic grammar and S, S'~ N 
suc ~ that S - S'. 
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/ f  ,' ,,' ~ V*, S ::~" u and S' ::~" u', or if u, u' ~ X*, S --,.* 
and u' are ~.-.con]ugated. If u = u' then S = S'~ 
u and S'-~* u' then u 
Proof. Slight modifications in the proofs of Lemma 2.2 and Theorem 2.2 of 
[ 81. n 
Proposition 3.1~. Let G(X, N) be 7r-complete deterministic. For all ,9 ~ N, T, T' ~ V, 
o t ,~  V* if S=:}'otT~ and T'-- T then S' ::~"aT'/3' ]~'r some S ' -S ,  /3' ~ V" and 
Proof. By induction on n. Cases n = 0 and n = 1 are ,:lear. We prove case n + 1 
assuming that the preceding ones are proved. 
Let S -~ y =}" a T~. 
Subcase 1: 3, = y~T3"2, 3,1=C ~ t~, 3'2=C~/3 and n = n~+n2. Since G is :rr-CD, 
S'-'}y~T'3"2 fo rsomeS'~Sand3 '~ V* HenceS'=:> "'+~ ' ' • ~T  "y2 and nx + 1 ~--" n + 1. 
Taking now B = Y~ and m = n~ + 1, we are done. 
Subcase 2: y = 3"1R3"2, 3"1 ::>"' u ~ X*,  R ~"~ a ~ T/3~ with ua~ = ~ and 
fl~3"2 :=~"-"/3 with n = nx + n2+ n3. By the inductive assumption, R '  ~"~ c~ 7"/3'~ for 
some/7 ' - -R ,  m2<~n~, and/3~ ~ V*. Since G is -~-CD, S'-> y~R'y~ for some S'=-S 
and 3," e V*. Hence 
S'--> y~R'y'2 ~ uR'y'2 ~ UalT'/3'ly'2, i.e. S' ~ ,T ' /3 '  
with in  = ! k/zlrmz~n-r-1 and/3' =/3'1~2.t [] 
Propos|t ion 3.12. ( ! )  Let G(X,N, .4) be zr-strict deterministic. Then f_.(G) is 7r- 
strict and r'~. (.((G)) <~ v(G)nX.  
(2) Let G(H, N, .,A) be 7r-complete deterministic and ~-reduced. Then f_.(G) is 
7r-complete. f f G is reduced, then vx(L(~))= v(G)nX.  
Proof. (I) From Lemma 3.9 and Proposition 3.10, it follows that i (G)  is 7r-~,i,::~. 
Hence r.,:(£(G))<~ v(G jnX .  An example below shows that this inequality can i~e 
strict. 
:::>n 
(2) Let uav ~ L(G, Ai) for some a ~ X, u, v ~ X*. Hence Ai uav for some n. 
I 
Let b - ¢. By Proposit ion 3.11, Ai ~"~ ub/3' for some 1 ~< ] ~< k, m ~< n and/3 ~- V* 
Since G is 0-reduced, /3 'o*w¢X*  and ubw~L(G, Ai). Hence /S~G) is :r- 
complete. If G is A-0-reduced,  the set X '  of terminal symbols occurrir, g in G is the 
minima~, ,alphabet of E (G)and  ~- n X '= vx(L(G ))n X'  by Proposition 2.4. It f oll~w~ 
that u (G)c~X = v~(/~(G)), since each element of X-X  ~ is alone in its block with 
respect o either v (G)  or vx(f~(G)). 
272 B. CourceUe 
Example 3,13. Let G(X, N, So) be ~he grammar: 
So= TI+ T~, 
7"1 = aU~ + aU3, 
T2 = bU2 + bU3, 
U1 = da + db, 
U2 = dc + dd, 
U3 ' -  c.  
It is strict deterministic with minimal partition 
~,(G)={{So}; {7"1, T~},{Ua, U2, U3},{a,b,c,d}} 
but not complete deterministic for any partition. It generates the ~r-complete 
language L ={ac, ada, adb, bc, bdc, bdd} with Ir ={{a, b}, {c, d}}. But ~r= ~,x(L)< 
~(O)nX.  
The following proposition is a converse of Proposition 3.12(2). Example 3.13 
shows that/:(G) must be assumed 7r-complete and not only complete. 
Proposition 3.14. l~t G(X, N, .~) be ~r-strict deterministic and reduced. I f  f~(G) i~ 
1r-complete, then G is ~r-complete d terministic. 
Notations. For or~ V, let L(o')=[,.J.[L(G, T)/T~or}. For a~ V*, let v (S ,a )= 
{ T ~ V/S -~ a TI3 for some fl ~ V*}. 
Lemma 3.15. Let or = {$1,. . . ,  Sk}c or' c N such that or' is a block of It. Let a ~ V* 
~uch that -r :-I,.] {y(S, a) /S  ~ or} #O. I f  L(or) is It-complete, then or=or' and L(T) is 
~r-complete. 
Proof. The language L(or') is ~--strict and L(or)c L(or'). Hence L(or)= L(or'). If 
S cor' then L(S)~O and L(S)c  L(or). Hence S cor by Proposition 3.10. 
Let ¢={T1, . . . ,  Th}=[,.J{y(S,a)/S~or}c V and u¢X*  such that a -** u. 
l%r 1 ~< i ~< h, let L~ = [,_J {L(G, [3)/S -, aT~ for some S ~ or and/3 ~ V*}. Clearl~ , 
L' = L(TI)Lz ,~ " " 'o L(Th)Lh c u\L(o'). Let v = no' ~ L(or) and S--, y :=~* uv' for 
some S cor. By the left part t~eorem [19] (but a direct proof is easy) y = ay '  ar~d 
y ' ->*v '  Hence y'=Td3 fol some l<~i<~h and t3e V* and v'eL(Ti )L(G,~).  
Hence L' =u\L(or). The language L' is ~r-complete since L(or) is (Proposition 
2.5(1)) and so is the h-language (L(T1),. . .  ,L(Th)) by the following extension of 
Proposition 2.5(2): 
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Lemma 3.16. I f  L1 , . . . , Lh ,  L~, . . . , L '~  are nonempty languages such that 
(L1 , . . . ,  Lh) is prefix-free, :hen L I L ' I~ . . .~  LhL'~ is 7r-complet? tff L '~, . . . ,  L'~ and 
(L ~, . . . , Lh ) are ~r-complete. 
Hence L(r)={_J{L(Ti) /1 <~i<~h} is rr-complete. D 
Proof of Proposit ion 3.14. Without loss of generality we assume that each 
component o.~ A is differe,at from O. 
It follows from Lemma 3.15 and the assumptions that No is a block of rr. We 
need only prove that for all S~/V, 8¢  V* and T~T(S ,  8) we have [T],~= 
U{T(S ' ,8 ) /S 'e [S ] , ,} .  We ~ill prove by induction on d(S) (see the proof of 
proposit ion 3.3) that, for all S ~ N, 8 ~ V* such that S -, 8TB: 
, l=U{y(S ' ,6 ) /S '  ~[S],,} is a block of rr and L(rt ) is  r -complete.  
Note first that 7~ is always contained in some block r( of rr. Hence by Lemma 
3.15, r /=  ~' and ~ is a block of rr if L(O) is rr-complete hence *7 = [T],,). 
The inductive argument proceeds as follows: 
Basis: d(S)= 0. Lemma 3.15 with or = [S],, = No and a =6 shows that L(rt) is  
rr-eomplete. 
".nductive step: d(S)= n + 1. Let R ~ N such that d(R)= n and R -, 6'S/3'. The 
inductive assertion can be applied to (R, 6 ' )and  shows that L([S],~)is r - complete  
Then Lemma 3.15 with tr = [S],, and a = 6 shows that L(n)  is rr-complete. 
Since G is A-reduced,  d (S )< oo for all S e N and we have proved that rt definer, 
above is a block of rr for every S e N and 8 ~ V*, hence that G is r -complete  
deterministic. [] 
We now recad that strict deterministic grammars generate deterministic 
languvges. 
t 
Proposi~ion 3.17. Let G(X, N, A )  be strict deterministic ,, ' "  .~, ~ (N w{ O}) j'. One 
can ce~struct a DPDA a and O~ (20) k (O is the set of states of ~,) such that 
£(C)= 
Proof. Let G be 7r-strict deterministic and t/)-re(luced. Let n -  
Max{Card(a) /o t~zrnN}.Wecanassume~hat  -~a a ~ vrkv:;~, : . . . ; . ,  . . .  ~ , . ,u t  i ( )SS  
of gen erality. 
Harrison and Havel give in [18] the construction o~ a DPDA ,~ 
(O, X, F, 6, ql, Zo) with set of states O = {q~ . . . . .  q,} such that :~or any u ~ X* and 
l<~i~-~_~k, .a~ ~* u iff (q~, u, Z . ) i~*  (q,. ~. ~:)llg, l .cmma 7..5, ('laims ~ and 3]. 
Hence/_7(G) = Nro(~,) with O=({q~},{qe} . . . . .  {q,,}). 
274 B; Courcelle 
We introduce a new class of grammars which 'lies halfway between SD and CD 
grammars. These grammars arise from the converse of Proposition 3.17. Let ~- be a 
p~t ion  of V = X ~N.  
D~nif ion 3.18. A grammar G(X, N,,~) is ~r-semicomplete d terministic if it 
satisfies coadition~ P0, P1 and P4 (hence is ¢r-striet deterministic) and the following 
condition which is weaker than P2: 
P'2: for all S, T, T' ~N, for all a, ~ ¢ V* such that T'-~ T and S-*aT[J there 
exists S' ~-S and/3' ~ V* such that S' -~ a,T'lSr'. 
The only difference with P2 is that T, T' range here over N (the non-terminal 
alphabet) and not over V (the; full alphabet of the gramma0. Wu usc t~e abbre- 
viation ~r-SCD for ~r-semicomplete d terministic. 
Lemma 3.19. Let X, Y and N be finite dis/oint alphabets with partitions m rr' and oo 
respectively. Let ~b :X --> Y be a mapping such that for each ¢r ~ It, #5 (~r) c or' for some 
or' ~ ~' and the restriction of ~b to ¢r is one-to-one. 
Let G(X,N,/~) be (Tru~o)-semicomplete deterministic. Then, its image 
G'(Y, 1~ ~)  by ~ is (Tr' u oJ)-semicomplete d terminisJic. 
Intuitively, ane obtains G' from G by replacing everywhere a terminal 
symbol a ~ X by 4~(a),which belongs to Y. Non-terminals symbols are not modified. 
Since amb (rood 7r) ~mplies (&(a)=-d,(b) (mod rr') and a =b iff ~(a)=&(b)) ,  
G' is rr'-SCD if G is ~r-SCD (but we do not give the tedious details of a complete 
ploof). 
We now recall the construction of a context-free grammar ~hich generates the 
language accepted by a given PDA [16, 18]. 
Let ~ = (Q, .~ F, 8, q0, Zo) be a DPDA and 0 = (O,., . . . .  0k ~ such that 0~ c O and 
01 c~ 0~ =t~ for 1 <<t, .i<~k and i ~1. Let §=(.J~,~,~kO~. 
Let Alph(Q x F × Q) be an alphabet in one-to..one correspondence with O x Fx  
Q. Its generic element is denoted qZq ~. 
Let N1 = {A.t, A:, , . . . ,  Ak}[.J Alph(O x lr'x Q). Let GI(X, N~. A) be the grammar 
with axiom .~ :-= (A ~,.. . ,  Ak) such that 
= {qoZoq/a ~- 0~} for 1 ~; i ~< k, R(G1, Ai) - - - '~  
R (G1, qZq') = {a/8(q, a, Z )  = (q', e) and a ~ X w {e }} 
u {apZ1qzqiZ2q2"'" qkZk+:Lqr/a ~ X u {e }, qt,..., 
qk~Q and 8(q,a,Z)=(p, Z1 . . . . .  L~:÷~),. 
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Claim [16, Lemma 2.5.3]. For u c X* ,  qZq' * c, , iff (q, u, Z )~- - -  *(q' ) 
Let ¢7(X, N, fi,) be the reduced grammar of O ~. 
bet t~l be the partition of Nt whose b!ocks are {A; , . . . ,  Ak} and ~,-'..:,tf-'r-"-'/q ~ Q} 
for q~ .) and ZEF .  Let tL =~caN.  t.et ~o~ ={{X}}~.~t~ and ~o =t{X}}~tz. If a 
pan ' ~r of X is already given we deliae ~ = ~r w ~, and ~ = rr w ~. 
Theorem 3.20. With the above hypotheses and notations, 
(1) L ( t~)= L (d)= No(a) 
(2) G~is o)~-strict deterministic and G is a,-strict deterministic. 
Assume non, that a is [aith[ul and O = 0 = [.J {0,/1 ~< i ~ k } 
(3) G is ~o-semicomplete d terministic 
(4) I[ a is n'-complete then G is ~,,-complete deterministic. 
Proo|. Part 1 follows from the claim. Part 2 is proved in [ 18. Lemma 3.2]. We first 
prove part 4- 
Since a Is rr-strict, G~ is #~-strict determitfistic: it is clear from the definition of 
Or. l.enc6 G is -r?-strict deterministic. Since a is rr-ccmplete and O = 0, No(a) is 
ri--complete and L(G)=IVo(a) .  Hence G is r?-complete deterministic by pro- 
position 3.14. 
We now prove part 3. Let ,; associated with a by Theorem "~.14. G~ and 
associated ~,.ith h by the above constructions Let ~b'.( ~)~ be the canonical 
mapfing of Proposition 2.7. Clearly, & 'C ; I ) -G :  and d,((~)=G. Since C) 
is complete deterministic, G is w-semicomplete deterministic by Lemma 
3.19. 
Exantp~. Z,21. Let a = ({p, q}, {a, b, c}, {S, T}, o, p. S) w,,,, 0 = ({p}, {q}) and a 
transit;on fanction 6 such that: 
8(p, a, S)= (p, SST) 
8(p, b, S)= (p, S) 
8(p, c, S )= (q, e ) 
8 (q ,e ,S )=(q , , ' )  
6(p,a, T)= (p, e) 
8(p, b, T ) :  (p, ST) 
8(q, a, T)=: (q, T) 
6(q, c, T)= (p, e ). 
Gramn~ar G~(X, Nl, .4) is then" 
A1 = pSp 
A., = pSq 
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a pSk pSp p Tp + b ~pSp 
+a pSp pSq q Tp 
+a ~ qSp pTp 
+apSp~~ 
+a pSq qSp pTq 
+a'~Sq Sq qrq 
l ~-~=¢ 
t qSq=¢ 
pTp-a 
pTq= 
{ ~-~= a~ 
qTq = a qT, q 
+ b pSppTp 
. b pg~ ~:rp 
b pSp p Tq 
+ b pSq q Tq 
The different blocks of partition/z 1 are ~hown by braces. After reduction we get 
G (X, N, ~.) which is clearly to-S,CD. 
<I A I = "p~ 
pSp= 
f--_ 
qSq=~ 
t p-r? a 
a psp pSp p rp + bi.~ 
+ a ~,sp Sq q Tp 
+a pSq qS~ q Tp 
b p, e q 
b pSp p rp 
+ bt,Sq qTp 
4- C 
't'C. 
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Corollary 3.22. Let ~ be a DPDA such that e~N(a). One can construct 
G'(X, N', ,4) in Greibacn normal form which satisfies properties 1 to 4 of G in 
Theorem 3.20 
Roof .  L~t G be the reduced grammar obtained in Theorem 3.20. We show how to 
put it in Greibach normal form. Since G is associated with a deterministic push- 
down automaton, for all S ~N, one and only one of the following three cases, 
Occurs:  
(i) R (G ,  S )c  XN*, 
(ii) R(G,S)={e} and S is alone in its block, 
(iii) R(G, S)c  N*. 
In order to p,~v G in Greibacb normal form, we first delete S from N and replace 
it by e everywhere im right hand sides of equations when case (ii) occurs. 
Secondly, Theorem 2.3 of [18] shows that S ~" Trn with n ~ 1, S, T ~ N and 
m ~ (X ~.J N)* implies S ~ T; in particular, there is no left recursion in G. The 
transformation i Greibach normal form proceeds by remplacing a member Tm of 
some righ~-hand side of G (where T ~ N) by mlm + m2m +. . .  + mkm if m:~ + m2 + 
• • • + m~ is the right hand side of the equation of G associated with T. Since there is 
no left recursion in G (see [1.8]) the process can be repeated, giving at the end a 
gramFar G'(X, N, ~4) in Greibach normal form. Note that N' c N. 
One can prove that properties 1 to 4 of Theorem 3.12 are preserved uring the 
transformation. [] 
Example  3.23 (Continuati.~ii of 3.21 .)By reduction to Greibach normal form, we gct 
the following grammar G'(X, N' , /~):  
I p--',~'-; ap-'~ pSp pTp + b pSp 
+a pSp pSq q Tp 
+a pSq qTp 
i~-q = b pSq +c 
{ p-T-p = a +bpSppTp 
+ b pSq q Tp 
with R (G', A ~) = R (G', pSp) and R (G', A 2) = R (G', pSq). 
We conclude this section by summing uF our results in ~be followir~ ~hcoremq: 
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" r '~~ 3,24. A (multi)-language is ~r-s~ct and deterministic (resp. or.complete 
ar.~ deterministic) if/it is get,rated by a or-strict deterministic (resp. ¢r-,~:omplete 
deterministic ~.reduced) grami~ar. 
T~~ 3.?.5,. ~ ~qUiva~m:e problems for strict deterministic grammars, complete 
determinis~ grammaes: a~ DPDA's are interreducible. 
In the ~nd part of this work, these results will be applied to decision problems 
for context-free tree grammzz~s. 
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