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LOCAL WELL-POSEDNESS OF THE CAMASSA-HOLM EQUATION ON THE
REAL LINE
JAE MIN LEE AND STEPHEN C. PRESTON
1. Introduction
We study the one dimensional nonperiodic Camassa-Holm [CH] equation
(1) ut − utxx + 3uux − uuxxx − 2uxuxx = 0, x, t ∈ R
It was originally proposed by Camassa and Holm [3, 4] as a model for shallow water waves. The
equation has remarkable properties like infinitely many conserved quantities, soliton-like solutions,
and bi-hamiltonian structures. The solutions to the equation can also be interpreted as geodesics
of the right invariant Sobolev H1 metric on the diffeomorphism group of the circle. Background
and details on these topics can be found in the following papers and references in these works: for
symmetries, complete integrability, and bi-hamiltonian structures, see [3, 12, 1]; for the geometric
interpretation, see [22, 15, 10]; for peakon and soliton solutions, see [2, 8, 17].
The local well-posedness of the corresponding Cauchy problem of the CH equation in both
periodic and nonperiodic cases has been studied extensively. In 1997, Constantin [5] showed the
local well-posedness in the Sobolev spaces Hs(S1) for s ≥ 4 where S1 = R/Z. Then Constantin
and Escher [6] improved the result in 1998 with s ≥ 3. Another approach was taken by Danchin [9]
in 2001 using the Besov spaces Bsp,r(S
1) with s > max{1 + 1/p, 3/2}, 1 ≤ p ≤ ∞, and 1 ≤ r <∞.
For the nonperiodic case, local well-posedness was proved for initial data in Hs(R) with s > 3/2
by Li and Olver [18] and Rodriguez-Blanco [24].
In 2002, Misiolek [23] proved the local well-posedness of the periodic CH equation in the space of
continuously differentiable functions on S1, by viewing the equation as an ODE in a Banach space
using the geometric interpretation. In this paper, we want to establish an analogous C1 result for
the non-periodic problem using a similar technique. The main difference when we consider the
non-periodic case is that the domain is not compact, so we must consider C1 diffeomorphisms with
an appropriate decaying condition. We study this diffeomorphism group and show that it is a
topological group, so that operations of composition and inversion are continuous.
It is interesting to compare the present work with the recent paper by Linares at el. [19]. There,
the authors assume slightly weaker hypotheses: their initial data u0 is in H
1 ∩W 1,∞ rather than
H1 ∩ C1, which allows them to include peakon solutions of the form u(t, x) = e−|x−ct|. Using
different methods, they obtain local existence and uniqueness in this space, but significantly they
do not obtain continuous dependence on the initial data (and in fact an explicit example shows it
is false in that context). This demonstrates that the group of piecewise C1 diffeomorphisms on R
does not form a topological group, since the continuity properties of the inversion and composition
are the primary tool to make our proofs work.
Note that even when the solution operator is continuous, it is not uniformly continuous even in
very strong Sobolev topologies; see for example Himonas-Kenig-Misio lek [13]. This is a consequence
of the failure of the group operations to be uniformly continuous, as we will see.
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In section 3, we use the Lagrangian approach for the local well-posedness of the CH equation.
That is, we will write the equation entirely in terms of the flow η of particle trajectories, which
turns the equation into an ODE on the open subset of a Banach space. We will show that the
resulting vector field is locally Lipschitz, so that we can apply the Picard Theorem for ODEs in
Banach space (see Lang [16]). Topological group properties will then ensure that the solution
depends continuously on the initial data, which completes the proof of the local well-posedness.
2. The group of C1 ∩H1 diffeomorphisms
Definition 1. We denote by D(R) the set of maps η : R→ R satisfying the following conditions
(1) η(x) is a C1 function with a bound a ≤ η′(x) ≤ b on R for some 0 < a < b,
(2)
∫
R
|η(x)− x|2 dx <∞ and ∫
R
|η′(x)− 1|2 dx <∞,
(3) lim
|x|→∞
η′(x) = 1.
Similarly, denote by V1(R) the set of maps u : R→ R satisfying the conditions
(1) u(x) is a C1 function with a bound |u′(x)| ≤M on R for some M > 0,
(2)
∫
R
|u(x)|2 dx <∞ and ∫
R
|u′(x)|2 dx <∞,
(3) lim
|x|→∞
u′(x) = 0.
The topology of V1(R) is generated by the following norm:
‖u‖1,1 = ‖u‖C1 + ‖u‖H1 = sup
x∈R
|u(x)|+ sup
x∈R
∣∣u′(x)∣∣+
√∫
R
u(x)2dx+
∫
R
u′(x)2dx,
and the corresponding distance on the space D(R) is given by
(2) D(η, ξ) = ‖η − ξ‖1,1 .
The conditions in the above definition have useful consequences, which we list here; the proof is
straightforward.
Lemma 2. Suppose that f is a C1 function with |f ′(x)| ≤M for all x and ∫
R
f(x)2dx <∞. Then
lim
|x|→∞
f(x) = 0. If, in addition, we have lim
|x|→∞
f ′(x) = 0, then f ′ is uniformly continuous.
From this lemma, we conclude another decaying property: lim
|x|→∞
|η(x)− x| = 0 and lim
x→∞u(x) = 0.
Furthermore we know that η′ and u′ are uniformly continuous. This uniform continuity of the
derivatives is a very useful tool for many estimates in this paper, and in fact it is not hard to check
that uniform continuity of the derivative together with an H1 bound implies the decay properties
above.
Remark 3. We can easily check that D(R) is a topological manifold: given η ∈ D(R), let v(x) :=
η(x)−x; then v and v′ are bounded continuous functions approaching zero asymptotically, satisfying
v′(x) > −1 for all x and ‖v‖L2 <∞. Conversely, any such v gives η = Id + v in D(R), so that the
map η 7→ v is a bijection. The image of this bijection is the set {v ∈ V1(R) : Φ(v) > −1} where
Φ(v) := min
x∈R
v′(x), which is obviously a continuous function in the topology (2); hence, we have a
map to an open convex subset of a Banach space V1(R). This makes D(R) a manifold with just
one chart.
Next, we show that D(R) is a group. We know that C1 diffeomorphisms themselves form a
group, but we need to check that it is closed under the additional conditions we have imposed.
After that, we will verify that it is a topological group as well, which is a bit more involved.
Proposition 4. The set D(R) is a group.
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Proof. First we show that D(R) contains all inverses. If η ∈ D(R), then ξ := η−1 exists for all x
by the inverse function theorem on R, and it is in C1. Furthermore, since ξ′(x) = η′(ξ(x))−1, we
see that bounds a ≤ η′(x) ≤ b imply the bounds b−1 ≤ ξ′(x) ≤ a−1. Also, we can easily see that
ξ′(x) → 1 as x → ∞, since η′(x) → 1. The fact that ξ has finite L2 distance from the identity
comes from∫
R
|ξ(x)− x|2 dx =
∫
R
|ξ(η(y))− η(y)|2 η′(y) dy ≤ b
∫
R
|η(y)− y|2 dy <∞,
using the change of variables formula with x = η(y). Similarly, we can check∫
R
∣∣ξ′(x)− 1∣∣2 dx ≤ ∫
R
∣∣∣∣ 1η′(y) − 1
∣∣∣∣
2
η′(y) dy ≤ 1
a
∫
R
∣∣η′(y)− 1∣∣2 dy <∞.
Next, we show that D(R) contains compositions. Let η, φ ∈ D(R) with the bounds 0 < a ≤
η′(x) ≤ b and 0 < c ≤ φ′(x) ≤ d. Since (φ ◦ η)′(x) = φ′(η(x))η′(x), the limit (φ ◦ η)′(x) → 1 is
obvious, and we also have the obvious bounds ac ≤ (φ ◦ η)′(x) ≤ bd. Lastly, we can check that∫
R
|φ(η(y)) − y|2 dy =
∫
R
|φ(x)− ξ(x)|2 ξ′(x) dx ≤ 2a−1
∫
R
|φ(x)− x|2+2a−1
∫
R
|ξ(x)− x|2 dx <∞,
and ∫
R
∣∣φ′(η(y))η′(y)− 1∣∣2 dy ≤ 2∫
R
∣∣φ′(η(y))η′(y)− η′(y)∣∣2 dy + 2∫
R
∣∣η′(y)− 1∣∣2 dy
≤ 2b
∫
R
∣∣φ′(x)− 1∣∣2 dy + 2∫
R
∣∣η′(y)− 1∣∣2 dy <∞.

We now show that D(R) is a topological group, which means that the inversion and composition
maps are continuous in the distance (2). We prove this in the following lemmas.
Lemma 5. The map Inv : η 7→ η−1 is continuous.
Proof. Let η1 ∈ D(R) with Inv(η1) = ξ1. We want to show that the map Inv is continuous at η1.
Let ǫ > 0 be given. We have to bound ‖ξ1 − ξ2‖1,1 in terms of ρ := ‖η1 − η2‖1,1 for all η2 ∈ D(R)
with the inverse ξ2. We will estimate L
∞ and L2 norms of ξ1 − ξ2 and ξ′1 − ξ′2 separately.
From the definition, we have ai ≤ η′i(x) ≤ bi for i = 1, 2. Note that a2 ≥ a1 − ρ and b2 ≤ b1 + ρ
which we will use later. Our goal is to get the bound of ‖ξ1 − ξ2‖1,1 solely in terms of quantities
depending on η1. From Lemma 2, η
′
1 is uniformly continuous and so there is a modulus of continuity
ω1 : R→ R satisfying ω1(0) = limρ→0 ω1(ρ) = 0 with ω1 increasing such that∣∣η′1(x1)− η′1(x2)∣∣ ≤ ω1(|x1 − x2|).
First, note that
|ξ1(x)− ξ2(x)| = |ξ1(η2(y))− y| = |ξ1(η2(y))− ξ1(η1(y))| ≤ a−11 |η1(y)− η2(y)| ≤ ρ/a1
for all x, where x = η2(y). So
‖ξ1 − ξ2‖L∞ ≤
ρ
a1
.
Next, using the same trick as above with x = η2(y), we write∫
R
|ξ1(x)− ξ2(x)|2 dx =
∫
R
|ξ1(η2(y))− ξ1(η1(y))|2 η′2(y) dy ≤
b2
a21
∫
R
|η2(y)− η1(y)|2 dy ≤ b1 + ρ
a21
ρ2,
since b2 ≤ b1 + ρ. We conclude that
‖ξ1 − ξ2‖L2 ≤
√
b1 + ρ
a1
ρ.
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Now we estimate ‖ξ′1 − ξ′2‖L∞ . We have∣∣ξ′1(x)− ξ′2(x)∣∣ = ∣∣η′1(ξ1(x))−1 − η′2(ξ2(x))−1∣∣
=
1
|η′1(ξ1(x))| |η′2(ξ2(x))|
∣∣η′1(ξ1(x))− η′2(ξ2(x))∣∣
≤ 1
a1a2
(∣∣η′1(ξ1(x)− η′1(ξ2(x)))∣∣ + ∣∣η′1(ξ2(x)) − η′2(ξ2(x))∣∣)
≤ 1
a1(a1 − ρ) (ω1 (|ξ1(x)− ξ2(x)|) + ρ)
≤ 1
a1(a1 − ρ) (ω1(ρ/a1) + ρ) .
Hence ∥∥ξ′1 − ξ′2∥∥L∞ ≤ 1a1(a1 − ρ) (ω1(ρ/a1) + ρ) .
The last estimate ‖ξ′1 − ξ′2‖L2 is a little bit more complicated than the previous ones. We use
heavily the uniform continuity and work directly in terms of the ǫ > 0 given above. First, note
that we can write
∥∥ξ′1 − ξ′2∥∥2L2 =
∫
R
(
ξ′1(x)− ξ′2(x)
)2
dx
=
∫
R
(
1
η′1(ξ1(x))
− 1
η′2(ξ2(x))
)2
dx
=
∫
R
1
η′1(ξ1(x))2η
′
2(ξ2(x))
2
(
η′1(ξ1(x))− η′2(ξ2(x))
)2
dx
≤ 1
(a1a2)2
∫
R
(
η′1(ξ1(x))− η′2(ξ2(x))
)2
dx
≤ 2
a21(a1 − ρ)2
(∫
R
(
η′1(ξ2(x))− η′2(ξ2(x))
)2
dx+
∫
R
(
η′1(ξ1(x))− η′1(ξ2(x))
)2
dx
)
Then for the first integral, we have∫
R
(
η′1(ξ2(x))− η′2(ξ2(x))
)2
dx =
∫
R
(
η′1(y)− η′2(y)
)2
η′2(y) dy ≤ b2ρ2 ≤ (b1 + ρ)ρ2.
For the second integral, we use the fact that the function η′1(x) − 1 is in L2 from the assumption
on D(R). So there exists M > 0 such that∫
|x|>M
(η′1(z)− 1)2 dz < ǫ2
a21(a1 − ρ)2
32(2b1 + ρ)
.
Now choose M ′ = M + 2 ‖ξ1 − Id‖L∞ ; then |x| > M ′ implies |ξ1(x)| > M . In addition if ρ <
‖ξ1 − Id‖L∞ then |x| > M ′ also implies |ξ2(x)| > M .
Then∫
R
(
η′1(ξ1(x))− η′1(ξ2(x))
)2
dx =
∫
|x|≤M ′
(
η′1(ξ1(x))− η′1(ξ2(x))
)2
dx+
∫
|x|>M ′
(
η′1(ξ1(x)) − η′1(ξ2(x))
)2
dx
=: (I) + (II).
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Then
(II) ≤ 2
∫
|x|>M ′
(η′1(ξ1(x))− 1)2 dx+ 2
∫
|x|>M ′
(η′1(ξ2(x))− 1)2 dx
≤ 2
∫
|z|>M
(η′1(z)− 1)2η′1(z) dz + 2
∫
|z|>M
(η′1(z) − 1)2η′2(z) dz
<
ǫ2a21(a1 − ρ)2
16
.
For (I), we use the uniform continuity of η′1 directly. That is we can find δ > 0 such that if
|ξ1(x)− ξ2(x)| < δ, then ∣∣η′1(ξ1(x))− η′1(ξ2(x))∣∣ < ǫa1(a1 − ρ)√
32M ′
,
for all x ∈ R. Requiring ρ to be smaller than δ implies that (I) ≤ ǫ2a21(a1−ρ)216 .
Combining the bounds for (I) and (II), we get
∫
R
(η′1(ξ1(x))− η′1(ξ2(x)))2 dx < ǫ
2a2
1
(a1−ρ)2
8 , and
then ∥∥ξ′1 − ξ′2∥∥L2 <
√
2(b1 + ρ)
a1(a1 − ρ) ρ+
ǫ
2
.
Combining the four inequalities above, we see that
(3) ‖ξ1 − ξ2‖1,1 ≤
[
1
a1
+
1
a1(a1 − ρ) +
√
b1 + ρ
a1
+
√
2(b1 + ρ)
a1(a1 − ρ)
]
ρ+
ω1(ρ/a1)
a1(a1 − ρ) +
ǫ
2
.
Choosing ρ sufficiently small, the right hand side can be made less than ǫ. This proves the continuity
of the inversion map. 
Note that in the periodic case the same proof applies, except we do not need to estimate the L2
tail. On the other hand the estimate (3) still requires us to use the modulus of continuity ω1 of
the fixed diffeomorphism η1, and thus we do not get uniform continuity of the inversion map. This
is responsible for the failure of the Camassa-Holm solution map to be uniformly continuous in the
data even in spaces with higher smoothness, as mentioned in the Introduction.
It remains to prove the continuity of the composition mapping. We will prove the following
lemma which is a more general statement than the continuity of composition of diffeomorphisms.
That is, we will prove that the the composition mapping of a vector φ ∈ V1(R) and a diffeomorphism
η ∈ D(R) is continuous. Then the composition mapping of two diffeomorphisms will be continuous
as a consequence. Furthermore, this type of composition will appear later in the argument of local
well-posedness.
Lemma 6. The map Comp1 : V1(R)×D(R)→ V1(R) given by (φ, η) 7→ φ ◦ η is continuous.
Proof. Let (φi, ηi) ∈ V1 × D for i = 1, 2. Then ai ≤ η′i(x) ≤ bi with inverses ξi for ηi and we
have the bounds |φ′i(x)| ≤ Ci on R. In addition, there is a modulus of continuity ω1 since φ′1
is uniformly continuous as before. We claim that we can control the norm ‖φ1 ◦ η1 − φ2 ◦ η2‖1,1
in terms of ρ := ‖η1 − η2‖1,1 and σ := ‖φ1 − φ2‖1,1. First, note that |φ1(η1(x)) − φ2(η2(x))| ≤
|φ1(η1(x))− φ1(η2(x))| + |φ1(η2(x))− φ2(η2(x))|. By the Mean Value Theorem and the bound for
φ′1,
|φ1(η1(x))− φ1(η2(x))| ≤ C1 |η1(x)− η2(x)| ≤ C1 ‖η1 − η2‖L∞ .
Also, |φ1(η2(x))− φ2(η2(x))| ≤ ‖φ1 − φ2‖L∞ . Hence,
‖φ1 ◦ η1 − φ2 ◦ η2‖L∞ ≤ C1 ‖η1 − η2‖L∞ + ‖φ1 − φ2‖L∞ ≤ C1ρ+ σ.
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Next, ∣∣(φ1 ◦ η1)′ − (φ2 ◦ η2)′∣∣ = ∣∣φ′1(η1(x))η′1(x)− φ′2(η2(x))η′2(x)∣∣
≤ ∣∣φ′1(η1(x))η′1(x)− φ′1(η1(x))η′2(x)∣∣
+
∣∣φ′1(η1(x))η′2(x)− φ′1(η2(x))η′2(x)∣∣
+
∣∣φ′1(η2(x))η′2(x)− φ′2(η2(x))η′2(x)∣∣
=: (I) + (II) + (III).
Then
(I) ≤ C1
∣∣η′1(x)− η′2(x)∣∣ ≤ C1 ∥∥η′1 − η′2∥∥L∞ ,
(II) ≤ b2
∣∣φ′1(η1(x))− φ′1(η2(x))∣∣ ≤ b2ω1(|η1(x)− η2(x)|) ≤ b2ω1(‖η1 − η2‖L∞),
(III) ≤ b2
∣∣φ′1(η2(x))− φ′2(η2(x))∣∣ ≤ b2 ∥∥φ′1 − φ′2∥∥L∞ .
Hence, ∥∥(φ1 ◦ η1)′ − (φ2 ◦ η2)′∥∥L∞ ≤ (C1 + b2)ρ+ b2ω1(ρ).
For ‖φ1 ◦ η1 − φ2 ◦ η2‖L2 , we have
‖φ1 ◦ η1 − φ2 ◦ η2‖L2 ≤ ‖φ1 ◦ η1 − φ2 ◦ η1‖L2 + ‖φ2 ◦ η1 − φ2 ◦ η2‖L2 ,
by the triangle inequality. Then
‖φ1 ◦ η1 − φ2 ◦ η1‖2L2 =
∫
R
(φ1(η1(x))− φ2(η1(x)))2 dx =
∫
R
(φ1(y)− φ2(y))2 ξ′1(y) dy ≤
1
a1
‖φ1 − φ2‖2L2 ,
and
‖φ2 ◦ η1 − φ2 ◦ η2‖2L2 =
∫
R
(φ2(η1(x))− φ2(η2(x)))2 dx ≤ C22
∫
R
(η1(x)− η2(x))2 dx = C22 ‖η1 − η2‖2L2 .
Hence,
‖φ1 ◦ η1 − φ2 ◦ η2‖L2 ≤
1√
a1
σ +C2ρ.
Lastly, we estimate ‖(φ1 ◦ η1)′ − (φ2 ◦ η2)′‖L2 . Note that∥∥φ′1(η1(x))η′1(x)− φ′2(η2(x))η′2(x)∥∥L2 ≤ ∥∥φ′1(η1(x))η′1(x)− φ′1(η1(x))η′2(x)∥∥L2
+
∥∥φ′1(η1(x))η′2(x)− φ′1(η2(x))η′2(x)∥∥L2
+
∥∥φ′1(η2(x))η′2(x)− φ′2(η2(x))η′2(x)∥∥L2
=: (I) + (II) + (III).
By using a similar technique, we can find (I) ≤ C1ρ and (III) ≤ b2√a2σ. For (II), we use the
method of splitting the integral into two parts and then using the uniform continuity as in the
proof of Lemma 6. Here, the situation is slightly simpler since φ′1 itself is in L
2. So for any ǫ > 0
we have ∥∥(φ1 ◦ η1)′ − (φ2 ◦ η2)′∥∥L2 < ǫ2
if ρ and σ are sufficiently small.
Now combining the four inequalities, we obtain
‖η1 ◦ φ1 − η2 ◦ φ2‖1,1 ≤
(
1 +
1√
a1
+ b1 + ρ
)
σ + (3C1 + σ) ρ+ bω1(ρ) +
ǫ
2
.
Then we can make the right side as small as we want by choosing σ and ρ sufficiently small; hence
η ◦ φ is continuous as a function of (η, φ) in the product metric. 
Again we note that this map is not uniformly continuous.
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Corollary 7. The map Comp2 : D(R)×D(R)→ D(R) is continuous.
Proof. Let (ξ, η) ∈ D × D. Then φ := ξ − Id is an element of V1. From Lemma 6, the mapping
(φ, η) 7→ φ ◦ η is continuous. Note that
φ ◦ η = (ξ − Id) ◦ η = ξ ◦ η − η,
and so we can identify Comp2 = Comp1+Proj2, where Proj2 is the projection map onto the second
component. Since Comp2 is the sum of two continuous mappings, it is continuous. 
Therefore, D(R) is a topological group.
3. Local existence
It is convenient to rewrite the Camassa-Holm equation in its equivalent form
(4) ut + uux = −∂x(1− ∂2x)−1
(
u2 +
1
2
u2x
)
.
Note that the operator (1− ∂2x) is invertible since we can can check, for a bounded function g, that
(5) f(x)− f ′′(x) = g(x) and lim
|x|→∞
f(x) = 0 =⇒ f(x) = 1
2
∫
R
e−|x−y|g(y)dy.
Now, consider the Lagrangian flow equation
(6)
∂η
∂t
(t, x) = u (t, η(t, x)) .
Since u is in V1(R), the function φ := u2+ 12u2x in the parenthesis of (4) is continuous, integrable,
and decaying to zero at infinity. Then this implies that the function φ is also square integrable. So
we will define the collection of such functions φ as V0 below and proceed with the local existence
in the space V0(R). Then we will realize φ as the function u2 + 12u2x to finish the proof of local
well-posedness.
Definition 8. We denote by V0(R) the set of maps u : R→ R satisfying the conditions
(1) u(x) is a continuous function with lim
|x|→∞
u(x) = 0, and
(2)
∫
R
|u(x)|2 dx <∞.
So V0 = C00 ∩ L2, where C00 denotes the space of continuous functions that decay to zero at
infinity. Hence the norm in V0 is the sum of L∞ and L2 norms. Now we can write the equation (4)
in terms of η.
Proposition 9. The equation (4) can be rewritten in terms of the flow η as
(7) ηtt = Lη
(
η2t +
η2tx
2η2x
)
,
where L is defined by
(8) Lη(φ) = L(φ ◦ η−1) ◦ η, and L = ∂x(1− ∂2x)−1 for any function φ.
Proof. We differentiate the equation (6) with respect to t and use the chain rule. We obtain
∂2η
∂t2
(t, x) =
∂u
∂t
(t, η(t, x)) +
∂u
∂x
(t, η(t, x))
∂η
∂x
(t, x) =
∂u
∂t
(t, η(t, x)) + u(t, η(t, x))
∂u
∂x
(t, η(t, x)),
which is the left hand side of equation (4) composed with η. Also,
∂2η
∂t∂x
(t, x) =
∂u
∂x
(t, η(t, x))
∂η
∂x
(t, x),
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so we get ux ◦ η = ηtxηx . Now, if p− pxx = u2 + 12u2x, then the equation (4) becomes
ηtt = −px ◦ η.
After taking the inverse flow η−1 to set the variables at the right place and writing everything in
terms of operators, we get the equation (7). 
The first thing we notice is that as a function of (η, V ) = (η, ηt), the right side of equation (7)
does not lose derivatives. If η and V are both C1, then the term inside parentheses is continuous,
while L gains a derivative so that if φ ∈ C0, then Lη(φ) ∈ C1. Hence, the equation (7) becomes a
first-order equation on an open subset of the Banach space D(R)×V1(R). We claim that the right
side function is C1 in the (η, V ) variables. We begin with the following lemma.
Lemma 10. For each η ∈ D(R), Lη : V0(R)→ V1(R) is a bounded linear operator.
Proof. By formula (5) we can write (7) as
(9) L(φ)(x) = −1
2
e−x
∫ x
−∞
ezφ(z)dz +
1
2
ex
∫ ∞
x
e−zφ(z) dz
and thus
Lη(φ)(x) = −1
2
e−η(x)
∫ x
−∞
eη(y)φ(y)η′(y) dy +
1
2
eη(x)
∫ ∞
x
e−η(y)φ(y)η′(y) dy =: f(x).
We need to show that ‖f‖1,1 is bounded by ‖φ‖L∞ and ‖φ‖H1 . Since η ∈ D(R) and φ ∈ V0(R), we
have a ≤ η′ ≤ b and −M ≤ φ ≤M for some constants a, b,M > 0. Since η is strictly increasing,{ −η(x) + η(y) ≤ −a(x− y) if −∞ < y < x,
η(x) − η(y) ≤ −a(y − x) if x < y <∞.
Hence,
|f(x)| ≤ Mb
2
(∫ x
−∞
e−a(x−y) dy +
∫ ∞
x
e−a(y−x) dy
)
=
Mb
a
.
So ‖f‖L∞ ≤ ba ‖φ‖L∞ . Similarly, we can find ‖f ′‖L∞ ≤
(
b2
a
+ b
)
‖φ‖L∞ .
Note that by definition (8) we can write f(x) = q(η(x)) where q satisfies the differential equation
q(x)−q′′(x) = ψ′(x), with ψ = φ◦ξ and ξ = η−1. Multiplying by q(x) on both sides and integrating
on R, we get ∫ ∞
−∞
q(z)2 + q′(z)2 dz =
∫ ∞
−∞
ψ′(z)q(z) dz = −
∫ ∞
−∞
ψ(z)q′(z) dz.
This implies that ‖q‖2H1 ≤ ‖ψ‖L2 ‖q‖H1 , and thus that
‖q‖H1 ≤ ‖ψ‖L2 .
Since in addition we have
‖ψ‖2L2 =
∫
R
|φ(ξ(z))|2 dz =
∫
R
|φ(y)|2 η′(y) dy ≤ b ‖φ‖2L2 <∞
we obtain ‖q‖H1 ≤
√
b ‖φ‖L2 . Note that
‖q ◦ η‖2L2 =
∫
R
|q(η(y))|2 dy =
∫
R
|q(z)|2 ξ′(z) dz ≤ 1
a
∫
R
|q(z)|2 dz = 1
a
‖q‖2L2 .
Similarly, ‖(q ◦ η)′‖2L2 ≤ b ‖q′‖2L2 . Hence,
‖f‖H1 = ‖q ◦ η‖H1 ≤
(
1√
a
+
√
b
)
‖q‖H1 ≤
(√
b√
a
+ b
)
‖φ‖L2 .
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By combining all inequalities, we get
‖f‖1,1 = ‖f‖C1 + ‖f‖H1 ≤
(
b+ b2
a
+ b
)
‖φ‖L∞ +
(√
b√
a
+ b
)
‖φ‖L2 ,
and this proves the continuity. 
Theorem 11. The function F (φ, η) = Lη(φ), where the operator Lη is defined by formula (8), is
a continuously differentiable function from V0(R)×D(R) to V1(R).
Proof. Note that F is smooth as a function of φ since it is linear with respect to φ and bounded in
φ from Lemma 10. So we only have to show the continuous differentiability of F with respect to η.
We can compute
∂ηF (φ, η)(ρ) =
d
dǫ
∣∣∣
ǫ=0
F (φ, η + ǫρ)
=
1
2
∫ x
−∞
e−η(x)+η(y)φ(y)
(
ρ(x)η′(y)− ρ(y)η′(y)− ρ′(y)) dy
+
1
2
∫ ∞
x
eη(x)−η(y)φ(y)
(
ρ(x)η′(y)− ρ(y)η′(y) + ρ′(y)) dy.(10)
We first want to show that G(x) := ∂ηF (φ, η)(ρ)(x) is a function in the correct target space
V1(R). So we must check the following:
max
x∈R
|G(x)| <∞,
max
x∈R
|G′(x)| <∞,
lim
|x|→∞
|G(x)| = 0,
lim
|x|→∞
|G′(x)| = 0.
∫
R
|G(x)|2 dx <∞,∫
R
|G′(x)|2 dx <∞,
Observe that the two conditions in the first column follow from the two conditions in the second
column. Note that ρ ∈ TηD(R) = V1(R), so we have −c ≤ ρ ≤ c and −N ≤ ρ′ ≤ N for some
constants c,N > 0.
(1) lim
x→∞G(x) = 0 and limx→∞G
′(x) = 0
Denote G(x) = (I)+(II) in terms of the two integrals in (10). By using l’Hopital’s Rule,
we have
lim
x→∞(I) = limx→∞
ρ(x)
∫ x
−∞ e
η(y)φ(y)η′(y) dy − ∫ x−∞ eη(y)φ(y)ρ(y)η′(y) dy − ∫ x−∞ eη(y)φ(y)ρ′(y) dy
2eη(x)
= lim
x→∞
ρ′(x)
η′(x)
∫ x
−∞ e
η(y)φ(y)η′(y) dy
2eη(x)
− φ(x)ρ
′(x)
2η′(x)
= lim
x→∞
ρ′(x)
η′(x)
∫ x
−∞ e
η(y)φ(y)η′(y) dy
2eη(x)
,
(
∵ lim
x→∞ ρ
′(x) = 0
)
Note that
lim
x→∞
∫ x
−∞ e
η(y)φ(y)η′(y) dy
2eη(x)
= lim
x→∞
eη(x)φ(x)η′(x)
2eη(x)η′(x)
= lim
x→∞
φ(x)
2
= 0.
Hence, limx→∞(I) = 0. For (II), we get another limit of indeterminate form 00 and the
computation is essentially the same. So limx→∞(II) = 0 and we get limx→∞G(x) = 0. The
proofs for limx→−∞G(x) = 0 and lim|x|→∞G′(x) = 0 are similar.
(2)
∫
R
|G(x)|2 + |G′(x)|2 dx <∞
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Note that
G(x) :=
1
2
∫ x
−∞
e−η(x)+η(y)φ(y)
(
ρ(x)η′(y)− ρ(y)η′(y)− ρ′(y)) dy
+
1
2
∫ ∞
x
eη(x)−η(y)φ(y)
(
ρ(x)η′(y)− ρ(y)η′(y) + ρ′(y)) dy
=
(
1
2
ρ(x)
∫ x
−∞
e−η(x)+η(y)φ(y)η′(y) dy +
1
2
ρ(x)
∫ ∞
x
eη(x)−η(y)φ(y)η′(y) dy
)
+
(
−1
2
∫ x
−∞
e−η(x)+η(y)φ(y)ρ(y)η′(y) dy − 1
2
∫ ∞
x
eη(x)−η(y)φ(y)ρ(y)η′(y) dy
)
+
(
−1
2
∫ x
−∞
e−η(x)+η(y)φ(y)ρ′(y) dy +
1
2
∫ ∞
x
eη(x)−η(y)φ(y)ρ′(y) dy
)
=: h1(x) + h2(x) + h3(x).
Then we use the same method as in Lemma 10. We can identify

h1(x) = ρ(x)q1(η(x)), q1(x)− q′′1(x) = ψ(x),
h2(x) = q2(η(x)), q2(x)− q′′2(x) = −ψ(x)ρ(ξ(x)),
h3(x) = q3(η(x)), q3(x)− q′′3(x) = [ψ(x)ρ′(ξ(x))ξ′(x)]′,
where ψ(x) = φ(ξ(x)) and ξ = η−1 as before. Then we have
‖q1‖H1 ≤ ‖ψ‖L2 ,
‖q2‖H1 ≤ ‖ψ(ρ ◦ ξ)‖L2 ,
‖q3‖H1 ≤
∥∥ψ(ρ′ ◦ ξ)ξ′∥∥
L2
,
where we can check that each right side is finite.
Note that since 1 = s > n2 =
1
2 , the Sobolev space H
1 is an algebra under pointwise
multiplication (see Lemma 2.7 in [14].) Then,
‖h1‖H1 ≤ K ‖ρ‖H1 ‖q ◦ η‖H1 ,
for some constant K. We have
‖q ◦ η‖2L2 =
∫
R
q(η(y))2 dy =
∫
R
q(z)2ξ′(z) dz ≤ 1
a
∫
R
q(z)2 dz <∞.
Similarly, ‖(q ◦ η)′‖L2 <∞ and we conclude that ‖h1‖H1 <∞. We can show ‖h2‖H1 <∞
by using the same method. The proof for ‖h3‖H1 <∞ is similar to that of Lemma 10. This
completes the proof for G ∈ V1(R).
It remains to show that G is continuous with respect to η to complete the proof of
continuous differentiability of F with respect to η. We will show that the maps qi in the
proof of this Theorem, are continuous in η. The idea is to identify qi as the composition
of continuous operations. We prove this in the following Lemmas. We first check that the
composition map that appears in qi is continuous.

Lemma 12. The composition mapping Comp3 : V0(R)×D(R)→ V0(R) is continuous.
Proof. The proof is analogous to that of Lemma 6.

Lemma 13. The three maps qi : D(R) → V1(R), which are defined as above, are continuous with
respect to η.
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Proof. First, we can identify qi as following:
q1 := (1− ∂2x)−1(φ ◦ η−1),
q2 := −(1− ∂2x)−1[(φ ◦ η−1)(ρ ◦ η−1)],
q3 := −∂x(1− ∂2x)−1[(φ ◦ η−1)((∂xρ) ◦ η−1)∂xη−1],
We will prove the continuity of q3, since the proofs for q1 and q2 are much easier.
In the definition of q3, let r(η) := (φ ◦ η−1)((∂xρ) ◦ η−1)∂xη−1, the function inside the square
bracket. Then the map r : D → V0 is continuous with respect to η. This is because the following
maps are continuous:
• Inv : η 7→ η−1 (∵ Lemma 5),
• Comp3 : η 7→ φ ◦ η−1 (∵ Lemma 12),
• ∂x : ρ 7→ ∂xρ, differentiation with respect to x,
• multiplication of all three continuous maps.
Note that r(η) ∈ V0 since each term in the product are functions in C00 and
‖r(η)‖2L2 ≤
∫
R
∣∣(φ ◦ η−1)((∂xρ) ◦ η−1)∂xη−1∣∣2 dx ≤ ‖φ ◦ η‖2L∞ ∥∥∂xη−1∥∥2L∞ ∥∥(∂xρ) ◦ η−1∥∥2L2 <∞.
Lastly, from the explicit formula (9) we have
q3 = −∂x(1− ∂2x)−1(r) =
1
2
e−x
∫ x
−∞
ezr(z)dz − 1
2
ex
∫ ∞
x
e−zr(z) dz.
Then we can check that
‖q3‖1,1 = ‖q3‖C1 + ‖q3‖H1 ≤ 2 ‖r‖L∞ + ‖r‖L2 ,
by doing essentially the same estimates in Lemma 10. Hence, q3 is continuous. 
Corollary 14. The map G is continuous with respect to η.
Proof. Recall that G = h1 + h2 + h3. The composition qi ◦ η is continuous by Theorem 6, so h1,
h2, and h3 are continuous. Since the multiplication map is continuous, h1 is continuous, and so the
sum of three maps is continuous. 
Then by the following existence and uniqueness theorem for ODEs in Banach space, we get the
local existence and uniqueness of the solution of η of the Lagrangian equation (7).
Theorem 15. [16] Let f : J × U → E be continuous, and satisfy a Lipschitz condition on U
uniformly with respect to J . Let x0 be a point of U . Then there exists an open subinterval J0 of J
containing 0, and an open subset of U containing x0 such that f has a unique flow
α : J0 × U0 → U
satisfying
dα
dt
(t, x) = f(t, α(t, x)), α(0, x) = x.
We can select J0 and U0 such that α is continuous and satisfies a Lipschitz condition on J0 × U0.
In our situation, f = F (φ, η), U = D(R), and E = TD(R) which is the tangent bundle of D(R).
The integral curve α corresponds to η(t) which is a curve in D(R). Finally, we have the following
theorem, which proves the local well-posedness of the Camassa-Holm equation (1).
Theorem 16. The Cauchy problem for the Camassa-Holm equation is equivalent to the system
(11)
{
dη
dt
= U
dU
dt
= Lη
(
U2 + U
2
x
2η2
x
)
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with initial conditions η(0, ·) = Id, U(0, ·) = u0. This system describes the flow of a C1 vector field
on TD(R) and the solution curve (η, U) exists for some time T > 0. Defining u = U ◦ η−1, we
obtain a C1 vector field u : [0, T )×R→ R satisfying the Camassa-Holm equation (1) which depends
continuously on u0.
Proof. Clearly, the map (η, U) 7→ U2 + U2x
2η2
x
: D(R) × V1(R) → V0(R) is smooth. We have shown
in the Theorem 11 that Lη is C
1. Hence, the composition of these two mappings is C1. Then by
Theorem 15, there exists a time T > 0 such that the solution curve (η, U) of (11) exists on the
interval [0, T ). This means that there is a solution mapping
Υ : TD → TD
(η0, u0) 7→ (η, u)
Then we can construct the following composition of maps
V1 ι−֒−−−−→ TD Υ−−−−−→ TD −−−−→ V1
u0 7−→ (Id, u0) 7−→ (η, U) 7−→ U ◦ η−1,
where the first map is inclusion and the last map is the inversion followed by composition. Hence,
we obtain the solution u = U ◦ η−1 of the original equation (1). Continuity of u follows from the
fact that the above mapping is a composition of continuous maps. 
Although the map from u0 to u(t) is continuous, it is not even uniformly continuous, as mentioned
earlier [13]. On the other hand the map from u0 to η(t) is not only continuous, it is C
1 in both
variables, which follows from the fact that the vector field in (11) is C1. With more work we could
show that in fact the vector field and thus the solution map is C∞, as happens for fluids [10].
Analogously we can show that Lagrangian trajectories are C∞ functions of time, even though the
data is only spatially C1. The essential feature here is that the PDE can be written in Lagrangian
form in a way that does not lose derivatives, and typically this is enough to make the vector field
not merely continuous but in fact C∞. Similar techniques should work for other Euler-Arnold
equations in the C1 topology, at least in one dimension.
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