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Los diseños de medidas repetidas se utilizan para evaluar el
cambio del comportamiento de los sujetos a través del tiempo en
función de los tratamientos u otras variables (biológicas, psicoló-
gicas o sociales) mediante el contraste de hipótesis en uno o más
grupos. Dadas estas características, los diseños de medidas repeti-
das se han aplicado en diferentes áreas de la Psicología y en dis-
tintas ciencias. A su vez, estos diseños presentan una estructura
analítica que requiere considerar el número y naturaleza de las
fuentes de variación (tipo de tratamientos, efectos asociados al
tiempo), la regla de asignación (aleatoria o no), el número de va-
riables dependientes y las características de la muestra en uno o
más grupos (Fernández, Livacic-Rojas y Vallejo, en prensa). La
estructura más común de diseño de medidas repetidas es aquella
que implica un factor entre-sujetos y otro factor intra-sujetos. En
este contexto, las unidades experimentales (i= 1,…, n) se selec-
cionan aleatoriamente para cada nivel del factor entre-sujetos (j=
1,…, p) y se registran las respuestas en cada uno de los niveles del
factor intra-sujetos (k= 1,…, q).
Los métodos de análisis más habitualmente utilizados para eva-
luar los efectos fijos del diseño han sido el Univariado (ANOVA)
y el Multivariado (MANOVA). Sin embargo, el hecho de que los
datos que se derivan de investigaciones en psicología no siempre
se ajustan a los supuestos exigidos por ellos, esto es, la violación
del supuesto de independencia de las puntuaciones, la desviación
de la normalidad de las mismas y la ausencia de esfericidad y de
homogeneidad de las matrices de dispersión, influyó en el desa-
rrollo de métodos alternativos.
Por ejemplo, cuando los datos no cumplen con el supuesto de
la esfericidad, se han desarrollado procedimientos que utilizan
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grados de libertad modificados mediante procedimientos tipo Box,
el análisis multivariado de la varianza (MANOVA), y también,
una combinación de ambos (Blanca, 2004; Vallejo y Lozano,
2006). De otra parte, cuando se incumple el supuesto de igualdad
de las matrices de dispersión y el diseño se encuentra desequili-
brado, la literatura especializada sugiere desechar el uso de estos
procedimientos debido a que exhiben dificultades para controlar
las tasas de error de Tipo I (Vallejo, Cuesta, Fernández y Herrero,
2006). Para solventar esta dificultad se han desarrollado nuevos
métodos, tales como el enfoque de la Aproximación General Me-
jorada desarrollado por Huynh (1978) y modificado por Algina y
Oshima (1995), el procedimiento de Welch-James desarrollado
por Johansen (1980) e implementado en el ámbito de los diseños
de medidas repetidas por Keselman, Carriere y Lix (1993), la ver-
sión multivariada del procedimiento de Brown-Forsythe (1974)
propuesta por Vallejo, Fidalgo y Fernández (2001), la técnica bo-
otstrap desarrollada por Efron y colaboradores (Efron y Tibshira-
ni, 1993) y el modelo lineal mixto. 
Por su parte, los estudios relacionados con la sensibilidad de
las pruebas estadísticas muestran que este tema tan sólo ha reci-
bido la atención que se precisa en los últimos diez años (Botella,
2002; Maxwell, 2004). Según estos autores, el panorama de los
estudios de potencia en Psicología no es del todo alentador debi-
do a que son pocas las áreas donde se han logrado niveles de po-
tencia superiores a 0,80 con tamaños del efecto moderados. Aso-
ciado a esto, se han observado bajas tasas de potencia cuando los
grupos son de menos de 30 sujetos, con independencia del cum-
plimiento o no de los supuestos del modelo. Esta situación preo-
cupa, porque es habitual que la investigación en Psicología se ca-
racteriza en parte por tener muestras pequeñas, grupos desequili-
brados y problemas multideterminados (Keselman, Algina, y Ko-
walchuck, 2002). 
Dadas las consecuencias derivadas de los bajos niveles de po-
tencia y al bajo control de las tasas de error de tipo I que exhiben
los estudios en Psicología surge la necesidad de aplicar procedi-
mientos que sean de alta flexibilidad para abordar estas dificulta-
des y, con ello, realizar una estimación más rigurosa de los pará-
metros. Bajo estas condiciones, el modelo lineal general está sien-
do desplazado por el modelo lineal mixto y pruebas estadísticas al-
ternativas que muestran una mejor potencia de prueba cuando se
incumplen los supuestos del modelo clásico. 
En el conjunto de los procedimientos disponibles, el MLM pre-
senta diferencias con respecto de los otros procedimientos, a saber,
permite analizar los datos con observaciones perdidas, determinar
a priori la estructura de covarianza que subyace a los datos me-
diante los criterios AIC y BIC, manejar covariadas cambiantes a lo
largo del tiempo e incrementar así la sensibilidad de los trata-
mientos (Kowalchuck, Keselman, Algina y Wolfinger 2004), apli-
carse con independencia de que el número de mediciones exceda
al número de unidades de observación, obtener errores estándar
más adecuados de estos estimadores (Zimmerman y Núñez-Antón,
2001), también permite que el modelo contenga tanto variables de
efectos fijos como de efectos aleatorios (Raudenbush y Bryk,
2002), extender su uso para el manejo de medidas repetidas de na-
turaleza categórica (Davis, 2002) y ajustarse a condiciones donde
los sujetos tengan diferente número de observaciones y los inter-
valos de tiempo puedan ser específicos para cada uno de ellos, as-
pecto éste que posibilita modelar las variaciones entre e intra su-
jetos tanto para datos completos como incompletos (Vallejo, Fer-
nández y Secades, 2004; Littell, 2002).
No obstante, conviene señalar que el MLM tiene el inconve-
niente de que los estimadores de precisión de la estructura de me-
dias del modelo se basan en su distribución asintótica, lo cual pue-
de provocar serios problemas cuando se trabaja con muestras re-
ducidas (Chen y Wei, 2003; Wolfinger, 1996). Por lo tanto, cuan-
do los tamaños de los grupos son pequeños, las inferencias que el
investigador realice pueden ser incorrectas. Para solventar esta di-
ficultad, Fai y Cornelius (1996) y Kenward y Roger (1997) han
desarrollado dos soluciones basadas en modificar los grados de li-
bertad del error y en ajustar el estadístico de Wald, ambas solu-
ciones están implementadas en las versiones 8 y 9 del paquete es-
tadístico SAS. Además, como señalan Keselman, Algina, Kowal-
chuk y Wolfinger (1999), el investigador debe estar atento al utili-
zar este enfoque debido a que en ocasiones exhibe dificultades con
la identificación correcta de las estructuras de covarianza. 
En cuanto a otros procedimientos de análisis, según Vallejo et
al. (2006) la técnica bootstrap se ha aplicado escasamente en los
diseños de medidas repetidas, aunque se ha implementado en otros
ámbitos desde la década de los 80 a partir de los trabajos de Lun-
neborg y Tousignant (1985) y Wasserman y Böckenholt (1989).
Estos autores se han referido a ella como una alternativa a las téc-
nicas tradicionales (t, F) basadas en el muestreo de poblaciones.
Así las cosas, el objetivo del presente trabajo se centra en eva-
luar comparativamente la potencia de ocho recientes enfoques
analíticos cuando se incumplen los supuestos de normalidad y ho-
mogeneidad, tanto conjuntamente como por separado. En concre-
to, los procedimientos estudiados han sido los siguientes: la Apro-
ximación General Mejorada (AGM), la versión multivariada del
procedimiento modificado de Brown Forsythe (BF), la extensión
multivariada de los enfoques de Welch y James (WJ), el procedi-
miento de WJ con medias recortadas (MR), la técnica no paramé-
trica bootstrap (BOOT), el modelo mixto sin ajustar grados de li-
bertad (F), el modelo mixto con grados de libertad ajustados me-
diante el método de Kenward y Roger (KR) y el método tipo Sat-
terthwaite de Fai y Cornelius (S). Hasta la fecha no se ha exami-
nado simultáneamente la sensibilidad de las ocho técnicas reseña-
das. En orden a evitar redundancias, se omite la definición formal
de los métodos examinados. No obstante, una descripción detalla-
da de los mismos se encuentra en los trabajos de Livacic-Rojas et
al. (2006), Vallejo y Livacic Rojas (2005) y Vallejo et al. (2006).
Método
En orden a evaluar la sensibilidad de los enfoques señalados, se
llevó a cabo un estudio de simulación usando un diseño de medi-
das repetidas que tenía un factor entre sujetos (p= 3) y un factor
intra sujetos (k= 4). En él se comparó la potencia de los enfoques
propuestos cuando se incumplían los supuestos de esfericidad
multimuestral y normalidad, tanto conjuntamente como por sepa-
rado. Para tal fin se manipularon cinco variables: (a) el tamaño de
muestra total, (b) la relación entre el tamaño de los grupos y el de
las matrices de dispersión, (c) el tipo de matrices de dispersión, (d)
la forma de la distribución de la población y (e) la permutación del
vector de medias. Estas variables fueron seleccionadas por ser de
uso habitual en investigaciones similares a la actual. 
Se analizó el comportamiento de estos procedimientos utilizan-
do tres distintos tamaños de muestras totales: Estos tamaños gru-
pales fueron seleccionados por ser representativos de los encon-
trados en la práctica en Psicología. Dentro de cada condición, el
coeficiente de variación muestral () se fijó en 0.33, donde
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, siendo n– el tamaño promedio de los
grupos. Para n= 30, los tamaños grupales fueron: 6, 10 y 14; para
n= 45, los tamaños grupales fueron: 9, 15 y 21. Mientras que para
n= 60, los tamaños grupales fueron: 12, 20 y 28.
Dado que las relaciones entre las matrices de dispersión y el
tamaño de los grupos pueden tener diferentes efectos en las prue-
bas estadísticas, se investigó el comportamiento de los tres enfo-
ques referidos utilizando diseños equilibrados y no equilibrados.
Cuando los diseños estaban equilibrados, la relación entre las ma-
trices de dispersión y el tamaño de los grupos era nula. Cuando los
diseños carecían de equilibrio, la relación podía ser tanto positiva
como negativa. Una relación positiva implica que el grupo de me-
nor tamaño se asocia con la matriz de dispersión menor, mientras
que una relación negativa implica que el grupo de menor tamaño
se asocia con la matriz de dispersión mayor. Cuando los tamaños
de muestra son iguales, Δ vale 0, mientras que el valor del coefi-
ciente se incrementa cuanto más difiere el tamaño de los grupos
entre sí. En este caso, el grado de desequilibrio existente entre los
grupos fluctuó entre moderado y severo. El grado de heterogenei-
dad de las matrices de dispersión incluido en el presente trabajo
fue .
El patrón de matrices de dispersión tenía cuatro niveles; en los
tres primeros las matrices eran múltiplos unas de otras, mientras
que en el cuarto no lo eran. Las estructuras de covarianza usadas
para generar los datos simulados en el caso proporcional serán las
tres que siguen: coeficientes aleatorios (CA), autorregresiva de
primer orden heterogénea (ARH(1)) y no estructurada (NE). Para
las tres estructuras reseñadas el valor del parámetro de esfericidad
se mantuvo constante en .75.
Por lo que se refiere al caso en que no sean múltiplos unas de
otras, las matrices de los diferentes grupos diferirán entre sí. El ín-
dice de esfericidad de las matrices de covarianza correspondiente
a cada uno de los grupos se fijará igual a 1.00, 0.75 y 0.50, res-
pectivamente. De este modo, aunque las matrices sean distintas,
mantienen entre sí la relación siguiente: tr (A’∑1A)= tr (A’∑2A)=
tr (A’∑3A). Como en el caso anterior, se manipulará el grado de
heterogeneidad de las matrices mediante la relación y
. Así pues, se cumple que
La cuarta variable investigada fue la forma de la distribución de
la variable de medida. Este factor tenía cuatro niveles: normal, lige-
ramente sesgado, moderadamente sesgado y severamente sesgado.
Al igual que en el estudio de Berkovits, Hancok y Nevitt (2000), los
valores de los índices de asimetría (γ1) y apuntamiento (γ2) seleccio-
nados para generar las distribuciones no normales multivariadas fue-
ron: ligeramente sesgada (γ1= 1, γ2= 0.75), moderadamente sesgada
(γ1= 1.75, γ2= 3.00) y fuertemente sesgada (γ1= 3.00, γ2= 21.00). Una
de las razones de haber utilizado distribuciones sesgadas se debe a
que éstas son representativas de la mayor parte de las investigaciones
realizadas con datos aplicados (véase, por ejemplo, Micceri, 1989).
La última variable investigada fue la permutación de la confi-
guración del patrón del vector de medias. Sobre la base del traba-
jo de Algina y Keselman (1998), la configuración seleccionada fue
la de rango máximo. Dentro de cada uno de los tres grupos del di-
seño se incluyeron las permutaciones que siguen: (-μ,0,0, μ), (-
μ,0,μ,0), (-μ,μ,0,0), (0,-μ,0, μ),(0, -μ,μ,0), (0,0,-μ,μ). Cuando el
interés se centró en comparar la potencia de las diferentes pruebas
para detectar los efectos de la interacción, únicamente el tercer
grupo tuvo un vector de medias idéntico al descrito; para los otros
dos grupos, el vector de medias fue nulo. Para cada uno de los tres
tamaños de muestra manipulados y para cada uno de los efectos
implicados en el diseño, se seleccionó un valor de μ que propor-
cionará un valor objetivo de potencia a priori de 0.80. No hay ra-
zón para pensar que el patrón de resultados se vea alterado al uti-
lizar algún otro valor, por ejemplo 1-β= 0.40. El valor de potencia
se obtuvo para el clásico enfoque ANOVA de medidas repetidas
empleando las funciones FINV y FNONCT del SAS.
Para cada una de las condiciones del diseño, se crearon, con el
lenguaje matricial IML del SAS (SAS Institute, 2001), 1000 con-
juntos de datos replicados, utilizando la extensión multivariada
que Vale y Maurelli (1983) desarrollaron del método de la poten-
cia propuesto por Fleishman (1978). Para cada replicación se eje-
cutaron los enfoques bootstrap-F, BF, AGM, MLM y WJ y se exa-
minaron las tasas de error de Tipo II usando un nivel de significa-
ción del 5%. Los valores críticos del enfoque bootstrap se deter-
minaron mediante el procedimiento descrito por Vallejo et al.
(2006), a partir de 599 remuestreos de tamaño obtenidos del con-
junto de datos simulados. En la línea de lo aquí expuesto, es opor-
tuno señalar que todos los cálculos se realizaron mediante un pro-
grama de simulación escrito en lenguaje de programación
SAS/IML. Bajo hipótesis alternativa, las tasas de potencia empíri-
cas se obtuvieron dividiendo el número de veces que cada estadís-
tico excedía su correspondiente valor crítico cuando el vector de
medias era distinto de cero por las 1000 réplicas efectuadas.
Resultados
La tabla 1 contiene los valores promedio de los seis vectores de
medias para los efectos principales en cada una de las condiciones
investigadas y que se corresponden con cada uno de los ocho pro-
cedimientos analizados para diferentes distribuciones y estructuras
de covarianza. Los resultados muestran los promedios de los vec-
tores de medias para la distribución normal proporcional, distribu-
ción no normal proporcional y no normal no proporcional. En es-
tas distribuciones se observa:
1. Los niveles de potencia de 0.80 o más se alcanzan para casi
todos los procedimientos y en las diferentes condiciones
cuando la estructura de covarianza es CA. 
2. Los procedimientos BF, BOOT, MR no alcanzan este nivel
de potencia asociado a CA cuando la relación entre las ma-
trices de dispersión y los grupos es neutra y negativa.
3. En términos generales, los niveles de potencia más bajos se
alcanzan para casi todos los procedimientos y en las dife-
rentes condiciones cuando la estructura de covarianza es
NE. 
4. A su vez, los niveles de potencia más bajos se alcanza en
promedio para casi todos los procedimientos cuando rela-
ción entre la estructura de covarianza y el tamaño de los gru-
pos es negativa. 
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5. Los procedimientos más potentes, en orden decreciente y
obtenido sobre el total de condiciones analizadas, son F, S,
KR, WJ, AGM, BF, BOOT y MR. Esta situación se verifica
al considerar los resultados obtenidos para todas las condi-
ciones analizadas. 
La tabla 2 contiene los valores promedio de los seis vectores de
medias para cada una de las condiciones para la distribución nor-
mal no proporcional. En esta distribución se puede observar que:
1. Ninguno de los procedimientos alcanza una potencia de
0.80 o más bajo ninguna de las condiciones evaluadas. 
2. Los procedimientos más potentes, en orden decreciente y
obtenido sobre el total de condiciones analizadas, son F, S,
WJ, KR, BF, BOOT, MR y AGM. Es importante señalar que
el procedimiento AGM no llega en ninguna de las condicio-
nes evaluadas a una potencia de 0.80. Esta situación se pue-
de verificar considerando los resultados obtenidos para to-
das las condiciones analizadas. 
Tabla 1
Valores promediados de los vectores de media para la potencia en distribuciones normal proporcional, no normal proporcional y no no normal no proporcional
N EC F S KR BF WJ BOOT MR AGM 
10-10-10 NE 0.79 0.72  0.68 0.66  0.69 0.50 0.54 0.51
06-10-14 NE 0.79 0.74  0.69  0.70  0.71  0.56 0.60 0.52
14-10-06  NE 0.75 0.64 0.55 0.47 0.58 0.32 0.43 0.42
15-15-15  NE 0.79 0.72  0.70 0.69  0.70 0.62 0.63 0.51
09-15-21  NE 0.77 0.74  0.72 0.74  0.72 0.67 0.66 0.56
21-15-09  NE 0.71 0.64  0.59 0.56  0.60 0.46 0.52  0.40
20-20-20  NE 0.77 0.72  0.70 0.70  0.70 0.67 0.68 0.50
12-20-28  NE 0.76 0.74  0.72 0.73  0.72 0.70 0.69 0.56
28-20-12  NE 0.69 0.64  0.59 0.57  0.60 0.51 0.53 0.40
10-10-10  ARH 0.80 0.76 0.70 0.69 0.71 0.46 0.51 0.56
06-10-14 ARH 0.82 0.78  0.74  0.74  0.75  0.56 0.59 0.61
14-10-06  ARH 0.76 0.65 0.54 0.56 0.61 0.26 0.39 0.44
15-15-15  ARH  0.79  0.75  0.72 0.72  0.73 0.60 0.58 0.57
09-15-21  ARH  0.81 0.78  0.76 0.76  0.76 0.66 0.65 0.56
21-15-09  ARH  0.73 0.65  0.59 0.56  0.59 0.41 0.48  0.43
20-20-20  ARH  0.77 0.75  0.74 0.74  0.74 0.63 0.61 0.57
12-20-28  ARH  0.80 0.76  0.77 0.77  0.77 0.70 0.66 0.61
28-20-12  ARH  0.70 0.65  0.59 0.58  0.60 0.48 0.48 0.42
10-10-10 CA  0.97 0.97 0.96 0.95 0.96 0.72 0.80 0.94
06-10-14 CA  0.96 0.95 0.95 0.96 0.97 0.82 0.83 0.96
14-10-06  CA  0.94 0.93 0.93 0.77 0.86 0.49 0.71 0.83
15-15-15  CA  0.97 0.95 0.97 0.96 0.96 0.79 0.87 0.95
09-15-21  CA  0.96 0.96 0.96 0.98 0.98 0.82 0.89 0.96
21-15-09  CA  0.95 0.93 0.96 0.85 0.88 0.61 0.77  0.84
20-20-20  CA  0.97 0.97 0.97 0.97 0.96 0.87 0.87 0.95
12-20-28  CA  0.96 0.96 0.96 0.98 0.98 0.91 0.85 0.97
28-20-12  CA  0.94 0.94 0.94 0.88 0.89 0.70 0.75 0.85
Leyenda: EC= Estructura de Covarianza; NE= Matriz no estructurada; ARH= Matriz Autorregresiva heterogénea de primer orden; CA= Matriz de Coeficientes Aleatorios; F= Procedimiento
F sin grados de libertad corregidos; S= Procedimiento de Fai y Cornelius; KR= Procedimiento de Kenward-Roger; BF= Procedimiento Brown-Forsythe; WJ= Procedimiento de Welch James;
BOOT= Bootstap no paramétrico recortado; MR= Procedimiento WJ medias recortadas; AGM= Procedimiento de Aproximación General Mejorada; Negrita= Niveles de Potencia de 0.80 o
superior
Tabla 2
Valores promediados de los vectores de media para evaluar la potencia en una distribución normal no proporcional
N EC D F S K BF WJ BOOT MR AGM
10-10-10 NE FS 0.76 0.72  0.67 0.66  0.69 0.38 0.42 0.41
06-10-14 NE FS 0.78 0.73  0.69  0.70  0.70  0.45 0.48 0.48
14-10-06 NE FS 0.74 0.59 0.56 0.41 0.62 0.33 0.32 0.30
15-15-15 NE FS 0.76  0.73  0.70 0.69  0.58 0.51 0.50 0.41
09-15-21 NE FS 0.76 0.74  0.71 0.72  0.72 0.56 0.55 0.48
21-15-09 NE FS 0.72 0.62  0.61 0.53  0.64 0.40 0.44  0.29
20-20-20 NE FS 0.75 0.73  0.71 0.70  0.71 0.56 0.53 0.42
12-20-28 NE FS 0.76 0.73  0.72 0.72  0.72 0.58 0.56 0.49
28-20-12 NE FS 0.69 0.65  0.61 0.58  0.63 0.43 0.43 0.27
Leyenda: N= Tamaño de los Grupos; EC= Estructura de Covarianza; D= Tipo de Distribución; F= Procedimiento F sin grados de libertad corregidos; S= Procedimiento de Fai y Cornelius;
KR= Procedimiento de Kenward-Roger; BF= Procedimiento Brown-Forsythe; WJ= Procedimiento de Welch James; BOOT= Bootstap no paramétrico recortado; MR= Procedimiento WJ me-
dias recortadas; AGM= Procedimiento de Aproximación General Mejorada; NE= Matriz no estructurada.; FS= Distribución Fuertemente Sesgada; Negrita= Niveles de Potencia de 0.80 o su-
perior
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Discusión
El propósito de esta investigación ha sido evaluar la potencia
de ocho procedimientos para analizar diseños de medidas repeti-
das en ausencia de esfericidad multimuestral. Específicamente, se
ha examinado la potencia estadística de los procedimientos multi-
variado de Brown-Forsythe (BF, modificado por Vallejo et al.,
2001), la técnica bootstrap (BOOT), el modelo mixto con los gra-
dos de libertad sin ajustar (prueba F), el procedimiento de Aproxi-
mación General Mejorada (AGM), el modelo mixto con los gra-
dos de libertad ajustados mediante el procedimiento desarrollado
por Kenward-Roger (1997) (KR) y el procedimiento propuesto
por Fai y Cornelius (S), el procedimiento de Welch-James con Me-
dias Recortadas (MR), el procedimiento de Welch-James (WJ),
cuando los supuestos de normalidad multivariada y homogeneidad
de las matrices de dispersión eran violados independiente y simul-
táneamente. Este objetivo se llevó a cabo manipulando diversos
tamaños de muestra generados desde distribuciones sesgadas y
con diferentes estructuras de covarianza. 
Los resultados de los valores promedio de los vectores en los
diferentes procedimientos evaluados muestran que el procedi-
miento que exhibe mayor potencia es F. Cabe señalar, que este
procedimiento es aquel con el nivel más bajo de robustez realiza-
do por Livacic-Rojas et al. (2006). También resulta oportuno se-
ñalar que los procedimientos BOOT y MR (que también exhibían
baja robustez en el mencionado estudio) presentan en promedio
bajos niveles de potencia, lo cual podría relacionarse con el hecho
de que son pruebas muy robustas cuando las distribuciones se en-
cuentran fuertemente separadas de la distribución normal. 
En cuanto a los procedimientos S, WJ, KR, BF y AGM, es im-
portante destacar que en general presentan un rendimiento mode-
rado respecto a la potencia, aunque son robustos, a excepción de
la prueba S. Además, es necesario señalar que la prueba AGM es
poco recomendable, dado que, aun siendo robusta, se adapta poco
a condiciones propias de los estudios en ambientes aplicados (ob-
servaciones perdidas y correlaciones entre las observaciones).    
La situación aquí expuesta se confirma al analizar el desempe-
ño de los diferentes procedimientos tanto cuando las matrices de
dispersión son y no son proporcionales unas de otras para todas las
condiciones analizadas. Si bien el modelo mixto con grados de li-
bertad ajustados (procedimientos KR y S) es el que exhibe mejo-
res resultados en general al adaptarse a las condiciones reales de
las investigaciones (AGM es una prueba que no es eficiente cuan-
do existen observaciones perdidas), los procedimientos KR y S
presentan el inconveniente de que están basados en el conoci-
miento previo de las estructuras de covarianza, lo cual es una si-
tuación que en la práctica no ocurre. 
Finalmente, quisiéramos plantear de cara a investigaciones ve-
nideras que es necesario continuar los estudios referidos a la poten-
cia dado que, si bien es cierto, varios procedimientos analizados tie-
nen niveles altos en estudios de simulación, no es menos cierto que,
en investigaciones reales, estos fluctúan entre bajos e intermedios. 
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