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Kittell, David E. PhD, Purdue University, May 2016. Analysis and Simulation of
Small Scale Microwave Interferometer Experiments on Non-Ideal Explosives. Major
Professor: Steven F. Son, School of Mechanical Engineering.
Small scale experiments for non-ideal and homemade explosives (HMEs) were in-
vestigated, analyzed, and subsequently modeled in an attempt to develop more pre-
dictive capabilities for the threat assessment of improvised explosive devices (IEDs),
as well as to provide new analysis capabilities for other investigators in the field.
Non-ideal explosives and HMEs are challenging to characterize because of the nearly
limitless parameter space (e.g. sample composition, density, particle morphology, etc.)
which gives rise to a broad range of explosive sensitivity and performance. Large scale
tests, such as rate stick and gap tests, are not feasible for characterizing every HME
of interest due to limitations in time and cost. These small scale experiments utilize
a 35 GHz microwave interferometer to measure the instantaneous shock and failing
detonation wave velocities in explosives. Only those explosives which are transparent
to the microwave radiation are evaluated, including ammonium nitrate plus fuel oil
(ANFO). It is shown here for the first time that the small scale measurements may
be related to large scale sensitivity and performance for a large enough sample size
and level of confinement.
Specifically, four di!erent experimental configurations were explored that require
only 1-5 g of material. By varying the charge diameter, as well as the thickness and
sound speed of the confining material, the failure rate and shock front curvature of an
overdriven failing detonation may be tailored. The detailed experimental data is also
highly repeatable, provided that the initial sample density is uniform and consistent
from test to test. Results from the MI data also reveal the existence of an inflexion
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point in velocity, which is thought to be related to the measurements obtained from
larger rate sticks.
The di!erent MI experiments were subsequently modeled in 2d as well as 3d using
the shock physics hydrocode CTH. An ignition and growth reactive burn (IGRB)
model was developed for non-ideal explosives, and shown to be relevant to capturing
the behavior of some of the overdriven failing detonation waves. Many simplifying
assumptions were made, so that the MI data might possibly be used for model cali-
bration and validation. It was determined that an intermediate level of confinement
utilizing low sound speed polyvinyl chloride (PVC) is most relevant for fitting the
IGRB model constants, which were then used to predict the other MI experiments
with partial success.
Overall, the CTH simulations provide much more information than what is avail-
able from the MI measurements alone. These simulations were used to investigate
pressure waves in the explosive and confiner materials, and to show that the reactive
waves are likely transitioning from supersonic to subsonic deflagration, where ther-
mal e!ects, compaction behavior, and material strength are important. Consequently,
these simulations are not able to match the weaker confinement and smaller diameter
experiments over the full duration of the tests. The calibrated IGRB model was then
used to make several predictions for shock sensitivity, changes to the initial density,
and other large scale tests. Future work is suggested to validate these predictions and
to improve the model development. Overall, the high level of integration between
experimental and modeling e!orts shown in this work is critical to better understand




At the present time, there exists a need for greater understanding of homemade
explosives (HMEs). One critical observation is that the number of di!erent chemical
and physical formulations available to potential terrorists is rapidly increasing, while
detailed experimental data on these materials is severely lacking. In order to more ad-
equately assess the behavior and performance of a wide range of HMEs, new and novel
characterization experiments must be developed. Moreover, it is critical that these
experiments are supported by modeling for interpretation of the results. However,
the advancement of experimental and modeling e!orts is confronted by two significant
challenges: (1) the feasibility of testing a wide variety of materials with limitations
on time and cost, and (2) the accuracy of previously-accepted model approximations
under less ideal (e.g. small scale) conditions. Nevertheless, it is necessary to continue
to investigate an integrated experimental and modeling approach in order to respond
to the growing threat of HMEs.
A single experiment would most likely be ine!ective, as di!erent methodologies
will be required for various HMEs depending on their combustion behavior. For
example, di!erent physical mechanisms are relevant to the combustion of ‘low’ and
‘high’ explosives. Low explosives are slower burning, and are used to produce high
velocity fragments with heavy or light confinement. High explosives undergo a fast
burning supersonic combustion process, and usually require no confinement to pro-
duce a strong blast wave. The blast wave from a high explosive has the greater
potential for fatalities and damage to surrounding buildings; yet it may also require a
more sophisticated blasting cap or detonator to be initiated. The e!ect of an initiator
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on a HME could possibly be simulated using a reactive burn model, and it is this
possibility which motives much of the present work.
Two recent examples of domestic terrorist attacks which illustrate the di!erences
in low and high explosives are the Boston Marathon bombing in 2013, and the Ok-
lahoma City bombing in 1995, respectively. In the former attack, two stainless steel
pressure cookers were filled with low explosive gun powder and ball bearings. The
explosions killed 3 people and injured an estimated 264 others; most of the damage
was due to high velocity shrapnel. In this scenario, a desirable predictive capability
may be to assess the potential range and velocity of the fragments based on combus-
tion properties. In contrast to the Boston Marathon bombing, the Oklahoma City
bombing was perpetrated using a high explosive consisting of ammonium nitrate,
diesel fuel, and nitromethane to much greater e!ect: the attack killed 168 people and
injured more than 600 others. In this case, a desirable predictive capability might
include an estimation of the TNT equivalent of the bomb, detonation velocity, and
the initiation behavior (which may also e!ect the yield of the bomb).
Overall, new methodologies are needed to study these types of HMEs, as most
established tests for explosives are prohibitive for investigations over a wide parameter
space. Historically, these established tests were designed and performed on a handful
of explosives critical to the operation of certain explosive devices. For example, the
calibration of an equation-of-state or reactive burn model may involve methods which
require: (1) large sample sizes >100 g for rate stick, cylinder, and wedge tests, (2)
a high degree of complexity including embedded material gages, or (3) a specific use
form of the explosive that is either cast or machined. Unfortunately, it is not feasible
due to time and cost to apply these complex and large-scale experiments to every
HME of interest.
Moreover, many HMEs fall into a further classification known as non-ideal ex-
plosives. A non-ideal explosive deviates from the classical theory of detonation, as
only a fraction of the available chemical energy goes into raising the pressure of the
detonation wave. For example, two-part mixtures (also known as binary explosives)
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are not combined at the molecular level, and the reaction tends to be incomplete
over the time scales of a shock wave. Large critical diameters are associated with
non-ideal explosives, so that a steady detonation wave will not be observed below a
certain sample size. Hence, current work to develop new methodologies based on small
scale experiments must take into consideration the potential for observing detonation
failure.
It is hoped that some method may be found wherein the detonability of a broad
range of HMEs is assessed via small scale experiments. To this end, microwave inter-
ferometry (MI) is proposed here as a non-intrusive diagnostic capable of measuring
transient reactive wave phenomena in small diameter (<1 cm) explosive charges. Var-
ious confinement and initiation conditions may be studied with minimal increase to
the time and complexity of testing. Large quantities of detailed experimental data
may then be quickly obtained, and coupled directly to the modeling e!ort of HMEs.
This kind of transient, reactive wave propagation data also provides a rich data set
for model validation, and supports the larger e!ort to enable more predictive capa-
bilities for assessing the threat of HMEs. However, the scalability of the small scale
data and the applicability of a reactive burn model to simulate these types of ex-
periments is largely unknown. The success of this work depends on answering these
research questions with experimental and computational investigations into a baseline
non-ideal explosive. Future applications of the work may include higher fidelity sim-
ulations of improvised explosive devices (IEDs), as well as new analysis capabilities
for explosive-related accident investigations.
1.2 Scope
The scope of the work is broad, and encompasses many di!erent disciplines. One
field of study which underlies much of the work is that of energetic materials. An
informal definition of the field includes explosives, as well as other materials with
the capability of self-sustained exothermic chemical reactions (e.g. solid propellants,
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roadside flares, and thermites). The field of energetic materials is itself multidisci-
plinary, requiring some knowledge of chemistry, heat transfer, mass di!usion, and
fluid dynamics - a majority of these disciplines fall within the scope of mechanical
engineering. Two major branches exist for combustion processes, as either subsonic
deflagration or supersonic detonation waves. Deflagation waves are self-sustaining
with su"cient heat feedback, whereas detonation waves are sustained by the high
pressures associated with a shock wave.
Another field of study within the scope of the work is that of microwave inter-
ferometry (MI). This field, too, is quite broad having been developed in the early
1950’s in parallel with radar. The applications of MI are widespread, and may be
found across di!erent types of measurements, including: propellant regression rates,
plasma densities, remote sensing applications, and also the explosives measurements
considered in the present work. MI may be described as an electromagnetic analogue
to an optical Michelson interferometer, and it is used in conjunction with explosives
to make non-intrusive, time-resolved measurements of the velocity of shock or deto-
nation waves.
In order to extract high-quality velocity data from the MI technique, several ad-
vanced digital signal processing methods are needed. This is also within the scope of
the work; some of these techniques subsequently require an understanding of spec-
tral decomposition, Fourier transforms, and time-frequency analysis. Time-frequency
analysis is especially useful for low quality MI signals, which are known to occur for
a variety of reasons, most notably non-ideal instrumentation and signal conditioning.
Nonetheless, these advanced techniques are still important for a greater understanding
of the data analysis, and calibrating some explosive material properties.
The last major area covered in the scope of the work is that of numerical simulation
and modeling. This area may be further subdivided between explosives modeling,
and the computer codes which are used to implement these models. In this work,
a hydrocode is used to simulate the experimental MI results. All hydrocodes share
some aspects of structural dynamics and wave propagation codes, although neither
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one is a more accurate description. In these types of simulations, fluid-like behavior
is assumed when the associated shock and detonation pressures are much higher
than the material yield strength. Overall, many assumptions go into the computer
codes and explosive models, and these are active areas for research within the larger
scientific community.
1.3 Organization
The remaining chapters have been organized with an emphasis on topic area to
improve the flow and readability of the work. Chapter 2 is a literature review of the
MI technique; it is structured to provide a broad survey of relevant information, rather
than going deeper into the technical content. This chapter includes a background and
history for the MI technique in addition to the literature review.
Chapter 3 is the experimental methods section. This chapter includes an overview
of the experimental apparatus, sample preparation, and data collection for the small
scale MI tests. Some aspects of pressing explosives are discussed which a!ect the
variation in density between samples. In addition, procedural notes are documented
which appear to increase the likelihood for achieving high quality MI output signals.
Chapter 4 is the data analysis section, which covers MI theory, equations, and
four di!erent methods which may be used to analyze the MI signals. Additional
equations are provided for an error analysis, considering both the measurement error
and random sample variation. Dynamic wavelength calibration is also discussed,
which was used to determine the dielectric properties of the test explosives.
Chapter 5 covers the development of an ignition and growth reactive burn model
for a baseline ammonium nitrate fuel oil (ANFO) non-ideal explosive. The chapter
begins by describing all of the model sub-components, and then establishing each one
in greater detail. Attention is placed on the assumptions made, and also the unknown
model parameters. The chapter ends with a discussion of the model implementation
in the CTH hydrocode, followed by model calibration and validation.
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Chapter 6 discusses some improvements made to the Mie-Grüneisen equation of
state (EOS), using a physically-based Einstein oscillator model for the specific heat.
This work is soon to be published in a journal article, and addresses some of the chal-
lenging of temperature predictions when simulating heterogeneous explosives. The
chapter ends with a simulation of pore collapse and predictions of a dynamic hot spot
temperature distribution. This type of modeling approach could be used to describe
sub-grid phenomena that the ignition and growth model is currently incapable of
capturing.
Chapter 7 contains the results section, beginning with the small scale MI ex-
periments, companion simulations, and ending with some predictions of large scale
experiments using the calibrated model. Implications of the model predictions are
discussed, and future work is identified to provide additional validation of the model.
The dissertation ends with Chapter 8, which summarizes the major conclusions of
the work.
Data processing and analysis calculations relevant to the work may be found in
Appendix A through C. This includes time-frequency results (i.e. spectrograms
and scalograms) corresponding to the sample calculations in Chapter 4. A summary
of material properties, error analysis, and the MI output signals may be found in
Appendix C. Two of the most important codes that were developed for the work are
given in Appendix D and E for the CTH input deck and FORTRAN post processing
code, respectively. Last, the slides presented in an oral defense of the work may be
found in Appendix F.
7
2. MICROWAVE INTERFEROMETRY
Microwave interferometry (MI) is an established technique for measuring shock and
detonation velocities in explosives. Compared to other photographic and chrono-
graphic methods of testing, MI is a unique, non-intrusive diagnostic with high tem-
poral resolution. MI operates by transmitting microwave signals through transparent
media (which may be any unreacted explosive with low loss), and then observing the
reflections from locations of interest. These reflections occur at dielectric discontinu-
ities, which may be varying in both time and space. The phenomena which have been
observed to produce suitable reflecting planes include: detonation waves [1], highly
ionized gases or plasmas [2, 3], compaction waves [4], and free surfaces [5], to name
a few examples. Detonation waves may be nearly perfect reflectors as a result of the
strongly ionized detonation products just behind the leading shock wave [6].
2.1 Background
The implementation of a MI system for detonation velocity measurements has
been accomplished in a variety of ways, as depicted in Fig. 2.1. The free-field con-
figuration shown in Fig. 2.1(a) o!ers the most flexibility for testing di!erent size
charges; however, multiple modes of microwave propagation and o!-axis reflection
from the detonation products render most of the data analysis techniques inaccu-
rate [7]. It was not until recent work utilizing either a horn/axicon arrangement [8]
or a high-directivity horn antenna [9] that this method was seriously considered. In-
stead, an explosive-filled waveguide may be used to allow only the lowest transverse
electric (TE) mode to be propagated, which does place some restrictions the max-
imum charge diameter. Explosive-filled waveguides have been embedded into the
center of larger diameter charges (semi-intrusive) as shown in Fig. 2.1(b), or tested
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at relatively small (<1 cm) diameters with varying levels of confinement as shown in
Fig. 2.1(c). Finally, some unconfined charges have been tested at larger diameters
with the use of a waveguide mode selector as shown in Fig. 2.1(d); however, di"cul-












Figure 2.1. Di!erent implementations of MI systems used for mea-
suring detonation velocity.
The output from modern MI systems may be understood as the sum of two re-
flected waves. One of the reflected waves originates from the MI transmission line,
and is of constant phase. The other reflected wave is from inside the explosive, and
undergoes a 2' phase shift for each displacement of the moving surface by exactly
one half wavelength. The phase measurement is used to infer the relative position
and velocity of the phenomena. Less extractable information is contained in the am-
plitude of the MI signal; however, under ideal conditions it is possible to determine
an amplitude reflection coe"cient [4]. The preceding description of MI is based on
an understanding of phase advancement, and is used exclusively in the dissertation;
however, early MI systems (which resembled the operation of radar) were sometimes
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interpreted in terms of the Doppler shift in frequency produced by the velocity, v, of
the detonation front [10]. The Doppler frequency shift, fd, is given by,
fd = 2vf0/c
" (2.1)
where f0 is the microwave frequency and c" is the velocity of propagation of the mi-
crowaves within the unreacted explosive. These di!erent interpretations came about
due to the MI circuitry used; modern MI systems incorporate a network analyzer or
quadrature mixer, whereas older MI systems occasionally used a type of beat fre-
quency detector to measure the Doppler shift frequency directly.
A literature review with historical context is provided for the development of MI
as it applies to energetic materials (i.e. explosives and propellants) from World War
II until the present day. Some of the work reviewed contained very good background
information and is worth mentioning: Stanton, Venturini, and Dietzel (1985) [11] for a
review of MI applied to explosives; Aničin et al. (1986) [12] for a review of explosive
and propellant work, in an attempt to understand the source of microwave reflec-
tions; Zarko, Vdovin, and Perov (2000) [13] for modern advancements in propellant
research; and Bel’skii et al. (2011) [14] for a summary of work conducted through
the Russian Federal Nuclear Center-Institute of Experimental Physics. There are,
at times, overlap between MI applied to explosives, propellants, shock waves, and
gaseous detonations. Much care was taken to exhaust the literature on explosives
and propellants, while providing additional context from the other applications when
appropriate.
2.2 Literature Review
The 1940’s: The origins of MI may be traced back to the development of radio
navigation just prior to World War II. A low power system for guiding airplanes
on landing was adapted by the Germans during the war to direct bomber flights
over England. These beams were operated in the high frequency (HF) to very high
frequency (VHF) bands of the radio spectrum. The deployment of these navigational
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Table 2.1. IEEE standard radar-frequency letter band nomenclature.
Band Designation Frequency Range Wavelength
HF 3-30 MHz dekameter
VHF 30-300 MHz meter
UHF 300-1000 MHz
L 1-2 GHz decimeter
S 2-4 GHz
C 4-8 GHz




V 40-75 GHz millimeter
W 75-110 GHz
systems (e.g. Knickbein, X-Gerät, and Wonton), and the countermeasures taken
by England occurred during the so-called “Battle of the Beams” as chronicled by
Jones [15]. During this time, klystron oscillators were developed to amplify radio
waves into even higher frequency bands (refer to Table 2.1), which greatly benefited
the advancement of radar as well as long distance communications. Using radar,
it was possible to remotely determine the velocity of a moving projectile, and this
influenced much of the design of MI systems into the late 1940’s and early 1950’s.
Researchers from multiple countries also began the construction of Michelson-type
interferometers using the klystron oscillators as a microwave source; see for example
the development history given by Froom (1952) [5].
The 1950’s: The first documented studies of MI applied to explosives were
performed by Lochte-Holtgreven and Koch in Germany during World War II [16].
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However, this report was not available until it was published in the proceedings of
the French Academy of Sciences by Koch (1953) [17]. The original work consisted of
a klystron source operating at 2.0 GHz, which transmitted and reflected microwave
radiation through the air via an antenna (see Fig. 2.1(a)). Koch was able to observe
a detonation wave in a 1:1 mixture of TNT and RDX, and measured a detonation
velocity of 7994 m/s with 3.5% error. In this configuration, microwaves were reflected
o! the ionized detonation products, and the experiments resembled the operation of
radar.
Meanwhile, similar free-field experiments were reported by Cook, Doran, and Mor-
ris (1955) [18] in the U.S. using a klystron source operating at 9.4 GHz with a horn
antenna. Their test samples were unconfined cylinders cast out of four explosives:
TNT, 50/50 Pentolite, 50/50 Amatol, and 80/20 Tritonal. They observed detona-
tion velocities with as much as 6% error compared to ionization pin results. The
charge diameters also varied between 5 and 20 cm, and it was observed that the
larger diameters obscured the fringe patterns recorded. The researchers concluded
(correctly) that the explosive charges act as dielectric wave guides, with multiple
modes of propagation at the larger diameters. Farrands and Cawsey (1955) [7] in
Australia immediately criticized the work of Cook et al., suggesting that the results
were further obscured by multiple sources of reflection; i.e. both the detonation wave
and the ionized detonation products expanding laterally from the sides of the charge.
The original MI study by Farrands and Cawsey (1955) [7], later expanded by
Cawsey, Farrands, and Thomas (1958) [1], used a klystron oscillator at 34.5 GHz
and an explosive-filled waveguide (see Fig. 2.1(c)) to observe granulated tetryl. Only
the lowest TE mode was propagated at 34.5 GHz, which dramatically improved the
fringe pattern and simplified analysis. Furthermore, Cawsey et al. determined the
measurement error associated with MI to lie between 1-2% based on parameter esti-
mation. In summary of the sources of error, a 1% uncertainty in density was shown to
propagate a 1.5% uncertainty into velocity (which corresponds to approx. 0.5% uncer-
tainty in tube diameter); also, a 0.5% uncertainty in the explosive dielectric constant
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was shown to propagate a 0.7% uncertainty into velocity. To facilitate an accurate
analysis of the MI signals, dielectric constants were measured at 34.5 GHz for tetryl,
TNT, PETN, and RDX-based explosives for nine packing densities from 0.9 to 1.7
g/cm3. Overall, the error calculations led the authors to believe the main advantage
of MI was not the ability to measure velocity with greater accuracy; rather, it was
the set of new opportunities to observe detonation phenomena including variations
in velocity due to density, e!ects of diameter and confinement, contact transmission,
and instabilities in the detonation front.
In summary of the MI study conducted by Cawsey et al. [1], the MI waveguide
consisted of brass tubing 15.2 mm outer diameter, 3.86 mm inside diameter, 50.8 mm
long, with the tetryl pressed inside to a density between 1.3 and 1.6 g/cm3. The
velocity data showed a linear increase with increasing density, and provided evidence
of a diameter e!ect, as all measured values were less than the infinite diameter ve-
locity. Additional experiments were performed to measure density gradients due to
the pressing, as well as growth to detonation from about 1 km/s to 6.5 km/s; these
later studies were achieved by placing a small air gap between the lead azide initiator
and tetryl column. A slightly modified theory of growth from Eyring (1945) [19] was
then applied to the transient velocity profiles to determine a reaction zone length of
0.4 mm and activation energy of 2 kcal/mole, as fitting parameters.
The work of Koch [17], Cook et al. [18], and Cawsey et al. [1], is almost exclu-
sively cited when reviewing the origins of the MI technique; however, Boyd and Fagan
(1955) [20] described a MI system in the 2nd International Detonation Symposium,
being used at LASL on a regular basis. Specifically, a klystron oscillator at 9.3 GHz
was used to send microwaves through a rectangular waveguide and then transmit-
ted into a flexible coaxial cable. The cable was terminated into a probe attached
directly to an explosive-filled waveguide, as shown in Fig. 2.1(b). The authors had
machined a small, cylindrical bore out of a larger diameter explosive charge, and fitted
the explosive-filled waveguide into the center axis. Although the technique is semi-
intrusive, the waveguide was formed out of two layers of 0.5 mil foil and inserted with
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silicone grease to ensure good contact; these foil layers did not significantly interfere
with the measured run distance to detonation, and no limitations were placed on the
charge diameter. The conclusions of Boyd and Fagan are also similar to Cawsey and
Farrands [7]; namely, that the accuracy of the technique is limited between 1-2%,
and MI holds an advantage over other measurement techniques when the detonation
velocity is non-steady.
Finally, the first documented study of MI applied to the measurement of a shock
wave velocity was reported by Hey, Pinson, and Smith (1957) in the U.K. [2]. A
klystron oscillator at 5.0 GHz was attached to a steel shock tube having cross section
5.4 cm2 and filled with argon. The high pressure section was filled with hydrogen near
30 Atm, and the resulting shock wave was observed to decay from approximately Mach
10 to Mach 8 over a 12 meter long section.
The 1960’s: The only substantial reports of MI applied to explosives were made
by Johnson (1965) [10, 21, 22] working for the Rohm and Haas Co. at the Redstone
Arsenal in the U.S. These studies used X-band and K-band frequencies transmitted
through an expendable polystyrene (PS) dielectric waveguide to investigate shock
initiation near the 50% card gap level. The explosives consisted of Composition C-4,
ammonium perchlorate (AP), and Pentolite, with charge diameters between 2.5 to 5
cm, and weak confinement (cardboard and glass), or no confinement at all (explosive
pellets). The experimental configuration is shown in Fig. 2.1(d), and permitted larger
charge diameters than the explosive-filled waveguides used by Cawsey et al. [1]; how-
ever, problems launching a pure mode into the test samples limited the maximum
diameters near 5 cm. The work was significant in that detailed growth to detona-
tion measurements were made near the large scale initiating shock pressures; the MI
results were also confirmed by simultaneous streak camera photographs and witness
plate dents to provide validation of the technique.
The first measurements on gaseous detonations were made in the 1960’s by Ed-
wards, Job, and Lawrence (1962) [23], following a similar experimental technique
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to Hey et al. [2]. The research was motivated by the study of marginal detonation
waves, and employed a supersonic detonation tube, 15 m long and 5 cm dia., with
premixed hydrogen and oxygen at the stoichiometric ratio. The results of the work
include steady velocity measurements slightly below the predicted value, as well as
intermittent and periodic instabilities near a low pressure limit of 40 kPa.
Although MI had matured somewhat for explosives by the end of the 1960’s, new
investigations with solid propellants began to appear; these studies of MI applied
to propellant burning rate measurements presided over the literature for the next
two decades. During this time, solid rocket motors were developed for interconti-
nental ballistic missiles (ICBM) and later the Space Shuttle Solid Rocket Boosters
(SRBs). Significant technical challenges in the propellant community were under-
standing rapid depressurization and acoustic instabilities, so new measurement tech-
niques were needed to investigate transient burn rate data; hence, many of the ini-
tial reports applying MI to propellant burn rates were classified. One of the first
documented studies was made by Johnson (1962) working for Giannini Controls
Corp. [24], which contained time-resolved strand thickness and burning rate mea-
surements. The report discussed current problems associated with burn rate mea-
surements, and demonstrated the applicability of MI with increased sensitivity from
the inclusion of a magic tee coupler. A similar report was made by Jenks et al.
(1963) [25] using a 10 GHz microwave source frequency.
Another contribution to MI burn rate measurements was that of Cole (1965) [26]
using a K-band 24.0 GHz klystron oscillator. Cole, as well as Johnson [10, 21, 22],
worked for the Rohm and Haas Co. and collaborated on the development of MI
techniques for explosives and propellants. The work of Cole is interesting in that
propellant regression rates were investigated using a self-pressurizing closed bomb, for
pressures up to 1.4 GPa. The MI technique was needed in order to simplify the design
of the bomb, and resolve the transient regression rates under increasing pressure. This
work was motivated by understanding the malfunctions of rocket motors, and bridging
the gap between deflagration and detonation regimes; ultimately, a non-aluminized
15
25%PBAA/75%AP propellant was chosen for study due to the absorption of the
MI radiation in some aluminized samples. Initial results were promising, yet some
error was introduced as the dynamic pressurization a!ected the material dielectric
properties.
Later MI studies with propellants used increasingly higher frequency bands for
greater spatial resolution. These examples include a paper by Dean and Green
(1967) [27], which demonstrate two applications of near field experiments. The au-
thors report using a 37.5 GHz klystron source and a microwave horn to make either
burn rate or porosity measurements through an optical port on a solid rocket mo-
tor. The paper was extended in a technical note by Green (1968) from the Rocket
Propulsion Establishment in the U.K. [28]. A preliminary and final report were also
made by Wood (1968,1970) [29, 30], working under a NASA grant at the Virginia
Polytechnic Institute. Wood conducted experiments on a BF 117 propellant, using
a 30 GHz klystron source with a microwave horn and phase-correcting lens. At this
time, the source of the microwave reflections in propellants was not well understood;
Wood was probably the first to express doubt in the source of the reflections as the
propellant flame zone.
The MI studies previously described for propellants did not achieve continuous
measurement of the regression rate; analysis was essentially based on a peak pick-
ing technique. A progression towards higher frequency bands (from about 10 to 30
GHz) could only decrease the material wavelength and increase spatial resolution so
far. By the end of the 1960’s, Shelton (1967) [31] at the Jet Propulsion Laboratory
had pioneered a high-resolution, fast response microwave network analyzer for in-
creased spatial resolution. The experimental apparatus of Shelton was acquired by
Strand [32–37], who continued to improve the technique into the early 1980’s.
The 1970’s: Advancement of the MI technique applied to solid propellants con-
tinued to receive much attention in the literature throughout the 1970’s. With the
development of new microwave circuitry, including the network analyzer and other
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digital analyzers, lower X-band and K-band frequencies were able to achieve greater
spatial resolution than higher frequency MI systems relying on a simple peak picking
analysis. A technical report by Schuemann et al. (1971) [38] from Hercules Inc., Alle-
gany Ballistics Laboratory, considered multiple MI layouts with a 9.6 GHz solid-state
microwave source and on-line computer for data processing. Burn rate measurements
were reported for three di!erent propellants (FMA, KAA-114, and a fluorocarbon),
and the source of the microwave reflection was assumed to be the highly ionized pro-
pellant flame. A paper by Gittins et al. (1972) [39] reports quasi-stationary burn
rates in a rocket motor with acoustic mode instabilities; Gould and Penny (1973) [40]
used MI with a T-burner and KT-rocket motor configurations, and measured steady
and oscillatory regression rates for the propellant ANB-3066. Most of the early rocket
motor work assumed the source of the reflections to be the luminous propellant flame.
Over the course of time, Shelton moved from the Jet Propulsion Laboratory to
the Georgia Institute of Technology; he took the design for a continuous phase mea-
surement system based on the microwave network analyzer and a propellant filled
waveguide. Shelton was the principal investigator in a report by Alkidas et al.
(1974) [41], which utilized a 9.13 GHz source frequency to measure burning rates
of a carboxyl-terminated polybutadiene/ammonium perchlorate (CTPB/AP) com-
posite solid propellant during steady state, as well as rapid depressurization. The
accuracy of the transient measurements was demonstrated to be ±10% in burning
rate, for depressurization rates up to 17.5 MPa/sec. The report was also notewor-
thy for completely abandoning the idea of microwave reflection by a highly ionized,
almost metallic propellant flame.
Oscillatory combustion and rapid depressurization were of significant interest dur-
ing this time, and Strand et al. (1972) [32] determined that a spatial resolution of
10 µm or better was needed to define the regression rate curve. Using the apparatus
left by Shelton at the Jet Propulsion Laboratory, Strand and co-workers performed
measurements on four di!erent propellants (with the formulations 20/80 PU/AP,
17/83 HTPB/AP, 25/75 CTPB/AP, and 25/73/2 CTPB/AP/Al) in a combustion
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bomb fitted with a burst diaphragm, and also a T-burner assembly. These results
were subsequently published in a journal article (1974) [33], although the authors
were suspicious of two of their findings: values of the regression rate were slightly
negative for the highest depressurization rates tested, and oscillatory regression rates
in the T-burner were one to five or more times the measured mean rate. The authors
concluded that flame ionization e!ects introduced some errors.
Afterward, Strand and McNamara (1976,1978) [34,35] applied their MI apparatus
to an L#-burner to focus on the low-frequency bulk mode response, rather than the
higher frequency T-burner and rapid depressurization experiments. These results
were more promising than the original work; the authors retracted previous concerns
over flame ionization e!ects, instead siding with Alkidas et al. (1974) [41] that the
reflections were not influenced by the flame plasma as much as previously thought.
The anomalous results in original work by Strand et al. [32, 33] were probably due
to inadequate frequency resolution of the microwave signals.
Although the original MI system used by Strand had a purported spatial resolu-
tion of 10 µm, it was later deemed incapable of measuring unsteady regression rates
(quasisteady only). A second generation system was then developed by Strand et al.
(1979,1980) [36, 37] to have a phase resolution of 10 millidegrees, or equivalently a
spatial resolution of about 0.2 µm. The modified design included a custom phase shift
measurement system, as well as pressure and burner modulation system to reduce vi-
brations; overall, these vibrations limited measurements of the propellant response
function below !1 kHz. The real component of the pressure-coupled response func-
tion was measured for three propellants (A-13, ANB-3066, and UTP 19360), and
compared favorably to data from T-burner and rotating valve methods. By the end
of the decade, Russell (1979) [42] had developed a similar MI system for propellant
measurements, and presented a detailed model for the burn region.
No substantial work was reported again for solid explosives until the mid-1980’s.
Nonetheless, it is worth mentioning that Edwards and co-workers continued their re-
search at University College of Wales investigating gaseous detonations with MI. For
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example, Edwards et al. (1970) [43] applied MI to investigate marginal detonation
waves in a stoichiometric mixture of hydrogen-oxygen diluted with argon. Another
study by Edwards et al. (1974) [44] was made using the detonation tube for gallop-
ing detonation waves; the gaseous mixture of C3H8+5O2+ION2 and initial pressure
were selected to match previous work using discrete pressure probes. Edwards et al.
(1976) [45] also used MI to measure the shock front of spherical detonation waves,
initiated in stoichiometric mixtures of propane-oxygen contained in plastic balloons.
Edwards and Morgan (1977) [46] returned to investigations of detonation wave insta-
bilities inside their detonation tube with propane-oxygen and hydrogen-oxygen sys-
tems diluted with oxygen, nitrogen, or argon. Finally, Edwards et al. (1978) applied
MI to study the initiation behavior of spherical detonation waves in oxyacetylene;
supercritical and critical waves were obtained by varying the energy of an exploding
bridge wire initiator. Additional references for MI applied to gaseous detonations
may be found by cross-referencing these papers.
The 1980’s: The major achievement of the 1970’s was the development of MI
systems with greater spatial resolution for low-speed deflagration; these advancements
were now extended to measurements of detonation waves in solid explosives. McCall,
Bongianni, and Gilbert (1985) [47] at Los Alamos National Laboratory were the first
to report a continuous MI measurement system applicable to the detonation regime.
Their system utilized a 1 W, 8 GHz Impatt oscillator fed to a quadrature mixer with
two-channel output. Microcoaxial or stripline cables were used to conduct the MI
signal into the interior or along the outside of an explosive charge; the technique did
not rely on an explosive-filled waveguide so that any charge diameter or geometry
could be tested.
The minimum spatial resolution of the MI system used by McCall et al. was
reported to be 0.2 mm, which is larger than the 0.2 µm resolution achieved by Strand
et al. (1980) [37]; this observation does not imply an inferior system, since the
resolution of the MI technique depends on the magnitude of the velocity measurement
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and tuning of the system. A “mousetrap” experiment was then conducted for a 25.4
mm thick by 241 mm dia. layer of the explosive PBX-9404. The MI results compared
favorably to simultaneous streak camera, wire pin, and foil pin data, showing that
the shock trajectory measurement was as good as or possibly better than the other
techniques.
Another report by Stanton, Venturini, and Dietzel (1985) [11] at Sandia National
Laboratories describes improved resolution of the MI technique for explosive-filled
waveguides. The authors explored tuning methods to minimize phase distortion, in-
clusion of a quadrature mixer, and di!erent source frequencies in the X-band (10.6
GHz), Ka-band (35 GHz), and W-band (91 GHz) in order to improve spatial reso-
lution. The final system utilized a Gunn diode microwave source at 10.6 GHz, two-
channel quadrature output signals, and a rectangular or circular waveguide. Measure-
ments were made for the explosives PBX-9404, Composition C-4, HMX, and a low
density PETN/glass micro-balloon mixture with an explosive plane wave generator
to initiate the charges.
Four di!erent types of experiments were demonstrated by Stanton et al. [11] us-
ing their MI system, including: steady detonation, detonation transfer, deflagration-
to-detonation transition (DDT), and gap tests. Of note, the measured detonation
velocity for PBX-9404 was determined to be 2% above the literature value, due to
some uncertainty in the dielectric constant. Also, the detonation transfer experiment
is particularly relevant to the present work, as it corresponds to an overdriven detona-
tion; the glass micro-balloons were used to sensitize the low density PETN to achieve
a steady detonation instead of immediate failure. The DDT experiments in granular
HMX paved the way for future studies at Los Alamos (see for example Ref. [48]), and
the gap tests were a preliminary indication that run distance to detonation might be
measured with MI for shock initiation studies.
The next year, Aničin et al. (1986) [12] published a review paper of the MI tech-
nique with an emphasis on propellant combustion. The authors used their survey
of the literature to challenge the accepted theory for the source of the microwave
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reflections (i.e. the highly-ionized plasma in the reaction zone of propellants and
explosives). Some experiments were performed using a 35 GHz microwave source
and transmission horn with a polyurethane (PU) propellant; the results indicated
no significant reflections as the propellant flame passed through the focal point of
the microwaves. The authors concluded that the dielectric discontinuity at the solid-
gas interface, and not the reaction zone, was the source of the reflections for all MI
measurements. This claim, which disregarded the role of flame plasma conductivity,
prompted a later response by Krall, Glancy, and Sandusky (1993) [4, 6]. Aničin was
only partially correct; some reaction zones in propellants correspond to a lossy dielec-
tric, whereas other well-formed plasmas in detonations make for excellent reflective
surfaces.
Outside of the review paper by Aničin, few additional propellant studies were
reported. For example, Wood et al. (1983) [49] presented results for a 37.5 GHz
MI system, to show improved spatial resolution over lower frequencies with the peak
picking technique. O’Brien et al. (1983) [50] investigated the possibility for mul-
tiple reflections from material interfaces and the propellant-combustion zone inter-
face, and simulated some burn rate measurements with a numerical model. Waesche
and O’Brien (1987) [51] reviewed three non-intrusive measurement techniques (x-ray
video, ultrasonics, and MI) for burn rate measurements in nozzleless motors. Of the
three techniques, it was concluded that only MI has a theoretical error much less than
1% and useful for further study.
The 1990’s: Following the development of higher resolution MI systems for
explosives, investigations of transient shock and detonation phenomena were made in
greater detail. Glancy and Krall (1990) [16], working at the Naval Surface Warfare
Center, built a MI system based on the circuitry of Stanton et al. [11]. They used
the technique to investigate some aspects of the shock-to-detonation transition (SDT)
and deflagraion-to-detonation transition (DDT) in porous energetic materials. The
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microwave source frequency was 8.2 to 12.4 GHz (X-band), and an explosive-filled
rectangular brass waveguide 10.2 mm by 22.9 mm was used in most of the tests.
Glancy and Krall verified their MI system by measuring a steady detonation ve-
locity in a porous bed of 73.0% TMD class D HMX. The following study consisted of
two HMX beds on either side of a section of 59.4% TMD NaCl, in order to attenuate
the leading shock pressure and promote SDT in the second HMX section. Of note,
the authors observed strong microwave reflections in the non-reacting NaCl; how-
ever, they were unsure whether this was due to ionization or compaction. Additional
experiments were run to help determine the source of the reflections, including: explo-
sively driven shock waves in inert powders (60% TMD Teflon 7C and 30% aluminized
melamine), a modified gap test with a double-base ball powder (BP), and a piston
driven compaction (PDC) apparatus to measure the compaction waves in samples of
melamine.
Krall, Glancy, and Sandusky (1993) [4, 6] responded to the criticism of Aničin et
al. [12] over the source of the microwave reflections. Two papers examined unreacting
and reacting porous media with the PDC apparatus. For an inert porous bed con-
sisting of 65% TMD melamine, relatively low speed impacts !200 m/s were su"cient
to observe partially reflecting compaction waves (which supported only some of the
criticism by Aničin). The portion of the MI signal not reflected by the compaction
wave was completely reflected by the metal piston face of the PDC apparatus. Hence,
the quadrature output signals contained a high-frequency low-amplitude oscillation
corresponding to the compaction wave, and a low-frequency high-amplitude oscilla-
tion corresponding to the displacement of the piston. These two frequencies may be
analyzed to infer a particle and wave velocity, which introduced the intriguing new
possibility for Hugoniot measurements with the MI technique.
In a second paper by Glancy et al. [6], the PDC apparatus was used to investigate
reactive wave build up in a porous !60% TMD bed of a double-based ball powder
(BP). The initial behavior produced MI reflections similar to the ones observed in non-
reacting media. However, as the reactions increased, the piston reflection vanished
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indicating that all of the incident radiation was either absorbed or reflected by the
reaction zone. The MI amplitude corresponding to the reacting wave was low, until
rapid growth to detonation occurred. From these results, it was proposed that hot
spots create locally ionized regions behind the leading compression wave. These hot
spots are isolated (lossy) and may grow to become interconnected (reflective); the
e!ect of hot spots was simulated by adding !400 µm dia. Al particles to the 434 µm
dia. BP at a volume fraction of 5, 10, and 15%. Dielectric measurements of these
materials in a cylindrical resonator at 9 GHz allowed the authors to extract a plot
of hot spot evolution over time from the PDC data. Thus, ionization was shown to
play a primary role in reflecting the MI signal during the build-up to detonation; this
result was contradictory to the conclusion of Aničin et al. [12].
Meanwhile, Luther, Vesser, and Warthen (1991) [52] at Los Alamos National Lab-
oratory developed an X-band microwave interferometer to directly measure particle
and shock velocities, as well as the dielectric constant of the shocked material; this
work was similar to that of Glancy and Krall in 1990 [16]. Preliminary data was
reported for shock-particle velocities over a pressure range of 4 to 30 GPa, with fu-
ture plans to increase the shock pressure up to 60 GPa, and the microwave source
frequency up to the K-band.
Warthen and Luther (1994) [8,53] improved the design of their original system by
incorporating a 24-GHz Gunn diode oscillator; one novelty is that the Gunn diode was
obtained from a garage door opener, and the complete system was simple, lightweight,
inexpensive, and compact in the K-band frequency range (coined ‘SLICK’ by the
authors). Several experiments were performed using SLICK, including some shock-
particle velocity measurements of Teflon/grout; this filling was used in holes dug
during Nevada Test Site experiments to measure ground shocks. The SLICK mea-
surements for Teflon/grout were shown to agree with data from the Marsh Hand-
book [54], and supported the use of the Gladstone-Dale model for index of refraction
calculations.
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Other experiments using SLICK included some free-field detonation measurements
with 10.16 cm dia., 5.08 cm long cylinders of PBX-9501. These measurements were
made possible with a microwave horn and Teflon axicon, and were probably the first
successful free-field experiments since Cook et al. in 1955 [18]. The SLICK apparatus
was also used to investigate DDT in granular HMX samples that were contained in a
circular brass waveguide and initiated with a pyrofuse. Studies of piston-driven DDT
in HMX using the MI technique were also continued at Los Alamos (see for example
Burnside et al. (1997) [48]).
Propellant regression rate measurements using MI appeared in the literature as
well. Foss, Roby, and O’Brien (1993) [55] showed preliminary results for a dual-
frequency measurement system, with two simultaneous frequencies operating at 9.15
GHz and 10.33 GHz. A motorized reflector moving at 0.44 cm/s was used to simu-
late the propellant burning surface, and the results indicated some potential for error
reduction. Later, Bozic, Blagojevic, and Aničin (1997) [56] at Belgrade University
in Yugoslavia developed an experimental propellant burning motor and custom MI
system utilizing a 35 GHz Gunn oscillator and horn antenna. The configuration is
similar to a cross-flow experiment, allowing for larger propellant samples and wide
pressure variations; the chamber conditions were designed to better represent the
environment inside a solid rocket motor than a traditional Crawford bomb used for
propellant strand burns. Three double-base propellants and three PVC/AP/Al pro-
pellants were characterized over the pressure range 2 to 20 MPa, as well as di!erent
initial temperatures.
Following the success of their reflection-type MI system and experimental rocket
motor, Bozic, Blagojevic, and Aničin (1998) [57] built a second experimental motor
for use with a stand-o! (or transmission) MI system. Two microwave viewing ports
allowed the radiation to be incident on a sample propellant grain; interpretation of
the results was more complex as both MI reflection and transmission phenomena were
present. Only the transmission of the MI signal was relevant to measuring propellant
grain thickness. The theory and data analysis software were verified by a simulated
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grain burn, using a moving cone with similar dielectric properties as the propellant
samples. Nominal and erosive burning conditions were explored for three formulations
of a PVC/AP/Al propellant.
Elsewhere, A master’s thesis by J. Lee (1992) [58] describes the development of a
coaxial MI system for gaseous detonation measurements. By inclusion of a thin wire
along the center of a detonation tube, the dominant mode of propagation becomes the
transverse electric and magnetic (TEM) mode instead of the TE mode. Consequently,
the electromagnetic waves behave similar to plane waves in free space, and some
restrictions are lifted from the geometry of the detonation tubes.
The 2000’s: From the turn of the century until closer to 2010, publications on
the MI technique mostly appeared in the Russian literature. A lack of documented
studies in the U.S. could possibly indicate some maturation of the field. Zarko,
Vdovin, and Perov (2000) [13] gave a brief literature review of propellant measure-
ments, and classified all of the previous techniques into one of three categories (free-
field, propellant-filled waveguide, or slab configurations with a horn-lens antenna).
The authors then built a custom MI system using a 139.8 GHz Gunn oscillator in the
centimeter wavelength; this system was tested with di!erent double-base and compos-
ite PB/AP and AP/PMMA/Al propellants. Although the higher frequency greatly
improved spatial resolution, the smaller wavelength was on the same length scale as
the burning surface roughness and sample heterogeneities, leading to distortion of the
output signal. A full list of the potential sources for error and suggestions for future
MI systems were discussed.
Multiple investigations of shock and detonation phenomena were also performed
at the Institute of Experimental Gas Dynamics and Physics of Explosion (IEGDPE)
of the Russian Federal Nuclear Center-Institute of Experimental Physics (RFNC-
VNIIEF) [14]. A common 93.7 GHz single-channel MI system was used in each of
the studies. Following the work of Krall et al. [4], Rodionov et al. (2005) [59] made
successful shock-particle velocity measurements for porous PTFE. Kanakov et al.
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(2007) [60] developed a more comprehensive theory for multimode interferometry; of
which shock-particle velocity calculations are one example.
Bogdanov et al. (2007) [61] (and later Bel’skii et al. (2011) [14]) report for the
first time MI measurements of explosively driven aluminum flyer plates. This type of
experiment is widely accepted for calibrating an explosives product equation-of-state
(EOS); however, when using MI the authors found that it is also possible to measure
the highly ionized air shock in front of the flyer plate. As proof of their claim, the
explosive experiments were repeated in rarefied air and helium, in order to change the
shock pressure for which ionization occurs. The MI results were compared to simul-
taneous optical VISAR data; the velocity curves matched only when no significant
ionization was present.
Many of the shock and detonation measurements by Russian investigators ap-
peared in foreign conference papers; Kanakov et al.(2008) [62] published some of
these results in a journal paper. A wide survey of di!erent experiments were re-
ported, including: a pendulum test for system calibration, explosive acceleration of a
2.2 mm thick steel plate by TNT, sympathetic detonation of explosive rods resulting
in multimode propagation, and a shock-particle velocity measurement for plastic fluor
(accurate to the Hugoniot curve determined in other work).
Finally, Rodionov et al.(2009) [63] applied MI to determine the run distance to
detonation for a SDT event with plastic bonded HMX and TATB explosives. The
plastic-bonded HMX charges were 60 mm dia. by 20 mm long, and the plastic-bonded
TATB charges were 90 mm dia. by 40 mm long; both charges were pressed to a density
of !1.89 g/cm3 and initiated with variable pressures up to 24 GPa (controlled by the
gap thickness of an aluminum or copper plate). This work was significant as the
first documented study leading to quantitative shock initiation measurements (i.e.
Pop-plot data) with MI. A summary of the Russian experiments may be found in
a review paper by Bel’skii et al.(2011) [14], including some additional results e.g. a
shock-particle Hugoniot for benzene, structural dynamics measurements for explosive
confining chambers, and acceleration of explosively driven projectiles.
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The 2010’s: New and on-going research in the U.S. suggests a possible revival of
the MI technique. Rae et al. (2011) [9] at Los Alamos National Laboratories describe
a free-field 34 GHz MI system utilizing a high directivity horn antenna, which was
used to measure shock and detonation velocities inside 25.4 mm dia. cylinders of PBX-
9501. This was not the first modern free-field apparatus (see for example Refs. [8,53]
from 1994); however, the high quality of the MI signal allowed the authors to observe
shock front breakout and subsequent run to detonation when an aluminum shock
attenuator was placed in the samples.
Besides the work at Los Alamos, most current research seeks to leverage the MI
measurements in new and novel ways, rather than improve the circuitry or spatial res-
olution. Tringe and co-workers at the Lawrence Livermore National Laboratory are
investigating DDT and SDT phenomena in greater detail. Tringe et al. (2014) [64]
were the first to simulate transient MI data for low-density HMX powder and Com-
position B using an Ignition and Growth reactive flow model. Kittell et al. (2014)
were able to compare MI data for velocity measurements in low density TATB with
thermochemical equilibrium calculations; some preliminary work on modeling SDT
was also discussed. Janesheski et al. (2014) [65] published transient overdriven det-
onation failure data for some non-ideal explosives, that might possibly be useful for
calibration and validation of explosives models.
Finally, some work was performed to address the low-quality MI signals inherent
to some detonation phenomena and explosives of interest. Kittell et al. (2014) dis-
cuss new time-frequency analysis techniques based on a continuous wavelet transform
(CWT) to achieve a more robust data analysis. Kittell et al. (2015) also give a
comparison of previous analysis techniques for both high and low quality MI signals;
a fully automated Gabor wavelet transform was found to be most e!ective for the




The experimental apparatus is similar to the ones used in previous work by Janesh-
eski et al. [65] and Kittell et al. [66–68]. A description may be found in Ref. [68],
reproduced here with permission from the editors: a 35 GHz signal was generated us-
ing a custom microwave interferometer and transmitted to the test article through a
solid 0.635 cm dia. polytetrafluoroethylene (PTFE) waveguide. A quadrature mixer
was used to produce two-channel output 90$ out of phase, and was recorded at 2.5
GHz using a Tektronix DPO4034 digital phosphor oscilloscope. The MI output was
de-sampled to 100 MHz for data analysis, and the highest frequency content of the
output signal was below 4 MHz. Timing of the experiment was based on first light
observed by fiber optics: a M34L02 Thorlab patch cable with a 600 µm core diameter
transmitted light to a DET10A Thorlab photodetector with a 1 ns rise time. The
detonation event was contained inside a thick-walled steel box; a schematic of the
experiment is shown in Fig. 3.1. Triple shielded Pasternack coaxial cables (PN: PE-
P195) were used to transmit the MI output and fiber optic signal to the Tektronix
oscilloscope, located in a separate control room.
High explosives were pressed into four di!erent charge configurations as summa-
rized in Table 3.1 and shown Fig. 3.2. The charge configurations were selected based
on preliminary work, in an attempt to tailor the behavior of the failing overdriven
detonation waves. Confiner materials consisted of 304 stainless steel and polyvinyl
chloride (PVC); the I.D. of each confiner was either 6.52 or 11.28 mm, and the length
of the charges was 10.16 cm. Machining tolerances in diameter were requested to be
±0.05 mm. A Teledyne Risi, Inc., RP-502 exploding bridge-wire (EBW) detonator
was used to initiate a detonation in a booster explosive, which transitioned into the
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test article. The booster consisted of PRIMASHEET R! 1000 (Ensign Bickford), and
the test article consisted of a stoichiometric mixture of KinepouchTM (Orica Mining
Services) and diesel fuel, as discussed below and in Sec. 5.2.1. Material properties of























Figure 3.1. Schematic drawing of the microwave interferometer and
small diameter stainless steel test article (not to scale). Reproduced
with permission from Ref. [68].
Figure 3.2. Picture of all assembled charges and a detonator holder
(left), and side-by-side comparison of the di!erent charge configura-
tions (right) for THK, PVC, THN, and SM in descending size.
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Table 3.1. Summary of the charge configurations and their abbrevi-
ations used throughout the work.
Abbr. I.D. Confiner Material Thickness mSample mBooster
(mm) (mm) (g) (g)
SM 6.52 304 Stainless Steel 0.7 1.55 1.86
THN 11.28 304 Stainless Steel 0.7 4.67 5.59
PVC 11.28 304 Stainless Steel 0.7 4.67 5.59
PVC outer layer 19.1 4.67 5.59
THK 11.28 304 Stainless Steel 32.5 4.67 5.59
3.2 Sample Preparation
The KinepouchTM explosive was dried in a convection oven at 60 $C for 24 hours
prior to use, and then mixed with 5.32 wt.% diesel fuel for 8 minutes at 80% intensity
on a Resodyn (Butte, MT) Lab RAM acoustic mixer. The explosive was mixed in
batch sizes of 100 g and was given the name of ANFO KP-1, i.e. KinepouchTM
ammonium nitrate plus fuel oil mixed using formula No. 1. The baseline ANFO
KP-1 and PRIMASHEET R! 1000 booster explosives were incrementally pressed into
the di!erent charges with a Carver 25 ton press, with the following procedures.
A common set of Nylon
TM
and PVC shims were used to achieve nominal pressing
increments of 9.53 mm, with incremental L/D ratios near 1.5 and 0.8 for the smaller
(6.52 mm) and larger (11.28 mm) diameter charges, respectively. Pressing was done
to a stop, maintaining a low hydraulic line pressure less than 1 MPa. An interactive
spreadsheet was used to manage the pressing, which required mass and length mea-
surements after each increment. These measurements allowed for on-the-fly density
estimation, as well as mass corrections in order to achieve the target bulk density.
Without these on-the-fly corrections, the target density is usually missed in one of
two ways: (1) the booster explosive relaxes over time to a density near 1.44 g/cm3,
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compressing the ANFO KP-1 above it, and (2) the location of the interface between
explosives cannot be measured after the first increment of the ANFO KP-1 explosive
has been pressed. Additional precautions included pressing the booster explosive 24
hours prior to the test explosive. In this work, the target density was 1.44 g/cm3 for
PRIMASHEET R! 1000, and 0.826 g/cm3 for ANFO KP-1 corresponding to 50% of
the theoretical maximum density (TMD).
3.3 Testing Notes
Several observations were made during the testing, which appear to a!ect the MI
output signal quality. These observations are documented here for the reproducibility
of the work, and to inform future researchers of the techniques. The observed MI sig-
nal quality may be low for a number of di!erent reasons (see for example Ref. [68]);
only two of these e!ects may be mitigated in the experiments. These e!ects in-
clude the presence of an electromagnetic impulse (EMP) originating from the EBW
detonator, and losses in the PTFE waveguide.
Because of some dissipative losses, the PTFE waveguide should be kept as short
as possible. Usually, the MI is positioned on top of the blast chamber, minimizing
the distance to the explosive charge while providing just enough shielding so that the
system is not damaged by high velocity fragments (see Fig. 3.3). It is best to attach
the waveguide with a friction fit, as excess tape, glue, etc. may act as an antenna
on the waveguide and increase signal losses. A custom PTFE insert was made for
the port on the blast chamber as shown in Fig. 3.3; this should be the only piece in
contact with the waveguide in addition to the MI and explosive sample. Some taper
should be cut into the waveguide as it enters the rectangular cross-section tubing of
the MI system; no taper is needed fitting the larger 11.28 mm diameter charges when
using the PTFE charge adapter piece (visible in Fig. 3.2).
Mitigating the EMP from the EBW detonator is more complicated; however some








Figure 3.3. Location of MI system and shortened PTFE waveguide for best results.
Pasternack PN: PE-P195) are recommended to transmit the MI signals to the os-
cilloscope. In addition, the CDU lead lines should be shielded, kept as short as
possible, and physically separate from the coaxial cables (routed through di!erent
ports between the test cell and control room). The shielding in the CDU leads may
deteriorate with use and should be inspected often. Longer wires with less shielding
always produce a more significant EMP in the MI data.
One additional technique that appears to mitigate some of the influence of the
EMP is the length and placement of the EBW leads. The firing circuit should consist
primarily of twisted pair shielded wires; the EBW leads are shorted (after the charge
is installed in the blast chamber) as shown in Fig. 3.4. Electrical tape is used to
cover any exposed metal showing in the leads, and the entire firing circuit should be
inspected for pinched wires. A final step is to place external steel shielding over the
remainder of the EBW leads, as shown in Fig. 3.5. In this way, the bare EBW leads
are sandwiched between the blast chamber and the steel plates. These guidelines
do not guarantee that the EMP will disappear from the MI signal; rather, these
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techniques have evolved as best practice which appear to increase the likelihood for















Previous work [4, 6, 16] has established that microwave reflections in explosives
occur due to dielectric discontinuities from shock and compaction waves, as well as
highly ionized detonation products. Three di!erent scenarios for microwave reflections
utilizing a hollow or explosive-filled waveguide are shown in Fig. 4.1. For the hollow
waveguide with a piston reflector, an interference signal is produced as the sum of two
reflected waves. One of these reflected waves is from the MI transmission line and is
of constant phase; the other is reflected from the moving surface and goes through
a phase shift of 2' for each displacement of the moving surface by exactly one half
wavelength. When the reflector is moving with a uniform velocity, an interference















Figure 4.1. Possible moving reflectors in waveguides for the MI analysis.
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When the hollow waveguide is filled with an inert material transparent to the
microwave radiation, shock and compaction waves change the dielectric constant only
slightly to create a partial reflector. If a piston is used to support the compression
wave that is also a reflective surface, it may be able to produce a stronger amplitude
reflection than the one from the leading wave. In this case, two frequencies are
observed in the interference pattern: one for the piston and one for the shock wave.
A strong reflection is caused by a detonation wave and is depicted at the bottom
of Fig. 4.1. Because of detonation speeds on the order of a few km/s, and the di-
electric properties of most explosives, the output signal frequency content is usually
between 1-5 MHz. The strong reflection of the microwaves is due to the highly ionized
detonation products [6] so that the detonation front appears as a thin metallic sheet.
However, during a shock to detonation transition (SDT) or deflagration to detonation
transition (DDT), intermediate reaction with lower electron density may cause the
microwaves to be absorbed in the reaction zone. Consequently, for SDT and DDT
there may be a sudden jump in signal amplitude as the strength of reflection increases
from the coalescence of a detonation wave.
Any MI output signal may be converted into a velocity-displacement curve through
an exact knowledge of the wavelength inside the waveguide ($g). For steady detona-
tion velocities and high-quality signals, a simple peak picking analysis technique is
relatively straightforward to apply; however, when the detonation velocity is varying
with time and the signal quality is low or very poor, more advanced analysis tech-
niques are needed. Some of the more advanced techniques are discussed in Sec. 4.3.
4.2 Equations
Beginning with an overview of dielectric material property calculations, all dielec-
tric materials are defined by a complex permittivity,
( = (" " j("", (4.1)
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where the real component is normalized by the permittivity of free space (0,
(r = (
"/(0, (4.2)
and (r is the relative permittivity or dielectric constant, sometimes denoted K. The
dielectric constant is a measure of the material’s ability to store electric field energy
and is a function of the frequency of the external field. In a two-component sys-











where VA is the volume fraction occupied by material A. To account for porosity in
a single component system, component B may be taken as air with (rB = 1. In this










where #0 is the porous density and #TMD is the theoretical maximum density.







where $g is the wavelength inside the waveguide, $0 is the free-space wavelength, and
$c is the cut-o! wavelength for the empty waveguide ($c = 3.413R for a tube of radius
R). This is the wavelength needed for all velocity calculations, and is a function of
the microwave frequency, f0, as well as the sample diameter.
When designing new experiments, it is possible to determine a range of sample
diameters suitable for testing at a particular microwave frequency, f0, and dielectric











where c is the speed of light in a vacuum and R is the radius of the waveguide.
The lower bound corresponds to the lowest TE mode which can propagate through
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a waveguide of radius R, and the upper bound with the next highest mode of propa-
gation.
The complex part of the permittivity in Eq. (4.1) is related to dissipative or heating
e!ects as source radiation passes through the material. Like the dielectric constant,
it is also a function of the frequency of the radiation; often, it is reported by the loss
tangent as
tan ()) = (""/(". (4.7)
Cawsey [1] finds that a loss tangent of tan ()) = 0.03 shows an exponentially growing
set of fringes inconvenient over a sample length of 5 cm. Many explosives exist
with loss tangents considerably less than 0.03, and this datum should be used when
considering a new material for the MI technique. A loss tangent larger than 0.03 will
not make for a good dielectric waveguide filler material.
Inside the waveguide, the dominant transverse electric (TE) mode of microwave












where *0 is the free-space impedance defined by the permeability, µ0, and permittivity,
(0, of free-space via *0 =
'
µ0/(0. The impedance may be used to extract information








where the subscripts 1 and 2 denote the material before and after the location of the
reflection, respectively. If the amplitude reflection coe"cient has been calibrated to a
known peak-to-peak output voltage, additional information may be determined such
as the wavelength behind a shock wave. Krall et al. [4] have used this technique to
estimate the density immediately behind a shock wave in melamine; Glancy et al. [6]
extended the technique for the shock-to-detonation transition (SDT) to calculate a
quantity thought to be related to the percent of reacted material.
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Having developed the necessary equations to solve for $g, an analysis of the non-
reacting case in Fig. 4.1 is discussed first. Once both of the interference signal fre-





where Us is the shock or compaction wave velocity, $g1 is the wavelength of the
uncompressed explosive, and f1 is the higher frequency associated with the wave
motion. When a second frequency, f2, is determined from a supporting piston, particle








where state 2 is located just behind the leading shock wave.
Detonation velocity measurements are simplified by the observation of a single
dominant frequency in the MI output signal. A fundamental velocity-frequency rela-





where v (t) is the time-varying velocity of the detonation wave, f (t) is the time-
varying frequency content of the MI output signal, and $g is the material wavelength
as defined by Eq. (4.5).
4.3 Analysis Techniques
Four di!erent analysis techniques are used to analyze the two-channel MI out-
put, consisting of discrete peak-picking, phase unwrapping (i.e. quadrature analysis),
and two time-frequency analysis methods using either a short-time Fourier transform
(STFT) or a continuous wavelet transform (CWT). These analysis techniques are
derived in Sec. 4.3.1 through 4.3.5, and compared in Sec. 4.4. The comparison is
made based on experimental data consisting of transient detonation phenomena ob-
served in triaminotrinitrobenzene (TATB) and ammonium nitrate plus urea (ANUR)
explosives, representing high and low quality signals, respectively.
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Much of the work in Sec. 4.3 and 4.4 has been reproduced from D. E. Kittell, J.
O. Mares, and S. F. Son, “Using time-frequency analysis to determine time-resolved
detonation velocity with microwave interferometry,” Review of Scientific Instruments,
volume 86, issue 4 (2015) with kind permission from the editors. In addition, the cal-
culations were implemented in MATLAB R2013b using functions from the Wavelet
ToolboxTM and WaveLab 850 from Stanford University. For this work, several custom
codes were also packaged into a digital signal processing folder (named ‘DSP’); when
this folder is added to the current MATLAB path, it may be accessed via the com-
mand ‘aboutdsp.’ These codes include high-level routines for STFT, CWT, spectral
decomposition, filtering, sampling, and e"cient numerical derivatives, among other
operations.
A common set of data analysis procedures was identified for each technique, and
is summarized here for organization. The pre-treatment of the signal consisted of a
low-pass filter to eliminate high-frequency noise, and the signal was cropped from the
initiation of the booster to the end of the test article. A scaled time variable, t̂, was






(2/$1) t : t % 0
(2/$2) t : t > 0
, (4.13)
where $1 and $2 correspond to the material wavelength of the booster and test article,
respectively. Eq. (4.13) was used to eliminate the material wavelength from the
velocity equations, as the time-varying frequency content of the signal is proportional
to velocity with a scale factor of unity in the t̂-domain. The MI signal in the t̂-domain




FS &min ($1,$2) , (4.14)
where FS is the original sampling frequency and VS is the maximum achievable sam-
pling rate over the entire scaled time signal.
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4.3.1 Peak Picking Analysis
Peak-picking is a discrete method to determine the average detonation velocity
at a finite number of points. This method is unbiased from signal filtering, provided
the filtering operations do not interfere with the identification of local maxima and





f (t) , (4.15)
where f (t) is the time-varying frequency content of the MI signal, and $k is the
calibrated material wavelength corresponding to an explosive, k, in a multi-material
system (k > 1). The material wavelength is dependent on microwave frequency,
sample diameter, and permittivity as discussed in Sec. 4.2. To calculate velocity from
the MI output, each advance in phase of the signal by 2' corresponds to the advance
of the moving reflector by $k/2 and the time between consecutive peaks. Thus, an









which is a discretization of Eq. (4.15). The resolution of this method could be im-
proved using time points from minima, maxima, and zero crossings; however, the
most reliable calculations are made between similar features (e.g. peak-to-peak). A
simple automated routine was used to identify the local minima and maxima, and
the discrete velocity calculations are presented in Sec. 4.4.
A shock trajectory, or t-x diagram may also be constructed via the recursion
relationship,
xi+1 = xi + $k/2, (4.17)
where the position is known at each time step, ti. The series xi should be averaged
at the center of each interval in order to be directly combined with Eq. (4.16) and
obtain a position-velocity curve.
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4.3.2 Quadrature Analysis
Quadrature analysis, or phase unwrapping, provides greater spatial resolution
than discrete peak-picking. The objective of this analysis is to calculate a phase an-
gle from the two-channel MI output using circularized Lissajous curves; however, the
MI signals must be filtered, normalized, and transformed. Initially, low-pass filters are
used to eliminate most of the high frequency noise from the signal. For time-varying
signals, especially those corresponding to significant variation in velocity (e.g. deto-
nation failure), filters are applied in multiple sections for a range of frequencies. The
resulting signals are then spliced together and filtered to eliminate higher frequency
noise. A linear map is then used to normalize the microwave signals between extrema
to the interval ["1, 1].
After normalization, the Lissajous curves lie on an ellipse and will introduce mea-
surement error. The correction of this quadrature fringe measurement error is dis-
cussed in detail in previous work [69]. Here, the equation of an ellipse is written in
terms of the phase angle, &, as




B & sin (&)
-
. , (4.18)
where Q is the rotation matrix about an angle, !, and A, B, +Z are fitted parameters.
For the normalized Lissajous curves, Eq. (4.18) is fitted with a non-linear least squares
regression using the Bookstein constraint [70]. Eq. (4.18) may be rearranged to solve












































where tan&1 is the discontinuous arctangent function e!ectively unwrapping the
phase.
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The scaled time variable defined in Eq. (4.13) may be used to eliminate the material











where Eq. (4.22) provides a continuous transition in velocity from the booster to the
test explosive.
A numerical derivative for variable time-step is required to calculate the velocity
appearing in Eq. (4.22). While multiple methods exist [65,71], a discrete formula was
chosen based on the work of Savitzky and Golay [72],








where the coe"cients are c1 = 5/32, c2 = 4/32, and c3 = 1/32, and k is the index
about the point where the derivative is evaluated (k = 0). An additional low-pass
filter is applied to compute a final velocity.
4.3.3 Time-Frequency Analysis
The objective of a time-frequency analysis is the direct measurement of the time-
varying frequency content, f (t), in Eq. (4.12). As a point of reference, time-frequency
analysis is established in related fields of interferometry, including photonic Doppler
velocimetry (PDV) [73,74] and velocity interferometer system for any reflector (VISAR)
[75]. However, it was not until recent work [68] that these techniques were seriously
considered for detonation velocity measurements. Time-frequency analysis holds sev-
eral advantages for MI over phase unwrapping, including the direct measurement of
velocity through frequency (and not by a numerical derivative), robust data analysis
for low quality signals, and minimal filter settings with greater reproducibility in the
results.
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Two of the most widely used analysis methods are the short-time Fourier trans-
form (STFT) and the continuous wavelet transform (CWT). Proper use of these
transforms requires parameter tuning, which if done incorrectly can lead to a mis-
representation of the time-frequency content in a signal. Specifically, the CWT is
defined using a tunable wavelet basis function (e.g. Morlet, Gabor, Daubechies)
whereas STFT requires a windowing function (e.g. Hanning, Hamming, Gaussian)
with variable window width. Neither method is able to provide resolution below the
theoretical minimum [76], yet careful tuning of the filter parameters will adjust the
relative weighting between time and frequency resolution. Consequently, the greater
flexibility of CWT to be tuned may a!ord it some numerical advantages, such as
reduced computational costs. A complete discussion of the short-time Fourier trans-
form and continuous wavelet transform is beyond the scope of this work, therefore
only basic theory and equations are presented; the interested reader is referred to
other sources [77–79].
4.3.4 Short Time Fourier Transform
The windowed Fourier transform, or STFT, is defined for a time-varying signal
f (t) by,




f (t)w (t" ,) e&i"tdt, (4.24)
where w (t) is a windowing function, , is the integration variable, and - is the angular
frequency. For this work, a Hamming windowing function was chosen, and the window
width was held constant as a percentage of the total signal length. The accuracy and
precision limitations of a windowed Fourier transform are discussed in other work
pertaining to photonic Doppler velocimetry (PDV) measurements [80, 81].
Time-frequency bin sizes for the STFT are determined from the sampling fre-
quency and the period of the signal according to the relations,
$t = 1/FS, (4.25a)
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and
$f = 1/T, (4.25b)
where FS is the sampling frequency and T is the period, or total length, of the signal.
To ensure time-frequency bin sizes of 0.01 µs and 0.01 MHz, the MI signals were zero
padded to extend the signal to a period of T = 100 µs before applying the STFT .
Detonation velocity is found by extracting the amplitude ridge line of the spec-
trogram. Here, the ridge line is determined by the maximum spectrogram amplitude
at each value in time. Once a suitable window width is determined, the scaled time
variable t̂ from Eq. (4.13) is passed to the STFT so that the spectrogram frequency
is directly proportional to velocity with a scale factor of unity.
4.3.5 Continuous Wavelet Transform
Formally, the CWT of a time-varying signal f (t) is given by [82],













where Wf denotes the wavelet transform, u and s are the translation and scale
variables, . is the integration variable, " is the mother wavelet, and "# denotes its
complex conjugate. Scale and translation are related to time and frequency through
the choice of the mother wavelet. In Eq. (4.26), the function " should satisfy the
admissibility condition [82] and have a zero mean value.
Following previous work [73–75, 77], a Gabor mother wavelet was chosen as the






where / and * are the time spread and center frequency parameters. For the Gabor
mother wavelet, time and frequency can be related to scale and translation via [76],
t = u, (4.28a)
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and
- = */s. (4.28b)
Kim and Kim [77] show that the Gabor wavelet shape is controlled by a single di-
mensionless parameter, and introduce the notation of a Gabor wavelet shaping factor
Gs = /* where / is set to unity. The shaping factor Gs governs the time-frequency










where /tu,s and /"u,s are the variances (or spread) in time and frequency of the CWT.
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Figure 4.2. Gabor mother wavelet " (t) for Gs of 3, 6, and 9. Repro-
duced from [68] with permission.
The relative weighting on time or frequency resolution is determined by the num-
ber of oscillations in the Gabor wavelet shape; in the limit Gs ' ( the GWT
becomes similar to a time-independent Fourier transform. In the limit Gs ' 0, the
number of oscillations decreases to improve time localization, however this also intro-
duces error due to frequency spreading. When Gs = 0, the Gabor wavelet collapses to
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a normal distribution and violates the admissibility condition (zero mean value). In
general, the Gabor wavelet has a non-zero mean; however, it is suggested that Gs ) 3
is su"cient to minimize the mean such that the conditions for a mother wavelet are
satisfied [76, 84]. Consequently, a frequency bias is introduced near Gs = 3 and was
corrected following other work [85].
To visualize the time-frequency intensity, a normalized scalogram is calculated in
place of a spectrogram according to the formula [76],




Values of s may be calculated at will via Eq. (4.28b) so that any discretization of
frequency may be transformed into an array of scale values and passed to the CWT.
Hence, the desired frequency bin size may be achieved without zero padding.
Unlike the STFT window width, the Gs parameter is restricted to a small range
of values between 3-5.5 [76]. It is bounded from below by the admissibility condition,
and from above by acceptable temporal resolution. To motivate the upper limit,









where T is the period at a particular frequency of the signal, and /tu,s is the acceptable
time spread. Therefore, to resolve transient phenomena occurring over a time interval
on the order of one period Eq. (4.31) implies that small Gs values ! 9 are needed.
A fixed Gs value between 3-5 was also used in similar work [84]. The same ridge
extraction algorithm and scaled time variable from the STFT method are used to
produce the final normalized scalogram and velocity result.
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4.4 Comparison of the Analysis Techniques
An assessment of the di!erent analysis techniques was made using MI data for
two trials with triaminotrinitrobenzene (TATB) and ammonium nitrate and urea
(ANUR) explosives. These trials are representative of a wide range of detonation
phenomena, as well as the non-idealities present in MI signals. For each trial, the
average signal-to-noise ratio, number of samples, and parameters for the final time-
frequency calculations are shown in Table 4.1. In particular, the TATB data is of a
higher quality (S/N = 140) and is presented to illustrate that all methods are capable
of determining a time-resolved detonation velocity. The ANUR data is of a lower
quality (S/N = 2.2) and is representative of the non-idealities in MI signals; the results
clearly illustrate the benefits of using a time-frequency analysis over phase unwrapping
techniques. Both signals were also de-sampled to 100 MHz for the calculations.
Table 4.1. Summary of the MI signals and final time-frequency calculations.
Test Article S/N ti (µs) tf (µs) N w Gs
TATB 140 -5.45 8.1 1,355 0.5% 4
ANUR 2.2 -6.0 60.0 6,600 4.0% 4
The experimental configuration was similar to the one described in Ch. 3 for small
(6.52 mm) I.D. stainless steel tubes; only a brief description of the sample preparation
is given here. The booster consisted of Primasheet 1000, and the test article consisted
of either pressed TATB powder or a stoichiometric mixture of ANUR. Material prop-
erties of the explosives are summarized in Table 4.2, including the Chapman-Jouget
detonation velocity and sample length. The average material wavelength values for
Primasheet 1000 and TATB were determined from Eq. (4.3) and previous work [65].
The average wavelength for ANUR was estimated for the analysis because no previous
data or mixture laws exist for this material at MI frequencies.
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Table 4.2. Material properties of the explosives used for study.
Explosive !ave " DCJ Lex
(g/cm3) (mm) (mm/µs) (cm)
Primasheet 1000 1.50 5.67 7.1 3.81
TATB 1.538 5.08 6.8 5.72
ANUR 1.08 5.0 5.5 5.72
4.4.1 High Quality MI Signal
MI output obtained for the high quality TATB signal is shown in Fig. 4.3. For
this trial, a detonation wave in the booster transitioned into the test article, which
also detonated throughout its entire length; however, the detonation velocity was
unsteady. The TATB explosive was pressed to an average volume fraction of VA=0.794
in five increments, and density gradients were formed. The density gradients appear
as oscillations in the velocity results due to the dependency of the detonation wave
speed on material density [1]. This conclusion was also verified by changing the
number of pressing intervals and observing a corresponding change in the number
and amplitude of the oscillations in velocity.
Lissajous curves for the MI output and unwrapped phase angle are shown in
Figs. 4.4 and 4.5, respectively. Despite a high signal-to-noise ratio, the initial Lis-
sajous curve appears skewed and filled as a result of the non-constant amplitude; most
of the signal inside the curve is of the booster explosive for t < 0. After filtering,
normalization, and transformation, the final Lissajous curve is well circularized, and
the unwrapped phase angle is presented in Fig. 4.5. The final velocity result is shown
in Fig. 4.6 directly compared to the discrete velocity result from peak-picking (open
circles). For the final filtering step of the quadrature analysis, filter settings were
chosen to best fit between the discrete velocity data.
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Figure 4.3. Two-channel microwave output signals for TATB (high
quality). Transition between TATB and booster occurs at t = 0.
Reproduced from [68] with permission.




















































Figure 4.4. Lissajous curves for sequential operations on TATB data.
Clockwise from top left: (a) original, (b) filtered, (c) normalized, and
(d) transformed. Reproduced from [68] with permission.
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Figure 4.5. Unwrapped phase angle from the quadrature analysis for
TATB. Reproduced from [68] with permission.

















Figure 4.6. Direct comparison of quadrature (solid line) and peak-
picking (open circles) analysis for TATB data. Reproduced from [68]
with permission.
For an analysis of the TATB data using STFT, the MI signals were zero padded
between -50 µs to 50 µs, increasing the signal length from 1,355 to 10,000 samples.
Initially, the spectrogram was computed using four di!erent window sizes as shown
in Appendix A. Because the frequency content of the signal is concentrated between
2-3 MHz, a single window size was capable of resolving the frequency ridge line. A
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final spectrogram in the time-modified t̂-domain was computed using a window width
w = 0.5% of the signal length, and the velocity result is shown in Fig. 4.7 in direct
comparison with discrete peak-picking. The velocity result from STFT shows an
excellent fit to the discrete calculations from peak-picking, as well as similarity with
the quadrature analysis by extension.

















Figure 4.7. Direct comparison of STFT (solid line) and peak-picking
(open circles) analysis for TATB data. Reproduced from [68] with
permission.
Velocity calculations based on the CWT di!er from the STFT approach due to
the control of time-frequency resolution through the Gs parameter and not window
width or signal length. The normalized scalogram was computed using Gs values
within the range 3-5.5 [76] and is presented in Appendix B. From the initial scalo-
gram calculations, a fixed value of Gs = 4 was selected. This value appears to be the
minimum value (maximum temporal resolution) needed to resolve the MI signal and
also satisfy the admissibility criteria. Although the frequency ridge lines in the nor-
malized scalograms contain more noise than the spectrogram ridge lines from STFT,
the CWT is a noise-robust operation and the ridges may be filtered if desired. The
final velocity calculation using the CWT-based method is shown in Fig. 4.8 with no
filtering and the overlaid peak-picking calculations. The direct comparison of CWT
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Figure 4.8. Direct comparison of CWT (solid line) and peak-picking
(open circles) analysis for TATB data. Reproduced from [68] with
permission.
and peak-picking velocity data confirms that both intersect, and that Gs = 4 is a
suitable choice for the Gabor wavelet shaping factor.
Quadrature analysis, STFT, and CWT-based methods are equally successful at
fitting the discrete peak-picking velocity data for this trial. However, it is emphasized
that the discrete velocity calculations from peak-picking were critical in the determi-
nation of filter settings for both the quadrature and STFT methods. Moreover, the
local maxima and minima of the two-channel output occur with su"cient frequency
so that the average velocity calculations are representative of the instantaneous time-
resolved detonation velocity. In contrast, tuning of the Gs parameter for the CWT
was independent of the velocity result from peak-picking; a value of Gs = 4 may
be used for a vast number of time-frequency analyses without any knowledge of the
desired result.
4.4.2 Low Quality MI Signal
Achievable MI signals in explosives are often of a low quality, and velocity mea-
surements in non-ideal systems remain challenging. Total reflection of the MI signal is
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never realized due to partial transmission through the wave front of interest [6], as well
as attenuation of the signal due to absorption and dispersion e!ects in the explosive
media [1]. Furthermore, the shock or detonation wave may be a non-planar reflector
due to sample diameter e!ects as well as material heterogeneities [86] resulting in
poor signal quality. Other factors which may a!ect the signal quality include the
possibility of a decoupled shock-reaction zone (e.g. shock initiation and detonation
failure) giving rise to multiple harmonic frequencies [4], as well as the confinement of
the test explosive acting as a waveguide for the MI signal [1]. When several of these
non-idealities are present simultaneously, it may still be possible to extract useful
velocity information with an advanced time-frequency analysis.
MI output for the low quality signal corresponding to ANUR is shown in Fig. 4.9.
For this trial, several non-ideal phenomena are observed, including the failure of
detonation immediately following the transition of the booster into the test article.
The detonation failure was confirmed by the partial recovery of the confiner material,
as well as the wave speed existing well-below the Chapman-Jouget detonation velocity
for ANUR. In addition, the transmission of the MI signal is poor and the average
signal-to-noise ratio of S/N = 2.2 is di"cult for analysis. A final complication is the
exponential decay in the wave velocity, which spreads the relevant frequency content
of the signal over the range of 0.1-2.5 MHz.
Lissajous curves for the MI signal are shown in Fig. 4.10 and do not resemble the
previous trial. An electromagnetic pulse was captured near -10 µs due to the firing
an exploding bridge-wire detonator to initiate the booster explosive. However, the
signal was cropped so that the pulse does not appear in the Lissajous curves (refer
to Table 4.1). Despite the appearance of this data, quadrature analysis may still be
used with considerable e!ort to unwrap the phase angle as shown in Fig. 4.11. The
final velocity result presented in Fig. 4.12 fails to fully fit the discrete peak-picking
result. Better agreement between quadrature analysis and peak-picking is achieved
beyond 20 µs, however the transient event is not fully captured in the analysis.
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Figure 4.9. Two-channel microwave output signals for ANUR (low
quality). Transition between ANUR and booster occurs at t = 0.

















































Figure 4.10. Lissajous curves for sequential operations on ANUR
data. Clockwise from top left: (a) original, (b) filtered, (c) normal-
ized, and (d) transformed. Reproduced from [68] with permission.
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Figure 4.11. Unwrapped phase angle from the quadrature analysis
for ANUR. Reproduced from [68] with permission.















Figure 4.12. Direct comparison of quadrature (solid line) and peak-
picking (open circles) analysis for ANUR data. Reproduced from [68]
with permission.
Unlike quadrature analysis, the time-frequency methods appear to fit the discrete
velocity calculations with less error, particularly near t = 0. Final STFT and CWT
time-resolved detonation velocities are shown in Figs. 4.13 and 4.14, respectively, and
are directly compared to the peak-picking analysis. (Refer to Appendices A and B
for the spectrograms and normalized scalograms, respectively.) One challenge unique
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to STFT is the determination of a suitable window width for the entire signal. For
the chosen value of w = 4.0% signal length, there is excellent agreement between
the discrete calculation for t > 0; however, the higher velocity corresponding to the
booster appears smeared in Fig. 4.13. A di!erent window width may have been
applied to the time interval t < 0; instead, the window width was chosen to more
closely fit the discrete calculations corresponding to the wave velocity in ANUR.















Figure 4.13. Direct comparison of STFT (solid line) and peak-picking
(open circles) analysis for ANUR data. Reproduced from [68] with
permission.
The potential advantage of a CWT-based analysis is illustrated by the time-
resolved velocity calculations in Fig. 4.14. Not only does the CWT appear robust
to noise for S/N = 2.2, but the value Gs = 4 achieves optimal time-frequency reso-
lution required for a time-varying signal. This observation is significant because the
same Gabor wavelet shaping factor was used in the previous trial; hence, no modi-
fication to the wavelet basis was required for the analysis of both signals presented
in this work. Further, the ability to control the frequency bin size without the need
for zero padding means that this method may be more computationally e"cient than
STFT-based calculations.
Overall, the e!ort required with phase unwrapping is highly dependent on the
quality of the MI signal, and when several non-ideal e!ects are present the results of
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Figure 4.14. Direct comparison of CWT (solid line) and peak-picking
(open circles) analysis for ANUR data. Reproduced from [68] with
permission.
this trial show significant advantages for using a time-frequency analysis. The Lis-
sajous curves in Fig. 4.10 might possibly be improved with additional filtering and
more advanced normalization techniques; however, additional e!ort and filter param-
eters are required. Even if a semi- or fully-automated quadrature analysis is achieved,
the STFT and CWT techniques may be implemented with a single filter parameter.
The use of time-frequency analysis for MI yields a method with a single, bounded,
filter parameter allowing for the standardization and reproducibility of detonation
velocity measurements.
4.5 Uncertainty Quantification
Uncertainty quantification must account for both the measurement error and ran-
dom sample variation in the final shock or detonation velocity calculations. Mea-
surement and random error in any variable, Xi, may be combined in quadrature to
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obtain a total error, $Xi. The total error within each variable is propagated into the



















where W = W (Xi) is the resulting value from the Xi measured parameters, and
all $Xi correspond to the same confidence interval level. For steady velocities, the
time dependence of the frequency content in Eq. (4.12) is neglected, and the error in















where f̄ is the average frequency. If a non-dimensional shock trajectory is constructed
from Eqs. (4.16) and (4.17), a linear regression may be used to determine the slope
(i.e. f̄) and variance in slope (i.e. $f̄). The error in frequency due to the application
of a time-frequency analysis is more di"cult to quantify than a simple peak-picking
technique.
Most of the error in velocity is due to error in the wavelength, rather than fre-
quency. Cawsey et al. [1] were the first to quantify the error in wavelength, and
show that a practical limit exists near 1-2% error in velocity; their analysis is further
generalized here. When Eq. (4.32) is applied to Eq. (4.5), the error in wavelength is
























Repeated use of Eq. (4.32) may be used to show that $$c/$c = $d/d, where d is
the sample diameter; hence the error in wavelength has both geometric and material
property error. Moreover, the relative permittivity is known to be a function of den-
sity; evidence suggests that density gradients are present in the explosive samples [67].
The Landau-Lifshitz/Looyenga (LLL) mixture law in Eq. (4.3) is used to e!ectively
link $(r with $#0 according to,
$(r =
'
!2 + 12, (4.35)
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where the functions ! and 1 are the error contributions of the bulk density varia-























where #0 is the bulk density, #TMD is the theoretical maximum density, and $(r,TMD
is the error in the permittivity at 100% TMD (i.e. the error in material dielectric
constant). It is useful to relate the error back to (r,TMD in addition to #0 in order to
determine which of the terms is the dominant e!ect when designing new experiments.





















where m is the total mass, d is the diameter, and L is the length of the sample.
Uncertainty quantification for the time-resolved detonation velocity profiles should
consider Eqs. (4.33) through (4.38), in addition several other sources of error. For
example, the time-frequency analysis introduces an uncertainty in frequency as well
as time; quadrature analysis requires the use of a numerical derivative which may
introduce numerical artifacts, and all of the analysis techniques depend on the quality
of the MI signal. One particular caution is that the time-frequency techniques su!er
from an edge e!ect when part of the transform integration goes beyond the length
of the signal, using zero-padding or otherwise. Some correction techniques have been
proposed, such as reflecting the signal about the origin. See for example a discussion
of the edge e!ect on CWT in Ref. [87].
4.6 Dynamic Wavelength Calibration
Velocity calculations are only possible when the material wavelength is known.
The wavelength for simple porous explosives and binary systems may be calculated
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using Eqs. (4.5), (4.3), and (4.4) from material dielectric constants. Unfortunately,
both the booster explosive, PRIMASHEET R! 1000, and the ANFO KP-1 samples
are non-trivial compositions with some level of porosity. An alternative, dynamic
wavelength calibration routine was developed for the current work.
Di!erent calibration approaches are possible depending on the analysis technique;
for example, counting the number of zero crossings with peak-picking or the number of
windings with quadrature. Here, the CWT with a Gabor wavelet and shaping factor
of Gs = 4 is used to determine the time-resolved frequency content in Eq. (4.15).
When Eq. (4.15) is integrated over a known time interval and distance, a calibration











where $k is the calibrated material wavelength, ti and tf are the limits of integration,
and L is a measured length that the shock or detonation velocity traveled. The cali-
bration in Eq. (4.39) is more advanced than a simple time-of-flight estimate because
the actual time-frequency history is integrated (numerically robust).
The accuracy of Eq. (4.39) is low in comparison to microwave cavity measure-
ments, and should not be used to determine the wavelength from a single experi-
ment. However, when the same explosive materials are used in multiple experiments
(possibly in di!erent configurations) the relative permittivity may be extracted from
Eq. (4.39) via an inversion of Eq. (4.5). Then, the mean sample permittivity may
be used for velocity calculations; the sample variance may also be used in Eq. (4.34)
to determine the error in velocity, in lieu of the material delectric constant at full
density. Results of the dynamic wavelength calculations as well as the uncertainty




Reactive burn models are used to simulate the propagation or failure of detonation
waves in arbitrary geometries. These models are necessary for simulating certain
detonation phenomena, including: shock initiation, overdriven detonation failure,
corner turning, and dead zones. All of these phenomena arise when considering the
performance of real explosive devices, and as a result the details of these models are
sometimes proprietary. No singular reference exists for explosive modeling, although
Mader [88] published a basic methodology along with results for many explosives in
his book. A concise report was also produced by Jones et al. [89], but each of these
sources is incomplete; for example, they do not cover recent models including the
SURF [90] and CREST [91] reactive burn models.
Reactive burn models are implemented in hydrocodes, which solve a form of the
inviscid Euler equations [92]. Hydrocodes are primarily used in shock physics to model
the interactions of shock waves in solid materials, as well as interfaces with liquids and
gasses. Material strength is either neglected, or approximated by constitutive models
because the shock pressures are several GPa " an order of magnitude above the
yield strength for many materials. Above the yield strength, these materials behave
plastically as a fluid, and the inviscid Euler equations are a good approximation of the
physics. Additionally, heat transfer is neglected because the time scale of the shock
wave is fast compared to the time scale of thermal di!usion. Hence, these models are
not appropriate for simulating cook-o!, low speed impact, or friction stimuli.
The basic components of a reactive burn model are shown schematically in Fig. 5.1.
As the detonation wave passes into the unreacted explosive, an equation-of-state
(EOS) is needed to determine the initial pressure rise in the explosive. Next, a thin
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reaction zone exists between the leading shock wave and the Chapman-Jouguet (CJ)
state, which also coincides with the sonic plane. All of the energy release in the
reaction zone goes to support the shock, unless the explosive is non-ideal. In that
case, the reaction front is curved and some region of the reaction zone is subsonic [93].
A reaction progress variable is used to define the extent of chemical reaction; together
with a time-dependent rate law and mixture relations, the reaction zone is solved. For
heterogeneous explosives, the global reaction rate is related to hot spot initiation and
growth mechanisms [94, 95]. The treatment of the reaction zone is often the weakest
aspect of reactive burn models, and research is ongoing to determine more physically
based mixture and reaction laws. Finally, an EOS for the detonation products is
required in order to solve the detonation wave, and determined the acceleration of














Figure 5.1. Structure of a detonation wave in a reactive burn model.
In the remainder of Ch. 5, all of the model developments for the ANFO KP-1
samples and relevant assumptions are discussed. This includes identification of the
unknown model parameters which must be calibrated, as well as the fitting routines
used, hydrocode implementation, and simulation geometry. The physical and ther-
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mochemical properties of ANFO are also discussed in order to inform the model
development.
5.2 Physical and Thermochemical Properties of ANFO
Ammonium nitrate plus fuel oil (ANFO) is a two-part binary explosive, with sensi-
tivity and performance depending on a broad range of di!erent physical and chemical
parameters [86, 88, 96–104]. A typical composition for ANFO is approximately 5.5%
fuel oil and 94.5% ammonium nitrate (AN) by weight [102]. The microstructure
of ANFO is dominated by the particle morphology of AN; this particle morphology
may include prills, crystals, and some intermediate (crushed) blends of the di!erent
particle types as show in Fig. 5.2. Commercial explosive-grade AN may even in-
clude glass micro-balloons for sensitization. Another important physical feature of
AN is the individual particle porosity, which creates local sites for the liquid fuel
to be absorbed [102]. This porosity is important to the intimacy of mixing, and
ultimately explosive performance. ANFO is also very porous in the bulk material,
with inter-particle void space. The average bulk density of ANFO is between 0.8 to
1.0 g/cm3 [88], which is much less than the crystal density of AN at 1.725 g/cm3.
Hence, ANFO exhibits multiple heterogeneities that should be accounted for with the
modeling e!ort.
The detonation velocity of ANFO mixtures varies between 3.5 to 5.5 km/s depend-
ing on the exact composition and the extent of chemical reaction [88]. Unlike more
ideal explosives, the reaction zone thickness may be on the order of a few cm [104],
the front of the detonation wave is curved [86,98], and the unconfined failure diameter
is near 8 cm [88]. It is also possible that multiple chemical pathways exist [100], and
that the reaction does not proceed to completion. For example, NOx formation has
been experimentally observed with di!erent ANFO compositions [97, 99, 103]; these





Figure 5.2. Particle morphology of ammonium nitrate: prills (a) and
(b), crystalline (c), grounds (d), and grounds with micro-balloons (e).
Hirox microscope images courtesy of Nick Cummock.
tion velocity calculations. Some of the variation in the measured detonation velocities
for ANFO is also due to the thickness and sound speed of the confiner material [86].
5.2.1 Stoichiometry and Detonation Velocity Calculations
An optimal fuel weight percent for ANFO may be investigated via stoichiometetric
relationships between the reactants and products. For the reactants, ammonium
nitrate (chemical formula NH4NO3) is a mass detonable explosive with an oxygen
balance of 20%. The extra oxygen a!ords the combustion of additional fuel; the
reaction of AN with an arbitrary CHNO fuel going to complete combustion is given
by the expression,
CxHyNwOz + a (NH4NO3) ' bCO2 + cH2O + dN2. (5.1)
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Although complete combustion is never realized on the time scale of a shock wave,
Eq. (5.1) may still be used to define the stoichiometry of ANFO. The CHNO atom
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with the solution a = 2x+ 0.5y " z. To determine the stoichiometric weight percent






1 + a MWanMWfuel
, (5.3)
yields an explicit relationship in terms of a and the molecular weights of AN and
fuel. The detonation velocity of ANFO has been calculated at the weight percent
given by Eq. (5.3) using two thermochemical equilibrium codes: TIGER [105] and
CHEETAH [106]. These calculations are summarized in Table 5.1 for an initial bulk
density of 0.8 g/cm3, chosen as a reference value.
The TIGER and CHEETAH detonation velocities for ANFO vary between 4.58
and 4.73 km/s and are in agreement with some experimental measurements [88].
However, if the same detonation calculations are run at higher densities, velocities
approaching 9 km/s are obtained. Increasing bulk density increases the energy density
and subsequently the detonation velocity of ANFO. Real bulk densities are limited
between 0.8 to 1.0 g/cm3 because of the physical properties of AN prills and the dead
pressing phenomenon [96]. ANFO is a heterogeneous explosive, and it is initiated via
a hot spot mechanism [107]. Some degree of porosity is required for the initiation to
be successful, at the cost of greater energy density.
Another observation about the thermodynamic calculations is that the assumption
of chemical equilibrium at the CJ point is likely invalid. Finite-rate chemistry models
should be considered (see for example [108]), and this will have an additional e!ect of
further decreasing the predicted detonation velocity. Hence, TIGER and CHEETAH
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calculations represent the best theoretical performance of ANFO at a given density;
experimental testing is required to determine exactly how much chemical energy is
liberated within the time scale of a shock wave. The slight di!erence in calculations
from TIGER and CHEETAH may be attributed to the product species libraries;
specifically, the calibrated EOS and heat capacity models.
Table 5.1. Stoichiometry and detonation velocity calculations for
ANFO at an initial density of 0.8 g/cm3.
Fuel Formula MW a wt.%|st. TIGER CHEETAH
diesel C12H23 167.312 35.5 5.56 4.70 km/s 4.61 km/s
fuel oil C10H16.238 136.475 28.119 5.72 4.69 km/s 4.58 km/s
fuel oil-dn† C7H12 96.171 20 5.67 4.73 km/s 4.63 km/s
dodecane C12H26 170.336 37 5.44 4.67 km/s 4.59 km/s
†This formula corresponds to the fuel oil used by Dyno Nobel in ANFO circa 1994.
Unlike regular prilled ANFO, KinepakTM and KinepouchTM explosives have a
nominal composition of 79% AN and 21% nitromethane (NM) by weight. These
explosives are prepared by mixing the liquid NM fuel with the solid AN oxidizer
prior to use; however, the NM fuel was replaced by diesel fuel for the small-scale
MI experiments discussed in this work. A stoichiometric balance may be solved for
the KinepakTM ANFO by using the exact chemical composition of the solid; i.e. a
blend of 95% AN and 5% glass micro-balloons by weight. The glass micro-balloons
are represented by the chemical formula O1.9Si0.7Na, and Eq. (5.1) is expanded with
silicon dioxide and sodium oxide in the products to obtain,
CxHyNwOz + a








The CHNO atom balance for Eq. (5.4) is increased by two additional balances for Si
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with the solution a" = 2.10526x+0.526316y"1.05263z (which is similar to the solution
for ANFO of a = 2x + 0.5y " z). In order to calculate a stoichiometric fuel weight
percent, the molecular weights of AN and O1.9Si0.7Na are combined to determine an
e!ective molecular weight for the KinepakTM. In this way, Eq. (5.3) remains mostly
unchanged with a slight modification to the molar quantities,
wt.%|st. =
1
1 + a" MWkpMWfuel
, (5.6)
where MWkp = 79.6376 g/mol is the molecular weight of KinepakTM. The balanced
stoichiometry and detonation velocities for KinepakTM ANFO are shown in Table 5.2
and compared with the baseline ANFO values. Of note, only the CHEETAH deto-
nation velocity values are listed. TIGER su!ered from numerical convergence errors
when the glass micro-balloons were included in the composition; specifically, conver-
gence failed on the condensed phase product species, including silicon dioxide and
sodium oxide.
The primary di!erence between regular prilled ANFO and the KinepakTM ANFO
is the particle morphology (refer to Fig. 5.2). The KinepakTM ANFO uses a fine AN
crystalline powder which can be easily pressed to higher bulk densities, nominally
1.05 to 1.35 g/cm3 depending on the tamping. The inclusion of the glass micro-
balloons sensitizes the mixture to initiation, so that the higher density mixture may
be detonated. However, the thermochemical equilibrium calculations show that for
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Table 5.2. Summary of stoichiometry and detonation velocity calcu-
lations for ANFO and KinepakTM ANFO at an initial density of 0.8
g/cm3. Note: DCJ was calculated using CHEETAH and has units of
km/s.
ANFO KinepakTM ANFO
Fuel a wt.%|st. DCJ a! wt.%|st. DCJ
diesel 35.5 5.56 4.61 37.3684 5.32 4.41
fuel oil 28.119 5.72 4.58 29.5989 5.47 4.38
fuel oil-dn† 20 5.67 4.63 21.0526 5.42 4.43
dodecane 37 5.44 4.59 38.9473 5.21 4.39
†This formula corresponds to the fuel oil used by Dyno Nobel in ANFO circa 1994.
the same bulk density, the regular prilled ANFO will have the higher detonation
velocities up to 5% (i.e. the glass micro-balloons are an ine!ective fuel).
5.3 Unreacted Equation-of-State
Many di!erent forms of the unreacted EOS have been proposed for solid explo-
sives [109]. While the validity of each has been debated, a practical consideration is
how well the experimental data may be extrapolated to the shock pressures of interest
(up to tens of GPa [110]). Historically, unreacted EOS are fitted to shock-particle
velocity relationships obtained from plate impact experiments; the shock state is dis-
cussed in greater detail in Sec. 5.3.1. More recently, isentropic compression data
has been made available up to the same pressure ranges as those observed in plate
impacts [111]; it is likely that future EOS will incorporate these results as well.
Some of the more common EOS include that of Hayes [109], Birch [112], Mur-
naghan [113], Hildebrand [114], Grüneisen [115], Lee [116], and others [117, 118].
Several of these EOS were developed from the Earth sciences, for example to model
earthquakes and estimate the pressure at the center of the Earth’s core. Perhaps
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the most widely used EOS for modeling an unreacted explosive is the Mie-Grüneisen
EOS; this form was adopted for the ANFO KP-1 model and will be discussed in
greater detail.
The incomplete form of Mie-Grüneisen defines pressure as a function of energy
and volume. This form is familiar to shock physics applications, and follows from










The approximation in Eq. (5.7) is reasonable for a cubic solid when temperatures are
low enough to keep specific heat below the Dulong-Petit asymptotic limit [114]. An
incomplete form of the Mie-Grüneisen EOS is found by integrating Eq. (5.7),
p (v, e) =
# (v)
v
e+ % (v) , (5.8)
where % (v) is the arbitrary reference function motivated by Segletes [119],
% (v) = pref (v)"
# (v)
v
eref (v) . (5.9)
The Mie-Grüneisen EOS defined in Eqs. (5.8) and (5.9) is incomplete, as it does not
provide a way to calculate the temperature. Work is on-going to derive thermody-
namically complete EOS based on Grüneisen’s postulate for homogeneous materials
(e.g. [120–122]). This work is also continued in Chapter 6.
In summary of Eqs. (5.7)"(5.9), the user input consists of the Grüneisen parame-
ter, # (v), and the reference function, % (v). For the ANFO KP-1 model, the product
of the Grüneisen parameter and density is assumed to be constant; this is a common












where ! is the coe"cient of thermal expansion, KT is the isothermal bulk modulus,
and cv is the specific heat. Some of the thermodynamic quantities in Eq. (5.11) for
pure AN at ambient density and 298 K are provided in Table 5.3.




cv 0.4 cal/g K
In addition to determining the initial pressure rise in the unreacted explosive, the
Mie-Grüneisen EOS also a!ects the numerical stability of the reactive burn model.
Most hydrocodes will calculate the first and second derivatives of the principle isen-
trope as a part of the numerical solution. The first derivative of the isentrope is








which must be a positive quantity for the EOS to make physical sense (i.e. no
imaginary sound speed values). The second derivative of the isentrope is related










which is a measure of the convexity of an isentrope [109]. The sign of G determines
whether the characteristics will build to form a shock wave (G > 0) or rarefaction
shock (G < 0). Both (#c)2 and G may become negative for high enough levels of
compression when using the form of the Grüneisen parameter in Eq. (5.10) [119].
It is possible to obtain analytical expressions for both the material sound speed
and fundamental derivative when using the Mie-Grüneisen EOS. The derivation is
70




















Eq. (5.14) is combined with Eqs. (5.7)"(5.13) to determine an analytical expression






= %" " p#0#0. (5.15)



















where X is any function X (v, e) of energy and volume. If Eq. (5.15) is substituted






= %"" " %"#0#0 + p (#0#0)2 . (5.17)
When assembling new Mie-Grüneisen EOS, it is important to check the sign of
both Eqs. (5.15) and (5.17) for instabilities over the entire pressure-volume range of
interest. Additional information on the instability modes associated with the Mie-
Grüneisen EOS may be found in work by Segletes [119,124]. In Secs. 5.3.1 and 5.3.2,
the unreacted EOS is further developed using a Hugoniot reference function and p-!
porosity model to match the initial density.
5.3.1 Hugoniot Reference Curve
The Hugoniot reference curve is the set of all possible states across a shock wave,
and is used as a reference function for the Mie-Grüneisen EOS in Eq. (5.9). The
Hugoniot state is depicted in Fig. 5.3, with a steady 1d shock wave in a coordinate
system attached to the wave. The inviscid Euler equations are used to step through
the jump in pressure. Conservation of mass, momentum, and energy are given by
ṁ"" = # (Us " up) = #0Us, (5.18)
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p+ # (Us " up)2 = p0 + #0Us2, (5.19)
and




















respectively, where ṁ"" is the mass flux assumed constant for steady state, Us is the
shock velocity, and up is the particle velocity with respect to a fixed reference frame.
To solve the system of equations, an EOS is required for closure; the Hugoniot pres-
sure, pH , and energy, eH , do not appear in Eqs. (5.18)"(5.20) because the Hugoniot













Figure 5.3. Schematic for a 1d shock wave and the Hugoniot reference curve.
When the conservation of mass (Eq. (5.18)) and conservation of momentum (Eq. (5.19))




which describes the physical path taken from the initial state to the final state, having
a linear slope in pressure-volume space (see Fig. 5.3). In contrast, the Hugoniot curve
is not a path but the locus of possible jump states, and the area between the Rayleigh
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line and Hugoniot is approximately the amount of energy dissipated by the shock
wave [110].
Without a calibrated equation of state, the measured shock-particle velocity re-
lationship is used to defined the Hugoniot. From experimental results, a quadratic
formula describes the shock-particle relationship in most materials [110],
Us = c0 + sup + qup
2, (5.22)
where values of c0, s, and q may be found in the literature [54,110]. From Eq. (5.22),
the Hugoniot pressure and energy are calculated through the sequence,











where µ is the material or engineering strain.
The Hugoniot reference curve may also be made explicit in volume in a variety of
ways. For example, the Hugoniot pressure and energy may be alternatively expressed
as functions of the volume and particle velocity,

































where p0, e0, and v0 are the initial pressure, energy, and volume, respectively. The par-
ticle velocity may be further expressed in terms of strain as the solution of Eqs. (5.22)
and (5.23) to obtain,
up =
" (s" 1/µ) +
@




Currently, no experimental Us-up Hugoniot data exists for the ANFO KP-1 sam-
ples; however, some data is available for pure AN. In assembling the unreacted EOS
for this work, the contributions of the diesel fuel and glass micro-balloons to the unre-
acted EOS were neglected. When the bulk mechanical response is dominated by the
AN particles, this assumption is somewhat reasonable. Still, limited data is available
even for porous AN. Dremin et al. (1970) [125] report the shock Hugoniot for AN at
0.86 g/cm3 to be Us = 2.20+1.96up km/s; however this density is fixed, and it is not
trivial to extrapolate to other initial densities.
The shock Hugoniot of AN near the crystal density is known with greater accuracy
than any porous density. Thus, the ANFO KP-1 samples are modeled using the crys-
talline EOS for pure AN extended via the p-! porosity model discussed in Sec. 5.3.2.
The Us-up Hugoniot data for pure AN is summarized in Table 5.4, as determined by
Dremin et al. [125].






5.3.2 P-! Porosity Model
The p-! porosity model is a phenomenological model that separates the volume
change due to shock compression from the volume change due to void collapse. Over
the years, many di!erent porosity models have been applied to extrapolate from higher
density shock Hugoniots (e.g. snowplow [126]). The p-! model originally proposed
by Herrmann (1969) [127], and later improved by Carroll and Holt (1972) [128], is
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one attempt at a simplified description, which achieves some of the correct crushing
behavior at both low and high stresses. However, the porosity model does not consider
material strength; i.e. the model is only a modification to the hydrodynamic response.
Additionally, no allotment is made to adjust temperatures " which are naturally
random variables (e.g. hot spot temperature distributions) for porous explosives [104].






where #M corresponds to the matrix material, # corresponds to the porous material,
and both the matrix and porous densities correspond to the same pressure and tem-
perature. When evaluating the unreacted EOS, the distension parameter is used to
modify the look-up of pressure and energy in the fully dense matrix EOS according
to the relations,
p (#, T,!) = pM (!#, T ) /!, (5.31)
and
e (#, T,!) = eM (!#, T ) . (5.32)
A phenomenological model is then used to define the crushing history, ! (t), depending
on the shock pressure determined from the hydrocode.
In general, the crushing history is subdivided into an elastic and compaction
region, representing reversible and irreversible crushing behavior, respectively. When
pressure is constantly increasing (e.g. ṗ > 0 for a supported shock wave), the crushing
history may be traced in p-! space as shown in Fig. 5.4. For pressures above the crush
pressure limit, ps, the distension parameter is unity, and the unreacted EOS is the
same as the matrix material. For pressures in the compaction region (below the crush
pressure limit and above the elastic pressure limit), a polynomial relation for ! (p) is
used. One form often used in the literature is the second order polynomial [127],







where pe is the elastic pressure limit and !0 = #M0/#0 is the initial value for the
distension parameter. In this way, only three model constants are required to define












Figure 5.4. Schematic for the crushing history in a shock wave with
the p-! porosity model.
Finally, the elastic region is defined implicitly by the variation of sound speed,
c = h (!) c0, (5.34)
where c0 is the bulk sound speed of the matrix material, h (!) is a smoothly varying
function with the properties h (1) = 1, h (!0) = ce/c0 where ce is the sound speed in
the virgin porous material, and c is the bulk sound speed defined by thermodynamic
relations [127]. Using the functional forms of ! (p) implied by Eqs. (5.33) and (5.34),
the crushing history is solved via a time integration internal to the hydrocode. In










which links together the phenomenological model with the pressure rise. A description
of the p-! porosity model becomes more complicated when the pressure decreases,
and some volume is recovered through elastic relaxation.
During preparation of the ANFO KP-1 explosive charges, minimal force was re-
quired to press the samples to the target density of 50% TMD. Higher densities were
also pressed with no elastic relaxation; hence, a reasonable approximation is to as-
sume that all of the volume compression in the MI experiments is due to irreversible
compaction. In this case, the elastic pressure limit, pe, is set to zero to eliminate
the elastic region (as well as the need to include an elastic sound speed parameter).
Only the crush pressure limit, ps, remains to be fit since the initial matrix and porous
densities are known. Prior numerical investigations have found that a default value
of 100 MPa is reasonable for a wide range of calculations [129]. This value was also
assumed for the current model; all p-! model parameters for the ANFO KP-1 samples
are shown in Table 5.5.






5.4 Detonation Product Equation-of-State
The reaction products of explosives exhibit non-ideal gas behavior. Many di!erent
fitting forms for a product EOS are given in the literature; two of the most commonly
used EOS are the BKW [88] and Jones-Wilkins-Lee (JWL) [116] forms. Because the
JWL equation is more accessible with experimental and calculated parameter values,
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it was selected for the ANFO KP-1 model. In summary of the JWL EOS, Lee et
al. (1968) [116] proposed an improvement to Jones’ and Wilkins’ forms, so that the

















where V stands for the relative volume v/v0, and e and v are the specific internal
energy and specific volume, respectively. From this form, the equation for an adiabat
is given by [116],
p (*) = Ae&R1V +Be&R2V + CV&"&1, (5.37)
where * denotes the adiabat.
The parameters A, B, R1, R2, and - are needed to calibrate the JWL EOS, and
may be determined in one of two ways. First, a cylinder test may be used in which the
radial expansion of the wall of a confined explosive is measured [116]. The products
are assumed to lie on the CJ adiabat, which is calculated through an iterative ap-
proach combining the experimental results with hydrocode simulations. This method
has been criticized by Mader and Davis [88] that the fitted JWL EOS is only useful in
describing a single experiment. In the second approach, a thermochemical code such
as CHEETAH [106] is used to predict the equilibrium composition of the detonation
products, and expand them adiabatically to the reference state. The predicted adi-
abat may be fitted with Eq. (5.37) to determine the JWL EOS parameters without
performing any experiments. For this work, CHEETAH was used to calculate the
JWL parameters for a stoichiometric mixture of KinepakTM AN and diesel fuel at
an initial density of 0.826 g/cm3. The parameter values, as well as the CJ state, are
summarized in Table 5.6.
The release of chemical energy in a reactive burn model is obtained via an energy
shift in either the reactant or product EOS. For example, the JWL EOS may be shifted
down in energy by a value equal to the enthalpy of detonation. Alternatively, the
unreacted EOS may be increased in energy by the same amount; it is not uncommon
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Table 5.6. JWL parameters and CJ calculation for the ANFO KP-1










to observe di!erent bookkeeping of the energy shift depending on which hydrocode
is used.
5.5 Ignition and Growth Reactive Burn Model
The ANFO KP-1 reactive burn model is based on an ignition and growth-type
reaction rate [94], together with mixture laws for the partially reacted EOS. A general




sj ($) rj (p, #, ...) , (5.38)
where $ is the mass fraction of the reaction products, sj ($) is a function representing
the burn surface topology, and rj (p, #, ...) is a pressure-dependent burn rate that
may also be a function of density and other state variables. The rate law defined
by Eq. (5.38) is phenomenological, and it is commonly used to describe sub-grid
phenomena in continuum simulations.
79
The mass fraction of the reaction products, $, is defined via a volume mixture
equation,
(1" $)VUR + $VDP = V, (5.39)
where VUR, VDP , and V are the volume of the unreacted explosive, detonation prod-
ucts, and total volume, respectively, within a single computational cell. Using conser-






which is used to illustrate di!erent burn surface topologies. Two important cases are
hole burning for spherical hot spots [94], and inward spherical grain burning [130], as
depicted in Fig. 5.5.
Hole burning assumes that the volume fraction of detonation products is deter-
mined by an inclusion. For a spherical hot spot of radius R, the detonation products
will occupy a volume VDP =
4
3'R
3. Assuming that the cell volume, V , is fixed, the
mass fraction will go with the radius of the hot spot as $ ! R3. The surface area
of the hot spot goes with the square of the radius, so that the burn surface topology
function goes with the mass fraction as s ($) ! $2/3. A similar derivation is possible
for inward spherical grain burning, where the mass fraction and radius of unreacted
explosive are related by 1 " $ ! R3. Additional descriptions of the burn surface
topology functions are given in Table 5.7 from Refs. [90, 130].
The full ignition and growth reactive burn model (IGRB) contains three terms
thought to be related to the ignition, growth, and completion of reaction [131]. These
terms have combined hole and grain burning topologies in order to slow down the
reaction rate near completion ($ = 1), while still maintaining the initial spherical
burning hot spot behavior. The IGRB model requires the calibration of fifteen dif-
ferent constants, and as remarked by Starkenberg [130], “is probably more detailed








Figure 5.5. Burn surface topologies for spherical hot spots and grain
burning inside a computational cell.
Table 5.7. Di!erent burn surface topology functions from Refs. [90, 130].
s (") Type
(1" $) bulk reaction
$2/3 hole burning for spherical hot spots
$n generalized hole burning
(1" $)2/3 inward spherical grain burning
(1" $)n generalized grain burning
(1" $)2/9 $2/3 hole burning with grain burning maximized at $ = 34
simplified form of ignition and growth based on the original form proposed by Lee
and Tarver [94] is defined by the equations,
$̇ = I (1" $)2/9 *r +G (1" $)2/9 $2/3pz, (5.41)
and
* = #/#0 " 1" a, (5.42)
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where I is the coe"cient of ignition, G is the coe"cient of growth, * is the relative
compression, a is a compression threshold, r is the density exponent, and z is the
pressure exponent. The ignition term is set to zero until a minimum compression
value is reached (i.e. #/#0 > 1 + a), and it is turned o! when the reaction progress
exceeds a certain threshold (i.e. $ > $ig). In contrast, the growth term is always ‘on’
and reduces to zero when $ = 0 or $ = 1.
Some physical significance is associated with the burn surface topology functions,
pressure, and density exponents in Eq. (5.41). For example, the $2/3 factor in the
growth term represents hole burning for spherical hot spots. The hole burning topol-
ogy function is multiplied by a generalized grain burning function in order to maximize
the reaction rate at $ = 3/4, as shown in Fig. 5.6. The value of $ = 3/4 corresponds
to the maximum volume fraction that randomly packed spheres can occupy (the ac-
tual volume fraction of cubic and hexagonal close packed spheres is calculated to be
# 74.05%). The ignition term contains the same grain burning function as the growth
term in order to achieve consistency in the depletion behavior of the unreacted explo-
sive. One di!erence between the topology functions for ignition and growth is that
the ignition term does not contain a hole burning function, since it must form the
hot spots.
Lee and Tarver [94] discuss how the exponent of the relative compression term,
*, is associated with di!erent mechanisms of hot spot formation. It may be shown
that pressure goes with the relative compression as p ! *2, and particle velocity
with relative compression as up2 ! *3, over the range of values of interest for shock
initiation. Energy requirements for two possible mechanisms of hot spot formation
are the kinetic energy 12up
2 ! *3 associated with the stagnation of microjets, and
the plastic work
;
p2dt ! *4 needed to collapse small voids [131]. Early studies
found that an exponent of four (rather than three) resulted in the best model fits to
embedded manganin gage data for PBX-9404, TATB, PETN and TNT [94]. However,









Figure 5.6. Burn surface topology functions used for the IGRB model.
twenty [131]. For the current work, the exponent is fixed at four in order to represent
a hot spot formation mechanism based on plastic work.
The dependence of the reaction growth term on pressure also contains some phys-
ical significance. Low pressure deflagration rates are known to exhibit pz behavior,
with values of the exponent between 0.8 and 1.0 [100]. Fitted forms of the IGRB
model tend to use an exponent between 1.0 and 2.0 for explosives [130], which may
suggest a crack burning mechanism with increased surface area at the higher shock
pressures. A few examples are available where an IGRB-type model has been cali-
brated for non-ideal explosives. In these case, the fitted pressure exponent is usually
lower; Price and Ghee [132] used a value of 1.0 for ANFO, urea nitrate, and potassium
chlorate and para"n; James et al. [133] used a value of 1.1 for ANFO and 0.6 for an
AN/aluminum mixture; and Kim and Yoh [134] as well as Souers et al. [135] used a
value of 1.3 for ANFO. Haskins and Cook [136] show that the lower exponents give
increasing non-ideal detonation behavior, and obtained a velocity decrement of 50%
using 1.0 for a representational model based on ANFO. From the previous modeling
experience [132–136] and experimental burning rate measurements for ANFO [100], a
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pressure exponent of 0.9 was fixed in the current model to represent a weak pressure
dependence for the ANFO KP-1 samples.
The form of ignition and growth in Eqs. (5.41) and (5.42) contains a total of six
tunable model constants: I, a, r, $ig, G, and z. Typical values for these parameters
are shown in Table 5.8, which inform the region of the parameter space to be consid-
ered. The fitting routine used for IGRB is discussed in greater detail in Sec. 5.7; in
particular, values for the exponents r and z are imposed as 4 and 0.9, respectively.








The ignition and growth rate (Eq. (5.41)) is coupled to a set of mixture laws,
which govern the EOS within the reaction zone. Although much attention has been
given to the unreacted explosive and its detonation products, far less is understood
about the EOS of an intermediate mixture; there is considerable debate surrounding
which equilibrium conditions may be assumed in the reaction zone (see for example
Ref. [137]). One of the simplest forms for a mixture EOS imposes mechanical and
thermal equilibrium (see for example Kipp et al. [138,139]) and it is expressed as,
p (#, T,$) = $pDP (#, T ) + (1" $) pUR (#, T ) , (5.43)
and
e (#, T,$) = $eDP (#, T ) + (1" $) eUR (#, T ) , (5.44)
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where the subscripts UR and DP indicate the unreacted explosive and detonation
products, respectively. A common, uniform cell temperature T is not physical for
a hot spot mechanism; however IGRB is not a thermally-based model. In addition,
Eqs. (5.43) and (5.44) are computationally e"cient, which can significantly decrease
the cost of massively parallel simulations. Hence, Eqs. (5.43) and (5.44) have been im-
plemented for the current ANFO KP-1 model; other models which assume mechanical
but not thermal equilibrium may be found elsewhere (e.g. Ref. [137]).
5.6 Hydrocode Implementation
The reactive burn model developed for the ANFO KP-1 test samples was imple-
mented in CTH [140–142], a three-dimensional shock physics hydrocode. CTH is
described as an ongoing project of Sandia National Laboratories, with some details
of the code appearing in work published by McGlaun et al. (1990) [140] and Hertel
et al. (1995) [141]. CTH is used to model multidimensional, multi-material, large
deformation shock wave physics, and employs a fixed Eulerian mesh with a two-step
solution scheme. The first step of the solution scheme solves the Lagrangian forms of
the governing equations (i.e. mass, momentum, and energy) as explicit finite-volume
equations in time. At the end of the Lagrangian step, the mesh is distorted so that
a second, remap step is needed which utilizes material interface tracking algorithms.
Additional details about the CTH hydrocode may be found elsewhere [142]; an ex-
cellent reference for hydrocodes is the text by Zukas [143].
Because of the influence of sample diameter on detonation failure [132] and shock
front curvature [98], a minimum of 2d (and potentially 3d) simulation geometries were
required for this work. In order to more e!ectively investigate both the 2d and 3d
geometries, as well as minimizing the transcription error of model parameters between
the di!erent input files, a master code was written using the APREPRO language
(An Algebraic Preprocessor for Parameterizing Finite Element Analyses) [144]. The
master code was used to automatically generate input decks for CTH based on smaller
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files containing user input instructions. For example, the user input files allow a single
command to switch between the 2d cylindrical and 3d rectangular (i.e. Cartesian)
explosive charge geometries, where the y-x plane in 2d is mirrored on the z-x plane
in 3d. The master code is given in Appendix D.
It has been observed in previous work [66] that even relatively small geometries
on the order of a few cm’s may require large amounts of RAM and CPU time. Hence,
the geometry was kept to the minimum dimensions possible, which included the
cylindrical ANFO sample and some space allotment for the confiner thickness. A
common computational domain was chosen to be 1.25 x 10 cm2 and 1.25 x 1.25 x 10
cm3 for the 2d and 3d geometries, respectively. The 2d geometry allows for a half
model of the explosive charge (the solution is symmetric about the longitudinal axis),
whereas the 3d geometry allows for a one-quarter model with symmetry boundary
conditions on the z-x and z-y planes.
All of the boundary conditions used were either symmetric or material outflow
with zero ambient pressure. The symmetric condition was used for all boundaries
on the interior of the charge, as well as the explosive booster end (bottom) of the
domain, so as to simplify calculations. Specifically, the bottom symmetry condition
behaves as an infinite impedance wall on which the explosive charge is rested. This
boundary condition has the additional benefit of discouraging recirculation zones
which may attempt to draw material back into the mesh from the outside. Mass
is allowed to leave the domain through all other boundaries, including the top and
sides surrounding the explosive charge. The 2d and 3d geometries used for this work
are shown in Figs. 5.7 and 5.8, respectively, with the domain mirrored across the
symmetry boundaries for improved visualization.
A fixed, Eulerian mesh is automatically generated over the computational domain.
However, CTH does o!er a basic capability for adaptive mesh refinement (AMR)
based on the subdivision of the domain into di!erent blocks with varying levels of
refinement. For the present work, the computational domain was sized to have an 8:1
aspect ratio (y:x in 2d; z:x and z:y in 3d) so that eight equally-sized blocks constitute
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Figure 5.7. Di!erent sample geometries used for 2d cylindrical “half
model” calculations. From left to right: SM, THN, PVC, and THK
charge configurations.
Figure 5.8. Di!erent sample geometries used for 3d Cartesian “quar-
ter model” calculations. From left to right: SM, THN, PVC, and
THK charge configurations.
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the level zero refinement. Each block is refined to the next level by a subdivision of
the edges into 12 to produce either 122 or 123 cells; with four levels of refinement
this allows a maximum mesh resolution of 65.1 µm or 15.36 zones per mm. The
mesh resolution may be increased by allowing higher levels of refinement (e!ectively
halving the cell size and doubling the number of zones per mm); however, it was too
computationally expensive to run a refinement level-based mesh resolution study for
the fully 3d cases.
Previous work [130, 145] suggests a target resolution of 10 to 20 zones per mm
for these calculations when using an ignition and growth-type reactive burn model.
A good rule-of-thumb is to achieve a minimum of eight cells across the reaction
zone [88]; the reaction zone thickness may be a few mm for non-ideal explosives
such as TATB [145], and up to a few cm for binary explosives such as ANFO [104].
Hence, some modeling results for ANFO have been reported with convergence using
as few as 2 zones per mm [133–135]. A handful of mesh resolution studies were
performed on the simpler 2d geometries, where it was determined that 4-20 zones per
mm were su"cient; see for example Kittell et al. (2014) [66]. The decision to fix the
resolution at 15.36 zones per mm was due to the zoning requirements of AMR (i.e.
the 8:1 computational domain, which is more easily divided by powers of two) and
the feasibility of the parametric studies.
All of the CTH simulations were run with permission on the Cray supercomputers
at Sandia National Laboratories. Most of the 2d cases were calculated using 128 cores,
with CPU wall times between 4 and 5 minutes. In this manner, detailed parametric
studies were feasible to conduct in only a few hours. In contrast to the 2d simulations,
the 3d simulations required a minimum of 512 cores with CPU wall times near 48
hours. These performance benchmarks represent an increase of at least three orders of
magnitude in the CPU cost moving from 2d cylindrical to 3d rectangular geometries.
Two additional challenges for implementing the models in CTH were the treatment
of the explosive booster, and the inclusion of numerical heterogeneities in the ANFO
material. Each of these topics is discussed in greater detail in Sec. 5.6.1 and 5.6.2,
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respectively. All remaining details concerning the CTH implementation, beyond what
has been covered in this chapter, may be found in the master code given in Appendix D
together with the CTH User’s Manual and Input Instructions [142].
5.6.1 Explosive Booster Model
The explosive booster used in all of the experiments was PRIMASHEET R! 1000, a
flexible sheet explosive manufactured by the Ensign-Bickford Aerospace and Defense
Company. The booster was modeled using a programmed burn at the CJ detonation
velocity; this reduces the simulation complexity while still maintaining the relevant
physics. Programmed burns are simple to implement based on Huygens construction
for the wave propagation; however, they do require an accurate EOS for the detona-
tion products and knowledge of the complete CJ state. Some details of the detonation
velocity and material composition are given by the manufacturer for PRIMASHEET R!
1000. Unfortunately, there is known to be some discrepancy between the manufac-
turer’s material data and performance predictions using thermochemical equilibrium
code such as CHEETAH and TIGER.
Specifically, the manufacturer listed detonation velocity of 7.1 km/s and initial
density of 1.44 g/cm3 do not seem to correspond to the nominal composition of
63% PETN and 37% binder (acetyl tributyl citrate and nitrocellulose). Multiple
iterations of the binder composition in TIGER and CHEETAH were only able to
predict detonation velocities between 6.7 and 6.9 km/s at 1.44 g/cm3. In order to
achieve an explosive model with a more accurate bulk density and detonation velocity,
ethylene glycol dinitrate (EGDN) was added to the binder composition as an energetic
additive. A final composition of 63% PETN, 28% EGDN, and 9% acetyl tributyl
citrate seemed to match all of the material properties well; JWL EOS parameters as
well as the CJ state are summarized in Table 5.9 as determined from TIGER.
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Table 5.9. JWL parameters and CJ calculation for PRIMASHEET R!
1000. These values were determined using TIGER for a composition










5.6.2 Creating Numerical Heterogeneities in Density
It is well known that ANFO is a heterogeneous explosive (refer to Sec. 5.2). The
ignition and growth model attempts to capture the e!ects of some of these het-
erogeneities with a sub-grid model for the burning surface area. However, the IGRB
model may not be robust in the simulation if it is inserted as a single continuous mate-
rial, especially during the calibration of model parameters. Numerical heterogeneities
were considered to complement the sub-grid models, and achieve more robust simula-
tions; in particular, these types of heterogeneities introduce asymmetries which help
to separate the stable models from those which are less stable. An obvious choice for
a numerical heterogeneity is a fluctuation in the initial density, since there are known
density gradients in many of the test samples; see for example Ref. [67].
For this work, 2d boxes and 3d cubes were inserted having a nominal, lower (-1%),
and higher (+1%) initial density with an edge length of 0.7 mm. This edge length
was chosen to obtain nine to ten variations in density across the I.D. of the smallest
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diameter tubes (6.52 mm). A periodic tiling pattern was chosen as shown in Fig. 5.9,
which is also visible in the simulation geometries shown in Figs. 5.7 and 5.8. The









































Figure 5.9. Periodic tiling pattern for the numerical heterogeneities
in density. Letters correspond to (A) the mean, (B) -1% lower, and
(C) +1% higher initial densities.
No precedent exists for a numerically heterogeneous reactive burn model; ulti-
mately the choice of a tiling pattern was based on discussions with sta! members
at Sandia National Laboratories. Some suggestions included a two-material ±1%
checkerboard pattern, as well as a random tile distribution. The decision to use a
three-material pattern was made to achieve grater complexity than a two-material
checkerboard, yet control the mean density more precisely than a random seeding. It
is currently unknown how important the pattern is for numerical heterogeneities; fu-
ture work should consider other shapes, randomization, and more incremental changes
to the initial density.
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5.7 Model Calibration and Validation
Often, the question is asked whether or not simulation results are “correct.” An
entire field of verification and validation dedicated to computer simulation models
is well-established, and provides many useful guidelines for testing the underlying
models influencing the simulation results. Informally, verification seeks to determine
whether or not the appropriate equations have been implemented and solved correctly.
Once a model has been verified, validation seeks to determine whether or not the
physics are represented correctly. Model calibration involves adjusting the unknown
model parameters in order to match a certain reference datum with the greatest
accuracy. For this work, calibration and validation of the ANFO KP-1 model is
accomplished using the experimental MI data; more rigorous validation procedures
should be considered in future work with a wider data set, especially one including
large-scale experiments (up to tens of cm).
Model verification is mostly achieved by using the CTH hydrocode, and is not
discussed in great detail. Specifically, the IGRB model components including the
Mie-Grüneisen, JWL, and mixture EOS together with the p-! porosity model have
been previously verified by the CTH development team. Some additional e!ort was
made in this work to ensure that the CTH input decks were error-free with reasonable
numerical schemes via inspection of the output, as well as on-the-fly visualization.
A reliable input deck was generalized into the APREPRO master code given in Ap-
pendix D. The master code prevents transcription errors when adjusting model con-
stants and other high-level simulation parameters; for example, the geometry type
(2d cylindrical or 3d rectangular) and confiner material may be set with a single
command read by the master code.
Calibration and validation procedures for the ANFO KP-1 model were finalized
with some trial and error. Four of the six unknown IGRB model constants (I, a, $ig,
and G) were calibrated via multiple 2d CTH simulation runs, while the compression
ratio and pressure exponents in Eq. (5.41) were fixed at 4 and 0.9, respectively, as
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discussed in Sec. 5.5. The calibration was conducted using one of the four test con-
figurations shown in Fig. 5.7, where the other cases are reserved for model validation.
The calibration was performed with assistance from the DAKOTA code [146], and
an e"cient Latin hypercube sampling (LHS) algorithm developed at Sandia National
Laboratories [147].
The decision to use a sampling algorithm, rather than a parameter optimization
routine, was made because of the highly nonlinear e!ects of the IGRB model constants
on the simulations. Multivariable optimization techniques, especially gradient-based
methods, may converge to local minima rather than the best solution over the whole
parameter space; this scenario was encountered many times in preliminary studies.
Two of the more common and well-respected sampling algorithms are LHS and Monte
Carlo, and each was considered for sampling the IGRB parameter space.
The only major di!erence between LHS and Monte Carlo sampling is how the
parameter space is partitioned. An abbreviated explanation is that for a fixed sample
size, N , the LHS algorithm divides each parameter into N bins; the random samples
are arranged so that only one point exists within each bin in the hyperdimensional
space. The advantage of LHS over Monte Carlo is that statistical significance might
possibly be achieved with fewer samples [146]. If each sample corresponds to a compu-
tationally expensive computer simulation, then LHS is usually preferred over Monte
Carlo, especially for uncertainty quantification. The 2d CTH simulations used to
calibrate the IGRB model are not exceedingly expensive to run, so LHS was used to
populate the parameter space with many samples (as high as N = 1000). It was rea-
soned that the combination of an e"cient sampling algorithm and large sample size
should locate the best calibration point, even if the behavior of the model parameters
is highly nonlinear.
The DAKOTA code was used to manage the di!erent LHS runs, where the level
of automation introduced by DAKOTA required a single “goodness-of-fit” metric for
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each combination of the input parameters. An objective function was chosen for this

















where i corresponds to a discrete point, xi, on the longitudinal axis of the explosive
charge, and V is the spatially-resolved shock or detonation velocity. Eq. (5.45) was
chosen to be a stringent criteria, equally weighting all sections of the experimental MI
data. Velocity is a more physical quantity than the time resolved shock trajectory;
preliminary studies that considered an objective function based on matching the shock
trajectory did not always guarantee a smooth and well-behaved velocity result. These
preliminary studies revealed that the experimental shock trajectories may be fit with
“chugging” or “pulsing” instabilities.
Model validation is less quantitative than the calibration procedures; it is also
complicated by the fact that all reactive burn models, including IGRB, are funda-
mentally flawed. These models do not capture the inherent probabilistic nature of
ANFO [104] and do not scale well [88]; often, these types of models will be calibrated
for each explosive diameter tested. Model validation procedures for this work con-
sist of using the calibrated IGRB model constants to simulate the remaining MI test
cases. Several predictions are also made for additional experiments that could be per-
formed in future work. These experiments include the same MI test configurations
at di!erent initial densities, larger diameter charges, and large scale wedge tests to
determine the shock sensitivity. Such predictions are critical to the model validation,
and may improve understanding for using both large and small scale explosive tests.
5.7.1 Front Tracking Code
Continuous measurement of the reactive wave front was accomplished using the
FORTRAN 90 post processing code shown in Appendix E. Instantaneous velocity
calculations were complicated by the shock detection algorithm, which is not necessar-
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ily trivial; see for example a recent discussion by Meniko! and Shaw to detect shock
waves based on a function of the Hugoniot [90]. In this work, at least four di!erent
quantities were considered to detect the time of arrival of shock waves, including a
minimum pressure, distension, reaction, and motion threshold. Ultimately, the time
resolution of the simulation output and the location of the measurements were found
to be equally important as the threshold condition.
The final version of the front tracking code relies on 400 gage measurements output
from the CTH simulations. These gauges are spaced on the longitudinal axis by
increments of one-quarter wavelength to coincide directly with MI peak picking data.
More dense spacing did not allow su"cient $t to calculate the velocity with a finite
di!erence algorithm, and less dense spacing did not resolve the velocity profile as
well. In addition, five columns (80 gages along the axis) span the radius of each
explosive charge. In this way, all time of arrival measurements are averaged across the
radius; the average compensates for slight shock front curvature as well as centerline
anomalies due to the symmetry boundary condition.
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6. MODEL REFINEMENTS TO THE MIE-GRÜNEISEN EOS
The ignition and growth model used to simulate the MI experiments is independent
of temperature, despite that real chemical reactions are thermally-driven processes.
This is because less detailed information is known about the temperature of shock
and reactive waves, especially for those in heterogeneous materials. Some work was
conducted while at Sandia to develop a physically-based Mie-Grüneisen equation of
state (EOS) that is capable of temperature predictions. The work presented here is
currently under review for publication in Combustion Theory and Modelling, and is
approved for unclassified unlimited release from Sandia (SAND2015-7099 J). The the-
ory is demonstrated for the secondary explosive, hexanitrostilbene (HNS), although
it could be easily implemented for ammonium nitrate (AN) using the specific heat
data from Ref. [104].
6.1 Scope
A physically-based form of the Mie-Grüneisen Equation of State (EOS) is derived
for calculating 1d planar shock temperatures, as well as hot spot temperature dis-
tributions from heterogeneous impact simulations. This form utilizes a multi-term
Einstein oscillator model for specific heat, and is completely algebraic in terms of
temperature, volume, an integrating factor, and the cold curve energy. Moreover,
any empirical relation for the reference pressure and energy may be substituted into
the equations via the use of a generalized reference function. The complete EOS
is then applied to calculations of the Hugoniot temperature and simulation of hy-
drodynamic pore collapse using data for the secondary explosive, hexanitrostilbene
(HNS). From these results, it is shown that the choice of EOS is even more significant
for determining hot spot temperature distributions than planar shock states. The
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complete EOS is also compared to an alternative derivation assuming that specific
heat is a function of temperature alone, i.e. cv (T ). Temperature discrepancies on
the order of 100-600 K were observed corresponding to the shock pressures required
to initiate HNS (near 10 GPa). Overall, the results of this work will improve confi-
dence in temperature predictions. By adopting this EOS, future work may be able to
assign physical meaning to other thermally sensitive constitutive model parameters
necessary to predict the shock initiation and detonation of heterogeneous explosives.
6.2 Background
It is well known that material heterogeneities will sensitize explosives to initiation
leading to a detonation [107]. These heterogeneities form local sites for energy de-
position and elevated temperatures known as hot spots [95]. Experimental [148] and
computational [149] results show that under certain conditions (i.e. strong shocks up
to tens of GPa) the collapse of small pores causes jetting, and a hot spot is formed
at the site of the jet impact. Moreover, it is possible to simulate the passage of
shock waves through heterogeneous materials and then identify local hot spots at the
mesoscale [150]; this includes simulations of pore collapse with Arrhenius kinetics to
capture the initiation of reaction [151]. The transition to a fully supported detonation
may be observed as well [152]; however, these simulations are sensitive to the avail-
able material models including the equation of state (EOS). Specifically, a wide range
of hot spot temperatures may be calculated depending on the EOS of the unreacted
explosive.
One approach to developing an EOS is to assume that Grüneisen’s postulate [115]
holds over the state space of interest, and then employ the incomplete form of Mie-
Grüneisen. This form is convenient because it may be made to fit measured shock-
particle velocity relationships or isentropic compression data while also being com-
putationally e"cient and simple to parameterize. However, the incomplete form is
defined in energy and volume space, and lacks a functional relationship mapping it
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to the complete thermal state. A physically-based specific heat model is required to
complete the EOS, and it must be a function of both volume and temperature to
satisfy the condition of thermodynamic compatibility [120]. Moreover, the derivation
of a complete form of the Mie-Grüneisen EOS depends on the choice of a reference
curve and functional form of Grüneisen gamma so that di!erent presentations of the
EOS may be found in the literature (see for example Refs. [120]" [118]).
In this work, a complete Mie-Grüneisen EOS is derived using a physically-based
Einstein oscillator model for specific heat. The derivation is unique in that it is highly
generalized, yet completely algebraic in terms of temperature, volume, an integrating
factor, and the cold curve energy. The complete EOS is then applied to determine hot
spot temperature distributions for the secondary explosive hexanitrostilbene (HNS).
Specifically, calculations of the Hugoniot (1d planar) shock temperature and the col-
lapse of a 10 µm pore are discussed. Additional emphasis is placed on the e!ects of
volume scaling, and the consequences of an EOS derivation assuming that specific
heat is a function of temperature alone. Overall, the objectives of this work are to
improve the confidence in temperature predictions for shock and impact loading of
both homogeneous and heterogeneous systems. Then, physical meaning may be asso-
ciated with thermally sensitive kinetic and strength parameters necessary to predict
the shock initiation and detonation of explosives.
6.3 Derivation of the Equation of State
6.3.1 Incomplete Form of Mie-Grüneisen
The incomplete form of Mie-Grüneisen defines pressure as a function of specific
volume and energy, and is the governing equation for current EOS development. This
form is familiar to shock physics applications, so emphasis is placed on the notation
required to generalize relationships between di!erent reference curves. The incomplete
98











This approximation is reasonable for a cubic solid when temperatures are low enough
to keep specific heat below the Dulong-Petit asymptotic limit [114]. The incomplete
form of the Mie-Grüneisen EOS is found by integrating Eq. (6.1),
p (v, e) =
# (v)
v
e+ % (v) , (6.2)
where % (v) is the arbitrary reference function motivated by Segletes [119],
% (v) = pref (v)"
# (v)
v
eref (v) . (6.3)
The reference function, % (v), is preferred to using the reference pressure, pref (v),
and energy, eref (v), separately, as it allows for concise mathematical relationships.
Additionally, it permits explicit equations to solve the cold curve and isentrope.
Now, the most common empirical relationship used to construct the Mie-Grüneisen
EOS is the shock-particle (Us-up) velocity relationship defining the Hugoniot state.
In this case, a Hugoniot-based reference function, %H (v), may be expanded using the
shock jump relations. Hugoniot pressure and energy are expressed as functions of
volume and particle velocity,

































where p0, e0, and v0 are the initial pressure, energy, and volume, respectively. As
will be shown later, e0 is chosen to agree with the reference temperature, T0, and
specific heat model. Eq. (6.6) can be made explicit for a known Us-up relationship,
and substituted wherever the reference function, % (v), appears.
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6.3.2 Solution of the Cold Curve and Isentropes
Relationships between three primary types of reference curves (the Hugoniot, cold
curve, and isentropes) are shown schematically in Fig 6.1. These relationships are
governed by the incomplete form of Mie-Grüneisen in energy-volume space; in this
discussion they represent a consistent EOS surface calibrated to the Hugoniot state.
However, the interested reader could reverse the following procedures to derive any
two curves (including the Hugoniot) from the remaining third curve, or from another
reference altogether (e.g. isotherm). Overall, the results of this section generalize and
unify the procedures necessary to move from one reference curve to another and will






















Figure 6.1. Depiction of the reference curves related by the incom-
plete Mie-Grüneisen EOS; abbreviations are C.C. (cold curve), P.I.
(principal isentrope), H. (Hugoniot), and A.I. (arbitrary isentrope).
Concerning the cold curve, the total pressure of an arbitrary solid may be decom-
posed as the sum of two components in temperature and volume space [114],
p (v, T ) = pth (v, T ) + pc (v) , (6.7)
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where the thermal component, pth, is a function of the vibrational and thermal ener-
gies of the solid, and is in general non-linear with respect to temperature. The other
component is the cold pressure, pc, which is due to intermolecular forces present at
zero Kelvin. Likewise, energy may be decomposed into a thermal and cold component,
e (v, T ) = eth (v, T ) + ec (v) . (6.8)
Both ec and pc vary with volume alone and lie on the so-called cold curve, or zero
Kelvin isotherm (which is also an isentrope). In lieu of measurements of the cold curve,
ec and pc are calculated from an integration of the Hugoniot reference function. An
equation for the cold curve is found by evaluating the thermodynamic consistency












ec = %H (v) . (6.10)
Prior experience has found it is easier to solve Eq. (6.10) numerically; however, an
analytic solution does exist. The following integrating factor [117],










may be used to rearrange the ODE in Eq. (6.10) into an exact di!erential and solved,






where the initial cold curve energy was made to vanish (ec (v0) = 0) and integrating
factor reduced to unity (, (v0) = 1) at the ambient density condition. The cold curve
pressure may then be calculated either via Eq. (6.2) or Eq. (6.9) to obtain the same
relation. A final remark about the cold curve is that when Us-up Hugoniot data is used
to construct %H in Eq. (6.6), the substitution of the cold curve back into the EOS will
yield the same surface. That is, a reference function based on either the Hugoniot
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or cold curve is the same function. This may be easily verified by substitution of
Eqs. (6.9) and (6.12) into Eq. (6.3).
Calculations of the isentropes are fundamentally similar to the cold curve; from
thermodynamic relationships, it may be shown that the principal isentrope shares the





where pi and ei are the pressure and energy along the principal isentrope, respectively.
The principal isentrope is distinguished from other isentropes during integration with
the initial energy condition of e0 at ambient density. Substituting Eq. (6.13) into
Eq. (6.2) and combining with Eq. (6.12), a compact relationship between the principal
isentrope and the cold curve is determined to be,
ei = ec + ,e0, (6.14)
where the isentrope pressure may be recovered from Eq. (6.13). In this analysis,
Eq. (6.14) shows that the cold curve and principal isentrope are coincident when e0
is set to zero (which is common practice in may hydrocode implementations). The
thermal energy between the cold curve and principal isentrope may also be viewed
graphically in Fig. 6.1.
Finally, any arbitrary energy state (including the Hugoniot) may be decomposed
as the sum of the principal isentrope plus a volume scaled function of entropy. This
decomposition is illustrated graphically in Fig. 6.1, and follows from a similar integra-
tion of Eq. (6.13) through the ambient density state along an arbitrary isentrope [109],
e = ei + ,ZS, (6.15)
where ZS is the function of entropy of the shocked state [117]. Additional details
for the derivation of Eq. (6.15) may be found in other work [118]; a key feature is
that the parameter ZS is constant along the arbitrary isentrope in Fig. 6.1. Overall,
Eqs. (6.12), (6.14), and (6.15) follow as consequences of the incomplete form of Mie-
Grüneisen, and allow one to move freely from one reference curve to another via the
integrating factor, , , and function of entropy, ZS.
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6.3.3 Thermodynamic Closure and Compatibility
The incomplete form of Mie-Grüneisen is closed through the solution of temperature-
based expressions for energy and entropy. However, a known reference temperature
is needed to define any other thermal state. Two options are the cold curve zero
temperature, and the initial temperature, T0. From these reference temperatures, a
seemingly limitless number of integrations could be taken to reach the final thermal
state. In this work, only two integration pathways in temperature-volume space are
discussed as shown in Fig. 6.2. Note that the complete EOS is path independent, and


















Figure 6.2. Select integration pathways in temperature-volume space
from a known reference temperature to the final state; abbreviations
are C.C. (cold curve) and A.I. (arbitrary isentrope).
Using the first integration pathway shown in Fig. 6.2, energy is found by integrat-
ing specific heat from the cold curve zero temperature at constant volume,









Likewise, entropy is found by integrating Maxwell’s relation with respect to the cold
curve zero temperature,









where the entropy along the cold curve is set to zero (sc = 0) since the cold curve
is also an isentrope. Although Eqs. (6.16) and (6.17) are straightforward, it is not
obvious what constraints should be placed on the specific heat model. Since the
lower limit of integration is zero, it is intuitive that cv and cv/T should vanish at
zero Kelvin. Beyond this, the specific heat model must be physically-based, and a
function of both temperature and volume in the final parameterization of the EOS.
Several relationships are known between the Grüneisen parameter and specific
heat, so that they are not independent of each other. Mixed partial derivatives of












which is a first order linear homogeneous PDE for the specific heat. Eq. (6.18) is also
the simplification of a more generalized relationship under Grüneisen’s postulate [114].
This relationship is necessary to derive a path-independent EOS and cannot be sat-
isfied by specific heat having temperature dependence alone. Multiple approaches
exist to solve the PDE in Eq. (6.18) including the separation of variables technique.
Meniko! [109, 120] has shown a solution to the PDE through temperature scaling of
the ambient density specific heat model,
cv (v, T ) = cv (v0, T/, (v)) , (6.19)
where , (v) is the integrating factor from Sec. 6.3.2. The approach of Meniko! is
adopted for this work as it allows for algebraic simplifications of the final EOS.
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6.3.4 Einstein Oscillator Model for Specific Heat
Modern theories for specific heat are based on lattice vibrations known as phonons
[155]. The essential features for any specific heat model include a vanishing value near
zero Kelvin, T 3 behavior at low temperature, and an asymptotic limit (Dulong-Petit)
above a characteristic temperature. Some of these features are incorporated by the
Debye and Einstein models for phonon mode density, and further details may be
found in a reference for solid state physics [155]. In this work, the Einstein model
is used as the elevated temperatures resulting from shock waves correspond with
internal vibrational modes [154]; these are better captured by Einstein’s model [155].
Moreover, this form is explicit, and certain temperature integrals are analytically
defined. An arbitrary number of oscillators may be summed to define the total specific
heat at ambient density,
















For the multi-term Einstein oscillator model, the user input is the set of characteristic
temperatures (&i) and high temperature limiting coe"cients (cvi) for specific heat,
which are fit to experimental data. With this form, the temperature integrals of

































" ln (exp (&i/T )" 1)
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. (6.23)
Now, the integrals of specific heat appearing in the temperature-based EOS (e.g.
Eqs. (6.16) and 6.17) are more general and occur at an arbitrary volume state. From
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the solution proposed by Meniko! in Eq. (6.19), integration at arbitrary volume is
































In this way, all temperature integrals may be solved analytically in the final parame-
terized form of the EOS.
6.3.5 Summary of the Complete Form
The volume scaled form of specific heat in Eq. (6.19) guarantees that thermody-
namic compatibility will hold; hence, the energy and entropy functions in Eqs. (6.16)
and (6.17) may now be expanded with the Einstein oscillator model. The complete
EOS is summarized explicitly as,





exp (, (v) &i/T )" 1
, (6.26)
p (v, T ) =
# (v)
v
e (v, T ) + % (v) , (6.27)
and
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, (6.28)
where Eqs. (6.26)"(6.28) are purely algebraic in terms of temperature, volume, in-
tegrating factor , , and cold curve energy ec. The reference function, % (v), is a
linear combination of the reference pressure and energy so it does not contribute any
integral-di!erential terms to Eq. (6.27). Note that the EOS is written in a fully gener-
alized form; Us-up Hugoniot data may be incorporated via the substitution of %H (v)
in Eq. (6.27). Finally, the energy corresponding to an initial temperature state, T0,









Eqs. (6.26)"(6.29) are the result of the derivation beginning with Grüneisen’s postu-
late, Meniko!’s volume scaling relationship, and a physically-based Einstein oscillator
model for specific heat. It was derived via integration from the cold curve, although
it is possible to obtain from any other integration in temperature-volume space (refer
to Fig. 6.2). The cold curve itself, ec (v), may be derived from any empirical reference
including the Hugoniot (refer to Eqs. (6.6) and (6.12)).
6.4 Temperature Calculations
6.4.1 Numerical Solution and Volume Scaling Relationships
The complete EOS is both algebraic and non-linear in temperature. A numerical
solution is required to solve for temperature, and volume scaling relations are dis-
cussed to assist with calculations. These relationships also provide insight into the
EOS surface and its behavior. The energy function in Eq. (6.26) is evaluated at the
temperature T = ,T ! to obtain,










exp (&i/T !)" 1
. (6.31)
may be numerically solved for T !, and the actual temperature determined to be
T = ,T !. A similar volume scaling relationship is found with the entropy function;
when Eq. (6.28) is evaluated at the same temperature T = ,T !, the result,
s (v, ,T !) = s (v0, T
!) , (6.32)
confirms that T = ,T ! is also an equation for the isentrope passing through T !
at ambient density. This result could have been obtained through manipulation of
Maxwell’s relations and Grüneisen gamma, and it is independent of the specific heat
model. Temperatures along the principal isentrope passing through the point s (v0, T0)
are given by Ti=,T0 in agreement with previous work [118,120].
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6.4.2 Specific Heat Approximations
Alternative forms for a complete EOS abound in the literature and in hydrocode
implementation (see for example Refs. [120]" [118]). One approximation is to intro-
duce specific heat as a function of temperature alone; in this case, the derivation of
the complete EOS is path-dependent and will lead to slight discrepancies between dif-
ferent integrations. This is illustrative for two reasons; first it allows one to estimate
the temperature variation due to the volume scaled specific heat, and consequently
bound temperature estimates with ‘maximal’ and ‘minimal’ integrations. Second, it
allows for a more critical assessment of previous and future EOS derivations.
The two integration pathways shown in Fig. 6.2 are now revisited assuming the
approximation cv (T ). Formulas are obtained for the Hugoniot temperature rather
than the complete EOS surface; these formulas imply global trends and will bound
the temperature deviation due to volume scaling. Using the approximation cv (T )
along the first integration pathway, an approximate Hugoniot temperature is defined
through integration from the cold curve at constant volume,








where eH and TH are the Hugoniot energy and temperature, respectively. This in-
tegration represents a limiting case, where specific heat is integrated as far from the
conditions of its calibrated model parameters as possible; i.e. at the highest compres-
sion states, and temperatures which extend to zero Kelvin.
In contrast to the first integration path, the second integration occurs mostly at
the ambient density state (refer to Fig. 6.2). In this case, the Hugoniot temperature











where T1 = TH/, is the isentrope foot temperature passing through the final state as
shown in Fig. 6.2. The second integration path is more accurate for several reasons,
including temperature integration beginning at T0 and following the ambient density
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state. Possible sources of variation were initially thought to be due to the interpre-
tation of T1; however, under Grüneisen’s postulate the equation for an isentrope is
independent of specific heat. The relation T1 = TH/, is a general result and follows
from the discussion in Sec. 6.4.1. It may further be shown that Hugoniot temperature
calculations from Eq. (6.34) are equivalent to the complete EOS through the judi-
cious choice of e0 in Eq. (6.29) (compare the forms of Eqs. (6.34) and (6.31)). Hence,
integrations along the second path without volume scaling may yield the same Hugo-
niot temperatures predicted by the complete EOS. Viewed another way, the second
path utilizes volume-scaling techniques automatically through the definition of the
isentrope foot temperature, T1.
All path-dependent temperature calculations will fall somewhere between Eqs. (6.33)
and (6.34); this conclusion is explained in further detail in Sec. 6.4.3 with the dis-
cussion of numerical results. To give definition to the lower and upper bounds on
temperature, Eq. (6.33) is hereafter referred to as the cv (T ) approximation since it
represents the largest departure from the complete EOS. The cv (T ) approximation
is compared with the complete EOS using calculations of the Hugoniot temperature
as well as hot spot temperature distributions for a secondary explosive.
6.4.3 Hugoniot Temperature Calculations for Hexanitrostilbene
Hugoniot temperatures were calculated using data for the secondary explosive,
hexanitrostilbene (HNS). This data includes a quadratic Us-up relationship, constant
Grüneisen parameter, and two-term Einstein oscillator model for specific heat (see
Table 6.1). Corresponding Hugoniot calculations are shown in Fig. 6.3 as a function of
specific volume. These results indicate that the cv (T ) approximation under-predicts
the shock temperature; this di!erence is monotonically increasing with higher com-
pression states. For example, the temperature di!erence corresponding to a shock
pressure of 1 GPa (up=0.19 km/sec, v =0.54 cm3/g) is only 12 $C, whereas the tem-
perature di!erence corresponding to a shock pressure of 10 GPa (up=1.19 km/sec,
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v =0.43 cm3/g) is 102 $C. For engineering applications utilizing fine-grained HNS,
the minimum pressure to initiate a detonation may be on the order of 10 GPa [139]
and even higher. Thus, large di!erences in temperature may be observed owing to
the use of the cv (T ) approximation.











aFor a shock-particle relationship given by Us = c0 + sup + qup2 and Grüneisen pa-
rameter defined by ## = #0#0.
Temperature discrepancies may be explained without appealing to the numeri-
cal examples; however, the calculations for HNS illustrate the underlying concepts.
First, it is emphasized that all specific heat models monotonically increase with tem-
perature, rising from a zero value along the cold curve to the asymptotic limit above
a certain temperature. Now, it is also shown in this work as well as that of oth-
ers [109, 120] that specific heat monotonically decreases with volume through the
volume scaling relationships. The combination of these two e!ects on the integrals
of specific heat (e.g. Eqs. (6.33) and (6.34)) will change the temperature limits of























Figure 6.3. Hugoniot temperature calculations using the complete
EOS and cv (T ) approximation.
When specific heat cv (T ) is integrated in volume along the first integration path-
way of Fig. 6.2, energy is artificially high as specific heat is not scaled down for the
lower volume. If the temperature is calculated corresponding to a fixed energy state,
the upper limit of integration must decrease to calculate the same energy. Hence,
the cv (T ) approximation integrated from the cold curve at the compressed state will
always yield the lowest predicted temperatures. This includes all other integrations
and the complete EOS. Moreover, this result could be used as a low temperature
bound to check current and future EOS results.
In contrast to the cv (T ) approximation, the complete EOS (or any integration
along the second path of Fig. 6.2) should calculate the highest possible temperature
of all the methods discussed. This explanation is similar to the one given for the
low temperature limit; namely, the specific heat has been decreased at the higher
compression states through volume scaling relations. Lower energies are obtained
corresponding to the same fixed temperature, so the temperature limits of integra-
tion are increased to calculate the same energy state. Overall, it is important to
frame these results in light of Grüneisen’s postulate. All volume scaling relations and
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the temperature discrepancies are a consequence of the assumption that Grüneisen
gamma is a function of volume alone. This assumption may or may not be accurate
for higher temperatures corresponding with hot spots. Nevertheless, confidence in
temperature predictions is still improved by following Grüneisen’s postulate through
to its logical conclusion.
6.5 Hydrodynamic Pore Collapse
A physically-based EOS is critical for planar shock calculations as well as simu-
lations of shock interactions with heterogeneities. Heterogeneous impacts will give
rise to temperature distributions around the Hugoniot state, and the distributions
are a function of the EOS. The distributions also represent a significant extrapolation
of limited empirical data. As an example of a heterogeneous impact with hot spot
formation, the collapse of a single pore is discussed. Chemical reaction and phase
changes are not considered to focus attention on temperature calculations for inert
materials. HNS EOS data used for the Hugoniot calculations is again considered in
the pore collapse setting. This explosive is a suitable candidate to study hot spot
formation via the pore collapse and jetting mechanism; HNS has a relative low yield
stress near 140 MPa [156] and is initiated in most engineering applications with strong
shocks (near 10 GPa). Thus, strength models may be reasonably ignored, and the
e!ects of the EOS on pore collapse and hot spot temperature distributions carefully
investigated.
6.5.1 Model Details
The collapse of a 10 µm pore was simulated using the shock physics hydrocode
CTH in 2d cylindrical (quasi-3d) coordinates. This pore size was chosen based on re-
cent work investigating pore collapse in fine-grained HNS [152]. The collapse was sim-
ulated using a reverse ballistics calculation; a symmetry interface condition was im-
posed to represent contact with an infinite impedance flyer plate. Eqs. (6.26)"(6.28)
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were evaluated to construct tabular SESAME-type input for CTH. The impact ve-
locity was 2.25 km/sec and the corresponding planar shock state is Us=6.36 km/sec,
PH=24.9 GPa, and TH=1410. The same shock state is found using the cv (T ) approx-
imation, except that the shock temperature is determined to be TH=1150 K (260 K
lower than the complete EOS).
The computational domain is 16 µm by 32 µm; the initial position of the pore was
chosen so that collapse occurs near the center of the domain. A fixed grid of gages 5
µm by 9 µm encloses the location of jet impact and records temperature values. From
this data, an approximation of the volume distribution, mean, and standard deviation
may be calculated. Mesh resolution was determined based on the convergence of the
mean gage temperature and standard deviation at 4.1 ns (corresponding to the jet
impact event). An acceptable mesh resolution was determined to be 20 zones/µm;
however, a fine resolution of 80 zones/µm was used to allow smaller bin sizes for the
subsequent histogram calculations. Refer to Fig. 6.4 for the mesh convergence results,
and Fig. 6.5 for the pore collapse sequence as well as the location of an array of gages









































Figure 6.4. Mean temperature and standard deviation of gauges
during jet impact at 41 ps.
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6.5.2 Hot Spot Temperatures
An image sequence of the temperature distributions during pore collapse with the
complete EOS is shown in Fig. 6.5. The left side of each individual frame is mirrored to
show the position of temperature gages used to conduct the mesh resolution study in
Fig. 6.4. Additionally, a solid gray contour in the mirrored images shows the location
where temperature is in excess of 1500 K. This threshold was used to positively
identify temperatures above the principal Hugoniot state (TH=1410) and locate where
the hot spot first appears in relation to the bulk heating. Although the size of the
pore and impact conditions di!er from original work performed by Mader [149], many
similarities are observed. Chief among these is that the jetting event is capable of
producing temperatures in excess of the bulk heating, and these temperatures occur
locally at the site of the jet impact.
The temperature distributions shown in Fig. 6.6 were constructed with a dense
gage array (40 gages/µm) and provide a clearer picture of the high temperature tail
where hot spot distributions may be found. In rendering the histograms, the low
temperature tail was omitted (i.e. those states below the bulk state as indicated by
the vertical asymptotes on Fig. 6.6). Histograms for the complete EOS and cv (T )
approximation are presented on the same axes and show that the cv (T ) approximation
predicts lower hot spot temperatures, as indicated by the location of the peaks. At
4.0 ns, a single pronounced high temperature peak is found near T=4420 K for the
complete EOS and T=3840 K for the cv (T ) approximation; the di!erence in location
of the peaks is nearly 600 K and is greater than the 260 K di!erence between the
Hugoniot temperatures. This di!erence in temperature is not surprising in light of the
volume scaling techniques and discussion in Sec. 6.4.3. What is more interesting is the
similarity in the shape of the histograms. It may appear that the cv (T ) approximation
has merely shifted the distribution to a lower temperature; however, no constant value
can be found to align the two separate data sets. This may be a further indication
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Figure 6.5. Temperature during the collapse of a 10 µm pore in
HNS using the complete EOS. Shaded areas indicate temperatures in
excess of 1500 K. Dots indicate the locations of temperature gages.
that temperature discrepancies owing to the EOS are increased at elevated levels of
compression.
The hot spot temperature distributions in Fig. 6.6 also show that two distinct
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Figure 6.6. Temperature distributions corresponding to the image
sequence of Fig. 6.5.
(into the pristine material) as well as rearward running shock as shown in Fig. 6.5.
The rearward shock strength and temperature are less than the front, but interactions
with density discontinuities manifest themselves in a more complicated downstream
shock pattern. Thus, the higher temperature peak corresponds to the forward running
shock, and the lower peak with the rearward running shock, respectively. Both peaks
contribute to hot spot formation [149], but the hotter peak is likely to be most
influential. In this regard, it is important to note that the high temperature peak
cools o! rapidly from T=5150 K at t=3.9 ns to T=3080 K at t=4.2 ns. The relevance
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of these results is simply that the hot spot distribution is highly dynamic, and that
the choice of EOS is even more significant than for simple planar shock calculations.
Future work should consider the e!ects of phase change and chemical reaction on the
shape of these temperature distributions.
6.6 Summary of Model Refinements
A physically-based Mie-Grüneisen EOS was derived using a multi-term Einstein
oscillator model for specific heat. This derivation is unique from other Mie-Grüneisen
EOS found in the literature in that it is highly generalized yet completely algebraic
in terms of temperature, volume, an integrating factor, and the cold curve energy.
Additionally, any empirical relation for the reference pressure and energy may be
substituted directly into the equations defining the complete thermal state. This
form o!ers much flexibility when shaping the EOS surface, and it is self-consistent
with respect to fundamental thermodynamic relationships (e.g. Maxwell’s relations
and compatibility equation). Lastly, the derivation was extended to explain why
the approximation cv (T ) may yield di!erent EOS surfaces owing to the choice of
integration pathway in temperature-volume space.
To apply the new EOS and demonstrate its path-independence, calculations are
presented using data for the secondary explosive, hexanitrostilbene (HNS). Specifi-
cally, Hugoniot temperatures were calculated using both the complete EOS and cv (T )
approximation. The lowest temperatures were found using the cv (T ) approximation,
and the highest temperatures using the complete EOS, as explained by volume scaling
relationships. Moreover, the temperature discrepancy was shown to be monotonically
increasing at higher levels of compression; for a shock input pressure of 10 GPa this
di!erence is greater than 100 $C. These results were shown to raise awareness of the
delicate relationship between temperature calculations and other derivations for a
complete EOS under the assumption of Grüneisen’s postulate.
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Finally, the complete EOS was used in a hydrodynamic pore collapse simulation to
determine hot spot temperature distributions. HNS was again selected as its strength
may be reasonably ignored, and the e!ects of the EOS on hot spot temperature dis-
tributions carefully investigated. Temperature distributions above the bulk thermal
state were located at the site of jet impact in agreement with previous work. Further,
these results show that the resulting hot spot temperature distributions from pore
collapse are highly dynamic. Thus, the choice of EOS for hot spot calculations is
even more significant than for simple planar calculations. Future work will seek to
apply the EOS to heterogeneous impact simulations and study the formation of hot
spots at the mesoscale. With the improved confidence in temperature predictions,
new physical meaning may be associated with thermally sensitive kinetic and strength




The results of the work include experimental and computational studies performed
on the baseline ANFO KP-1 non-ideal explosive. The results section has been or-
ganized beginning with the experimental measurements, and working towards the
measurements that should be made in order to validate the model predictions and
confirm interpretations of the underlying physics. In summary of the results, the MI
experiments were used to inform some of the reactive wave behavior relevant to small
scale explosive testing. Four di!erent experimental geometries were used to provide a
good data set for model calibration as well as validation. These experiments are then
simulated in 2d and 3d geometries using the shock physics hydrocode CTH, which
provides much more detailed information than what may be obtained from the exper-
imental technique alone. Finally, model validation is concluded with some predictions
of additional experiments and changes to the initial density of the ANFO samples.
Overall, the high level of integration between experimental and computational re-
sults is necessary in order to better understand the baseline non-ideal explosive, and
eventually a wider range of HMEs.
7.2 Small Scale Experiments
A peak picking technique was used to analyze all sixteen shots comprising the small
scale experiments. This technique was selected in favor of time-frequency methods
and quadrature analysis because of the high quality of the MI output signals (see Ap-
pendix C). Shock position and velocity results are shown in Fig. 7.1, and are grouped
by color according to the charge geometries; refer to Table 3.1 for a description of
the THK, PVC, THN, and SM experimental configurations. The MI data is highly
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repeatable, as it is nearly impossible to distinguish between the four di!erent tests
within each group. This high level of repeatability is most likely due to the tight
control of sample density. The standard deviation of the ANFO packing density was
found to be 0.003 g/cm3, or 0.4% of the average initial density. Slight variations in
density have been known to a!ect the MI results in previous work [1, 67], and much
care was taken here to obtain identical density ANFO samples.
















Figure 7.1. Analyzed MI data for all sixteen ANFO KP-1 tests,
showing the shock trajectory (left) and shock velocity (right).
All of the velocity results in Fig. 7.1 indicate overdriven detonation failure; however
the failure rate is controlled by the level of confinement and sample diameter. The
highest velocities correspond to the thick walled stainless steel confiners (THK), and
are near 4 km/s. The gradual decrease in shock velocity for the THK case may be
observed more clearly via comparison to the CJ detonation velocity, indicated by
the dashed horizontal line in Fig. 7.1. As none of the velocities are steady, all cases
represent transient reactive wave phenomena. Decreasing the level of confinement
increases the failure rate, so that all velocity measurements in a particular group
either lie above or below the other experimental data.
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Perhaps the most significant observation from the MI data is that all the ANFO
velocity curves appear to start at the same initial velocity. Moreover, this velocity
is close to the predicted CJ velocity of 4.52 km/s, and might possibly coincide with
the infinite diameter velocity as well. Dr. Kirk Yeager was the first to recognize
that the initial velocity is similar to measurements from large diameter cylinder tests
using ANFO, although this discussion was a private communication. In recognition
of his observation, this point is hereafter referred to as the Kirk Yeager (KY) inflexion
point. At this time, it is unknown what factors a!ect the position of the KY inflexion
point, for example, if it is the input pressure or initial density. It is theorized here
that for high enough input pressures, the overdriven detonation failure curves will
begin at the CJ detonation velocity. In this way, the small scale experiments might
possibly be used to augment or replace large scale tests, which are more costly and
present larger testing hazards.
Another observation of the MI data is the similarity yet subtle di!erence between
the PVC and THN cases. Both of these geometries share the same thin steel confiner;
the geometries di!er by the presence of an outer PVC sleeve. The corresponding
velocity histories are identical over the first 2 cm into the ANFO samples, and then
the failure rate is greater for the THN case near the sonic velocity line. If the PVC
was a significant e!ect, it might be expected to deviate from the THN case at the
very beginning (e.g. THK and SM show di!erent initial failure rates). Instead, the
greatest di!erence between the PVC and THN velocity histories occurs at the end of
the sample length. One explanation is that the reactive wave is transitioning from
supersonic to subsonic deflagration. The influence of the PVC confinement may be
more important for subsonic deflagration towards the end of these experiments, where
it might be expected that the PVC would support the higher pressures and faster
reaction rates. This expected behavior is proposed as follows: upstream pressures
should increase due to the greater yield strength of the combined PVC-steel tube
than the steel tube alone, assuming that the maximum pressure during a deflagration
event occurs right before the rupture of the confiner.
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7.2.1 Measurement and Random Errors
The results of a detailed error analysis on the MI data are summarized in Table 7.1,
while the complete error analysis may be found in Appendix C. For these experiments,
the measurement error was determined to be 1-3% for both the booster and ANFO
explosives, as shown in Table 7.1. The measurement error was lower for the 11.28
mm diameter charges (!1.5%) than for the smaller 6.52 mm diameter charges (!3%),
owing to greater uncertainty from the tolerance in the sample tube diameters. For the
larger diameter charges, measurement error is limited by the accuracy of the sample
permittivity, and not density. Random sample errors were also quantified using the
results from a dynamic wavelength calibration, as summarized in Table 7.1. For
ANFO, the random sample error is close to 2.6% and 3.2% for the large and small
diameters, respectively. One observation is that the measurement and random errors
are similar for the smaller diameter ANFO charges, whereas the random sample error
is greater than the measurement error for the larger diameter charges.
Table 7.1. Summary of the measurement and random sample errors in
density, permittivity, and velocity assuming a 95% confidence interval.
Ex. Dia. Measurement Error Random Error
(mm) !!0/!0 !#r/#r !v/v !!0/!0 !#r/#r !v/v
PS 1000 11.28 2.02% 2.52% 1.36% 2.23% 7.93% 4.27%
6.52 4.80% 4.53% 2.96% 2.23% 7.93% 5.09%
ANFO 11.28 2.02% 2.83% 1.53% 0.84% 4.86% 2.63%
6.52 4.81% 4.64% 3.05% 0.84% 4.86% 3.19%
Concerning the booster explosive, random sample errors were much higher than
measurement errors, with values closer to 4-5%. The increased error in the booster
explosive velocity may be attributed to the greater uncertainty in density, as well
as variable material properties. The booster is a flexible sheet explosive with elastic
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behavior; after pressing, the sheet explosive usually relaxes to a slightly lower density.
Moreover, the nominal composition of 63% PETN may not be homogeneously mixed
as the explosive is folded and divided into pressing increments. Hence, the pressed
booster explosives are less uniform in density and composition than the ANFO sam-
ples, and this is reflected in the random sample variation.
Overall, the total error in velocity could be improved with a more exact knowledge
of the permittivity of the explosive samples. Original work [1] determined a theoretical
limit for the lowest achievable error to be between 1-2%, which is just !1% below
the level of error determined in this work. Hence, only minor improvements to the
accuracy of the measurement may be obtained here. A final remark about the error
analysis is that additional uncertainties in the time and displacement of the shock
wave are implied. Confidence intervals are not shown in Fig. 7.1 for clarity, as they
would require error bars in both the x and y axes attached to each discrete velocity
point; this would define an envelope around each velocity curve. Since position is the
integral of velocity, integration of the error in velocity will produce larger uncertainty
in the shock wave position towards the ends of the explosive charge. Some error may
also exist in the time resolution of the MI signal peaks; however, in practice this error
is negligible [1].
7.3 Model Calibration
Of the four di!erent experimental configurations used in this work, model cali-
bration was performed on the PVC data only. The PVC experiments represent an
intermediate level of confinement that can be modeled well in CTH; the remaining MI
data is then used for comparison to the model predictions under lighter and heaver
confinement. In addition, preliminary studies revealed much di"culty fitting the
weaker confinement cases (e.g. THN and SM). This observation suggests that some
of the underlying physics in the light confinement experiments are not well captured
by the IGRB model, as discussed in greater detail in Sec. 7.4. In contrast, the THK
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confinement may be modeled well in CTH, although it is thought to be less sensitive
to the IGRB model parameters than the PVC cases. Specifically, the greater change
in velocity is assumed to provide for more robust criteria when fitting the model
parameters.
Partial correlation coe"cients between the four unknown IGRB parameters and
the velocity error function (Eq. (5.45)) are shown in Fig. 7.2. These statistics were
determined from DAKOTA using a Latin hypercube sampling (n = 700) of the pa-
rameter space, where the sampling limits are given in Table 7.2. Some of these limits
did not significantly interfere with the correlation coe"cients (i.e. for a and $ig). For
the other parameters, trial and error was required to determine reasonable sampling
limits. The final range of I and G values were determined via an order of magnitude
analysis. Ignition occurred for values of I on the order 106, although a wide range of
values yield reasonable results. Unfortunately, the growth prefactor was observed to
have a highly non-linear e!ect on the velocity profile. Values of G above 10&3 caused
prompted reaction and steady detonation, whereas values of G below 10&4 were not
large enough to grow the reaction. The final range of G values represents the narrow






Figure 7.2. Partial correlation coe"cients for the unknown IGRB
model parameters.
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Table 7.2. Parameter bounds for the Latin hypercube sampling and
calibrated model fit. All values are in cgs units.
Parameter Low High Fit
I 1e5 1e8 1e6
a 0 0.4 0.2
$ig 0.01 1 0.5
G 0 3e-4 1.5e-4
Correlation coe"cients were also determined between the di!erent inputs and
error function as shown in Table 7.3. From these coe"cients, no significant cross-
correlation was found between the IGRB model parameters. In addition, scatter
plots between the velocity error function and parameter values are shown in Fig. 7.3,
and confirm the trends observed in the correlation coe"cients. Namely, that G is
the most sensitive parameter and a is most likely the least sensitive parameter. The
accepted calibration point is shown in Fig. 7.3 as a green marker, having the minimum
sum of squared percent error near 11%. The fitted parameter values are also given in
Table 7.2.
Table 7.3. Simple correlation matrix among all inputs and outputs
for the IGRB model.
I a "ig G % Error
I 1.00000e-0
a -1.19361e-2 1.00000e-0
"ig -2.44263e-2 -3.57644e-3 1.00000e-0
G -2.29256e-3 4.36011e-4 2.07354e-2 1.00000e-0
% Error 1.66553e-3 3.76839e-2 -1.67153e-1 -5.24267e-1 1.00000e-0
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Figure 7.3. Scatter plots between the simulation error function and
the unknown IGRB model constants. The accepted calibration point
is indicated with a green marker.
The decision to fit the MI data using a single objective function is a compromise
between automation and intuition. Eq. (5.45) was intended to equally weight the
velocity fit over the entire sample length. In reality, some solutions minimize the
objective function in physically unrealistic ways, for example, pulsating waves and
exact velocities that go unstable late in time. These unphysical results have been
largely removed with the current choice of parameter limits; however, the LHS study
did uncover two solutions which compensate a smaller growth term with a higher
ignition limit. The two less-physical solutions are visible in Fig. 7.3, bottom right,
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between the G x 1e5 values of 10 and 15. These two cases were not considered for
the calibration point because of the intuition gained in developing the IGRB model.
7.4 2D and 3D Simulations
Using the fitted IGRB model constants from Sec. 7.3, all four experimental con-
figurations were simulated in CTH with 2d as well as 3d geometries. A comparison
between the 2d simulation results and the averaged MI data is shown in Fig. 7.4,
which also highlights the calibrated fit to the PVC velocity data. Specifically for the
calibration fit, the agreement between simulation and MI velocity data is very good,
with only minor fluctuations in the velocity, possibly due to the numerical derivative.
Moreover, the prediction of the THK velocity is in agreement with the MI data, thus
providing some initial validation of the model.
















Figure 7.4. Comparison between the averaged MI data and 2d CTH
simulations using the calibrated IGRB model.
Unlike the PVC and THK cases, simulations of the THN and SM experiments
fail abruptly at di!erent downstream locations near the sonic velocity line in Fig. 7.4.
Before the failure, each velocity profile tracks reasonable well to the MI data through
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the first 1.5 cm or 1 cm of the THN and SM cases, respectively. This may indicate that
the initial physics are captured by the IGRB model; however, if the reactive waves
are transitioning from supersonic to subsonic deflagration, thermal e!ects and some
compaction behavior would not be resolved. Interestingly, the simulations also seem
to fail whenever thin confinement is used, which might suggest instability coupled to
the simulation geometry.
Whatever the exact cause, the failure of the THN and SM cases is more significant
than a poor choice of IGRB parameters. Preliminary studies were unsuccessful in
fitting these cases over an even larger parameter space. The partial fit to the THN
and SM data in Fig. 7.4 is probably more accurate than many of the total fits obtained
in the preliminary calibration studies using the weaker confinement data. The best
total fits obtained for the THN and SM cases were un-physical, as most employed
pulsating or ‘chugging’ waves to match the MI data. No IGRB model constants were
found to achieve a smooth decrease in velocity that resembles the light confinement
MI data.
In order to determine the influence of simulation geometry, 3d calculations were
run for each of the 2d cases. The direct comparison of 2d and 3d velocity profiles
for ANFO is shown in Fig. 7.5 and reveals no measureable di!erence in the output
from the shock tracking algorithm. The array of pressure gages was located across
the x-axis in 2d, and along the line y = x in 3d, yet the average time of arrival was
found to be identical between the 2d and 3d simulations. This result should not be
interpreted to mean that the di!erent simulation geometries are of equal value, as
many numerical results may be compared beyond the shock trajectory.
Contour maps of the pressure and extent of reaction at t = 15 µs are shown in
Figs. 7.6 and 7.7 for the 2d and 3d geometries, respectively. At t = 15 µs, both the
THN and SM simulations have failed, and no longer follow the MI data. Two major
observations from these contour maps are the relative similarity between the 2d and
3d results, and the pressure waves inside the confiner walls, which propagated farther
downstream than the reaction front. These pressure waves are interesting in light
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Figure 7.5. Comparison between the 2d cylindrical and 3d rect-
angular shock trajectories and velocities for the ANFO samples (no
booster).
of recent work, which suggests that high sound speed confinement may pre-compress
the ANFO near the wall and transport energy ahead of the detonation wave [86].
The simulation results shown here do not seem to indicate a pressure rise in the
unreacted ANFO; however, the contact angle of the leading wave front varies slightly
with the di!erent levels of confinement. Jackson et al. [86] also find that the shock
front curvature is reduced for sti!er, thicker confinements as observed qualitatively
in Figs. 7.6 and 7.7.
Additional simulations are needed in order to confirm the e!ects that the confine-
ment has on the propagation of the wave front. It is likely that both the sound speed
and thickness of the confiner are important variables for supersonic and subsonic
wave propagation. For the THK and PVC cases, regions of high pressure near the
shock front in the walls contribute to lower radial losses i.e. more energy is directed
downstream and into the wave front. The shape of the pressure regions in the walls is
clearly influenced by the sound speed of the confining material, which is !5 km/s for
steel and !2 km/s for PVC. Because the shock velocities are between 2-5 km/s, the
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e!ect of the outer confiner material is either to attenuate the pressure waves (PVC) or
propagate them farther downstream (THK), giving rise to the triangular and rounded
pressure lobes in Figs. 7.6 and 7.7.
The pressure variations inside the confiner walls might also be coupled to pressure
variations inside the ANFO samples. The pressure variations that occur inside the
ANFO samples are unsteady, and usually appear close to the center axis (see for
example the dark regions of low pressure in the THN case, just behind the wave
front). Pressure variations inside the ANFO samples are mitigated with increasing
levels of confinement, and disappear altogether for the more planar waves.
The CTH simulations provide a greater wealth of information than what is ob-
tained from the MI experiments alone. For example, pressure measurements may
be extracted from the simulations, and used to inform some of the experimentally
observed behaviors. Material (i.e. Lagrangian) pressure gage histories are shown in
Fig. 7.8 for all configurations and simulation geometries. Four gage locations, spaced
1 cm apart and at a radial distance 80% of the sample diameter, are presented to
show the gradual decay in the leading shock wave pressure. Not only does the leading
shock pressure decrease with distance into the ANFO samples, it also decreases with
weaker confinement. The PVC and THN cases which share the same initial velocity
are now observed to correspond more closely to di!erent types of pressure waves (e.g.
step versus triangular). Hence, it is clear that the PVC simulations have greater
pressure support than for the THN case.
Pressure gage histories also show that the time of arrival is identical between the 2d
and 3d simulations; however, the late time behavior is slightly di!erent. Some of the
late time response near t = 20 µs in the THK and PVC cases occurs when the reactive
wave reaches the end of the computational domain, and this data is not meaningful.
Additionally, the THN and SM cases indicate that the maximum pressure does not
always coincide with the leading shock wave. When these simulations are allowed to
continue past failure, the reaction rate is able to increase and achieve reaction once
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again within the ANFO sample; the arrival of a second reactive wave corresponds to
the maximum pressure in the bottom row of Fig. 7.8.
7.5 Model Predictions
Additional calculations were performed in order to provide further model val-
idation and to direct future work. These calculations explore aspects of the IGRB
model, such as shock sensitivity, changes to initial density via the p-! porosity model,
and infinite diameter detonation velocity. Because no experimental data is available
under these di!erent conditions, the calculations are blind predictions which could
either be used to support or rejected the model in future work. Of note, whenever
the initial density is changed, the detonation product EOS must be recalculated us-
ing the CHEETAH thermochemical equilibrium code. It is assumed here that the
calibrated reaction rate constants do not also change with the initial density, however
this may be a poor assumption limiting the predictive capabilities of the variable
density model.
7.5.1 Shock Sensitivity
Shock sensitivity is usually determined by the run distance or time to detonation
for a given input pressure. This information may be obtained from a large scale wedge
test, and the results are summarized in a Pop-plot [94]. For this work, the BCAT
code [157] was used to generate and post process multiple 1d CTH simulations using
the CAL RB and POP RB commands. Because of the 1d implementation, numerical
heterogeneities were not considered as was done for the 2d and 3d geometries. Instead,
the model parameters correspond to a single initial density. Some iteration was
required to use the BCAT code, because the equation of the Pop-plot is required
in order to determine an appropriate mesh size and resolution. Beginning with an
initial fit corresponding to the explosive TATB, manual convergence was achieved to
the numerical values given in Table 7.4. The shock initiation results are shown in
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Figure 7.6. Contour maps for the pressure (top) and extent of reac-
tion (bottom) at t = 15 µs in the di!erent 2d simulations. Geometries
from left to right are: THK, PVC. THN, and SM.
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Figure 7.7. Contour maps for the pressure (top) and extent of reac-
tion (bottom) at t = 15 µs in the di!erent 3d simulations. Geometries
from left to right are: THK, PVC. THN, and SM.
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Figure 7.8. Material pressure gage histories for the di!erent MI
experiment configurations. Data corresponds to measurements taken
at a radial distance 80% of the sample I.D.
the Pop-plots of Fig. 7.9 for the initial ANFO densities of 50, 60, 70, and 80% TMD.
The range of input pressures considered was adjusted for each new density in order
to obtain a similar range of run times and distances to detonation. Outside of this
pressure range, the Pop-plots were not linear in a logarithmic space and the BCAT
code experienced resolution and zoning di"culties.
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Table 7.4. Final input parameters† for the BCAT code corresponding
to the CAL RB command.
%TMD ax bx at bt pmin pmax
50 0.9 0.6 0.6 0.5 3 9
60 1.34 0.6 0.94 0.5 6 17
70 1.6 0.6 1.17 0.5 9 25
80 1.8 0.6 1.33 0.5 13 36
†Where log10 (p) = ax " bxlog10 (xd) = at " btlog10 (td) having the units of pressure in
GPa, run distance in mm, and time to detonation in µs.


















Figure 7.9. Pop-plots from BCAT for the calibrated IGRB model.
Equations for the lines may be found in Table 7.4.
One trend in the Pop-plots of Fig. 7.9 is that increasing pressure will decrease the
run distance and time to detonation. Less sensitive explosives are characterized by
longer run distances and times at the same initial pressure, and are a!ected greatly
by changes to the initial density. Interestingly, the higher density calculations in
Fig. 7.9 are less sensitive than the 50% TMD calculation, which is at least qualitatively
correct. ANFO explosives require high levels of porosity in order to promote hot
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spot formation, and achieve detonation. Previous studies also found that higher
density ANFO samples were less likely to initiate, as related to the dead-pressing
phenomenon [96]. The ranking of sensitivity between the 60, 70, and 80% TMD
calculations is as expected, and could indicate that some of the underlying physics
of varying the initial density have been captured by the IGRB and p-! porosity
models. Ultimately, large scale wedge test data is needed to validate these Pop-plots
predictions.
7.5.2 Density Modifications
In order to investigate the e!ects of initial density on the KY inflexion point
and failure rate in the MI experiments, the PVC and THK cases were rerun using the
same initial densities of 50, 60, 70, and 80% TMD considered in Sec. 7.5.1. Numerical
heterogeneities in the initial density were implemented as was done previously in the
2d simulations. These density fluctuations require additional CHEETAH calculations
of the JWL EOS for each density ±1%. The THN and SM cases were not considered,
as the calibrated IGRB model does not fit a majority of that experimental data. The
2d simulation results are shown in Fig. 7.10 along with the averaged MI data for 50%
TMD as a reference.
In describing the overall behavior of the simulation results, changes to the initial
density had an opposite e!ect between the PVC and THK cases. For the weaker
confinement PVC case, increasing the density resulted in a higher rate of failure with
lower shock velocities. In addition, abrupt failure occurred so that none of the higher
density simulations were able to propagate a reactive wave to the end of the sample
(much like the calibrated THN case). In contrast, increasing density resulted in higher
velocities in the THK simulations by the end of the explosive charge. Generally
speaking, changes in density a!ect both the shock sensitivity and detonation velocity,
and these are competing e!ects. Lower densities increase the shock sensitivity, and
it is likely that the PVC case is on the verge of ignition; in this scenario higher
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Figure 7.10. CTH predictions for varying the initial density in the
PVC experiments (left) and THK experiments (right) without modi-
fication to the IGRB model constants.
densities would extinguish the ignition term faster. Higher densities also increase
the theoretical detonation velocity via greater energy density, provided that a steady
detonation wave may be achieved. The THK simulations are well supported and
probably more similar to a steady detonation wave; therefore, it is not surprising to
observe the higher velocities with increasing density.
In contrast to the overall velocity profiles, changing the initial density had no
influence on the location of the KY inflexion point. This result was not expected,
as it is theorized in this work that the KY point coincides with the infinite diameter
velocity. As the IGRB model predicts some of the anticipated behavior, it is all the
more significant that the simulation results show the KY point as being stationary.
Three di!erent possibilities exist to explain this result, as follows: (1) the IGRB
model constants should be recalibrated for each density, and the KY point depends
on reaction kinetics, (2) some physics are not well captured by the model, or (3)
the KY point is, in fact, stationary across a wide range of initial densities. Future
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work should be able to determine which of the three possibilities is correct with few
additional experiments.
Table 7.5. Modifications to G in the calibrated IGRB model to
achieve steady shock velocities.
%TMD 50 60 70 80
Gx1e4 1.5 4 8 15
















Figure 7.11. CTH predictions for varying the initial density in the
PVC experiments (left) and THK experiments (right) with modifica-
tion to the IGRB model constants as summarized in Table 7.5.
A brief numerical investigation was conducted to determine if the KY inflexion
point may be changed with the CTH simulations. The G parameter from the cal-
ibrated IGRB model was increased until all the THK simulation results displayed
steady shock velocities, as summarized in Table 7.5. The results of the modified
IGRB model are shown in Fig. 7.11 for the same PVC and THK cases. As expected,
the KY point increased; however, two unanticipated outcomes were the similarity
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between the PVC and THK cases, and the overall higher shock velocities at the end
of the charge compared to the original predictions in Fig. 7.10.
The similarity of the PVC and THK cases in Fig. 7.11 suggests that the IGRB
model should be re-calibrated for each new density. Increasing values of G were able
to achieve some of the anticipated behavior in the THK case; however the anticipated
behavior in the PVC configuration is captured better with the calibrated model in
Fig. 7.10. Physical intuition suggests that the PVC cases should exhibit lower shock
velocities with a higher failure rate than the THK case. This is further evidence that
all of the IGRB model constants (i.e. I, a, $ig, and G) should be re-calibrated for
each new density.
7.5.3 Large Diameter Charge
The final prediction discussed in this work is a simulation of a large, unconfined
50 cm diameter ANFO charge using the calibrated IGRB model. A 2d simulation
was implemented with a computational domain of 30 x 60 cm2. The same numerical
heterogeneities were included in the simulation, as well as the same booster explosive
modeled with a preprogrammed burn. Material, pressure, and reaction progress con-
tour maps are shown in Fig. 7.12 for the simulation at time t = 80 µs. These images
show only a slight shock front curvature near outer radius of the charge, and a thin
reaction zone slightly less than 1 cm in length. From an initial inspection of Fig. 7.12,
one might conclude that the shock front is too planar, and the reaction zone too thin
to match actual ANFO data. Unfortunately, a true comparison is lacking from the
missing experimental measurements, and future work might instead investigate the
results using detonation shock dynamics (DSD) [158]. A well-calibrated 2-n curve
from the literature might also be used to inform whether or not the simulated shock
front curvature is reasonable.
Regardless of appearance, the large diameter simulation was primarily run to esti-
mate an infinite diameter detonation velocity. A shock trajectory analysis determined
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Figure 7.12. Select CTH images at t = 80 µs for the large diameter
simulation. Contour maps from left to right: material, pressure, and
extent of reaction.








Figure 7.13. Predicted detonation velocity for the large diameter
ANFO KP-1 charge and comparison to CHEETAH calculations.
that the wave velocity is steady, possibly as early as 4 cm into the explosive charge,
and the full computational domain of 60 cm was not necessary. The spatially-resolved
velocity curve is shown in Fig. 7.13 up to 16 cm, in order to illustrate the slight det-
onation transient near the beginning of initiation. As expected, the wave velocity
asymptotes to the CJ value as predicted by CHEETAH; for the velocity scale used
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in Fig. 7.13, fluctuations visible in the velocity correspond to the numerical hetero-
geneities and the numerical derivative. Because the CJ detonation velocity is used to
compute the JWL EOS, the asymptotic limit of the CJ value is not surprising. The
velocity result in Fig. 7.13 is also slightly faster than the THK simulations, and all of
the experimental MI data.
In order to provide some perspective on the velocity results, a reminder is made
that the large diameter simulation is based on a reactive burn model calibrated from
small scale experimental data. The diameter of the charge is over 40 times larger, and
the mass of ANFO over 20,000 times greater, than what was used in the calibration
experiments. If any useful prediction may be found from the large diameter simulation
results, than the applicability of the small scale to inform large scale detonation
phenomena will surely have been demonstrated.
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8. SUMMARY AND CONCLUSIONS
A small scale experiment for non-ideal and homemade explosives (HMEs) was investi-
gated, analyzed, and subsequently modeled in an attempt to provide more predictive
capabilities and threat assessment of improvised explosive devices (IEDs). The ex-
periment utilizes a 35 GHz microwave interferometer (MI), and was demonstrated in
previous work as capable of gathering detailed experimental data on di!erent HME
formulations; however, it had not been determined if the small scale data was rele-
vant to large scale explosive performance or model calibration and validation. In this
work, a baseline non-ideal explosive was evaluated using four di!erent experimental
configurations using a minimum (1-5 g) of material. The e!ects of the confiner ma-
terial as either low sound speed PVC (!2 km/s) or high sound speed 304 stainless
steel (!5 km/s), as well as thickness and sample diameter, were used to modify the
behavior of overdriven failing detonation waves. It was found that this type of data
is useful for informing large scale explosive performance as well as model calibration
and validation.
These experiments were conducted on a baseline ammonium nitrate plus fuel oil
(ANFO) explosive with glass micro-balloons, and were shown to be highly repeatable
with a tight control of the sample bulk density (less than 1% variation). The error
in the velocity measurements was found to depend more on random sample variation
than the measurement error, which could be reduced with greater accuracy in the
material dielectric constants. Moreover, the time-resolved shock velocity histories
indicate the presence of a common inflexion point for all levels of confinement; this
point likely corresponds to the infinite diameter velocity, and was named in honor
of the observation by Dr. Kirk Yeager as the KY inflexion point. It is unknown
at this time how the KY inflexion point is a!ected by the input pressure or sample
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density; several experiments have been proposed for future work to determine the
exact behavior.
Of the four di!erent confinement geometries used (THK, PVC, THN, and SM),
only the PVC and THK cases seem amenable to modeling with an ignition and
growth reactive burn (IGRB) model. It is likely that the experiments are transitioning
from supersonic to subsonic deflagration waves, which depend on thermal e!ects and
powder compaction in addition to shock wave propagation. Some evidence for this
observation may be found in the PVC and THN cases, which exhibit identical behavior
until the velocity decreases close to the sonic value; at which point the greater yield
strength of the PVC confiner may result in a greater upstream pressure that would
transport energy downstream into the subsonic reactive wave. Another indication
of the physics is that the IGRB model does not resolve thermal e!ects and powder
compaction, and it could not be successfully fitted to the entire THN and SM data. A
calibrated IGRB model fitted to the PVC data was shown to be capable of matching
initial segments of the THN and SM data.
The IGRB explosive model was implemented in the shock physics hydrocode CTH
using 2d as well as 3d geometries, and calibrated using the PVC data. The PVC
case was chosen in order to subsequently validate the model under both weaker and
stronger confinement scenarios. Numerical heterogeneities were included to improve
the model robustness, and to help the IGRB parameters converge towards a more sta-
ble solution. In summary of the calibration process, no significant cross-correlation
was observed, and the ignition prefactor, G, was determined to be the most statisti-
cally relevant parameter in the fitting process; the ignition threshold limit, $ig, was
the second most significant parameter. No measureable di!erences were observed
in the shock velocity results between 2d and 3d simulations; however, some of the
late time downstream behavior was di!erent including the pressure histories. Conse-
quently, 2d simulations were used for a majority of the work due to the significant
reduction in the computational requirements.
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Once calibrated, the IGRB model was validated against the THK case as well as
portions of the THN and SM data. Without additional experimental measurements, it
is impossible to continue the model validation. Instead, several predictions were made
for the shock sensitivity, changes to the initial density, and large diameter detonation
velocity. The results of some of these predictions appear to be correct qualitatively;
for example, shock sensitivity is reduced for increasing the sample initial density. This
is related to the dead pressing phenomenon in ANFO and also hot spot theories of
initiation, which state that the collapse of small voids is necessary for the initiation of
the explosive to occur. The results of the variable density model also indicate that the
IGRB parameters should be re-calibrated for each new density under consideration.
Although most of the results are qualitatively correct, some of the predictions - which
include the KY inflexion point being stationary with increasing density - are not
intuitively correct, and may be reversed with di!erent IGRB parameter values.
Overall, the results of the work emphasize the importance of the small scale MI
experiments for collecting high-fidelity data on a wide range of new HME formula-
tions. Using su"cient levels of confinement, only a few grams of explosive are needed
to determine large scale initiation and detonation parameters, as well as calibrate a
simple IGRB model. These results are significant, given that most of the established
explosives tests including rate sticks and wedge tests require several kg of material,
and are not feasible to perform on every new HME formulation due to time and cost.
Future applications of the work may include higher fidelity simulations of IEDs; for
example, the calibrated IGRB model might possibly be used to simulate the e!ect of
an initiator on a HME. Full predictive capabilities will depend on the maturation of
the explosive models, which currently do not account for the probabilistic nature rel-
evant to initiation. When the more advanced models are available, this type of small
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A. SPECTROGRAMS FROM STFT




























































Figure A.1. Spectrogram of the high quality TATB signal in Fig. 4.3
for various window sizes, w, as a percentage of total signal length.
Reproduced from [68] with permission.
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Figure A.2. Spectrogram of the lower quality ANUR signal in Fig. 4.9
for various window sizes, w, as a percentage of total signal length.
Black solid lines indicate the maximum amplitude ridge.
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Figure B.1. Normalized scalogram of the high quality TATB signal
in Fig. 4.3 for di!erent values of the Gabor wavelet shaping factor,


























































Figure B.2. Normalized scalogram of the lower quality ANUR signal
in Fig. 4.9 for di!erent values of the Gabor wavelet shaping factor,
Gs. Black solid lines indicate the maximum amplitude ridge.
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C. DATA PROCESSING AND ERROR ANALYSIS
Velocity calculations require values of permittivity for each explosive used. For mul-
ticomponent explosives such as PRIMASHEET R! 1000 and ANFO, it is prohibitive
to calculate the permittivity using mixture laws alone. Instead, permittivity values
are extracted using a dynamic wavelength calibration, as discussed in Sec. 4.6. The
Gabor wavelet transform and Eq. (4.39) are fully automated, provided that the time
limits of integration are known. Permittivity results from all sixteen experiments are
shown in Fig. C.1 for PRIMASHEET R! 1000 and ANFO KP-1, plotted against the
initial density as percent TMD. The relative permittivity values may be compared
between all experiments, whereas other measured values (e.g. wavelength) depend on
the sample diameter. A full list of the measured values is shown in Table C.1.






























Figure C.1. Relative permittivity calculations for the booster and
ANFO KP-1 explosives from sixteen di!erent MI tests using dynamic
wavelength calibration.
An error analysis for the velocity was also performed considering both mea-
surement uncertainty and random sample errors, following the equations derived in
Sec. 4.5. A list of the measurement errors is given in Table C.2, corresponding to 95%
confidence intervals. In summary of the measurement errors, the uncertainty in mass,
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Table C.1. Average material density, permittivity, and wavelength
for the booster and ANFO KP-1 explosives.
Explosive Diameter !0 !TMD "r #0 #c #g
(mm) (g/cm3) (g/cm3) (mm) (mm) (mm)
PS 1000 11.28 1.441 1.472 2.77 8.56 19.25 5.34
6.52 1.441 1.472 2.77 8.56 11.12 5.80
ANFO KP-1 11.28 0.826 1.655 2.69 8.56 19.25 5.42
6.52 0.826 1.655 2.69 8.56 11.12 5.91
!m, is twice the mass balance accuracy of 3.1 mg, as two measurements were made.
The uncertainty in diameter, !d, was taken from the manufacturer data assuming
a 2! rule for the part tolerance; uncertainty in diameter was also verified by hand
measurements. The uncertainty in sample length, !L, is double the precision of the
calipers (0.002”), and the uncertainty in the TMD (or density corrected) permittivity
has the assumed value of 0.05, based on a typical level of scatter observed from cavity
measurements.
In order to account for the random sample errors, the standard deviation of the
bulk density and permittivity measurements were calculated for PRIMASHEET R!
1000 and the ANFO KP-1 samples as shown in Table C.3. The standard deviations
were doubled to estimate 95% confidence intervals for !"0 and !#r, assuming a
2! rule. The total error in velocity due to the random error was determined by
substitution of !#r directly into Eq. (4.34). Measurement and random errors are
presented in the results Ch. 7, Table 7.1.
The MI data was analyzed using a peak picking method described in Ch. 4. Peak
picking was found to be an e"ective technique because of the high quality of the raw
MI output signals; more complex analysis techniques, such as quadrature and time-
frequency analysis, were not required. The raw data and peak picking results for
all sixteen shots are shown in Figs. C.2!C.14, using the same image sequence of six
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Table C.2. Measurement errors reported with a 95% confidence interval.
Quantity 95% CI
Sm. Dia. Lg. Dia.
!m (mg) 6.2 6.2
!d (mm) 0.16 0.11
!L (mm) 0.05 0.05
!!r,TMD 0.05 0.05
Table C.3. Standard deviation of the bulk density and permittivity measurements.
! PS 1000 ANFO KP-1
"0 (g/cm3) 0.016 0.003
!r 0.110 0.065
figures. Some of these figures include additional calculations to inform the analysis,
and a complete description of the image sequence is discussed next.
Raw MI output signals are shown in the top row of Figs. C.2!C.14, where t = 0
corresponds to the fiber optic trigger, and all of the peaks are indicated with red
markers. Two channel output was obtained from a quadrature mixer, where the first
channel has a phase lead of 90! (top left), and the second channel has a phase lag
of 90! (top right). From visual inspection of the signal amplitude, it is not always
possible to locate the start and end times of each explosive. The time, !t, between
successive minima and maxima (middle left) may be plotted to identify a time
interval corresponding to the booster explosive, for example t = 0 to t = 5 µs in
Fig. C.2.
A non-dimensional shock trajectory plot (middle right) is constructed next by
replacing the #k/2 in Eq. (4.17) with a value of unity. The portion of the curve
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corresponding to the explosive booster (as determined from the !t plot) may be fit
with a linear equation, shown in red. The slope of the line corresponds to a steady
frequency in MHz, which may be converted directly into velocity via Eq. (4.15).
The frequency slope is subtracted from the non-dimensional trajectory plot in order
to produce a graph of the wavelength deviation (bottom left). The wavelength
deviation curve makes identification of the transition time between explosives easier.
Finally, with a knowledge of all the transition times, the dynamic wavelength
calibration was used to extract a sample permittivity from each test. The average
permittivity values from all sixteen tests were used to define an average material
wavelength for all of the velocity calculations (see Table C.1). The final results of
the peak picking analysis have been transformed from the velocity-time domain into
the velocity-position domain (bottom right), as this information is more physical
to understanding the behavior of the reactive wave as it moves farther downstream
into the explosive charge.
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ti = -0.54 µs
tf = 19.30 µs
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Figure C.2. MI data analysis for shot THK-1.
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tf = 19.80 µs
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Figure C.3. MI data analysis for shot THK-2.
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tf = 19.30 µs
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Figure C.4. MI data analysis for shot THK-3.
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tf = 18.70 µs
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Figure C.5. MI data analysis for shot THK-4.
168


















































ti = -1.40 µs
tf = 23.90 µs
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Figure C.6. MI data analysis for shot PVC-1.
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Figure C.7. MI data analysis for shot PVC-2.
170


















































ti = -0.80 µs
tf = 24.30 µs
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Figure C.8. MI data analysis for shot PVC-3.
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Figure C.9. MI data analysis for shot PVC-4.
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Figure C.10. MI data analysis for shot THN-1.
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Figure C.11. MI data analysis for shot THN-2.
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Figure C.12. MI data analysis for shot THN-3.
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Figure C.13. MI data analysis for shot THN-4.
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ti = 0.10 µs
tf = 39.10 µs
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Figure C.14. MI data analysis for shot SM-1.
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Figure C.15. MI data analysis for shot SM-2.
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ti = -0.15 µs
tf = 39.32 µs
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Figure C.16. MI data analysis for shot SM-3.
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ti = 0.03 µs
tf = 39.00 µs
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Figure C.17. MI data analysis for shot SM-4.
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The following slides were presented at an oral defense of the dissertation. The final
examination was held on Wednesday, January 20th, 2016, in the auditorium of Cha!ee
Hall. The content of the slides was limited to a 1-hour presentation, so only the
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