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1. INTRODUCTION 
We assume that f(x, y, y’) is defined and continuous either on 
R = {(x,y,y’) : a < x < b, Iy I + IY’ I < +a+, 
or 
s = {(%Y,Y’) : Q B x < +a), IY I + IY’ I < +4, 
T = ((x,y,y’) : --co < x < +m, ly I + IY’ I < +a>. 
For such a function f we will be interested in the differential equation 
Y” =f(x,Y?Y’) U-1) 
and will give sufficient conditions for the existence of solutions to the 
problems 
y” =f(x,y,y’),y(4 = %Y(4 = B 
(1.2) 
for f defined on R, 
Y” =f@,Y,Y’),Y(4 = a 
(1.3) 
for f defined on S, 
and 
Yfl =f@,y,y’), for f defined on T, (1.4) 
where it is understood that the solutions are to exist on [a, b], [u, +CO) or 
(- 00, + co) respectively. 
* This research was supported in part by the National Aeronautics and Space 
Administration under Grant NASA NGR 26404403. 
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In recent years a number of authors have addressed themselves to these 
problems. In particular, Bebernes [I] and Fountain and Jackson [2] have 
given results for problem (1.2) assumingf is nondecreasing as a function of 
y, while Wong [3] has considered (1.3) where f does not depend on y’. In 
other recent papers Belova [4] has treated (1.3) and (1.4) while Gross [5] has 
studied (1.3) with the y’ variable missing. Schuur [6] has imposed the 
restrictions that f be nondecreasing in both y and y’, f(x, 0,O) = 0 and 
solutions of (1.1) are uniquely determined by initial conditions. 
Jackson and the author in [7], [d] h ave studied these problems but as in 
[9], and most of the other papers cited, there is a severe restriction placed on 
the growth off in they’ variable. In [S], for example, (f 1 is not allowed to 
grow significantly faster than O((Y’)~) for x and y restricted to a compact set. 
It is the purpose of this paper to provide existence theorems for functions f 
which do not satisfy this restricted rate of growth in they’ variable, and we 
will do this without requiring that f be nondecreasing in y or satisfy any 
Lipschitz conditions. 
2. PRELIMINARY REMARKS 
For I an interval, I0 the interior of 1, a function 4 E C2(10) n C(I) will be 
called a lower solution of (1.1) on I in case $” > f(x, 9, $‘) on lo. Similarly, 
# E C2(10) n C(l) will be called an upper solution of (1.1) on 1 in case 
V < f(x, 459’) on lo. 
In addition to always assuming that f in (1.1) is continuous, we will impose 
subsets of the following conditions on f as needed. In each case, I is to be a 
compact interval contained in the x domain of f and 4, I,!I E C(I) with 
4(x) < #(x) for x E I. Also, h and k are positive continuous functions defined 
for t > 0 such that 
1 w tdt -= e o h(t) 
(1) For each I there is an h such that f(x, y, y’) > -h(y’) for y’ 2 0, 
x E I and 4(x) < y < #(x). 
(2) For each I there is an h such that f(x, y, y’) < h(y’) for y’ > 0, 
x ~1 and r+%(x) < y < 4(x). 
(3) For each I there is a K such that f (x, y, y’) < k( -y’) for y’ < 0, 
x ~1 and d(x) < y < I,&). 
(4) For each I there is a k such that f(x, y, y’) > -k(-y’) for y’ < 0, 
x EI and b(x) < y < #(x). 
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3. SOLUTIONS ON [a,!~] 
In this section we assumefis defined on R and will give sufficient conditions 
for the existence of a solution to problem (1.2). 
THEOREM 3.1. Let 4, (CI E Cl[a, b] n C?(a, 6) with+(x) < $$x)for x E [a, b], 
and q5, # are lower and upper solutions, respectively, for (1 .l). Assume that f 
satisfies (I), (2), (3) and (4). Then problem (1.2) has a solution y with 
VW G Y(X) G IG( 9f s or x E [a, b], joy any 01 and /3 satisfying +(a) < ar < #(a), 
and qb(b) d B < W+ 
Proof. Let h, , h, , k, and K, be the functions coming from conditions 
(l), (2), (3) and (4) respectively. Let 
h = max{l $(b) - #(a)l/(b - a), I #(b) - $(a)lj(b - a), 
X xg$, I 9l’(x)l , szzg i $‘(x)I> 
and choose N > 0 so that 
N> m=W4,M2,Ms,W 
where 
I 
% tdt 
I 
MO tdt % tdt 
A Kg= A hz(t>= I- A k,(t) 
Define F(x, y, y’) by 
G(x, Y, N) for y’ > N 
F(x, Y, Y’) = W, Y, r’> for iy’l ,<A: 
G(x, Y, --N) for y’<-N 
where 
I 
f (x9 (CIWI Y’) + (Y - &w” for Y > +(4 
G(x> Y, Y’) = f(x, Y, Y’) for $(x) < Y B $J(x) 
, fh +w Y’) - w4 - YY for y <d(x). 
It follows as in Lemma 2.3 of [7j that problem (1.2) has a solution s, with 
the function f replaced by F, and that C(X) < z(x) < #(x) for x E [a, b]. If 
we can show that 1 z’(x)1 < N, we will be done since F and f agree for 
(b(x) < y < $(x) and ! y’ I < N. 
Let a < xg < b be such that s(b) - x(a) = z’(x,)(b - a); then 
1 z’(q,)l < X < N. Four cases must be considered depending whether there 
exists X, so that z’(q) = Nor z’(q) = -N and whether jc, > x0 or x1 < x,, . 
assume, for example, that x,, < x1 and that z’(~E~) = N, z’(xs) = X and 
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X < x’(x) < N for x,, < x < X, . Now for x0 < x < x1 , we have from (2) 
that z”(x) < hz(z’(x)) and hence that 
If we integrate this inequality from x,, to x1 we obtain 
which contradicts the choice of N. Proofs for the other three cases are 
similar. If x1 < x,, and z’(xJ = N, condition (1) gives a contradiction. If 
xi > x,, and z’(xr) = -N, condition (4) gives a contradiction, and if x1 < x0 
and z’(xi) = -N, then (3) gives the contradiction. 
THEOREM 3.2. Let 4, # be as in Theorem 3.1 with 4(b) = 4(b), and assume 
f satisfies (1) and (3). Then problem (1.2) has a solution y with b(x) < y < I/(X) 
for x E [a, b], for any Ly, /3 satisfying $(a) < OL < #(a), and 4(b) = t9 = #(b). 
Proof. Let h and K be the functions coming from conditions (1) and (3) 
respectively. Let X be as in the proof of Theorem 3.1 and choose N > 0 so 
that 
N > max{M, , Ms} 
With F(x, y, y’) as defined before, problem (1.2) has a solution z, with the 
function f replaced by F, and 4(x) < Z(X) < I&X) for x E [a, b]. As before, 
it suffices to show that 1 z’(x)1 < N. Note that 4’(b) 2 z’(b) > 4’(b) so that 
( z’(b)] < /\. Two cases must be considered depending whether there is an 
x1 so that z’(3cr) = N or z/(x1) = -N. Assume, for example, that X, < x,, , 
z’(xJ = N, z’(x,,) = h and h < z’(x) < N for x1 < x < x0. Using 
condition (1) as in the proof of Theorem 3.1 yields a contradiction. In the 
other case, (3) gives a contradiction. 
THEOREM 3.3. Let #, # b e as in the proof of Theorem 3.1 with $(a) = #(a) 
and assume f satisfies (2) and (4). Then problem (1.2) has a solution y with 
d(x) < y < &c) for x E [a, b], for any a, p satisfying $(a) = OL = #(a), and 
W G B B W- 
Proof. This proof is similar to the proof of Theorem 3.2, so will be 
omitted. 
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THEOREM 3.4. Let 4, $ be as in Theorem 3.1 and assume f satisfies (1) and 
(4). Then problem (1.2) has a solution y with d(x) < y < 4(x) for x E [a, b], 
for OL, B satisfying 01 = +(a), /3 = 4(b). 
Proof. Let A, N, F and z be as in the proof of Theorem 3.2 where h and k 
come from conditions (1) and (4). Kate that z’(a) > 4’(a) and z’(b) < 4’(b), 
so z’(a) > -A and z’(b) < A. Two cases must be considered depending 
whether there are ~a , x1 with zc, < Lx1 so that z’(x,,) = -A and z’(xr) = -N, 
or z’(~tJ = N and z’(xr) = A. In the first case (4) yields a contradiction, 
while in the second case (1) does. 
THEOREM 3.5. Let 4, $ be as in Theorem 3.1 and assume f satisfies (2) and 
(3). Then problem (1.2) h as a solution y with d(x) < y(x) < #(x) for x E [a, b], 
for 01, 8 satisfying OL = #(a), p = 4(b). 
Proof. This proof is similar to the proof of Theorem 3.4, so is omitted. 
4. SOLCTIONS ON [a, a) 
Here we assume f is defined on S and will give sufficient conditions for 
the existence of a solution to problem (1.3). 
THEOREM 4.1. Let 4, # E Cl[a, co) n Cz(a, a) with 4(x) < $(x) for 
x E [a, co), and 4, (CI lower and upper solutions, respectively, for (1.1). Assume f 
satisjies (1) and (3) on every compact subinterval of [a, co). Then problem (1.3) 
has a solution y with C(x) < y(x) < #(x) for x E [a, co), for any 01 satisfring 
+(a) < 0~ < #(a). 
Proof. Let {b,} and {fin} be sequences satisfying b, = a + n + 2 for 
n 3 1 and 4(k) < fin < #(b,). Th en consider the sequence of problems 
Y" = f(X) y, Y'), y(a) = 01, y(h) = A . (4.1) 
Let 
A, = m41/2)14&) - #(bn - 31 , (WI W4 - 4% - 2)l , 
and choose N,, > 0 so that 
N, > ma@4 , WJ, 
where 
I Ml tdt I M, tdt -= A, h(t) An k(t) = x$-y*, +(X1 - g$“, Hx) 
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and h, k are the functions coming from conditions (1) and (3), respectively, 
for the interval [a, b,]. If F,(x, y, y’) is defined as before and Z, is the solution 
to (4.1) [withf replaced by F,] satisfying 4(x) < xn(x) < $(x) for x E [a, b,], 
then we claim that 1 Z:(X)/ < N,, for x E [a, b, - 21. To see this, note that 
there is an x,, with b, - 2 < x0 < b, and zn(b,) - z,(b, - 2) = 2zJx,,), 
so that 1 zk(xO)l < h. Two cases must now be considered, depending whether 
there is an X, with a < xi < b, - 2 so that z’(xJ = Nor else z’(xi) = -N. 
The remainder of this part of the proof is as in the proof of Theorem 3.2. 
We have now established that each Z, is a solution of (1.1) on [a, a + n]. 
Moreover, Z,(U) = OL for each n. We now claim that for each fixed positive 
integer m, all the solutions Z, for n > m satisfy / z;(x)1 < N,,, for 
a < x < a + m. The proof of this is essentially the same as the proof that 
] &,(x)1 < N, . The remainder of the proof is a standard diagonalization 
process used to pick a subsequence of (zn} which converges uniformly on 
each compact interval [a, u + n] and for which the sequence of derivatives 
converges uniformly. The limit of this subsequence is the desired solution. 
THEOREM 4.2. Let 9, t,b be us in Theorem 4.1 and assume f satisfies (1) and 
(4) on every compuct subinterval of [a, CO). Then problem (1.3) has u solution y 
with 4(x) < y(x) < $(x) for x E [a, CO) for cx = #(u). 
Proof. Let {b,}, {fl,,}, {h,} and {N,} be as in the proof of Theorem 4.1 
where h and k are the functions coming from conditions (1) and (4), respec- 
tively, for the interval [a, b,]. If Fn(x, y, y’) and Z, are as in the proof of 
Theorem 4.1, then we claim that I Z;(X)/ < Nn for x E [a, b, - 21. To see 
this, note that there is an x0 with b, - 2 < x0 < b, and z,(b,J - z,(b, - 2) = 
2&(x,) so that 1 z~(x,,)] < X. Also, Z:(U) 2 $‘(a) so that Z;(U) > --X. Two 
cases are considered depending whether there is x, E [u, b, - 21 so that 
z’(xl) = N or z’(xl) = -N. In the first case (1) gives a contradiction, while 
in the second case (4) does. We now claim that for each fixed positive integer 
m the solutions z,, for n > m satisfy 1 s,f&r)I < N,,, for a < x < a + m. 
From here on the proof is as in the proof of Theorem 4.1. 
THEOREM 4.3. Let 4, (G be us in Theorem 4.1 and ussume f sutis$es (2) and 
(3) on every compact subinterval of [a, CO). Then problem (1.3) has a solution y 
with 4(x) < y(x) < I,+) for x E [a, CO), for CY = I&). 
Proof. This proof is similar to the proof of Theorem 4.2, so is omitted. 
THEOREM 4.4. Let 4, # be us in Theorem 4.1 with +(a) = 4(u) and assume 
f satisfies (2) and (4) on every compact subinterval of [a, CO). Then problem (1.3) 
has a solution y with d(x) $ y(x) < #J(X) for x E [a, co), for C(u) = a = #(a). 
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Proof. With the obvious modifications, this is similar to the proof of 
Theorem 4.2. 
5. SOLUTIONS 0N (-cc), +a~) 
In this section f is assumed to be defined on T, and conditions will be found 
which guarantee the existence of a solution to problem (1.4). 
THEOREM 5.1. Let 4, # E C2(-CO, +co) with+(x) < ~&)for x E (-co, 
+a), and $,$ lower and upper solutions, respectively, for (1.1). Assume f 
satisJies (1) and (3) on every compact s&interval of (- CC, + co). Then pro&n 
(1.4) has a solution y with +(x) < y(x) < #(vv) for x E (-CO, + a). The same 
conclusion follows if we replace (1) and (3) above by either (1) and (4), (2) and 
(3), or (2) ad (4). 
Proof. We will only give the proof for f satisfying (1) and (3), as the others 
are similar. Let {a,}, {b,}, {an} and {&} be sequences atisfying a, = -n - 2, 
b, = rr + 2, #(an) < a,, 6 #(a,) and4(b,J < j3,, < $(b,) for n > 1. Consider 
the sequence of problems 
Y" = f(x, y, Y'h r&J = 01, Yu%J = Pn * (5-l) 
Let 
and choose N, > 0 so that 
N, > mW%, M21, 
where 
and h, k are the functions coming from conditions (1) and (3), respectively, 
for the interval [a, , b,]. If F&X, y, y’) is defined as before and z, is the 
solution to (5.1) [with f replaced by F,,] satisfying 4(x) < an(x) < 4(x) for 
x E [an, b,,], then we claim 1 z;(x)1 < N,, for x E [an + 2, b, - 21. Far this, 
note that there are x,, , x1 with b, - 2 < x0 < b,, , a,, < x1 < a, + 2, 
a;r(b,) - a,#,, - 2) = 22&J and ~~(a, + 2) - ~~(a,) = 2.a&) so that 
] 2k(x,,)l < X and ] 26(x1)1 < A. The rest of this proof proceeds similarly to 
the proof of Theorem 4.2, 
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6. APPLICATIONS 
(a) The existence of the solution which is asserted in Theorem 1.1 
[3, p. 7401 follows from Theorem 4.1, using 4 = 0, # = A, and 
h = k = 1 + IniT yF(y, X). 
OC*$A 
We mention this since the proof as given uses the assumption that yF(y, x) 
satisfies a Lipschitz condition with respect to y in every closed rectangle 
{(x,r>: 0 <Y d Ku d x d 43 
which does not follow from the stated conditions as claimed [3, p. 7371. 
This can be seen by examining the function yF(y, x) = y[l + (y - 1)1/3] 
forO<x<landO<y<2. 
(b) The existence of the solution which is asserted in Theorem 2 
[6, p. 5961 follows from Theorem 4.1, using I$ = 0, 4 = A, h = 1 and 
k = 1 + ‘3c’~x If@, A, 011. 
The proof that is given for this theorem depends on a lemma [6, p. 5961 
which is incorrect since the conditions imposed on f do not insure that 
solutions to initial value problems are extendable. 
(c) Although it should be clear that these results apply to problems 
not covered by the papers cited in the introduction, we remark that the 
problem 
YM = -y + (y’J3n, y(0) = y(l) = 1, (6.1) 
where n is an arbitrary positive integer, is solvable by Theorem 3.4, using 
+ = 1, # = 2~ + 1, and h = K = 3. 
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