The Leray-Schauder alternative is used to investigate the existence of solutions for second-order impulsive differential equations with nonlocal conditions in Banach spaces. The results improve some recent results.
Introduction
The theory of impulsive differential equations is emerging as an important area of investigation since it is a lot richer than the corresponding theory of nonimpulsive differential equations. Many evolutionary processes in nature are characterized by the fact that at certain moments in time an abrupt change of state is experienced. That is the reason for the rapid development of the theory of impulsive differential equations; see the monographs 1, 2 .
This paper is concerned with the study on existence of second-order impulsive differential equations with nonlocal conditions of the form
where the state x · takes values in Banach space X with the norm · ,
f, g, and I k , I k k 1, 2, . . . , m are given functions to be specified later.
Discrete Dynamics in Nature and Society
The nonlocal condition is a generalization of the classical initial condition. The first results concerning the existence and uniqueness of mild solutions to Cauchy problems with nonlocal conditions were studied by Byszewski 3 . Recently, theorems about existence, uniqueness and continuous dependence of impulsive differential abstract evolution Cauchy problems with nonlocal conditions have been studied by Fu and Cao 4 , Anguraj and Karthikeyan 5 , Abada et al. 6 , Li and Han 7 , and in the references therein.
Up to now there have been very few papers in this direction dealing with the existence of solutions for second-order impulsive differential equations with nonlocal conditions. Our purpose here is to extend the results of first-order impulsive differential equations to secondorder impulsive differential equations with nonlocal conditions.
Our main results are based on the following lemma 8 . 
Then either ζ G is unbounded or G has a fixed point.
Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper.
We define the following classes of functions:
, where x k and x k represent the restriction of x and x to J k , respectively k 0, . . . , m , and x k J k sup s∈J k x k s .
Obviously, PC J, X is a Banach space with the norm x PC max{ x k J k , k 0, . . . , m}, and PC 1 J, X is also a Banach space with the norm x PC 1 max{ x PC , x PC }.
x t a.e. on J , the conditions Δx| t t k I k x t k , Δx | t t k I k x t k , x t k , k 1, . . . , m, and x 0 g x x 0 , x 0 η.
t − s f s, x s , x s ds, ∀t ∈ J.
2.4
Proof. Assume that t k < t ≤ t k 1 here t 0 0, t m 1 b . Then
. . 
2.5
Adding these together, we get 
that is, 2.4 holds.
We assume the following hypotheses: where Proof. Consider the space B PC 1 J, X with norm
We will now show that the operator G defined by
has a fixed point. This fixed point is then a solution of 1.1 .
First we obtain a priori bounds for the following equation:
t − s f s, x s , x s ds, t ∈ J.
3.3
We have
3.4
Denoting by μ t the right-hand side of the above inequality, we have This inequality implies that there is a constant K such that w t μ t r t ≤ K, t ∈ J.
3.12
Then x t ≤ μ t , t ∈ J,
x t ≤ r t , t ∈ J,
3.13
and hence
x PC 1 max x PC , x PC ≤ K. 3.14
