Abstract
Introduction
In multihop wireless networks, random access method such as CSMA/CA is still popular in ad hoc and sensor networks due to its simplicity. In this paper, we propose a novel flow control framework, which improves the throughput and energy performances. In proposing the flow control scheme, we pursue a fundamentally different approach, which we refer to as a hop-by-hop, hybrid window and rate-based flow control scheme. As the name suggests, the rate control and window mechanism is implemented on a per-hop basis. Previous hop-by-hop protocols use either a rate control [1] or a window scheme [2] but not both in combination. While previous hop-by-hop schemes suffered from per-flow management and rate measurement complexity [1] [2], we make certain simplifications to the rate control and window design to make our design feasible for multihop wireless networks. Recently, hop-by-hop flow control schemes have also been suggested for use in ad hoc networks [5] [6] and sensor networks [7] [8] . Our suggested framework is applicable to a general CSMA/CA MAC protocol.
Factors affecting throughput in multihop transmission
The effect of exposed node problem on throughput has been discussed in great detail in [11] . In [12] , the authors have shown via simulation that throughput in CSMA/CA based multihop networks can be further degraded by the "critically exposed node problem". We further identified a congestion problem that is due uneven carrier sensing [3] as a result of unfavorable node locations. We also showed that the "False NAV" and "frozen MAC state" problem could cause further degradation to the CSMA/CA network [3] .
A. Metrics
Throughout this paper, we use a couple of measures to evaluate the performance of the original and newly proposed scheme: end-to-end throughput, S, and transmission cost, ψ. The transmission cost ψ, measures the amount of bits expended by the nodes in the system to transmit a single data bit from the source to the destination. The proposed metric is motivated by that proposed in [13] but modified to cater for a multihop scenario and the overheads incurred by all the 4-way handshake frames. The transmission cost, ψ, which gives us some indication of the energy wasted by the system is defined as the ratio of all transmitted frames in the system over the data frames received at the receiver.
A flow control framework
The main objective of this flow control framework is to maximize throughput and energy efficiency of the CSMA/CA based multihop wireless network. The overall flow control framework is shown in Fig 1 and consists of two major components; the enhanced CSMA/CA MAC and the hop-by-hop flow control. The two major components are explained in detail in the following sections. Fairness of flows is another objective of our framework. We adopt the Distributed Round Robin (DRR) scheme, a per-flow packet scheduler that tries to achieve reasonable fairness but with low processing complexity.
Enhanced CSMA/CA MAC protocol
The CSMA/CA MAC protocol block as shown in Fig  1, is modified such that the MAC layer is aware of flow control and buffer states. Unlike the traditional stack, our MAC layer is designed to act as an admission control point to prevent eventual packet drop due to buffer overflow. Due to space limitation, we refer the reader to [3] for the detailed method of "selective reset" for solving the false NAV problem. To ensure interoperation between the MAC layer and the flow control module, we propose that the standard 4-way handshake in CSMA/CA is modified to include a RTS-NAK frame. The RTS-NAK frame, which is designed to be the same size as the CTS frame can be used in place of the CTS frame in certain situations. 2 bits in the RTS-NAK frame are used to represent the 2 different RTS-NAK types used in this framework. Another 14 bits are used to carry the flow rate information. In addition, the RTS frame is modified to carry a 10-bit flow ID field.
Hop-by-hop Hybrid window and rate based flow control
The benefits of hop-by-hop schemes normally come at the expense of additional explicit messages to notify the upstream nodes about the congestion. In a wireless multihop network, control messages sent in the reverse direction to control the rate, can result in selfcontention resulting in a sluggish system. Traditional hop-by-hop flow control schemes have not been popular in wired networks because of its requirement to maintain per-flow information at each node. We present a lightweight flow ID management scheme that is beneficial to a computationally and energy challenged network such as ad hoc and sensor networks.
A. Flow ID representation and management
To reap the benefits of the hop-by-hop flow control, the process of flow identification is compulsory. We need an efficient way to notify the receiver of the impending data packet before actually sending the large data packet to prevent wasteful packet drops due to buffer overflow. In short, we cannot afford to send the entire MAC layer 4-way message exchange before the system can identify the flow. To reduce the memory storage problem attributed to flow ID, IDs are represented on a per-hop basis. The IDs are generated by using a standard hashing function that takes the following triplets as inputs; the unique end-to-end source and destination addresses of the flow, and perhop source MAC address. In our scheme, storage memory is only required for maintaining the triplets belonging to the current packets in the buffer at any given instance.
B. Bandwidth-Delay Product and flow control design
We propose a new hybrid hop-by-hop flow control scheme, which utilizes a combination of static window and rate control to regulate the flow of packets. Before we discuss the scheme and the parameter selection in detail, we study the bandwidth-delay product, BDP [9] , of the typical wireless multihop network. Most window based flow control schemes such as TCP's AIMD [10] and traditional sliding window protocol in effect use the BDP to calculate the optimal window size, w, for transmission between endpoints. Assuming the bottleneck service rate of a node in the path is μ packets/seconds, and round trip time is measured as RTT seconds, the bandwidth delay product is simply given as: If the flow control scheme is not controlled properly and w exceeds the BDP, then the number of packets buffered at a bottleneck node becomes (w -RTT⋅μ). To reduce congestion and buffer buildup, ideally, we want to adjust w such that w = RTT⋅μ.. In a wireless multihop network, each node usually uses a single half-duplex transceiver. While the wired nodes can transmit in parallel using adjacent links, wireless nodes have to contend spatially to transmit a single frame. In Fig 2, packet transmission can occur simultaneously in each wired link when packets are forwarded from node 1 to node 9. Assuming negligible acknowledgment packet transmission time and a fixed data packet size, the optimal window size can be worked out as 8 packets due to the 8 hops present in the topology. Whereas, in the wireless multihop network as shown in Fig 2, parallel transmissions is a function of the transmission and carrier sensing ranges of the MAC protocol. Denoting transmission range as d tx and carrier sense range as d cs , by geometry we can easily show that the maximum effective throughput, S chain_max , of a straight chain is upper bounded by the following expression:
where, α is simply a factor to account for the fixed overheads consumed by RTS, CTS and ACK frames, and other headers. S link_max describes the maximum link capacity and the ceiling function, rounds up the ratio between the carrier sense and transmission range. In a 1 Mbps IEEE 802.11b system, S link_max = 1 Mbps and the ratio of d cs /d tx is typically 2.2 [4] . In a typical 11 Mbps system, the ratio of d cs /d tx is about 4.4 [4] . We simply refer to the factor, d cs /d tx +1 from equation (2) as the link reuse factor Q. Assuming a fixed packet size and ideal transmission scheduling, then it is easy to see that every link in a chain setup should be scheduled every Q th slot, where each slot interval, T slot is defined by the minimum 4-way handshake interval given as:
where, the ave_cw parameter describes the average binary exponential backoff window slots used in the first stage of the binary exponential backoff process and T RTS , T CTS , etc. describes the time taken to transmit the RTS, CTS, etc. frames, respectively. In other words, in a chain setup using a 11 Mbps system with d cs /d tx = 4.4, parallel transmissions can only be carried out at every 6 hops away assuming that each hop length equals the maximum transmission distance and the links are in a straight line as shown in Fig 2. However, if the links are much shorter and have arbitrary direction, then the effective throughput, S chain , of the end-to-end chain will drop below that defined in (2) .
Unlike the wired case, we can show that by using equations (1) and (2), the maximum window size, w, necessary for optimal flow control in a multihop transmission is always lower than the number of hops, H, when H≥2. Assuming a negligible acknowledgment packet transmission time and wireless propagation delay, the upper bound on the window size, w u_bound , for a particular flow that traverses H hops, where H≥Q can be approximated to:
where H count_opt is the hop count for the end-to-end flow assuming the chain is in a straight line and distance between nodes are at maximum transmission distance. This result gives us some clue on how the per-hop static window and rate control should be implemented at each intermediate node. Intuitively, by observing equation (4), we can conclude that it is unnecessary to allocate a total buffer space exceeding w u_bound for a particular flow along the chain of nodes through which the flow passes. These packets will anyway cause unnecessary backlog in the intermediate nodes and prevent other nodes from accessing the network. In addition, the additional packets originating from the same flow will result in self-contention during channel access.
C. Static hop-by-hop window control
The basic hop-by-hop flow control scheme that we adopt in this framework resembles a simple static window protocol of typical first generation flow control scheme [9] . We however reuse the modified 4-way handshake to implement the messaging protocol for the static window control. When a sender node sends a RTS frame, the receiver has the option to send a RTS-NAK frame or a CTS frame. Upon receiving the RTS, the MAC layer consults the flow control module, to check if the packet can be admitted into the node. The flow control examines the flow ID to check if a packet with the same ID exists at the receiver. If the flow violates the buffer occupancy rule, the MAC layer will reply with a RTS-NAK frame to the sender node. The buffer occupancy rule is violated when a packet that belongs to the same flow exists in the receiving node or the total buffer limit has been reached. If the flow control allows the data packet to be admitted, the 4-way handshake proceeds as per-normal.
In a multihop wireless network, it is difficult to achieve the maximum chain throughput, S chain_max , since there will be other contending nodes that effectively reduce the throughput of the end-to-end link. In addition, a packet that experiences frequent blocking will have a longer average transmission period than that given in equation (3) to send a packet successfully, due to multiple RTS retries and long binary exponential backoff periods. Tuning the exact window size is difficult and requires constant measurement and feedback of the round trip time or flow rate. To keep the design simple, we simply use the upper bound of the window size given by equation (4).
Averaging w u_bound over the intermediate nodes, we note that each node should only hold a fraction of the packet. However, since the queue size is measured in packets, it is impractical to store a fraction of the packet. Therefore, we limit the static window size for each flow at each intermediate node to a single packet. We then rely on the rate control part of this hybrid hopby-hop flow control scheme to spatially spread the packets. Since the per-hop queue used to serve a flow is limited to a fixed window size of one unit, we try to spread the packet distributed on the intermediate nodes such that they are placed at every Q th link. By controlling the rate control part properly, we can effectively limit the equivalent flow control window size of a flow to w u_bound along the links. The basic hopby-hop flow control scheme with the static single-unit window alone will simply be referred to as the "Static H-b-H window" scheme.
D. Rate control
To realize the spreading of the packets or the rate control scheme, we implement a delay mechanism at each node. This rate control scheme cannot operate independently and needs to be supplemented with the basic static window scheme discussed in Section 5.C. This is necessary because the rate control scheme requires some form of binary feedback on congestion from the hop-by-hop static window scheme. The rate control scheme consists of two distinct parts, the receiving function and the transmission function.
In our scheme, we maintain flow information for packets that are currently residing at a node and for those that have exited a node, for a limited period. After this period, the flow record is flushed from the intermediate node's memory. Like most of the rate control schemes, the historical flow rate at each node is crucial for optimally controlling the flow and reducing congestion. To retain the rate information of a flow and at the same time reduce the requirement of per-flow rate information storage at each node, we encode the flow rate on a given link, l, into the data packet that is forwarded to the next hop. In this way, when an upstream node tries to admit a packet originating from the same flow on link l and a packet still exist in the downstream node's buffer, the last used flow rate information for link l can be obtained from the downstream packet. The rate value is then encoded in the RTS-NAK frame and passed back to the upstream node. To simplify the design, rate information is coded in multiples of T slot . The number of bits required to represent the rate can be compactly encoded in the RTS-NAK frame. The rate information can then be used to accurately schedule the transmission of the data packet from the upstream node to the downstream node.
In the receiving function, when a node receives a transit packet m (i.e. signifies that there is no packet from a similar flow in this node), it first checks if a flow record for flow f exists. The flow record stores the time that must elapse in between the transmission of two consecutive packets (m-1) and m of flow f, along a link l. The flow record will only exist at a node for a limited delay period given by th packet has left the node. If a flow record does not exist, it then proceeds to schedule the packet for transmission immediately. Before transmitting, the delay in multiples of T slot that corresponds to the rate at which flow f passes through link l is encoded into the data packet. The rate is however computed using a base delay, which is based on the number of hops to the destination. The delaying technique that we design gives the receiver node and other contending nodes along the downstream path ample time to forward packets that belong to the same flow. Considering this, it is intuitive to schedule the packets for every Q th slot when there is Q number of links ahead. However, when the remaining hop count from node i to destination node, d, denoted by hops(i, d) is lower than Q, or an end-to-end flow has fewer than Q hops, then we need to regulate the rate control such that these flows are not unnecessarily penalized. For this reason, we apply the following delay rule at every intermediate node by considering the remainder hop-count to destination. has not expired, this delay value is encoded into the data packet before transmission.
The transmission function is used to transmit a packet to a downstream node. When an upstream node receives a RTS-NAK frame from a downstream node indicating that a packet of the same flow ID is still present at the downstream node, the upstream node will extract the delay information encoded in the RTS-NAK and select the highest delay value between the last used delay and the delay information encoded in the received RTS-NAK. The upstream node will then additively increase the delay interval by a single T slot . Notice that the last used delay value can be higher than the delay value encoded in the RTS-NAK due to multiple RTS-NAK replies for the same data packet. The upstream node will then restart the delay timer for transmitting the packet again.
If an upstream node receives an ACK frame as a result of successfully transmitting the m th data packet, it will then setup the delay timer for the (m+1) th data packet. The upstream node will decrement the last used delay by T slot if the delay period used is greater than the base delay given by equation (5) and store it in the flow record. Else, it will simply use the base delay given by equation (5) and store this in flow record. The node will then set a timer based on the selected delay for the same flow f. Note that immediately after receiving the ACK, the upstream node will not have a packet with the same flow ID because the window size is a single unit but any packet that is received eventually will have to adhere to this delay. If the upstream node does not receive a packet of the same flow ID within this delay period, then this flow information is removed from the memory. This operation reduces the memory storage complexity associated with storage of per-flow information. The reason for decrementing the delay by a single slot is to test if the sending rate can be increased.
Simulation Results
To demonstrate the effectiveness of our approach, we simulated the protocols using NS-2 simulator. We modified the IEEE 802.11 DCF protocol to include the various enhancements. Combinations of various strategies as summarized in Table IV were used in this study. All simulations were carried out by using a fixed data packet size of 1500 bytes. We evaluated the various strategies by using four distinct topologies. The first is a simple chain setup as shown in Fig 2, but with a single flow originating from node 1 and terminating at node 6. In the second setup, we examine a directed 5-chain links fan-in situation as shown in Fig 3a, where several flows traveling along different chain of nodes for some distance converge into a single chain of nodes. In Figures 3a and 3b , the nodes denoted as S are the sources whereas the node denoted as D is the destination node. Next, we show the performance of the high fan-in single-hop links that converge into a single chain as shown in Fig 3b . When packet arrival is slow, the behavior of all the schemes is the same. However, when packet arrival is faster, there are significant differences in the throughput. Fig 4 shows that the combination of the static window and rate control is sufficient to ensure that the throughput is optimal and tallies with equation (2) . In this particular setup, using the rate control and static window negates the effect of false NAV; therefore the addition of NAV repair does not show any improvement. When all three schemes are used in combination, the throughput exceeds the "No Congestion Control" scheme by a factor of 2.47. When the static window is used alone, the throughput performance is increased by a factor of 1.77. Additional improvement to throughput is noticed when NAV repair is used with the hop-by-hop static window alone. The use of the three schemes in combination keeps the energy efficiency to the optimal value of 5.57. This value corresponds to the transmission energy that occurs along 5 hops of the chain setup. In the "No Congestion Control" scheme, the transmission cost can exceed the optimal value by a factor of 2.4. This shows that significant amount of energy can be wasted when the flow is pumped into the chain without any congestion control. Fig 5 also shows that, significant saving of energy is possible even if the plain static window is used alone.
The throughput and transmission cost of the directed 5 chain links fan-in setup is shown in figures 6 and 7. It is interesting to note that, in this setup, when the NAV repair is used with the plain 802.11 MAC, the throughput performance during faster packet arrival actually degrades when compared to the original 802.11 MAC. This occurs because the NAV repair employed at a node actually has the effect of improving the MAC layer service time used for receiving incoming frames. NAV repair also reduces the number of packets that are dropped at a sender due to maximum retry limit because receivers are not blocked due to false NAV. However this improvement in receiving time is achieved at the expense of reducing the service time available for transmitting frames. Therefore when NAV repair is used without flow control, more packets can be sent by the source but are later dropped due to buffer overflow at certain nodes. The simulation traces for the 5-chain links fan-in setup confirm this observation. During faster packet arrival, the total packet dropped due to buffer overflow and maximum retry limit for the original MAC with NAV repair only, exceeds the original MAC by 17.6%. However, the packet drop due to buffer overflow alone, for the original MAC with NAV repair, exceeds the original MAC by 30%. The dropped packets due to buffer overflow for this particular setup occur mainly at the 2 nd and 3 rd node of each end-to-end flow. As a result of reduced service time for transmitting, fewer packets are successfully transmitted to the final destination. When the NAV repair is used in combination with rate control and static window, it actually contributes to throughput improvements. Consistent with the chain setup, throughput and energy improvement can be significantly improved by just using the static window alone. However, the combination of the NAV repair, static window and rate control yields the best performance. Table II shows the improvement when the high fan-in chain setup as shown in Fig 3b is used. The results collected in Table II are based on sources transmitting as fast as possible. Using the complete flow control framework, tremendous improvement in throughput and energy efficiency can be obtained when the number of sources is high. When the number of sources in the high fan-in chain setup is 10, the energy efficiency and throughput improves by factors of 5.14 and 5.58, respectively, when the complete flow control framework is used. 
Conclusion
In this paper, we proposed a flow control framework for CSMA/CA based MAC protocol. The flow control scheme itself is a zero loss scheme since buffer occupancy is always monitored and fed back to the upstream nodes using the MAC layer's collision avoidance frames. Unlike the traditional hop-by-hop flow control schemes proposed previously which suffer from per-flow maintenance of all flows passing through a node, our scheme is designed to reduce perflow maintenance. We encode the rate information of a link used by a particular packet into the packet and pass it to the downstream node, which can then be extracted for eventual use by the upstream node. Our flow control framework demonstrates that throughput and energy efficiency can be improved tremendously in simple topologies and topologies that demonstrate high congestion.
