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Numerous land and space-based observations have established that Saturn has a persistent
hexagonal flow pattern near its north pole. While observations abound, the physics behind
its formation is still uncertain. Although several phenomenological models have been able to
reproduce this feature, a self-consistent model for how such a large-scale polygonal jet forms in the
highly turbulent atmosphere of Saturn is lacking. Here we present a 3D fully-nonlinear anelastic
simulation of deep thermal convection in the outer layers of gas giant planets which spontaneously
generates giant polar cyclones, fierce alternating zonal flows, and a high latitude eastward jet with
a polygonal pattern. The analysis of the simulation suggests that self-organized turbulence in the
form of giant vortices pinches the eastward jet, forming polygonal shapes. We argue that a similar
mechanism is responsible for exciting Saturn’s hexagonal flow pattern.
Paper published in the Proceedings of the National Academy of Sciences.
https://doi.org/10.1073/pnas.2000317117
I. INTRODUCTION
In 1988, Godfrey [1] analyzed the 1981 flyby data from
Voyager 2 and reported one of the most visually spectac-
ular features in planetary atmospheres: the presence of
a hexagonal pattern in the prograde zonal jet at around
15 degrees away from Saturn’s north pole. Since its dis-
covery, Saturn’s hexagon (hereafter ‘hexagon’) has been
repeatedly observed and we know that at least in the
last 40 years or so, the hexagon has been present and
relatively unchanged [2, 3]. The hexagon exhibits some
dynamical behavior, including drifting slowly in the west-
ward/eastward direction with speeds ranging from -0.06
to 0.01 degrees per day (in Saturn’s System III reference
frame) [2, 4], although, given the uncertainty associated
with Saturn’s rotation period [5–7], it is rather difficult
to infer the actual drift rate of the hexagon. The hexagon
also encloses a circumpolar cyclonic (spinning in the plan-
etary rotation direction) vortex that is also known to be
a stable feature [3, 8]. We refer the reader to a recent
comprehensive review by Sayanagi et al. [9] for more de-
tail on the observational and modeling history of Saturn’s
atmosphere.
The existence of such a prominent and stable feature
on Saturn gives us an opportunity to test different pos-
sibilities for how atmospheric dynamics in Saturn gen-
erates such features. Over the years, several models
have been proposed. Shortly after the discovery of the
hexagon, Allison et al. [10] argued that the hexagon is
essentially a stationary Rossby wave produced by the in-
teraction of the eastward jet with a large anticyclonic
vortex to the south of the jet visible in the Voyager 2
data. When Cassini later visited Saturn, this large an-
ticyclonic vortex was no longer present [8], questioning
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the idea of a forced Rossby wave. On the other hand,
Sa´nchez-Lavega et al. [11] argue that the hexagon is a
stationary unforced Rossby wave that exists on a deep
(may be deeper than 10 bars) quasi-geostrophic zonal
jet. In the most recent development on the modeling
front, Morales-Juber´ıas et al. [12] study how perturba-
tions affect an eastward jet stream. In their model, per-
turbations evolve into hexagonal-shaped meanders when
the jet decays below the 2 bar level. The speed, decay
rate, and the curvature of the jet determine the dominant
wave number of the meander in this model.
Laboratory experiments have also shed light on the
possible mechanisms for hexagon formation. Sommeria
et al. [13] performed experiments on a rotating annulus
where barotropic zonal jets were generated using mechan-
ical forcing in the form of mass sources and sinks. De-
pending on the mass flow rate and the rotation rate of the
container, they reported the existence of wavy jets with
different azimuthal wavenumbers (from 3 to 8). They
interpret these features as Rossby waves excited in the
region where the potential vorticity has sharp gradients.
Each edge of the wavy perturbation on the jet was ac-
companied by an adjacent vortex. More recently, Aguiar
et al. [14] also reported wavy shapes in a barotropic
zonal jet excited in rotating tanks using external forcing.
Depending on the rotation rate of the tank and the flow
speed of the forced jet, they report wavy features with
wavenumbers ranging from 2 to 8. They suggest that
these polygonal patterns are the manifestation of a fully
developed barotropic instability in a zonal jet. They also
observe vortical features adjacent to the polygon edges
on the zonal jet.
Considering the various theoretical models, simula-
tions, and laboratory experiments discussed above, the
essential idea emerges that jets can become unstable and
give rise to polygonal features. However, we note that all
these studies either assume a zonal jet or it is generated
via external forcing. Furthermore, the deep planetary
convection, which might be the fundamental driving force
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2behind the zonal jets, has not been modelled in the ear-
lier studies of hexagon formation. A model of how highly
non-linear fluid turbulence self-organises and gives rise to
zonal jets with geometrical shapes is lacking.
The situation is rather different if we take a broader
perspective of the Saturn’s atmospheric dynamics. The
planetary scale alternating zonal jets on Saturn have been
studied in great detail and have been generated in a com-
pletely spontaneous and self-consistent manner in mod-
els incorporating fluid turbulence. Here, two schools of
thoughts have developed: on one hand, the alternating
jets on gas giant planets are ‘shallow’, existing above 10
bars or so [15–17]; on the other hand, zonal jets are
‘deep’, extending to tens of thousands of bars [18–22].
In this regard, exciting developments were made recently
shortly before Cassini took its final plunge into Saturn
(the ‘Cassini Grand Finale’): the interpretation of the
gravity harmonics from the final Cassini orbit hints at
Saturnian zonal jets retaining their strength down to at
least 100,000 bars [23], strongly suggestive of the deep
jets scenario.
The recent Cassini results and the fact that the
hexagon has remained stable for the last 40 years or so
(unperturbed by the solar radiation forcing through Sat-
urn’s year) suggests that it might be a deep rooted fea-
ture as previously noted by Sa´nchez-Lavega et al. [11].
Following this line of reasoning, here we report a global
simulation where our primary aim is to simulate one of
the most basic phenomenon happening in the outer lay-
ers of Saturn, namely, deep turbulent compressible con-
vection in a rotating spherical shell. Several simulation
studies have been conducted in the past to investigate the
deep-convection driven atmospheric dynamics of gas and
ice giant planets. They have reproduced the equatorial
super-rotation [19–22], similar to Saturn and Jupiter, as
well as subrotation [24, 25], similar to the ice giants. Sev-
eral [26, 27] have also investigated the properties (number
of jets and their strength) of mid to high latitude alter-
nating zonal jets on Saturn and Jupiter. However, none
of these studies report Saturn-like polygonal jets.
II. METHOD
We assume that the Saturn’s interior consists of a deep
dynamo region, where strong magnetic fields are gener-
ated that inhibit strong zonal flows, and an outer ‘at-
mospheric’ layer where the electrical conductivity of the
fluid is low, allowing strong zonal flows. Here, we sim-
ulate hydrodynamic convection only in the outer layer.
We assume a spherical shell with inner radius ri fixed
at 0.9RS (where RS is Saturn’s radius) and the outer
radius ro at RS . The aspect ratio of the shell is then
defined as η = ri/ro which is 0.9 in this case. The shell
rotates with angular velocity Ω. We employ the widely
used anelastic approximation [28, 29] that allows den-
sity stratification in the fluid but filters out sound waves.
In this approximation, thermodynamic quantities are de-
composed as a static background and a small fluctuation
x˜(r)+x′(r, θ, φ). Here we assume a density-stratified hy-
drostatic and adiabatic reference state defined by
dT˜
dr
= − g
cp
(1)
where T˜ is reference state temperature, g is gravity, and
cp is specific heat at constant pressure; cp is assumed con-
stant. We assume an ideal gas fluid, giving a polytropic
equation of state where the background density and tem-
perature are related by ρ˜ = T˜m, where m (assumed to
be 2) is the polytropic index. Gravity is inversely pro-
portional to r2 (r being the radius) which assumes most
of the planetary mass is below 0.9RS [30, 31]. We refer
the reader to Jones and Kuzanyan [30] for a more de-
tailed discussion about the anelastic equations used in
the planetary deep-convection community.
A. Anelastic Equations
The non-dimensional evolution equation for velocity is:
∂u
∂t
+ u · ∇u+ 2 zˆ × u = −∇p
ρ˜
+
RaE2
Pr
r2o
r2
s rˆ +
E
ρ˜
∇ · S,
(2)
where p is pressure, u is velocity, s is entropy, zˆ and rˆ
are rotation and radial unit vectors respectively,
Sij = 2ρ˜
(
eij − 1
3
δij∇ · u
)
(3)
is the traceless rate-of-strain tensor with δij being the
identity matrix and
eij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (4)
The entropy is governed by
ρ˜T˜E
(
∂s
∂t
+ u · ∇s
)
=
E2
Pr
∇ · (ρ˜T˜∇s) + Pr co (1− η)
Ra
Qν ,
(5)
where
co = 2
e
Nρ
m − 1
1− η2 (6)
with Nρ = ln(ρ˜(ri)/ρ˜(ro)). The viscous heating contri-
bution is given by
Qν = 2ρ˜
[
eijeji − 1
3
(∇ · u)2
]
. (7)
The anelastic approximation also demands that
∇ · (ρ˜u) = 0. (8)
3FIG. 1. Panel A shows the azimuthally-averaged zonal flow on the outer boundary of the simulation (left axis) and for Saturn
(right axis). Panel B shows the azimuthally-averaged zonal flow on a meridional plane. The simulation data is time-averaged
over a few rotations of the shell. The zonal velocity magnitude is given in terms of the Rossby number defined here as u/(Ωro),
where u is velocity, Ω is shell rotation rate, and ro is outer radius of the shell. The Rossby number for Saturn is calculated using
the observed cloud level zonal flow velocities, Saturn’s mean radius 5.8232 × 107 meters, and the rotation period 1.64 × 10−4
rad/s in System IIIw [6].
The above equations have been non-dimensionalized
using the shell thickness ro − ri as the length scale, the
inverse rotation rate as the time scale, the entropy con-
trast ∆s between top and bottom as the entropy scale,
and density and temperature at top boundary as the den-
sity and temperature scales.
Several fundamental control parameters determine the
behavior of the above set of equations: the Ekman num-
ber E = ν/(Ωd2), the Prandtl number Pr = ν/κ, and the
Rayleigh number Ra = god
3∆s/(cpκν), where ν is vis-
cosity, κ is the thermal diffusivity, go is gravity at ro. We
assume viscosity and thermal diffusivity to be constant
throughout the shell.
B. Simulation Code
The hydrodynamic anelastic system of equations
are solved using the open-source ‘MagIC’ code
(https://magic-sph.github.io/) which has been ex-
tensively benchmarked against other community codes
[32]. It uses a toroidal-poloidal decomposition to main-
tain strict divergenceless condition where needed, for ex-
ample, mass flux is given by
ρ˜u = ∇× (∇×Wrˆ) +∇×Xrˆ,
where W and X are scalar potentials. The code is
pseudo-spectral in nature and uses spherical harmonic
functions horizontally and Chebyshev polynomials radi-
ally. The code utilizes the open-source library SHTns
[33] to perform spherical harmonic transforms. The
system of equations is time-advanced using an explicit
second-order Adams-Bashforth scheme for Coriolis and
non-linear terms and an implicit Crank-Nicolson scheme
for the rest of the terms [34].
C. Control Parameters
In this paper, we analyze and report results from one
simulation case that acts as a proof-of-concept. The con-
stant non-dimensional control parameters for this case
are E = 10−5, Pr = 0.1, Ra = 2.3 × 108. We span five
density scale heights in the simulation, giving a density
contrast of about 150 across the shell. The simulation
was performed on a grid with 160, 960, 1920 points in r,
θ, and φ directions, respectively; the latitude-longitude
grid has a maximum spherical harmonic degree of 640.
Due to the highly demanding nature of the simulation,
we could simulate it for about 0.1 viscous diffusion time
(about 1600 rotations), which is similar to earlier high-
resolution studies [21, 35]. Such a time span is likely not
enough to resolve all the available time scales in the sys-
tem. For instance, the strength and number of zonal jets
will evolve on a much longer viscous diffusion time [36].
However, the jet meanders and the corresponding vor-
tices (re)form and evolve on the much faster convective
turnover time. Furthermore, except for a slow change
in the overall zonal flow energy, the kinetic energy also
quickly settles to a statistically stationary state. These
indicators suggest that the simulation results we discuss
4FIG. 2. Orthographic view of flow stream lines on a spherical surface at radius 0.95ro, as viewed from a north pole vantage
point. The stream lines were generated by randomly placing 4000 massless seed particles in the northern hemisphere and
then tracing their trajectories governed by the local horizontal flow. The streamlines help us to visualize the instantaneous
velocity structures. Since there are only a finite number of tracer particles, some of the regions on the spherical surface remain
untraced. We fill this empty region with white color for clarity. The color of each streamline represents the magnitude of the
local horizontal flow velocity in Rossby number. The 30 degree and 60 degree north latitudes are highlighted in the plot using
white circles. The red arrows indicated the general flow direction of the stream lines.
below are robust and non-transient phenomenon.
Similar to Heimpel et al. [35] we employ hyperdiffusiv-
ity in which the viscosity becomes a function of spherical
harmonic degree after a certain cutoff. MagIC code im-
plements it by multiplying the following function to the
primary viscous diffusion operator:
d(`) = 1 +D
[
`+ 1− `hd
`max + 1− `hd
]β
(9)
where D defines the amplitude of the function, `max is
the maximum spherical harmonic degree utilized in the
simulation, `hd is the degree after which the hyperdiffu-
sion starts, and β defines the rise of the function for de-
grees higher than `hd. For our simulation, we use D = 5,
β = 5, `hd = 350.
The boundaries at ri and ro are impenetrable and
stress-free to the flow. Furthermore, the entropy is as-
sumed constant on each boundary.
III. RESULTS
As the simulation progresses, rotating turbulent con-
vection gradually builds up strong zonal flows. The gen-
erated zonal flow profile is shown in Fig. 1. With the
control parameters that we use, the simulation generates
a strong prograde jet, up to about 20 degrees from the
equator, which is followed by a strong retrograde jet in
the vicinity of the tangent cylinder (an imaginary cylin-
drical surface tangent to the inner boundary and aligned
with the rotation axis). Several more alternating jets
form at mid and high latitudes. These jets are by far the
most energetic component of the flow, carrying more than
10 times the energy contained in the meridional and ra-
dial flow components, which is a generic property of sim-
ulations with a low enough Ekman number and free slip
boundaries [24, 37]. The zonal jets in the simulation are
qualitatively as well as quantitatively (within a factor of
2) similar to the zonal jets observed on Saturn. Heimpel
and Aurnou [26] show that the zonal flow velocity and the
topographic β effect (i.e. changing axially-vertical fluid
column height with latitude) due to the spherical geom-
5FIG. 3. Zoomed in stream-line plots of the north polar regions of spherical surfaces at different depths: 0.95ro in A, 0.97ro
in B, 0.99ro in C, and 0.993ro in D. All panels show the simulation case presented in Figure 1 and 2. The figure highlights
the gradual emergence of large coherent vortices as well as more coherent jets with depth. Note that the full white circle,
representing a constant latitude, is located at 60 degree north of the equator in the local co-ordinates of each spherical surface.
The 60 degree north latitude is omitted in panel D for clarity. Due to less coherent flow structures at progressively shallower
depths (from panel A to D), flow stream lines become shorter and less surface filling, exposing more of the hypothetical white
surface that is shown for highlighting the coloured stream lines.
etry have a large impact on the width and number of
zonal jets in such simulations. The fact that the shell
thickness and the Rossby number of the zonal flows are
similar to the values on Saturn is likely responsible for
the good match of the simulation zonal flow profile with
the observations.
The zonal jets are largely invariant along the rotation
axis (despite a density drop of about 150 across the shell),
demonstrating the strong influence of the rotation on the
flow at these Rossby numbers. The westward jets north
and south of the equator in the simulation are at a some-
what lower latitude than the corresponding jets on Sat-
urn. Noting that these jets usually form in the vicinity of
the tangent cylinder in such simulations [21, 31, 35], we
speculate that Saturn’s atmosphere might extend some-
what deeper than 0.9RS , thereby giving a tangent cylin-
der at a slightly higher latitude.
To reveal the various dynamical structures present in
6the simulation, in Fig. 2 we visualize a snapshot of the
simulation using flow stream lines on a spherical surface
at radius 0.95ro. The figure shows that the system dy-
namics is much richer than just zonal jets. Along with
the jets, there are well defined large-scale vortices at mid
and high latitudes. One large cyclonic vortex sits on the
pole, accompanied by three anti-cyclonic neighbors. An-
other set of smaller cyclonic vortices follows to the south
of these three anticyclones, followed by a strong east-
ward jet at about 60 degree north of the equator. In the
polar region, (anti)cyclones are arranged such that they
roughly define an eastward jet with a triangular pattern.
The pattern formed in the 60 degree north jet is one
with 9 edges. The other eastward jet visible close to 30
degrees north also contains a polygonal pattern but with
a higher wave number and less well defined edges than
the jet close to 60 degrees north. The generation of such
large scale structures by convection plumes – whose size
is similar to the wiggles in individual stream lines – shows
the presence of an efficient inverse cascade of energy from
small to large scales. As mentioned above, the number
and the widths of the zonal jets are likely determined
by the zonal flow strength and the topographic β effect
[26]. However, which system parameters control the size
and properties of the giant vortices remain unclear and
demand a broad control parameter study.
A view of the simulation from a midlatitude vantage
point (SI Appendix, Figure S1) reveals that broadly
speaking, circular jets dominate at low-latitudes, while
large vortices form and appear to induce polygonal
shapes in jets at mid and high latitudes. This is likely
driven by the topographical β effect, due to the spher-
ical shell geometry, which is stronger near the equator,
promoting strong axisymmetric jets, while, at higher lati-
tudes, the β-effect decreases and the system approaches a
rotating plane layer where the formation of giant vortices
is favored (e.g. see [15–17, 26, 38, 39]).
A remarkable property of the simulation is revealed
when we inspect the flow structure as a function of ra-
dius in Fig. 3 where stream lines are plotted on spher-
ical surfaces with different depths. As we look at shal-
lower depths, the flow morphology in high latitude re-
gions changes from smoother stream lines, polar storm,
polygonal jet, and coherent large vortices to one with
more irregular looking stream lines, a fainter polygonal
jet and a central cyclonic storm. We interpret this transi-
tion as follows. In density-stratified convection, shallower
and lighter fluid must overturn faster to respond to the
momentum of fluid parcels coming from deeper thicker
layers. This leads to a gradual increase in the mean ve-
locity with increasing radius (e.g. see [31, 40]). In the
current simulation, the mean velocity increases by a fac-
tor of 3 or more in shallower layers (SI Appendix, Figure
S2). Therefore, within one simulation, the Rossby num-
ber, which depends on the convective time scale (chang-
ing with radius) and the rotational time scale (staying
constant), changes with depth. This leads to a situation
where deeper layers with smaller Rossby number pro-
FIG. 4. The latitudinal velocity at 55 degrees north of equator
as a function of time.
mote more coherent vortices and jets, while shallower
layers with larger Rossby number favor more incoherent
convection [31]. This point is elucidated further by the
Figure S3 in the SI Appendix which shows regular stream
lines in the deep and chaotic ones at shallower depths in
a large vortex. Coexistence of both these regimes allow
a scenario where the deeper energetic zonal jets manage
to extend to the outermost layers, but the large vortices
with weaker flow and smaller energy get overpowered by
the shallower chaotic convection, and, therefore, loose
their identity. The central cyclone, which can be thought
of as a tiny zonal jet at the pole, survives since it carries
significantly stronger flows than other non-polar vortices.
A similar scenario can be imagined for Saturn where the
hexagonal shape of the jet is sustained by adjacent six
large vortices which are hidden by the more chaotic con-
vection in the shallower layers.
The southern hemisphere of the simulation also ex-
hibits similar flow structures (SI Appendix, Figure S4).
However, the precise arrangement is different from the
northern region. The polar cyclone is shifted away from
the pole and is pinched by two large surrounding anti-
cyclones. Here, too, a polygonal jet exists at around 60
degree south, albeit with polygonal edges only in a lim-
ited range of longitudes. Here we note the observation
of a similar ephemeral limited-longitude polygonal shape
observed by Cassini on Saturn’s eastward jet at about
60 degree south [41]. The polygonal edges are washed
out in the eastward jet close to 30 degrees south. This
demonstrates the rich dynamics created by the turbulent
fluid interactions. The strength and longitudinal extent
of polygonal shapes in the jet is dynamic and evolves (an-
imation showing evolution spanning about 90 rotations is
available at https://youtu.be/sfFhAfUT5sI) due to non-
linear interactions. The wavy pattern, as well as the
adjacent vortices, drift in the westward direction on the
60 degree north/south eastward jets. Figure 4 shows a
time evolution of the meridional flow at 55 degree north
7demonstrating a coherent drift of about -2 degrees per
rotation. Saturn’s hexagon, on the other hand, is much
more stable with -0.06 to 0.01 degree per day [2, 4]. The
eastward jet close to 30 degree north/south portrays sim-
ilar behavior; however, this jet has less pronounced and
short lived modulations. Since the vortices become less
favored at low latitudes, the low latitude jets can indeed
be expected to be less influenced by them.
The polygonal modulations in the zonal jets are sen-
sitive to the azimuthal length scale available. When we
restrict our simulation domain to only one quarter of the
0 – 360 degree longitudes, with periodic boundary condi-
tions on the edges, the polygonal patterns disappear and
only circular jets remain. Here, the azimuthal length
scale of the mid to high latitude zonal jets becomes simi-
lar to the length scale of the polygonal modulation. Such
conditions do not support the formation of wavy jets in
our setup. When we increased the size of the simulated
wedge to cover 0 – 180 degrees longitudes, the polygonal
jets appeared again. Furthermore, the polygonal jets are
also sensitive to the Rayeligh number of the simulation
which sets the mean Rossby number attained in the sim-
ulation. When we decreased the Rayleigh number from
2.3× 108 (used above) to 1.5× 108, the polygonal shapes
disappeared and only circular jets remained. When we
increased the Rayleigh number to 4.5×108 (simulated for
about 140 rotations due to computational constraints),
the number of polygonal edges decreased from 9 in the
case discussed above to 7 (SI Appendix, Figure S5). This
trend is similar to those found in earlier laboratory ex-
periment where the wavenumber of the modulation on
a zonal jet decreased as the Rossby number of the jet
increased [13, 14].
IV. DISCUSSION
Although the model does not capture every aspect of
the observations of Saturn, it is, however, the first to
produce polygonal zonal jets self-consistently in a deep
convection setup. The polygonal shapes form due to mid
to high latitude vortices pinching adjacent zonal jets (see
Marcus and Lee [42] for a similar interpretation). The
vortices, however, have much weaker flow (as compared
to jets) that gets masked by the more incoherent con-
vection at shallower layers, leaving only polygonal jets as
the prevalent flow profile. We find that simulating the en-
tire azimuthal extent of the shell is crucial for modelling
meandering jets, which explains why earlier models with
wedge simulation geometries did not produce such fea-
tures. The westward drift of the polygonal shapes was
faster (about -2 degree per rotation) than observations in
our reported case. However, this drift was significantly
lower (about -1.3 degree per rotation) in a simulation at
a higher Rayleigh/Rossby number (SI Appendix, Figure
S5). Therefore, it is conceivable that a simulation with
higher Rossby numbers than what we could achieve will
show polygonal jets with much weaker drifts. A more
detailed parameter study of the control parameter space
should be possible in future with increased computational
resources, which will help us narrow down the finer in-
gredients needed to produce more observations simulta-
neously in a single model.
Data Availability: The simulation input file that
can be used to reproduce the results is available here:
"https://doi.org/10.6084/m9.figshare.12110982.v1".
The simulation code used is open access and is available
here: "https://github.com/magic-sph/magic/".
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9Supplementary Fig. 1. Orthographic view from a northern mid-latitude vantage point of the simulation at the same instance
shown in Fig. 2 of the main paper.
Supplementary Fig. 2. Variation of the mean velocity (left axis) expressed in terms of the Rossby number and the normalized
fluid density (right axis) as a function of the normalized radius.
10
Supplementary Fig. 3. Orthographic plot showing gray colored stream lines with red flow vectors for the shallow flow and
green colored stream lines with gray flow vectors for deeper flow in a large vortex. The concentric shells show the simulation
boundaries.
Supplementary Fig. 4. Orthographic view from the south pole vantage point of the simulation at the same instance shown in
Fig. 2 of the main paper.
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Supplementary Fig. 5. The latitudinal velocity at 55 degrees north of equator as a function of time.
