Algoritmo de identificación de etiquetas en botellas de vino by Maudet, Santiago et al.
ASAI 2015, 16º Simposio Argentino de Inteligencia Artificial. 
Algoritmo de identiﬁcacio´n de etiquetas en
botellas de vino
Santiago F. Maudet1, Ande´s L. Di Donato1, Alfredo N. Campos1




Abstract. Los conceptos de visio´n artiﬁcial abarcan simples detecciones
de color y forma, hasta complejos algoritmos que detectan e identiﬁcan
objetos en ambientes adversos. En este trabajo se presentan los resulta-
dos concatenar seis algoritmos para deteccio´n e identiﬁcacio´n de etique-
tas de vino en estanterias. Se presentan la especiﬁcidad y sensibilidad
del algortimo.
Keywords: Visio´n Artiﬁcial - Reconocimiento de Patrones - Speeded-Up Robust
Features.
1 Introduccio´n
En las u´ltimas de´cadas, investigaciones relacionadas con procesamiento de ima´-
genes se centraron en el desarrollo de te´cnicas de visio´n artiﬁcial [1,2]. Gracias al
advenimiento de algoritmos ma´s eﬁcientes y al mayor poder computacional, e´stas
se emplean cada vez ma´s en a´reas como, entretenimiento, robo´tica, medicina, e
industria [3,4,5,6,7].
Para implementar algoritmos de visio´n artiﬁcial se utilizan me´todos compren-
didos entre ba´sicas segmentaciones de color, clasiﬁcacio´n de objetos, compara-
ciones, correlaciones, hasta algoritmos ma´s complejos como, redes neuronales
y algoritmos gene´ticos. Te´cnicas como, segmentacio´n e identiﬁcacio´n de objetos
por color o forma son utilizadas cuando se desea detectar objetos sencillos, donde
no existe demasiada diversidad de colores en la imagen y el entorno es controlado.
E´stas requieren tiempo de implementacio´n acotados y segu´n el caso, bajo costo
computacional. En cambio, si se desea realizar una deteccio´n e identiﬁcacio´n en
ima´genes cuyo entorno y objeto son complejos, los me´todos mencionados ante-
riormente resultan insuﬁcientes [8]. Este tipo de metodolog´ıas ma´s avanzadas
conllevan a un costo computacional y tiempo de desarrollo mayor.
Existen aplicaciones de visio´n artiﬁcial en control de stock y de calidad referi-
das a procesos productivos. Las ventajas que proveen son: automatizacio´n, eje-
cucio´n en tiempo real, te´cnicas no invasivas y de simple implementacio´n referidas
a equipamiento [9][10][11][12].
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En este trabajo se presenta un algoritmo de deteccio´n e identiﬁcacio´n de
etiquetas de botellas de vino, cuyo objetivo es el ca´lculo del facing share de las
estanterias de supermercado. Este indicador representa el espacio ocupado por
una marca de vino en el espacio total de la estanter´ıa. Este ca´lculo es relevante
para los proveedores de productos ya que se pretende validar si el espacio de
muestra en estanter´ıa correponde con lo acordado. Este algoritmo sera´ utilizado
por el repositor, el cual toma una foto de la estanteria utilizando un smartphone,
esa imagen se env´ıa a un servidor, se analiza con el algoritmo y se env´ıa el
resultado al repositor, indicando si la cantidad de botellas colocadas corresponde
con el facing share comprometido. Para la deteccio´n se utilizan ﬁltros por color,
relacio´n de aspecto y correlacio´n. Finalmente para la identiﬁcacio´n se emplea el
algoritmo SURF (Speeded-Up Robust Features).
2 Materiales Y Metodolog´ıa
2.1 Materiales
Las ima´genes utilizadas en este trabajo se obtuvieron con una ca´mara Sony
Cyber-shot Modelo DSCW610 de 14.1 MP y un celular Samsung Galaxy Note
3, ca´mara de 13MP, con resolucio´n 4320x3240 pixeles y 4128x3096 pixeles re-
spectivamente. Ambas en formato color RGB de 8 bits por canal. La ima´gen a
utilizar no debe tener brillo saturado y el contraste debe permitir apreciar los
detalles de las etiquetas (Fig. 1). La distancia ca´mara / objeto se establecio´ entre
0,5 metros hasta 1 metro. En cuanto a la inclinacio´n de la ca´mara respecto de
las botellas se considero´ una direccio´n de -45 a 45 grados en YZ y -45 a 45 en
XY.
Los botellas de vino utilizadas como patro´n fueron las siguentes: Dada´, Mar-
cus, Norton Bonarda, Norton Cla´sico 2011, San Huberto y Santa Ana. Cada
patro´n fue comparado con un set de 138 ima´genes.
Fig. 1. Imagen de Estante Original




El procedimiento de deteccio´n, identiﬁcacio´n y conteo de las etiquetas de vino
se implemento´ siguiendo una secuencia de seis etapas. En primera instancia
se realizo´ una segmentacio´n de la imagen original segu´n los estantes presentes
en la misma. Luego, se procedio´ a detectar los sectores blancos en las ima´genes
obtenidas. E´stos fueron catalogados como candidatos. E´ste criterio evito´ analizar
la imagen completa en etapas posteriores. Las metodolog´ıas citadas a contin-
uacio´n se aplican a cada objeto obtenido.
Obtencio´n de Patrones El patro´n es una imagen donde solo esta´ presente la
etiqueta de vino. Para obtener dicha imagen se tomo´ la fotograf´ıa de la botella
en solitario a una distancia e inclinacio´n ca´mara / objeto que no supere los
rangos establecidos en las secciones anteriores. Luego se utilizo´ el algoritmo
para detectar el sector perteneciente a la etiqueta, extraerla y almacenarla como
patro´n (Fig. 2).
Fig. 2. Imagen Patro´n : Norton Bonarda
Deteccio´n de estanter´ıas Una vez obtenida la imagen original se procede a
segmentar la misma en una cantidad de ima´genes que concuerda con el nu´mero
de estantes presentes. Este procedimiento fue realizado utilizando deteccio´n de
bordes y transformada de Hough. Esta metodolog´ıa permite obtener las coor-
denadas de las rectas horizontales correspondientes a los l´ımites de los estantes.
Esto se realizo´ para acotar el sector de ana´lisis en etapas posteriores.
Deteccio´n de etiquetas Una vez ﬁnalizada la etapa anterior se detectan los
objetos candidatos en cada una de las ima´genes segmentadas. Esto se realiza
implementando un ﬁltro por color (Este trabajo so´lo contempla la deteccio´n de
etiquetas con fondo blanco).
44 JAIIO - ASAI 2015 - ISSN: 2451-7585 75
ASAI 2015, 16º Simposio Argentino de Inteligencia Artificial. 
4
Los sectores blancos cuya a´rea no supera los 10000 pixeles (emp´ırico) no son
considerados. Luego se procede a catalogar e identiﬁcar cada uno de los obje-
tos presentes utilizando caracter´ısticas como, a´rea, per´ımetro, centro de masa y
contornos.
Identiﬁcacio´n de etiquetas Para realizar la identiﬁcacio´n de las etiquetas
se emplearon tres metodolog´ıas diferentes: relacio´n de aspecto, correlacio´n 2D
y algoritmo SURF. Relacio´n de aspecto y correlacio´n se utilizan para detectar
diferencias importantes entre el patro´n y el sector bajo ana´lisis. Si se supera el
l´ımite establecido para ambas metodolog´ıas se considera comparacio´n satisfacto-
ria. En cuyo caso se aplica la metodolog´ıa SURF que si bien es la que determina
la correspondencia, es la que ma´s recursos computacionales utiliza. Motivo por
el cual la correlacio´n y relacio´n de aspecto son aplicados como ﬁltros iniciales.
La relacio´n de aspecto implementada tiene como objetivo comparar el taman˜o
(ancho y alto) del patro´n y del objeto bajo ana´lisis. Se utiliza debido a que en
ciertas situaciones los sectores blancos detectados tienen dimensiones mayores








donde, ptnWidth y ptnHeight representan el ancho y alto del patro´n respec-
tivamente, imgWidth y imgHeight representan el ancho y alto del objeto bajo
ana´lisis. Una vez obtenido el resultado, si e´ste es menor que el umbral de 0.20
(emp´ırico) se considera posible positivo. Si no es as´ı, se descarta el objeto.
Los objetos que cumplen la condicio´n de relacio´n de aspecto fueron com-

















Donde r es el coeﬁciente de correlacio´n, Amn el pixelmn del objeto a analizar,
A la media de la matriz correspondiente a la imagen del objeto bajo ana´lisis ,
Bmn el pixel mn del patro´n y B la media de la matriz correspondiente a la
imagen patro´n.
Si este coeﬁciente supera el umbral de 0.4 (emp´ırico) se procede a ejecutar
la u´ltima etapa del algoritmo, en caso contrario se descarta el objeto.
SURF, u´ltimo algoritmo aplicado, permite obtener una representacio´n detal-
lada de la imagen basada en puntos de intere´s de la misma . Esta metodolog´ıa
tiene como premisa encontrar caracter´ısticas particulares entre dos ima´genes
como gradientes de orientacio´n de bordes, entre otros. Esto sin importar el es-
calado, rotacio´n e iluminacio´n, ya que hace hincapie´ en puntos espec´ıﬁcos que
representan al objeto. Se observa que la curvatura de la botella no es corregida
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en el patro´n ni los objetos detectados, esto se debe a que el algoritmo contempla
caracter´ısticas de la etiqueta, tales como, tipograf´ıa y ﬁguras.
El algoritmo SURF consta de seis etapas de procesamiento: aproximacio´n del
laplaciano del gaussiano, bu´squeda de puntos de intere´s, eliminacio´n de puntos
espurios, obtencio´n de gradientes de orientacio´n, generacio´n de las caracter´ısticas
SURF [13]. Estas u´ltimas son las coincidencias que existen entre las dos ima´genes
comparadas. En el algoritmo presentado, si la cantidad de caracter´ısticas SURF
supera el umbral de 20 (emp´ırico), la imagen analizada es considerada como
comparacio´n positiva (Fig. 3).
Fig. 3. Resultado SURF - Imagen Patron (Izquierda) - Objeto bajo Analisis (Derecha)
3 Resultados y Discusio´n
A continuacio´n se presentan los resultados obtenidos de la ejecucio´n del algo-
ritmo utilizando los seis patrones mencionados (Tabla 1). Se analizo´ la Sensibil-
idad (Capacidad de identiﬁcar positivos) y especiﬁcidad (Capacidad de rechazo
de negativos) del algoritmo. Este ana´lisis es presentado para cada patro´n en
particular y general, es decir, contemplando todos los casos.
Los resultados de la deteccio´n son satisfactorios. En cuanto a la identiﬁcacio´n,
se observa que la especiﬁcidad del algoritmo es alta, con un resultado similar en
todos los patrones utilizados. El algoritmo tiene un comportamiento bueno en
referencia al rechazo de falsos. En cambio si se analizan los resultados de sensi-
bilidad, se observan valores muy dispares. Estos falsos positivos son aceptados
en mayor o menor medida segu´n el patro´n utilizado. E´stas diferencias se deben
a la similitud que existe en las tipograf´ıas de las etiquetas o la baja cantidad de
detalles gra´ﬁcos que presentan los mismas. Por ejemplo, el patro´n Marcus con-
tiene la mayor cantidad de detalles gra´ﬁcos de todos los patrones presentados,
debido a eso la sensibilidad obtenida en el algoritmo es del 100%. Contiene los
suﬁcientes detalles para diferenciarse de los dema´s en todas las comparaciones
realizadas. En cuanto a Norton Bonarda y Norton cla´sico, cuentan con etiquetas
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muy similares. Especialmente, el logotipo de la marca Norton, que es ide´ntico
en ambas botellas. Esto genera falsos positivos al comparar ambos patrones.
Table 1. Resultados Obtenidos
Condicion Verdadera
Vino Marca Resultado Positivo Negativo Total Sensibilidad Especiﬁcidad
Dada´
Positivo 6 4 10
40% 96,74%
Negativo 9 119 128
Total 15 123 138
Marcus
Positivo 5 6 11
100% 95,48%
Negativo 0 127 127
Total 5 133 138
Norton Bonarda
Positivo 12 14 26
54,54% 87,93%
Negativo 10 102 112
Total 22 116 138
Norton Cla´sico
Positivo 4 11 15
50,00% 91,53%
Negativo 4 119 123
Total 8 130 138
San Huberto
Positivo 3 14 17
37,50% 89,23%
Negativo 5 116 121
Total 8 130 138
Santa Ana
Positivo 8 7 15
61,53% 94,4%
Negativo 5 118 123
Total 13 125 138
Resultado
General
Positivo 38 56 94
53,52% 92,60%
Negativo 33 701 734
Total 71 757 828
4 Conclusiones
Los resultados demuestran que el algoritmo es susceptible a cambios mı´nimos
entre etiquetas diferentes y contempla una tendencia a aumentar su susceptibil-
idad a medida que se incrementan los detalles en las mismas. En referencia al
rechazo de falsos el algoritmo se considera robusto. Como trabajo a futuro se
pretenten aplicar otras te´cnicas como shape context para mejorar las metricas
obtenidas.
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