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Cyber-physical production systems (CPPS) integrate physical
and computational resources due to increasingly available sensors
and processing power. This enables the usage of data, to create
additional benefit, such as condition monitoring or optimization.
These capabilities can lead to cognition, such that the system is
able to adapt independently to changing circumstances by learn-
ing from additional sensors information. Developing a reference
architecture for the design of CPPS and standardization of ma-
chines and software interfaces is crucial to enable compatibility of
data usage between different machine models and vendors. This
paper analysis existing reference architecture regarding their
cognitive abilities, based on requirements that are derived from
three different use cases. The results from the evaluation of the
reference architectures, which include two instances that stem
from the field of cognitive science, reveal a gap in the applicability
of the architectures regarding the generalizability and the level
of abstraction. While reference architectures from the field of
automation are suitable to address use case specific requirements,
and do not address the general requirements, especially w.r.t.
adaptability, the examples from the field of cognitive science are
well usable to reach a high level of adaption and cognition. It is
desirable to merge advantages of both classes of architectures to
address challenges in the field of CPPS in Industrie 4.0.
Index Terms—Reference Architecture, Cognition, Industrie 4.0
I. INTRODUCTION
”Cyber-Physical Systems (CPS) are integrations of com-
putation with physical processes” [1]. If a CPS is used in
a production setting it is called a cyber-physical production
system (CPPS) [2]. CPPS integrate physical and computational
resources deeper than it was possible before because of
increasingly available sensors and processing power, which
is a part of ”Industrie 4.0” (I4.0). I4.0 enables new insights
into processes and the life-cycle of assets used in production.
Within companies the shop floor and the office floor can
work together in a more efficient manner. For example new
high priority orders can be added to the production, which
dynamically updates the plans to fulfill all orders in time.
Additionally integration of information systems could help to
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include suppliers and subcontractors better into the business
processes of a company. The new level of integration creates
the need to unify the efforts of all industries related to
I4.0, e.g., mechanical engineering, electrical engineering and
IT. Whenever different fields work together it is important
to create commonly accepted definitions and standards to
make collaboration easy and efficient. Therefore developing
a reference architecture for the design of CPPS and standard-
ization of machine and software interfaces is crucial to enable
compatibility between different machine models and vendors
(see also [3]). In contrast to this only 14% of executives believe
that their organization is prepared for I4.0 and able to realise
the additional potential [4]. Executives and workers alike need
assistance to implement necessary changes in order to benefit
from further developments. This assistance can be given by
a reference architecture, which defines and specifies common
features and provides a guideline for software engineers to
design a CPPS. They ensure compatibility of components and
efficient software development for CPPS. To fully utilize the
potential of a CPPS in the context of I4.0 the systems need
cognitive abilities. A cognitive CPPS is able to learn from
the additional information collected from sensors and adjust
independently to changing circumstances. The system contains
abilities like learning, planning and decision making to adapt
to new situations such as production planning based on a new
order, failure of a module but also optimizing production and
detecting anomalies before any component malfunctions. So
ultimately a cognitive reference architecture for CPPS should
be constructed.
A set of different use cases has been analyzed in order to
collect real-world demands towards a reference architecture.
Comparing the different use cases reveals an intersection of
requirements that can be generalized into a reference architec-
ture. Researchers and organizations proposed several reference
architectures to design CPPS, e.g., Reference Architecture
Model Industrie 4.0 (RAMI4.0), Industrial Internet Reference
Architecture (IIRA) and 5C. Additionally two architectures,
Soar and Adaptive-Control-of-Thought-Rational (ACT-R), that
stem from the field of cognitive sciences are presented as
cognitive abilities are also required. This paper will examine
those architectures regarding chosen CPPS use cases and
contribute in three ways:
(C1) Identify requirements of cognitive architectures
(C2) Evaluation of proposed reference architectures
(C3) Identify gaps in proposed reference architectures
To accomplish this, the next section introduces use cases
and highlights requirements towards a reference architecture.
Subsequently the selection of proposed reference architectures
is presented and evaluated against the derived requirements, in
Section IV. The resulting gap will be discussed in the closing
section.
II. USE CASES AND REQUIREMENTS
The following section introduces use cases which are used
to derive requirements towards a reference architecture. Those
requirements are subsequently condensed in Table I. An early
utilization of proposed reference architectures will highlight
benefits but also areas that still need improvements.
A. Diagnosis of Modular CPPS
The versatile production system (VPS) in the SmartFactory-
OWL is a demonstration plant of a CPPS. The VPS processes
corn in different modules and finally produces popcorn out
of it. It consists of the modules delivery, storage, quality
control, dosing and production. Modules have compatible
interfaces, which allow different hardware configurations to
enable adaptive production. It is also possible the extend the
system with new modules, which might be unknown during
the engineering phase of the initial modules. Therefore it
is a self-diagnosis use case which implements a diagnosis
system, such as [5], to detect anomalies independently of
the current configuration, determine the root-cause and stop
the faulty modules to prevent additional damage. All this,
should be performed by artificial intelligence algorithms. This
is an example of value-based services, sub scenario Condition
Monitoring Services from the Plattform Industrie 4.0 [6], but
the self-reaction of the CPPS goes beyond that use case. Due
to the versatile combination possibilities, no diagnosis system
is implemented in the VPS, since approaches known today
cannot handle these versatile systems efficiently. Therefore,
data driven approaches can be an efficient method for anomaly
detection, as it is done in [7]. These methods provide a huge
potential, but their implementation is difficult, because there
are no common interfaces and thus it has to be adapted for
every specific application with a certain effort. The architecture
must address the following requirements:
(R-A.1) Data acquisition via Open Platform Communications
Unified Architecture (OPC UA) server and Modbus.
(R-A.2) Store data to collect all lifecycle information, such as
process data and models of the CPPS.
(R-A.3) Perform a preprocessing to handle missing values,
normalize data or adapt the format.
(R-A.4) Learn diagnosis models that enable diagnosis with
few learning data sets for online and offline learning.
(R-A.5) Provide a diagnosis algorithm that performs diagnosis
in less that 100 ms.
(R-A.6) Decision making whether or not a response is re-
quired and choosing an action.
(R-A.7) Access the controller to perform the chosen action
and thus prevent further damage.
B. Energy Efficiency Optimization in Bakeries
Optimizing the usage of energy is an important task espe-
cially in industries with a high energy consumption. Consider
bakeries that consists of several chain stores of different types,
i.e., sale only, production only and stores combining both,
production and sale. Production devices, especially ovens, are
the major energy consumption devices. Ovens contain several
herds, which can be controlled individually. Planning an
optimal baking procedure with different products at different
temperatures is a crucial task w.r.t. energy efficiency, as idle
times for the herds and unnecessary cool-down times are to
avoid. Companies’ energy costs are not only calculated by
the consumption, also the maximum used power has to be
payed. Thus for companies it is beneficial to divide the energy
consumption over the day, instead of creating large peaks by,
e.g., turning on all devices at start of business. Thus a smart
start up schedule provides a significant contribution in cost
optimization. Furthermore the stores typically also have a large
divergence regarding the numbers of arriving customers at dif-
ferent times during day, and thus necessary stock of products.
Additionally to the monitoring of energy consumption, the
predicted amount of products to sell and the available stock
of products should be regarded. A smart integration of the
inventory and sale system enables the computation of accurate
decentralized models of product sales for a given time of each
day. Enabling information exchange between different models
can lead to a higher level of adaptability. The architecture must
address the following requirements:
(R-B.1) Highly distributed and heterogeneous systems.
(R-B.2) Store data, such that suitable historical data can be
used, e.g., for optimization.
(R-B.3) Preprocess data, e.g., treat missing data accordingly.
(R-B.4) Learn and update models of energy consumption.
(R-B.5) Provide a simulation to enable energy efficiency op-
timization and peak prevention.
(R-B.6) Provide guidance to employees by implementing an
appropriate human machine interface (HMI).
C. Process Control of Concrete Spreading Machines
A concrete spreading machine produces pre-cast concrete
components. The mold consists of a steel pallet, casing and
additional reinforcements. The machine pours concrete on the
steel pallet. Casing and reinforcements mounted on the steel
pallet determine the shape and properties of a component.
Controlling parameters for the process have to be set manually,
which is quite difficult and needs a lot of experience since
some parameters are hard to assess, e.g., the consistency of
concrete from an earlier cast mixed with fresh concrete. Ad-
ditionally changing parameters will not lead to an immediate
reaction as the concrete moves slowly. The goal of this use
case is to learn a model that is able to control the process
in order to optimize two conflicting goals: minimizing the
production time while maximizing the quality of the resulting
product. In order to implement a system that learns from
process data to control and optimize the production output
the following requirements towards an architecture emerge:
(R-C.1) Ingest sensor data and perform preprocessing to ex-
tract standardized process information.
(R-C.2) Store relevant information of the production process.
(R-C.3) Learn models from historical as well as current sensor
data to control the process and consider conflicting goals.
(R-C.4) Decision making in real-time or near-real-time to be
useful in a real-world production process.
(R-C.5) Verify results in a simulation before allowing the al-
gorithm to control an actual concrete spreading machine.
(R-C.6) Communicate with the machine in a standardized
format for compatibility with different models/vendors.
D. General Requirements
The aim of the cognitive reference architecture is to cover
versatile use cases within one architecture. Therefore imple-
mentations can be easily adapted to different use cases which
reduces engineering costs. In a specific use case, the adaption
might be the selection of a proper algorithm, based on the
user specification. The architecture must enable the users to
implement decision making and learning which decisions are
promising for which application. To achieve this, there are
some additional requirements that cannot be derived from the
single use cases, so there are some overall requirements:
(R-D.1) Receive declarative goals from the user.
(R-D.2) Specified interfaces are well defined.
(R-D.3) Strategies to select a suitable algorithm.
(R-D.4) The system learns from experiences.
(R-D.5) Thorough knowledge representation.
The user should be able to define goals easily. If the system
accepts declarative goals (R-D.1) it is possible to define a
goal as plain as ”optimize energy consumption”. Additionally
the user can specify additional constraints, such as limitation
of the response time. Furthermore the reference architecture
should possess well defined interfaces (R-D.2) with a thorough
description which information should be transferred to ensure
modular expandability. Re-usability and customization benefit
from such a modular structure and this will also enable
concepts such as software as a service. Additionally exchange
and purchase of services between vendors are possible. The
reference architecture needs a strategy to select an algorithm
(R-D.3) that is able to produce a feasible result under the
current conditions, such as volume of data, the required
response time or the type of problem to solve. A cognitive
architecture reflects upon the decision making and is able to
learn from past experiences (R-D.4) to increase processing
efficiency and outcome over time. Essentially what was the
right tool for a given job. To aid this decision making and to
model/store additionally learned knowledge it is required to
implement a suitable knowledge representation (R-D.5) that
represents information about machines and processes, newly
learned rules and domain knowledge from experts.
III. REFERENCE ARCHITECTURES
There are two different classes of architectures that are
related to this work, namely reference architectures from
the field of automation and cognitive architectures with a
background of cognitive sciences. We do not consider models
that are used to analyse the current state of a production,
e.g., ’Reifegradmodell Industrie 4.0’ [8]. The reference ar-
chitectures in automation present a generic structure for a
class of architectures that should help to design automation
systems. We chose some well known architectures, namely
the RAMI4.0, IIRA, and the 5C architecture. In comparison
to that, traditional cognitive architectures from the field of
cognitive sciences have been built to understand human cog-
nition. Such a cognitive architecture is defined in [9] as ’... is
a theory of the fixed mechanism and structures that underlie
human cognition.’ We introduce the Soar and the ACT-R
architectures, from this field. In automation, the word cognitive
is used on a higher level than in cognitive sciences.A cognitive
architecture in automation adapts the process independently to
new situations, such as creating an adjusted production plan, if
a module breaks. This does not contradict the definition above,
as it may not require to understand human cognition to solve
a high-level goal in automation.
A. Reference Architecture Model Industrie 4.0 (RAMI4.0)
In 2013 the three German associations Bitkom, VDMA
and ZVEI founded the ”Plattform Industrie 4.0” to merge the
different interests and requirements of electrical engineering,
mechanical engineering and information technology towards a
joint model for Industrie 4.0. The resulting reference architec-
ture model, shown in Fig. 1, was published in 2015 [3] [10].
The model consists of three dimensions to depict the essential
aspects:
• Layers: The six layers are based on the Smart Grid
Architecture Model [11] and have been customized to
Fig. 1. Reference Architecture Model Industrie 4.0 (RAMI4.0). [10]
fit I4.0 requirements. The layers depict the digital rep-
resentation of an asset, for example a machine. The
digital representation includes the asset specification but
also a description of functional and communication be-
haviour. The complexity of the layers increases up to the
Functional and Business layer. Those provide a runtime
and orchestrate the services that support the business
processes. The layers are loosely coupled and events and
data are meant to be exchanged within a layer or between
neighboring layers [10].
• Life Cycle & Value Stream: The horizontal axis repre-
sents the life cycle of plants and products in the I4.0
environment on the basis of IEC 62890 and distinguishes
types and instances. [10].
• Hierarchy Levels: This dimension classifies assets regard-
ing their I4.0 functionality and responsibilities within
a production plant. The classification is based on IEC
62264 and IEC 61512 and extends the automatization
pyramid, introducing the additional levels product and
connected world to fulfill the new requirements [3].
Therefore RAMI4.0 can be used to classify machines and
components of a CPPS and provides a standardized approach
for the design of I4.0 machines. This intention was reaffirmed
when in the same publication also the first related model was
presented. The ”Industrie 4.0 Component” contains communi-
cation functionality and an administrative shell [10] [12]. Such
an I4.0 component could be an entire production system, a
single machine or even just a module of a machine. Current
assets can be upgraded to I4.0 components as the additional
functionality may be provided by an external system.
B. Industrial Internet Reference Architecture
The Industrial Internet Consortium (IIC) introduced its
Industrial Internet Reference Architecture (IIRA) in 2015 and
updated to version 1.8 in 2017 as a standards-based architec-
tural template and methodology to enable Industrial Internet of
Things (IIoT) System architects to design their systems based
on a common framework and concepts [13]. Figure 2 depicts
Fig. 2. Industrial Internet Reference Architecture. [13]
its three dimensions, comparable to the RAMI4.0.
• Viewpoints: As a result of analyzing various IIoT use
cases, e.g. developed by the IIC, relevant stakeholders and
their concerns are defined and associated to four view-
points (business, usage, functional and implementation)
• Lifecycle Process: The IIRA is not a description of a
system lifecycle process, which varies from one industrial
sector to another. It is a tool for system conceptualization
that highlights important system concerns that may affect
lifecycle process. Through its viewpoints it provides
guidance to system lifecycle processes from IIoT system
conception, to design and implementation.
• Industrial Sectors: The related stakeholders in each view-
points must regard the affected industrial sectors, to
gather and describe the specific concerns resulting in the
unique system requirements.
The IIRA summarizes common concerns from different per-
spectives of the stakeholders gathered from lots of use cases
and projects, and therefore represents an high level of abstrac-
tion. A central idea of the IIRA is the need to network larger
systems and establish control over hierarchies of machines.
Therefore this architecture seems well suited for Industrial
Control Systems (ICS). Accordingly, typical IIoT systems
are decomposed into five functional, interconnected, domains
(control, operations, information, application, business). The
IIRA is meant as an iterative top-down process to describe
and develop architectural concerns on each viewpoint by their
stakeholders. The results of one viewpoint serve as a guideline
and impose requirements on the viewpoint below, while dis-
cussing the concerns in a subsequent viewpoint may validate
or cause a revision of the decisions in the viewpoint(s) above.
System architects may use and extend the architectural results
of the implementation viewpoint as a basis for a concrete
system architecture. For this purpose the IIRA describes some
suitable architecture patterns, mainly based on the three-tier
architecture pattern.
C. 5C-Architecture
The 5C architecture is introduced by Lee et al. in [14]
and focuses on Industrie 4.0 based manufacturing systems.
5C stands for the five levels: connection, conversion, cyber,
cognition and configuration. The architecture should be a
guideline how to reach the goal of cognition (here called
self-x) starting by the initial data acquisition. So, this archi-
tecture aims to provide cognitive functions to the CPS. The
architecture is presented in Fig. 3. On smart connection level,
data from versatile sources, such as sensors, controllers, MES,
or ERP, are acquired by a central server. Moreover, features,
such as sensor signals, are selected on this level. The data-
to-information level uses algorithms to process the data and
generate information, such as health values or remaining useful
life. So typically machine learning techniques are implemented
on this level. The information from many machines are gath-
ered in the cyber level, which acts as central information hub.
It can be used to compare machines, make predictions, or
Fig. 3. 5C architecture for implementation of Cyber-Physical System. [14]
get more insights of a machine through a combination of
information or by using historical information. The cognition
level provides deeper insights, especially to the user, which
gets comparative information as well as information about
single machines. In the initial publication [14] it seems to
be a human-machine-interface, whereas in later publication
such as [15] the decision making is in the focus of this
layer, which makes actually sense. It can be used e.g. to
optimize the maintenance by prioritizing the tasks, or logistic
planning [15]. Configuration level is the most upper level,
which provides feedback from the cyber space to the physical
space and is a supervisory control that is needed for self-
configuration and self-adaption. In particular, it can be used
for optimization or to increase the product quality.
D. Soar
The development of Soar was motivated by exploring the
requirements for general intelligence, based on the human
cognition theory. The first version was created in 1982 as Soar
1 by John E. Laird, Allen Newell and Paul S. Rosenbloom,
but to roots of Soar go back until 1956 [16]. The cognition
theory evolved over time until current version Soar 9, which is
available for free and still an active field of research [17]. Soar
became a complex architecture since many new features have
been added. This introduction focuses only on the most basic
components and the basic functions. The memory of Soar is
divided into a long-term memory and a working memory, see
Fig. 4. The working memory consists of objects that represent
states, whereas the long-term memory consists of a procedural
memory, semantic memory and episodic memory. To perform
a task, there is an initial state, a destination state, a problem
space and operators that can be applied to change the states.
Production rules from the procedural memory are used to sug-
gest an operator with certain preferences that can be applied.
A distinct operator is applied to the state. This sequence is
repeated until the destination state has been reached. If no
distinct operator could be identified (called impasse), a subgoal
Fig. 4. Simplified structure with focus on memories of Soar 9. [9]
is created, which is solved by trial and error. Impasses are
caused by a lack of knowledge. If an impasse is solved once,
chunking is used to preserve the knowledge by creating new
production rules, to not run into the same impasse again.
E. ACT-R
In the Adaptive-Control-of-Thought-Rational (ACT-R) the-
ory [18], cognition is the result of an interaction of procedural
and declarative knowledge. Procedural knowledge is repre-
sented in units called production rules, which mainly consists
of a goal, actions and conditions. Declarative knowledge is
represented in terms of chunks. The high level of connection
between both becomes clear, as the state as well as the actions
of production rules are stored as declarative knowledge. An-
derson’s fundamental idea behind this theory is, that to reach
cognition and intelligence: ”The whole is no more than the
sum of its parts, but it has a lot of parts” [18]. Anderson
states, that intelligence is the result of gathering and tuning
many small units of knowledge. The main questions in focus
of the ACT-R research are the following:
• How are these units of knowledge represented?
• How are they acquired?
• How are they deployed in cognition?
The visual and aural interfaces to the external world are
responsible to create declarative knowledge chunks by ap-
propriate encoding of the environment. Manual and vocal
functionality connected to the external world provide the
ability to perform actions to the environment, e.g., steering
moves in a car driving situation or using a computer keyboard
to enter a solution for a math equation. The potentially large
amount of knowledge gathered during the application of and
required for cognition is only partly activated when a task
occurs, according to its context and its prior success. This
allows efficient access even if the amount of data gathered is
quite large.
IV. EVALUATION
To evaluate the existing architectures, we derived require-
ments from the use cases that are described in section II.
Additionally, we identified some general requirements, which
cannot be derived from a single use case. We merged similar
requirements an present the overall requirements in Table I.
The table represents a running number, the source of the
requirements, i.e. where they are derived from, and a short
description. In this section, we compare the architectures
scopes and the overall requirements. After a broad overview,
we describe the evaluation results for all architectures in
detail. Finally, we make a conclusion and identify the gap
for cognitive architectures in CPPS.
A. Overall Evaluation
We represent the evaluation results in Table II. Every re-
quirement is in a single row, whereas the five reviewed
architectures are each in a column. A ’-’ is used to indicate
that the requirement is not addressed by the architecture,
a ’O’ means that it is not sufficiently addressed, e.g. there
may be some additional effort needed or it is not completely
fulfilled, and a ’X’ indicates that the architecture fulfills the
requirement. Please keep in mind that the evaluation is not
absolute and might look different, if it is e.g., performed
in different use cases or in a different context than CPPS.
First of all, no reviewed architecture fulfills all requirements.
The automation architectures fit well, even though several
requirements are unfulfilled. Especially, requirement R.2 is not
properly fulfilled by any architecture. Just RAMI4.0 and IIRA
cover this issue very roughly. Requirements R.3 is also only
partially fulfilled by two architectures, but this depends on
the inserted model, so this issue can be satisfied. Another
interesting point is that the automation architectures fulfill
similar requirements, whereas the cognitive architectures fulfill
similar requirements, but those are completely different from
the automation architectures. There is obviously a gap of
cognitive aspects in automation architectures, but cognitive
architectures as known today are not suitable to fill this gap.
The boundary between both classes of architectures is between
R.5 and R.6, which is also the boundary between use case
TABLE I
CONSOLIDATION OF REQUIREMENTS DERIVED IN SECTION II FOR A
COGNITIVE ARCHITECTURE IN AUTOMATION.
Result Source Description
R.1 R-D.1 Receive declarative goals from the user
R.2 R-D.2 Specified interfaces are well defined
R.3 R-D.3 Strategies to select a suitable algorithm
R.4 R-D.4 The system learns from experiences
R.5 R-D.5 Thorough knowledge representation
R.6 R-A.1, R-B.1, R-C.1 Acquire data from distributed system
R.7 R-A.2, R-B.2, R-C.2 Store and manage acquired process
data and models
R.8 R-A.3, R-B.3, R-C.1 Perform preprocessing
R.9 R-A.4, R-B.4, R-C.3 Learn a model from data, might be time
and resource limited
R.10 R-A.5, R-B.5, R-C.5 Perform a model analysis which might
have a limited response time
R.11 R-B.6 Interaction with the user (HMI)
R.12 R-A.6, R-C.4 Decision making, e.g. sent new param-
eters to the controller
R.13 R-A.7, R-C.6 Apply the action on the controller
TABLE II
EVALUATION RESULTS FOR THE ARCHITECTURES. REQUIREMENT
ADDRESSED: X, NOT ADDRESSED: - , NOT SUFFICIENTLY ADDRESSED: O
Requirement RAMI4.0 IIRA 5C SOAR ACT-R
R.1 - - - X X
R.2 O O - - -
R.3 - - - O O
R.4 - - - X X
R.5 X - - X X
R.6 X X X - -
R.7 X X O - -
R.8 X X O - -
R.9 O X X - -
R.10 O X X - -
R.11 X O - - -
R.12 O X X X X
R.13 - X X X X
specific and the general requirements. So, the automation
architectures are suitable for the use case requirements. But
obviously, there are some more requirements to construct a
cognitive architecture that are not addressed until now.
B. Reference Architecture Model Industrie 4.0 (RAMI4.0)
All requirements that were derived from the use cases are
implemented on the Layers-axis of RAMI4.0 model. The
following descriptions concerning the different layers stem
from [10]. Data can be exchanged between different functions
within a layer and all adjacent layers. The Communication
Layer is meant to ”unify communication by using a consistent
data format towards the Information Layer”. The Information
Layer then ”serves structured data via interfaces”. There is no
other description or definition for other interfaces between lay-
ers (R.2). It is also not possible for the architecture to receive
declarative goals from the user (R.1) or for the system to use a
learned strategy to select the best algorithm for a problem (R.3)
as the system does not learn from experiences in a cognitive
sense (R.4). Knowledge representation (R.5) is located in
the Business Layer. There the business models, legal and
regulatory conditions as well as general rules that the system
has to obey are represented. The Integration Layer provisions
asset information and generates events (R.6). The Information
Layer persists data that represents the models (R.7). Pre-
processing is also done by the Information Layer, that works as
runtime environment and accepts and transforms data for the
Functional Layer (R.8). The high grade of abstraction makes
it hard to use the architecture as a guideline to implement a
software system for the described use cases. Those require
model learning and analysis, simulation with new data and
decision making (R.9, R.10, R.12). The Functional Layer
contains ”runtime and modelling environments for services
that support business processes”, but remains unclear about
implementation of actual functionality. The Information Layer
implements ”interaction with the user via human-machine-
interface” (R.11). RAMI4.0 does not intend to lead derived
actions back to the controller (R.13). Temporary remote access
is allowed for maintenance purposes but not for regular
functional integration. It is also specified that it is sufficient for
a I4.0 component to possess passive communication abilities,
i.e, providing their information to another system, maybe
even through another system. Therefore RAMI4.0 unifies the
perspectives of various fields in the different dimensions. This
may be simultaneously the biggest advantage and disadvan-
tage. For mechanical and electrical engineering virtually any
asset can be classified which aids design of I4.0 components.
The additional work [12] [19] specifies which data needs to
be stored and tries to standardize communication and access
to functionality. But for the design and implementation of a
CPPS software system the architecture may be too abstract.
C. Industrial Internet Reference Architecture (IIRA)
The IIRA is developed as a template and methodology
that enables and guides system architects to design their
IIoT systems based on a common framework. That said, it
becomes clear, that the IIRA does not address all requirements,
neither all requirements from the use cases, nor from general
aspects, as shown in Table II. Declarative goals (R.1) are
not explicitly addressed by the IIRA, and accurate interface
definitions (R.2) come into place by further development of
the results from the IIRA by a system architect. Cognitive
aspects are not explicitly addressed as well (R.3, R.4). Expert
knowledge seems to be a responsibility of the business domain
of the functional viewpoint, but no further specification of
the knowledge representation is given. The use case specific
requirements (R.6-R.13) are in focus of the IIRA. Ingesting
sensor data and data quality processing (R.6-R.8) as well as
storage and distribution of the data, modelling the state of
the IIoT system and performing simulation and optimization
tasks (R.9, R.10) are located in the information domain in
the functional viewpoint of the architecture. Human machine
interfaces (R.11) are located in the business domain in the
functional viewpoint. The control domain is located in the
functional viewpoint as well, and addresses the connection
of sensors, controllers, actuators, gateways and other edge
systems (R.12, R.13).
D. 5C-Architecture
Even if other architectures fulfill more requirements than
the 5C architecture does, it stands out with a low abstraction
and it aims to similar use cases. The 5C architecture is able to
acquire data, process them, learn from experiences and adapt
the machines, see Table II. But some requirements are not or
not properly fulfilled. One main issue is the missing HMI
of the 5C, so it neither can capture declarative goals from
the user (R.1) nor inform the user (R.11). The other main
issue is that interfaces are not defined properly (R.2), there is
no explanation of any interface or the transmitted data. The
cognitive aspect, to learn from experiences (R.4), is limited to
case-based reasoning, where the current situation is compared
to similar situations, e.g. to estimate time to failures, which
does not address R.4. The selection of a suitable algorithm
(R.3) is another cognitive aspect with is not addressed in the
5C architecture. Some minor aspects are that it is not possible
to integrate expert knowledge (R.5), data are just stored after
computing, which leads to a loss of process data, and the
preprocessing is not defined as a separate step, but since it
can be connected to an algorithm it is indicated with a O in
Table II.
E. Soar and ACT-R
First of all it is necessary to clarify that, due to the
similarity of both architectures, ACT-R and Soar, are evaluated
together. A fundamental feature is the ability to state goals in
a declarative manner (R.1). Although the architectures define
their interfaces thoroughly, the modular extendability (R-2,
see Section II) is not addressed by the cognitive architectures.
Strategies for algorithm selection (R-3) are not directly imple-
mented, but as this could be implemented as a cognitive task
and learned by the system, we evaluate this requirement as
fulfillable with workarounds. (R-4) can be seen as fulfilled, as
this is the major task of both architectures. Most requirements
from the use cases are not explicitly in focus of the architecture
(R-6 to R-11). However, decision making, as a result of
cognition, and sending parameters to the controller and apply
actions (R-12, R-13) is implemented by both architectures.
F. Conclusion
None of the introduced architectures fulfills all requirements
of a cognitive architecture, see Table I. In Fig. 5 we classified
the architectures regarding their level of abstraction and their
generalizability. A high level of abstraction means that the
implementation has no boundaries, so there is a lot of freedom
in implementation, whereas a high generalizability means that
the architecture can be adapted to many different use cases.
The cognitive architectures have a low abstraction, because
there are fixed structures to implement a use case. Although
the architecture is cognitive, it has to be adapted for different
use cases, since all use cases require different knowledge. In
comparison to that, the automation architectures are abstract.
There are no strong limitation for their implementation, which
makes it challenging. But therefore, they are generic, so they
could be applied to many use cases. The 5C architecture
is less generic and less abstract than the other automation
architectures, but it is still too abstract for an easy usage for
the use cases. The gap is an architecture with low abstraction,
so that it is easy to implement, and a high generalizability,
to fit to many CPPS use cases. This can be achieved by
combining the two types of architectures. Additionally, the
interfaces have to be well defined, to enable modularity and
the reuse of existing parts. This need is also mentioned for
RAMI4.0 [10] and for the IIRA [13], where the interfaces are
defined in the implementation viewpoint. The 5C architecture
is a good starting point, but there is the need to make it more
concrete.
V. SUMMARY AND OUTLOOK
This paper focuses on the review and evaluation of ref-
erence architectures for the implementation of CPPS in I4.0
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Fig. 5. Visualization of the Gap in current architectures
environment with additional cognitive abilities. Therefore ref-
erence architectures from the field of automation as well as
architectures that stem from the field of cognitive sciences are
considered. The future goal is to develop a reference architec-
ture suitable to be employed in several real-world use cases,
three of these are introduced in this work. Altogether they
require several well known tasks in I4.0 systems, i.e., condition
monitoring, predictive maintenance, root cause analysis and
optimization. In a first step, requirements that this architecture
has to fulfil in the field of CPPS, are analyzed (C1). The results
reveal that on the one hand there are general requirements,
which are not use case specific, and requirements which are
use case specific. Some of the requirements arising from the
use cases may be aggregated, as there are several use cases
with exactly this or similar requirements. The second step
is the evaluation of the considered architectures according to
the requirements (C2). Two classes of architectures come into
focus, reference architectures from an automation perspective,
and cognitive architectures from the field of cognitive science.
Expectably, the reference architectures fit well into the use case
based requirements, and the cognitive architectures are suitable
to enable a high level of adaptability. However, none of the
regarded architectures fulfill all requirements, and additionally
a gap between the two classes of the architectures could be
uncovered (C3). It becomes apparent that architectures with a
low level of abstraction also are not suitable to address many
use cases efficiently. On the other hand, architectures with an
high abstraction degree, suitable for many use cases, are not
easy to implement nor easy to be specified in a necessary
level of detail. Future work will focus on the necessary tasks
to fill the uncovered gap. Two classes of architectures with
different degrees of abstraction from different fields of science
(engineering and cognitive science) shall be combined smartly,
to reach following goals:
a) Easy implementation and expandability by thorough mod-
ularity.
b) Efficient usage for several use cases.
It seems that the 5C architecture comes closest to this goals so
far. The next step is the further investigation of this architecture
to reveal the necessary tasks of enhancements of the 5C to
fill the gap towards increasing generalizability and decreasing
abstraction.
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