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Abstract. This paper proposes an extension of Chaitin’s halting probability Ω to
a measurement operator in an infinite dimensional quantum system. Chaitin’s Ω is
defined as the probability that the universal self-delimiting Turing machine U halts,
and plays a central role in the development of algorithmic information theory. In the
theory, there are two equivalent ways to define the program-size complexity H(s) of
a given finite binary string s. In the standard way, H(s) is defined as the length of
the shortest input string for U to output s. In the other way, the so-called universal
probability m is introduced first, and then H(s) is defined as − log2m(s) without
reference to the concept of program-size.
Mathematically, the statistics of outcomes in a quantum measurement are de-
scribed by a positive operator-valued measure (POVM) in the most general set-
ting. Based on the theory of computability structures on a Banach space developed
by Pour-El and Richards, we extend the universal probability to an analogue of
POVM in an infinite dimensional quantum system, called a universal semi-POVM.
We also give another characterization of Chaitin’s Ω numbers by universal proba-
bilities. Then, based on this characterization, we propose to define an extension of
Ω as a sum of the POVM elements of a universal semi-POVM. The validity of this
definition is discussed.
In what follows, we introduce an operator version Hˆ(s) of H(s) in a Hilbert space
of infinite dimension using a universal semi-POVM, and study its properties.
Key words: algorithmic information theory, Chaitin’s Ω, quantum measurement,
computable analysis, POVM, universal probability
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1 Introduction
Algorithmic information theory is a framework to apply information-theoretic and probabilistic
ideas to recursive function theory. One of the primary concepts of algorithmic information
∗An extended abstract appeared in the Proceedings of the 6th Conference on Real Numbers and Computers
(RNC’6), Schloß Dagstuhl, Germany, November 15–17, 2004, pp. 172–191.
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theory is the program-size complexity (or Kolmogorov complexity) H(s) of a finite binary string
s, which is defined as the length of the shortest binary input for the universal self-delimiting
Turing machine to output s. By the definition, H(s) can be thought of as the information
content of the individual finite binary string s. In fact, algorithmic information theory has
precisely the formal properties of classical information theory (see [2]). The concept of program-
size complexity plays a crucial role in characterizing the randomness of a finite or infinite binary
string. In [2] Chaitin introduced the halting probability Ω as an example of random infinite
string. His Ω is defined as the probability that the universal self-delimiting Turing machine
halts, and plays a central role in the development of algorithmic information theory. The first n
bits of the base-two expansion of Ω solves the halting problem for a program of size not greater
than n. By this property, the base-two expansion of Ω is shown to be an instance of a random
infinite binary string. In [3] Chaitin encoded this random property of Ω onto an exponential
Diophantine equation in the manner that a certain property of the set of the solutions of the
equation is indistinguishable from coin tosses. Moreover, based on this random property of the
equation, Chaitin derived several quantitative versions of Go¨del’s incompleteness theorems.
In [14] we generalized Chaitin’s halting probability Ω to ΩD so that the degree of randomness
of ΩD can be controlled by a real number D with 0 < D ≤ 1. As D becomes larger, the degree
of randomness of ΩD increases. When D = 1, ΩD becomes a random real number, i.e., Ω1 = Ω.
The properties of ΩD and its relations to self-similar sets were studied in [14]. In the present
paper, however, we generalize Chaitin’s Ω to a different direction from [14]. The aim of the
present paper is to extend Chaitin’s halting probability Ω to a measurement operator in an
infinite dimensional quantum system (i.e., a quantum system whose state space has infinite
dimension).
The program-size complexity H(s) is originally defined using the concept of program-size,
as stated above. However, it is possible to define H(s) without referring to such a concept, i.e.,
we first introduce a universal probability m, and then define H(s) as − log2m(s). A universal
probability is defined through the following two definitions [16]. We denote by Σ∗ the set of
finite binary strings, by N+ the set of positive integers, and by Q the set of rational numbers.
Definition 1.1. For any r : Σ∗ → [0, 1], we say that r is a lower-computable semi-measure if r
satisfies the following two conditions:
(i)
∑
s∈Σ∗ r(s) ≤ 1.
(ii) There exists a total recursive function f : N+ × Σ∗ → Q such that, for each s ∈ Σ∗,
limn→∞ f(n, s) = r(s) and ∀n ∈ N+ 0 ≤ f(n, s) ≤ f(n+ 1, s).
Definition 1.2. Let m be a lower-computable semi-measure. We say that m is a universal
probability if for any lower-computable semi-measure r, there exists a real number c > 0 such
that, for all s ∈ Σ∗, c r(s) ≤ m(s).
In this paper we show that Chaitin’s Ω can be defined using a universal probability without
reference to the universal self-delimiting Turing machine, as in the case of H(s).
In quantum mechanics, a positive operator-valued measure (POVM) is the mathematical
tool which describes the statistics of outcomes in a quantum measurement in the most general
setting. In this paper we extend the universal probability to an analogue of a POVM in an infinite
dimensional quantum system, called a universal semi-POVM. Then, based on a universal semi-
POVM, we introduce the extension Ωˆ of Chaitin’s Ω to a measurement operator in an infinite
dimensional quantum system.
2
1.1 Quantum measurements
Let X be a separable complex Hilbert space. We assume that the inner product 〈u, v〉 of X is
linear in the first variable u and conjugate linear in the second variable v, and it is related to
the norm by ‖u‖ = 〈u, u〉1/2. B(X) is the set of bounded operators in X. We denote the identity
operator in X by I. For each T ∈ B(X), the adjoint operator of T is denoted as T ∗ ∈ B(X).
We say T ∈ B(X) is Hermitian if T = T ∗. Bh(X) is the set of Hermitian operators in X. We
say T ∈ B(X) is positive if 〈Tx, x〉 ≥ 0 for all x ∈ X. B(X)+ is the set of positive operators
in X. For each S, T ∈ Bh(X), we write S 6 T if T − S is positive. Let {An} be a sequence
of operators in B(X), and let A ∈ B(X). We say {An} converges strongly to A as n → ∞ if
limn→∞ ‖Anx−Ax‖ = 0 for all x ∈ X.
With every quantum system there is associated a separable complex Hilbert space X. The
states of the system are described by the nonzero elements in X. In the present paper, we
consider the case where X is a Hilbert space of infinite dimension. That is, we consider infinite
dimensional quantum systems.
Let us consider a quantum measurement performed upon a quantum system. We first define
a POVM on a σ-field as follows.
Definition 1.3 (POVM on a σ-field). Let F be a σ-field in a set Φ. We say M : F → B(X)+
is a POVM on the σ-field F if the following holds for M : If {Bj} is a countable partition of Φ
into pairwise disjoint subsets in F , then
∑
jM(Bj) = I where the series converges strongly.
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In the most general setting, the statistics of outcomes in a quantum measurement are de-
scribed by a POVM M on a σ-field in a set Φ. The set Φ consists of all outcomes possible under
the quantum measurement. If the state of the quantum system is described by an x ∈ X with
‖x‖ = 1 immediately before the measurement, then the probability distribution of the mea-
surement outcomes is given by 〈M(B)x, x〉. (See e.g. [8] for the treatment of the mathematical
foundation of quantum mechanics.)
In this paper, we relate an argument s of a universal probability m(s) to an individual
outcome which may occur in a quantum measurement. Thus, since m(s) is defined for all
finite binary strings s, we focus our thought on a POVM measurement with countably infinite
measurement outcomes, such as the measurement of energy level of a harmonic oscillator. Since
Φ is a countably infinite set for our purpose, we particularly define the notion of a POVM on a
countably infinite set as follows.
Definition 1.4 (POVM on a countably infinite set). Let S be a countably infinite set,
and let R : S → B(X)+. We say R is a POVM on the countably infinite set S if R satisfies∑
v∈S R(v) = I where the series converges strongly.
Let S be a countably infinite set, and let F be the set of all subsets of S. Assume that
R : S → B(X)+ is a POVM on the countably infinite set S in Definition 1.4. Then, by setting
M(B) =
∑
v∈B R(v) for every B ∈ F , we can show that M : F → B(X) is a POVM on the σ-
field F in Definition 1.3. Thus Definition 1.4 is sufficient for our purpose. Consider the quantum
measurement described by the R performed upon a quantum system. We then see that if the
state of the quantum system is described by an x ∈ X with ‖x‖ = 1 immediately before the
measurement then, for each v ∈ S, the probability that the result v occurs is given by 〈R(v)x, x〉.
Each operator R(v) ∈ B(X)+ is called a POVM element associated with the measurement.
1In Definition 1.3 and the subsequent Definition 1.4 and 1.6, we can equivalently replace the condition “the
series converges strongly” by “the series converges weakly”, using Lemma 3.6 given below. Here, for any sequence
{An} of operators in B(X) and any A ∈ B(X), we say {An} converges weakly to A as n→∞ if limn→∞ 〈Anx, y〉 =
〈Ax, y〉 for all x, y ∈ X.
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In a POVM measurement with countably infinite measurement outcomes, we represent each
measurement outcome by just a finite binary string in perfect register with the argument of a
universal probability. Thus we consider the notion of a POVM on Σ∗ which is a special case of
a POVM on a countably infinite set.
Definition 1.5 (POVM on Σ∗). We say R : Σ∗ → B(X)+ is a POVM on Σ∗ if R is a POVM
on the countably infinite set Σ∗.
In a quantum measurement described by a POVM on Σ∗, an experimenter gets a finite
binary string as a measurement outcome.
Any universal probability m satisfies
∑
s∈Σ∗m(s) < 1. This relation is incompatible with
the relation
∑
s∈Σ∗ R(s) = I satisfied by a POVM R on Σ
∗. Hence we further introduce the
notion of a semi-POVM on Σ∗, which is appropriate for an extension of universal probability.
Definition 1.6 (semi-POVM on Σ∗). We say R : Σ∗ → B(X)+ is a semi-POVM on Σ∗ if R
satisfies
∑
s∈Σ∗ R(s) 6 I where the series converges strongly.
Obviously, any POVM on Σ∗ is a semi-POVM on Σ∗. Let R be a semi-POVM on Σ∗. It is
easy to convert R into a POVM on a countably infinite set by appending an appropriate positive
operator to R as follows. We fix any one object w which is not in Σ∗. Let Ω˜R =
∑
s∈Σ∗ R(s).
Then 0 6 Ω˜R 6 I and
∑
s∈Σ∗ R(s) + (I − Ω˜R) = I. Thus, by setting R(s) = R(s) for every
s ∈ Σ∗ and R(w) = I − Ω˜R, we see that R : Σ∗ ∪ {w} → B(X)+ is a POVM on the countably
infinite set Σ∗ ∪ {w} in Definition 1.4. Therefore a semi-POVM on Σ∗ has a physical meaning
in the same way as a POVM on a countably infinite set. Hence, hereafter, we say that a POVM
measurement M is described by a semi-POVM R on Σ∗ if M is described by the POVM R on
the countably infinite set Σ∗∪{w}. Let us consider the quantum measurement described by the
R performed upon a quantum system. We then see that if the state of the quantum system is
described by an x ∈ X with ‖x‖ = 1 immediately before the measurement then, for each s ∈ Σ∗,
the probability that the result s occurs is given by 〈R(s)x, x〉.
1.2 Related works
There are precedent works which make an attempt to extend the universal probability to oper-
ators in quantum system [6, 15].
As we stated above, in quantum mechanics a POVM is the mathematical notion which
describes the statistics of outcomes in a quantum measurement in the most general setting.
Especially in quantum information processing such as quantum computation, quantum cryptog-
raphy, and quantum teleportation and communication (see e.g. [10] for these subjects), prior to
a real experiment we design an appropriate POVM in order to accomplish a certain purpose.
Hence, in such applications of quantum mechanics, an experimenter has to be able to realize the
quantum measurement described by a pre-designed POVM with any desired accuracy. There-
fore the pre-designed POVM has to be computable. In the previous work [15], we investigated
what appears in the framework of quantum mechanics if we take into account the computability
of a POVM for a finite dimensional quantum system. We obtained a new kind of inequalities
of quantum mechanics about the probability of each measurement outcome in a computable
POVM measurement performed upon a finite dimensional quantum system. In order to derive
these inequalities, we introduced the notion of a universal semi-POVM on a finite dimensional
quantum system, as a generalization of the universal probability to a matrix-valued function.
The present work is, in essence, an extension of the work [15] to infinite dimensional setting
with respect to the form of the theory.
The first attempt to extend the universal probability to an operator is done by [6] for finite
dimensional quantum system. The purpose of [6] is mainly to define the information content
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of an individual pure quantum state, i.e., to define the quantum Kolmogorov complexity of the
quantum state, while such an attempt is not the purpose of both [15] and the present paper. [6]
generalized the universal probability to a matrix-valued function µ, called the quantum universal
semi-density matrix. The function µ maps any positive integer N to an N ×N positive semi-
definite Hermitian matrix µ(N) with its trace less than or equal to one. [6] proposed to regard
µ(N) as an analogue of a density matrix of a quantum system whose state space has finite
dimension N . Since the dependency of µ(N) on N is crucial to the framework of [6], it would
not seem clear how to extend the framework of [6] to an infinite dimensional quantum system.
By comparison, the extension is clear to our framework.
In quantum mechanics, what is represented by an operator is either a quantum state or a
measurement operator. In [15] and the present work we generalize the universal probability
to an operator-valued function in different way from [6], and identify it with an analogue of a
POVM. We do not stick to defining the information content of a quantum state. Instead, we
focus our thoughts on properly extending algorithmic information theory to quantum region
while keeping an appealing feature of the theory.
1.3 Organization of the paper
We begin in Section 2 with some basic notation and the results of algorithmic information theory.
In Section 3, we introduce our definition of universal semi-POVM after considering mathematical
constraints on it. We then propose our extension of Ω to an operator in infinite dimensional
quantum system in Section 4. The introduction of universal semi-POVM also enables us to
extend H(s) to an operator in a Hilbert space of infinite dimension. In Section 5, we introduce
the extension of H(s) and study its properties. We conclude this paper with a discussion about
the future direction of our work in Section 6.
2 Preliminaries
2.1 Notation
We start with some notation about numbers and matrices which will be used in this paper.
#S is the cardinality of S for any set S. N ≡ {0, 1, 2, 3, . . . } is the set of natural numbers,
and N+ is the set of positive integers. Q is the set of rational numbers. R is the set of real
numbers, and C is the set of complex numbers. CQ is the set of the complex numbers in the
form of a + ib with a, b ∈ Q. For any matrix A, A† is the adjoint of A. Let N ∈ N+. CN
is the set of column vectors consisting of N complex numbers. Her(N) is the set of N × N
Hermitian matrices. For each A ∈ Her(N), the norm of A is denoted by ‖A‖, i.e., ‖A‖ =
max{|ν| | ν is an eigenvalue of A}. For each A,B ∈ Her(N), we write A 6 B if B−A is positive
semi-definite. HerQ(N) is the set of N × N Hermitian matrices whose elements are in CQ.
diag(x1, . . . , xN ) is the diagonal matrix whose (j, j)-element is xj.
2.2 Algorithmic information theory
In the following we concisely review some definitions and results of algorithmic information
theory [2, 3]. We assume that the reader is familiar with algorithmic information theory in
addition to the theory of computable analysis. (See e.g. Chapter 0 of [11] for the treatment of
the computability of complex numbers and complex functions on a discrete set.)
Σ∗ ≡ {λ, 0, 1, 00, 01, 10, 11, 000, 001, 010, . . . } is the set of finite binary strings where λ de-
notes the empty string, and Σ∗ is ordered as indicated. We identify any string in Σ∗ with a
positive integer in this order, i.e., we consider ϕ : Σ∗ → N+ such that ϕ(s) = 1s where the
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concatenation 1s of strings 1 and s is regarded as a dyadic integer, and then we identify s with
ϕ(s). For any s ∈ Σ∗, |s| is the length of s. A subset S of Σ∗ is called a prefix-free set if no
string in S is a prefix of another string in S.
A computer is a partial recursive function C : Σ∗ → Σ∗ whose domain of definition is
a prefix-free set. For each computer C and each s ∈ Σ∗, HC(s) is defined by HC(s) ≡
min
{
|p|
∣∣ p ∈ Σ∗ & C(p) = s}. A computer U is said to be optimal if for each computer C
there exists a constant sim(C) with the following property; if C(p) is defined, then there is a p′
for which U(p′) = C(p) and |p′| ≤ |p| + sim(C). It is then shown that there exists an optimal
computer. We choose any one optimal computer U as the standard one for use, and define
H(s) ≡ HU (s), which is referred to as the program-size complexity of s, the information content
of s, or the Kolmogorov complexity of s [5, 9, 2].
Let V be any optimal computer. For any s ∈ Σ∗, PV (s) is defined as
∑
V (p)=s 2
−|p|. Chaitin’s
halting probability ΩV of V is defined by
ΩV ≡
∑
V (p) is defined
2−|p|. (1)
For any α ∈ (0, 1], we say that α is random if there exists c ∈ N such that, for any n ∈ N+,
n − c ≤ H(αn) where αn is the first n bits of the base-two expansion of α. Then [2] showed
that, for any optimal computer V , ΩV is random. It is shown that 0 < ΩV < 1 for any optimal
computer V .
The class of computers is equal to the class of functions which are computed by self-delimiting
Turing machines. A self-delimiting Turing machine is a deterministic Turing machine which has
two tapes, a program tape and a work tape. The program tape is infinite to the right, while
the work tape is infinite in both directions. The program tape is read-only and the tape head of
the program tape cannot move to the left. On the other hand, the work tape is read/write and
the tape head of the work tape can move in both directions. A self-delimiting Turing machine
computes a partial function f : Σ∗ → Σ∗ as follows. The machine starts in the initial state with
an input binary string s on its program tape and the work tape blank. The left-most cell of the
program tape is blank and the tape head of the program tape initially scans this cell. The input
string lies immediately to the right of this cell. If the machine eventually halts with the tape
head of the program tape scanning the last bit of the input string s, then f(s) is defined as the
string extending to the right from the cell of the work tape which is being scanned to the first
blank cell. Otherwise, f(s) is not defined. Since the computation must end with the tape head
of the program tape scanning the last bit of the input string s whenever f(s) is defined, the
domain of definition of f is a prefix-free set. A self-delimiting Turing machine is called universal
if it computes an optimal computer. LetMV be a universal self-delimiting Turing machine which
computes an optimal computer V . Then PV (s) is the probability that MV halts and outputs s
when MV starts on the program tape filled with an infinite binary string generated by infinitely
repeated tosses of a fair coin. Therefore ΩV =
∑
s∈Σ∗ PV (s) is the probability that MV just
halts under the same setting. [2] showed the following theorem.
Theorem 2.1. For any optimal computer V , both 2−HV (s) and PV (s) are universal probabilities.
By Theorem 2.1, we see that, for any universal probability m,
H(s) = − log2m(s) +O(1). (2)
Thus it is possible to defineH(s) as − log2m(s) with any one universal probability m instead
of as HU(s). Note that the difference up to an additive constant is inessential to algorithmic
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information theory. Any universal probability is not computable, as corresponds to the uncom-
putability of H(s). As a result, we see that 0 <
∑
s∈Σ∗m(s) < 1 for any universal probability
m.
We can give another characterization of ΩV using a universal probability, as seen in the
following theorem. The proof of the theorem is based on Theorem 2.1 above and the result of
[1].
Theorem 2.2. For any α ∈ R, α =
∑
s∈Σ∗m(s) for some universal probability m if and only if
α = ΩV for some optimal computer V .
Proof. The “if” part follows from Theorem 2.1 and ΩV =
∑
s∈Σ∗ PV (s). The proof of the “only
if” part is as follows. We say an increasing converging computable sequence {an} of rational
numbers is universal if for every increasing converging computable sequence {bn} of rational
numbers, there exists a real number c > 0 such that, for all n ∈ N+, c(α − an) ≥ β − bn where
α = limn→∞ an and β = limn→∞ bn. Theorem 6.6 in [1] shows that, for any α ∈ (0, 1), α = ΩV for
some optimal computer V if and only if there exists a universal increasing computable sequence
of rational numbers which converges to α. Thus it is sufficient to show that there exists a
universal increasing computable sequence of rational numbers converging to
∑
s∈Σ∗m(s). Since
m is a lower-computable semi-measure, there exists a total recursive function f : N+ × Σ∗ → Q
such that, for each s ∈ Σ∗, limn→∞ f(n, s) = m(s) and ∀n ∈ N+ 0 ≤ f(n, s) ≤ f(n + 1, s).
We define an increasing computable sequence {an} of rational numbers by an =
∑n
s=1 f(n, s).
Then we have
∣∣an −∑s∈Σ∗m(s)∣∣ ≤ ∑ls=1 |f(n, s)−m(s)| +∑∞s=l+1m(s) for any l, n ∈ N+
with l < n. Thus, by considering sufficiently large n for each sufficiently large l, we see that
limn→∞ an =
∑
s∈Σ∗m(s). Let {bn} be an increasing computable sequence of rational numbers
converging to β. We define r : Σ∗ → Q∩[0,∞) by r(s) = (bs−bs−1)/d for any s > 1 and r(1) = 0,
where d is any one positive integer with β−b1 ≤ d. Then we see that
∑
s∈Σ∗ r(s) = (β−b1)/d ≤ 1
and r is a total recursive function. Therefore r is a lower-computable semi-measure. Thus
there exists a c > 0 such that cr(s) ≤ m(s) for all s ∈ Σ∗. Hence we have c(β − bn)/d ≤∑∞
s=n+1m(s) =
∑∞
s=1m(s) −
∑n
s=1m(s) and therefore β − bn ≤ d/c(
∑
s∈Σ∗m(s) − an). Thus
the proof is completed.
In the present paper, we extend a universal probability to a semi-POVM on Σ∗. Thus,
Theorem 2.2 suggests that an extension of ΩV to an operator can be defined as the sum of the
POVM elements of such a semi-POVM on Σ∗. Therefore the most important thing is how to
extend a universal probability to a semi-POVM on Σ∗ on a Hilbert space of infinite dimension.
We do this first in what follows.
3 Extension of universal probability
In order to extend a universal probability to a semi-POVM on Σ∗ which operates on an infinite
dimensional Hilbert space, we have to develop a theory of computability for points and operators
of such a space. We can construct the theory on any concrete Hilbert spaces such as l2 and
L2(R3n) with n ∈ N+ (the latter represents the state space of n quantum mechanical particles
moving in three-dimensional space). For the purpose of generality, however, we here adopt an
axiomatic approach which encompasses a variety of spaces. Thus we consider the notion of a
computability structure on a Banach space which was introduced by [11] in the late 1980s.
3.1 Computability structures on a Banach space
Let X be a complex Banach space with a norm ‖ · ‖, and let ϕ be a nonempty set of sequences
in X. We say ϕ is a computability structure on X if the following three axioms; Axiom 3.1, 3.2,
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and 3.3 hold. A sequence in ϕ is regarded as a computable sequence in X.
Axiom 3.1 (Linear Forms). Let {xn} and {yn} be in ϕ, let {αnk} and {βnk} be computable
double sequences of complex numbers, and let d : N+ → N+ be a total recursive function. Then
the sequence
sn =
d(n)∑
k=1
(αnkxk + βnkyk)
is in ϕ.
For any double sequence {xnm} in X, we say {xnm} is computable with respect to ϕ if it is
mapped to a sequence in ϕ by any one recursive bijection from N+ to N+ × N+. An element
x ∈ X is called computable with respect to ϕ if the sequence {x, x, x, . . . } is in ϕ.
Axiom 3.2 (Limits). Suppose that a double sequence {xnm} in X is computable with respect
to ϕ, {yn} is a sequence in X, and there exists a total recursive function e : N
+ × N+ → N+
such that ‖xne(n,k) − yn‖ ≤ 2
−k for all n, k ∈ N+. Then {yn} is in ϕ.
Axiom 3.3 (Norms). If {xn} is in ϕ, then the norms {‖xn‖} form a computable sequence of
real numbers.
We say a sequence {en} in X is a generating set for X or a basis for X if the set of all finite
linear combinations of the en is dense in X.
Definition 3.4. Let X be a Banach space with a computability structure ϕ. We say the pair
(X,ϕ) is effectively separable if there exists a sequence {en} in ϕ which is a generating set for
X. Such a sequence {en} is called an effective generating set for (X,ϕ) or a computable basis
for (X,ϕ).
Throughout the rest of this paper, we assume that X is an arbitrary complex Hilbert space
of infinite dimension with a computability structure ϕ such that (X,ϕ) is effectively separable.
We choose any one such a computability structure ϕ on X as the standard one throughout the
rest of this paper, and we do not refer to ϕ hereafter. For example, we will simply say a sequence
{xn} is computable instead of saying {xn} is in ϕ.
We next define a notion of computability for a semi-POVM on Σ∗ as a natural extension of
the notion of an effectively determined bounded operator which is defined in [11].
Definition 3.5 (computability of semi-POVM). Let R be a semi-POVM on Σ∗. We say
R is computable if there exists an effective generating set {en} for X such that the mapping
(s, n) 7−→ (R(s))en is a computable double sequence in X.
Recall that we identify Σ∗ with N+ in this paper. For any semi-POVM R on Σ∗, based on
Axiom 3.1, 3.2, 3.3, and ‖R(s)‖ ≤ 1 for all s ∈ Σ∗, we can show that if R is computable then
{(R(s))en} is a computable double sequence in X for every effective generating set {en} for X.
The following two lemmas are frequently used throughout the rest of this paper.
Lemma 3.6. Let {An} be a sequence of operators in Bh(X). Suppose that there exists a B ∈
Bh(X) such that, for all n, An 6 An+1 6 B. Then there exists an A ∈ Bh(X) such that {An}
converges strongly to A as n→∞ and A 6 B.
The proof of Lemma 3.6 is given at Section 104 of [13].
Lemma 3.7. Let {An} and {Bn} be sequences of operators in Bh(X). Suppose that (i) An 6
Bn 6 An+1 for all n, and (ii) {An} converges strongly to some A ∈ Bh(X) as n → ∞. Then
{Bn} also converges strongly to A as n→∞.
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Proof. Since An 6 A for all n, Bn 6 Bn+1 6 A for all n. It follows from Lemma 3.6 that there
exists a B ∈ Bh(X) to which {Bn} converges strongly as n → ∞. Note that, for any x ∈ X,
〈Anx, x〉 ≤ 〈Bnx, x〉 ≤ 〈An+1x, x〉. Thus 〈Bx, x〉 = 〈Ax, x〉 for any x ∈ X, and therefore we
have B = A. This completes the proof.
3.2 Universal semi-POVM
We first introduce the notion of a lower-computable semi-POVM on Σ∗, which is an extension
of the notion of a lower-computable semi-measure over a semi-POVM on Σ∗. Our definition of
a lower-computable semi-POVM premises the following lemma proved in [11]. We say a basis
{en} for X is orthonormal if 〈em, en〉 = δmn for any m,n ∈ N
+.
Lemma 3.8 (Pour-El and Richards [11]). Let Y be a Hilbert space with a computability
structure φ such that (Y, φ) is effectively separable. Then there exists a computable orthonormal
basis for (Y, φ).
By the above lemma, we are given free access to the use of a computable orthonormal basis
for X in what follows. The following definition is also needed to introduce the notion of a
lower-computable semi-POVM on Σ∗.
Definition 3.9. Let {ei} be an orthonormal basis for X. For any T ∈ B(X) and m ∈ N
+, we
say T is an m-square operator on {ei} if for all k, l ∈ N
+ if k > m or l > m then 〈Tek, el〉 = 0.
Furthermore, we say T is an m-square rational operator on {ei} if T is an m-square operator
on {ei} and for all k, l ∈ N
+, 〈Tek, el〉 ∈ CQ
The following Lemma 3.10 is suggestive to fix the definition of a lower-computable semi-
POVM on Σ∗. By Lemma 3.10, we can effectively check whether S 6 T holds or not, given
S, T ∈ Bh(X) and m ∈ N
+ such that S and T are m-square operators on an orthonormal basis
for X.
Lemma 3.10. Let T ∈ Bh(X), and let {ei} be an orthonormal basis for X. Then, the following
three conditions (i), (ii), and (iii) are equivalent to one another.
(i) T is a positive operator.
(ii) For every m ∈ N+,  〈Te1, e1〉 · · · 〈Te1, em〉... ...
〈Tem, e1〉 · · · 〈Tem, em〉
 > 0.
(iii) For every finite sequence ν1, . . . , νm ∈ N
+ with ν1 < · · · < νm,
det
 〈Teν1 , eν1〉 · · · 〈Teν1 , eνm〉... ...
〈Teνm , eν1〉 · · · 〈Teνm , eνm〉
 ≥ 0.
Proof. We note the elementary result of linear algebra that, for any A ∈ Her(N), 0 6 A if
and only if all principal minors of A are non-negative. Thus the conditions (ii) and (iii) are
equivalent. We show the equivalence between the conditions (i) and (ii). For each m ∈ N+,
let Vm = Ce1 + · · · + Cem. Then, for every x ∈ Vm, we see that 〈Tx, x〉 ≥ 0 if and only if∑m
i,j=1 ci 〈Tei, ej〉 cj ≥ 0 where {ci} satisfies that x =
∑m
i=1 ciei. Thus, the condition (ii) is
equivalent to the condition that, for any m ∈ N+ and any x ∈ Vm, 〈Tx, x〉 ≥ 0. Since T ∈ B(X),
the latter condition is further equivalent to the condition (i). Hence, the proof is completed.
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We recall that, for any lower-computable semi-measure r, there exists a total recursive func-
tion f : N+ × Σ∗ → Q such that, for each s ∈ Σ∗, limn→∞ f(n, s) = r(s) and ∀n ∈ N+ 0 ≤
f(n, s) ≤ f(n + 1, s) ≤ r(s). We here consider how to extend this f to an operator in order
to define a lower-computable semi-POVM R on Σ∗. Let {ei} be an orthonormal basis for X.
When we prove the existence of a universal semi-POVM (i.e., Theorem 3.21) below, especially
in the proof of Lemma 3.23, we have to be able to decide whether f(n, s) 6 f(n + 1, s) in the
sequence {f(n, s)}n∈N+ of operators which converges to R(s). Thus, firstly, it is necessary for
each f(s, n) to be an m-square rational operator on {ei} for some m ∈ N
+. If so we can use
Lemma 3.10 to check f(n, s) 6 f(n + 1, s). On that basis, in order to complete the definition
of a lower-computable semi-POVM, it seems at first glance that we have only to require that
0 6 f(n, s) 6 f(n + 1, s) 6 R(s) and f(n, s) converges to R(s) in an appropriate sense. Note
that each operator f(n, s) in the sequence has to be positive in order to guarantee that the limit
R(s) is positive. However, this passing idea does not work properly as shown by the following
consideration.
For simplicity, we consider matrices in Her(N) with N ≥ 2 instead of operators in X. We
show that for some computable matrix A > 0 there does not exist a total recursive function
F : N+ → HerQ(N) such that
lim
n→∞F (n) = A and ∀n ∈ N
+ 0 6 F (n) 6 A. (3)
This follows from Example 3.12 below, which is based on the following result of linear algebra.
Proposition 3.11. Let A,B ∈ Her(N). Suppose that rankA = 1 and 0 6 B 6 A. Then
B = τA for some τ ∈ [0, 1].
Proof. Since A ∈ Her(N) and rankA = 1, there exist an N ×N unitary matrix U and a λ > 0
such that A = U diag(λ, 0, . . . , 0)U †. We write U = (u1 u2 · · · uN ) with uk ∈ CN . For
each k ≥ 2, since u†kAuk = 0 and 0 6 B 6 A, we have u
†
kBuk = 0. It follows from 0 6 B
that Buk = 0 for every k ≥ 2. If B has a nonzero eigenvalue ν, then the eigenspace of B
corresponding to ν is Cu1. Thus, we have B = U diag(ν, 0, . . . , 0)U
† for some ν ∈ R. Since
0 ≤ ν = u†1Bu1 ≤ u
†
1Au1 = λ, by setting τ = λ/ν, we have B = τA and τ ∈ [0, 1].
Example 3.12. We consider the matrix A ∈ Her(2) given by
A =
(
2
3
√
2
3√
2
3
1
3
)
.
First, we see that all elements of A are computable real numbers, and therefore A itself is
computable. We can check that rankA = 1. In fact, A has two eigenvalues 0 and 1. It can be
shown that there does not exist any nonzero B ∈ HerQ(2) such that 0 6 B 6 A. Contrarily,
assume that such a B exists. Then, by Proposition 3.11, we have B = τA for some τ ∈ (0, 1],
i.e.,
B =
(
2
3τ
√
2
3 τ√
2
3 τ
1
3τ
)
.
However, for any τ > 0, it is impossible for all elements of B to be simultaneously in CQ.
Thus, even in a non-effective manner, we cannot get a sequence {F (n)} ⊂ HerQ(N) which
satisfies the condition (3). On the other hand, for any positive semi-definite A ∈ Her(N) and
any n ∈ N+, there exists a B ∈ HerQ(N) such that 0 6 B 6 A + 2
−nE, where E is the
identity matrix. This is because, since HerQ(N) is dense in Her(N) with respect to the norm
‖ · ‖, there exists a B ∈ HerQ(N) such that ‖A + 2
−n+1/3E − B‖ ≤ 2−n/3. Thus we have
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0 6 A+2−n/3E 6 B 6 A+2−nE. Furthermore we can show that, for any positive semi-definite
A ∈ Her(N), if A is computable, then there exists a total recursive function F : N+ → HerQ(N)
such that (i) limn→∞ F (n) = A, (ii) 0 6 F (n), and (iii) F (n)−2−nE 6 F (n+1)−2−(n+1)E 6 A.
Note that a positive semi-definite matrix A with rank 1 as considered in Example 3.12 is not an
atypical example as a POVM element in quantum measurements, since such a POVM element
is common in a familiar projective measurement.
The foregoing consideration suggests the following definition of a lower-computable semi-
POVM on an infinite dimensional Hilbert space.
Definition 3.13. Let {ei} be a computable orthonormal basis for X, and let R be a semi-POVM
on Σ∗. We say R is lower-computable with respect to {ei} if there exist an f : N+×Σ∗ → B(X)+
and a total recursive function g : N+ × Σ∗ → N+ such that
(i) for each s ∈ Σ∗, f(n, s) converges strongly to R(s) as n→∞,
(ii) for all n and s, f(n, s)− 2−nI 6 f(n+ 1, s)− 2−(n+1)I,
(iii) for all n and s, f(n, s) is a g(n, s)-square rational operator on {ei}, and
(iv) the mapping N+×Σ∗×N+×N+ ∋ (n, s, i, j) 7−→ 〈f(n, s)ei, ej〉 is a total recursive function.
In the above definition, we choose the sequence {2−n} as the coefficients of I in the inequality
of the condition (ii). However, by the following proposition, we can equivalently replace {2−n} by
a general nonincreasing computable sequence of non-negative rational numbers which converges
to 0.
Proposition 3.14. Let {ei} be a computable orthonormal basis for X, and let R be a semi-
POVM on Σ∗. Then, R is lower-computable with respect to {ei} if and only if there exist an
f ′ : N+ × Σ∗ → B(X)+, a total recursive function g′ : N+ × Σ∗ → N+, and a total recursive
function h : N+ × Σ∗ → Q such that
(i) for each s ∈ Σ∗, f ′(n, s) converges strongly to R(s) as n→∞,
(ii) for all n and s, f ′(n, s)− h(n, s)I 6 f ′(n+ 1, s)− h(n+ 1, s)I,
(iii) for each s, limn→∞ h(n, s) = 0 and ∀n ∈ N+ h(n, s) ≥ h(n + 1, s) ≥ 0,
(iv) for all n and s, f ′(n, s) is a g′(n, s)-square rational operator on {ei}, and
(v) the mapping N+×Σ∗×N+×N+ ∋ (n, s, i, j) 7−→ 〈f ′(n, s)ei, ej〉 is a total recursive function.
Proof. The “only if” part is obvious, and we show the “if” part. To begin with, we define h(n, s)
as h(n, s)+2−n. It follows that f ′(n, s)−h(n, s)I 6 f ′(n+1, s)−h(n+1, s)I, limn→∞ h(n, s) = 0,
and h(n, s) > h(n+1, s) > 0. Without loss of generality, we assume that h(1, s) > 1/2. In what
follows, we use the fact that, for any A,B ∈ Bh(X) and any α, β ∈ [0, 1], if A 6 B and α ≤ β,
then A 6 (1 − α)A + αB 6 (1 − β)A + βB 6 B. In order to define f : N+ × Σ∗ → B(X)+
and g : N+ ×Σ∗ → N+ which satisfy the conditions (i), (ii), (iii), and (iv) in Definition 3.13, we
follow the procedure below for each s. Initially we set m := 1 and n := 1.
Assume that f(k, s) and g(k, s) have so far been defined for all k ∈ {1, . . . , n − 1}. We
look for the least l > m with 2−n ≥ h(l, s). Since limk→∞ h(k, s) = 0, we can find such
an l. Once we get the l, we calculate the finite set S = {k ∈ N+ | k ≥ n & h(m, s) >
2−k ≥ h(l, s)}. For each k ∈ S, we then define f(k, s) as (1 − αk)f ′(m, s) + αkf ′(l, s) where
αk = (h(m, s)− 2
−k)/(h(m, s)− h(l, s)), and we also define g(k, s) as max{g′(m, s), g′(l, s)}. It
follows that, for every k ∈ S − {n},
f ′(m, s)− h(m, s)I 6 f(k − 1, s)− 2−(k−1)I 6 f(k, s)− 2−kI 6 f ′(l, s)− h(l, s)I
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and f(k, s) is a g(k, s)-square rational operator on {ei}. We then set m := l and n := n +#S,
and repeat this procedure.
It can be checked that the f and g defined by this procedure satisfy the desired properties.
Especially, in a similar manner to the proof of Lemma 3.7 we can show that, for each s ∈ Σ∗,
f(n, s) converges strongly to R(s) as n→∞. Thus the proof is completed.
In Proposition 3.16 below, we show that the lower-computability of a semi-POVM on Σ∗
given in Definition 3.13 does not depend on the choice of a computable orthonormal basis used
in the definition. The proof of Proposition 3.16 uses the following Lemma 3.15, which follows
from the equivalence between the conditions (i) and (iii) in Lemma 3.10.
Lemma 3.15. Let T ∈ Bh(X) be an m-square operator on an orthonormal basis {ei} for X.
For any real number a > 0, 0 6 T + aI if and only if 0 6 T + aIm where Im is the operator in
Bh(X) such that Imei = ei if i ≤ m and Imei = 0 otherwise.
By Lemma 3.15, in order to check whether the condition (ii) of Definition 3.13 holds, we can
equivalently check the condition that 0 6 f(n+1, s)−f(n, s)+2−n−1Im if f(n, s) and f(n+1, s)
are m-square operators on an orthonormal basis {ei} for X.
For each T ∈ B(X), the norm of T is denoted by ‖T‖. Throughout the rest of this paper,
we will frequently use the property: For any ε ≥ 0 and any T ∈ Bh(X), ‖T‖ ≤ ε if and only
if −εI 6 T 6 εI. For each T ∈ B(X), we define ‖T‖2 as (
∑∞
i=1 ‖Tei‖
2)1/2 ∈ [0,∞], where
{en} is an arbitrary orthonormal basis for X. Note that ‖T‖2 is independent of the choice of an
orthonormal basis {en} for X, and ‖T‖ ≤ ‖T‖2. These properties of ‖ · ‖2 are used in the proof
of Proposition 3.16.
Proposition 3.16. Let R be a semi-POVM on Σ∗, and let {ei} and {e′k} be computable or-
thonormal bases for X. Then, R is lower-computable with respect to {ei} if and only if R is
lower-computable with respect to {e′k}.
Proof. We first define uki = 〈e
′
k, ei〉. Then {uki} is the computable double sequence of com-
plex numbers which satisfies e′k =
∑∞
i=1 ukiei. Assume that R is lower-computable with re-
spect to {ei}. Then there exist an f : N
+ × Σ∗ → B(X)+ and a total recursive function
g : N+ × Σ∗ → N+ which satisfy the conditions (i), (ii), (iii), and (iv) in Definition 3.13.
In what follows, we show that R is lower-computable with respect to {e′i}. To begin with,
we note that
∑g(n,s)
i,j=1 |〈f(n, s)ei, ej〉|
2 = ‖f(n, s)‖2
2 =
∑∞
k,l=1 |〈f(n, s)e
′
k, e
′
l〉|
2. Here, since
〈f(n, s)e′k, e
′
l〉 =
∑g(n,s)
i,j=1 uki 〈f(n, s)ei, ej〉ulj, {〈f(n, s)e
′
k, e
′
l〉} is a computable fourfold sequence
of complex numbers. Thus, there exists a total recursive function g′ : N+ × Σ∗ → N+ such that∣∣∣∣∣∣
g(n,s)∑
i,j=1
|〈f(n, s)ei, ej〉|
2 −
g′(n,s)∑
k,l=1
∣∣〈f(n, s)e′k, e′l〉∣∣2
∣∣∣∣∣∣ ≤ 2−2n−7.
On the other hand, it is easy to show that there exists f : N+ × Σ∗ → Bh(X) such that (i) for
every k, l ∈ {1, . . . , g′(n, s)},
∣∣〈(f(n, s)− f(n, s))e′k, e′l〉∣∣2 ≤ 1/g′(n, s)2 2−2n−7, (ii) f(n, s) is a
g′(n, s)-square rational operator on {e′k}, and (iii) the mapping (n, s, k, l) 7−→
〈
f(n, s)e′k, e
′
l
〉
is
a total recursive function. Therefore we have
‖f(n, s)− f(n, s)‖2
2
=
g′(n,s)∑
k,l=1
∣∣〈(f(n, s)− f(n, s))e′k, e′l〉∣∣2 + ‖f(n, s)‖22 − g
′(n,s)∑
k,l=1
∣∣〈f(n, s)e′k, e′l〉∣∣2
≤ 2−2n−7 + 2−2n−7 ≤ 2−2n−6.
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Hence, ‖f(n, s)− f(n, s)‖ ≤ ‖f(n, s)− f(n, s)‖2 ≤ 2
−n−3, and therefore 0 6 f(n, s) 6 f(n, s) +
2−n−3I. We then define f ′ : N+ × Σ∗ → Bh(X) by f ′(n, s) = f(n, s) + 2−n−3I(n, s), where
I(n, s) ∈ Bh(X) satisfies that I(n, s)e
′
k = e
′
k if k ≤ g
′(n, s) and I(n, s)e′k = 0 otherwise. It
follows that f ′(n, s) is a g′(n, s)-square rational operator on {e′k} and the mapping (n, s, k, l) 7−→
〈f ′(n, s)e′k, e
′
l〉 is a total recursive function. In particular, by Lemma 3.15, we have 0 6 f
′(n, s).
Since ‖f ′(n, s) − f(n, s)‖ ≤ ‖f(n, s) − f(n, s)‖ + 2−n−3‖I(n, s)‖ ≤ 2−n−2, f ′(n, s) − 2−n−2I 6
f(n, s) 6 f ′(n, s) + 2−n−2I. Using f(n, s)− 2−nI 6 f(n+ 1, s)− 2−(n+1)I, we have
f(n, s)− 2−(n−1)I 6 f ′(n, s)− (2−n−2 + 2−n−1 + 2−n)I 6 f(n+ 1, s)− 2−nI.
From this inequality, it is shown that
f ′(n, s)− (2−n−2 + 2−n−1 + 2−n)I 6 f ′(n+ 1, s)− (2−n−3 + 2−n−2 + 2−n−1)I
and, for each s ∈ Σ∗, f ′(n, s) converges strongly to R(s) as n → ∞. The latter follows from
Lemma 3.7. Thus, by Proposition 3.14, R is lower-computable with respect to {e′k}. This
completes the proof.
Based on the above proposition, we define the notion of a lower-computable semi-POVM on
Σ∗ independently of a choice of a computable orthonormal basis for X.
Definition 3.17 (lower-computable semi-POVM on Σ∗). Let R be a semi-POVM on Σ∗.
We say R is lower-computable if there exists a computable orthonormal basis {ei} for X such
that R is lower-computable with respect to {ei}.
Thus, for any semi-POVM R on Σ∗, based on Proposition 3.16, we see that if R is lower-
computable then R is lower-computable with respect to every computable orthonormal basis for
X.
Any computable function r : Σ∗ → [0, 1] with
∑
s∈Σ∗ r(s) ≤ 1 is shown to be a lower-
computable semi-measure. Corresponding to this fact we can show Theorem 3.18 below. In
the theorem, however, together with the computability of a semi-POVM R on Σ∗, we need an
additional assumption that (i) each POVM element R(s) is Hilbert-Schmidt and (ii) given s,
‖R(s)‖2 can be computed to any desired degree of precision. Here, for any T ∈ B(X), we say T is
Hilbert-Schmidt if ‖T‖2 <∞. As an example, consider a POVM P on Σ
∗ with (P (s))ei = δsiei,
where {ei} is a computable orthonormal basis for X. Then P is shown to be a computable
POVM on Σ∗ which satisfies this additional assumption (see the proof of Proposition 3.24).
Note that the quantum measurement described by the P is a familiar projective measurement,
such as the measurement of the number of photons in a specific mode of electromagnetic field.
Theorem 3.18. Suppose that (i) R : Σ∗ → B(X) is a computable semi-POVM on Σ∗, (ii) R(s)
is Hilbert-Schmidt for every s ∈ Σ∗, and (iii) {‖R(s)‖2}s∈Σ∗ is a computable sequence of real
numbers. Then R is lower-computable.
Proof. Let {ei} be any one computable orthonormal basis for X. Since {〈R(s)ei, ej〉} is a
computable triple sequence of complex numbers and {‖R(s)‖2} is a computable sequence of real
numbers, it is easy to show that there exists a total recursive function g : N+ × Σ∗ → N+ such
that ∣∣∣∣∣∣‖R(s)‖22 −
g(n,s)∑
i,j=1
|〈R(s)ei, ej〉|
2
∣∣∣∣∣∣ ≤ 2−2n−5
and g(n, s) ≤ g(n+1, s). Again, since {〈R(s)ei, ej〉} is a computable triple sequence of complex
numbers, we can show that there exists f : N+ × Σ∗ → Bh(X) such that (i) for every i, j ∈
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{1, . . . , g(n, s)},
∣∣〈(R(s)− f(n, s))ei, ej〉∣∣2 ≤ 1/g(n, s)2 2−2n−5, (ii) f(n, s) is a g(n, s)-square
rational operator on {ei}, and (iii) the mapping (n, s, i, j) 7−→
〈
f(n, s)ei, ej
〉
is a total recursive
function. Therefore we have
‖R(s)− f(n, s)‖2
2
=
g(n,s)∑
i,j=1
∣∣〈(R(s)− f(n, s))ei, ej〉∣∣2 + ‖R(s)‖22 − g(n,s)∑
i,j=1
|〈R(s)ei, ej〉|
2
≤ 2−2n−5 + 2−2n−5 ≤ 2−2n−4.
Hence, ‖R(s)− f(n, s)‖ ≤ ‖R(s)− f(n, s)‖2 ≤ 2
−n−2, and therefore
f(n, s)− 2−n−2I 6 R(s) 6 f(n, s) + 2−n−2I. (4)
We then define f : N+×Σ∗ → Bh(X) by f(n, s) = f(n, s)+2−n−2I(n, s), where I(n, s) ∈ Bh(X)
satisfies that I(n, s)ei = ei if i ≤ g(n, s) and I(n, s)ei = 0 otherwise. It follows that f(n, s) is a
g(n, s)-square rational operator on {ei} and the mapping (n, s, i, j) 7−→ 〈f(n, s)ei, ej〉 is a total
recursive function. In particular, by 0 6 R(s), the inequality (4), and Lemma 3.15, we have
0 6 f(n, s). It follows also from the inequality (4) that ‖R(s) − f(n, s)‖ ≤ ‖R(s) − f(n, s)‖ +
2−n−2‖I(n, s)‖ ≤ 2−n−1. Thus, for each s ∈ Σ∗, f(n, s) converges strongly to R(s) as n → ∞.
Finally, we show that f(n, s)− 2−nI 6 f(n + 1, s) − 2−(n+1)I. For that purpose, we note that
f(n + 1, s) − f(n, s) > −(2−n−3 + 2−n−2)I and I(n, s) 6 I(n + 1, s) 6 I. The former follows
from the inequality (4). Based on these inequalities, we have
(f(n+ 1, s)− 2−(n+1)I)− (f(n, s)− 2−nI) > 2−n−3(I − I(n + 1, s)) > 0.
This completes the proof.
Remark 3.19. It is open whether R can be proved to be lower-computable only under the
assumption that R : Σ∗ → B(X) is a computable semi-POVM on Σ∗.
As a natural generalization of the notion of a universal probability, the notion of a universal
semi-POVM is defined as follows.
Definition 3.20 (universal semi-POVM). Let M be a lower-computable semi-POVM on Σ∗.
We say that M is a universal semi-POVM if for each lower-computable semi-POVM R on Σ∗,
there exists a real number c > 0 such that, for all s ∈ Σ∗, cR(s) 6M(s).
Most importantly we can show the existence of a universal semi-POVM.
Theorem 3.21. There exists a universal semi-POVM.
In order to prove Theorem 3.21, we need the following two lemmas.
Lemma 3.22. Let {ei} be a computable orthonormal basis for X, and let R be a semi-POVM
on Σ∗. If R is lower-computable, then there exist an f ′ : N+×Σ∗ → B(X)+ and a total recursive
function g′ : N+ × Σ∗ → N+ such that
(i) the mapping Σ∗ ∋ s 7−→
1
2
R(s) +
1
2s+1
I is a lower-computable semi-POVM on Σ∗,
(ii) for each s ∈ Σ∗, f ′(n, s) converges strongly to
1
2
R(s) +
1
2s+1
I as n→∞,
(iii) for all n and s, f ′(n, s) 6 f ′(n+ 1, s),
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(iv) for all n and s, f ′(n, s) is a g′(n, s)-square rational operator on {ei}, and
(v) the mapping N+×Σ∗×N+×N+ ∋ (n, s, i, j) 7−→ 〈f ′(n, s)ei, ej〉 is a total recursive function.
Proof. Since R is lower-computable, there exist an f : N+ × Σ∗ → B(X)+ and a total recursive
function g : N+ × Σ∗ → N+ which satisfy the conditions (i), (ii), (iii), and (iv) in Definition
3.13. Without loss of generality, we assume that g(n, s) < g(n+ 1, s). For each (n, s) ∈ N×Σ∗,
let I(n, s) be the operator in Bh(X) such that I(n, s)ei = ei if i ≤ g(n, s) and I(n, s)ei = 0
otherwise. Then we have I(n, s) 6 I(n+1, s). It follows from f(n, s) 6 f(n+1, s)+2−n−1I and
Lemma 3.15 that f(n, s) 6 f(n + 1, s) + 2−n−1I(n + 1, s). We define an f ′ : N+ × Σ∗ → B(X)
by f ′(n, s) = 1/2f(n + s, s) + 2−s−1(1 − 2−n)I(n + s, s), and define a total recursive function
g′ : N+ × Σ∗ → N+ by g′(n, s) = g(n + s, s). Then we see that 0 6 f ′(n, s) 6 f ′(n + 1, s).
It is easy to check that f ′(n, s) is a g′(n, s)-square rational operator on {ei} and the mapping
N+ × Σ∗ × N+ × N+ ∋ (n, s, i, j) 7−→ 〈f ′(n, s)ei, ej〉 is a total recursive function. Since I(n, s)
converges strongly to I as n → ∞, f ′(n, s) converges strongly to 1/2R(s) + 1/2s+1I. We have∑
s∈Σ∗{1/2R(s) + 1/2
s+1I} 6 1/2
∑
s∈Σ∗ R(s) + 1/2I 6 I. Thus, the mapping Σ
∗ ∋ s 7−→
1/2R(s) + 1/2s+1I is a lower-computable semi-POVM on Σ∗. This completes the proof.
Lemma 3.23. Let {ei} be a computable orthonormal basis for X. Then there exist an f : N
+×
N+ × Σ∗ → B(X)+ and a total recursive function g : N+ × N+ × Σ∗ → N+ such that
(i) for all l, n, and s, f(l, n, s) 6 f(l, n+ 1, s),
(ii) for all l, n, and s, f(l, n, s) is a g(l, n, s)-square rational operator on {ei},
(iii) the mapping N+×N+×Σ∗×N+×N+ ∋ (l, n, s, i, j) 7−→ 〈f(l, n, s)ei, ej〉 is a total recursive
function,
(iv) for each l ∈ N+, there exists a lower-computable semi-POVM Rl on Σ
∗ such that, for every
s ∈ Σ∗, f(l, n, s) converges strongly to Rl(s) as n→∞, and
(v) for each lower-computable semi-POVM R on Σ∗, there exists an l ∈ N+ such that, for
every s ∈ Σ∗, f(l, n, s) converges strongly to
1
2
R(s) +
1
2s+1
I as n→∞.
Proof. We first note that, for any A ∈ HerQ(N), there exists a unique TA ∈ Bh(X) such that
〈TAei, ej〉 = Aij for every i, j ∈ N
+ and TA is an N -square rational operator on {ei}.
Given l ∈ N+, for all (n, s) ∈ N+ × Σ∗, f(l, n, s) and g(l, n, s) are defined through the
following procedure.
We first build the l-th Turing machine Ml. We make use of Ml as a machine which outputs
a Hermitian matrix in
⋃∞
N=1HerQ(N) on an input (n, s) ∈ N
+ × Σ∗. Let fl : N+ × Σ∗ →⋃∞
N=1HerQ(N) be a partial recursive function computed byMl in this sense. For each n ∈ N
+, let
Sn = {(n−s+1, s) | s ∈ Σ
∗ & 1 ≤ s ≤ n}. In increasing order on n, we simulate the computations
of Ml on all inputs in Sn. During the procedure, we keep the function h : Σ
∗ →
⋃∞
N=1HerQ(N)
and update it accordingly. For each (n, s) ∈ N+×Σ∗, f(l, n, s) and g(l, n, s) are defined as Th(s)
and the order of the square matrix h(s), respectively. Here h(s) is one at the time step n in the
simulations. Initially we set h(s) := 0 for all s ∈ Σ∗ and n := 1.
Assume that the simulations of Ml on all inputs in
⋃n−1
k=1 Sk have so far been completed.
We simulate the computations of Ml on all inputs in Sn. If all such computations halt then we
check whether the following three conditions hold:
(i) fl(k, s) is defined for all (k, s) ∈ Sn,
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(ii) Th(s) 6 Tfl(k,s) for all (k, s) ∈ Sn, and
(iii)
∑n
s=1 Tfl(n−s+1,s) 6 I.
Note that we can effectively check whether the above conditions (ii) and (iii) hold, based on the
equivalence between the conditions (i) and (iii) in Lemma 3.10. If these three conditions hold
then we set h(s) := fl(n− s+ 1, s) for each s ∈ {1, . . . , n} and n := n+ 1. We then repeat this
procedure.
We can show that the f and g defined by this procedure satisfy that (i) 0 6 f(l, n, s) 6
f(l, n+ 1, s), (ii) f(l, n, s) is a g(l, n, s)-square rational operator on {ei}, and (iii) the mapping
N+×N+×Σ∗×N+×N+ ∋ (l, n, s, i, j) 7−→ 〈f(l, n, s)ei, ej〉 and g are total recursive functions. We
also see that
∑m
s=1 f(l, n, s) 6 I for any l,m, n ∈ N
+. Thus we have f(l, n, s) 6 I and therefore,
by Lemma 3.6, there exists an Rl : Σ
∗ → B(X)+ such that f(l, n, s) converges strongly to Rl(s)
as n → ∞. Hence we have
∑m
s=1Rl(s) 6 I. It follows from 0 6 Rl(s) and Lemma 3.6 that∑m
s=1Rl(s) converges strongly to
∑
s∈Σ∗ Rl(s) ∈ Bh(X) as m→∞ and
∑
s∈Σ∗ Rl(s) 6 I. Thus
Rl is a lower-computable semi-POVM on Σ
∗ for all l.
Now, let R be any lower-computable semi-POVM on Σ∗. Then, by Lemma 3.22, there exist
an f ′ : N+ × Σ∗ → B(X)+ and a total recursive function g′ : N+ × Σ∗ → N+ which satisfy the
conditions (i), (ii), (iii), (iv), and (v) in the lemma. Based on the above construction of f , we see
that there exists k ∈ N+ with the property that, for each s ∈ Σ∗, the sequence {f ′(n, s)}n∈N+ of
operators is a subsequence of the sequence {f(k, n, s)}n∈N+ . Thus f(k, n, s) converges strongly
to 1/2R(s) + 1/2s+1I as n→∞. This completes the proof.
Based on the above lemmas, we can give the proof of Theorem 3.21 as follows.
PROOF of Theorem 3.21. Let {ei} be a computable orthonormal basis for 〈X,ϕ〉. Let f and
g be the functions given by Lemma 3.23 and, for each l ∈ N+, let Rl be a lower-computable
semi-POVM on Σ∗ such that, for each s ∈ Σ∗, f(l, n, s) converges strongly to Rl(s) as n→∞.
We first define an fM : N
+×Σ∗ → B(X)+ and a total recursive function gM : N+×Σ∗ → N+ by
fM (n, s) =
n∑
l=1
1
2l
f(l, n, s),
gM (n, s) = max{g(l, n, s) | 1 ≤ l ≤ n}.
Obviously, the mapping N+×Σ∗×N+×N+ ∋ (n, s, i, j) 7−→ 〈fM (n, s)ei, ej〉 is a total recursive
function and, for all n and s, fM(n, s) is a gM (n, s)-square rational operator on {ei}. We also
see that fM(n, s) 6 fM(n, s) + f(n+1, n+1, s) 6 fM (n+1, s). Since f(l, n, s) 6 Rl(s) 6 I, we
have fM (n, s) 6 (1 − 2
−n)I 6 I. Thus, by Lemma 3.6, there exists an M : Σ∗ → B(X)+ such
that, for each s ∈ Σ∗, fM (n, s) converges strongly to M(s) as n→∞. We show that this M is
a universal semi-POVM.
To begin with, we note that, for any n,m ∈ N+, any s ∈ Σ∗, and any x ∈ X,∥∥∥( n∑
l=1
1
2l
Rl(s)
)
x−M(s)x
∥∥∥
≤
∥∥∥ n∑
l=1
1
2l
Rl(s)x−
n∑
l=1
1
2l
f(l, n+m, s)x
∥∥∥+ ∥∥∥ n+m∑
l=n+1
1
2l
f(l, n+m, s)x
∥∥∥
+ ‖fM (n+m, s)x−M(s)x‖
≤
n∑
l=1
1
2l
‖Rl(s)x− f(l, n+m, s)x‖+ 2
−n‖x‖+ ‖fM(n+m, s)x−M(s)x‖ .
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Here we use ‖f(l, n+m, s)x‖ ≤ ‖f(l, n+m, s)‖‖x‖ ≤ ‖x‖. Thus, by choosing any one sufficiently
large m for each sufficiently large n, we see that, for each s ∈ Σ∗,
∑n
l=1 1/2
lRl(s) converges
strongly to M(s) as n→∞. For each m ∈ N+, since
∑n
l=1(1/2
l
∑m
s=1Rl(s)) 6
∑n
l=1 1/2
lI 6 I
and
∑n
l=1(1/2
l
∑m
s=1Rl(s)) converges strongly to
∑m
s=1M(s), we have
∑m
s=1M(s) 6 I. It
follows from 0 6 M(s) and Lemma 3.6 that
∑m
s=1M(s) converges strongly to
∑
s∈Σ∗M(s) ∈
Bh(X) asm→∞ and 0 6
∑
s∈Σ∗M(s) 6 I. Thus, since fM (n, s)−2
−nI 6 fM (n+1, s)−2−n−1I,
M is a lower-computable semi-POVM on Σ∗.
Now, let R be any lower-computable semi-POVM on Σ∗. Then, by Lemma 3.23, there is
a k with 1/2R(s) + (1/2)s+1I = Rk(s). Since 1/2
kRk(s) 6
∑∞
l=1 1/2
lRl(s) = M(s), we have
1/2k+1R(s) 6 1/2k+1(R(s) + 2−sI) 6M(s). Hence, M is a universal semi-POVM.
In the previous work [15], we developed the theory of a universal semi-POVM for a finite
dimensional quantum system, and we showed that, for every universal probability m, the map-
ping Σ∗ ∋ s 7−→ m(s)E is a universal semi-POVM on a finite dimensional quantum system,
where E is the identity matrix. On the other hand, as shown in the following proposition, the
corresponding statement does not hold for the infinite dimensional setting on which we work at
present.
Proposition 3.24. Let m be a universal probability. Then the mapping Σ∗ ∋ s 7−→ m(s)I is
not a universal semi-POVM.
Proof. Let {ei} be an orthonormal basis for X, and let P : Σ
∗ → B(X)+ with (P (s))(ei) = δsiei.
Then P is shown to be a POVM on Σ∗. By Axiom 3.1 we see that P is computable. Since
‖P (s)‖2 = 1 for every s ∈ Σ
∗, P (s) is Hilbert-Schmidt for every s ∈ Σ∗ and {‖P (s)‖2}s∈Σ∗ is a
computable sequence of real numbers. It follows from Theorem 3.18 that P is a lower-computable
semi-POVM on Σ∗.
Now, let us assume contrarily that the mapping Σ∗ ∋ s 7−→ m(s)I is a universal semi-POVM.
Then there exists a c > 0 such that, for all s ∈ Σ∗, cP (s) 6 m(s)I. Since 〈(P (s))es, es〉 = 1,
we have c ≤ m(s) for all s ∈ Σ∗. However, this contradicts the condition that
∑
s∈Σ∗m(s) ≤ 1,
and the proof is completed.
Thus, there is an essential difference between finite dimensional quantum systems and infinite
dimensional quantum systems with respect to the properties of a universal semi-POVM.
4 Extension of Chaitin’s Ω
In this section, we introduce an extension of Chaitin’s Ω as a partial sum of the POVM elements
of a POVM measurement performed upon an infinite dimensional quantum system. Before that,
we give a relation between a universal semi-POVM and a universal probability. We first show a
relation between a universal semi-POVM and a lower-computable semi-measure in Proposition
4.1.
Proposition 4.1. Let r be a lower-computable semi-measure, and let M be a universal semi-
POVM. Then there exists a c > 0 such that, for all s ∈ Σ∗,
(i) cr(s)I 6M(s), and
(ii) for all x ∈ X with ‖x‖ = 1, cr(s) ≤ 〈M(s)x, x〉.
Proof. The condition (ii) follows immediately from (i). Thus we show the condition (i). Since r
is a lower-computable semi-measure,
∑
s∈Σ∗ r(s) ≤ 1 and there exists a total recursive function
f ′ : N+ × Σ∗ → Q such that, for each s ∈ Σ∗, limn→∞ f ′(n, s) = r(s) and ∀n ∈ N+ 0 ≤
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f ′(n, s) ≤ f ′(n+1, s). Let {ei} be a computable orthonormal basis for X and, for each n ∈ N+,
let I(n) be the operator in Bh(X) such that I(n)ei = ei if i ≤ n and I(n)ei = 0 otherwise. We
define f : N+ × Σ∗ → Bh(X) by f(n, s) = f ′(n, s)I(n). Since 0 6 I(n) 6 I(n + 1), we have
0 6 f(n, s) 6 f(n + 1, s). Since I(n) converges strongly to I, f(n, s) converges strongly to
r(s)I as n → ∞. Obviously, f(n, s) is an n-square rational operator on {ei}, and the mapping
N+ × Σ∗ × N+ × N+ ∋ (n, s, i, j) 7−→ 〈f(n, s)ei, ej〉 is a total recursive function. It follows from∑
s∈Σ∗{r(s)I} 6 I that the mapping Σ
∗ ∋ s 7−→ r(s)I is a lower-computable semi-POVM on
Σ∗. Thus, from the definition of a universal semi-POVM, the condition (i) follows.
Based on the above proposition, we can show the following.
Theorem 4.2. Let M be a universal semi-POVM, and let x ∈ X be computable with ‖x‖ = 1.
Then the mapping Σ∗ ∋ s 7−→ 〈M(s)x, x〉 is a universal probability.
Proof. Let {ei} be a computable orthonormal basis for X. We first define ci = 〈x, ei〉. Then
{ci} is a computable sequence of complex numbers which satisfies x =
∑∞
i=1 ciej . Since M is a
lower computable semi-POVM on Σ∗, there exist an f : N+×Σ∗ → B(X)+ and a total recursive
function g : N+ × Σ∗ → N+ which satisfy the conditions (i), (ii), (iii), and (iv) in Definition
3.13. Since f(n, s) − 2−nI 6 M(s), we have 〈f(n, s)x, x〉 − 2−n ≤ 〈M(s)x, x〉. It follows
from 〈f(n, s)x, x〉 =
∑g(n,s)
i,j=1 cicj 〈f(n, s)ei, ej〉 that {〈f(n, s)x, x〉} is a computable sequence of
real numbers. Therefore, since limn→∞ 〈f(n, s)x, x〉 − 2−n = 〈M(s)x, x〉, there exists a total
recursive function f ′ : N+ × Σ∗ → Q such that, for each s ∈ Σ∗, limn→∞ f ′(n, s) = 〈M(s)x, x〉
and ∀n ∈ N+ f ′(n, s) ≤ f ′(n+ 1, s). We then define a total recursive function h : N+ ×Σ∗ → Q
by h(n, s) = max{f ′(n, s), 0}. Since 〈M(s)x, x〉 ≥ 0, we have limn→∞ h(n, s) = 〈M(s)x, x〉 and
∀n ∈ N+ 0 ≤ h(n, s) ≤ h(n + 1, s). We also have
∑
s∈Σ∗ 〈M(s)x, x〉 ≤ 〈Ix, x〉 ≤ 1. Thus the
mapping Σ∗ ∋ s 7−→ 〈M(s)x, x〉 is a lower-computable semi-measure. Finally, by Proposition
4.1, the theorem is obtained.
Since any universal probability is not computable, by Theorem 4.2 we can show that any
universal semi-POVM is not a computable semi-POVM on Σ∗.
Now, based on the intuition obtained from Theorem 2.2, we propose to define an extension
Ωˆ of Chaitin’s Ω as follows.
Definition 4.3 (extension of Chaitin’s Ω to operator). For each universal semi-POVM
M , ΩˆM is defined by
ΩˆM ≡
∑
s∈Σ∗
M(s).
Let M be a universal semi-POVM. Then, obviously, ΩˆM ∈ B(X)+ and ΩˆM 6 I. We can
further show that cI 6 ΩˆM for some real number c > 0. This is because, by Proposition 4.1,
there is a real number c > 0 with the property that c2−sI 6M(s) for all s ∈ Σ∗.
The following theorem supports the above proposal.
Theorem 4.4. Let M be a universal semi-POVM. If x is a computable point in X with ‖x‖ = 1,
then
(i) there exists an optimal computer V such that
〈
ΩˆMx, x
〉
= ΩV , and
(ii)
〈
ΩˆMx, x
〉
is a random real number.
Proof. Since
〈
ΩˆMx, x
〉
=
∑
s∈Σ∗ 〈M(s)x, x〉, by Theorem 4.2 and Theorem 2.2, Theorem 4.4
(i) follows. Since ΩW is random for any optimal computer W , Theorem 4.4 (ii) follows.
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LetM be any universal semi-POVM, and let x be any point in X with ‖x‖ = 1. Consider the
POVMmeasurementM described by theM . This measurement produces one of countably many
outcomes; elements in Σ∗ and one more something which corresponds to the POVM element
I − ΩM . If the measurement M is performed upon the state described by the x immediately
before the measurement, then the probability that a result s ∈ Σ∗ occurs is given by 〈M(s)x, x〉.
Therefore
〈
ΩˆMx, x
〉
is the probability of getting some finite binary string as a measurement
outcome in M.
Now, assume that x is computable. Recall that, for any optimal computer V , ΩV is the prob-
ability that V halts and outputs some finite string, which results from infinitely repeated tosses
of a fair coin. Thus, by Theorem 4.4,
〈
ΩˆMx, x
〉
has the meaning of classical probability that a
universal self-delimiting Turing machine generates some finite string. Hence
〈
ΩˆMx, x
〉
has the
meaning of probability of producing some finite string in the contexts of both quantum mechan-
ics and algorithmic information theory. Thus, in the case where x is computable, algorithmic
information theory is consistent with quantum mechanics in a certain sense. Note further that,
even if x is not computable, quantum mechanics still insists that
〈
ΩˆMx, x
〉
has a meaning as
probability, i.e., the probability of getting some finite binary string in the measurement M.
5 Operator-valued algorithmic information theory
We choose any one universal semi-POVM M as the standard one for use throughout the rest of
this paper. The equation (2) suggests defining an operator-valued information content Hˆ(s) of
s ∈ Σ∗ by
Hˆ(s) ≡ − log2M(s). (5)
Here log2M(s) is defined based on the notion of continuous functional calculus (for the detail,
see e.g. the section VII.1 of [12]). We here note the following properties for this notion.
Proposition 5.1. Let S, T ∈ Bh(X). Suppose that aI 6 S for some real number a > 0. Then
log2 S ∈ Bh(X) and the following hold.
(i) log2(cS) = log2 S + (log2 c)I for any real number c > 0.
(ii) If S 6 T then log2 S 6 log2 T .
Proposition 5.1 follows the definition of the continuous functional calculus (especially, the
proof of Proposition 5.1 (ii) is given at e.g. Chapter 5 of [7]). Since there is a real number
c > 0 with the property that c2−sI 6 M(s) for all s ∈ Σ∗, by Proposition 5.1 we see that
Hˆ(s) ∈ Bh(X) for all s ∈ Σ
∗. The above definition of Hˆ(s) is also supported by the following
Proposition 5.2. Let S be any set, and let f : S → Bh(X) and g : S → Bh(X). Then we write
f(x) = g(x) + O(1) if there is a real number c > 0 such that, for all x ∈ S, ‖f(x)− g(x)‖ ≤ c,
which is equivalent to −cI 6 f(x)− g(x) 6 cI.
Proposition 5.2. Let M and M ′ be universal semi-POVMs. Then log2M(s) = log2M ′(s) +
O(1).
Proof. This follows immediately from Proposition 5.1.
By this proposition, the equation (5) is independent of the choice of a universal semi-POVM
M up to an additive constant. We show relations between Hˆ(s) and H(s) in the following
theorem.
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Theorem 5.3. Let x ∈ X with ‖x‖ = 1.
(i) There exists a real number c > 0 such that
〈
Hˆ(s)x, x
〉
≤ H(s) + c for all s ∈ Σ∗.
(ii) If x is computable then
〈
Hˆ(s)x, x
〉
= H(s) +O(1).
Proof. Since 2−H(s) is a lower-computable semi-measure, it follows from Proposition 4.1 that
there is a d > 0 with the property that d2−H(s)I 6 M(s) for all s ∈ Σ∗. By Proposition 5.1
(i) and the equality log2 I = 0, we see that log2(d2
−H(s)I) = (−H(s) + log2 d)I. Hence, by
Proposition 5.1 (ii), we have Hˆ(s) 6 (H(s)− log2 d)I and therefore Theorem 5.3 (i) follows.
Using the concavity of the real function log2 t and the spectral decomposition of the Hermi-
tian operator log2M(s), we can show that log2 〈M(s)x, x〉 ≥ 〈(log2M(s))x, x〉. In the case where
x is computable, by Theorem 4.2, the mapping Σ∗ ∋ s 7−→ 〈M(s)x, x〉 is a lower-computable
semi-measure. By Theorem 2.1, there is a c′ > 0 such that c′ 〈M(s)x, x〉 ≤ 2−H(s) for all s ∈ Σ∗.
Hence Theorem 5.3 (ii) follows.
In [3] Chaitin developed a version of algorithmic information theory where the notion of
program-size is not used. That is, in the work he, in essence, defined H(s) as − log2m(s) for
a universal probability m, and showed several information-theoretic relations on H(s). Thus
we can develop the information-theoretic feature of algorithmic information theory to a certain
extent even if we do not refer to the concept of program-size. On the lines of this Chaitin’s
approach, we show in the following that an information-theoretic feature can be developed
based on Hˆ(s). We first need the following theorem.
Theorem 5.4. Let ψ : Σ∗ → Σ∗ be a partial recursive function. Then the following hold.
(i) There exists a real number c > 0 such that, for all s ∈ Σ∗, if ψ(s) is defined then cM(s) 6
M(ψ(s)).
(ii) There exists a real number c > 0 such that, for all s ∈ Σ∗, if ψ(s) is defined then Hˆ(ψ(s)) 6
Hˆ(s) + cI.
Proof. Let {ei} be a computable orthonormal basis for X. Since M is a universal semi-POVM,
there exist an f : N+ × Σ∗ → B(X)+ and a total recursive function g : N+ × Σ∗ → N+ which
satisfy the conditions (ii), (iii), and (iv) in Definition 3.13, and the condition that for each
s ∈ Σ∗, f(n, s) converges strongly to M(s) as n → ∞. We can define R : Σ∗ → B(X) by
R(s) =
∑
ψ(t)=sM(t), where the series converges strongly if ψ
−1(s) is an infinite set. This
limit exists by Lemma 3.6, since
∑l
s=1M(s) 6 I for any l ∈ N
+ and 0 6 M(s). In the case
of ψ−1(s) = ∅, we interpret
∑
ψ(t)=sM(t) as 0. Obviously 0 6 R(s) for any s ∈ Σ
∗. Since
〈R(s)x, x〉 =
∑
ψ(t)=s 〈M(t)x, x〉 and
∑
s∈Σ∗ 〈M(s)x, x〉 ≤ 1, we see that
∑l
s=1R(s) 6 I for any
l ∈ N+ and therefore, by Lemma 3.6, R is a semi-POVM on Σ∗.
Now, we enumerate the domain of definition of ψ. Let t(k, s) be the k-th element in ψ−1(s)
generated in the enumeration, and let h(n, s) be the number of elements in ψ−1(s) which are
generated until the time step n in the enumeration (possibly h(n, s) = 0). We define f ′ : N+ ×
Σ∗ → B(X)+ by f ′(n, s) =
∑h(n,s)
k=1 f(n + k, t(k, s)). It is then shown that f
′(n, s) − 2−nI 6
f ′(n+1, s)−2−n−1I. We also define the total recursive function g′ : N+×Σ∗ → N+ by g′(n, s) =
max{g(n + k, t(k, s)) | 1 ≤ k ≤ h(n, s)}. Then f ′(n, s) is a g′(n, s)-square rational operator on
{ei}. Since f(n, s) − 2
−nI 6 M(s), we have f ′(n, s) − 2−nI 6 R(s) − 2−n−h(n,s) 6 I. Thus,
by Lemma 3.6 again, for each s ∈ Σ∗, there exists an R′(s) ∈ Bh(X) such that f ′(n, s) − 2−nI
converges strongly to R′(s) as n → ∞. We show that R(s) = R′(s) for all s. Since f(n, s) −
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2−nI 6M(s), we have | 〈M(s)x, x〉 − 〈f(n, s)x, x〉 | ≤ 〈M(s)x, x〉+ 2−n‖x‖2. Hence we see that
if 1 ≤ l < h(n, s) then
| 〈R(s)x, x〉 −
〈
f ′(n, s)x, x
〉
|
≤ | 〈R(s)x, x〉 −
h(n,s)∑
k=1
〈M(t(k, s))x, x〉 |
+
h(n,s)∑
k=1
| 〈M(t(k, s))x, x〉 − 〈f(n+ k, t(k, s))x, x〉 |
≤ | 〈R(s)x, x〉 −
〈
(
h(n,s)∑
k=1
M(t(k, s)))x, x
〉
|
+
l∑
k=1
| 〈M(t(k, s))x, x〉 − 〈f(n+ k, t(k, s))x, x〉 |
+
h(n,s)∑
k=l+1
〈M(t(k, s))x, x〉 + 2−n‖x‖2.
In the case where ψ−1(s) is an infinite set, since
∑
s∈Σ∗ 〈M(s)x, x〉 < ∞, by considering suffi-
ciently large n for each sufficiently large l, we have limn→∞ 〈f ′(n, s)x, x〉 = 〈R(s)x, x〉. In the case
where ψ−1(s) is a finite set, obviously the same holds. It follows that 〈R(s)x, x〉 = 〈R′(s)x, x〉 for
all x ∈ X and s ∈ Σ∗, and therefore R(s) = R′(s) for all s ∈ Σ∗. Hence R is a lower computable
semi-POVM on Σ∗, and there is a real number c > 0 such that, for all s ∈ Σ∗, cR(s) 6 M(s).
From the definition of R, if ψ(s) is defined then M(s) 6 R(ψ(s)). Thus Theorem 5.4 (i) follows.
By Proposition 5.1, we see that Theorem 5.4 (ii) holds.
We choose any one computable bijection < s, t > from (s, t) ∈ Σ∗ ×Σ∗ to Σ∗. Let s, t ∈ Σ∗.
The joint information content Hˆ(s, t) of s and t is defined as Hˆ(s, t) ≡ Hˆ(< s, t >). We
then define the conditional information content Hˆ(s|t) of s given t by the equation Hˆ(s|t) ≡
Hˆ(t, s) − Hˆ(t). Finally we define the mutual information content Hˆ(s; t) of s and t by the
equation Hˆ(s; t) ≡ Hˆ(s) + Hˆ(t) − Hˆ(s, t). Thus Hˆ(s; t) = Hˆ(t) − Hˆ(t|s). We can then show
the following theorem using Theorem 5.4 (ii). In particular, by Theorem 5.5 (i), we have
Hˆ(s; t) = Hˆ(s)− Hˆ(s|t) +O(1).
Theorem 5.5.
(i) Hˆ(s, t) = Hˆ(t, s) +O(1) and Hˆ(s; t) = Hˆ(t; s) +O(1).
(ii) Hˆ(s, s) = Hˆ(s) +O(1) and Hˆ(s; s) = Hˆ(s) +O(1).
(iii) Hˆ(s, λ) = Hˆ(s) +O(1) and Hˆ(s;λ) = O(1).
(iv) ∃ c ∈ R ∀ s, t ∈ Σ∗ cI 6 Hˆ(s|t).
Proof. Consider the total recursive function ψ : Σ∗ → Σ∗ with ψ(< s, t >) =< t, s >. By
Theorem 5.4 (ii), there is a c > 0 such that, for all s, t ∈ Σ∗, Hˆ(< t, s >) 6 Hˆ(< s, t >) + cI.
Thus Theorem 5.5 (i) follows. Next consider the function ψ with ψ(< s, s >) = s. By Theorem
5.4 (ii), there is a c > 0 such that, for all s ∈ Σ∗, Hˆ(s) 6 Hˆ(< s, s >) + cI. On the other hand,
by considering the function φ with φ(s) =< s, s >, we see that there is a c′ > 0 such that, for
all s ∈ Σ∗, Hˆ(< s, s >) 6 Hˆ(s) + c′I. Thus Theorem 5.5 (ii) follows. Similarly, by considering
the functions ψ with ψ(< s, λ >) = s and φ with φ(s) =< s, λ >, we have Theorem 5.5 (iii).
Finally, by considering the function ψ with ψ(< s, t >) = s, we have Theorem 5.5 (iv).
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The above relations can be compared with the following relations in information theory
except for the relation (v) (see the discussion in Section 6 for this exception).
Theorem 5.6.
(i) H(X,Y ) = H(Y,X) and I(X;Y ) = I(Y ;X).
(ii) H(X,X) = H(X) and I(X;X) = H(X).
(iii) H(X,Y ) = H(X) and I(X;Y ) = 0 if Y takes any one fixed value with probability 1, i.e.,
H(Y ) = 0.
(iv) 0 ≤ H(X|Y ).
(v) H(X,Y ) ≤ H(X) +H(Y ) and 0 ≤ I(X;Y ).
Here X and Y are discrete random variables, and H(X), H(X,Y ), H(X|Y ), and I(X;Y )
denote the entropy, joint entropy, conditional entropy, and mutual information, respectively
(see e.g. [4] for the detail of these quantities). Thus, our theory built on Hˆ(s) has the formal
properties of information theory to a certain extent.
6 Discussion
Based on a universal semi-POVM, we have introduced ΩˆM which is an extension of Chaitin’s
halting probability ΩU to a measurement operator in an infinite dimensional quantum system,
and also we have introduced the operator Hˆ(s) which is an extension of the program-size com-
plexity H(s). In algorithmic information theory, however, ΩU is originally defined through (1)
based on the behavior of an optimal computer U , i.e., ΩU is defined as the probability that the
universal self-delimiting Turing machine which computes U halts. Likewise H(s) is originally
defined as the length of the shortest input for a universal self-delimiting Turing machine to out-
put s. Thus ΩU and H(s) are directly related to a behavior of a computing machine. Therefore,
in order to develop our operator version of algorithmic information theory further, it is necessary
to find more concrete definitions of ΩˆM and Hˆ(s) which are immediately based on a behavior
of some sort of computing machine.
In general, a POVM measurement can be realized by first interacting the quantum system on
which we make the POVM measurement with an ancilla system, and then making a projective
measurement upon the composite system, which consists of the original quantum system and the
ancilla system. This interaction is described by a unitary operator. Let UM be such a unitary
operator in the POVM measurement described by an arbitrary universal semi-POVM M . If we
can identify a computing machine M of some sort which performs the unitary transformation
UM in a natural way in the POVM measurement, then we might be able to give a machine
interpretation to ΩˆM and Hˆ(s). Note that the machine M might be different kind of computing
machine from the so-called quantum Turing machine. This is because the unitary time evolution
operator defined by a quantum Turing machine makes local changes on a quantum system,
whereas UM makes global changes in general. We leave the development of this line to a future
study.
Now, by defining H(s) as − log2m(s) for any one universal probability m, [3] proved the
following theorem, which corresponds to the inequality in information theory called subadditivity,
i.e., Theorem 5.6 (v).
Theorem 6.1 (subadditivity). ∃ c ∈ R ∀ s, t ∈ Σ∗ c ≤ H(s; t).
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HereH(s; t) was defined asH(s)+H(t)−H(< s, t >) in [3]. Because of the non-commutativity
of operators in X, however, it is open to prove the corresponding formula for our Hˆ(s; t). In the
proof of Theorem 6.1 given in [3], the product m(s)m(t) is considered. In general, a product
of two POVM elements has no physical meaning unless they commute. For a universal semi-
POVM M , it would seem difficult to prove the commutativity of M(s) and M(t) for distinct
s and t. Thus M(s)M(t) seems to have no physical meaning as a product of two POVM el-
ements. Hence the difficulty in proving the subadditivity for our Hˆ(s; t) seems to justify our
interpretation of a universal semi-POVM as measurement operators which describe a quantum
measurement performed upon a quantum system. Note that, as is shown in [15], we have the
subadditivity in finite dimensional setting. This is because m(s)E is a universal semi-POVM in
a finite dimensional linear space for any universal probability m, where E is the identity matrix.
Obviously, m(s)E and m(t)E commute in this case.
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