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Institut für Theoretische Physik, Goethe-Universität, 60438 Frankfurt/Main, Germany
Time-periodically driven systems are a versatile toolbox for realizing interesting effective Hamil-
tonians. Heating, caused by excitations to high-energy states, is a challenge for experiments. While
most setups address the relatively weakly-interacting regime so far, it is of general interest to study
heating in strongly correlated systems. Using Floquet dynamical mean-field theory, we study non-
equilibrium steady states (NESS) in the Falicov-Kimball model, with time-periodically driven kinetic
energy or interaction. We systematically investigate the nonequilibrium properties of the NESS. For
a driven kinetic energy, we show that resonant tunneling, where the interaction is an integer multiple
of the driving frequency, plays an important role in the heating. In the strongly correlated regime,
we show that this can be well understood using Fermi’s golden rule and the Schrieffer-Wolff transfor-
mation for a time-periodically driven system. We furthermore demonstrate that resonant tunneling
can be used to control the population of Floquet states to achieve “photo-doping”. For driven inter-
actions introduced by an oscillating magnetic field near a Feshbach resonance widely adopted, we
find that the double occupancy is strongly modulated. Our calculations apply to shaken ultracold
atom systems, and to solid state systems in a spatially uniform but time-dependent electric field.
They are also closely related to lattice modulation spectroscopy. Our calculations are helpful to
understand the latest experiments on strongly correlated Floquet systems.
I. INTRODUCTION
Time-periodically driven ultra-cold quantum gases are
a highly promising platform for realizing topologically
non-trivial Hamiltonians. Two paradigmatic models, the
Harper-Hofstadter and Haldane Hamiltonians, have been
realized experimentally [1–3]. Meanwhile, heating, where
atoms are excited to higher energy states, is unavoidable.
This issue is even more relevant [4] for a time-periodically
driven, strongly interacting system. A driven system can
be closed or open. For a closed driven system, generally it
can be shown that an isolated, driven many-body system
will be heated up to infinite temperature in the long-time
limit [5, 6]. It has been analytically proven that the linear
response energy absorption rate decays exponentially as
a function of driving frequency for a system with local
interactions [7], and that the effective Hamiltonian [8]
can describe the transient dynamics on a certain time
scale [6]. An open driven system, when coupled to a
bath, can reach a nonequilibrium steady state (NESS) [9–
11], which is fundamentally different from an equilibrium
phase. Here we take this latter path to study NESS of a
many-body system subjected to different kinds of driving.
Consider an ultracold atomic system in an optical lat-
tice, H = HK+HU , where the Hamiltonian H consists of
the kinetic part HK and the interacting part HU . With
time-periodic driving, the interplay between interactions
and driving frequency may lead to resonant tunneling,
which can be detrimental to experiments, because many
atoms are excited away from the ground state. On the
other hand, it can also be useful if it is well-controllable,
because it can realize “photo-doping” [12], an analog to
real doping in solid state systems. Different ways have
been designed to drive the system in order to achieve dif-
ferent goals [13]. Raman-laser assisted tunneling [1, 2, 14]
and lattice shaking [3, 4, 15, 16], which are a common
strategy for realizing systems with artificial gauge fields,
can be regarded as driving of the kinetic energy HK . In
Ref. [17], by creating an array of double wells occupied by
pairs of interacting fermionic atoms, it has been demon-
strated that resonant tunneling, where the interaction
is equal to the driving frequency, leads to higher double
occupancy. In Ref. [18], a time periodically driven hexag-
onal lattice is studied. This experiment study shows that
a driven, strongly correlated fermionic system can be de-
scribed by an effective Hamiltonian in the high frequency
regime, and observes a resonance of double occupancy
and a sign reversal of magnetic tunneling with increasing
interactionU . On the other hand, an oscillating magnetic
field near a Feshbach resonance is widely used as a Fesh-
bach resonance management to investigate Bose-Einstein
condensates [19–21], and the Fermi-Hubbard model [22],
and has been adopted experimentally [23] to realize den-
sity dependent tunneling [23, 24], which is essentially a
driving of the interaction. These two driving protocols
are equivalent to some degree, but they are generally dif-
ferent in many aspects. Moreover, systems subjected to
double modulation [25, 26], i.e. driving HK and HU at
the same time, are under intense investigation.
However, most theoretical studies are based on effec-
tive Hamiltonians and low-dimensional systems, where
the introduction of driving only leads to an extra pa-
rameter within the effective Hamiltonian, and essen-
tially an equilibrium state is considered. Because
a time-periodically driven system is generally out-of-
equilibrium, a more realistic description should go be-
yond the equilibrium state. On the other hand, in the
context of nonequilibrium physics, the fermionic Falicov-
2Kimball model, a limiting case of the Hubbard model, is
under intense study [9, 27–31]. It provides a good testing
ground for our understanding of nonequilibrium physics.
In this manuscript, we use the recently developed Flo-
quet dynamical mean field theory (DMFT) [29, 32–35]
and its generalization to a driven interaction, to system-
atically study properties of NESS of a fermionic Falicov-
Kimball model, with driven kinetic energy or driven in-
teraction. We clearly demonstrate nonequilibrium prop-
erties of the NESS. For a driven kinetic energy, we show
that resonant tunneling can lead to heating, and that it
can be used to implement “photo-doping”. In the strongly
correlated regime, we find that our results can be well ex-
plained using Fermi’s golden rule [36] and the Schrieffer-
Wolff transformation [37, 38] of a time-periodically driven
system. Our prediction of a resonance of the double oc-
cupancy has been observed in a recent experiment [39].
For a driven interaction, we find very interesting behavior
of the double occupancy as a function of driving ampli-
tude. Our calculations are also useful for understanding
lattice modulation spectroscopy [40–42], first introduced
in Ref. [40], and theoretically investigated in Ref. [43],
in which excitations are created by periodically modu-
lating the intensity of one or more laser beams creating
the optical lattice potential. The modulation introduces
a time-periodic perturbation of both the kinetic and in-
teraction energy.
This manuscript is organized as follows. In Sec. II,
we give a short introduction to the Floquet DMFT for-
malism. In Sec. III, we present details of the physical
quantities we plan to study. In Sec. IV, we present re-
sults of our numerical simulations and discuss properties
of the NESS in a driven Falicov-Kimball model. Sec. V
presents the conclusion and future directions.
II. FLOQUET DMFT FORMALISM
We give a brief review of Floquet’s theorem. For a
time-periodically driven system, the Hamiltonian is time-
periodic H (t) = H (t+ T ) where T = 2πΩ with Ω the
driving frequency. According to Floquet’s theorem [30],
the solution ψα (t), where α is a quantum number, to the
Schrödinger equation has the form ψα (t) = e
−iǫαtuα (t)
with uα (t) = uα (t+ T ). uα (t) can be Fourier expanded
as uα (t) =
∑∞
n=−∞ u
n
αe
−inΩt. From the Schrödinger
equation, one obtains
∑
nHmnu
n
α = (ǫα +mΩ)u
m
α with
Hmn =
1
T
∫ T
0 dte
i(m−n)ΩtH (t). ǫα + mΩ is denoted as
quasi-energy and is not bounded.
Floquet DMFT is a non-perturbative method for
studying the NESS in correlated driven systems [9, 29,
33, 34, 44]. Similar to the basic idea of static equilib-
rium DMFT [45], it maps a correlated driven lattice to
a driven impurity. To reach a NESS, the driven lattice
is coupled to an infinite equilibrium bath, which can be
fermionic [9, 30] or bosonic [46]. In the following, we
only consider a fermionic bath. The Hamiltonian of the
total system is Htot (t) = Hs (t) + Hb + Hsb, where the
subscript s denotes system, b denotes bath and sb de-
notes system-bath coupling. The Hamiltonian of system
Hs (t) is time periodic: Hs (t) = Hs (t+ T ). We will
specify the system Hamiltonian in the following. It gen-
erally consists of a kinetic term and interaction term.
One can drive the kinetic term or the interaction for
different purposes of quantum simulation. The bath is
Hb =
∑
i,p (ǫb,p − µb) b†i,pbi,p where b†i,p(bi,p) creates (an-
nihilates) a fermion on site i with quantum number p (for
example, spin or orbital) in the bath with energy ǫi,p, and
µb is the chemical potential of the bath. The system-bath
coupling reads Hsb =
∑
i,p Vp
(
c†i bi,p + b
†
i,pci
)
, where c†i
(ci) creates (annihilates) a fermion in the system, and
Vp is the hybridization between the system and state p
of the bath. For a correlated system, one can drive the
kinetic energy or the interaction.
It can be shown [9, 30] that the coupling to a free-
fermion bath leads to a correction Σdiss to the self-energy
of the lattice
Gˆloc (ω) =
∑
k
[
Gˆ−10k (ω)− Σˆlat (ω)− Σˆdiss (ω)
]−1
(1)
where the Green’s functions and self-energy are defined
in the Floquet space [29], i.e. a Fourier transform of
G (t, t′) on the Keldysh contour, which is suitable for
describing the NESS. Every Green’s function has three
components Gˆ (ω) =
(
GˆR (ω) GˆK (ω)
0 GˆA (ω)
)
, with every
component represented in Floquet space. In Eq.(1)
k is momentum. Gˆloc is the full local Green’s func-
tion. Gˆ0k (ω) is the non-interacting Green’s function.
Σˆlat (ω) is the self-energy arising from the 2-particle in-
teraction in the lattice model, which is obtained from
the impurity solver. For a free-fermion bath, with a
constant density of states approximation we have [9]
Σˆdiss (ω) =
( −iΓI −2iΓF (ω)
0 iΓI
)
where I is unit ma-
trix, Fmn (ω) ≡ tanh
(
ω+nΩ
2T
)
δmn and m (n) is a Floquet
index. Γ is the damping rate and T is the bath temper-
ature. We set Γ = T = 0.05 in all our calculations in
the following. The energy unit is the bare hopping of the
system. The local self-energy is calculated by using an
impurity solver. The self-consistency loop is closed by
the equation for the dynamical mean field Gˆ−10 (ω)
Gˆ−10 (ω) = Gˆ−1loc (ω) + Σˆloc (ω) . (2)
In our calculations we consider a Falicov-Kimball in-
teraction
Hint = U
∑
i
c†i cif
†
i fi (3)
where the f atoms are localized. The impurity Green’s
3function is exactly given by [33]
Gˆ (ω) = w0Gˆ0 (ω) + w1Rˆ (ω) (4)
where Rˆ (ω) =
(
Gˆ−10 (ω)− Uˆ (ω)
)−1
, and w1 is the prob-
ability that a site is being occupied by immobile atoms
with w0 = 1−w1. In our calculation we use w0 = w1 = 12 .
As we show in the appendix VIA, for a driven kinetic
energy, Uˆ (ω) is a diagonal matrix, while for a driven
interaction Uˆ (ω) is replaced by a matrix of the form
U + δU cos (Ωt) in Floquet space, which is tri-diagonal.
We would like to point out the relation between the
Falicov-Kimball model and a system with quenched bi-
nary disorder. The Falicov-Kimball model is a generic
correlated model, and it corresponds to a model with
annealed disorder in the equilibrium state [47]. For the
homogeneous case of half-filling with w0 = w1 =
1
2 , if one
uses the DMFT solution for the Falicov-Kimball model
and the coherent potential approximation [48, 49] for a
system with quenched binary disorder, the two solutions
are exactly the same. There is no such equivalence for
the general case [47, 50].
We consider two different types of driving in an infinite-
dimensional hypercubic lattice.
ac driven kinetic energy: We consider the Hamiltonian
for a shaken optical lattice in the lattice frame,
Hkin (t) = −J
∑
〈ij〉
c†i cj +
∑
i
E ·Ri cos (Ωt) c†ici (5)
where J is the hopping amplitude, and the force E =
E (1, · · · , 1) is defined in an infinite-dimensional hyper-
cubic lattice. Ri is the lattice vector. This Hamiltonian
can also be used to describe a system in a spatially uni-
form but time dependent electric field E cosΩt. With the
unitary transformation V (t) = e−i
1
Ω sin(Ωt)
∑
i E·Ric†ici ,
H˜kin = V
†HkinV − iV †∂tV . The purpose of this trans-
formation is to remove the time-dependent term of the
Hamiltonian in Eq. (5). The quantum state is trans-
formed by
∣∣∣ψ˜〉 = V † (t) |ψ〉. This transformation is
equivalent to a lattice momentum shift of the quantum
state, namely V † (t) = ei
1
Ω sin(Ωt)
∑
i E·Ric†ici . The force in
the reference frame of lattice is F = E cos (Ωt), therefore
1
Ω sin (Ωt)E =
∫
dtF (t) is the momentum. Then
H˜kin (t) = −J
∑
〈ij〉
ei
sin(Ωt)
Ω E·(Ri−Rj)c†i cj . (6)
In momentum space, it has the form [29]
H˜kin (t) =
∑
k
ǫk−A(t)c
†
k
ck (7)
where A (t) = EΩ sin (Ωt) and A (t) = A (t) (1, · · · , 1). We
choose the lattice constant as length unit. Models of this
type are of general interest. The kinetic part of a shaken
optical lattice can be cast in the form of Eq. (7) [3, 4,
39]. With proper consideration of lattice symmetry, this
model can be used to study shaken optical lattices with
different driving protocols.
ac driven interaction: Following the seminal proposals
in Refs. [24, 26] and recent experimental progress [23], we
study NESS in a system with driven interactions, which
is achieved by using a Feshbach resonance induced by
an oscillating magnetic field [23, 24]. We consider an
ac-driven interaction
Hint (t) = (U + δU cos (Ωt))
∑
i
c†i cif
†
i fi. (8)
III. PHYSICAL QUANTITIES
For the Falicov-Kimball model, we consider the double
occupancy, D (t) = −iw1R (t) [47]. The physical mean-
ing of D(t) is the probability of a mobile atom and an
immobile atom occupying the same site. For a NESS, we
have D = 1T
∫ T
0
dtD (t) = w1
∑
m
∫ Ω
0
dω
2π Im [R
<
mm (ω)].
The second important quantity is the fraction of atoms
excited to the upper Mott band. To show that the final
converged DMFT solution is a NESS, we also need to
calculate the work W done by the driving field, and the
energy dissipation rate I into the bath. Details of deriv-
ing W and I can be found in Ref. [44]. We briefly outline
the procedure. The rate of change of the internal energy
of the system is dEs(t)
dt
=
〈
∂Hs(t)
∂t
〉
+ i 〈[Htot, Hs (t)]〉 ≡
W − I. For a NESS, I = −i 〈[Htot, Hs]〉 = i 〈[Htot, Hb]〉.
In forms of Floquet Green’s functions, one finds that [44]
I = −iΓ
∑
k,n
∫ Ω
0
dω
2π
(ω + nΩ)
{
Gk,nn (ω)
− Fnn (ω)
[
GRk,nn (ω)−GAk,nn (ω)
]}
. (9)
For the case of driven kinetic en-
ergy, one can also easily derive W =
E
2
∑
mn,k
(
vn+1,m
k
+ vn−1,m
k
) ∫ Ω
0
dω
2πG
<
k,mn (ω), with
the velocity vmn
k
= 1T
∫ T
0
dtei(m−n)Ωtvk−A(t). For a
driven interaction, one can show that
W =iΩδU
1
T
∫ T
0
dt sin (Ωt)
(
w1R
< (t, t)− 1
2
G< (t, t)
)
=
ΩδU
2
∑
mn
∫ Ω
0
dω
2π
(
w1R
<
mn (ω)−
G<mn (ω)
2
)
× (δm,n+1 − δm+1,n) , (10)
where the contribution of G<nm (ω) part is from the chem-
ical potential (See Appendix VIA). In the following, we
will discuss our numerical simulation results for these
physical quantities.
4IV. RESULTS AND DISCUSSIONS
A. AC-driven kinetic energy
In this section, we present nonequilibrium and resonant
properties of the NESS for a Falicov-Kimball model with
driven kinetic energy. As we will show in the following,
the NESS has well-defined Mott bands in the strongly
correlated regime, which are renormalized by the driv-
ing. The interplay between interaction U and driving
frequency Ω leads to resonances and a dramatic change
of occupancies of different bands.
1. Double occupancy and resonance
In the double occupancy in Fig. 1, compared to the
non-driven case E = 0, we clearly observe resonances at
interaction values U = nΩ with integer n ≥ 1, which is
corresponding to n-photon absorption. This resonant be-
havior, which occurs for both choices of Ω in Fig. 1 shows
nonequilibrium properties of the NESS. The Mott insu-
lator transition for the Falicov-Kimball model occurs at
U ≈ 1.4, where we choose the bare hopping as the energy
unit, therefore Ω = 1.8 is not a small energy scale. As
a result, in the strongly correlated regime, one can ex-
pect resonant tunneling when U = nΩ. From Eq. (6),
H˜kin (t) = −J
∑
〈ij〉
∑∞
n=−∞ Jn
(
E·(Ri−Rj)
Ω
)
einΩtc†icj
where Jn
(
E·(Ri−Rj)
Ω
)
is the n-th Bessel function of the
first kind. One can see that a nΩ resonance can be of
first order, because the driving einΩt with frequency nΩ
appears in H˜kin. We notice that the resonance behav-
ior of double occupancy has been observed in a recent
experiment [39] for the Hubbard model. The Falicov-
Kimball model, which we investigate here as a limiting
case of the Hubbard model, can thus capture the relevant
single-band physics of the system.
2. Resonance and Fermi’s golden rule
In Fig. 2, we show (near-) resonant behavior of an ac-
driven Falicov-Kimball model for values of U close to Ω
or 2Ω. The fraction of atoms in the higher Mott band
nup, and the double occupancy D are different from their
equilibrium values when the driving amplitude E is finite.
We observe thatW = I in the full parameter range which
we have explored. This implies that the system reaches
the NESS. We clearly observe that nup, D, W and I
have similar behavior as a function of EΩ , which can be
understood as follows. In the strongly correlated regime,
if atoms are excited to the higher Mott band, the dou-
ble occupancy will increase, since most sites are singly
occupied. Correspondingly, this means that the system
absorbs energy from the driving fields. To keep it in the
0
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Figure 1: Double occupancy for the Falicov-Kimball model
with ac-driven kinetic energy.
NESS, more energy should therefore be dissipated to the
bath.
In the upper panel of Fig. 2, for U close to Ω, we
observe that the behavior of these observables is qualita-
tively similar to
∣∣J1 (EΩ )∣∣, while in the lower panel, for U
close to 2Ω, it is similar to
∣∣J2 (EΩ )∣∣. It can be qualita-
tively described by Fermi’s golden rule. In the strongly
correlated regime, the kinetic part can be treated as a
perturbation relative to the interaction term. The tran-
sition amplitude between initial state |I〉 and final state
|F 〉 is [36, 51]
A (I → F, t) = −i
~
∫ t
0
dt′e−i(EI−EF )t
′ 〈φF | H˜kin (t′) |φI〉
where the kinetic part is H˜kin (t) =
∑
k
ǫk−A(t)c
†
k
ck with
ǫk−A(t) = ǫk cos
(
E
Ω sin (Ωt)
)
+ ǫ¯k sin
(
E
Ω sin (Ωt)
)
, and
where ǫk = −2J
∑d
i=1 cos ki and ǫ¯k = −2J
∑d
i=1 sin ki.
The transition probability γI→F = limt→∞
|A(I→F,t)|2
t
5takes the form
γI→F =
∑
k,k′
nFIk n
IF
k′
×
(
ǫkǫk′
∑
l=even
δ (EI − EF + lΩ) |Jl (z)|2
+ǫ¯kǫ¯k′
∑
l=odd
δ (EI − EF + lΩ) |Jl (z)|2
)
(11)
with nIF
k
= 〈I| c†
k
ck |F 〉 and z = EΩ . In the strongly cor-
related regime of an ac-driven Falicov-Kimball model, EI
and EF are corresponding to the lower and upper Mott
bands. From Eq. (11) we conclude that in an insulat-
ing state a nΩ (n ≥ 1) resonance would be qualitatively
described by
∣∣Jn (EΩ )∣∣.
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Figure 2: For the Falicov-Kimball model with ac-driven ki-
netic energy, we show the fraction of atoms excited to the
upper band nup, double occupancy D, work W (dots), en-
ergy dissipation I (lines) and Bessel function of the first kind
Jl
(
E
Ω
)
. At the one-photon resonance (upper panel), the os-
cillation is qualitatively described by
∣
∣J1
(
E
Ω
)∣∣, while the os-
cillation at the two-photon resonance qualitatively coincides
with
∣
∣J2
(
E
Ω
)∣∣.
Alternatively, we can study the driven, strongly
correlated regime using the Schrieffer-Wolff trans-
formation [8, 38]. With a further rotation
V ′ (t) = exp
[
−iUt∑i c†i cif †i fi] of the Hamil-
tonian H = H˜kin + Hint, we have H˜
rot =
−J∑l∑〈ij〉 Jl (zij) eilΩt+iUt(nfi−nfj)c†i cj . For the
resonant case where U = mΩ with integer m, we
have the effective Hamiltonian from the high-frequency
expansion [38],
H
(0)
eff = −J
∑
〈ij〉
(
J0 (zij) gˆf,ij + Jm (zij) hˆf,ij
)
c†i cj
(12)
where zij =
E·(Ri−Rj)
Ω is limited to nearest neigh-
bors, gˆf,ij = (1− nfi) (1− nfj) + nfinfj and hˆf,ij =
(−1)mnfi (1− nfj) + (1− nfi)nfj with nfi(j) =
f †
i(j)fi(j). In Eq. (12), clearly the second term is in-
troduced due to the resonance. We observe that with
the same amplitude Jm (zij) the correlated hopping
c†icjnfi (1− nfj) creates a double occupancy on site i,
and that c†icj (1− nfi)nfj destroys a double occupancy.
This explains why in Fig. 2 the double occupancy tends
to follow the Bessel functions. It is consistent with our
understanding from Fermi’s golden rule.
In Ref. [41], the energy gap of the Mott insulator of a
Fermi-Hubbard model is determined by a distinct peak
in the double occupancy when U matches the modulation
frequency. It can be understood as one-photon resonant
tunneling, as we show in Figs. 1 and 2.
In the strongly correlated regime, an occupation of the
upper Mott band dramatically changes the effective dis-
tribution feff (ω
′) =
N(ω′)
A(ω′) where A (ω
′) = − 1
π
ImGRnn (ω)
and N (ω′) = 12π ImG
<
nn (ω). ω ∈
[−Ω2 , Ω2 ), and ω′ =
ω + nΩ. For the static case with half-filling, one has
N (ω′ > 0) = 0 while for the driven case N (ω′ > 0) is
finite, therefore feff (ω
′) is very different from a Fermi-
Dirac distribution. This is a characteristic of the NESS.
For a static case, there are two Mott-bands separated
by U . With driving turned on, there are quasi-energy
bands with nΩ (n ≥ 1 integer) energy difference from
the bands of the static case. Excitations to the higher
quasi-energy bands need assistance of a photon with fre-
quency nΩ. By occupation of the higher Mott band, the
system absorbs energy from driving and dissipates it to
the bath, so the energy dissipation rate I is finite. From
Eq. (9) we see that a nonzero I implies a violation of the
fluctuation-dissipation theorem [44].
We also study the nonequilibrium behavior in the
weakly-interacting regime. In Fig. 3, we find the dou-
ble occupancy to be qualitatively controlled by
∣∣J0 (EΩ )∣∣
for weak U . It shows that the system is described by
the effective Hamiltonian and in a (correlated) “metallic”
state. A resonance is possible, as shown in the plot for
W and I in Fig. 3, if the driving frequency can match the
band-width. The minima of W and I are at the nodes
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Figure 3: For the Falicov-Kimball model with ac-driven ki-
netic energy, the fraction of atoms excited to the upper band
nup, double occupancy D, work W (dots), energy dissipation
I (lines) and Bessel function of the first kind Jl
(
E
Ω
)
are shown
in the weakly interacting regime.
of J1 (z) = 0 as before. This indicates that only the pro-
cess of single-photon absorption occurs. However, the
resonance is greatly suppressed.
To sum up, we have shown that in an ac-driven Falicov-
Kimball model, driving frequency, driving amplitude and
interaction strength are important parameters for con-
trolling physical properties of the NESS. With a careful
choice of these parameters, one can tune the NESS of the
driven system very close to an effective equilibrium sys-
tem. With good control of resonant tunneling, one can
induce different populations of different Floquet bands
and achieve the goal of “photo-doping”.
B. Driven Interaction
In this section, we analyze the behavior of double occu-
pancy due to periodic modulation of the interaction. We
explain it by analytical calculation and using the infor-
mation from spectral functions. We show that the NESS
is reached within the framework of Floquet DMFT.
In Fig. 4, we plot the modulation of double occupancy
D versus driving amplitude for different interactions. We
note the following observations. (i) When U = 0, D is
not modulated by δU . This is due to the symmetry in
the system Hamiltonian [52]. (ii) When U 6= 0, we find
that D is modulated as a function of δU . (iii) Close to
the position of the nodes ( δU2Ω = 2.4, 5.5, · · · ) of J0
(
δU
2Ω
)
,
we find that D > 14 when δU ≫ U . In the following, we
explain (ii) and (iii) in order.
We first explain that the modulation of D can be qual-
itatively described by J 20
(
δU
2Ω
)
. As shown in Sec. VIB,
the non-interacting retarded Floquet Green’s function for
a system with time-periodically modulated interactions
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Figure 4: Double occupancy versus driving amplitude δU for
different values of U and the driving frequency Ω.
is
GR(0)mn (ω) =
∑
l
Jl−m
(
δU
2Ω
)
Jl−n
(
δU
2Ω
)
×
(
−i√πe−ξ2l erfc (−iξl)
)
, (13)
where ξl = ω + lΩ +
U
2 + iΓ. One can therefore expect
that the dependence of the diagonal elements of the inter-
acting Green’s function GˆR (ω) on δU2Ω are described by
a function related to the Bessel function Jl
(
δU
2Ω
)
. One
further obtains Gˆ< (ω) = (GˆR
(
−2iΓFˆ + ΣˆKlat
)
GˆA −
GˆR + GˆA)/2 where Fmn = F (ω + nΩ) δmn. From
the impurity solver, we have w1Rˆ (ω) = Gˆ (ω) −
w0Gˆ0 (ω). Since the double occupancy is given by D =
w1
∑
m
∫ Ω
0
dω
2π Im [R
<
mm (ω)], we conclude that D is modu-
lated by a function related to the Bessel function. Based
on this observation, we plot g
(
δU
2Ω
)
= − 14J 20
(
δU
2Ω
)
+ 14
(black dashed line) in Fig. 4. We find that for the case of
high driving frequency D is well consistent with g
(
δU
2Ω
)
.
It is not easy to find an analytical formula for the inter-
acting case, because all quantities involved are matrices.
We present in Fig. 5 spectral functions for points of same
color indicated in Fig. 4. We see that the density of
states (DOS) around ω = 0 is tiny when δU2Ω ≈ 2.4, 5.5
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Figure 5: Spectral function A (ω) and occupied density of
states N (ω) for points with same color indicated in Fig. 4.
The olive lines are corresponding to U = 0.
compared to other values, which indicates that the DOS
at ω = 0 is modulated by J 20
(
δU
2Ω
)
. A change in double
occupancy D involves excitations over the Fermi level at
ω = 0. The small value of the DOS at ω = 0 makes
high-order excitations very difficult because they require
intermediate states close to ω = 0. Note that for this rea-
son the gap around ω = 0 has approximately the width
2Ω (see Fig. 5). This is the reason why D can be affected
by a modulation of the DOS around ω = 0.
We now explain why D > 14 close to the nodes of
J0
(
δU
2Ω
)
when δU ≫ U . Using nonequilibrium DMFT,
it has been found that D (t) > 14 in a transient dynam-
ics of a (driven) Hubbard model because of band flip-
ping [53, 54], or a favoring of holon-doublon process due
to dynamical localization [55]. In our case, the situation
is different because our system is driven in a different way,
and we focus on the final NESS. For Ω = 7 and U = 2 in
Fig. 4, we look at the change of D with increasing driv-
ing amplitude. For finite U , D is small when δU = 0. It
is greatly enhanced because of photon-assisted tunneling
with increasing δU . D saturates close to the δU2Ω ≈ 2.4,
i.e. at the first node of J0
(
δU
2Ω
)
= 0, where the opening
of a gap of the order of 2Ω makes photon-assisted tunnel-
ing difficult (see Fig. 5). For Ω = 1.8, the change of D is
more complex because high-order processes are involved.
Therefore, the role of photon-assisted tunneling is very
important for the enhancement of D. At the nodes of
J0
(
δU
2Ω
)
= 0, photon-assisted tunneling is possible to fa-
vor D > 14 when U is finite. A finite U has two effects: it
makes creation of doublon difficult, and it increases the
band width to facilitate photon assisted tunneling over
2Ω gap, which will further increase D. Figure 5 shows
that the band width is enhanced by finite U compared
to the case U = 0 (see olive lines in Fig. 5). Our calcula-
tion shows that the second effect dominates in the regime
δU ≫ U,Ω.
In Fig. 6, the double occupancy is shown for different
driving amplitudes and we see that the system is in the
non-equilibrium state. (i) Compared to the non-driven
case, the double occupancy D is dramatically changed.
For this high driving frequency (Ω = 7), we can see clear
resonance peaks when U = nΩ. As we have shown for
the case of a driven kinetic energy, a well-defined reso-
nant peak is corresponding to two well-separated Mott
bands. (ii) For high-driving frequency and δU = 33.6,
i.e., δU2Ω = 2.4, D is close to 0.25. This is a reflection of
the behavior of the double occupancy around the nodes of
J0
(
δU
2Ω
)
, which we observed in Fig. 4. It will not change
dramatically until U becomes the dominant energy scale.
Finally, in Fig. 7, we clearly show that W = I for the
parameters in Fig. 6, which indicates that the NESS is
reached. The workW is defined as in Eq. (10). When the
driving amplitude δU = 0, there is no energy dissipation
to the bath. When U 6= nΩ, no resonant tunneling is
possible and the dissipation is suppressed to relatively
small values compared with those of resonant cases. This
provides important information about parameter regions
where the NESS is close to an equilibrium state.
To sum up, for time-periodically driven interactions,
we show that relevant physical quantities are dramati-
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Figure 6: Double occupancy versus U for different driving
amplitudes with driving frequency Ω = 7.
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Figure 7: Work done by the driving fieldW (dots), and energy
dissipation to the bath I (lines) as a function of U for different
driving amplitudes with driving frequency Ω = 7.
cally changed compared to the non-driven case. We find
that the double occupancy is modulated as J 20
(
δU
2Ω
)
, and
that it can exceed the value 14 close to nodes of J0
(
δU
2Ω
)
when δU ≫ U . We furthermore show that the NESS is
reached throughout the parameter region which we have
explored.
V. CONCLUSIONS
In conclusion, we have systematically studied the
NESS in a driven Falicov-Kimball model, with driven ki-
netic energy or driven interaction. (i) For an ac-driven
kinetic energy, we show that the relevant physical quan-
tities in the strongly correlated regime around the res-
onance can be qualitatively described by Bessel func-
tions. We explain this phenomenon by Fermi’s golden
rule, and by the Schrieffer-Wolff transformation of the
driven Hamiltonian. These two understandings are con-
sistent. Resonant tunneling is an efficient way to control
the occupancy of Floquet bands and it can be used to
achieve “photo-doping”. (ii) For driven interactions, we
find that the double occupancy is dramatically modu-
lated as a function of the driving amplitude. We find
that close to the nodes of J0
(
δU
2Ω
)
the double occupancy
can be larger than 14 when δU ≫ U , and we argue that
this can be understood by taking into account the special
role played by the DOS close to ω = 0, as well as the role
of a small finite positive U . We demonstrate that the
NESS is reached in both cases i) and ii).
In the future, we will investigate systems with double
modulation, i.e. with simultaneously driven kinetic en-
ergy and driven interaction. As shown in Refs. [25, 26],
one-dimensional strongly correlated systems with double
modulation can have exotic and interesting physics. This
will motivate studies of high-dimensional systems with
double modulation using the non-perturbative method
of Floquet DMFT.
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VI. APPENDIX
A. Impurity solver for the Falicov-Kimball model
with driven interactions
We derive the impurity solver for the Falicov-Kimball
model with driven interactions. In the time domain,
the impurity solver for the Falicov-Kimball model can
be written as [30]
G (t, t′) = w0Q (t, t′) + w1R (t, t′) (14)
where Q (t, t′) and R (t, t′) are defined by the following
equations,
[i∂t + µ]Q (t, t
′)− (∆ ∗Q) (t, t′) =δC (t, t′) ,
(15)
[i∂t + µ− U (t)]R (t, t′)− (∆ ∗R) (t, t′) =δC (t, t′) (16)
where (A ∗B) (t, t′) = ∫C dt¯A (t, t¯)B (t¯, t′). ∆(t, t′) is the
hybridization to a fictitious bath. Note all the Green’s
function are defined on the Keldysh contour. We use
Eq. (16) as an example to explain how to go to Floquet
space. Firstly, we write all functions explicitly on the two
Keldysh branches:
(Λ ∗R) (t, t′)− (∆ ∗R) (t, t′) = δC (t, t′) (17)
where Λ (t, t¯) = (i∂t + µ− U (t))
(
δ11 (t, t¯)
δ22 (t, t¯)
)
.
Then we go to the real axis [56],
(τ3Λ ∗ τ3R) (t, t′)− (τ3∆ ∗ τ3R) (t, t′) = τ3δ (t, t′) . (18)
9With the Larkin-Ovchinikov transformation [30], we have
(
Λˆ ∗ Rˆ
)
(t, t′)−
(
∆ˆ ∗ Rˆ
)
(t, t′) = δˆ (t, t′) (19)
where we should note that Λˆ (t, t¯) and δˆ (t, t¯) are diagonal.
The same procedure can be applied to Eq. (15). We can
transform these equations to the frequency domain
Gˆ (ω) =w0Qˆ (ω) + w1Rˆ (ω) , (20)
Qˆ−1mn (ω) = (ω + µ+ nΩ) δmn −∆mn, (21)
Rˆ−1mn (ω) = (ω + µ+ nΩ) δmn − Umn −∆mn. (22)
These equations can be compactly written as
Gˆ (ω) = w0Gˆ0 (ω) + w1
(
Gˆ−10 (ω)− Uˆ (ω)
)−1
(23)
where Uˆ (ω) =
(
(Umn) 0
0 (Umn)
)
with (Umn) a matrix
consisting of elements Umn. Equation (23) also applies if
U (t) is time-dependent.
B. Non-interacting retarded Floquet Green’s
function for modulated interactions
We write the Hamiltonian by explicitly including the
chemical potential µ
Hs = −J
∑
〈ij〉
c†i cj−µ
∑
i
c†i ci+(U + δU cos (Ωt))
∑
i
c†i cif
†
i fi.
(24)
Imposing particle-hole symmetry at all time t, we find
µ =
1
2
(U + δU cos (Ωt)) . (25)
One can transform the kinetic part to momentum space
Hs = −J
∑
k
ǫk (t) c
†
k
ck + (U + δU cos (Ωt))
∑
i
c†i cif
†
i fi
(26)
where ǫk (t) = −2J
∑d
α=1 cos (kα)− 12 (U + δU cos (Ωt)).
It has been shown [29, 30, 57] that for a driven system
the non-interacting retarded Green’s function can be ex-
pressed as
GR0k (ω) = Λk ·
[
Q−1
k
(ω) + iΓ
]−1 · Λ†
k
(27)
where the term iΓ arises from the bath and
(Λk)mn =
∫ π
−π
dx
2π
ei(m−n)x
× exp
(
− i
Ω
∫ x
0
dz
[
ǫk
( z
Ω
)
− (ǫk)0
])
and (Qk)mn (ω) =
1
ω+nΩ+U2 −(ǫk)0+iη
δmn. One obtains
G
R(0)
kmn (ω) =
∑
l
Jl−m
(
δU
2Ω
)
Jl−n
(
δU
2Ω
)
(28)
× 1
ω + lΩ+ U2 − ǫk + iΓ
. (29)
We next perform the integral over ǫk for a Gaussian
DOS [45], which leads to
GR(0)mn (ω) =
∑
l
Jl−m
(
δU
2Ω
)
Jl−n
(
δU
2Ω
)
(30)
×
(
−i√πe−ξ2l erfc (−iξl)
)
(31)
where ξl = ω+ lΩ+
U
2 + iΓ and erfc (z) ≡ 2√π
∫∞
z
e−t
2
dt.
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