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Abstract
The growing demand for sustainable technology in the automotive industry has
led to vibrant research on mechatronic engines. The mechatronic engine replaces and
integrates existing mechanical devices with advanced electronics to increase flexibility of
engine control. The flexible engine control is to achieve optimal performance in regards
to exhaust emissions and fuel efficiency. This thesis, in particular, concerns modeling,
analysis, and tracking control of an electrohydraulic camless engine valve actuator for
flexible gas flow control. The thesis consists of three main chapters.
In the first chapter, a control-oriented charge mixing model is developed to ana-
lyze the effect of variable valve actuation on mixing of fresh charge and residual gas,
referred to as charge mixing. The complex charge mixing is simplified by the enthalpy
transfer between two control volumes: the mixed and unmixed zones. Then, thermody-
namic interaction between two zones depending on variable valve actuation is modeled.
The model is validated through engine simulations and optical engine tests. Further
simulation studies are conducted to investigate the effect of different valve actuation
strategies.
In the second chapter, nonlinear frequency domain models of an electrohydraulic
actuator are developed for spectral analysis and system identification. Both analytic
and experimental approaches are presented. The analytic frequency domain model is
derived from physical dynamics using Volterra series representation of a nonlinear sys-
tem. Spectral analysis with the analytic model helps to uncover the critical nonlinear
features of the electrohydraulic actuator in frequency domain. The experimental fre-
quency domain model is identified from frequency response. With the assumption of
the block-oriented model structures, the models are parametrized and the associated
parameters are estimated based on spectral analysis.
In the third chapter, internal model principle-based robust tracking control of an
electrohydraulic actuator is presented to achieve nonstationary valve motion of a cam-
less engine. As in many reciprocating machines, reference valve motion of an internal
combustion engine is defined as a periodic signal in rotational angle domain of the
iii
engine. However, the reference valve motion is aperiodic in time domain, because rota-
tional speed of the engine varies with time. Such motion is referred to as nonstationary
motion whose frequency contents vary with time. Regarding a nonstationary reference
signal modeled by a time varying exosystem, the high-order time varying internal model
is proposed and its effectiveness is demonstrated by implementation on the prototype
electrohydraulic camless engine valve actuator.
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Chapter 1
Introduction
This thesis focuses on a charge mixing model and robust tracking control for mecha-
tronic internal combustion engines. Over the past several decades, advanced electronics
such as sensors, actuators, microcomputers, and controls has significantly contributed
to the great progress of mechatronic internal combustion engines. They are expected to
satisfy increasingly stringent regulations on fuel economy and exhaust emissions for mo-
tor vehicles. However, mass production of the mechatronic internal combustion engines
is impeded by fundamental challenges in modeling, analysis, and controls. In this thesis,
these challenges are addressed to realize the benefits of mechatronic internal combustion
engines.
1.1 Technical Motivation
This section reviews high standards of fuel economy and exhaust emissions for pas-
senger vehicles motivating the development of advanced internal combustion engines.
Mechatronic engines and the main interest of this thesis, an electrohydraulic camless
engine valve actuation system, are briefly introduced as an alternative of existing con-
ventional internal combustion engines.
1.1.1 High Standards for Motor Vehicles
As shown in Fig. 1.1, the transportation sector is the second largest source, more than
one third, of the U.S. carbon dioxide emissions in 2013. Specifically, the motor vehicles
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including the light, medium, and heavy duty vehicles are the major sources and they are
responsible for over 80 percent of the transportation sector carbon dioxide emissions.
Consequently, automotive manufacturers and suppliers are consistently demanded to
produce motor vehicles which consume less fuel and produce less exhaust emissions
under the slogan “Sustainable Technologies”.
The U.S. federal government has regulated fuel economy and exhaust emissions for
decades. Fig. 1.2 (a) shows the corporate average fuel economy (CAFE) standards of
light duty vehicles and trucks from 1978 to 2025. As can be seen, the standard has
been getting increasingly more stringent since 1978. And since 2010, the standard has
increased much faster than ever. Fig. 1.2 (b) shows Tier 3 emission standards with the
federal test procedure (FTP) finalized in 2014 for combination of nonmethane organic
gas (NMOG) and nitrogen oxide (NOx). The standard in 2016 indicates Tier 2 emission
standard. Until 2025, considerable reduction of NMOG and NOx should be achieved as
0.03 g/mi.
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Figure 1.1: 2013 U.S. CO2 emissions (a) by sector and (b) by source [1]: one third of
2013 U.S. CO2 emissions is from the transportation sector, and over 80 % of 2013 U.S.
transportation sector CO2 emissions is from passenger vehicles.
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Figure 1.2: U.S. standards of fuel economy and exhaust emissions for passenger vehicles:
(a) fuel economy standard from MY1978-2025 [2, 3], (b) Tier 3 fleet average NMOG +
NOx emission standards [4].
1.1.2 Mechatronic Engines
Vibrant research on mechatronic engines is motivated by meeting stringent regu-
lations on fuel economy and exhaust emissions. By replacing and integrating existing
mechanical devices with advanced electronics, the mechatronic engine offers high flex-
ibility of engine controls, thereby optimality, efficiency, and functionality of internal
4
combustion engines can be achieved [5, 6, 7]. Components of the mechatronic engine
can be categorized into two main parts with respect to controlled variables: 1) fuel
management systems, 2) air management systems.
Fuel Management Systems
Since replacing carburetors during 1980s, the electronic fuel injector (EFI) has played
a central role for fuel delivery to an internal combustion engine. It uses high pressure
to atomize the fuel through a small nozzle. In the early stage, closed-loop fuel injection
control is developed by using an oxygen sensor which measures oxygen concentration
of exhaust gas [8]. Recently, more advanced fuel injection systems are developed to
improve fuel economy and emissions performance such as direct injection (DI), injection
rate shaping control, and common rail direct injection (CRDI) [9, 10, 11].
Air Management Systems
Air management systems control air flow rate into an intake manifold or a combus-
tion chamber. A conventional throttle valve mechanically linked to an accelerator pedal
is replaced by an electronic throttle control (ETC) system for active flow control into
an intake manifold [12]. It enables consistent and smooth combustion even under severe
transient cases. In addition, it facilitates the integration of advanced functionality such
as cruise control, traction control, and stability control [13, 14].
A variable valve actuation system enables active flow control into a combustion
chamber [15]. This system, which employs independent valve actuators, enables fully
flexible air management. Such a variable valve actuation system facilitates advanced
control functions such as throttleless load control, and internal exhaust gas recircula-
tion [16, 17]. An internal combustion engine with such capability is referred to as a
camless engine. Depending on power source, variable valve actuation systems can be
categorized into three: electromechanical, electrohydraulic, and electropneumatic valve
actuators [18, 19, 20]. Fig. 1.3 (a)-(c) depict schematics of the conventional cam valve
actuator, the electromechanical valve actuator, and the electrohydraulic valve actuator,
respectively. A cam-based valve actuation system uses an eccentric cam to produce
smooth reciprocating valve motion. Electromechanical and electrohydraulic valve actu-
ation systems use magnetic and hydraulic forces to actuate engine valves.
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Figure 1.3: Valve actuation systems: (a) cam valve actuator, (b) electromechanical
valva actuator, (c) electrohydraulic valve actuator.
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1.1.3 Electrohydraulic Camless Engine Valve Actuator
Particularly, this thesis focuses on modeling, analysis, and tracking control for an
electrohydraulic camless engine valve actuator. Electrohydraulic actuators have been
employed in a wide range of industrial applications thanks to their great advantages
such as high power density, large force capacity, and fast response over other power
transmission methods. However, inherent nonlinear dynamic features have complicated
its practical use as a precise actuator. Therefore, the electrohydraulic actuators have
been actively studied for decades. This thesis consists of three chapters to address the
technical challenges associated with the electrohydraulic camless engine valve actuator:
1) charge mixing model, 2) frequency domain model, 3) robust tracking control.
1.2 Challenges and Objective
This section presents technical challenges of an electrohydraulic camless engine valve
actuator to emphasize significance of the thesis, then research objective will follow.
1.2.1 Charge Mixing Model
Control-oriented Charge Mixing Model
Fig. 1.4 describes charge mixing process during an intake stroke. Actual charge
mixing is chaotic due to turbulence. Previous experimental research revealed that
insufficient mixing may cause considerable variation of exhaust gas temperature and
composition. Charge mixing turns out to strongly depend on variable valve actuation.
Therefore, charge mixing should be taken into account for planing variable valve actu-
ation. Without knowledge of how valve actuation affects charge mixing, reference valve
motion can only be searched experimentally at huge expense.
Measurement equipment to observe charge mixing occurring in a cylinder is limited
because of high pressure and temperature. Instead, simulations using computational
fluid dynamics (CFD) software have been conducted to study charge mixing, especially
for homogeneous charge compression ignition engines with fully flexible valve actuation
[21, 22, 23, 24]. Unfortunately, CFD models are not suitable for the use of real time
control, since solving CFD suffers from extremely heavy computational cost.
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This thesis aims at developing a control-oriented charge mixing model with variable
valve actuation through simplification of charge mixing process, while capturing its
critical physics. Computational cost should be low enough for real time application,
but the model must have an acceptable level of agreement with actual process.
intake valve
open
exhaust valve
close
air + fuel
residual
gas
Figure 1.4: Description of charge mixing during an intake stroke: fresh charge (blue),
residual gas (red), and a longer arrow means a faster flow.
Analysis for IR images of Optical Engine
In this thesis, an infrared (IR) optical engine shown in Fig. 1.5 is used to to validate
the developed charge mixing model. Fig. 1.6 shows the actual IR images taken at
the different rotational angles. An IR optical engine has both intrinsic and extrinsic
challenges for validation of the charge mixing model.
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Figure 1.5: Experimental setting of the optical engine.
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(a)
(b)
Figure 1.6: Infrared images of an optical engine taken at (a) 30 (deg) and (b) 50 (deg)
after top dead center (TDC) in crank angle degree. The circle indicates the optical
window.
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Pixels of an IR image have intensity meaning digitized radiation energy of gas.
Radiation energy is proportional to the fourth power of surface temperature, and to
emissivity of an object [25]. If emissivity of an object is very low, radiation energy will
be low. Unfortunately, emissivity of gas associated with combustion is very low except
for soot [26]. An IR image includes inevitable anisotropic noises interrupting image
interpretation. And if tiny portion of residual gas is contained by fresh charge, which
means being mixed, it appears as a small isolated region. Thus, an appropriate image
filter should be used to filter out undesired noises and to remove any isolated pixels,
while minimizing distortion of structural information of charge mixing, for example a
boundary where cold fresh charge meets hot residual gas [27].
Optical engines have been used for ignition diagnosis of a compression ignition (CI)
engine and a spark ignition (SI) engine [28, 29]. Ignition happens in a similar place,
for example, compression ignition around a direct injector, and spark ignition around
a spark plug. On the other hand, charge mixing is very chaotic. Charge mixing occurs
throughout the combustion chamber volume. However, the optical window (a circle in
Fig. 1.6) is approximately an half of the engine bore (i.e. radius of a combustion cham-
ber). It means that only a quarter of the chamber volume can be observed. Therefore,
model validation is limited to a qualitative approach. The proposed charge mixing model
uses two zones according to a mixing level of fresh charge with residual gas. Therefore,
an IR image should be segmented into two zones for model validation. However, due to
chaos, it is challenging to divide an image.
Qualitative graphical analysis will be pursued for charge mixing model validation.
Soot with high emissivity will be used for graphical analysis to interpret IR images, and
a proper filter will be designed for image post-process. Then, an image segmentation
technique will be applied to extract qualitative thermodynamic properties of two zones.
Then, validity of the charge mixing model will be shown through comparison between
the model and IR images.
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1.2.2 Frequency Domain Model
Spectral Analysis of Electrohydraulic Actuators
This thesis concerns the camless engine valve actuation system using an electrohy-
draulic actuator shown in Fig. 1.7. Due to the ease of linear analysis, the linear models of
electrohydraulic actuators were developed. A beauty of the linear model lies in spectral
analysis using frequency response functions (i.e. linear transfer function in frequency
domain). However, since an electrohydraulic actuator includes nonlinear dynamics, the
linear model cannot capture all the critical features.
return
circuit
supply
circuit
voice coil
motor
position
sensor
poppet
valve
Figure 1.7: Prototype of an electrohydraulic camless engine valve actuator.
As a quasi-linearization method, describing functions are employed. However, it
cannot retain nonlinear dynamic features in frequency domain, such as intermodulation,
and harmonics as observed in Fig. 1.8 [30, 31]. It shows the output time traces and
Fourier transforms when inputs of different frequencies are applied. As can be seen, the
output possesses more frequency contents than those of input, which means the input
12
energy is transferred to other frequency contents.
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Figure 1.8: Nonlinear dynamic features of the electrohydraulic actuator in frequency
domain: the sinusoidal input signal of (a) 10 Hz, (b) 30 Hz, (c) 60 Hz, (d) 100 Hz
frequency. output time trace (upper), and output discrete Fourier transform (lower).
Output has more frequency contents than that of input.
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The nonlinear models were developed to retain the essential nonlinear factors such
as the orifice flow through a spool valve and the friction force, such as stiction and
Coulomb friction. These nonlinearities were taken into account for modeling, parameter
estimation, and nonlinear control design [32, 33, 34, 35]. In general, such an accurate
nonlinear model is expensive, and if its uncertainties are critical, the control performance
is affected adversely. And a critical drawback of a nonlinear system is the absence of
universal analysis tool.
This chapter aims at developing a frequency domain model of an electrohydraulic
actuator for the purpose of spectral analysis. The model is explicitly derived from
physical dynamics of the electrohydraulic actuator using Volterra series representation.
It will help to uncover the frequency domain nonlinear features shown in Fig. 1.8. The
ultimate objective of spectral analysis using a frequency domain model is to extend the
fruitfulness of spectral analysis such as system identification and control design of a
linear system to a nonlinear electrohydraulic actuator.
Nonlinear System Identification
Frequently, physical systems without prior information or little may be encountered
in many engineering applications. In this case, an experimental frequency domain model
can be developed to retain critical features found from frequency response. Nonlinear
system identification in frequency domain was studied in [36, 37, 38], but they are
time-consuming and require a lot of test results with different input amplitudes.
Motivated by the previous studies, an efficient technique for nonlinear system iden-
tification in frequency domain will be proposed to develop an experimental nonlinear
frequency domain model of an electrohydraulic actuator. The technique should be nu-
merically stable and robust.
1.2.3 Robust Tracking Control
Nonlinear Dynamic Behaviors of Valve Actuators
A precise physical model is expensive in general. Frequently, it is not available due to
the limited access for measurements. For the camless engine valve actuator, the number
of available sensors is limited due to the small space. Thus, it is hard to estimate the
14
physical model parameters precisely. In this case, an experimental model is preferred
to a physical one. Robust tracking control design with a nonlinear experimental model
is harder than a linear case [39], since a nonlinear model possesses more complicated
dynamic features than a linear model.
In this thesis, frequency domain interpretation of internal model principle is adopted
for robust tracking control of a nonlinear system. Through frequency domain analysis of
a nonlinear feedback system, robust tracking control is investigated in terms of internal
model principle.
Nonstationary Engine Valve Motion
For many reciprocating machines, events and corresponding control actions are de-
fined in position domain. For an internal combustion engine, the events are associated
with four strokes: intake, compression, expansion, exhaust as shown in Fig. 1.9. Corre-
sponding control actions are defined in crank angle domain such as Fig. 1.10. Therefore,
although reference valve motion is periodic in crank angle domain, it becomes aperi-
odic in time domain, because engine position changes with engine speed. Such motion
is referred to as nonstationary motion of which frequency contents vary with time.
Fig. 1.11 illustrates such a case with a linearly increasing engine speed. Tracking such
a nonstationary signal is challenging, but it is applicable to a range of reciprocating
machines.
This chapter is motivated by two control schemes: the high-order time invariant
internal model for robust stationary tracking control of a nonlinear system [40, 41]; the
time varying internal model for robust nonstationary tracking control of a linear system
[42, 43, 44, 45]. By combining two control schemes, the high-order time varying internal
model will be designed for robust nonstationary tracking control of a nonlinear system
based on internal model principle.
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Figure 1.9: Four strokes of a spark ignition (SI) internal combustion engine: 1)intake
- fresh charge inflows, 2)compression - prepare combustion, 3)expansion - combustion,
4)exhaust - exhaust gas expels.
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Figure 1.10: Valve timing diagram in rotational angle domain: intake valve open (IVO),
intake valve close (IVC), exhaust vavel open (EVO), exhaust valve close (EVC), top dead
center (TDC), and bottom dead center (BDC).
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Figure 1.11: Nonstationary valve motion depending engine speed: (a) linearly increasing
engine speed, and the corresponding valve lift (b) during a cycle, (c) during a time.
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1.3 Research Overview
This section presents research overview by chapter. Main tasks conducted in each
chapter are briefly introduced. Then, connection between chapters will follow.
1.3.1 Control-oriented Two-zone Charge Mixing Model
Model Development
The physical model is developed with the two-zone definition to represent the charge
mixing process between fresh charge and residual gas depending on variable valve actu-
ation for the purpose of active engine valve control.
Model Validation
The model is validated through the reliable engine simulator and the optical engine.
The infrared images taken from the optical engine are segmented into two zones, and
analyzed to estimate their thermodynamic properties. Through comparison with these
estimates, the developed model is validated.
Simulation Study
Comparative simulation studies are carried out with different valve actuation schemes:
1) intake valve timing shift, 2) exhaust valve timing shift, 3) asynchronous intake valve
timing, to study their effects on the charge mixing.
1.3.2 Frequency Domain Model of An Electrohydraulic Actuator
Analytic Frequency Domain Model
The analytic frequency domain model is derived from the physical dynamics of the
electrohydraulic actuator. Then, spectral analysis is conducted to analyze the nonlinear
dynamic features of the electrohydraulic actuator in frequency domain.
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Experimental Frequency Domain Model
Without prior information of the actuator, the experimental model is estimated from
frequency response. For a model structure, the block-oriented nonlinear systems are
considered including the Wiener and Hammerstein models. Based on spectral analysis,
the model parameters are estimated by applying the (iterative) linear least squares
methods.
1.3.3 Robust Tracking Control of An Electrohydraulic Valve Actuator
Stationary Reference Tracking
First, based on frequency domain analysis of a nonlinear feedback system, the sta-
tionary reference tracking control is designed in terms of internal model principle for
a nonlinear actuator. To achieve robust tracking performance, the high-order time
invariant internal model is designed, and the effectiveness is demonstrated.
Nonstationary Reference Tracking
Motivated by the stationary case, the high-order time varying internal model is
designed based on time-frequency analysis to achieve nonstationary reference tracking
control for a nonlinear actuator. Similarly, its effectiveness in robust tracking perfor-
mance is illustrated.
1.3.4 Connection between Chapters
The control-oriented charge mixing model developed in the first chapter enables
model-based reference motion planning so that the desired charge mixing can be achieved
through the electrohydraulic camless engine valve actuator. The second chapter focuses
on system identification and analysis in frequency domain for the electrohydraulic actu-
ator. The identified frequency domain model and frequency domain analysis reveal its
critical dynamic features. Finally, the robust tracking control is designed based on fre-
quency domain analysis of a nonlinear feedback system to follow the reference motion.
Implementation of the electrohydraulic camless engine valve actuator needs success-
ful reference planning, modeling, analysis, and robust tracking control of the actuator
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addressed in this thesis.
1.4 Expected Contributions
1.4.1 Control-oriented Two-zone Charge Mixing Model
Simplified Charge Mixing Process
Compared to the one-zone and the multi-zone models, the proposed two-zone charge
mixing model is promising for describing a complicated turbulent fluid flow during a
charge mixing process in an effective manner. Specifically, the proposed model is of
great significance on valve motion planning for realization of advanced combustion such
as homogeneous charge compression ignition (HCCI) employing substantial amount of
hot residual gas for auto-ignition control.
Graphical Analysis for Infrared Images of Optical Engines
With the proposed methodology for graphical analysis, utilization of optical engines
to investigate dynamic features of internal combustion engines, such as a charge mixing
process, considerably increases. The infrared image taken during the charge mixing
process is very chaotic due to a turbulent flow. But, by applying the K-means segmen-
tation technique, the chaotic image can be clustered into several zones. Then, analysis
of the finite zone-based model is available from the images.
1.4.2 Frequency Domain Models of An Electrohydraulic Actuator
Spectral Analysis of Electrohydraulic Actuators
Benefits of spectral analysis are achieved for nonlinear electrohydraulic actuators.
The electrohydraulic actuator possesses inherent nonlinear dynamic features which re-
sult from an orifice flow through a flow control valve and friction forces exerting on a
piston and a spool. Through spectral analysis, such nonlinear behaviors can be analyzed
efficiently in frequency domain. In addition, spectral analysis reveals great importance
on control design and system identification of nonlinear systems.
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Nonlinear System Identification in Frequency Domain
The proposed nonlinear system identification has applicability to a range of complex
systems of which prior information is limited or not available, for example, mechatronic
systems, chemical process, and biological systems. The proposed identification method
is numerically stable and robust because it employs well-established (iterative) linear
squares methods. In addition, compared to existing methods, the proposed identification
method is cheap computationally and experimentally.
1.4.3 Robust Tracking Control of An Electrohydraulic Valve Actuator
Nonstationary Reference Tracking for Nonlinear Systems
The proposed tracking control with a high-order time varying internal model has a
range of applications, to be specific, reciprocating machines. Typically, reference sig-
nals for the reciprocating machines are defined in position domain, not in time domain,
such as reference valve motion of internal combustion engines which is defined in rota-
tional angle domain. The proposed design method turns out to show improved tracking
performance even with nonlinear system uncertainties.
1.5 Thesis Organization
The rest of the thesis consists of three main chapters: 1) Control-oriented two-zone
charge mixing model, 2) Frequency domain model of an electrohydraulic actuator, 3)
Robust tracking control of an electrohydraulic valve actuator.
Chapter 2 The mixing between fresh charge and residual gas is modeled as thermo-
dynamic interaction between two control volumes: the mixed- and the unmixed zone.
The GT-power engine simulator and the optical engine are used for model validation.
The infrared images are taken from an optical engine, and they are segmented into two
zones according to the intensity of image pixels. The thermodynamic properties of two-
zone model reveal a good match with the estimates from the images. Through further
simulation studies, performance of different valve actuation schemes are investigated
and compared.
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Chapter 3 Frequency domain models of an electrohydraulic actuator are developed
for spectral analysis. Two different methods are presented. An analytic frequency do-
main model is derived from physical dynamics of the electrohydraulic actuator. This
model exhibits the critical nonlinear features of the actuator in frequency domain.
An experimental frequency domain model is estimated with the assumption of block-
oriented system structures. Even though prior information about the actuator is not
available, model parameters are estimated from spectral analysis.
Chapter 4 Robust tracking control of an electrohydraulic valve actuator is presented
by applying internal model principle for nonlinear systems. The main focus is to design
an internal model to track reference signals whose dynamics is available. Motivated from
tracking control for stationary reference signals of which frequency contents are fixed, a
high-order time varying internal model is proposed for nonstationary reference tracking.
Effectiveness of the proposed internal model design is demonstrated by implementing it
on the electrohydraulic camless engine valve actuator.
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Chapter 2
Control-oriented Two-zone
Charge Mixing Model
In this chapter, a control-oriented two-zone charge mixing model is developed to
analyze the effect of variable valve actuation on mixing of fresh charge (air + fuel) and
residual gas. With the definitions of two control volumes, the charge mixing model is
developed by employing thermodynamic interaction between these two control volumes.
The model is validated through the professional engine simulation software and the
optical engine. Further simulation studies are conducted to compare different strategies
for engine valve actuation in terms of charge mixing. The results of this chapter are
reported in [46, 47, 48].
2.1 Introduction
2.1.1 Background
Over the past couple of decades, advanced combustion technologies have been ex-
tensively investigated to reduce harmful pollution and improve fuel economy of internal
combustion engines (ICEs) [49, 50]. In this perspective, a homogeneous charge compres-
sion ignition (HCCI) engine has drawn keen attention as one of the most competitive
alternatives. It has been shown that an HCCI engine produces much less nitrogen oxide
and soot emissions while improving fuel economy [51]. Fig. 2.1 shows ignition types of
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different engines. As can be seen, a compression ignition (CI) engine and a spark igni-
tion (SI) engine employ direct ignition initiators such as an injector and a spark plug.
On the other hand, an HCCI engine does not use any explicit initiator. Instead, HCCI
is achieved by controlled auto-ignition occurring at multiple spots at a time, when a
homogeneous mixture reaches its ignition conditions by compression.
fuel
injector
Diesel Engine
spark
plug
Gasoline Engine HCCI Engine
Figure 2.1: Different ignition types: compression ignition (diesel engine), spark ignition
(gasoline engine), homogeneous charge compression ignition (HCCI engine).
However, auto-ignition is difficult to control due to the absence of a direct initiator.
And the operational range of an HCCI engine is restricted. It is constrained at low
load by lean combustion limit and at high load by in-cylinder peak pressure restriction.
Variable valve actuation (VVA) turns out to be effective for resolving such challenges.
VVA provides fine control over temperature and pressure of a mixture by manipulation
of effective compression ratio [52] and amount of hot residual gas retained [53]. Quan-
titative regulation of hot residual gas reveals great potential for temperature control of
the mixture for auto-ignition. In particular, VVA with negative valve overlap (NVO)
turns out to be a strong candidate for HCCI combustion control, since NVO strategy
25
enables effective control of the amount of residual gas to be trapped [23, 54]. However,
not all of residual gas trapped affects active reactant. Therefore, appropriate charge
mixing model between fresh charge and residual gas is essential for HCCI combustion
control and extension of its available range.
Most charge mixing modeling works are based on the assumption of a lumped sys-
tem. The mean value HCCI engine model is developed in continuous time domain for
the control purpose [55]. The cycle-to-cycle based models were also developed [56, 57].
Especially, [57] employed a mass fraction of gas species included in fresh charge and
residual gas to predict peak pressure and start of combustion. These approaches com-
monly assume that thermodynamic properties of in-cylinder gas are uniform without
regard of charge mixing.
Actual flow behavior in a cylinder during an intake stroke is extremely chaotic due
to turbulence. The turbulence is triggered by a intake flow which comes through intake
valves. Thus, thermofluidic characteristics in a cylinder is not uniform at all throughout
the cylinder volume. But, turbulence enables mixing of fresh charge and residual gas in
a cylinder. It means that mixing of fresh charge and residual gas is strongly influenced
by valve timings. The multi-zone model for HCCI is investigated in the framework
of computational fluid dynamics [21, 22] to simulate charge mixing and its effect on
combustion. Unfortunately, such a model is not suitable for the use of real-time control
because it requires extremely heavy computational load. Therefore, it is desired to
develop a model with logical and plausible assumptions for simplification, but it still
should retain significant physical features for model-based control design. Such a model
allows model-based variable valve planning in real-time to facilitate stable HCCI in a
broader working range.
As a compromise between the single-zone and multi-zone models, two-zone HCCI
models are proposed [58, 59]. However, since the mass transfer between the mixed-
and unmixed zone is predetermined with respect to a positive valve overlap strategy in
[58], it is not applicable to any other variable valve actuation strategies. Reference [59]
assumed the cylindrical shapes of two zones which actually rarely happen. Preliminary
results of a modeling work by the author have been reported in [46, 47] and the final
results are given in [48].
In the proposed two-zone charge mixing model, the cylinder volume is segmented
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into the unmixed- and mixed zones. The unmixed zone includes residual gas only. This
zone serves as a temporary repository of hot residual gas which plays a role of the heat
source. Whereas, in the mixed zone, it is assumed that fresh charge and some portion of
residual gas, expelled from the unmixed zone, are mixed homogeneously. Mass transfer
from the unmixed zone to the mixed zone is driven by a fluidic impingement on the
unmixed zone. Mass transfer between two zones represents mixing of fresh charge and
residual gas in the cylinder.
To validate and calibrate the developed model, optical engine tests were performed
with an IR camera. And GT-power simulation is carried out to further assist the
model validation. Since an optical engine enables direct access inside a combustion
chamber, it is broadly used in ICEs researches, particularly for diagnostic applications
such as detection of fuel spray injection and combustion flame propagation [60, 61]. In
this research, mean temperature of two zones is estimated from an IR images. Image
post-process is done to filter out inevitable noise and to extract features of interest.
After post-process, the IR image is segmented into two zones using the K-means cluster
technique. Then, the mean temperature of each zone is estimated and compared with
the model temperature.
2.1.2 Problem Formulation
The first target of this chapter is to characterize the effect of variable valve actuation
on charge mixing model as shown in Fig. 2.2. The model input is the valve timing, lift,
and duration (i.e. variable valve actuation), and the model output is the thermodynamic
properties of two zones. Experimental condition is regarded as the external input. From
the model output, charge mixing can be interpreted.
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mixing model
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Figure 2.2: Control-oriented two-zone charge mixing model: model input (variable
valve actuation), model output (thermodynamics properties of two zones), external
input (operating condition).
The next target is validate the model through a systematic graphical analysis of the
infrared optical engine. From IR images, thermodynamic properties of two-zones should
be extracted. But, in order to achieve that, first the images should be divided into two
zones appropriately to represent the mixed- and unmixed zones.
2.1.3 Outline
This chapter is organized as follows: In Sec. 2.2, based on the model definition, a
charge mixing model is derived by associating mass transfer between these zones. Then,
Sec. 2.3 presents model validation methodologies using an engine simulator and an
optical engine. In Sec. 2.4, comparative simulation studies are conducted to investigate
the effect of different variable valve actuation on charge mixing. Conclusion of this
chapter is drawn in Sec. 2.5.
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2.2 Model Development
2.2.1 Model Definition
Fig. 2.3 depicts the charge mixing process with two control volumes: the unmixed-
and mixed zones. The fictitious divider (solid green line) is visualized for clear separation
between two zones.
fictitious
divider
unmixed
zone
mixed
zone
forced
mass 
transfer
intake
valve
exhaust
valve
fluid jet
Figure 2.3: Description of the two-zone charge mixing model: a mixture of fresh charge
(light blue circles) and residual gas (orange circles) in the mixed zone, residual (orange
circles) gas only in the unmixed zone; a fictitious divider between them (solid green
line).
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Unmixed Zone
The unmixed zone is filled with a portion of residual gas which is retained combustion
products of a previous engine cycle by early close of exhaust valves. This burned gas is
assumed not to be blended with fresh charge at all. Although this gas remains inert for
combustion of a current engine cycle, it plays a significant role as a temporary storage
of heat source.
Mixed Zone
The mixed zone is composed of a mixture of fresh charge (fresh air plus fuel) which
enters a cylinder in a current engine cycle and some residual gas which is transferred
from the unmixed zone. During the charge mixing process, significant heat is transferred
from the hot residual gas to the fresh charge and it helps the fresh charge reach the
ignition condition. This heat transfer is assumed to occur in the mixed zone only
through effective collision, not in the fictitious divider. In other words, charge mixing is
realized by the mass transfer from the unmixed zone to the mixed zone (red arrows in
Fig. 2.3) which is forced by fluid jets of intake flow acting on the fictitious divider (blue
arrows in Fig. 2.3). The fluid jets of intake flow is controlled by active valve motion.
With these assumptions, the effect of valve motion on the charge mixing can be
modeled efficiently, while critical physics is still captured. All working fluids are assumed
to be an ideal gas. This study concerns the charge mixing during an intake stroke only,
though the charge mixing continues until a compression stroke due to inertial fluidic
motion. This is because the fluid jet during the intake stroke is the most powerful so
that the resultant charge mixing is the most significant.
2.2.2 Model Derivation
Mean properties of the cylinder volume system depending on the engine valve oper-
ation are presented, first [62, 63]. Then, those of the mixed- and the unmixed zone are
derived. The symbols m(·), T(·), V(·), and p(·) indicate the mass, temperature, volume,
and pressure. The subscripts “cyl”, “1”, and “2” indicate the cylinder volume, the
mixed zone, and the unmixed zone, respectively. And the subscripts “im”, “em”, “IV”,
and“EV” mean the intake manifold, the exhaust manifold, the intake valve, and the
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exhaust valve. respectively. The time derivative is represented by the upper dot.
Cylinder Volume System
From geometry of a single cylinder engine shown in Fig. 2.4, the position and the
velocity of the piston pin are given by
s(t) = (l + a)−
(√
l2 − a2 sin2 θ(t) + a cos θ(t)
)
(2.1)
s˙(t) = θ˙(t)
(
a sin θ(t) +
a2 sin θ(t) cos θ(t)√
l2 − a2 sin2 θ(t)
)
, (2.2)
where a and l indicate the crank radius and the connecting rod length. θ(t) means the
engine position in crank angle domain.
TDC
( )tθ
a
l
( )s t
B
piston pin
piston connecting 
rod
crank pincrankshaft
Figure 2.4: Geometry of a single cylinder engine
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The cylinder volume and its rate are given by
Vcyl(t) = Vd
(
1
rc − 1
+
s(t)
2a
)
(2.3)
V˙cyl(t) =
Vd
2a
s˙(t), (2.4)
where Vd is the displacement volume swept by the piston while it moves between the
top dead center (TDC) and the bottom dead center (BDC). rc is the compression ratio
of the engine.
Applying the mass and energy conservation law, and the ideal gas law to the cylinder
volume system yields the following thermodynamic equations of the cylinder volume
system
m˙cyl(t) = m˙v(t) (2.5)
T˙cyl(t) =
γ − 1
mcyl(t)R
(
−pcyl(t)V˙cyl(t) + Q˙cyl(t)
)
+


m˙v(t)
mcyl(t)
(γTim − Tcyl(t)) , if inflow through IV
m˙v(t)
mcyl(t)
(γTem − Tcyl(t)) , if inflow through EV
m˙v(t)
mcyl(t)
(γ − 1)Tcyl(t) , if outflow
(2.6)
p˙cyl(t) =
1
Vcyl(t)
(
m˙cyl(t)RTcyl(t) +mcyl(t)RT˙cyl(t)− pcyl(t)V˙cyl(t)
)
, (2.7)
where m˙v(t) is the valve flow rate. And, γ and R are the heat capacity ratio and specific
gas constant. Q˙cyl(t) means the heat transfer rate from/to the cylinder wall given by
Q˙cyl(t) = −hcyl(t)Acyl(t) (Tcyl(t)− Twall) , (2.8)
where Twall is the cylinder wall temperature, and Acyl(t) is the contact area with the
cylinder wall. The heat transfer coefficient hcyl(t) is determined by Woschni’s correlation
with the scalable factor α depending on engine geometry such as [62, 63]
hcyl(t) = α L
−0.2 pcyl(t)
0.8 Tcyl(t)
−0.55ω(t)0.8, (2.9)
where L and ω are the characteristics length and velocity of the engine.
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Valve Flow Rate
The valve flow rate and the flow velocity are given by
m˙v(t) =
CdAc(t)√
RTup
pupΦ (rp(t)) (2.10)
vv(t) = Cd
√
RTupΦ (rp(t)) , (2.11)
where Cd is the discharge coefficient, and Ac(t) is the curtain area of the valve deter-
mined by the valve lift. The subscript “up” means an upper stream. Flow direction is
determined in accordance with pressure gradient through the valve. In this paper, the
positive valve flow means the inflow into the cylinder volume, and the negative valve
flow is vice versa. Φ (rp(t)) is given by
Φ (rp(t)) =


rp(t)
1
γ
√√√√√√ 2γγ − 1

1− rp(t)
γ − 1
γ

 , if rp(t) >
(
2
γ + 1
) γ
γ − 1
√√√√
γ
(
2
γ + 1
)γ + 1
γ − 1 , if rp(t) ≤
(
2
γ + 1
) γ
γ − 1
(2.12)
where rp is the pressure ratio of an upper stream and a down stream.
It is mentioned that the fluid jet generated by strong inflow is the essential driving
force for charge mixing and consequentially turbulence induced by the jet provokes
pressure imbalance [64, 65]. From the energy conservation law of a fresh charge in
motion, when the fluid jet hits the fictitious divider, its impact pressure is given by
pjet(t) =
pimvv(t)
2
2RTim
(2.13)
During the intake stroke, since pcyl(t) is close to pim, the ratio of pjet(t) and pcyl(t) is
approximated by C2dΦ (rp(t))
2 /2 which means pjet(t) is much smaller than pcyl(t). Thus,
the pressure imbalance is nearly negligible compared to the mean cylinder pressure,
although it is critical for charge mixing. Therefore, the pressure of cylinder volume is
assumed to be uniform without spatial difference.
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Mixed Zone
The mixed zone has two inlets during inflow and one outlet during outflow. During
the outflow from the cylinder to the manifold (intake or exhaust), the escape rate from
each zone is assumed to be determined according to its mass fraction. By applying
the mass and energy conservation law, and the ideal gas law to the mixed zone, the
following thermodynamic equations are yielded
m˙1(t) =


m˙v(t) + m˙t(t) , if inflow
m˙cyl(t)×
m1(t)
mcyl(t)
, if outflow
(2.14)
d
dt
(m1(t)cvT1(t)) = −pcyl(t)V˙1(t) + Q˙1(t) (2.15)
+


m˙v(t)cpTim + m˙t(t)cpT2(t) , if IV inflow
m˙v(t)cpTem + m˙t(t)cpT2(t) , if EV inflow
m˙1(t)cpT1(t) , if outflow
−pcyl(t)V˙1(t) +m1(t)RT˙1(t) = p˙cyl(t)V1(t)− m˙1(t)RT1(t) (2.16)
m˙t(t) is the mass transfer rate from the unmixed zone. cv and cp are the specific heat
capacity at iso-choric, and iso-baric process. The heat transfer rate from/to the cylinder
wall for the mixed zone is given by
Q˙1 = −h1A1 (T1(t)− Twall) , (2.17)
where h1 and A1 are defined for the mixed zone similarly with the cylinder volume
system, and their calculation is presented in the following.
Unmixed Zone
The unmixed zone has one outlet. The unmixed zone consistently shrinks until it
fades away completely. Similarly, thermodynamic equations for the unmixed zone are
given by
m˙2(t) =


−m˙t(t) , if inflow
m˙cyl(t)×
m2(t)
mcyl(t)
, if outflow
(2.18)
d
dt
(m2(t)cvT2(t)) = −pcyl(t)V˙2(t) + Q˙2(t) + m˙2(t)cpT2(t) (2.19)
−pcyl(t)V˙2(t) +m2(t)RT˙2(t) = p˙cyl(t)V2(t)− m˙2(t)RT2(t) (2.20)
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The heat transfer rate for the unmixed zone is determined similarly.
Q˙2(t) = −h2A2 (T2(t)− Twall) (2.21)
For (2.17) and (2.21), the following assignment rule is used:
h1A1 =
m1(t)
mcyl(t)
hcylAcyl (2.22)
h2A2 =
m2(t)
mcyl(t)
hcylAcyl (2.23)
It is noted that the multiplication of the heat transfer coefficient and the contact area
can be determined only, not individual values. It is because the contact area cannot be
determined due to complex shapes of zones.
Mass Transfer Between Two Zones
The two-zone charge mixing model is indeterminate because of unknown mass trans-
fer rate between two zones m˙t. It is reminded that residual gas in the unmixed zone
is transferred to the mixed zone by impact pressure exerting on the fictitious divider
while keeping pressure of both zones identical (or nearly similar). It means that the
compression work by a fluid jet is consumed by enthalpy outflow, in other words,
pjet(t)V˙t(t) = m˙t(t)cpT2(t). V˙t(t) is approximated by V˙v(t) = m˙v(t)/ρim. Finally, the
mass transfer rate between two zones is determined with the constant mixing parameter
(η) such as
m˙t(t) = η
γ − 1
γ
m˙v(t)vv(t)
2
2RT2(t)
(2.24)
From (2.24), the mass transfer rate between two zones is proportional to the kinetic
energy rate of intake flow, i.e. the fluid jet. The mixing parameter η is used to represent
the engine geometry-dependent effect on the turbulence.
Two-zone Charge Mixing Model
By combining thermodynamics of the cylinder volume system, the mixed zone, and
the unmixed zone, the two-zone charge mixing model can be written by
Σ(t)X(t) = Π(t) (2.25)
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Σ(t), X(t), and Π(t) are given by
Σ(t) =


m1(t)cv 0 pcyl(t) 0
0 m2(t)cv 0 pcyl(t)
m1(t)R 0 −pcyl(t) 0
0 m2(t)R 0 −pcyl(t)

 (2.26)
X(t) =
[
T˙1(t) T˙2(t) V˙1(t) V˙2(t)
]T
(2.27)
Π(t) =




−m˙1(t)cvT1(t)− m˙2(t)cpT2(t) + m˙v(t)cpTim − Q˙1(t)
m˙2(t)RT2(t)− Q˙2(t)
−m˙1(t)RT1(t) + p˙cyl(t)V1(t)
−m˙2(t)RT2(t) + p˙cyl(t)V2(t)

 , if IV inflow


−m˙1(t)cvT1(t)− m˙2(t)cpT2(t) + m˙v(t)cpTem − Q˙1(t)
m˙2(t)RT2(t)− Q˙2(t)
−m˙1(t)RT1(t) + p˙cyl(t)V1(t)
−m˙2(t)RT2(t) + p˙cyl(t)V2(t)

 , if EV inflow


m˙1(t)RT1(t)− m˙2(t)cpT2(t)− Q˙1(t)
m˙2(t)RT2(t)− Q˙2(t)
−m˙1(t)RT1(t) + p˙cyl(t)V1(t)
−m˙2(t)RT2(t) + p˙cyl(t)V2(t)

 , if outflow
(2.28)
It is noted that the variables of the cylinder volume system are treated as the exogenous
signals of the two-zone charge mixing model.
2.3 Model Validation
In this section, a GT-power simulator and an optical engine are used for calibration
of global parameters of the cylinder volume system and a local parameter of two zones,
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respectively. Since the proposed two-zone charge mixing model is defined during an
intake stroke only, and it does not require any specific combustion, the optical engine
and the GT-power simulator are run with spark ignition (SI) for a consistent use of
residual gas under stable combustion.
2.3.1 GT-Power Simulation
The GT-power simulator is run to track the optical engine measurements such as
indicated mean effect pressure (IMEP), air fuel ratio (AFR), Pcyl, and fuel mass. The
global parameters are calibrated so that the Matlab simulink model follows the GT-
power simulator model. It is noted that the GT-power simulator is used to generate
mean temperature which is not available in the optical engine. The global parameters
include the heat transfer coefficient α used in (2.9), and the discharge coefficient Cd for
intake and exhaust valves used in (2.10) and (2.11).
The engine runs at steady speed of 1500 RPM. The compression ratio is 9.8 and
the displacement volume is 0.499 liter. AFR is kept at the stoichiometric raio, and the
indoline is used as the fuel for optical engine tests. Experimental conditions are shown
in Table. 2.1. The valve timing of EVO, EVC, IVO, and IVC are -168, -20, 32, and
180 in crank angle degree (CAD) with respect to the TDC) position during the intake
stroke. Zero indicates TDC position during the intake stroke. The calibrated values of
Cd and α are 0.85 and 2.00, respectively. Fig. 2.5 shows the valve profile used and mean
value comparisons of pressure, temperature, and mass for the in-cylinder gas. With
calibrated parameters, acceptable levels of agreement are achieved.
Table 2.1: Experimental conditions of optical engine tests
Valve Diameter (mm) Single Cylinder Engine (mm)
intake exhaust B l dwin
34 30 86 146 58
Pressure (bar) Temperature (K)
intake exhaust intake exhaust wall
0.55 0.85 300 800 400
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Figure 2.5: Cylinder volume system parameter calibration: first row - valve profile
used, second row - in-cylinder pressure (pcyl), third row - in-cylinder temperature (Tcyl),
fourth row - in-cylinder mass (mcyl).
With the calibrated global parameters, further comparative simulations are con-
ducted with different local parameters η used in (2.24) to investigate its effect on two
zones. Fig. 2.6 shows comparison results. The mixing degree is defined as the mass
ratio of transferred residual gas to the mixed zone at IVC and total retained residual
gas at IVO. With the given valve actuation, the mixed zone is generated after 40 CAD
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because of a back flow in the beginning of IVO. From Fig. 2.6, it is found that the
mixing degree does not affect temperature of the unmixed zone. However, temperature
of the mixed zone is obviously influenced by the mixing degree. This dependence of the
mixed zone is utilized for calibration of eta with the optical engine.
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Figure 2.6: Zonal temperature according to mixing degrees, mt(θIV C)/m2(θIV O): tem-
perature of the mixed (top) and unmixed (bottom) zone.
2.3.2 Optical Engine Test
The proposed model presents thermodynamic interaction between the mixed and
unmixed zones, in terms of mass transfer between them. Unfortunately, there are no
available sensors other than pressure transducers that are capable of measuring in-
cylinder properties because of high pressure and temperature in a cylinder. Due to
such restriction, an optical engine has drawn attention for ICE research, since it allows
direct optical access to the inside of a cylinder so that significant features like fuel spray
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injection and combustion flame propagation can be captured by images. In this research,
an IR camera was used to estimate the mean temperature of two zones during the intake
stroke. Then, the mixing parameter η is calibrated using the estimated temperature.
Thereby, suitability of the proposed model is evaluated.
Optical Engine Setup
The schematic setting of the optical engine is shown in Fig. 2.7. Radiant emittance
from gas in the cylinder passes through the optical window which is mounted on the
Bowditch style piston. Because the diameter of the optical window is smaller than the
engine bore, only some portion of gas in the cylinder can be observed. After passing
through the window, the radiation is reflected from the mirror, then reaches the detector.
At 30, 40, 50, 60, and 70 CAD, images are taken ten times in consecutive cycles to see
chaotic variation.
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IR 
camera
IR 
camera
< side view >
< top view >
sapphire
window
gold surface
mirror
Figure 2.7: Principle of the optical engine.
Radiation Energy
Detailed theoretical background of radiation transfer can be found in [25]. Evert
material of which surface temperature is over zero degree Kelvin emits radiation from
its surface. For a blackbody, spectral radiant emittance from its surface is determined
with Plank law as a function of wave length (k) and surface temperature (T). A real
object of identical surface temperature emits less radiation than an ideal blackbody,
and their ratio is defined as emissivity. In contrast with a solid surface, a majority of
gases features nonuniform spectral distribution of emissivity. And most gases turn out
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to have extremely small emissivity. Thus instead of gas, soot which is one of combustion
products is generally employed for an optical engine test to estimate the combustion
temperature, because it has much higher emissivity than gas. There have been many
efforts to estimate soot emissivity for optical engine research [60, 61].
If all radiant emittance from the object in the cylinder reaches the detector without
any loss, the measured image output (i.e. intensity) is determined as
U =
∫ λ2
λ1
κ(λ)ǫ(λ)Eb(λ, T )dλ (2.29)
where κ is the normalized productivity of the detector which converts from the incident
radiation to the actual image output. [λ1, λ2] are the measurable spectral range of the
IR camera. It is noted that the image output mainly depends on the surface temperature
and emissivity of an object.
Image Process
The median filter is applied in order to filter out undesired noise sufficiently without
unnecessary distortion of structural features [27]. Besides noise suppression, the filter
gets rid of isolated pixels in the mixed zone. If tiny portion of the residual gas is
mixed with fresh charge, it appears as a small isolated region having high intensity. By
applying median filter, such an isolated region could be included in the mixed zone.
After filtering, pixels outside the optical window are excluded because pixels showing
intensity of in-cylinder gas are concerned for zone identification from IR images. And
the pixels where the spark plug locates are ruled out either. As presented, soot is used
for temperature estimation. Soot is likely to be accumulated on the spark plug and
cylinder head. Because temperature of the spark plug remains high, excessively high
image output around the spark plug is found. Therefore, pixels except these area are
used for image segmentation.
To partition the images into two zones, the K-means cluster method is employed
[66]. This technique partitions pixels into K clusters to minimize the predetermined
cost function given by
J
(k)
i,j = β|Ui − U¯
(k)
j |
2 + (1− β)||Pi − P¯
(k)
j || (2.30)
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where, Ui ∈ R, Pi ∈ R
2, U¯
(k)
j ∈ R, and P¯
(k)
j ∈ R
2. The following describes the iterative
algorithm of the optimal k-means cluster method.
K-means cluster iterative algorithm
1) determine initial values of U¯
(0)
j , P¯
(0)
j for ∀ jth cluster.
2) for the ith cell, find the jth cluster to minimize (2.30), then assign the ith pixel to the
jth cluster.
3) update mean values of new clusters: U¯
(k+1)
j , P¯
(k+1)
j
4) go to 2) until cluster assignment doe not change.
Although this algorithm solves the local solution, an initial value turns out to be nearly
insensitive to optimal image segmentation through numerical examination, if the solu-
tions (the mean image output and pixel location of clusters) are constrained to integers.
It is found that soot distribution is rather nonuniform even in the unmixed zone (see
the raw image measured at 40 CAD before the mixed zone appears in Fig. 2.8). Unless
such non-uniformity in the unmixed zone is taken account, temperature estimation
based on the image segmentation would not be accurate. Two clusters are used for the
unmixed zone. After inflow occurs, including one for the mixed zone, three clusters
appear in the images. Fig. 2.8 shows one of the raw (left) and segmented (right) images
at 40, 50, 60, and 70 CAD. In each plot, the above bigger and the below smaller arcs
indicate the intake and exhaust valves, respectively. The red cluster is the area where
much soot is concentrated in the unmixed zone. The yellow cluster is the area where
sparse soot exists in the unmixed zone. And the light blue cluster represents the mixed
zone. The dark blue indicates the excluded area for image segmentation. It is noted that
all images are scaled using the discontinuous color map. The optimal mean intensity
for each cluster (U¯j, the final iteration number is omitted for convenience.) will be used
for mean temperature estimation of each zone.
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Figure 2.8: Infrared image segmentation: Rows - 40, 50, 60, 70 degree in order, Left -
raw images, Right - segmented images. The upper and lower arcs indicate the intake
and exhaust valves.
Zonal Temperature Estimation
Since in-cylinder gas has very low emissivity, in other words it is transparent to
radiation, the detector observes radiation emitted from the background parts such as
44
the cylinder head, valve ports, and the spark plug, in addition to gas radiation. Fig. 2.9
depicts the path of radiant emittance from the gas and background parts to the detector.
Therefore, radiant overlap on IR images should be taken account. Based on Eq. (2.29)
and radiant path shown in Fig. 2.9, the mean intensity of the jth cluster is given by
U¯j = U¯gas,j + U¯bg,j (2.31)
U¯gas,j =
∫ λ2
λ1
κ(λ)τambτwinǫgas,j(λ)Eb(λ, Tgas,j) dλ
U¯bg,j =
∫ λ2
λ1
κ(λ)τambτwinτgas,j(λ)ǫbgEb(λ, Tbg) dλ
IR 
camera
ambient air
τgas,2
τwin
τamb
Ūbg,2
Ūgas,2
window
gas
background
Figure 2.9: Path of radiant emittance: the IR detector receives radiant emittance from
background and gas both. Thickness of ambient air changes as a piston moves up or
down.
Transmissivity of the ambient gap is variant to crank angle, because optical thickness
of the ambient gap varies while the piston head moves down. To compensate a dynamic
optical thickness, pixels outside the optical window is used. The intensity of these pixels
represents radiation emitted from the piston head. It is supposed to remain nearly
constant, because piston temperature is also controlled by engine coolant. However,
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the measured mean intensity of these pixels is found to change while the piston head
moves downward. To compensate such varying transmissivity, the normalizing factor,
N(θ), is defined to cancel out decreasing transmittance while the piston head moves
down. In other words, τamb(θ) = τ˜amb × N(θ) with the constant τ˜amb. Therefore,
normalized mean values of U˜j = U¯j/N(θ), U˜gas,j = U¯gas,j/N(θ), U˜bg,j = U¯bg,j/N(θ), and
U˜piston = U¯piston/N(θ) are used for temperature estimation. U˜j of the jth cluster is shown
in Fig. 2.10.
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Figure 2.10: Normalized intensity regarding thickness varying ambient air - dense(red)
and sparse(blue) soot clusters in the unmixed zone, cluster(light blue) of the mixed
zone, piston head(black), i.e. outside of the optical window)
To estimate Tgas,j from U˜gas,j, U˜gas,j should be extracted from U˜j in (2.31). κ, ǫgas,j,
and τgas,j of gas are assumed to be constant for computational simplicity. Constant
soot emissivity of 0.5 is selected from the literature [61]. This emissivity corresponds
to the soot of combustion gas. The normalized mean intensity of the unmixed zone
(U˜gas,2) is nearly identical to U˜2, because Eb(λ, Tgas,2) is much higher than Eb(λ, Tbg).
It is because temperature of the background parts are controlled at relatively lower
temperature by the engine coolant. With assumption of zero reflectivity, τgas,j is equal
to 1− ǫgas,j, then the normalized mean gas intensity of the mixed zone (U˜gas,1) becomes
46
the half of U˜1, since the soot emissivity of the background parts is very high (≃ 1) due
to high soot accumulation on these parts.
Relationship between the normalized mean gas intensity (U˜gas,1, U˜gas,2) and mean
temperature (Tgas,1, Tgas,2) of two zones can be identified by an empirical approximation
method, instead of direct employment (2.31). In this paper, the following situ-Plank
function is applied [67].
Tgas,j =
A1
ln( A2
U˜gas,j
+A3)
(2.32)
To identify parameters in (2.32), temperature (Tgas,2, Tpiston) and intensity (U˜gas,2,
U˜piston) are used. The mean temperature of the cylinder volume system from GT-power
simulation before intake flow begins is used as Tgas,2. From Sec. 2.3.1, it is reminded that
η does not affect the unmixed zone temperature. The piston temperature is assumed
to be equal (or almost same) with the cylinder wall temperature of 400 K. With these
sample data, the situ-Plank function is identified using nonlinear fitting curve method.
The mixed zone temperature is estimated by applying (U˜gas,1) into (2.32). In Fig. 2.6,
mixed zone temperature is simulated with the different mixing parameters (η). To have
the best agreement between the model temperature and the estimated temperature of
the mixed zone, η is calibrated. With best tuned η of 8, the model and estimated
temperature of two zones are shown in Fig. 2.11. A good level of agreements between
them are achieved.
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Figure 2.11: Zonal temperature comparison between the model and the estimate:
mixed zone model(blue square), mixed zone estimate(light blue circle), unmixed zone
model(red square), unmixed zone estimate(magenta circle).
2.4 Simulation Study
With the parameters calibrated (Cd, α, η), comparative simulation studies are con-
ducted to investigate the effect of different variable valve actuation schemes on charge
mixing.
2.4.1 Intake Valve Timing Shift
The shifting effect of intake valve timing is investigated. There are two intake valves,
and they share the identical timings. Intake valve timings with shifting ± 10 CAD are
shown in Fig. 2.12(a). For three cases, same initial conditions of temperature, mass,
and pressure at -200 CAD are used. From Fig. 2.12(a) and (b), it is observed that 10
CAD retard of intake valve timing promotes mixing of fresh charge and residual gas. It
is due to a strong intake flow of high kinetic energy as phasing of intake valve timing.
As a result, fresh charge gets more thermal energy from residual gas. However, since
retarding intake valve timing makes unmixed zone temperature reduced, particularly
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when substantial residual gas is transferred to the mixed zone (60-100 CAD), the effect
of retarding intake valve timing is limited. Also, the intake valve should be closed before
BDC or slightly after BDC to avoid loss of intake charge.
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Figure 2.12: Intake valve timing shift: (a) valve profile (b) zonal mass and temperature.
Nominal case(solid green), 10 CAD advance(dashed blue), 10 CAD retard(dashed-and-
dotted red).
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2.4.2 Exhaust Valve Timing Shift
Similarly, phasing effect of exhaust valve timing on two zones is investigated under
identical initial conditions. Exhaust valve timings with phasing of ± 10 CAD are shown
in Fig. 2.12(a). From Fig. 2.12(b) and (c), it is observed that 10 CAD retard of exhaust
valve timing enhances mixing of fresh charge and residual gas. It is because the decreased
pressure in a cylinder generates strong intake flow of high kinetic energy. However, since
mass and temperature of retained residual gas at IVO are reduced by retard of exhaust
valve timing, retard angle is limited.
51
−200 −150 −100 −50 0 50 100 150 200
0
2
4
6
v
al
ve
 li
ft 
(m
m)
 
 
nominal
10 deg advance
10 deg retard
(a)
0 20 40 60 80 100 120 140 160 180 200
0
100
200
300
m
ix
ed
 z
on
e
m
as
s 
(m
g)
0 20 40 60 80 100 120 140 160 180 200
0
20
40
60
u
n
m
ix
ed
 z
on
e
m
as
s 
(m
g)
0 20 40 60 80 100 120 140 160 180 200
300
400
500
600
m
ix
ed
 z
on
e
te
m
pe
ra
tu
re
 (K
)
0 20 40 60 80 100 120 140 160 180 200
500
1000
1500
crank angle (deg)
u
n
m
ix
ed
 z
on
e
te
m
pe
ra
tu
re
 (K
)
(b)
Figure 2.13: Exhaust valve timing shift: (a)valve profile (b)zonal mass and temperature.
Nominal case(solid green), 10 CAD advance(dashed blue), 10 CAD retard(dashed-and-
dotted red).
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2.4.3 Synchronous vs Asynchronous Intake Valve Timing
In this section, influence of synchronous and asynchronous intake valve timings on
two zones is investigated. Study on effect of independent intake valve control [24] moti-
vates this comparative analysis. Fig. 2.14(a) shows the valve timings used. Valve timings
for one of two intake valves is shared, but the other is different. With asynchronous
intake valve timing, better mixing is achieved (the less mass of the unmixed zone at
IVC), as a consequence, fresh charge in the mixed zone gets more thermal energy from
the transferred residual gas. In comparison with 10 CAD retard of intake valve timing,
asynchronous intake valve timing enables making up for thermal loss due to reduced
residual gas temperature by acceleration of charge mixing. Therefore, asynchronous
valve strategy is a practical alternative of retarding intake valve timing. Simulation
studies reveal significance of the developed model in analyzing the effect of the planned
variable valve actuation scheme.
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Figure 2.14: Synchronous vs Asynchronous intake valve timing: (a) synchronous (left)
and asynchronous (right) intake valve timings (b) zonal mass and temperature - syn-
crhonous (solid blue) and asynchronous (dashed-and-dotted red) valve timings.
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2.5 Conclusion
A two-zone charge mixing model is developed to describe interaction between fresh
charge and residual gas for the purpose of control design. The cylinder volume is
divided into two zones according to mixing degrees. The mixed zone is filled with
the fresh charge and the transferred residual gas. The unmixed zone consists of the
rest of the residual gas. The model shows a reduced computational burden for the
simple description of mixing process while capturing the critical physics. Effectiveness
of the developed model is shown through the optical engine test and the GT-power
simulation. With the optical engine test, the infrared images are taken to observe the
mixing process optically. The images are segmented into two zones according to the
mean intensity of pixels by applying the k-means cluster method. Then, the mean
temperature of two zones are estimated. From comparison between the model and the
estimates, the developed two-zone charge mixing model turns out to be useful for the
simple description of complex mixing process. In addition, the model reveals significance
in planning the valve actuation schemes from comparative simulation studies.
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Chapter 3
Frequency Domain Model of An
Electrohydraulic Actuator
In this chapter, a frequency domain model, referred to as a generalized frequency
response function (GFRF), of an electrohydraulic actuator is developed. For a linear
system, spectral analysis using a frequency response function (FRF), which is a transfer
function in frequency domain, offers great insight into system dynamics and controls.
The objective of this chapter is to extend such benefits to the nonlinear electrohydraulic
actuator. Two different approaches are investigated. First, an analytic frequency do-
main model is derived from physical dynamics of the electrohydraulic actuator. Second,
an experimental frequency domain model is identified from frequency response. Fre-
quency domain models reveal great significance on system analysis and identification.
The results of this chapter are reported in [41, 68, 69].
3.1 Introduction
3.1.1 Background
Given the high power density, large force capacity, and mechanical flexibility over
other actuation systems, an electrohydraulic actuator has been used in a broad range of
applications: construction machinery, agriculture equipment, manufacturing machines,
industrial robots, aerospace actuators, and automotive actuators [70, 71, 72, 73, 74,
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75]. However, inherent nonlinear dynamic features of the electrohydraulic actuator
have complicated its practical use as a precise actuator. Therefore, modeling, analysis
and controls of the electrohydraulic actuator have been actively studied over the past
decades. Among them, modeling and analysis of the electrohydraulic actuator are main
interests of this chapter.
For the purpose of control design, the linear model of the electrohydraulic actuator
in the vicinity of the equilibrium was developed while regarding nonlinearities as un-
certainties [76, 77, 78, 79]. A beauty of the linear model is spectral analysis using a
frequency response function (FRF), since it offers a physical interpretation of a system
and a great tool for system identification and control design in frequency domain. How-
ever, since the electrohydraulic actuator includes nonlinear dynamics, the linear model
cannot capture all the critical features.
As quasi-linearization, the describing function method was employed to develop a
transfer function depending on input amplitude [80, 81]. But, it cannot retain frequency
interference of a nonlinear system such as harmonics and intermodulation [30, 31]. Such
features are shown in Fig. 3.1. Although the single frequency input signal which ranges
from 1 to 100 Hz (x-axis in the figure) is applied, much more frequency contents are
involved in the output. In the figure, up to five times (0 − 5ω) of the input frequency
(ω) are shown.
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Figure 3.1: Output discrete Fourier transforms (DFT) of single frequency response: the
output possesses more frequency contents than the input.
To improve model accuracy, the nonlinear models were used. The essential nonlinear
factor is the orifice flow rate which is proportional to the orifice area and the square
root of the pressure drop. Another factor is the friction force, such as stiction and
Coulomb friction, exerting on the contact surfaces of the spool and the piston. These
nonlinearities were taken into account for modeling, parameter estimation and nonlinear
control design in [32, 33, 34, 35]. One of the drawbacks of a nonlinear model is the
absence of universal analysis tool except numerical simulation using a computational
machine. Such a technical difficulty motivates the need of informative spectral analysis
for studying dynamic features of a nonlinear system.
For a wide class of nonlinear systems, input/output relationship can be represented
by convergent Volterra series. Volterra series is a functional expansion of a nonlinear
system with a kernel in time domain. Since theoretical foundations were established
[82, 83, 84, 85, 86], Volterra series has been extensively studied for spectral analysis
of nonlinear systems [87, 88]. The GFRF is the multivariable Fourier transform of the
kernel. Provided the GFRF is available, the output spectrum, i.e. the output Fourier
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transform, can be computed analytically. In spite of such utility in spectral analysis, few
applications to actual mechanical systems have been made due to its complex derivation
[89]. For the purpose of fault detection and parametric identification, Volterra series
in time domain was employed to describe the electrohydraulic actuator [90, 91], but
spectral analysis using the GFRF has not been given yet.
In this paper, the GFRFs of the electrohydraulic system are derived in two ap-
proaches. In the first approach, motivated by [84, 89], the GFRF is analytically derived
from physical dynamics of the electrohydraulic actuator. Because of the explicit connec-
tion with the physical parameters, the analytic GFRFs are represented by the physical
parameters. In the second approach, the GFRFs are experimentally identified with the
assumption of block-oriented nonlinear systems including the Wiener- and Hammerstein
models. Frequency domain identification of these models has been actively studied for
their broad application to complex and undetermined systems [36, 37, 38]. In this chap-
ter, further improvement from the former work by the author [41] is made for efficient
and consistent identification of the block-oriented nonlinear systems.
By applying the GFRFs, the output spectrum is analytically computed and analyzed
to explore the nonlinear dynamic features of the electrohydraulic actuator in frequency
domain. First, spectral analysis with the analytic GFRF reveals that the nonlinear
dynamic behavior of the electrohydraulic actuator is dominant near the resonance fre-
quency. And the effect of the input amplitude on the output spectrum is investigated
with respect to the working range of state variables. Second, the output spectrum of
the electrohydraulic actuator is computed using the experimental GFRFs, and it shows
acceptable levels of agreements with the measurements. It turns out that the Wiener
model is better suited than the Hammerstein model to describe the given electrohy-
draulic actuator. In addition, spectral analysis offers a versatile tool for control design
of the electrohydraulic system in frequency domain and this will be presented in the
next chapter.
3.1.2 Problem Formulation
The problems to be solved are shown in Fig. 3.2. In the analytic approach, physical
dynamics in time domain is given. Whereas, in the experimental approach, the Fourier
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transforms of input and output are available (computed using input/output measure-
ments). The goal of two approaches is commonly to find the GFRFs which characterize
the input/output relationship in frequency domain.
Given Goal
analytic
approach
dx(t)/dt=f(x(t),u(t))
y(t)=h(x(t),u(t))
Hn(jω1,…,jωn)
experimental
approach U(jω), Y(jω)
Figure 3.2: Two approaches for frequency domain model derivation: analytic and ex-
perimental.
3.1.3 Outline
The rest of the chapter is organized as follows: In Sec. 3.2, mathematical prelimi-
naries for this chapter are briefly introduced. In Sec. 3.3, the analytic frequency domain
model is derived from physical dynamics and spectral analysis with the analytic model
is conducted. In Sec. 3.4, the experimental frequency domain is identified based on spec-
tral analysis with the assumption of block-oriented nonlinear systems. The concluding
remarks are drawn in Sec. 3.5.
3.2 Mathematical Preliminaries
Theoretical background for this chapter is briefly introduced in this section. It
includes the generalized frequency response functions (GFRFs), the Kronecker product,
and the growing exponential method. They are well documented in [84].
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3.2.1 Generalized Frequency Response Function (GFRF)
Input/output representation of a nonlinear system can be described by Volterra
series such as
y(t) =
N∑
n=1
yn(t) (3.1)
yn(t) =
∫
∞
−∞
· · ·
∫
∞
−∞
hn(τ1, · · · , τn)
n∏
i=1
u(t− τi)dτi, (3.2)
where u(t) ∈ ℜ, y(t) ∈ ℜ and hn(τ1, · · · , τn) : ℜ
n → ℜ are the input, the output and
the nth order Volterra kernel, respectively. As can be seen from above multidimensional
convolution, the Volterra kernel is the counterpart of the impulse response function for
a linear system.
Applying (multivariable) Fourier transform to the output and the Volterra kernel
yields the output spectrum and the nth order GFRF:
Yn(jω) =
∫
∞
−∞
yn(τ)e
−jωτdτ (3.3)
Hn(jω1, · · · , jωn) =
∫
∞
−∞
· · ·
∫
∞
−∞
hn(τ1, · · · , τn)
n∏
i=1
e−jωiτidτi (3.4)
It is noted that symmetric GFRFs of which all permutations are identical are consid-
ered only for uniqueness without explicit notice hereafter [84]. Multivariable Fourier
transform is the generalization of Fourier transform from single-frequency domain to
multi-frequency domain. Similarly, the GFRF is the counterpart of the FRF of a lin-
ear system. The output and the nth order Volterra kernel can be rewritten by inverse
transform:
yn(t) =
1
2π
∫
∞
−∞
Yn(jω)e
jωtdω (3.5)
hn(τ1, · · · , τn) =
1
(2π)n
∫
∞
−∞
· · ·
∫
∞
−∞
Hn(jω1, · · · , jωn)
n∏
i=1
ejωiτidωi (3.6)
Substituting (3.6) into (3.2), then reordering integrals yields
yn(t) =
1
(2π)n
∫
∞
−∞
· · ·
∫
∞
−∞
Hn(jω1, · · · , jωn)
n∏
i=1
U(jωi)e
jωitdωi (3.7)
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U(·) is the input spectrum defined similarly with the output spectrum. Then, by equat-
ing (3.5) and (3.7) and by denoting ω = ω1+ · · ·+ωn ≥ 0, the output spectrum can be
computed from the input spectrum and the GFRFs such as
Yn(jω) =
1
(2π)n−1
∫
ω=ω1+···+ωn
Hn(jω1, · · · , jωn)U(jω1) · · ·U(jωn)dω1 · · · dωn−1(3.8)
Y (jω) =
N∑
n=1
Yn(jω) (3.9)
With the single frequency input: u(t) = A sin(ωot+ θ), where A is amplitude, ωo is
the frequency and θ is the phase angle, using (3.8) and (3.9), the output spectrum is
given by
Yn(jω) =
1
2n−1
∑
ωk1+···+ωkn=ω
Hn(jωk1 , · · · , jωkn)U(jωk1)U(jωk2) · · ·U(jωkn)(3.10)
Y (jω) =
N∑
n=1
Yn(jω), (3.11)
where ωki ∈ {+ωo,−ωo} for i ∈ {1, · · · , n}. U(−jωki) is a complex conjugate of U(jωki).
Nonnegative ω is the output frequency which is not necessarily same with the input
frequency ωo. It is noted that spectral analysis with steady-state data is available
for a stable system in the sense of bounded input and bounded output (BIBO). In
other words, the magnitude of the GFRFs should be bounded to yield bounded output
spectrum [92].
From (3.10) and (3.11), provided GFRFs and input spectrum of a stable nonlin-
ear system are available, output spectrum can be computed analytically (analytic ap-
proach). Or provided input- and output spectrum of a stable nonlinear system are
available, GFRFs can be experimentally estimated (experimental approach).
3.2.2 Kronecker Product
For matrices A ∈ ℜna×ma and B ∈ ℜnb×mb whose elements are aij and bij , the
Kronecker product is defined by
A⊗B =


a11B · · · a1maB
...
...
...
ana1B · · · anamaB

 (3.12)
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Its dimension is nanbmamb, and the following equations are satisfied:
(A+B)⊗ (C +D) = A⊗B +A⊗D +B ⊗ C +B ⊗D (3.13)
(AB)⊗ (CD) = A⊗ CB ⊗D (3.14)
It is noted that the Kronecker product has a higher precedence than matrix addition
and multiplication.
The Kronecker product is used to represent multivariable Taylor series of a vector
function. For example, the multivariable Taylor series of f(x) : ℜn → ℜm at the origin
is given by
f(x) ≈ F0 + F1x+ F2x⊗ x+ F3x⊗ x+ · · · , (3.15)
where a dimension of Fi for i = 1, 2, 3, · · · ismn
i. For a simple notation, x(i) = x⊗· · ·⊗x
of i terms will be used.
For a vector, for example x = [ x1 x2 x3 ], then
x(2) = [ x21 x1x2 x1x3 x2x1 x
2
2 x2x3 x3x1 x3x2 x
2
3 ] (3.16)
As can be seen from (3.16), though the Kronecker product is redundant, this will be
used in the following section for explicit derivation.
3.2.3 Growing Exponential Method
The growing exponential method will be used to compute GFRFs from physical
dynamics. Here, a general nonlinear form in the form of
x˙(t) = Ax(t) +Dx(t)u(t) +Bu(t) (3.17)
y(t) = Cx(t) (3.18)
is regarded with appropriate dimensions. If up to the second order GFRFs are of
interest, let us define the exponential input given by
u(t) = es1t + es2t, (3.19)
for s1, s2 > 0 and assume that
x(t) = G1,0e
s1t +G0,1e
s2t +G1,1e
(s1+s2)t + · · · (3.20)
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Substituting (3.19) and (3.20) into (3.17) and (3.18) and equating same exponential
gives
H1(s) = C(sI −A)
−1B (3.21)
H2(s1, s2) = C((s1 + s2)I −A)
−1D((s1I −A)
−1 + (s2I −A)
−1)B (3.22)
In (3.21), s is used instead of s1 for the simple notation. For uniqueness, the symmetric
GFRF is considered only such as H2sym(s1, s2) =
1
2
C((s1+s2)I−A)
−1D((s1I−A)
−1+
(s2I−A)
−1)B. Replacing si with jωi yields a final form of GFRFs used in this chapter.
3.3 Analytic Nonlinear Frequency Domain Model
3.3.1 GFRFs Derivation
In this section, GFRFs of an electrohydraulic actuator are analytically derived from
physical dynamics with the three steps: 1) physical model development, 2) augmenta-
tion through Carleman bilinearization, 3) GFRFs derivation by applying the growing
exponential method.
Physical Dynamics
Fig. 3.3 depicts the schematics of the electrohydraulic actuator for camless engine
valve actuation which is concerned in the thesis. xp(t), pc(t) and xs(t) indicate the
piston position, the cylinder pressure and the spool position, respectively. The sign
conventions of xp(t) and xs(t) are shown in the figure. qc(t) is the orifice flow rate and
i(t) is the solenoid current. ps and pr are the supply and return pressure, respectively.
The whole system consists of three main components: hydraulic pump; spool valve;
piston. The pump supplies high pressure oil. The spool valve is of a three-way type
and it is assumed to be critically centered [77]. The spool is controlled by the voice coil
motor and it controls hydraulic flow to actuate the piston. Thereby, the piston operates
the poppet valve. This type of structure is quite common in many electrohydraulic
applications.
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motor
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valve
pump
return
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piston
engine
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Figure 3.3: Schematics of the electrohydraulic camless engine valve actuator.
Physical dynamics of the electrohydraulic actuator is given by
x¨p(t) = −
kpxp(t)
mp
−
bpx˙p(t)
mp
+
Acpc(t)
mp
−
Fpre
mp
(3.23)
p˙c(t) =
β (qc(t)−Acx˙p(t))
Vc(t)
(3.24)
x¨s(t) = −
ks
ms
xs(t)−
bs
ms
x˙s(t) +
kvcm
ms
i(t), (3.25)
where kp, bp and mp denote the spring constant, the viscous damping coefficient and
the lumped mass of the piston and the poppet valve. For the spool, ks, bs and ms are
similarly defined. Ac is the cross section area of the hydraulic cylinder. kvcm is the
magnetic force sensitivity of the voice coil motor. Since the piston and the poppet valve
are not physically connected, the poppet valve is heavily preloaded by the spring (Fpre)
for continuous contact with the piston [79, 93]. β is the bulk modulus of the oil. Vc(t)
is the cylinder volume and it is assumed to be constant as Vco because of a small range
of the piston position, that is, Vc(t) = Acxp(t) + Vco ≈ Vco [77]. The orifice flow rate is
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given by
qc(t) =


CdWxs(t)
√
2
ρ
(ps − pc(t)), if xs(t) ≥ 0
CdWxs(t)
√
2
ρ
(pc(t)− pr), if xs(t) < 0
(3.26)
Cd and W are the discharge coefficient and the area gradient of the spool valve. ρ is
the oil density. The state, the input and the output of the electrohydraulic actuator are
defined by
x(t) = [xp(t), x˙p(t), pc(t), xs(t), x˙s(t)]
T ∈ ℜ5×1 (3.27)
u(t) = i(t) ∈ ℜ (3.28)
y(t) = xp(t) ∈ ℜ (3.29)
Leakage flow and friction force can be nontrivial factors which contribute nonlinear
dynamics of the electrohydraulic actuator. However, precise identification of these fac-
tors is very expensive. Besides, measurement can be limited due to space limitation.
For the purpose of control or fault detection, the observers or the filters were used to
estimate these factors [94, 95, 96, 97]. However, in this analytic approach such uncer-
tain factors are not considered. The orifice equation which represents the dominant and
intrinsic nonlinear dynamics of the electrohydraulic actuator is the focus of this paper.
For existence of the convergent Volterra series and convenient derivation, the physical
dynamics given by (3.23)–(3.26) is revised regarding Volterra theory and the unique
feature of the engine valve application.
Variable Shift The deviation from the equilibrium is defined as: x¯(t) = x(t) − xeq.
The equilibrium cylinder pressure is determined by the positive equilibrium piston po-
sition xpeq so that pceq = (kpxpeq + Fpre)/Ac. Other equilibrium are set to zero. By
variable shift, the constant input of Fpre is removed for algebraic convenience. The
revised dynamics renders a general form of the electrohydraulic actuator as used in
[77, 76, 78, 32, 33, 34, 35]
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Smoothness For existence of convergent Volterra series, the physical dynamics should
be smooth. Therefore, the nonsmooth orifice equation is approximated by the hyper-
tangent function such as:
q¯c(t) = CdWxs
(√
2
ρ
(pseq − p¯c(t))
(
1
2
+
1
2
tanh(kxs)
)
+
√
2
ρ
(preq + p¯c(t))
(
1
2
−
1
2
tanh(kxs)
))
, (3.30)
where pseq = ps− pceq ≥ 0 and preq = pceq− pr ≥ 0. k is the parameter which should be
determined appropriately regarding approximation accuracy and the convergent radius.
Stability As presented in Sec. 3.2, the GFRFs should be bounded at all frequencies.
However, the magnitude of the first order GFRF derived from (3.23)-(3.25) is infinite
at zero frequency (see [77, 76] for the linear transfer function of the electrohydraulic
actuator). Therefore, the electrohydraulic actuator is stabilized by the feedback loop as
shown in Fig. 3.4 [76]. Then, the solenoid current is i(t) = kst(r(t) − xp(t)), where kst
is the proportional control.
innerloop
control
electrohydraulic 
valve actuator
+
-
p ( )x t( )i t( )r t
Figure 3.4: Stabilized electrohydraulic valve actuator by innerloop control.
Finally, by setting r(t) = ro + r¯(t) and ro = xpeq, the dynamic equations of (3.12)-
(3.14) are revised as
¨¯xp(t) = −
kpx¯p(t)
mp
−
bp ˙¯xp(t)
mp
+
Acp¯c(t)
mp
(3.31)
˙¯pc(t) =
β (q¯c(t)−Ac ˙¯xp(t))
Vco
(3.32)
¨¯xs(t) = −
ksv
ms
x¯p(t)−
ks
ms
x¯s(t)−
bs
ms
˙¯xs(t) +
ksv
ms
r¯(t), (3.33)
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where ksv = kstkvcm. The new system definition is given by
x(t) = [x¯p(t), ˙¯xp(t), p¯c(t), x¯s(t), ˙¯xs(t)]
T ∈ ℜ5×1 (3.34)
u(t) = r¯(t) ∈ ℜ (3.35)
y(t) = x¯p(t) ∈ ℜ (3.36)
Carleman Bilinearization
Eqs. (3.20)-(3.22) are approximated by multivariable Taylor series at the equilibrium
point up to Nth order such as
x˙(t) =
N∑
k=1
Akx
(k)(t) +B0u(t) (3.37)
y(t) = C1x(t) (3.38)
x(k)(t) is the Kronecker product vector: x(k)(t) = x(t)⊗· · ·⊗x(t). A1, B0 and C1 (used
for the first order GFRF) are shown below:
A1 =


0 1 0 0 0
−a21 −a22 a23 0 0
0 −a32 0 a34 0
0 0 0 0 1
−a51 0 0 −a54 a55


, B0 =


0
0
0
0
a51


C1 =
[
1 0 0 0 0
]
The elements aij are given below:
a21 =
kp
mp
, a22 =
bp
mp
, a23 =
Ac
mp
a32 =
βAc
Vco
, a34 =
β
Vco
CdW
(√
pseq
2ρ
+
√
preq
2ρ
)
a51 =
kvs
ms
, a54 =
ks
ms
, a55 =
bs
ms
Nonzero elements of Ak for k > 1 is due to the orifice flow rate which is the nonlinear
function of the cylinder perssure and the spool position. Matrices Ak for k > 1 are
omitted for the limited space.
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By differentiating the Kronecker product vector x(j)(t), the differential equation of
x(j)(t) can be obtained such as
d
dt
x(j)(t) =
N−j+1∑
k=1
Aj,k x
(k+j−1)(t) +Bj,0 x
(j−1)u(t), (3.39)
where Aj,k and Bj,0 are compuated like:
Aj,k = Ak ⊗ In ⊗ · · · ⊗ In + In ⊗Ak ⊗ · · · ⊗ In (3.40)
+ · · ·+ In ⊗ · · · ⊗ In ⊗Ak
Bj,0 = B0 ⊗ In ⊗ · · · ⊗ In + In ⊗B0 ⊗ · · · ⊗ In (3.41)
+ · · ·+ In ⊗ · · · ⊗ In ⊗B0
In is the 5× 5 identity matrix. For the augmented system
x⊗(t)T =
[
x(1)(t)T x(2)(t)T · · · x(N)(t)T
]
,
the dynamics is also augmented in a bilinear form:
d
dt
x⊗(t) = Ax⊗(t) +Dx⊗(t)u(t) +Bu(t) (3.42)
y(t) = Cx⊗(t) (3.43)
Bilinearization matrices A, B, C and D are given below:
A =


A1,1 A1,2 · · · A1,N
0 A2,1 · · · A2,N−1
0 0 · · · A3,N−2
...
...
. . .
...
0 0 · · · AN,1


, D =


0 0 · 0 0
B2,0 0 · 0 0
0 B3,0 · 0 0
...
...
. . .
...
...
0 0 · · · BN,0 0


BT =
[
BT1,0 0 0 · · · 0
]
, C =
[
C1 0 · · · 0
]
69
Growing Exponential Method
Applying the exponential functions of an input and output into (3.42) and (3.43)
and equating same exponential, the analytic GFRFs are yielded by
H1(jω) = C(jωI −A)
−1B (3.44)
H2(jω1, jω2) =
1
2!
∑
pi(·)
C(j(ω1 + ω2)I −A)
−1 (3.45)
× D(jω1I −A)
−1B
H3(jω1, jω2, jω3) =
1
3!
∑
pi(·)
C(j(ω1 + ω2 + ω3)I −A)
−1 (3.46)
× D(j(ω1 + ω2)I −A)
−1D(jω1I −A)
−1B
...
HN (jω1, · · · , jωN ) =
1
N !
∑
pi(·)
C(j(ω1 + · · ·+ ωN )I −A)
−1 (3.47)
× D(j(ω1 + · · ·+ ωN−1)I −A)
−1
× · · ·
× D(j(ω1 + ω2)I −A)
−1D(jω1I −A)
−1B
∑
pi(·) indicates summation of all permutations for symmetricity of the GFRFs. Since
the bilinearization matrices A, B, C and D are functions of the physical parameters of
the electrohydraulic actuator, the output spectrum can be characterized by the physical
parameters.
3.3.2 Spectral Analysis with Analytic Model
With the physical parameters given in Table. 3.1, the analytic GFRFs are computed
up to the fourth order. Then, the output spectra are analytically calculated.
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Table 3.1: Physical parameters of electrohydraulic valve actuator
symbol value unit symbol value unit
mp 0.120 kg ms 0.025 kg
bp 7.5 N·s/m bs 15 N·s/m
kp 20e3 N/m ks 2.5e3 N/m
Ac 44.18e-6 m
2 Fpre 75 N
Vco 0.5e-6 m
3 kvcm 9.79 N/A
β 1200e6 Pa Cd 0.6 [-]
ps 3.5e6 Pa pr 0.1e6 Pa
W 5e-4 m ρ 833 kg/m3
Analytic GFRFs
Fig. 3.5 shows the magnitude of GFRFs up to the third order. From Fig. 3.5 (a),
the resonance of the electrohydraulic actuator is found near 25 Hz. In Fig. 3.5 (b),
H2(jω1, jω2) has the largest peaks near (25 Hz, -25 Hz) and (-25 Hz, 25 Hz). Therefore,
H2(jω1, jω2) has the considerable impact on the zero frequency output spectrum Y (0)
at the resonance frequency (see (3.10) and (3.11)). Similarly, Fig. 3.5 (c) shows that
H3(jω1, jω2, jω3) has the largest peaks near (25 Hz, -25 Hz, 25 Hz) and (-25 Hz, 25 Hz,
25 Hz), thus its impact on the fundamental output spectrum Y (jω) is the largest at the
resonance frequency.
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Figure 3.5: Analytic GFRFs magnitude: (a) first order H1(jω), (b) second order
H2(jω1, jω2), (c) third order H3(jω1, jω2, jω3)
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Output Spectrum
The harmonic output spectra up to the four times of the input frequency are com-
puted using the analytic GFRFs. For comparison, simulations are carried out using the
physical dynamics given by Eqs. (3.23)-(3.26). The input of u(t) = A sin(ωkt) (A = 1.25
mm and ωk ∈ {1, 2, · · · , 100} in Hz) is used. The discrete Fourier transform (DFT) of the
simulated output are compared with the computed harmonic output spectra using the
analytic GFRFs. Fig. 3.6 shows their good correspondence. As expected from Fig. 3.5
(b), the zero frequency output spectrum has the peak near the resonance frequency.
Actually similar peaks are observed at all harmonics. Spectral analysis reveals that
the nonlinear behavior of the electrohydraulic actuator is significant near the resonance
frequency.
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Figure 3.6: Analytic output spectrum: simulation(solid blue), estimate(dashed red).
To analyze the effect of the input amplitude on the output spectrum, the output
spectra with different input amplitude are investigated. The normalized fundamental
output spectra by the input amplitude are compared in Fig. 3.7. The analytic GFRFs
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show good output spectrum computation for all input amplitudes. Near the resonance
frequency, the normalized fundamental output spectrum becomes smaller as the input
amplitude gets larger. This results from the nonlinear orifice flow rate shown in Fig. 3.8.
As the input amplitude increases, the working range of the spool stroke and the cylinder
pressure follows the arrows. Consequently, the orifice flow rate grows slowly. This
means that the spool valve efficiency gets lower due to the increased nonlinear hydraulic
damping as the working range increases. This phenomena is dominant at the resonance
frequency where the working range is the largest. And such a nonlinear damping effect
can be retained by the given analytic GFRFs. As discussed from Fig. 3.5 (c), the
effect of H3(jω1, jω2, jω3) on the fundamental output spectrum is the strongest near the
resonance frequency, but in negative direction.
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Figure 3.7: Normalized analytic output spectrum by input amplitude at fundamental
frequency: simulation(left), model(right). input amplitude 0.50 mm(solid blue), input
amplitude 1.25 mm(dashed red), input amplitude 1.75 mm(dashed-and-dotted green).
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Figure 3.8: Orifice flow rate function depending on spool position and cylinder pressure:
spool valve efficiency decreases as the working range increases.
3.4 Experimental Nonlinear Frequency Domain Model
In this section, the experimental GFRFs of the electrohydraulic actuator are identi-
fied from frequency response data. As done for the analytic model, first the electrohy-
draulic actuator is stabilized by the innerloop control. The input/output definition is
same with the analytic case: u(t) = r¯(t), y(t) = x¯p(t). In this thesis, the block-oriented
nonlinear models such as the Wiener- and the Hammerstein models are assumed for a
structure of the electrohydraulic actuator without a prior knowledge about the system.
3.4.1 Model Structure
The Wiener model has a linear dynamic block which is followed by a nonlinear static
block as shown in Fig. 3.9 (a). On the contrary, a static nonlinear block precedes a linear
dynamic block in the Hammerstein model like Fig. 3.9 (b). u(t), x(t) and y(t) are the
input, the internal state and the output, respectively. System identification of these
models are challenging because the internal state is not measurable.
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Figure 3.9: Block-oriented nonlienar systems: (a)Wiener model-linear dynamic block +
nonlinear static block, (b)Hammerstein model-nonlinear static block + linear dynamic
block.
For both models, the linear dynamic block and the nonlinear static block are assumed
to be a stable FRF and a polynomial equation of Nth order and they are given by
G(jω) =
B(jω)
A(jω)
=
bm(jω)
m + bm−1(jω)
m−1 · · ·+ b1(jω) + b0
(jω)n + an−1(jω)n−1 + · · ·+ a1(jω) + a0
(3.48)
f(x) = c1x(t) + c2x(t)
2 + · · ·+ cNx(t)
N , (3.49)
where n ≥ m for causality. P = [a0, · · · , an−1; b0, · · · , bm] and Q = [c1, · · · , cN ] are
the real model parameters of the linear dynamic block and the nonlinear static block,
respectively. By applying the growing exponential method, the GFRFs of the Wiener-
and the Hammerstein models are given by (in order) [38]
Hn(jω1, · · · , jωn) = cnG(jω1) · · ·G(jωn) (3.50)
Hn(jω1, · · · , jωn) = cnG(jω1 + · · ·+ jωn) (3.51)
Therefore, parameter estimation of P and Q replaces identification of the experimental
GFRFs of the electrohydraulic actuator.
3.4.2 Parameter Estimation
Let the electrohydraulic actuator be excited by the input:
u(t) = A sin(ωkt+ θ), k ∈ {1, · · · , q} (3.52)
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By substituting (3.50) and (3.51) into (3.10) and (3.11), the harmonic output spectra
up to four times of the input frequency can be analytically computed: (3.53)-(3.57) for
the Wiener model; (3.58)-(3.62) for the Hammerstein model. Here, the GFRFs up to
the fourth order are concerned and other higher order terms are omitted.
Y (0) = c2||G(jωk)||
2||U(jωk)||
2 +
3c4
4
||G(jωk)||
4||U(jωk)
2||4 (3.53)
Y (jωk) = c1G(jωk)U(jωk) +
3c3
4
||G(jωk)||
2G(jωk)||U(jωk)||
2U(jωk) (3.54)
Y (2jωk) =
c2
2
G(jωk)
2U(jωk)
2 +
c4
2
||G(jωk)||
2G(jωk)
2||U(jωk)||
2U(jωk)
2 (3.55)
Y (3jωk) =
c3
4
G(jωk)
3U(jωk)
3 (3.56)
Y (4jωk) =
c4
8
G(jωk)
4U(jωk)
4 (3.57)
Y (0) = c2G(0)||U(jωk)||
2 +
3c4
4
G(0)||U(jωk)||
4 (3.58)
Y (jωk) = c1G(jωk)U(jωk) +
3c3
4
G(jωk)||U(jωk)||
2U(jωk) (3.59)
Y (2jωk) =
c2
2
G(2jωk)U(jωk)
2 +
c4
2
G(2jωk)||U(jωk)||
2U(jωk)
2 (3.60)
Y (3jωk) =
c3
4
G(3jωk)U(jωk)
3 (3.61)
Y (4jωk) =
c4
8
G(4jωk)U(jωk)
4 (3.62)
Linear Dynamic Block Estimation
The fundamental output spectra of the two models, (3.54) and (3.59), are rewritten
as (in order)
Y (jωk) = G(jωk)U(jωk)
(
c1 +
3c3
4
||G(jωk)||
2||U(jωk)||
2
)
(3.63)
Y (jωk) = G(jωk)U(jωk)
(
c1 +
3c3
4
||U(jωk)||
2
)
(3.64)
Since all terms in the brackets are real, the phase angles of the linear dynamic blocks
for both models are same and given by
φ(ωk) = ∠Y (jωk)− ∠U(jωk) (3.65)
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The linear dynamic block parameter of P cannot be uniquely solved using the phase
angle measurements only. Hence, P is additionally constrained with the monic numera-
tor, i.e. bm = 1. However, this constraint is compensated by the nonlinear static block,
since any pair of (αG(jω), f(·)/α) shows a same system gain with nonzero α for the
Wiener- and the Hammerstein model.
Linear dynamic block identification is faced with finding the optimal P of the non-
linear least squares problem:
arg
P
min
q∑
k=1
(
φˆ(ωk)− φ(ωk)
)2
, (3.66)
where φˆ(ωk) is the model phase angle from (3.48) and φ(ωk) is the measured phase
angle from (3.65) at frequency ωk. The above problem can be solved using the iterative
Newton-Gauss type algorithm [41, 98]. However, the solution needs a good initial guess
as a general nonlinear least squares problem. In this paper, motivated from the pole/zero
estimation from the phase angle measurements [99], the efficient iterative linear least
squares method is proposed.
Let us define the even- and the odd functions of G(jω):
Ge(jω) =
1
2
(G(jω) +G(−jω)) =
M(jω)
A(jω)A(−jω)
(3.67)
Go(jω) =
1
2
(G(jω)−G(−jω)) =
N(jω)
A(jω)A(−jω)
, (3.68)
where M(jω) and N(jω) are defined below.
M(jω) =
A(−jω)B(jω) +A(jω)B(−jω)
2
(3.69)
N(jω) =
A(−jω)B(jω)−A(jω)B(−jω)
2
(3.70)
And from (3.69) and (3.70),
M(jω) +N(jω) = A(−jω)B(jω) (3.71)
M(jω)−N(jω) = A(jω)B(−jω) (3.72)
Then, the phase angle function of the linear dynamic block is determined by:
tanφ(ω) =
Go(jω)
jGe(jω)
=
N(jω)
jM(jω)
(3.73)
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The new FRF is defined and rewritten from (3.71)–(3.73):
T (jω) =
G(jω)
G(−jω)
=
A(−jω)B(jω)
A(jω)B(−jω)
=
1 + j tanφ(ω)
1− j tanφ(ω)
(3.74)
The poles of T (jω) are the poles and negative zeros of G(jω). Similarly, the zeros of
T (jω) are the zeros and negative poles of G(jω). The magnitude of T (jω) is uniformly
one. If G(jω) is estimable from the phase angle measurement, T (jω) can be estimated
either. Therefore, linear dynamic block identification is replaced by solving the following
optimal problem:
arg
P
min
q∑
k=1
||Tˆ (jωk)− T (jωk)||
2, (3.75)
where Tˆ (jωk) is the complex function of the linear dynamic block parameter P and
T (jωk) is the measurement at each frequency ωk. T (jω) is identified using the iterative
linear least squares method (SK-iteration) [98]. Then, by appropriate assignment of
the poles and zeros of T (jω), the linear dynamic block parameter P is estimated. In
this paper, the minimum phase and stable linear dynamic block is assumed. It is worth
noting that the Wiener- and the Hammerstein models share the common linear dynamic
block.
Nonlinear Static Block Estimation
Provided the linear dynamic block is identified, the nonlinear static blocks can be
identified for both models. Since the harmonic output spectra are linear in the nonlinear
static block parameter Q, (3.53)-(3.57) (Wiener model) and (3.58)-(3.62) (Hammerstein
model) can be rewritten in matrix forms:
Π(ωk) = ΞW (ωk)XW (3.76)
Π(ωk) = ΞH(ωk)XH , (3.77)
where Π(ωk) = [Y (0), Y (jωk), Y (2jωk), Y (3jωk), Y (4jωk)]
T ∈ C5×1 is the complex vector
of the measured harmonic output spectra and X = [c1, c2, c3, c4]
T ∈ ℜ4×1 is the real
vector of Q to be estimated. Ξ(ωk) ∈ C
5×4 is the complex regressor matrix determined
appropriately from (3.53)-(3.57) and (3.58)-(3.62), respectively. The subscripts ”W”
and ”H” represent the Wiener- and the Hammerstein models.
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Nonlinear static block identification is finding the optimal Q minimizing the cost
function given by
arg
Q
min
q∑
k=1
||Πˆ(ωk)−Π(ωk)||
2 (3.78)
Πˆ(ωk) is the model harmonic output spectra from (3.76) and (3.77) and Π(ωk) is the
measured harmonic output spectra at each frequency ωk. Then, the linear least squares
problem for each model structure is solved analytically [41]. Finally, the experimental
GFRFs for the Wiener- and the Hammerstein models are computed using (3.50) and
(3.51). It is noted that the experimental GFRFs do not have explicit connection with
the physical parameters.
3.4.3 Spectral Analysis with Experimental Model
The prototype electrohydraulic actuator for camless engine valve actuation is used
for experimental GFRFs identification, the detail of real time system settings are given
in Table. 3.2.
Table 3.2: Experimental set up
component specification
rapid control prototype Matlab xPC target real time system
I/O interface PCI-DAS1602-16 DAQ
position sensor Microstrain NC-DVRT 1.0
voice coil motor BEI Kimco Magnetics LA13-12-00A
power amplifier Advanced Motion Controls 12A8
Experimental GFRFs
The estimated GFRFs of the Wiener- and Hammerstein models are shown in Figs. 3.10
and 3.11, respectively. As can be seen, their magnitude show quite different aspects due
to the distinct nonlinear static blocks though both models share the common linear
80
dynamic block. From Fig. 3.10(b) and 3.10(c), H2(jω1, jω2) and H3(jω1, jω2, jω3) of the
Wiener model shows quite similar patterns including the peaks and the ridges. For the
Hammerstein model, H2(jω1, jω2) and H3(jω1, jω2, jω3) have the similar ridges without
the peaks, but the ridge of H3(jω1, jω2, jω3) is shifted. H2(jω1, jω2) turns out to have
the uniform impact on the zero frequency output spectrum.
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Figure 3.10: FRFs estimation with the Wiener model structure: (a)first order H1(jω),
(b)second order H2(jω1, jω2), (c)third order H3(jω1, jω2, jω3)
82
100 101 102
0
1
2
ω [Hz]
|H 1
(jω
)|
(a)
−100
0
100
−100 −50
0 50 100
0
500
1000
 
ω2 [Hz]ω1 [Hz]
 
|H 2
(jω
1,
jω
2)|
100
200
300
400
500
600
700
800
900
(b)
−100
0
100
−100 −50 0
50 100
0
5
10
x 104
 
ω2 [Hz]ω1 [Hz]
 
|H 3
(jω
1,
jω
2,
jω
3)|,
 ω 3
=
 2
5 
H
z
2
4
6
8
x 104
(c)
Figure 3.11: Experimental GFRFs with the Hammerstein model structure: (a)first order
H1(jω), (b)second order H2(jω1, jω2), (c)third order H3(jω1, jω2, jω3)
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Output Spectrum
The harmonic output spectra are computed using the identified GFRFs and they
are compared with the measurements (i.e. DFT of the measured output) as shown in
Fig.3.12. From the comparison, the Wiener model is found to show better performance
in estimating the output spectra except at the three times of the input frequency. Com-
pared to the analytic GFRFs, the experimental GFRFs outperform the analytic ones.
However, physical interpretation is not available since the explicit connection with the
physical parameters are absent.
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Figure 3.12: Analytic output spectrum: measurement(solid blue), Wiener model(dashed
red), Hammerstein model(dashed-and-dotted green).
3.5 Conclusion
In this chapter, spectral analysis of the nonlinear electrohydraulic system is ad-
dressed to investigate its nonlinear dynamic features in frequency domain. The GFRFs
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are derived in two different approaches based on Volterra series representation of the
electrohydraulic system. In the first approach, the analytic method is proposed for
GFRFs derivation from the physical dynamics of the electrohydraulic system. In the
second approach, the experimental GFRFs are identified from the frequency response
tests with the assumption of the block-oriented nonlinear systems: Wiener and Ham-
merstein models.
From analysis with the analytic GFRFs, it turns out that the considerable nonlinear
dynamic features are found near the resonance frequency. Therefore, regarding the op-
erating frequency range, different control strategies can be determined. Such nonlinear
behavior near the resonance is further analyzed with respect to the input amplitude.
As the input amplitude grows, the normalized fundamental output spectrum decreases
due to the nonlinear hydraulic damping. And the given analytic GFRFs can capture
such nonlinear behavior of the electrohydraulic system in a wide working range.
Although the analytic GFRFs offer great insight into system dynamics, its utility
may be limited if the accurate physical dynamics is not available. In this case, the
experimental GFRFs can be used with the appropriate choice of the model structure.
Though the direct link to physical parameters is deficient, they enable to predict the
output spectrum with acceptable accuracy.
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Chapter 4
Robust Tracking Control of An
Electrohydraulic Valve Actuator
In this chapter, robust motion control of a nonlinear electrohydraulic valve actu-
ator for tracking nonstationary reference signals is presented. Two challenging issues
encountered in many engineering applications, especially reciprocating machines, are ad-
dressed: 1) nonlinear system dynamics, 2) nonstationary reference signals. To achieve
the control objective, internal model principle is adopted for tracking control design.
To improve robust tracking performance, the high-order time varying internal model is
proposed regarding nonlinear system dynamics and nonstationary reference signals. Its
effectiveness is illustrated with the electrohydraulic camless engine valve actuator. The
results of this chapter are reported in [100, 101].
4.1 Introduction
4.1.1 Background
A traditional internal combustion engine is configured with a camshaft, which trans-
forms rotary motion into linear motion, to actuate intake and exhaust valves [62]. Since
a camshaft is mechanically linked to a crankshaft by a timing belt or chain, valve motion
depends on rotation of the crankshaft. Consequently, air flow management is limited
over the range of engine speed and load.
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On the contrary, the use of independent valve actuators enables fully flexible air
management by active valve motion control [19]. Such a variable valve actuation system
facilitates other control functions such as throttleless load control to reduce pumping
loss, thereby to improve volumetric efficiency [16], and internal exhaust gas recirculation
to decrease combustion temperature, and ultimately to reduce nitrogen oxide emissions
[17]. An internal combustion engine of such capability is referred to as a camless engine.
Depending on power source for valve actuation, an electromechanical, electrohydraulic,
and electropneumatic valve actuators have been developed [18, 19, 20], and their mech-
anisms were introduced in Chap. 1 briefly. In this chapter, robust motion control of an
electrohydraulic actuator for camless engine valves is addressed.
To make the electrohydraulic valve actuator feasible for the widespread application
to the engine, it should satisfy the requirements addressed in [93]. Among them, robust
and precise motion control is one of the most important aspects. However, to achieve
such stringent control performance is challenging mainly because of two reasons: the
nonlinear dynamic features of the electrohydraulic actuator; the nonstationary reference
valve motion depending on the time varying engine speed.
The electrohydraulic actuator includes the nontrivial nonlinear dynamic features as
presented in Chap. 3. To take account of the nonlinearities involved, nonlinear control
methods have been actively studied such as feedback linearization, adaptive robust
control, Lyapunov-based control, and backstepping [32, 33, 34, 35]. However, precise
nonlinear physical models are expensive in general, and frequently they are not available
due to the limited access for measurement. For the camless engine valve actuator used,
the number of available sensors is limited due to the tight packaging.
Instead, linear frequency domain models, i.e. a transfer function in the frequency
domain, are experimentally identified and used for linear control design such as a linear
compensator, H-infinite control, feedforward + feedback control, and model predictive
control with repetitive compensation [77, 76, 78, 79]. However, if the nonlinear dy-
namic features are critical, control performance with linear controls could be degraded.
And the effectiveness of linear robust analysis is depreciated because uncertainties are
nonlinear.
In this chapter, the nonlinear frequency domain model identified in Chap.3 will be
used for control design. The block-oriented nonlinear systems including the Wiener-
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and Hammerstein models have been broadly used to model unknown nonlinear systems
when prior information is not available, because of their simplicity, and effective ap-
proximation of a wide class of nonlinear systems [102, 103, 104]. Tracking control of a
nonlinear system is designed based on spectral analysis of a nonlinear feedback system.
As shown in Chap. 3, system uncertainties were found, and they have to be taken into
account for robust control design.
As in many reciprocating machines, the reference valve motion of an internal com-
bustion engine is defined as a periodic signal in the rotational angle domain of the
engine. However, it is aperiodic in time domain, because an engine speed varies in real
time. Such a reference signal is referred to as a nonstationary signal of which frequency
contents vary with time. This paper presents the robust motion control for tracking
nonstationary reference signals of the nonlinear electrohydraulic actuator. To achieve
the objective, internal model principle is employed for tracking control design in this
chapter.
The internal model principle (IMP) was established by [105] for output regulation
(reference tracking and/or disturbance rejection) of linear time invariant (LTI) systems
when the reference (disturbance) is modeled by a LTI system referred to as an exosystem.
The IMP states that the exosystem dynamics should be embedded into the control
for asymptotic output regulation. The frequency domain interpretation is that the
control has infinite gains at the reference frequencies due to inclusion of the exosystem
poles on the imaginary axis [106]. As a specific application of the IMP, the repetitive
control (RC) was studied for periodic reference tracking (and/or disturbance rejection)
[107]. The principle was extended to nonlinear time invariant (NTI) systems [108], and
its frequency domain interpretation was made using the Volterra series representation
[40]. However, all these control methods deal with stationary reference signals whose
frequency contents are fixed in time.
The IMP-based nonstationary reference tracking (and/or disturbance rejection) of
LTI systems with the time varying internal model was studied in [42, 43] with in-
put/output and state-space representation, respectively. They proposed the time vary-
ing internal model for nonstationary reference tracking. As a specific case, [109] pre-
sented time varying RC by converting system dynamics into the rotational angle domain
and using angle-based sampling method. Robust stability issue which arises from the
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time varying internal model was addressed in [44], and it was successfully illustrated
through implementation on the electrohydraulic actuator [45]. However, the robust
performance issue was not treated, and it is the focus of this chapter.
Motivated by successful applications of stationary reference tracking of NTI sys-
tems [41] and nonstationary reference tracking of LTI systems [45], the high-order time
varying internal model is designed for nonstationary reference of NTI systems. The
effectiveness in robust tracking performance is demonstrated. The preliminary results
were reported in [100]. More detailed frequency domain analysis of the nonlinear sys-
tem dynamics and the time-frequency analysis of the control system will be given in
this chapter.
4.1.2 Problem Formulation
System Description
The input/output relationship of the electrohydraulic actuator is represented by
Volterra series of the finite truncation order N to retain the nonlinear dynamic features
such as
y(t) =
N∑
n=1
yn(t) (4.1)
yn(t) =
∫
∞
−∞
· · ·
∫
∞
−∞
hn(τ1, · · · , τn)
n∏
i=1
u(t− τi)dτi (4.2)
The physical meanings of the variables are given in Chap. 3.
Reference Description
The engine position in the rotational angle domain is defined as presented in Chap. 2,
and given by
θ(t) = θ0 +
∫ t
0
ω(t)dt, (4.3)
where θ0 and ω(t) are the initial position and the engine speed, respectively. Without
loss of generality, zero initial position is assumed. The present engine speed is measured
in real time precisely, but future information is not available. The reference r(t) ∈ R
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to be tracked is a periodic signal in the rotational angle domain. Therefore, it can be
approximated by a finite sum of cosine functions with acceptable accuracy such as
r(t) =
p∑
k=0
γk cos(Ωkθ(t) + ψk), (4.4)
where γk, Ωk, and ψk are the amplitude, the frequency, and the phase of the kth element
in the rotational angle domain, respectively. Ωk is kΩ, and Ω is referred to as the
fundamental frequency of the reference in the rotational angle domain. The reference
signal given by (4.4) is a nonstationary signal of which frequency contents depend on
the engine speed.
Liner Time Varying Exosystem
The reference signal given by (4.4) can be modeled by an linear time varying (LTV)
exosystem such as
x˙r(t) = Ar(t)xr(t) (4.5)
r(t) = Crxr(t), (4.6)
where xr(t) ∈ R
nxr×1 is the state of the exosystem. The system matrices Ar(t) ∈
R
nxr×nxr and Cr ∈ R
1×nxr are given by
Ar(t) = diag
([
0 Ar1(t) · · · Arp(t)
])
(4.7)
Cr =
[
1 Cr1 · · · Crp
]
(4.8)
The submatrices Ark and Crk are given by
Ark(t) =
[
0 ωk(t)
−ωk(t) 0
]
(4.9)
Crk =
[
1 0
]
, (4.10)
where ωk(t) = kΩω(t), and Ωω(t) is referred to as the time varying fundamental fre-
quency of the reference in time domain.
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Control Objective
The control objective is to design the robust output feedback control as shown in
Fig. 4.1 for the nonlinear electrohydraulic valve actuator represented by (4.1) and (4.2)
to track the nonstationary reference signal (4.4) modeled by the exosystem of (4.5) and
(4.6).
valve 
actuator
innerloop
control
tracking
control +-+-
( )r t ( )u t ( )y t( )v t( )e t
stabilized actuator
Figure 4.1: Dual feedback loop of the control system: innerloop control for stabilization,
tracking control for reference tracking performance.
4.1.3 Outline
The rest of the chapter is organized as follows: Sec. 4.2 introduces mathematical
preliminaries to interpret a nonstationary signal in time-frequency domain. Sec. 4.3
presents the robust stationary reference tracking control of a nonlinear system based on
the internal model principle. In Sec. 4.4 the control design is extended to the robust
nonstationary reference tracing control. In Sec. 4.5, the conclusion is drawn.
4.2 Mathematical Preliminaries
4.2.1 Time-frequency Analysis of Nonstationary Signal
In order to capture temporal information of nonstationary valve motion, the short
time Fourier transform (STFT) will be used with assuming that the windowed signal is
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stationary [110]. The STFT and the inverse STFT of the signal y(t) are given by
Y (t, ω) =
∫
∞
−∞
y(τ)a(t− τ)e−jωτdτ (4.11)
y(t) =
1
2π
∫
∞
∞
Y (t, ω)ejωtdω, (4.12)
where a(t) is the window function satisfying a(0) = 1. As shown in Fig. 4.2, the signal
out of the window is significantly diluted, and the temporal signal remains with minimal
corruption. Therefore, the temporal frequency contents can be read from the windowed
signal.
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Figure 4.2: Short time Fourier transform: original nonstationary signal (first row),
Gaussian window (second row), windoed signal (third row).
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4.3 Stationary Reference Tracking
Prior to the nonstationary reference control of NTI systems, the stationary case
is investigated to emphasize the effect of the high-order time invariant internal model.
Then, the control method is extended to the nonstationary motion control by exploiting
the high-order time varying internal model.
4.3.1 Control Design
The internal model design for stationary motion control of NTI systems was devel-
oped by [40] based on frequency domain analysis of a nonlinear feedback system. The
brief summary will be given here.
If the engine speed is constant, the frequency contents of the reference signal are fixed
in time, i.e. stationary motion. The reference (4.4) is rewritten with the exponential
function accordingly
r(t) =
1
2
p∑
k=−p
Ake
jωkt, (4.13)
where A−k is the conjugate of the Ak (complex number), and ω−k = −ωk. Then, the
reference can be modeled by an LTI exosystem in the form of (4.5) and (4.6), but with
a constant system matrix, i.e. Ar(t) = Ar. The set of the exosystem eigenvalues is
{0,±jω1, · · · ,±jωp}.
From the output feedback structure, Volterra series representing the relationship
between the reference and the tracking error is given by
en(t) =
∫
∞
−∞
· · ·
∫
∞
−∞
fn(τ1, · · · , τn)
n∏
i=1
r(t− τi)dτi (4.14)
e(t) =
N∑
n=1
en(t), (4.15)
where fn(τ1, · · · , τn) is the corresponding nth order Volterra kernel. The tracking error
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Fourier transform is given by
En(jω) =
1
2n−1
∑
ωk1+···+ωkn=ω
Fn(jωk1 , · · · , jωkn)
× Ak1 · · ·Akn (4.16)
E(jω) =
N∑
n=1
En(jω), (4.17)
where ki ∈ {0,±1, · · · ,±p} for i ∈ {1, · · · , n} such that ω = ωk1+· · ·+ωkn . Fn(jω1, · · · , jωn)
is the nth order GFRF from the reference to the tracking error which corresponds to
the sensitivity function of a linear system. From (4.16) and (4.17), the sufficient and
necessary condition of the asymptotic tracking control is
Fn(jωk1 , · · · , jωkn) = 0, ∀n. (4.18)
The control in the form of
C(jω) =
Nc(jω)
Dc(jω)φ(jω)
(4.19)
is considered. Based on the cascade of the control and the valve actuator, the nth order
GFRF from the tracking error to the output, i.e. open-loop, is
Pn(jω1, · · · , jωn) =
n∏
i=1
C(jωi)Hn(jω1, · · · , jωn) (4.20)
Then, applying GFRF algebra into the feedback loop yields the nth order GFRF from
the reference to the tracking error given by
F1(jω) =
1
1 + P1(jω)
(4.21)
...
Fn(jω1, · · · , jωn) = −F1(jω1 + · · ·+ jωn)Qn(jω1, · · · , jωn), (4.22)
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where Qn(jω1, · · · , jωn) is shown below.
Q2(jω1, jω2) = F1(jω1)F1(jω2)P2(jω1, jω2) (4.23)
Q3(jω1, jω2, jω3) = F1(jω1)F1(jω2)F1(jω3) · P3(jω1, jω2, jω3) (4.24)
+
2
3
(
F1(jω1)F2(jω2, jω3)P2(jω1, jω2 + jω3)
+F1(jω2)F2(jω1, jω3)P2(jω2, jω1 + jω3)
+F1(jω3)F2(jω1, jω2)P2(jω3, jω1 + jω2)
)
...
If Nc(jω)/Dc(jω) and 1/φ(jω) are designed such that
F1(jω) : robustly stable (4.25)
φ(jω) = 0 ∀ω = ωk1 + · · ·+ ωkn , (4.26)
the sufficient and necessary condition for asymptotic reference tracking of (4.18) is
satisfied. The former and the latter are referred to as the stabilizer and the internal
model, respectively. In other words, if the linearized closed-loop is robustly stable, and
the control possesses infinite gains at the positive n summation of the plus and minus
reference frequencies for all n ∈ {1, · · · , N}, then steady state tracking error converges
to zero. Therefore, the internal model depends not only on the reference frequency, but
also on the order of Volterra series. It is noted that the order of the internal model
for NTI systems is higher than that for LTI systems, thus the internal model satisfying
(4.26) is referred to as the high-order time invariant internal model. It is because NTI
systems generates more frequency contents, i.e. harmonics of the input frequencies,
than LTI systems do.
4.3.2 Revaluation of Repetitive Control
The interesting property of the repetitive control (RC) is observed in the view of
the internal model. Although RC is developed based on the linear system theory, it
has been successfully used even for nonlinear systems [111]. Such unexpected tracking
performance can be explained by the high-order internal model. The robust discrete
time RC is given by [107]:
C(z−1) = KrM(z
−1)
Q(z−1)zδz−L
1−Q(z−1)z−L
, (4.27)
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where z−1 is the one step delay operator. L is the period of the reference such that the
reference satisfies (1 − z−L)r(k) = 0 with the discrete time description at time k. Kr
is the constant gain, M(z−1) is the stable filter. zδ is for causality, and Q(z−1) is the
low pass filter for robust stability of the feedback system. If Q(z−1) is 1, the control
possesses the infinite gains at all harmonic frequencies of the reference. But, if it is a
low pass filter, the control gains are suppressed as illustrated in Fig. 4.3. The cosine
function of 10 Hz plus the positive offset is regarded as the reference. The solid blue
is the Bode plot of the linear IMP-based control, and the dashed red is the Bode plot
of the robust RC. As can be seen, the linear IMP-based control has the peaks at 0 and
10 Hz exactly like the reference does. However, RC has more peaks at harmonics, i.e.
0, 10, 20, 30, 40, · · · Hz. Thus, RC can suppress the tracking error at these harmonic
frequencies efficiently. Decreasing peak gains as frequency increases are due to the low
pass filter, Q(z−1), limiting the control gain for robust stability of the closed-loop. In
summary, since RC possesses the intrinsic high-order internal model, it works very well
even for stationary motion control of NTI systems.
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Figure 4.3: Control Bode plot: linear IMP-based control having the low-order internal
model (soild blue), robust RC having the intrinsic high-order internal model (dashed
red).
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4.3.3 Simulations & Experiments
The reference signal is given by
r(t) = γ0 + γ1 cos
(∫ t
0
ω1(t)dt+ ψ1
)
(4.28)
For comparison, the tracking control with the low-order internal model is designed with
the assumption of a linear actuator model. The low-order internal model is exactly
same with the exosystem dynamics [106]
First, the robust stationary motion control is demonstrated with the high-order
time invariant internal model. In (4.28), ω1(t) is fixed as 10 Hz. For the linear approach
using the low-order time invariant internal model, the pole placement method is used
for stabilizing the closed-loop system. As addressed, the robust RC is regarded as the
high-order internal model approach because it includes the intrinsic high-order time
invariant internal model.
The results of simulation and experiment are shown in Figs. 4.4 and 4.5. In each
figure, the first- and second columns show the time traces and discrete Fourier trans-
forms (DFTs), respectively. Three rows indicate the stationary reference motion, con-
trol input, and tracking error in order. The solid blue and dashed red indicate the
results with the low-order and high-order internal models, respectively. Superior track-
ing performance of the high-order time invariant internal model to the low-order one is
observed: 87 % and 14 % reductions in the maximum magnitude of the tracking error
for simulation and experiment, respectively.
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Figure 4.4: Simulation results of the stationary motion control: time traces (first col-
umn), and DFTs (second column), low-order time invariant internal model (solid blue),
high-order time invariant internal model (dashed red) in the second and third rows.
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Figure 4.5: Experiment results of the stationary motion control: time traces (first
column), and DFTs (second column), low-order time invariant internal model (solid
blue), high-order time invariant internal model (dashed red) in the second and third
rows.
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4.4 Nonstationary Reference Tracking
4.4.1 Control Design
If the engine speed varies with time, the frequency contents of the reference vary
with time, i.e. nonstationary motion. The reference (4.4) is rewritten by
r(t) =
1
2
p∑
k=−p
Ake
∫ t
0
jωk(τ)dτ . (4.29)
The reference can be modeled by an LTV exosystem in the form of (4.5) and (4.6) with
a time varying system matrix Ar(t).
For the nonstationary motion control, the IMP with the frequency domain inter-
pretation is extended to time-frequency domain interpretation. If the window function
a(t) is highly concentrated at the origin, the reference/tracking error relationship of a
nonlinear time varying feedback system in the STFT domain is approximated by
En(t, jω) ≈
1
(2π)n−1
∫
∞
−∞
· · ·
∫
∞
−∞
Fn(t, jω1, · · · , jωn) (4.30)
R(t, jω1) · · ·R(t, jωn)dω1 · · · dωn−1
E(t, jω) ≈
N∑
n=1
En(t, jω) (4.31)
Motivated by the stationary case, the nonstationary reference tracking control of NTI
systems which consists of the scheduled static gains and time varying internal model
[44, 45] is designed so that the followings are satisfied.
F1(t, jω) : robustly stable (4.32)
φ(t, jω) = 0 ∀ω = ωk1 + · · ·+ ωkn . (4.33)
where the variable definitions are similar with the stationary case except the time no-
tation for indicating time varying properties.
Gain-scheduling based on linear matrix inequalities (LMI) is employed to stabilize
the linearized closed-loop of (4.32). The gains are calculated oﬄine with several engine
speeds, then the interpolation is implemented with measuring the present engine speed.
The high-order time varying internal model given by (4.33) is realized in a matrix
form such as (4.5) and (4.6). Similarly with the stationary case, the time varying
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internal model satisfying (4.33) possesses a high order than the time varying exosystem
dynamics. The details of gain scheduling and realization of a time varying internal
model can be found from [44, 45].
4.4.2 Simulations & Experiments
The robust nonstationary motion control is demonstrated with the high-order time
varying internal model. In (4.28), ω1(t) is assumed to increase linearly from 5 to 20 Hz
with the rate of 1 Hz/s.
Figs. 4.6 and 4.8 show the comparison of the time traces and the DFTs between
the low-order and high-order time varying internal model approaches. Superior track-
ing performance of the high-order time varying internal model to the low-order one is
observed: 79 % and 70 % reductions in the maximum magnitude of the tracking error
for simulation and experiment, respectively. Figs. 4.7 and 4.8 show the STFTs of the
control input and tracking error at the several times. As can be seen in Fig. 4.7, the
aggressive control input at the harmonic frequencies mitigates the tracking errors at the
harmonic frequencies efficiently, though their magnitude is relatively small.
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Figure 4.6: Simulation results of the nonstationary motion control: time traces (first
and second columns) and DFTs (third column); low-order (solid blue) and high-order
(dashed red) time varying internal models in the second and third rows.
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Figure 4.7: STFTs of simulation results: control input (left), and tracking error (right);
low-order (solid blue) and high-order (dashed red) time varying internal models.
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Figure 4.8: Experiment results of the nonstationary motion control: time traces (first
and second column) and DFTs (third column); low-order (solid blue) and high-order
(dashed red) time varying internal models in the second and third rows.
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Figure 4.9: STFTs of experiment results: control input (left) and tracking error (right);
low-order (solid blue) and high-order (dashed red) time varying internal models.
4.5 Conclusion
In this chapter, robust tracking control of a nonlinear electrohydraulic valve actuator
for camless engine is presented to follow nonstationary reference signals on the basis of
frequency domain interpretation of internal model principle. Special attention is given
to internal model design regarding the nonstationary reference signals and nonlinear
dynamics of the actuator. Prior to the nonstationary reference tracking, the stationary
case is first investigated. Based on frequency domain analysis of a nonlinear feedback
system represented by generalized frequency response functions, the high-order time in-
variant internal model is designed to improve robust tracking performance. Motivated
by the stationary case, the high-order time varying internal model is designed for track-
ing the nonstationary reference signal that can be modeled by a time varying exosystem.
The effectiveness of the proposed design is demonstrated by implementation on the elec-
trohydraulic camless engine valve actuator. From simulation and experimental results,
significant improvements of robust tracking performance were observed.
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