The aim of this paper is twofold. First, we cut off a part of a convex surface by a plane near a ridge point and characterize the limiting behavior of the surface measure in S 2 induced by this part of surface when the plane approaches the point. Second, this characterization is applied to Newton's least resistance problem for convex bodies: minimize the functional Ω (1 + |∇u(x, y)| 2 ) −1 dx dy in the class of concave functions u : Ω → [0, M ], where Ω ⊂ R 2 is a convex body and M > 0. It has been known [5] that if u * solves the problem then |∇u *
Introduction

Local behavior of convex surfaces
Consider a convex body 1 C in the 3-dimensional space R 3 with the coordinate r = (x, y, z), and a singular point r 0 on its boundary, r 0 ∈ ∂C. Let Π be a plane of support to C at r 0 . Consider the part of the surface ∂C containing r 0 cut off by a plane parallel to Π. We are interested in studying the limiting properties of this part of surface when the cutting plane approaches Π.
A singular point of the boundary, r 0 , is called a conical point if the tangent cone to C at r 0 is not degenerate, and a ridge point if the tangent cone degenerates into a dihedral angle (see, e.g., [21] ). In this paper we consider ridge points, postponing the study of conical points to the future.
More precisely, let the tangent cone at r 0 be given by (r − r 0 , e 1 ) ≤ 0, (r − r 0 , e 2 ) ≤ 0,
where e 1 and e 2 are non-collinear unit vectors, e 1 = ±e 2 . (Here and in what follows, (· , ·) means the scalar product.) Notice that the outward normals of all planes of support at r 0 form the curve Γ = Γ e 1 ,e 2 = {v = µ 1 e 1 + µ 2 e 2 : |v| = 1,
it is the smaller arc of the great circle on S 2 through e 1 and e 2 . Let e be a positive linear combination of e 1 and e 2 , e = λ 1 e 1 + λ 2 e 2 , λ 1 > 0, λ 2 > 0. For t > 0 consider the convex body C t = C ∩ {r : (r − r 0 , e) ≥ −t};
it is the piece of C cut off by the plane with the normal vector e at the distance t from r 0 . The body C t is bounded by the planar domain B t = C ∩ {r : (r − r 0 , e) = −t} and the convex surface S t = ∂C ∩ {r : (r − r 0 , e) ≥ −t};
that is, ∂C t = B t ∪ S t .
In what follows we denote by |A| the standard Lebesgue measure (area) of the Borel set A on the plane or on the convex surface ∂C. In particular, | ABCD| means the area of the quadrangle ABCD. The same notation will be used for the length of a line segment or a curve; for instance, |MN| means the length of the segment MN.
We denote by Π t the plane of equation (r − r 0 , e) = −t and by Π i (i = 1, 2) the plane of equation (r − r 0 , e i ) = 0.
Let ∂ ′ C be the set of regular points of ∂C; it is a full-measure subset of ∂C. Denote by n r the outward normal to C at the point r ∈ ∂ ′ C. The surface measure of the convex body C is the Borel measure ν C in S 2 defined by ν C (A) := |{r ∈ ∂ ′ C : n r ∈ A}| for any Borel set A ⊂ S 2 . It is well known that the surface measure satisfies the equation
n dν C (n) = 0.
Next we introduce the normalized measure ν t = ν t,e,r 0 ,C induced by the surface S t . Namely, for any Borel set A ⊂ S 2 by definition we have ν t (A) := 1 |B t | |{r ∈ S t ∩ ∂ ′ C : n r ∈ A}|.
The surface measure of the convex body C t equals ν Ct = |B t |δ −e + |B t |ν t , hence S 2 n dν Ct (n) = |B t |(−e + S 2 n dν t (n)). Formula (3) applied to C t results in S 2 n dν t (n) = e.
We say that ν t weakly converges to ν * as t → 0, and use the notation ν t − − → t→0 ν * , if for any continuous function f on S 2 , lim t→0 S 2 f (n) dν t (n) = S 2 f (n) dν * (n). Similarly, ν * is called a partial weak limit of ν t , if there exists a sequence t i , i ∈ N converging to zero such that for any continuous function f on S 2 , lim i→∞ S 2 f (n) dν t i (n) = S 2 f (n) dν * (n). We are interested in studying the properties of the weak limit (or a partial weak limit) ν * .
One of the properties is immediate: going to the limit t → 0 or t i → 0 in formula (4), one obtains S 2 n dν * (n) = e.
Remark 1. In the 2D case the following asymptotic property of a convex curve near a singular point is almost obvious. Let C ⊂ R 2 be a planar convex body and r 0 be a singular point on its boundary. Let the tangent angle at r 0 be given by (1) , where e 1 and e 2 are non-collinear unit vectors, and let e = λ 1 e 1 + λ 2 e 2 , λ 1 > 0, λ 2 > 0, |e| = 1. Then the curve S t defined by (2) is the disjoint union of two curves, S t = S 1 t ∪ S 2 t , where for i = 1, 2 the maximal deviation between normal vectors at S i t and e i tends to zero, sup ξ∈S i t (n ξ , e i ) → 1 as t → 0. Additionally, the lengths of S 1 t , S 2 t , and B t obey the following asymptotic relation (the sine law): there exist and coincide the following limits
where α = ∡ e 1 , e ∈ (0, π), β = ∡ e 2 , e ∈ (0, π), and therefore, sin α = 1 − (e 1 , e) 2 , sin β = 1 − (e 2 , e) 2 , sin(π − α − β) = (e 1 , e) 1 − (e 2 , e) 2 + (e 2 , e) 1 − (e 1 , e) 2 (see Fig. 1 ). The proof of this formula is left to the reader. The measure ν t is defined in the exactly the same way as in the 3D case: for any Borel set A ⊂ S 1 , ν t (A) := 1 |Bt| |{r ∈ S t ∩ ∂ ′ C : n r ∈ A}|. We see that in the 2D case ν t weakly converges to the measure ν * which is the sum of two atoms, Consider two simple examples. Example 1. Let C be a convex polyhedron and r 0 be an interior point of an edge of C. That is, r 0 is a ridge point (see Fig. 2 ). C is the tetrahedron, r 0 is situated on its edge MN, and the section of C by the plane (r − r 0 , e) = −t is the quadrilateral ABCD.
The surface S t is composed of two quadrilaterals MNBA and MNCD and two triangles BCN and ADM. The outward normals to the quadrilaterals MNBA and MNCD are e 1 and e 2 , respectively, and their areas are of the order of t,
The areas of the triangles BCN and ADM are O(t 2 ). The planar surface B t is the quadrilateral ABCD, the normal to this surface is e = λ 1 e 1 + λ 2 e 2 , and its area is of the order of t, | ABCD| = c 0 t + O(t 2 ). It follows that the corresponding measure ν t converges to the measure ν * supported on the two-point set {e 1 , e 2 }, ν * =
Example 2. Let C = {r = (x, y, z) : x 2 + y 2 ≤ 1, 0 ≤ z ≤ 1} be a cylinder, and take the ridge point r 0 = (1, 0, 0) ∈ ∂C. The tangent cone at r 0 is a dihedral angle with the outward normals e 1 = (1, 0, 0) and e 2 = (0, 0, −1). Take a unit vector e = λ 1 e 1 + λ 2 e 2 with λ 1 > 0, λ 2 > 0, λ The surface S t is the union of the piece of the cylindrical surface, S 1 t , and the piece of the rear disc, S 2 t , cut off by the plane (r − r 0 , e) = −t. The outward normals at points of S 2 t coincide with e 2 . The outward normals at points of S 1 t are contained in a neighborhood of e 1 that shrinks to e 1 when t → 0. Hence ν t is the sum of two terms, where the former one is proportional to δ e 2 and the latter one is proportional to a measure that weakly converges to δ e 2 . Using formula (5), one concludes that ν t converges to the measure ν * given by (6) .
It may seem that the limiting measure is always given by (6) , as in the 2D case and in examples 1 and 2, but this is not the case. Consider two more examples.
Example 3. Let C be the part of a cylinder bounded by two planes, C = {r = (x, y, z) : (1, 0, −1). We take e = (0, 0, −1) = Figure 4 : C is the part of a cylinder bounded by two planes through r 0 .
We have C t = C ∩{z ≤ −1 + t}, and B t is the rectangle
The surface S t is the union of three parts, S t = S It follows that there are at least two partial limits of ν t ,
The following Theorems 1, 2, and 3 describe the limiting behavior of ν t . Note that the set B 0 = C ∩{r : (r −r 0 , e) = 0} is the intersection of the body's surface and the edge of the dihedral angle. It is either a non-degenerate line segment containing r 0 , or the singleton {r 0 }. If it is a line segment then ν t converges and the limit is the sum of two atoms given by (6) , as claims Theorem 1. In general (when this intersection may be both a line segment and the singleton) the limiting behavior of ν t is more complicated and is described by Theorems 2 and 3.
Theorem 2 states that the support of each partial limit of ν t is contained in the arc Γ and contains its endpoints. Theorem 3 states that, vice versa, each compact subset of an arc containing its endpoints can be realized as the support of the limit of a family of measures ν t .
Theorem 2. The set of partial limits of ν t as t → 0 is nonempty, and each partial limit is supported on a closed subset of Γ containing e 1 and e 2 .
Theorem 3. Let e 1 and e 2 be two unit vectors, e 1 = ±e 2 , and let e = λ 1 e 1 + λ 2 e 2 , λ 1 > 0, λ 2 > 0, |e| = 1. Assume that K is a closed subset of the arc Γ = Γ e 1 ,e 2 containing its endpoints e 1 and e 2 , {e 1 , e 2 } ⊂ K ⊂ Γ. Then there exist a convex body C and a ridge point r 0 on its surface such that the tangent cone at r 0 is given by the inequalities (r − r 0 , e 1 ) ≤ 0, (r − r 0 , e 2 ) ≤ 0 and the measure ν t = ν t,e,r 0 ,C weakly converges as t → 0 to a measure ν * such that spt ν * = K.
Application to Newton's least resistance problem
The main motivation for this study came from Newton's problem of minimal resistance.
The problem is as follows. Consider a convex body C moving forward in a homogeneous medium composed of point particles. The medium is extremely rare, so as mutual interaction of particles is neglected. There is no thermal motion of particles, that is, the particles are initially at rest. When colliding with the body, each particle is reflected elastically. As a result of collisions, there appears the drag force that acts on the body and slows down its motion.
Take a coordinate system with the coordinates x, y, z connected with the body such that the z-axis is parallel and co-directional to the velocity of the body. Let the upper part of the body's surface be the graph of the concave function u = u C : Ω → R, where Ω = Ω C is the projection of C on the xy-plane. Then the z-component of the drag force equals −2ρv 2 F (u), where v is the velocity of the body, ρ is the density of the medium, and
F (u) is called the resistance of the body. See Fig. 6 . The problem consists of minimizing the resistance in a certain class of bodies. Initially the problem was considered by I. Newton [12] in the class of bodies symmetric with respect to the z-axis that have fixed projections on the z-axis and on the xy-plane (of course, the latter one is a circle). In Fig. 7 there is shown the solution in the case when the length of the projection of the body on the z-axis is equal to the diameter of its projection on the xy-plane.
The new interest to the problem was triggered in 1993 by the paper of Buttazzo and Kawohl [6] . Since then, the problem of minimal resistance was stated and studied in various classes of bodies, among them: convex rotationally symmetric bodies with the fixed arc length [2] and with the fixed volume [3] , convex bodies with developable lateral surface [11] , bodies moving in a medium with thermal motion of particles [16] . A generalized Newton problem, with the resistance being written down in the form of a surface integral, was considered in [7] .
The problem was also generalized to various classes of nonconvex bodies. If each particle hits the body at most once (single impact condition, SIC) then the formula for resistance (7) remains valid. The problem was studied in several classes of bodies satisfying SIC in the papers [6, 5, 8, 9, 17] . If multiple particle-body collisions are allowed, there is no explicit analytic formula for the resistance (formula (7) takes into account only the first reflections of particles with the body); however, the problem can be studied using the methods of billiards [14, 15] .
The problems of minimal and maximal resistance were also studied in the case when the body, along with the translation, performs a rotational motion [19, 13, 18, 20] . In this case an interesting analogy with the Magnus effect and with optical retroreflectors is found and discussed. Again, formula (7) for the resistance is not valid here, but the problem can be studied using the methods of optimal mass transport.
Here we concentrate on the following problem: given a positive number M and a planar convex body Ω ⊂ R 2 , minimize the functional (7) in the class of concave functions u : Ω → [0, M]. Equivalently, one can ask for minimizing the resistance in the class of convex bodies that have the projection [0, M] on the z-axis and the projection Ω on the xy-plane. The only difference as compared with the original Newton's problem is that the rotational symmetry is not required here.
It is the immediate and the earliest [6] generalization of the classical Newton's problem. However, despite the apparent simplicity of the statement of the problem, it remains open since 1993. Let us mention the known results. First, the solution u * to the problem exists [5] and (if Ω is a circle) does not coincide with the solution found by Newton in the rotationally symmetric case [4] . Second, if the solution u * is of class C
2 in an open subset of Ω, then det u xx u xy u xy u yy = 0 in this subset [4] . (Notice, however, that the existence of such an open set is not proved, so this statement may happen to describe a nonexistent object.) Third, if u * (x, y) < M and ∇u * (x, y) exists, then |∇u * (x, y)| ≥ 1 [5] . A numerical study of this problem was made in [10] and [22] for the case when Ω is a circle. According to the results of this study, the upper level set L M = {(x, y) : u * (x, y) = M} is either a line segment or a regular polygon, and the centers of L M and Ω coincide. The set L M is a segment, if M is greater than a certain value M c (according to [22] , M c ≈ 1.5), and is a polygon otherwise, and the number of sides of the polygon is a piecewise constant monotone decreasing function of the parameter M going to infinity as M → 0. Besides, the set of singular points of u * seems to be the union of several (finitely many) curves in Ω.
The following fact was also established by numerical methods 2 : the supremum of the set of values |∇u * (x, y)| over all regular points (x, y) ∈ Ω seems to be equal to 1, if L M nas nonempty interior, and smaller than 1, if L M is a segment. We prove the following theorem justifying the first part of this statement.
Let M > 0, and let Ω ⊂ R 2 be a planar convex body. 
The proof of Theorem 4 is based on Theorem 2.
Remark 2. It was conjectured in 1995 in [5] (Remark 6.3) that the slope of the optimal surface is 1 along the boundary ∂L M . Our Theorem 4 gives the affirmative answer to this conjecture in the case when L M has nonempty interior. On the other hand, the numerical evidence seems to suggest that the conjecture is not true in the case when L M is a segment.
It is well known that L M is not empty and is not a singleton; therefore it is either a line segment, or a planar convex set with nonempty interior. It is also true that if Ω contains a circle of radius greater than M (for instance, if Ω is a unit circle and M < 1) then L M has nonempty interior. I could not find the proof of this fact in the literature, therefore I provide the proof below.
be the maximal radius of a circle that can be put inside Ω. Then for M < M 0 the set L M = {(x, y) : u * (x, y) = M} has nonempty interior. In particular, if Ω is a unit circle and M < 1 then L M has nonempty interior. Thereby Theorem 4 is applicable for these values of M.
Proof. Consider the convex body
there is a plane of support through (x, y) with the slope greater than or equal to 1.
Indeed, take a sequence of regular points (x i , y i ) in Ω \ L M converging to (x, y); the tangent planes at these point have the slope at least 1. The sequence of normals to these planes has a limiting point, say v. Then the plane through (x, y) orthogonal to v is a plane of support, and its slope is greater than or equal to 1.
Take a point (x, y) on ∂L M and draw a plane of support with the slope k ≥ 1 through this point. Consider the lines of intersection of this plane with the horizontal planes z = M and z = 0. The projections of these planes on the xy-plane are again parallel lines, and the distance between them is M/k ≤ M (see Fig. 8 ). 10 ). We are going to prove that the length of the orthogonal projection of B t on l t 1 is not greater than l + o(1), t → 0, and therefore, Assume the contrary; then there exists a sequence (t i ) i∈N converging to 0 and a sequence of points P t i ∈ B t i such that the distance between P t i and the rectangle M
2 is greater than a positive constant. The sequence (P t i ) i∈N ⊂ C is bounded, and therefore has a limiting point P . This point belongs to C and lies in the plane Π 0 : (r − r 0 , e) = 0, hence P ∈ B 0 . We come to the contradiction with the fact that the distance between P and B 0 = MN is greater than a positive constant.
Take a positive ε < l/2 and denote by M ε and N ε the points of B 0 at the distance ε from M and N, respectively. Let Π ⊥ M ε and Π ⊥ N ε be the planes through M ε and N ε , respectively, orthogonal to MN. Denote by
the points of intersection of these planes with the lines l t 1 and l t 2 . Clearly, the area of the rectangle
Since both tangent cones at the points M ε and N ε coincide with the dihedral angle (r − r 0 , e 1 ) ≤ 0, (r − r 0 , e 2 ) ≤ 0 formed by the planes Π 1 and Π 2 , we conclude that the tangent cone to the 2-dimensional convex body C ∩ Π angle N ε1 N ε N ε2 (see Fig. 11 ). It follows that (for t sufficiently small) the intersection
Figure 11: The part of B t contained in the rectangle M ε1 N ε1 N ε2 M ε2 is bounded by the curvesM ε1Ñε1 andM ε2Ñε2 .
of C with the line M ε1 M ε2 is a segmentM ε1Mε2 contained in the segment M ε1 M ε2 such that the distances |M ε1Mε1 | and |M ε2Mε2 | are o(t). Similarly, for t sufficiently small the intersection of C with the line N ε1 N ε2 is a segmentÑ ε1Ñε2 contained in the segment N ε1 N ε2 and the distances |N ε1Ñε1 | and |N ε2Ñε2 | are o(t). The quadrangleM ε1Ñε1Ñε2Mε2 is contained in B t , and its area is
Since ε > 0 is arbitrary, taking into account (8) and (9), one obtains
Now let us consider the surface S t . The plane Π 0 of the equation (r − r 0 , e 1 − e 2 ) = 0 (see Fig. 11 ) is the bisector of the dihedral angle; it contains the segment B 0 and divides S t into two parts, S t = S We use the following property: if a convex body C 1 is contained in another convex body C 2 then the surface area of C 1 is smaller than or equal to the surface area of C 2 ; that is,
Take again a positive ε < l/2 and for any positive t consider several prisms. Each of these prisms is bounded by the planes Π 1 , Π 2 , Π t and by two planes orthogonal to B 0 . Let us call the big prism the smaller prism of this kind containing C t . The big prism is divided into the central prism and two lateral prisms. The central prism is bounded by the orthogonal planes Π 
, where the term O(t 2 ) is related to its lateral surface. The surface area of each of the lateral prisms is c 0 (1 + λ 1 + λ 2 )(ε/2)t + o(t), t → 0.
The central prism is divided by the plane Π 0 into two parts, Prism t ε,1 = Prism ε,1 and Prism t ε,2 = Prism ε,2 ; that is, Prism ε,i , i = 1, 2 is bounded by the planes is contained in the union of the lateral prisms, its area does not exceed the sum of their areas c 0 (1+λ 1 +λ 2 )εt+o(t), t → 0.
Correspondingly, we have the representation
To that end, compare the surfaces of the convex bodies Prism ε,1 and C t ∩Prism ε,1 . The surface measure of each of the bodies has the total integral equal to zero. The surface measure of Prism ε,1 is easy to calculate: it equals
The surface measure of C t ∩Prism ε,1 is the sum of several terms: the part of ∂(C t ∩Prism ε,1 ) contained in Π t induces the measure c 0 t(l − ε)
δ −e + o(t); for t sufficiently small the part of ∂(C t ∩Prism ε,1 ) contained in Π 0 coincides with the part of ∂(Prism ε,1 ) contained in Π 0 , and therefore induces the measure c 0 t(l−ε) and is of our interest. Utilizing the integral equalities for the surface measures ν Prism ε,1 and ν Ct∩Prism ε,1 of both convex bodies, one obtains
Equating these two expressions, one obtains
Denote c = (1 − ε/l)λ 1 . After dividing both parts of this equation by |B t | one has
Besides, comparing the surface areas of Prism ε,1 and C t ∩Prism ε,1 , one obtains |S
By Chebyshev's inequality,
Thus, it is proved that ν
In a similar way one obtains that
Take a continuous function f on S 2 . We have
The first term in the right hand side of this inequality converges to ε l λ 1 |f (e 1 )|, the second term converges to ε l λ 2 |f (e 2 )|, and the upper limit of the third term is not greater than ε l (1 + λ 1 + λ 2 ) · max f . Since ε > 0 is arbitrary, one concludes that the integral in the left hand side of the inequality converges to zero. Thus, ν t weakly converges to λ 1 δ e 1 + λ 2 δ e 2 as t → 0. Theorem 1 is proved.
Proof of Theorem 2
If B 0 is a non-degenerate line segment then, by Theorem 1, the unique partial limit of ν t is the measure lim t→0 ν t = ν * = λ 1 δ e 1 + λ 2 δ e 2 supported on the two-point set {e 1 , e 2 }, and the theorem is proved. It remains to consider the case when B 0 is the singleton, B 0 = {r 0 }.
Proof. Consider the projection in the direction e 1 + e 2 on the plane Π t . Let us show that for t sufficiently small, the restriction of the projection on S t is injective and the image of S t is B t .
Indeed, all elements of the arc Γ have the form n = µ 1 e 1 + µ 2 e 2 , µ 1 ≥ 0, µ 2 ≥ 0, and therefore satisfy the inequality (n, e 1 + e 2 ) > 0. Hence there exists a neighborhood N of this arc such that all vectors n ∈ N satisfy the same inequality. It follows that for t sufficiently small and for all regular vectors ξ ∈ S t it holds (n ξ , e 1 +e 2 ) > 0, and therefore, the restriction of the projection on S t is injective.
Let us show that for t sufficiently small, the image of S t belongs to B
) + s(1 + (e 1 , e 2 )) it follows that for s sufficiently large both these values are positive, and therefore, r (s) does not belong to C. Hence for somes ≥ 0, r (s) lies on ∂C. We have (r (s) − r 0 , e) = −t +s(e 1 + e 2 , e) ≥ −t, that is, r (s) lies on S t . It follows that the image of S t is B t .
The area of B t is greater or equal than the area of the (orthogonal) projection proj e 1 +e 1 (S t ) of S t on the plane (r, e 1 + e 2 ) = 0, |B t | ≥ |proj 
Corollary 1. It follows from Lemma 1 that ν t (S 2 ) ≤ const for all t, and therefore, there exists at least one partial limit of ν t . If the partial limit ν * is unique then ν t converges to ν * . Lemma 2. Each partial limit of ν t as t → 0 is supported in Γ.
Proof. Notice that the intersection of the nested family of closed sets S t is the point r 0 , ∩ t>0 S t = {r 0 }, therefore for all ε > 0 there exists t 0 such that for any t < t 0 , S t is contained in the ε-neighborhood of r 0 .
For a set of unit vectors K ⊂ S 2 , denote by O K the set of points r ∈ ∂C such that there exists a plane of support to C at r with the outward normal contained in K. If K is compact then O K is also compact. Indeed, let r i , i = 1, 2, . . . be a sequence of points from O K converging to a point r. For all i there exists a plane of support at r i with the outward normal v i ∈ K. Without loss of generality assume that v i converges to a vector v; otherwise just take a converging subsequence of vectors. Then we have v ∈ K, and the plane through r with the outward normal v is a plane of support. We conclude that r is contained in O K , and therefore, O K is closed, and thereby, is compact.
Take an open set N ⊂ S 2 containing Γ. The set O S 2 \N ⊂ ∂C is closed and does not contain r 0 . Then there exists t 0 > 0 such that for all t < t 0 , S t is contained in ∂C \ O S 2 \N . It follows that the outward normals to all planes of support at points of S t are contained in N ; therefore ν t is supported in the closure of N . Since the set N containing Γ is arbitrary, we conclude that all partial limits of ν t as t → 0 are supported in Γ.
It remains to prove the following statement.
Lemma 3. The support of any partial limit of ν t contains the points e 1 and e 2 .
Proof. It suffices to prove the lemma for the point e 1 .
Recall that Π 1 and Π 2 are the planes of equations (r − r 0 , e 1 ) = 0 and (r − r 0 , e 2 ) = 0 forming the dihedral angle, Π t is the plane of equation (r − r 0 , e) = −t, and l 1 = l t 1 and l 2 = l t 2 are the parallel lines resulting from intersection of Π 1 and Π 2 , correspondingly, with Π t . Let Π ⊥ be the plane through r 0 perpendicular to the edge of the dihedral angle, and let this plane intersects the lines l 1 and l 2 at the pointsN t andM t , respectively. We have |M tNt | = c 0 t, where c 0 is the positive constant defined above.
For t sufficiently small, the intersection of Π ⊥ with B t is a line segment, let its endpoints be M = M t and N = N t . This segment is contained inM tNt , and |M t N t |/|M tNt | → 1 as t → 0.
The domain B t is contained between the lines l 1 and l 2 . Let the orthogonal projection of B t on the line l 1 be the segmentĈ tDt . For t sufficiently small this segment containŝ N t , and |Ĉ tNt |/t → ∞, |D tNt |/t → ∞ as t → 0. Without loss of generality assume that
One easily sees that |B t | ≤ 2c 0 td(t).
Fix a value 0 < θ < 1 and take the pointF t on l 1 between the pointsN t andD t so as |N tFt |/|N tDt | = θ. Thus, |N tFt | = θd(t) and |F tDt | = (1 − θ)d(t).
Let D t be the point on ∂B t that projects toD t ; if such point is not unique (these points form a line segment) then choose any of such points, for instance the one closest to l 1 . Denote by Π [t] the plane through D t and the edge of the dihedral angle, and denote by H t the point of intersection of this plane with M t N t .
Denote |H tNt | := h(t) ≤ c 0 t. It may happen that the segment H tNt degenerates to a point; in this case h(t) = 0. One has |H t N t | = h(t) + o(t) as t → 0. The area of the rectangle H tNtFt E t equals
Denote by B
t (θ) the part of B t bounded by the broken line N t H t E t F t and by the arc N t F t of the boundary ∂B t . Due to convexity of the curve N t F t , one easily concludes that |E t F t | ≥ (1 − θ)|H t N t |, and therefore
It follows that for some
See Figures 12 and 13 . Draw the plane Π ⊥ θ (t) through E t perpendicular to the edge of the dihedral angle. Let r θ,t be the point of intersection of the plane with the edge, and let the segment E t r θ,t intersect ∂C at the point q θ,t .
Denote by v = v(t) the normal vector to Π [t] directed toward l 1 . Denote by C t (θ) (1) the part of C bounded by the planes Π 1 , Π t , Π [t] , Π ⊥ , and Π ⊥ θ (t), and compare it with the prism with the bases H tNt r 0 and E tFt r θ,t . Actually, our aim is to compare the part of ∂C bounded by the curve N t F t q θ,t r 0 (which belongs to the boundary of the body C t (θ) (1) ) and the rectangle r 0 r θ,tFtNt (which belongs to the boundary of the prism). Figure 13 : The convex body C t in the dihedral angle and the corresponding notation.
The area of the curvilinear quadrangle r 0 H t E t q θ,t obeys the inequalities
It follows that for some θ 2 = θ 2 (t) ∈ [0, θ],
Further, one has | r 0 r θ,tFtNt | e 1 = θd(t)c 1 t v + θd(t)h(t) e,
Denote by S 1 t,θ the part of the surface ∂C bounded by N t F t q θ,t r 0 and consider the corresponding induced measure ν S 1 t,θ . Note that the outward normals to the body C t (θ) (1) at the points of its boundary contained in the planes Π ⊥ and Π . Then the integral equality S 2 n dν Ct(θ) (1) (n) = 0 for the surface measure of the body C t (θ) (1) can be rewritten as
Using (12) and (13) and taking into account that
and
= o(1) as t → 0, one gets
The angle between e 1 and S 2 n dν θ t (n) is equal to the angle between v + (1) . The angle between the unit vectors v and e is always greater than the minimum of the angles ∡(e, −e 1 ) and ∡(e, e 2 ), therefore the norm of the vector v + h(t) c 1 t e is greater than a certain positive value C 1 depending only on e, e 1 , and
On the other hand, since
that the norm of
e is smaller than θ times a certain positive value C 2 depending only on e, e 1 , and e 2 ,
Further, using (11), one has θ d(t) c 1 t
hence the normalized total norm
and therefore, for θ < C 1 /C 2 each partial limit of
is nonzero. Let ν * be a partial limit of ν t , and let the sequence t i converging to zero be such that ν * = lim i→∞ ν t i . Equation (14) can be rewritten as
Taking into account inequalities (15) and (16), one concludes that the center of mass of each partial limit of
w), |w| ≤ 1, λ > 0} shrinking to the ray {λe 1 , λ > 0} as θ → 0 (and of course the set of such partial limits is nonempty). Since
≤ ν t and lim i→∞ ν t i = ν * is supported on Γ, each partial limit of
is also supported on Γ, and the support has nonempty intersection with U θ (e 1 ) (otherwise its center of mass does not belong to U θ (e 1 )). It follows that spt ν * also has nonempty intersection with U θ (e 1 ).
Since θ can be made arbitrarily small, spt ν * contains points that are arbitrarily close to e 1 , and therefore, contains e 1 .
Proof of Theorem 3
Let α be the angle between e and e 1 and β be the angle between e and e 2 ; that is, (e, e 1 ) = cos α and (e, e 2 ) = cos β, α > 0, β > 0, α + β < π. Take the orthogonal coordinate system with the coordinates x, y, z so as the origin is at r 0 and the vectors e, e 1 , e 2 take the form e = (0, 0, −1), e 1 = (− sin α, 0, − cos α), e 2 = (sin β, 0, − cos β). One then has λ 1 = sin β/ sin(α + β), λ 2 = sin α/ sin(α + β), r 0 = (0, 0, 0), and equations (1) for the tangent cone are transformed into
Note that cot α + cot β > 0, and therefore, the cone is contained in the positive half-space z ≥ 0.
The formulas for C t , B t , and S t take the form C t = C ∩ {z ≤ t}, B t = C ∩ {z = t}, and S t = ∂C ∩ {z ≤ t}.
The image of the arc Γ under the orthogonal projection on the xz-plane is the arc in S 1 with the endpoints (− sin α, − cos α) and (sin β, − cos β). We identify the points (sin ϕ, − cos ϕ) of the circumference S 1 with the values ϕ ∈ [−π/2, π/2]. In particular, the image of Γ is identified with the segment [−α, β]. The image of the compact set K ⊂ Γ is identified with a subset of [−α, β], which will also be denoted by K. That is, with this identification we have
Now choose a finite measure µ on S 1 supported on K. One can, for instance, define the generating function of this measure
Then extend the definition of F µ to the closure ∪ i (a i , b i ), so as the resulting function is monotone increasing and right semi-continuous. Finally, define F µ on the set [−α, β] \ ∪ i (a i , b i ) (which is again the disjoint union of intervals) so as it is affine, nonnegative, and strictly monotone increasing on the closure of each interval.
Denote by V the angle −z cot α ≤ x ≤ z cot β. We are going to find a planar curve inducing the measure µ with the endpoints on the sides of this angle x = −z cot α, z ≥ 0 and x = z cot β, z ≥ 0 such that the unbounded domain (denoted by B) with the boundary composed of the curve and the rays is convex. See Fig. 14 (a,b) . Set S 1 n dµ(n) = c 0 n 0 , where c 0 ≥ 0 and n 0 is a unit vector. Since spt µ = K is contained in Γ, the integral S 1 n dµ(n) belongs to the cone formed by the rays through the points of Γ with the vertex at O = (0, 0). Further, (e 1 + e 2 , c 0 n 0 ) = S 1 (e 1 + e 2 , n) dµ(n) > 0, since the integrand is a positive function. It follows that c 0 > 0 and n 0 ∈ Γ. Since spt µ contains both e 1 and e 2 , we conclude that n 0 does not coincide with these vectors, that is, lies in the interior of Γ.
It follows that n 0 can be represented as the positive linear combination n 0 = µe 1 +µ 2 e 2 , µ 1 > 0, µ 2 > 0. Put the point A on the ray x = −z cot α, z ≥ 0 and the point D on the ray x = z cot β, z ≥ 0, so as |AO| = µ 1 c 0 and |DO| = µ 2 c 0 . The integral equation for the surface measure applied to the triangle OAD takes the form |AO|e 1 +|DO|e 2 +|AD|e 3 = 0, where e 3 is the outward normal to AD. From this equation one immediately obtains that |AD| = c 0 and e 3 = −n 0 .
The center of mass of the auxiliary measureμ = µ + c 0 δ −n 0 is at the origin. Besides, spt µ contains e 1 , e 2 , and −n 0 , and therefore, the linear span of spt µ is R 2 . Hence, according to Alexandrov's theorem, there exists a unique (up to a translation) planar convex body with the surface measure equal toμ. The boundary of this body is the union of a curve inducing the measure µ and a line segment with the lenght c 0 and with the outward normal −n 0 . Making if necessary a translation, we assume that this segment coincides with AD.
The examples of the resulting planar body are shown in Fig. 14 . It is the quadrangle ABCD in Fig. 14 (a) , and it is the figure bounded by the curve l and by the line segment joining its endpoints in Fig. 14 (b) .
Since the outward normals to l lie in Γ and the outward normals at the endpoints of l are e 1 and e 2 , the curve is contained in the angle V and touches the sides of the angle OA and OD at the endpoints of l. The resulting closed set B is bounded by the curve l and by the sides of the angle V ; it is convex and unbounded. The construction is done. LetB = V \ B. For y ∈ R take the curve y 2 l homothetic to l with the center at the origin and with the ratio y 2 (if y = 0, the curve degenerates to the point O), and denote by B y the unbounded convex set bounded by the curve y 2 l and by the rays. One can equivalently define B y = V \ y 2B . Thus, for y = 0 we have B y = y 2 B, and for y = 0, B 0 = V. One has the monotonicity relation B y 1 ⊂ B y 2 for |y 1 | ≥ |y 2 |.
Define C as follows:
Loosely speaking, when cutting C by planes y = const, one obtains sets B y ∩ {z ≤ 1}.
Notice that for 0 ≤ λ ≤ 1 and for all y 1 and y 2 ,
The inclusion in this formula is the direct consequence of the inequality λy
If both y 1 and y 2 are nonzero, the equality in this formula follows from the true identity for the convex set B, λy Let us show that C is convex. To that end, take two points r 1 = (x 1 , y 1 , z 1 ) and r 2 = (x 2 , y 2 , z 2 ) in C and show that λr 1 + (1 − λ)r 2 lies in C for all 0 ≤ λ ≤ 1. Indeed, since (x 1 , z 1 ) ∈ B y 1 and (x 2 , z 2 ) ∈ B y 2 , one has
Besides, one obviously has λz 1 + (1 − λ)z 2 ≤ 1. It follows that λr 1 + (1 − λ)r 2 ∈ C.
One easily sees that each point (x, 0, z), with (x, z) in the interior of V ∩ {z ≤ 1}, is an interior point of C. Further, for |y| sufficiently large, B y ∩ {z ≤ 1} = ∅, hence C is bounded.
Now check that C is closed. Let a sequence {r i = (x i , y i , z i )} ⊂ C converge to a point r = (x, y, z). If y = 0 then 
Take ϕ ∈ (β, π − α) and draw the ray in the xz-plane with the vertex at O and with the director vector (cos ϕ, sin ϕ). This ray intersects ∂B at a point τ (cos ϕ, sin ϕ), τ > 0. Thus, the intersection of ∂C and the plane through r 0 = (0, 0, 0) with the normal (sin ϕ, 0, − cos ϕ) is the curve (y 2 τ cos ϕ, y, y 2 τ sin ϕ), |y| ≤ 1/ √ τ sin ϕ. It follows that the y-axis touches C, and therefore, is contained in any plane of support through r 0 = (0, 0, 0).
Further, C is contained in the dihedral angle (17), but is not contained in any smaller dihedral angle with the same edge. It follows that the tangent cone at r 0 is the dihedral angle (17) .
The intersection of B with the line z = τ for τ ≥ 0 is either empty, or a point, or a line segment. Let its length be L(τ ); it is a non-negative continuous function equal to zero when τ is sufficiently small. Further, the set B t for 0 < t ≤ 1 is
The intersection of B t with each plane y = const = 0 is a segment (maybe degenerating to a singleton) or the empty set, and its length equals y 2 L(t/y 2 ). Hence the area of B t is
This integral is finite, since the integrand is zero outside a bounded segment. Making the change of variable ξ = y/ √ t, one obtains
The set S t for 0 < t ≤ 1 is
It is the disjoint union,
t , where
that is, S + t and S − t are the parts of S t contained in the faces of the dihedral angle (17) and S 0 t is the part of S t contained in the interior of the angle. For τ ≥ 0 the part of ∂B below the line z = τ is the union of three curves; the first and the third ones are line segments contained in the sides of the angle V , that is, in the rays x = z cot β, z ≥ 0 and x = −z cot α, z ≥ 0, respectively, and the second curve lies between the sides of V and is contained in l. Denote by L + (τ ), L − (τ ), L 0 (τ ) the lengths of these curves. They are non-negative continuous functions equal to zero for τ sufficiently small, and
The planar surfaces S + t and S − t (with the points of the form (x, 0, z) taken away) are composed of points (x, y, z) such that (x/y 2 , z/y 2 ) lies on the intersection of ∂B with the rays x = z cot β and x = −z cot α, respectively, and z ≤ t. Their areas are equal to
and making the change of variable ξ = y/ √ t, one obtains
This integral can be rewritten in the form
Since the function f is continuous, and therefore, uniformly continuous on S 2 and the function ∆(s) is bounded, one concludes that the expression in the square brackets in the latter integral goes to zero as y → 0 uniformly in s, and therefore, is smaller than a positive monotone decreasing function γ(y) going to zero as y → 0. Making the change of variable ξ = y/ √ t, one obtains that the integral is smaller than
Since the integrand ξ 2 γ( √ t ξ) is monotone decreasing to zero as t → 0, we conclude that the integral in the right hand side of this expression goes to 0 as t → 0.
It remains to study the measureν t . It is supported on Γ, since all vectors (z ′ (s), 0, −x ′ (s)) belong to Γ. Recall that we identify the value ϕ with the vector (sin ϕ, 0, − cos ϕ).
Take an interval U = (ϕ 1 , ϕ 2 ) ⊂ (−α, β). One has
It follows thatν t does not depend on t,ν t =ν, and hence, ν 0 t →ν as t → 0. If U ∩ K = ∅ then F µ (ϕ 1 ) = F µ (ϕ 2 − 0) and, according to the above formula,ν(U) = 0. If, otherwise, It is useful to represent the integral in (7) in a different form. Consider the convex body C = C (u) associated with the function u, C = {(x, y, z) ∈ R 3 : (x, y) ∈ Ω, 0 ≤ z ≤ u(x, y)}. Its boundary is ∂C = graph(u) ∪ (Ω × {0}). The outer normal to C is n ξ = (−∇u(x, y), 1)/ 1 + |∇u(x, y)| 2 at a point ξ = (x, y, u(x, y)) ∈ graph(u), and n ξ = (0, 0, −1) at ξ ∈ Ω×{0}. The integral can then be represented as the surface integral
where the function f : S 2 → R is defined by f (n 1 , n 2 , n 3 ) = (n 3 ) 3 and H 2 is the 2-dimensional Hausdorff measure. Indeed, the integrand in (7) 
2 , and the slope of graph(u) at ξ = (x, y, u(x, y)) is (n ξ ) 3 = 1/ 1 + |∇u(x, y)| 2 , therefore the element of the surface area dH 2 (ξ) on graph(u) and the element of area dxdy on the horizontal plane are related as follows:
one can write
This integral representation in Newton's problem (in a more general setting) was first used in the paper by Buttazzo and Guasoni [7] .
Further, making the change of variable induced by the map ξ → n ξ from ∂ ′ C to S 2 , we obtain the following representation
where ν C means the surface measure of C.
2-dimensional problems of minimal resistance
Buttazzo and Kawohl in [6] state the 2D analogue of Newton's problem: minimize We will need the following modification of the above problem:
Minimize the integral Thus, there is a one-to-one correspondence between the class of measures satisfying (i) and (ii) and the class of functions U M .
The integral in (18) can be written in terms of measures in the form S 1 f (n) dν u (n) where, by slightly abusing the language, we denote by f the function on S 1 defined by f (n 1 , n 3 ) = (n 3 ) 3 . Thus, problem (18) can be written in the equivalent form as follows:
Minimize the integral (1, 1) equals 1/(2 √ 2), and the unique minimizer is the atomic measure δ 1 √ 2
(1,1) .
Proof of Theorem 4
Let the function u = u * minimize the integral (7) . Consider the associated convex body C = C (u) = {(x, y, z) ∈ R 3 : (x, y) ∈ Ω, 0 ≤ z ≤ u(x, y)}. Note that almost all points of the curve ∂L M are regular, and take a regular point (x,ȳ) ∈ ∂L M . The tangent cone to C at (x,ȳ, M) is a dihedral angle. One of its faces is contained in the horizontal plane z = M. Let −k (k > 0) be the slope of the other face.
For any sequence of regular points (x i , y i ) converging to (x,ȳ), each partial limit of the corresponding sequence |∇u(x i , y i )| lies in the interval [0, k]. Since |∇u(x, y)| ≥ 1 for (x, y) ∈ Ω \ L M , one concludes that for a sequence (x i , y i ) ⊂ Ω \ L M converging to (x,ȳ), each partial limit of |∇u(x i , y i )| lies in the interval [1, k] , and therefore, k ≥ 1.
We are going to prove that k = 1. It will follow that each partial limit of the sequence |∇u(x i , y i )| is equal to 1, and therefore, the sequence converges to 1. The theorem will be proved.
Suppose that k > 1, that is, the angle of slope of one of faces of the dihedral angle is greater than 45 0 . We are going to come to a contradiction with optimality of u. Let r 0 = (x,ȳ, M), and let e 1 and e 2 be the outward normals to the faces of the dihedral angle. We have e 1 = (0, 0, 1) and without loss of generality assume that e 2 = 1 √ 1+k 2 (k, 0, 1); it suffices to choose a coordinate system so as the projection of e 2 on the horizontal plane is directed along the x-axis. Take e = 1 √ 2
(1, 0, 1); then we have e = λ 1 e 1 + λ 2 e 2 with λ 1 = (k − 1)/( √ 2 k) and λ 2 = √ 1 + k 2 /( √ 2 k). For t > 0 consider the convex body C (t) obtained by cutting off a part of C containing (x,ȳ, M) by the plane (r − r 0 , e) = −t. This plane is the graph of the linear function z = M − √ 2 t +x − x. The upper part of the surface of C (t) is the concave function u defined by u (t) (x, y) = min{u(x, y), M − √ 2 t +x − x}. For t sufficiently small the plane lies above the disc Ω × {0}, and therefore, the non-negative function u (t) is defined on all of Ω.
Let B t be the intersection of C with the cutting plane and S t be the part of ∂C located above the plane. One has B t = {(x, y, z) : 0 ≤ z = M − √ 2 t +x − x ≤ u(x, y)} and S t = {(x, y, z) : u(x, y) = z ≥ M − √ 2 t +x − x}. The parts of the surfaces ∂C and ∂C (t) situated in the upper half-space z ≥ M − √ 2 t +x − x are, respectively, S t and B t . The parts of ∂C and ∂C (t) in the lower half-space z < M − √ 2 t +x − x coincide. Hence the difference F (u) − F (u (t) ) can be written in terms of surface integrals as
