Given a graph G = (V, E), f : V → {0, 1, 2} is the Italian dominating function of G if f satisfies
Introduction
In the 3rd century, when Rome dominated Europe, it was able to deploy 50 legions throughout the empire, securing even the furthermost areas. By the following century, Roman's forces had diminished to just 25 legions. Emperor Constantine's problem: How to station legions in sufficient strength to protect the most forward positions of the empire without abandoning the core, namely Rome. He devised a new defensive strategy to cope with Rome's reduced power [7, 8] . Cockayne, Dreyer and Hedetniemi proposed the Roman dominating function in 2000 based on Constantine's strategy [3] . Given a graph G = (V, E), a function f : V (G) → {0, 1, 2} is a Roman dominating function of G if there exists u ∈ N (v) satisfying f (u) = 2 when f (v) = 0. Brear, Henning and Rall proposed k-rainbow dominating function in 2005 [1] . A function f : V (G) → {0, 1, 2} is a {2}-dominating function if v∈N [u] f (v) ≥ 2 for any u ∈ V (G). A Roman k-dominating function [6] on G is a function f : V (G) → {0, 1, 2} such that every vertex u for which f (u) = 0 is adjacent to at least k vertices v 1 , v 2 , ..., v k with f (v i ) = 2 for i = 1, 2, ..., k. Chellali, Haynes and Hedetniemi proposed Roman {2}-dominating function in 2015 [4] . Henning and Klostermeyer denoted the Roman {2}-dominating function as Italian dominating function to simplify the description [5] . A function f : V (G) → {0, 1, 2} is an Italian dominating function of G if there exists u ∈ N (v) satisfying u∈N (v) f (u) ≥ 2 when f (v) = 0. w(f ) = v∈V f (v) is the weight of f . The Italian domination number of G is the minimum weight of an Italian dominating function, denoted as γ I (G) and the corresponding function is called the minimum Italian dominating function. Let V i = {v : f (v) = i}, i = 0, 1, 2, we call f the independent Italian dominating function if V 1 ∪V 2 is an independent set. The independent Italian domination number of G is the minimum weight of its independent Italian dominating function, denoted by i I (G) and the corresponding function is called the minimum independent Italian dominating function, denoted as i I -function. For any vertex v ∈ V , the open neighborhood of v is the set N (v) = {u ∈ V : uv ∈ E} and the closed neighbourhood is the set
represents the open neighborhood and closed neighborhood of v in G respectively. We set
A cut vertex in a connected graph is a vertex whose deletion breaks the graph into two or more parts. The subgraph H of G is a block if it is maximal and has no cut-vertex. We call the vertex v an uncut-vertex if v is in a block and v is not a cut-vertex. If the subgraph of a graph is an complete graph, then the subgraph is a clique. G is a block graph if each block of G is a clique. we define the block-cutpoint graph of a block graph as follows. Definition 1. Given a block graph G, the block-cutpoint graph of G is a bipartite graph T in which one partite set consists of the cut-vertices of G and the other one consists of vertex b i corresponding to each block B i of G. vb i ∈ E(T ) if and only if v ∈ B i where v is a cut-vertex and E(T ) is the set of edges of T , calling b i the block-vertex of T . Lemma 1. The block-cutpoint graph T is a tree when the corresponding graph G is a connected block graph with at least one cut-vertex.
Proof. It is clear that two blocks of a graph share at most one vertex, then the block-cutpoint graph T has no cycles. As G is connected, T is also connected, So T is a tree. We can construct the block-cutpoint graph T in linear time with Depth-First Search, see [9] .
It is obvious that G is a connected block graph without cut-vertices if and only if G is a complete graph and i I (K 1 ) = 1, i I (K n ) = 2(n ≥ 2). If G is a block graph with two connected components G 1 and G 2 , then i I (G) = i I (G 1 ) + i I (G 2 ). Therefore, we just need to consider G is a connected block graph with at least one cut-vertex. Without special illustration, the block graphs being referred to in this paper are all connected block graph with at least one cut-vertex, so the corresponding block-cutpoint graph is a tree. We can obtain the independent Italian domination number of a connected tree through dynamic programming. In this paper, our main task is to find the independent Italian domination number of a block graph. As the block-cutpoint graph of a connected block graph G is a tree, we design a linear time algorithm to output the independent Italian domination number of G based on dynamic programming.
Independent Italian domination in block graphs
we classify the block of a graph into three types by the number of vertices and cut-vertices in the block.
Definition 2. Given a block graph G and its block-cutpoint graph T . B is a block of G and C is the set of cut-vertices of B. Let b be the corresponding block-vertex of In order to express concisely, we denote the block of type 0 as block0 and the block-vertex of type 0 as block0-vertex. Getting block1, block1-vertex,block2 and block2-vertex respectively in the same way. In figure 1 , b 2 and b 4 are block0-vertices. b 3 and b 5 are block1-vertices. b 1 and b 6 are block2-vertices. c, e, h and g are cut-vertices in both graphs. We want to set up an equivalent relationship between a block graph G and its block-cutpoint graph T and then we can transfer the problem of the block graph G to its block-cutpoint graph T . Actually, we are trying to transfer the independent Italian domination problem from a block graph to a tree. We need to define a new induced function f * of T which is equivalent to the independent Italian dominating function f of G.
Definition 3. Given a block graph G and its block-cutpoint graph T , let B be an arbitrary block of G and C be the set of cut-vertices of B and b be the corresponding block-vertex of
If f is an Italian dominating function, then the corresponding f * is an induced Italian dominating function. If f is an independent Italian dominating function, then the corresponding f * is an induced independent Italian dominating function (IIIDF).
is the weight of f * . It is obvious that w(f ) = w(f * ) according to the definition of f * . The induced independent Italian domination number of T is the minimum weight of f * , of which f is the independent Italian dominating function. Denote the induced independent Italian domination number of T as i * I (T ). We call the function f * satisfying w(f * ) = i * I (G) the minimum induced Italian dominating function of T , denoted as i * I -function.
Lemma 2. Given a block graph G and its block-cutpoint graph T , i I (G) = i *
I (T ).
Proof. Let f be an independent Italian dominating function of G and f * be the induced independent Italian dominating function of T induced by f , then w(f ) = w(f * ). Obviously, w(f * ) ≥ i * I (T ). However, if f * is an induced independent Italian dominating function of T with the weight w(
We have set up an relationship between the block graph G and the block-cutpoint graph T . It seems that we have already transferred the Italian domination problem from block graph to its block-cutpoint graph successfully, however, there still remains one problem to research. Given a function f * of a block-cutpoint graph T , how can we distinguish whether it is an induced independent Italian dominating function or not? This problem will be solved in the following. Let G be an arbitrary block graph and T be the block-cutpoint graph of G. f is an independent Italian dominating function of G and f * is the corresponding induced independent Italian dominating function of T induced by f . We have the following results. Theorem 1. Let B be an arbitrary block of G. ∀v ∈ B and v is a cut-vertex, then f (v) ∈ {0, 2} when B is block1 or block2. ∀v ∈ B and v is an uncut-vertex, then f (v) ∈ {0, 2} and there exists at most one vertex v such that f (v) = 2 when B is block2.
Proof. ∀v ∈ B and B is a block1 or block2, assuming that v is a cut-vertex and f (v) = 1. Considering the independence of f , we have f (u) = 0 if u ∈ B and u is an uncut-vertex. Obviously, ∀w ∈ N (v), f (w) = 0, therefore, we get that u ∈N (u) f (u ) = 1, contradiction. If v is an uncut-vertex in B with f (v) = 1 and B is a block2, then f (u) = 0, ∀u ∈ N (v) for the independence of f . There is at least one uncut-vertex w ∈ N (v) such that f (w ) = 0, hence we have w ∈N (w ) f (w ) = 1, contradiction. Therefore, if v is an uncut-vertex in B and B is a block2, then f (v) ∈ {0, 2}. Obviously, there is at most one vertex v ∈ B such that f (v) = 2 for the independence of f .
Theorem 2.
There exists an independent Italian dominating function f of G such that f (v) ∈ {0, 1} where w(f ) = i I (G) and v is an uncut-vertex in a block1 of G.
Proof. Assuming that f is an independent Italian dominating function of G with w(f ) = i I (G) and B is an arbitrary block1 of G. Let v be the only uncut-vertex of B such that
Obviously, f is also an independent Italian dominating function, however, w(f ) = w(f ) + 1, then w(f ) < i I (G), contradiction. Therefore, f (v) = 2 and f (v) ∈ {0, 1}. Property 1. Five properties of an induced independent Italian dominating function f * of T will be given below: With the accomplishment of the proof of the five properties in property 1, we can solve the problem that how to distinguish whether a function f * of the block-cutpoint graph T is an induced independent Italian dominating function or not. The problem can be solved based on the new theorem below. It is after the proof of the new theorem that we can design the linear time algorithm to output the Italian domination number i I (G) of any connected block graph G. (II)Sufficiency: If f * is a function of T such that f * (b) ∈ {0, 1} for any block1-vertex b ∈ T and f * satisfies property 1, we just need to prove that the corresponding function f is an induced independent Italian dominating function of G and ∀v ∈ B, f (v) ∈ {0, 1} where B is an arbitrary block1 and v is an uncut-vertex.
(i)Proving f is an independent function of G: Let v be a cut-vertex of G with f (v) = 0, then v is also the cut-vertex of T with f * (v) = f (v) = 0. Then ∀w ∈ N 2 T (v), f * (w) = 0 according to the fifth property of property 1. Therefore, ∀w ∈ N G (v), f (w ) = 0.
Let u ∈ B be an uncut-vertex of G with f (u) = 0. If B is a block1 and b is the corresponding block1-vertex, then f * (b) = f (u) = 0. Hence, ∀w 1 ∈ N T (b), f * (w 1 ) = 0 according the fifth property of property 1 where w 1 is the cut-vertex of T and G, so f (w 1 ) = 0 ∀w 1 ∈ N G (u) since u is the only one uncutvertex of B. If B is a block2 and the corresponding b is a block2-vertex of T with f * (b) = 0, then ∀w 2 ∈ N T (b), f * (w 2 ) = 0 and there exists only one uncut-vertex v ∈ B such that f (v) = 0 according to the fifth property of property 1, hence ∀w 2 ∈ N G (u), f (w 2 ) = 0. Therefore, f is an independent function of G.
(ii) Proving f is an Italian dominating function of G in this part: Let v be a cut-vertex of G with f (v) = 0, then v is also the cut-vertex of T with f 
Theorem 3 set up an equivalent relationship between a block graph G and its block-cutpoint graph T , then we can transfer the independent Italian domination problem of G to the induced independent Italian domination problem of T . In order to find the Italian domination number i I (G), we just need to find the corresponding induced Italian domination number i * I (T ). Since the structure of T is a tree, we can design a linear time algorithm to compute i * I (T ) based on dynamic programming.
Algorithm
In the new algorithm, ten domination numbers will be given first. Given a connected block graph G, let T be the block-cutpoint graph of G. What we want to do is to find i Proof. Since the specific vertex u is either a cut-vertex or a block-vertex, then the conclusion in the theorem is obviously correct.
Theorem 5. Given two disjoint block-cutpoint graphs G and H with specific cut-vertex u and block-vertex v respectively. T is a block-cutpoint graph with the specific vertex u, which is obtained from the disjoint union of G and H by joining a new edge uv. Then the following statements hold:
Proof. Proving the statements in order: (i) Let f be an IIIDF of T with f (u) = 0 and decompose f into f ∪f such that f (u) = f (u) = 0, 
