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Abstract
Knowledge of the hidden factors that determine particular
system dynamics is crucial for both explaining them and pur-
suing goal-directed, interventional actions. The inference of
these factors without supervision given time series data re-
mains an open challenge. Here, we focus on spatio-temporal
processes, including wave propagations and weather dynam-
ics, and assume that universal causes (e.g. physics) apply
throughout space and time. We apply a novel DIstributed,
Spatio-Temporal graph Artificial Neural network Architecture,
DISTANA, which learns a generative model in such domains.
DISTANA requires fewer parameters, and yields more accu-
rate predictions than temporal convolutional neural networks
and other related approaches on a 2D circular wave prediction
task. We show that DISTANA, when combined with a retro-
spective latent state inference principle called active tuning,
can reliably derive hidden local causal factors. In a current
weather prediction benchmark, DISTANA infers our planet’s
land-sea mask solely by observing temperature dynamics and
uses the self inferred information to improve its own predic-
tion of temperature. We are convinced that the retrospective
inference of latent states in generative RNN architectures will
play an essential role in future research on causal inference
and explainable systems.
Inroduction
When considering our planet’s weather, centuries of past re-
search have identified a large number of factors that affect its
highly nonlinear and partially chaotic dynamics. Yet, can we
ever be sure of having identified all hidden causal factors?
Moreover, do we have (sufficient) data about them? These are
fundamental questions in any prediction or forecasting task,
including other spatio-temporal tasks such as soil property
dynamics, traffic forecasting, energy-flow prediction (e.g in
brains or supply networks), or recommender systems. Here
we investigate how unobservable hidden causes may be in-
ferred from spatio-temporal data streams.
Copyright c© 2021, Association for the Advancement of Artificial
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When regularities in hidden causes are detectable, they
may be encoded in the latent activities of recurrent neural net-
works (Rodriguez, Alaniz, and Akata 2019; Rabinowitz et al.
2018), such as a long short-term memory (LSTM, Hochre-
iter and Schmidhuber 1997). The involved forward-directed
inference, however, has two main disadvantages: First, the
encodings of the hidden causes form while streaming data,
meaning that they are not available from the beginning. Sec-
ond, learning, detecting and shaping the encodings is rela-
tively hard, because the error signal only decreases once the
unfolding data stream is suitably compressed.
Here, we combine and extend the recently introduced DIs-
tributed, Spatio-Temporal graph Artificial Neural network
Architecture (DISTANA, Karlbauer et al. 2019) with active
tuning (AT, Otte and Butz 2019; Butz et al. 2018, 2019),
which enables the determination of hidden, latent, causal
states via retrospective inference over both space and time.
Projected onto stable hidden neural states, akin to parametric
bias neurons (Tani, Ito, and Sugita 2004; Sugita, Tani, and
Butz 2011), AT searches for constant input biases, assum-
ing that the observed dynamics are influenced by particular,
constant, unobservable factors.
Following the ideal of relational inductive biases
(Battaglia et al. 2018), we work with DISTANA, which is
designed to model the hidden causal processes that gener-
ate spatio-temporal dynamics. DISTANA assumes that the
sensed dynamics are generated by general causal princi-
ples (e.g. physics). Moreover, we endow DISTANA with
the expectation that constant, hidden latent factors modify
the dynamic, spatio-temporal processes locally. For example,
weather dynamics are locally dependent on the topology.
In the previous work of Karlbauer et al., it was shown
that DISTANA can outperform two state-of-the-art models,
ConvLSTM (Xingjian et al. 2015) and Temporal Convolu-
tion Network (TCN) (Bai, Kolter, and Koltun 2018), on a
two-dimensional circular wave benchmark. Here, we apply
DISTANA with AT to infer constant, hidden causal factors
locally, even when these factors are never explicitly provided
– neither as input nor as (target) output. As a result of both ar-
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Figure 1: Left: two-dimensional wave propagating through a 16× 16 grid with some obstacles. The darker the dot in a grid node,
the larger its blocking effect on the wave. Right: the wave activity over time for two exemplary positions in the grid, with fast
and slow propagation speeds.
chitectural and algorithmic improvements and optimizations,
we show that latent static neural activities are inferred dur-
ing training and testing exclusively via retrospective spatio-
temporal analysis. Finally, to the best of our knowledge, we
are the first to explore a grah neural network’s, that is DIS-
TANA’s, ability to model global weather benchmark data
(Rasp et al. 2020). After having learned a distributed, genera-
tive model of the globally unfolding dynamics, we demon-
strate that our planet’s land-sea mask as well as other causal
factors can be inferred via the retrospective analysis of un-
folding weather dynamics – partially again even when the
algorithm was never informed about these factors.
We conclude that the retrospective inference of latent states
via AT offers a very powerful method to identify hidden
causes in data streams and that graph neural networks bear
great potential at modeling real-world spatio-temporal pro-
cesses. In fact, we believe that the introduced principles are
well-applicable to many other domains. While our inductive
learning bias essentially assumes the presence of locally and
temporally constant causal factors, modifications of these
assumptions are possible and easy to implement.
Methods
We first introduce the considered benchmarks. Next, we de-
tail the developed algorithms, focusing on DISTANA, its
actual implementation in the light of the benchmarks, and the
integration of AT.
Benchmarks and Datasets
The experiments are based on two spatio-temporal time se-
ries. Both are representatives of universal, but locally and
temporally modifiable, spatio-temporal, causal processes that
propagate dynamics over local topologies throughout a po-
tentially heterogeneously connected graph.
2D Circular Wave Following Karlbauer et al., a spatio-
temporal dataset was created to validate the correctness of
our approach using a set of differential equations. More pre-
cisely, the two-dimensional wave equation was solved by
means of the second order central differences method, re-
sulting in an equation to calculate the elevation score for
each position of the considered 16 × 16-pixel field in the
next time step (see Appendix for the equations used for data
creation). This system of equations is used to initiate wave
impulses (such as when dropping a stone into a lake) and then
to simulate the wave expanding circularly outwards from this
point source, reflecting at borders, and interacting systemati-
cally with other crossing waves. In comparison to Karlbauer
et al., the data generation was extended such that the wave
propagation velocity could be contextually modified locally,
which intuitively resembles obstacles in the water that af-
fect the wave’s propagation behavior (see Figure 1). To train
and evaluate the models, the classical mean squared error is
used. This benchmark is used to (a) demonstrate and compare
DISTANA’s principal capability of modeling locally parame-
terized spatio-temporal dynamics and (b) determine whether
DISTANA can be used to infer an underlying and hidden
static causal factor, which modifies the observed dynamics
locally.
WeatherBench Recently, Rasp et al. introduced a bench-
mark for comparing mid-range (that is three to five days)
weather forecast qualities of data driven and physics-based
approaches. While the globally regularly aggregated data are
provided in three spatial resolutions (5.625◦, 2.8125◦ and
1.40525◦ resulting in 32× 64, 64× 128 and 128× 256 grid
points, respectively), evaluated baselines are reported only
for the coarsest resolution, which in consequence we chose
too for elaborating and comparing DISTANA. Baselines are
generated by means of persistence (tomorrow’s weather is
today’s weather), climatology, linear regression and physics-
based numerical weather prediction models. Moreover, con-
volutional neural networks (CNNs) are either applied itera-
tively or directly. Baselines are computed solely on the three
or five day predictions of the geopotential at an atmospheric
pressure level of 500 hPa (roughly at 5.5 km height, called
Z500) and the temperature at 850 hPa (∼1.5 km height,
called T850). Beyond Z500 and T850, weatherBench con-
sists of numerous additional dynamic (humidity, ..., partially
reported on multiple height levels and static (land-sea mask,
topology, variables.
For training and testing, the following latitude weighted
root mean squared error is applied, as proposed in Rasp et al.:
RMSE =
√√√√ 1
#lat#lon
#lat∑
i
#lon∑
j
L(i)(yˆi,j − yi,j)2 (1)
L(i) =
cos(lat(i))
1
#lat
∑#lat
i cos(lat(i))
, (2)
where #lat (latitude) and #lon (longitude) are the rows and
columns of the two-dimensional lattice. In our case #lat = 32
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Figure 2: Left: 3×3 sensor mesh grid visualizing a 2D wave propagating from top right to bottom left and showing the connection
scheme of Prediction Kernels (PKs) that model the local dynamical process while communicating laterally. Right: exemplary
prediction kernel, receiving dynamic, static and lateral inputs, predicting dynamic output and producing lateral information flow.
and #lon = 64, yi,j and yˆi,j are the target and the model’s
predicted value at the grid position (i, j) and L(i) is the
latitude weighting factor, which is largest at the equator
(where lat(i) = 0) and decreases towards the poles (where
lat(i) → ±pi2 ), such that errors in the equatorial regions –
where the data distortions, coming from transforming the
spherical data into a two-dimensional form, are minimal –
contribute stronger to the overall error compared to errors at
the poles.
We use weatherBench (a) to explore DISTANA’s capabili-
ties at approximating real world phenomena by comparing it
to Rasp et al.’s iterative CNN approach and (b) to investigate
how to apply gradient-based inference techniques in order to
infer local static context (such as e.g. the land-sea mask) that
influences the Z500 and T850 dynamics.
State-of-the-Art
We compared DISTANA with two well-suited deep learning
approaches. Firstly, we tested convolutional LSTMs (ConvL-
STMs) (Xingjian et al. 2015) to predict the described circular
wave dynamics. The network has 2 916 free parameters to
project the 16×16×1 input (ignoring batch and time dimen-
sions) via the first layer on eight feature maps (resulting in
dimensionality 16× 16× 8) and subsequently via the second
layer back to one output feature map. All kernels have a filter
size of k = 3. They apply zero-padding and are implemented
with a stride of one. Bias neurons were deactivated and code
was taken and adapted from 1. Secondly, we tested Temporal
Convolution Networks (TCN) (Bai, Kolter, and Koltun 2018;
Dauphin et al. 2017; Kalchbrenner et al. 2016). The TCN
used in this work is a three-layer network with 2 306 param-
eters, where the input layer projects to eight feature maps,
which project their values back to one output value. A kernel
filter size of k = 3 is used for the two spatial dimensions in
combination with the standard dilation rate of d = 1, 2, 4 for
the temporal dimension, resulting in a temporal horizon of 14
time steps, cf. (Bai, Kolter, and Koltun 2018). Various exper-
1https://github.com/ndrplz/ConvLSTM pytorch
iments with other sizes and deeper network structures have
not yielded any better performance than the one reported here.
Code was taken and adapted from Bai, Kolter, and Koltun.
DISTANA
As introduced in Karlbauer et al. and following the nam-
ing convention of Wu et al., DISTANA (the DIstributed
Spatio-Temporal graph Artificial Neural network Architec-
ture) can be described as a spatio-temporal graph neural net-
work (GNN). While GNNs give the designer much freedom
in controlling the information flow within the model (referred
to as relational inductive biases) (Battaglia et al. 2018), they
are reported to model physical systems with very high pre-
cision and accuracy for several hundreds of time steps even
during closed loop prediction (Chang et al. 2016; Battaglia
et al. 2016; Kipf et al. 2018; Sanchez-Gonzalez et al. 2018;
Santoro et al. 2017; Van Steenkiste et al. 2018; Watters et al.
2017).
DISTANA consists of prediction kernels (PKs) that are
arranged in a lattice structure. PKs model local dynamics
concurrently. At each point in time t, they receive (i) local
data and (ii) lateral output activities from the neighboring
PKs from t − 1. The recurrent kernels then process this in-
formation, combine it with their previous latent state, and
generate (i) predictions of the next data input at t + 1 as
well as (ii) outputs to the laterally connected PKs (cf. Figure
2). PKs are akin to a spatio-temporal convolutional kernel:
all PKs share the identical weights, that is, a single set of
weights is applied and optimized over the entire grid. As a
result, the likelihood of overfitting local data irregularities is
tremendously reduced and a highly generalizing and univer-
sally applicable weight set develops. Moreover, less data is
needed for training.
Modifying the LSTM Cell for Static Input In order to
prevent the PKs from being excited by static input that does
not change over time, DISTANA was modified such that, next
to the regular dynamic input, static input can be provided,
which flows to the LSTM gates it, f t, f t only. Note, that
the static input here corresponds to the previously mentioned
context that locally modifies the observable process dynamics.
The resulting forward pass of the adapted LSTM-based PKs –
changes to the conventional LSTM are written in gray – is
defined as:
it = σ(WiXx
t + WiSs
t + WiHh
t−1) (3)
f t = σ(WfXx
t + WfSs
t + WfHh
t−1) (4)
ot = σ(WoXx
t + WoSs
t + WoHh
t−1) (5)
ut = tanh(WuXx
t + WuHh
t−1) (6)
ct = it  ut + f t  ct−1 (7)
ht = ot  tanh(ct), (8)
where σ and denote the sigmoid function and the pointwise
(or Hadamard) product, respectively, WiX connects the input
xt to the input gate it, WfS the static input to the forget
gate, WuH encodes the recurrent weight matrix connecting
the previous hidden state ht−1 to the LSTM input, and ct is
the LSTM cell’s state in time step t. Note that no bias neurons
are used, which additionally prevents spontaneous activities
in spatial locations without actual wave signals.
Forward Pass of a PK Instance DISTANA, as proposed
in this work, consists of a prediction kernel (PK) network,
which is made up of the weight matrices WDLpre , representing
a dynamic- and lateral input preprocessing, WSpre as static
input preprocessing, the weight matrices of our modified
LSTM layer from above, and WDLpost , defining a dynamic- and
lateral output postprocessing.
Given k ∈ N PK instances {p1, p2, . . . , pk}, each of which
having a list of eight neighbors ni ∈ N8, where each scalar
j ∈ ni, j 6= i refers to a neighboring PK instance pj to pi.
Each PK instance pi receives dynamic input di ∈ Rd, lateral
input li ∈ Rl from neighboring PK instances and optionally
static input si ∈ Rs, with d, l, s ∈ N being the dimensionality
of dynamic-, lateral- and static inputs, respectively. Since
the PK contains an LSTM layer, it furthermore requires the
hidden- and cell states hi, ci ∈ Rm, where m ∈ N is the
number of cells in the LSTM layer.
To perform the forward pass of PK instance pi in time
step t, the corresponding dynamic-, lateral- and static inputs
dt−1i , l
t−1
i , s
t−1
i , with l
t−1
i = {li|i ∈ ni}, along with the
according LSTM hidden- and cell states ht−1i , c
t−1
i , are fed
into the PK network to realize the following computations:
dlpre = tanh
(
WDLpre (d
t−1
i ◦ lti)
)
(9)
spre = tanh
(
WSpres
t−1
i
)
(10)
ct,hti = LSTM(dlpre, spre, c
t−1
i ,h
t−1
i ) (11)
dlpost = tanh
(
WDLposth
t
i
)
(12)
[dti|lti] = dlpost (13)
where vector concatenations are denoted by the ◦ operator.
As depicted in Equation 9 and Equation 12, the lateral in-
put and output is processed by a fully connected nonlinear
layer, leading to a potentially different treatment of the lateral
information coming from any direction.
Gradient-based Inference Technique: Active
Tuning
We modified active tuning (AT) (Otte and Butz 2019; Butz
et al. 2018, 2019) to be applicable to two-dimensional data
and used it to infer a local static context (potentially different
at each grid position) in form of latent variables as model
input that modify the observed dynamics. Essentially, AT
can be seen as a different paradigm for handling RNNs: in-
stead of the usual input→ compute→ output scheme, the
RNN is decoupled from the direct input signal and instead is
driven in closed-loop (it feeds itself with its own predictions).
The RNN’s dynamics are influenced by the input indirectly
by means of temporal gradient information induced by the
prediction error, that is, the discrepancy between the model
output yˆ and a corresponding target signal y.
The active tuning algorithm can be applied in combination
with any desired gradient optimization strategy, e.g. Adam
(Kingma and Ba 2014). Furthermore, the number of opti-
mization cycles c and the history length H can be chosen,
where the latter indicates up to what time in the past the
latent context vector s, which is assumed to be constant, is
optimized.
Algorithm 1 Active Tuning
1: procedure ACTIVETUNING(H, c,x,y, s)
2: for c in range(0, c) do
3: for t in range(−H , 0) do
4: yˆt ← model(xt, s) . Forward xt and s
through the network to obtain yˆt
5: end for
6: s← s− gradients(mse(y, yˆ)) . Compute and
apply gradients on s
7: end for
8: return s
9: end procedure
Experiments and Results
2D Circular Wave
If not specified elsewhere, Adam (Kingma and Ba 2014)
is used for training with a learning rate of 10−3. Network
inputs x and the according targets y are exactly the same
sequences shifted by one time step to train four different
model types (ConvLSTM, TCN, DISTANA, DISTANA +
AT) to iteratively predict the next two-dimensional dynamic
wave field state.
Inferring Static Context DISTANA is augmented with
a parametric bias neuron, whose activity is inferred dur-
ing training and testing, aiming at the identification of an
unknown location-specific wave velocity-influencing factor
(static context). Results compare ConvLSTM, TCN, and DIS-
TANA models. None of the models receive (the presum-
ably unknown) information about the velocity-influencing
factor values. Training was realized over 300 epochs con-
sisting of 100 training sequences of length 70 each. For
training, the static wave propagation speed vector s of
MODEL MSE
CONVLSTM (5.80± 1.80)× 10−2
TCN (4.02± 4.01)× 10−2
DISTANA (2.35± 1.38)× 10−3
DISTANA + AT (4.23± 6.88)× 10−4
Table 1: MSE results at test time confirm superior perfor-
mance of DISTANA + AT when applied in the unknown
static context scenario.
size 16 × 16 was generated by drawing values from
{0.2, 0.3, 0.5, 0.6, 0.7, 0.9}; the smaller sx,y, the slower the
wave propagates at position x, y. The ground truth context
map sGT for training is visualized in Figure 1 (left, brownish
dots). Note that, as stated above, sGT was never provided to
any model.
To smooth the context vector development during training,
in each iteration t, a low pass filter was applied: sˆt ← α · sˆt+
(1 − α) · sˆt−1 with α = 0.05. Next, the static values were
normalized (with respect to the mean and standard deviation
over all spatial locations, that is, µsˆ and σsˆ): sˆ = (sˆ−µsˆ)/σsˆ.
Finally, values were clipped according to a 2.5σ-rule (with
respect to moving average values of µsˆ and σsˆ) to suppress
negative influences from outliers. These AT-modifications
were crucial and enabled a reasonable inference of static
inputs.
The preprocessing layer size of the DISTANA architec-
tures was set to eight neurons, whereas the subsequent LSTM
layer consisted of twelve cells, yielding 1 368 parameters.
For the DISTANA + AT model, an additional static prepro-
cessing layer with five neurons was used, which resulted in
1 394 weights overall, compared to 2 916 and 2 306 weights
for ConvLSTM and TCN, respectively.
To test the models’ generalization capabilities, a new static
context vector s′ was generated, by drawing from all decimal
values between 0.2 and 1.0, that is, {0.2, . . . , 1.0} (see Figure
3, top right-most). All models were trained five times and
evaluated on a test set consisting of 20 sequences made up of
140 time steps each. Reasonable activity was induced into the
models by applying 50 steps of teacher forcing, followed by
90 steps of closed loop prediction for which an average MSE
over all test examples and spatial locations was computed.
The prediction accuracy of ConvLSTM, TCN, DISTANA
and DISTANA + AT differs considerably (see Table 1). While
ConvLSTM and TCN tend to start oscillating increasingly af-
ter few steps of closed loop prediction, resulting in a mediocre
MSE score, DISTANA, and DISTANA + AT in particular,
preserve a stable activation pattern.
As shown in Figure 3 (bottom), DISTANA + AT preserves
a linear ordering when indirectly inferring context values that
were never encountered during training as can be seen at the
ground truth static context values 0.4, 0.8 and 1.0, which are
properly mapped to roughly 1.8, 0.2 and −0.5, respectively,
without violating the propagation speed order with other
static context values. The static context map at test time,
which is entirely different to the map on which the model
was trained on, is inferred correctly without hardly any errors
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Figure 3: Top: inferred static context during testing after 5, 20,
80, 500 iterations and ground truth. Bottom: average inferred
contexts over time during testing. While for the ground truth –
values in the interval [0, 1.0] – a darker color means a stronger
blocking effect on the wave, the network inferred the context
inversely in the interval of [−0.5, 2.5], meaning that darker
colors encode less blocking fields. Dashed lines show values
that were not encountered during training.
(see image sequence of Figure 3, top). When comparing the
prediction accuracy of DISTANA and DISTANA + AT, the
self-inferred static context clearly helps DISTANA + AT to
model the two-dimensional wave.
WeatherBench
Numerous experiments were conducted on weatherBench,
focusing on the prediction of the previously mentioned Z500
(geopotential) and T850 (temperature) variables. All models
(DISTANA and DISTANA + AT only) were trained for 2 000
epochs on weather data from 1979, using a learning rate of
10−4, validated on 2016, and tested on 2017. Each year was
partitioned into sequences of 96 hourly steps, yielding 91
sequences per year. Increasing the set sizes or changing the
training, validation, or testing years did not seem to alter the
results or model performances, which is in accordance with
observations from other GNN research, where these models
are observed to hardly ever overfit (Karlbauer et al. 2019).
DISTANA’s preprocessing and LSTM layers were de-
signed to have 50 neurons and cells, respectively. Further-
more, the implementation of DISTANA changed to support a
varying lateral communication vector size, which then was
increased from one to five neurons, to enable neighboring
PKs to exchange information of higher complexity, yielding
∼ 25 000 parameters, slightly varying with the number of
input variables.
Some static information provided by weatherBench was
adapted and extended to facilitate the learning process.
Changes were made to the latitude and longitude variables:
latitude was transformed to being zero at the equator and non-
linearly rising to one towards the poles, based on cos(lat).
The longitude variable was split into its sine and cosine com-
ponent, generating a circular encoding. Additionally, one-
dimensional north- and south-flags were provided to account
for the missing neighbors in the north- and south-most rows
in the grid. As has been done in Weyn, Durran, and Caruana,
we also provide the top of atmosphere total incident solar
Figure 4: Top left: original land-sea mask (LSM). Top center: global LSM inferred during testing after being trained on two
thirds of the globe (the model has never seen America’s LSM). Top right: latent vector which developed in training and clearly
encodes LSM information as well as a decent latitude coding. Bottom: three latent variable codes that freely emerged during
training of the Z500 (left, center) and T850 (right) variables.
radiation (tisr). All variables were normalized to the range of
[−1.0, 1.0]. When using AT to infer a latent static context s˜,
the values were clipped to [−1.0, 1.0] to prevent them from
drifting or exploding.
If not specified differently, we provide the models with the
dynamic variable Z500 or T850 (being subject for prediction),
together with the following nine static inputs: orography,
land-sea mask (LSM), soil type, longitude (two-dimensional),
latitude, tisr, and the north- and south-end flags.
Applying DISTANA to Reald-World Data DISTANA
was trained on real-world data for the first time, by providing
the previously destribed nine-dimensional static input vector
along with the Z500 variable for prediction.
The evaluation of DISTANA being trained to predict the
Z500 variable after three days yielded an error of 816, which
is clearly better than the current best comparable approach
reported on the benchmark, which achieves an error of 1114.
However, seeing that the best numerical weather prediction
model produces an error of 154, we admit that there is room
for improvement. Nonetheless, DISTANA offers the best
learned generative, iterative processing model on the bench-
mark without applying techniques that reduce the distortion
resulting from transforming the spherical Earth data to a
regular two-dimensional grid.
Inferring a Generalizable LSMRepresentation The sec-
ond experiment was conducted to (a) investigate whether
DISTANA + AT is capable of predicting the T850 variable
and (b) simultaneously inferring missing LSM values just
from the observed T850 dynamics during training. The model
thus received the same static input as in the previous experi-
ment along with the T850 variable during training. However,
only two thirds of the LSM values were provided. The other
third, considered missing values, which covered America and
the Atlantic ocean, were to be inferred. After training, the
entire LSM vector s˜, initiated as zero vector, was retrospec-
tively tuned via AT such that it best explains the observed
dynamics.
As can be seen in Figure 4, top center, the LSM is inferred
rather well, including America, which had to be inferred
also during training, suggesting that the model learned a
generalizable, globally applicable representation.
Inferring Latent Variables In a third experiment, we used
an additional latent neuron – a parametric bias neuron – that
is locally tuned during training via AT. This latent neuron
is supposed to be tuned freely by the model to develop any
code that helps to predict the observed dynamics. Numerous
conditions were evaluated, by either using the Z500 or the
T850 variable for prediction and providing the network with
or without land-coding variables (orography, LSM, soil type).
We were particularly interested in evaluating whether DIS-
TANA will develop latent states s˜ that distinctively encode
prediction-relevant, hidden causal factors. In this experiment,
we try to answer the question what latent states are inferred
depending on the predicted variable and how the presence of
land-relevant input does affect the generation of this latent
code.
Our results indicate that the nature of the developed la-
tent states depends considerably on both the variable that
is subject for prediction (Z500 or T850) and the additional
static data provided. Figure 4 (top right) shows a tendency to
encode land-sea information, augmenting it with a latitude
code, when all previously mentioned static inputs (including
LSM) were provided. In contrast, when training a model to
predict Z500, the emerging latent variables rather seem to
encode latitude, albedo, or humidity-distribution patterns (see
Figure 4 bottom left and center). Excitingly, nuances of LSM
and orography become visible when training to predict T850
without receiving any land-coding inputs (see Figure 4 bot-
tom right). In other training runs, the inferred latent variable
seemed to encode influences due to albedo, to monsoon, and
global humidity distribution patterns – but further studies are
necessary to verify these observations in detail. It is also im-
portant to note that when local latent variables s˜ are included
to develop freely during training and testing, the prediction
error of the network decreases slightly (≈ 5 − 10%), but
reliably.
Final Discussion
The presented results indicate that the combination of the DIs-
tributed, Spatio-Temporal graph Artificial Neural network
Architecture, DISTANA, with retrospective inference mecha-
nisms, which we call active tuning (AT), bears large poten-
tial at predicting spatio-temporal real-world phenomena (e.g.
weather). It outperforms competing deep learning algorithms
by generating more-accurate closed-loop predictions into the
future. In addition, it can infer hidden causes by mere obser-
vation of a dynamic process. In particular AT in DISTANA is
well-suited in inferring (i) contrastive hidden causes during
learning and (ii) hidden static activities while minimizing loss
online. AT optimizes neural activities by means of backprop-
agation through time, aiming at minimizing cumulative pre-
dictive loss in a faster manner than standard weight updates.
As a result, network activities in form of latent codes get
tuned in to the data stream and hidden, dynamics-influencing
factors can be identified. While we believe that these hidden
factors tend to encode causal influences – because they form
for improving the accuracy of the predicted dynamics – fu-
ture research will need to investigate the robustness of this
tendency.
During learning, cumulative error signals in latent para-
metric bias neurons at the individual prediction kernels (PKs)
tend to develop encodings of those factors. And to certain
extend, the neuronal encodings resemble physical properties,
such as albedo or the land-sea mask, depending on the type
of dynamics that is to be predicted (e.g. temperature). During
online prediction, when the network ideally is able to gen-
erate all possible dynamics in the analyzed data stream, the
retrospective inference of recurrent, dynamic neural activities
tunes the network dynamics in to the observed data streams.
The projection of the gradient onto static neural activities
identifies local parametric bias activities that best charac-
terize the local, hidden causal factors. When projecting the
gradient signal onto locally and temporally static neural ac-
tivities, we essentially assume that hidden local factors exist
that are constant and influence the unfolding spatio-temporal
dynamics in a systematic manner. In the future, other assump-
tions about these hidden factors may be applied, such as a
cyclic impulse, a basic wave pattern, or smoothly changing
activities.
Overall, the results suggest that our approach of assum-
ing and inferring hidden causes with constrained properties
– such as being locally different, constant, but universally
present – offers strong potential in fostering the development
of process-explaining structures. Seeing that the introduced
methods are generally complementary to standard training
techniques and architectural network design, we are con-
vinced that the application of suitable modifications of the
introduced techniques to other domains still holds huge po-
tential. Future research will show if this conjecture is correct.
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Appendix
2D Circular Wave Equations Similar to the work of Karl-
bauer et al., the 2D circular wave dataset was created by
solving the two-dimensional wave equation
∂2u
∂t2
= c2
(
∂2u
∂x2
+
∂2u
∂y2
)
(14)
by means of the second order central difference method
∂2u
∂β2
≈ u(β + h)− 2u(β) + u(β − h)
h2
. (15)
Here, β is a placeholder for any variable of the wave function
u – which in case of the wave equation is a function of space
and time, that is u(x, y, t) – and h is the step size of approx-
imating the real function with the finite difference method.
Note that we will abbreviate the second order derivative with
∂2u/∂v2 := uvv in the following. Applying Equation 15 to
u(x, y, t) and choosing ∆t as approximation size for variable
t results in
utt(x, y, t) ≈ u(x, y, t+ ∆t)− 2u(x, y, t) + u(x, y, t−∆t)
∆2t
.
(16)
Following Equation 14, we can write c2(uxx + uyy) for
utt(x, y, t) in Equation 16 and solve for u(x, y, t + ∆t) to
obtain
u(x, y, t+ ∆t) ≈ c2∆2t (uxx + uyy)
+ 2u(x, y, t)− u(x, y, t−∆t),
(17)
with the velocity factor c = 3.0 and the temporal and spatial
stepsizes ∆t = 0.1, ∆x = ∆y = 1, respectively.
The same finite difference method can be applied to uxx
and uyy to come up with
uxx ≈ u(x+ ∆x, y, t)− 2u(x, y, t) + u(x−∆x, y, t)
∆2x
, (18)
analogously for uyy . As in Karlbauer et al., the field is initial-
ized with a 2D Gaussian around the origin of the wave, that
is
u(x, y, 0) = a exp
(
−
(
(x− sx)2
2σ2x
+
(y − sy)2
2σ2y
))
, (19)
with sx and sy being the coordinates of the wave origin
(where the stone drops into the water) and σ2x = σ
2
y = 0.5 de-
termining the wave width in x- and y-direction. The boundary
conditions are set to zero, that is
u(x, y, t) =
{
u(x, y, t) if 0 ≤ x ≤ 15 and 0 ≤ y ≤ 15
0 else
. (20)
Ethics Policy
The overall goal of this work is to develop new methods
for the prediction of complex dynamical systems, such as
weather, in order to improve forecast qualities. While this
would have a positive effect on numerous fields, such as
e.g. agriculture or the economy, a critical aspect must be
discussed: given the understanding of weather phenomena
reaches a particular point from which on the dynamics of
weather can be actively controlled, this ability gives rise to an
enormous responsibility which must be taken seriously. This
work, however, rather opens the field for a wide range of ap-
plications where unknown causes might be revealed and help
to explain and develop more sophisticated models. Beyond
the concrete applications reported in this paper, the presented
techniques might help to determine unknown factors in any
modeling problem and thus foster the explainability of certain
processes and what they are composed of.
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