Complex traits important for humans are often correlated phenotypically and genetically. Joint mapping of quantitativetrait loci (QTLs) for multiple correlated traits plays an important role in unraveling the genetic architecture of complex traits. Compared with single-trait analysis, joint mapping addresses more questions and has advantages for power of QTL detection and precision of parameter estimation. Some statistical methods have been developed to map QTLs underlying multiple traits, most of which are based on maximum-likelihood methods. We develop here a multivariate version of the Bayes methodology for joint mapping of QTLs, using the Markov chain-Monte Carlo (MCMC) algorithm. We adopt a variance-components method to model complex traits in outbred populations (e.g., humans). The method is robust, can deal with an arbitrary number of alleles with arbitrary patterns of gene actions (such as additive and dominant), and allows for multiple phenotype data of various types in the joint analysis (e.g., multiple continuous traits and mixtures of continuous traits and discrete traits). Under a Bayesian framework, parameters-including the number of QTLs-are estimated on the basis of their marginal posterior samples, which are generated through two samplers, the Gibbs sampler and the reversible-jump MCMC. In addition, we calculate the Bayes factor related to each identified QTL, to test coincident linkage versus pleiotropy. The performance of our method is evaluated in simulations with full-sib families. The results show that our proposed Bayesian joint-mapping method performs well for mapping multiple QTLs in situations of either bivariate continuous traits or mixed data types. Compared with the analysis for each trait separately, Bayesian joint mapping improves statistical power, provides stronger evidence of QTL detection, and increases precision in estimation of parameter and QTL position. We also applied the proposed method to a set of real data and detected a coincident linkage responsible for determining bone mineral density and areal bone size of wrist in humans.
In QTL mapping studies, it is a common practice to collect data observations on multiple traits. Generally, QTLs are mapped for the traits by use of single-trait analyses (i.e., analyzing the traits separately and reporting the respective results), although many of these traits are correlated phenotypically and genetically. An alternative way of QTL mapping for these correlated traits is joint analysis, by which multiple traits are analyzed simultaneously under a unified genetic model. The advantages of joint analysis over single-trait analysis are twofold. First, joint analysis may increase the statistical power and precision of QTL mapping because it combines phenotype information from all the traits and takes into account the correlation (environmental and genetic) structure of the traits. Second, genetic mechanisms of QTLs on correlated traits can be probed directly through joint analysis. For example, we can dissect a portion of genetic variation and covariation among traits by localizing QTLs and testing whether the genetic correlation is due to pleiotropy (i.e., a QTL influencing multiple correlated phenotypes) or coincident linkage (i.e., closely linked distinct QTLs for different traits).
Several methods have been developed for QTL mapping with the use of joint analysis for multiple traits. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] Among these, different types of traits have been investigated, such as multiple continuous traits with normal distribution, 1, 2, [5] [6] [7] 11, 12 multiple discrete traits, 3, 8 and mixtures of traits with different phenotype distributions. 4, [8] [9] [10] These studies can be grouped into three broad categories according to the statistical methods adopted, each of which has its advantages and limitations. The first method is based on the likelihood-ratio test. 1, 7, 8, 10 A concern with this method is that increasing the number of traits may lead to a large number of unknown parameters in the model; thus, potential gains from joint analysis may be offset by the increased degrees of freedom of the test statistic. 10 In this situation, joint analysis could be less powerful than single-trait analysis. 14 The second method adopts a semiparametric approach based on generalized estimation equations, 3 which can avoid the difficulties of full-likelihood methods and can have some advantages, such as avoidance of distribution assumptions and the ease and flexibility of model specification. 3 This method was developed under the doublecross design for experimental populations; its performance in natural populations (such as humans) remains unclear, and its performance relative to that of the singletrait analysis is not yet known.
The third method is based on the dimension-reduction technique and involves the performance of principalcomponents analysis (PCA) 2 for multiple correlated traits. Analysis of the "super traits" generated via PCA requires little extra effort in comparison with single-trait analysis. However, joint analysis based on PCA may incur spurious linkage 12, 15 and cause difficulties in the biological interpretation of study results.
In QTL mapping for multiple correlated traits, the Bayesian method represents another useful tool because of some of its distinct advantages over the above three methods, such as the ease of results interpretation; the inherent flexibility in handling more-complex models, various experimental populations, and various types of phenotypes; and the resultant ability to incorporate information from different sources. [16] [17] [18] The Bayesian approach has been successfully used for QTL mapping of a single trait. 16, 17, [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] However, so far, little work has been done for multiple correlated traits under a Bayesian framework. 11 In particular, no Bayesian method has been developed for mapping QTLs underlying correlated traits of a mixture of quantitative and discrete traits.
In this article, under an identity-by-descent (IBD)-based variance-components model, we developed a multivariate version of the Bayes method for QTL mapping of multiple traits under different situations, such as with multiple quantitative traits and mixed types of traits in humans. In addition, we show how to distinguish pleiotropy from coincident linkage, using the Bayes factor (BF). Our proposed method is implemented through the Markov chain-Monte Carlo (MCMC) algorithm, in which two samplers, the Gibbs sampler 30 and the reversible-jump MCMC (RJ-MCMC), 31 are employed to generate joint posterior distributions of all unknowns. We conducted two simulation experiments to evaluate the performance of our method. The results show that our joint-analysis method outperforms univariate analyses and performs well for QTL mapping of multiple correlated traits under various situations. In addition, we applied our Bayesian joint-mapping method to a set of real data on humans. The results show that the proposed method has practical significance in the human genetics field.
Methods

Bayesian Mapping for Multiple Continuous Traits
Statistical model.-Suppose there are n individuals with observations on m continuous traits in an investigated population. For ease of presentation, we adopt a full-sib design without having records for parents in each family. We assume that parents in all families come from an outbred population, where the distribution of genotypes at each locus is in Hardy-Weinberg equilibrium and the alleles of all loci under study are in linkage equilibrium. The multivariate mixed model can be written as l y p Xb ϩ Zu ϩ Wq ϩ e ,
where is an vector of observations y p (y , … ,y , … ,y ) nm # 1 1 k n of n individuals on m traits ( is an vector of individual y m # 1 k k on m traits), X is a design matrix, and is a vector of fixed b effects. In Bayesian theory, a "fixed effect" actually refers to the random effect with infinite prior variance, and its prior distribution is commonly assumed to be uniform with predefined upper and lower limits. Z is a design matrix relating records to individuals, u is a vector of additive polygenic effects, W is a matrix relating each individual's record to its QTL effects, is a q i vector of additive QTL effects corresponding to the ith QTL, and e is a vector of residuals. Here, we define l, the number of QTLs, as an unknown to be estimated. In model (1) , suppose that the random vectors u, , and e are mutually independent, each fol-q i lowing multivariate normal distributions as follows:
where G is the (co)variance matrix of the polygenic effects m # m across m traits, A is the additive genetic relationship matrix that can be obtained from the pedigree of all individuals, and is the Kronecker product operator. p(q FQ ,M,l ) p N(0,Q P ) ,
where is the (co)variance matrix of the ith QTL effects Q m # m i across m traits. is the IBD matrix for the ith QTL conditional P i on marker data (M) and the position ( ) of the ith QTL within l i the chromosome region considered. In this article, we use the IBD information of all markers simultaneously to infer IBD matrix , on the basis of the multipoint method proposed by Xu and P i Gessler. 32
where R is the residual (co)variance matrix and I is an m # m identity matrix.
Joint posterior distribution of parameters.-In a Bayesian framework, joint posterior distribution is the prerequisite to Bayesian inference. From model (1) and equations (2)-(4), parameters to be estimated include the number of QTLs, l; the locations of QTLs, ; and the model effects, l p (l , … ,l ) v p (b,u,q,G,Q,R) of the Bayes theorem, the joint posterior density of all parameters ( ), conditional on the observables y, marker information M, l,l,v and pedigree information A, can be written as p(l,l,vFy,M,A) ∝ p(yFl,l,v)p(l,l,v) .
The first term in the right-hand side of equation (5) is the model's likelihood conditional on all unknowns, which is assumed to be multivariate normal:
The second term in equation (5) is the joint prior distribution of ( ), which can be extended as
The prior distributions of u and are given in equations (2) q i and (3), respectively. The fixed effects are random variables with b uniform prior distributions on a predefined interval in the Bayesian framework:
The number of QTL, l, can be assumed to be a truncated Poisson distribution with mean and a predefined maximum L:
{ 0, otherwise
Since we have no information about QTL positions , a prior l i uniform distribution with an interval equivalent to the length of the chromosome region of interest is available for each QTL:
i As for the prior distributions of G, , and R, we assume an Q i m-dimensional inverted Wishart distribution with p df and an scale matrix V for all these random matrices:
m If we have no prior knowledge about G, , and R, we can set Q i and , such that the distributions in equation V p 0 p p Ϫ(m ϩ 1) (11) become uniform for these matrices. 33 Equations (2), (3), and (6)-(11) can together fully describe equation (5) , the joint posterior distribution of all unknowns. This joint posterior is the basis for deriving the fully conditional distributions of all unknowns of interest, and further Bayesian inference for these unknowns will be based on respective fully conditional distribution via implementation of the Gibbs sampler and RJ-MCMC.
Fully conditional posterior distributions of unknowns.-Following the basic idea of deriving the fully conditional distribution of a variable, 33 we pick up those terms that include this variable from the joint posterior distribution of all parameters given by equation (5) .
Specifically, the fixed-effects vector b has a fully conditional distribution of bFu,q,G,Q,R,y,l,l
where . The polygenic additive ef-
, for individual k (with the as-u (k p 1, … ,n) k sumption that each individual has observations on all m traits) has the form of the fully conditional distribution of
where . Here, and denote the re-
spective matrices X and W with only the lines from (k Ϫ 1)m ϩ to km included, means the vector u with subvector ex-1 u u
Ϫk k cluded, and is the (k,j)th element of the inverse of A. The kj A fully conditional distribution of the effects subvector of m # 1 the ith QTL, , for individual k is given as 
tor of the ith QTL effects for trait . Similarly, the r(r p 1, … ,m) (r,s)th element of matrix is , and the
cating the vector of environmental effects for trait r, where n # 1 .
Unlike the above parameters, there is no explicit expression for the fully conditional posterior distributions of the parameters l and l. Hence, we cannot obtain the kernel of a standard density-for example, normal distribution-for either of them. Accordingly, we use RJ-MCMC, an extension of the Metropolis-Hastings sampler, 34, 35 to jointly draw the samples of these two parameters with no need for the explicit expressions of their fully conditional distributions (see detailed description in the following section).
Bayesian inference of unknowns based on MCMC process.-We simulated an MCMC process for sampling the joint posterior distribution of all unknowns given in equation (5) , and these joint posterior samples were used to perform Bayesian mapping and for parameter inference. The basic idea of the MCMC process is to mimic a random walk in the space of all unknowns in accordance with their respective fully conditional distributions. The simulated random walk finally converges to a stationary distribution, 36 which can be regarded as the joint posterior distribution of the unknowns.
When MCMC is performed, those unknowns except l and l, each having the standard form of a fully conditional distribution, will be sampled through the Gibbs sampler, whereas changing the number of QTLs, l, requires a corresponding change in the dimension of the model and thus needs a reversible-jump step. This has been achieved via RJ-MCMC in suites of studies on single-trait QTL mapping. 16, 17, 28, 29 In this article, we directly extend RJ-MCMC to sample the number of QTLs, l, and their positions, l, in the case of multiple-trait mapping. Specifically, the MCMC process for generating the joint posterior samples of all unknowns can be briefly summarized as follows:
1. Initiate (l,l, ) in the space of all parameters with proper startv ing values in terms of their prior distributions given in equations (9) (l); (10) (l); and (2)-(4), (8), (10) , and (11) ( ). v 2. Calculate IBD matrices for the corresponding QTLs in terms of their positions, using the multipoint method. 32 Sample all unknowns included in in turn, in accordance with their fully v posterior distributions given in equations (12)-(15). 3. Jointly sample l and l, using the updating scheme similar to those in single-trait analyses, 16, 17, 28, 29 in accordance with three types of moves with proposal probabilities , , p p 1/3 p p 1/3 the corresponding effect vector of the ith QTL, , is also * q i updated. Otherwise, both the position and effects of ith QTL remain unchanged. This sampling process will be repeated at the position of each existing QTLs. b. When happens, each existing QTL has an equal prob-p d ability of being removed from the current model. Suppose the ith QTL is proposed to be deleted; then, the multi-variate version of acceptance probability is similar to single-trait mapping 37,38 : a(l,l Ϫ 1) equations (14) and (15), before calculating the acceptance probability of adding a new QTL. In our studies, we empirically determine the extra 10 updates of parameters for the proposed QTL. Hence, the acceptance probability for the new QTL with updated parameters instead of their original starting values is given as . If the proposed QTL is accepted, the re-
sponding QTL parameters are also accepted, and the number of QTLs becomes . Otherwise, the QTL number l ϩ 1 remains l. 4. The above steps constitute one iteration. The Markov chain will be constructed by repeating steps 2-3.
When large enough joint posterior samples of all unknowns are generated via the above MCMC process, QTL mapping and parameter estimation can be performed according to the marginal posterior density of all unknowns based on corresponding samples. Here, we adopt a histogram kernel to construct a QTL intensity function, which is used to determine the number and the locations of QTLs. Other parameters are also estimated from those samples in which QTL locations fall into the regions with sufficiently high estimated QTL intensities. This method has been commonly used in single-trait mapping. 16, 17, 19, 28, 29 
Bayesian Mapping for Mixed Types of Traits
In practical research, investigators may collect data of different types for a sample set. For example, both binary traits (e.g., disease status) and continuous traits (e.g., quantitative measures that are risk factors for the disease under study) are available in a study. In this study, we describe-for the first time, to our knowledgea Bayesian method for joint mapping of loci that affect the two different types of traits. We then derive a general version of the joint-mapping method for mixed types of multiple continuous traits and multiple ordered categorical traits.
Bivariate analysis with one binary trait and one continuous trait.-For a record in a binary fashion, an underlying normal variable, , y k is often used to determine the value of
set the threshold , a constraint-that residual error variance t p 0 -must be superimposed to avoid overparameterization. 2 j p 1 e,y From this threshold model, we can jointly analyze the continuous trait Y and the liability y on the basis of exactly the same methodology as the aforementioned Bayesian mapping for multiple continuous traits if only y is available. Hence, the key issue here is a need to generate the fully conditional distribution of the liability y. Following Sorensen's method, 33 we can derive the fully conditional distribution of for individual k: 
normal distribution from equation (16) . The mean of the conditional normal distribution of is
and the variance is
k Ϫk Ϫ1 2
x ϩ x 1 2 Here, the new parameters and are introduced for the drawing x x 1 2 of samples of , which are also used to update the (co)variance y matrix of residual effects R between two traits. 33 A brief description of drawing samples of these two parameters is given below.
As mentioned earlier, we predefine the constraint be- For ease of presentation, we rewrite the scale matrix in the V R inverse Wishart distribution given by equation (15) First, we generate and by drawing successively from a one-x x 1 2 dimensional Wishart distribution and a normal distribution, respectively:
Second, ( , ) acts as a realized value from the fully Ϫ1 2
x ϩ x Ϫx contribute to the updating of liability through equations (17) y and (18) .
In brief, we need to make the following minor modification to the original MCMC process, to accommodate Bayesian mapping for a mixed type of bivariate analysis: sampling R will no longer play any role.
Except for the above two steps, no more modifications are required to construct the chain in joint analyses of mixed types of traits.
Additionally, we have extended the above methodology to a general situation in which multiple continuous traits and multiple ordered categorical traits are considered. A detailed description for this extension is provided in appendix A.
Testing Pleiotropy versus Coincident Linkage
In analyses of multiple traits, it is important to discriminate between pleiotropy and coincident linkage. In our studies, we developed a novel method that uses the BF to test for pleiotropy versus coincident linkage. For simplicity, we detail our method for bivariate analyses here.
For model (1) given the respective model.
where t denotes either the pleiotropic model or the coincident linkage model fitted, and N is the number of total iterations in the MCMC process. and are samples of all unknowns
matrix of the QTL, which has been located in the interval to k a , and "else" denotes samples of all unknowns except . Cal-
Since calculation of the BF is based on the outcomes of original joint-mapping analyses, the estimates of QTL number and the CIs of respective QTLs will be treated as constant when pleiotropy versus coincident linkage is being tested via the BF, and we only need to update the location of each QTL and its respective parameters within its interval rather than add or delete a QTL via the reversible-jump step in the MCMC process. Furthermore, because the covariance of QTLs between two traits is constrained to 0 in the coincident linkage model, a simple conditional inverse Wishart distribution 33 is used to draw the samples of under Q t the null model, instead of using the original fully conditional distribution shown in equation (15) .
On the basis of the output of the BF, we adopt the commonly used criteria 22, 40 to judge which model-that is, pleiotropic or coincident linkage-is more favorable. Here, and BF 1 10 10 1 suggest a pleiotropic model with strong and moderate evi-BF 1 3 dence, respectively. and suggest a coinci-BF ! 0.1 0.1 ! BF ! 0.3 dent linkage model with strong and moderate evidence, respectively. And, does not favor either model-that is, we 0.3 ! BF ! 3 cannot discriminate pleiotropic effects from coincidently linked QTLs within interval to . k k a b
Results
Simulation Studies
Design of the simulation experiments.-To evaluate the proposed method, we conducted simulations for joint mapping of multiple traits in different scenarios. For conciseness, only two traits were considered in each of the two situations (two quantitative traits involved in the first simulation and a mixture of a quantitative trait and a binary trait in the second simulation). For ease of comparison, the same set of simulated data is used in both simulations, including the population, marker, QTL information, and phenotypic data.
We simulated 1,000 full-sib families, each with 3 siblings (a total of 3,000 individuals). We assumed a chromosome region of 100 cM, with 11 evenly spaced codom-inant markers and an intermarker distance of 10 cM. Four alleles were randomly simulated with equal probability at each marker locus. Within the region, two sets of QTLs were simulated. The first set has two QTLs both residing at 25 for the two traits, which implies a pleiotropic QTL. Here, we arbitrarily use a small positive constant, , p 0.01 to make the (co)variance matrix of the second QTL have the inverse. We set the polygenic (co)variances , , , and for the two traits. In the first simulation experiment, normal distributed data of the two traits and for individual y y k(k p 1 2 are generated using the infinitesimal model 41 
The vectors and are paternal and (a ,a ) (a ,a ) The vector of within-family deviation in polygene effects is sampled from (a ,a ) which is highly consistent with the sum of all (co)variance matrices of all effects involved in the simulation.
In the second simulation experiment, we kept the original phenotypes of the same but truncated phenotypic y 1 values of to generate a new binary trait, , using a y w 2 2 threshold of 0. Because we set the overall mean to be 0 for both traits, this led to 50% population incidence for . w 2 To compare the efficiency of the joint analyses with single-trait analyses, separate analysis on each trait was also performed in the two simulation experiments. Our Bayesian mapping method for joint analyses can be directly used for single-trait analyses by taking the trait number .
In both experiments, we assume that pheno-m p 1 type records are not available for all the parents.
In each MCMC analysis, we ran a single long chain. We set the burn-in iterations to 1,000, and then the next cycles of simulations were performed to generate 5 5 # 10 samples of all unknowns. We stored one iteration in every 50 MCMC cycles to reduce serial correlation between the samples, so that the total number of samples kept in each analysis was . For each MCMC process, the initial val- 4 10 ues for all unknowns are randomly generated within the parameter space in accordance with their prior distributions, rather than with use of predetermined specific values. The prior for the overall mean was uniform over the range Ϫ2.0 to 2.0. The priors for all variance parameters were generated from the uniform range 0-2.0, and, for covariance parameters (only for joint analyses), the priors were generated from the range Ϫ2.0 to 2.0; the starting value for each (co)variance matrix must assure the existence of its inverse. We set the maximum number of QTLs as within the chromosomal region of 100 cM in L p 4 length. The initial value of l was randomly sampled from its prior distribution given by equation (9) . In addition, when we updated the location of the existing ith QTL, the tuning parameter of the proposal distribution, , was d i set to 2 cM.
Results of the simulation experiments.-The approximate Bayesian posterior distributions of QTL intensities obtained from both simulation experiments are presented in figure 1 . The QTL intensity graphs corresponding to different analysis strategies, including joint mapping (de-noted as J-12) and separate mapping for trait 1 (denoted as S-1) and trait 2 (denoted as S-2), are largely concentrated around the true locations of the two simulated QTLs. Specifically, when two continuous traits were considered in the analysis, two QTL intensity peaks (as shown in fig. 1a ) were shaped on chromosomal positions of 24-25 cM and 75-76 cM for J-12, 24-25 cM and 76-77 cM for S-1, and 25-26 cM and 73-74 cM for S-2, whereas, when one continuous trait and one binary trait were involved in the analysis, two peaks (as shown in fig. 1b ) were at 26-27 cM and 74-75 cM for J-12 and at 25-26 cM and 72-73 cM for S-2. (The graph for S-1 here is the same as that shown in fig. 1a because exactly the same data are adopted in both experiments.) Overall, all six graphs have two peaks that are quite close to the true positions of two QTLs. These results highly favor the two-QTL model, consistent with the cases in simulations. When comparing the shapes for J-12 with those for S-1 and S-2 in each experiment, all the highest QTL intensity peaks occurred in joint-mapping analyses, indicating that joint-mapping analyses provided stronger evidence and more information for QTL detection than did single-trait analyses. In addition, by comparing the shapes for J-12 in figure 1a and 1b, we found that some information was lost when binary data were involved in joint-mapping analyses. This is reflected by the result that the two QTL peaks for J-12 in figure 1b (for the mixture of one continuous trait and one binary trait) are less intense than those in figure 1a (for the two continuous traits).
The approximate posterior distributions of the QTL number generated from each analysis are presented in table 1. The posterior expectations, treated as estimates of the QTL number, are largely equal among different analyses and are consistent with the simulated number of QTLs. Furthermore, the posterior modes of the QTL number obtained from all analyses are the same as the true number of QTLs in both experiments. Within our expectation, the posterior variance of QTL number for multipletrait analyses is smaller than those for single-trait analyses in both simulation experiments, and the variance of QTL number appeared smaller in the joint analysis for continuous traits than for mixed types of traits.
Besides the estimate of QTL number given above, we also obtained estimates of all other unknowns involved in model (1) from respective posterior samples. The results from different simulation experiments, given in tables 2 and 3, are detailed below.
For all analyses in the two experiments, we chose a suitable length of a chromosomal region around each QTL intensity peak as the location interval of the detected QTL, and, thus, the summed QTL intensity within the chosen region was sufficiently high. The posterior means of the QTL locations and the estimates of QTL (co)variances among traits were also obtained from the respective posterior samples, in which QTL locations fell into the chosen chromosomal region for each detected QTL. From the results shown in tables 2 and 3, we found that the QTL by joint mapping (J-12) and by separate mapping for (S-1) and (S-y y 1 2 2). b In the second experiment, the continuous trait and the binary y 1 trait are analyzed by joint mapping (J-12) and by separate mapping w 2 for (S-1) and (S-2). interval showed a smaller length but a higher summed QTL intensity for joint mapping compared with separate mapping in both simulations. This demonstrates that joint mapping can provide stronger evidence and produce better precision for QTL detection. From the posterior means and posterior mean squared errors of QTL locations, the estimated locations were very close to the corresponding simulated true ones. However, separate analyses usually generated larger posterior mean squared errors than did joint analyses. Similarly, QTL (co)variance estimates were largely close to the true values simulated, and the larger posterior mean squared errors of QTL variances always occurred in singletrait analyses compared with joint analyses. Note that estimates of QTL covariance among traits are available only in joint mapping for both simulations. For the first simulated set of QTLs under the coincident linkage model, the estimates of respective QTL covariance are close to 0 for both experiments. For the second simulated set of QTLs with pleiotropic effects, the corresponding QTL covariance estimates accordingly suggest a high QTL-effect correlation (close to 1) between the two traits. The results presented here show that the genetic mechanism of QTLs can be preliminarily probed through the respective estimates of covariance. Moreover, appropriate statistical testing-for example, use of the BF-can be used to further discriminate coincident linkage from pleiotropy.
The estimates of the overall mean, the polygene (co)variances, and the residual (co)variances are also given in tables 2 and 3 for the two simulations. It is clear that the covariance estimates for polygene and residual effects between traits can be obtained only from joint analyses. It appears that the estimates of these parameters are largely around the simulated values. However, the estimates from joint analyses are much closer to the true parameters and have smaller posterior mean squared errors than do those from separate analyses in both experiments.
The results presented in tables 1-3 and figure 1 demonstrate that the developed multivariate version of Bayesian mapping performs well for multiple continuous traits as well as for a mixture of traits. Compared with separate analyses, our joint-mapping method can enhance the precision and power in QTL detection as well as in estimation of other parameters. Moreover, from simulation results, it appears that joint mapping for multiple continuous traits always outperforms that for a mixture of traits, probably because of information loss in binary phenotypic data.
In table 4 , we present the estimates of the BF for testing pleiotropy versus coincident linkage in the two simulation experiments. We calculated the BF on the basis of the MCMC process, to test coincident linkage of two nonpleiotropic QTLs against pleiotropy of a common QTL. The test was performed for each interval region where the QTL had been found in the initial joint analysis. For the first experiment, two QTL intervals, one 20-28 cM and the other 72-81 cM, were considered. For the second experiment, the tests were conducted in the two regions, one 23-33 cM and the other 69-79 cM. According to the commonly used criteria for choice of model based on the BF, 22, 40 both estimates of the BF for the first set of QTLs in the two simulation experiments are far less than 0.1, which indicates a much higher posterior probability for the coincident linkage model and provides strong evidence for accepting the hypothesis of coincident linkage of two nonpleiotropic QTLs within this interval. For the second set of QTLs, we obtain the BF values from both simulations, which are much larger than 10.0. This gives strong evidence favoring the hypothesis of the second set of QTLs having pleiotropic effects on both traits. On the basis of the results in table 4, we accept the hypothesis that there exists coincident linkage of two nonpleiotropic QTLs within the interval of the first set of QTLs and one QTL with pleiotropic effects within the interval of the second set of QTLs for both simulation experiments. These results are consistent with the simulated genetic mechanism for the respective QTLs.
To confirm our proposed joint-mapping method, the multiple continuous data set simulated in the first experiment was also analyzed using the program SOLAR 42 version 3.04. Figure 2 shows the LOD-score profiles for J-12, S-1, and S-2 along the chromosome. We can see that each LOD-score profile shows two peaks. These two peaks are at positions 25 cM and 76 cM for J-12, 24 cM and 77 cM for S-1, and 26 cM and 74 cM for S-2, all overlapping the true locations of the two simulated QTLs. Comparing the shapes of different LOD-score profiles, we found that the LOD-score profile for J-12 has the highest peaks among the three types of analyses. These results are consistent with those obtained using our Bayesian joint-mapping method. Finally, in the J-12 analysis, we ran SOLAR to test pleiotropy versus coincident linkage at the two peak positions. At position 25 cM, we were able to reject the hypothesis of complete pleiotropy with an extremely small P value ( ) while accepting the hypothesis are also in agreement with those obtained by using our testing method based on the BF.
It is apparent from figures 1 and 2 that the QTL intensity curves are much narrower and the peaks are more precisely located close to the simulated true QTLs with our method than with SOLAR. In addition, to draw generalizations from the studies, we simply simulated 50 independent samples because of the high computational demands of the MCMC algorithm for simulation 1, on the basis of the same parameter settings. Although 50 replicates are not sufficient to accurately evaluate the statistical power, a general idea about the performance of our method can be obtained in this way. In each replicate, we claimed a QTL as "detected" if there was a remarkable QTL intensity peak around the "true" position. We present the average estimates for parameters of each QTL obtained from 50 replicates in all analyses. As presented in table 5, higher powers and fewer posterior mean squared errors were largely seen in the joint analyses. Figure 2 . LOD-score profiles of QTL mapping from joint analysis of two continuous traits (J-12) and separate analysis for trait 1 (S-1) and trait 2 (S-2), with the use of SOLAR software. Two QTLs are simulated at positions 25 and 75 cM.
Real-Data Analyses
Bone mineral density (BMD) is the primary predictor of bone strength and fracture risk. [43] [44] [45] Areal bone size (ABS) is also a significant determinator of bone strength and has shown independence in predicting fracture risk. [46] [47] [48] [49] Both BMD and ABS have strong determination, with heritabilities 150% in human populations. [43] [44] [45] Studies show that BMD and ABS are genetically correlated and may share some genetic determination. 49 To identify genomic regions that harbor QTLs having common effects on BMD and ABS at the forearm, we recently performed a bivariate genomewide linkage scan in a large sample of 451 white pedigrees comprising 4,498 individuals (X. Liu Our preliminary results demonstrated a suggestive signal at chromosome 7p15, which showed coincident linkage. To further validate our proposed method, we performed a bivariate linkage scan, using our method on the same real-data set. Here, we performed linkage analyses only on chromosome 7 (encompassing 21 genotyped microsatellite markers), where the highest linkage peak was observed. For ease of calculation, we picked 364 independent nuclear families, comprising 2,007 subjects, from the original sample set. The number of sibs ranges from 2 to 14 across the families, with an average of 5.5.
As we did in simulation studies, we conducted Bayesian mapping for the real-data set, using both univariate and bivariate analyses. The QTL intensity distributions obtained from joint analysis (for BMD and ABS) and from separate analyses for BMD and ABS are given in figure 3 . A QTL intensity peak was obtained in each analysis (joint analysis and separate analyses), highly favoring a single-QTL model. Furthermore, the joint analysis of BMD and ABS suggested a chromosome region having common effects on both traits. However, as clearly shown in figure   3 , it is difficult to identify the linkage to ABS by performing single-trait analysis, because of the modest genetic effects and, thus, the weak linkage signals. As expected, we benefited from joint analysis under this situation because it yielded a more intense peak than did separate analyses for BMD and ABS. To further differentiate pleiotropy versus coincident linkage, we calculated the BF on the chromosomal interval 43-44 cM, where the QTL intensity peak was obtained. A coincident linkage model was favored from the calculation of the BF (0.0891). Our findings herein from the use of the Bayes method are largely consistent with those from our earlier linkage studies that used variance-components analyses implemented in SOLAR.
We also obtained the estimates of the number of QTLs and other relative parameter estimates for both BMD and ABS (data not shown). Compared with separate single-trait analyses, the joint analysis showed less estimation variance for the QTL number, higher posterior probability for the interval of identified QTLs, and lower SEs of parameter estimation. The increased estimation accuracy of parameters and higher posterior QTL intensity in real-data analysis clearly indicate that Bayesian joint analysis renders advantages over separate analyses, which provides further evidence to support our findings demonstrated in simulation studies.
Discussion
In this study, a joint-mapping method was developed using the MCMC algorithm in a Bayesian framework. The proposed method can handle multiple continuous traits, as well as a mixture of continuous and discrete traits (such as disease status).
Our proposed method has significant practical importance for genetic mapping of human complex diseases, such as essential hypertension (MIM 145500), type 2 diabetes (MIM 125853), osteoporosis (MIM 166710), obesity (MIM 601665), etc. When we map disease-susceptibility genes, the disease status is recorded and is generally treated as a dichotomous trait in statistical analysis. Moreover, in practical studies, measures of some highly related quantitative traits (risk factors of the disease) are often measured. For example, BMD, a quantitative measure of bone mass, is often used to evaluate the risk of osteoporotic fracture. Joint mapping that uses information from various data types can essentially increase precision of parameter estimations and, thus, the chance of identifying disease-susceptibility genes. Most importantly, given that quantitative risk factors may not share 100% of genetic determination with disease outcomes, 50,51 joint analyses of disease and quantitative risk factors can identify those genes that are shared and that are distinct between these two different types of disease-related phenotypes.
We performed an MCMC process to generate the mar-ginal posterior distribution of the parameters of interest, which is not used in other existing joint-mapping methodologies. Inference for all parameters is based on their respective posterior samples. Two types of simulation experiments were conducted to evaluate the performance of the proposed method. The results clearly demonstrate that, compared with the single-trait analysis, our method can identify QTLs with higher posterior probabilities and narrower intervals and can estimate unknowns with smaller posterior mean squared errors. These findings suggest that the Bayesian joint mapping introduced here can improve the precision of parameter estimation and produces stronger evidence to identify QTLs. We adopted a Bayesian method and implemented the procedure, using the MCMC algorithm. This is different from other existing joint-mapping methods. We used the Bayesian MCMC approach because of the following obvious advantages in comparison with the commonly used likelihood-ratio test methods: (1) One problem with the traditional likelihood-ratio test is that it is not always easy to obtain maximum-likelihood estimators either by maximizing the likelihood or by using an iterative algorithm, such as expectation maximum. But, in a Bayesian framework, we can avoid making such an optimization for jointmapping analysis. (2) The Bayesian MCMC approach allows us to directly measure the probability as the evidence of the identified QTL and respective interval, which makes it easier to compare our results with the results of other experiments. To our knowledge, no other existing statistical paradigm is able to do this. In contrast, the P values obtained from likelihood-ratio tests cannot be readily compared among different experiments. Furthermore, we often encounter the multiple-comparison problem in statistical tests, and it is still challenging to deal with several dependent tests. Bayesian inference has an obvious advantage over traditional frequentist approaches, in terms of multiple-comparison testing, in that degree of belief is quantified by the posterior probabilities. Therefore, one can avoid, to some extent, the potential illogical conclu-sions that arise from an simple "accept/reject" decision process. 52 (3) In a Bayesian framework, estimates of all unknowns are obtained from their posterior distributions, and, thus, we can avoid the use of asymptotic approximation by employing Fisher information. (4) The Bayesian method can construct more-complicated models by incorporating multiple levels of randomness and combining information from different sources.
Joint mapping offers an opportunity to distinguish coincident linkage from pleiotropy. In this study, we successfully distinguished the coincident linkage model and the pleiotropic model by employing a BF method for Bayesian joint mapping. To confirm the results of our BF method, we used SOLAR to test pleiotropy versus coincident linkage on the basis of a likelihood-ratio test 6 for two continuous traits that are simulated in the first experiment. The results from SOLAR are highly in agreement with those from our BF method. However, our method gives much better precision and resolution, as shown in figures 1 and 2. So far, a suite of methods have been developed for joint mapping, most of which 1,5-7,10,53 were based on likelihood-ratio tests. Departing from those likelihood-ratio-based methods, we used the BF to distinguish coincident linkage from pleiotropic models. The BF automatically generates the posterior probabilities for each model. The major advantage of the BF method is that it does not rely on any asymptotic results, which is a must for the likelihood-based methods, and it can provide exact outcomes with any amount of information. The more information used, the higher the probability that the "best" model will be obtained. 54 Recently, Varona et al. 40 proposed a method that uses the BF to distinguish between linked and pleiotropic QTLs under the linear regression model. In their approach, they adopted a Gibbs sampler to compute the posterior distribution of the QTL location under the linkage model. However, it is not clear if this approach could be adapted to identify the coincidently linked QTLs residing in the same marker bracket.
In the MCMC process, efficiency of the two samplersthat is, the Gibbs sampler and RJ-MCMC-depends on the mixing property of the Markov chain, which in turn is determined by the sampling scheme adopted and the parameterization involved in the model. To ensure that the Markov chain can mix well, we improved our sampling scheme when conducting RJ-MCMC for joint mapping in both simulation experiments. Specifically, when determining the acceptance probability of adding a new QTL via RJ-MCMC, we used the Gibbs sampler to perform an extra 10 updates of parameters for the proposed QTL, which greatly accelerated the convergence of the Markov chain, as expected.
In our studies, we adopted a conservative approach to deal with the convergence of MCMC. That is, thinning and burn-in values for all MCMC analyses were set to 50 and 50,000 ( ), respectively. Empirically, these 1,000 # 50 values are much higher than what are probably needed to ensure convergence of MCMC. Furthermore, we ran CODA, a widely used R package, to perform formal convergence tests, using the method of Raftery and Lewis. 55 From the diagnostic results for the two simulations (data not shown), it is clear that dependence factors for all parameters are !5.0, which indicates that the thinning and burn-in values adopted herein are reasonable for ensuring the convergence of MCMC. As for RJ-MCMC output for the QTL parameters, we generated a time-series plot of the sampled points for the number of QTLs in each analysis rather than use a formal convergence test. This is a common practice in Bayesian mapping. 16, 17, 28, 29 It also shows that the RJ-MCMC algorithm mixes well over the number of QTLs. In addition, we calculated autocorrelation coefficients for samples of each parameter by running CODA. By comparing the amount of autocorrelation for each chain of parameters between single-trait analyses and joint analyses, we found that higher autocorrelation often occurred in joint analyses. This further suggests that we should generate a longer chain of parameters to reach convergence with the increasing of the number of traits involved in joint analyses, although the length of 5 1 # 10 is large enough in our studies.
In the RJ-MCMC process, the information about a QTL is totally lost when we delete this QTL from the model, which could influence the acceptance probability and the mixing behavior. 56 Recently, two promising methods proposed for addressing the problem of RJ-MCMC-a stochastic search variable selection (SSVS) approach 56,57 and a Bayesian shrinkage method 58,59 -were proposed for Bayesian mapping in experimental populations. In the SSVS procedure, a mixture prior is adopted to explicitly make a probabilistic statement about the inclusion of a QTL, and the markers with significant effects can be identified as those with higher posterior probability included in the model. As for Bayesian shrinkage analysis, each marker or marker interval is assumed to be associated with a QTL. If a marker or marker interval is not associated with any QTL, the corresponding QTL effect will be forced to shrink toward zero. Both methods above can largely avoid the problems seen in RJ-MCMC. Given the potential advantages of these two methods over RJ-MCMC, we will pursue further studies to extend them to a random model, which involves QTLs having infinite alleles. Under such a model, each QTL has infinite genotypes, and the QTL effects may vary across different individuals. Hence, with shrinkage analysis, it is impossible to shrink the designated QTL effect to zero if there is no associated QTL. Similarly, in SSVS, it is hard to make a probabilistic statement about the inclusion of a QTL according to the QTL effect. As such, with variance-components analyses, it may be a natural way to perform Bayesian shrinkage and SSVS analyses based on QTL variances instead of QTL effects. To develop such an extension of the two methods to an infinite-allele model, substantial effort is still needed.
The presented method is a variance-components jointmapping procedure, which means that the infinite-allele model is used and the (co)variances of QTLs and other random effects in the model are treated as parameters of interest. Our method is quite suitable for natural outbred populations, such as humans. This is because the number of alleles at the locus is generally unknown in natural populations. Although the biallelic model could be appropriate in most situations, it may cause potential bias in estimation if the true number of the QTL alleles exceeds two. Using the variance-components model, we only need to estimate the (co)variances of respective QTLs, regardless of the number of the QTL alleles, which substantially improves the robustness of the Bayesian joint-mapping method.
In the simulation studies, for the purpose of simplicity, we used only full-sib families to show the performance of our proposed method. It is straightforward to extend our method to complex pedigrees by using a general approach to calculate the IBD matrix related to each QTL. Such a general approach has been developed by many investigators. 42, 60, 61 In addition, although our proposed method is focused on linkage analyses, it can be naturally extended to multiple-trait fine mapping by using both linkage analysis information and linkage disequilibrium (LD) information if highly dense markers are studied. Generally, combining LD information and linkage analysis information can significantly improve the power and precision of QTL mapping. For this situation, the extra effort needed is to remove the original assumption that founder QTL alleles are unrelated, and IBD probabilities between the founder QTL alleles can be estimated through the existing well-developed methods. 62, 63 In our analyses, we assumed no correlation between the residuals. However, we acknowledge that the residual correlation may have significant influence on QTL mapping in joint analysis. From the findings of Jiang and Zeng 1 and Allison et al. 64 in joint-mapping analysis, the greatest power increases usually occur when the QTL-induced correlation is opposite in sign to the correlation induced by residual factors. Our proposed method can directly handle multiple phenotypic data without any modification when correlated residuals are assumed. We will investigate the efficiencies of our Bayesian joint-mapping procedure under several scenarios of residual correlations in our future endeavors. 1 k n 1 k n vectors of phenotypes and the unobservable li-nm # 1 2 ability of n individuals on discrete traits, respectively. m 2 We also denote as the cth threshold for the sth discrete t c,s trait ( ). Similarly, if liability vector can be c p 1, … ,C Ϫ 1 y s drawn from its fully conditional distribution in each iteration of the MCMC process, Bayesian mapping for mixed types of traits can be performed using the m ϩ m 1 2 method for m continuous traits detailed above. Since discrete data considered here fall in more than two categories, we cannot predetermine the threshold value as done t c,s for binary traits. Thus, no constraint is superimposed to the (co)variance matrix of residual effects among dis-m 2 crete traits. For convenience of explanation, we present the (co)variance matrix R among all traits m # m m ϩ m between traits Y and and its transpose, . y Q y,y According to the assumption of the threshold model, 65 it is straightforward to derive the fully conditional distribution of liability for individual k: Since we cannot predefine the thresholds for each categorical trait, the Gibbs sampler is also employed to generate those thresholds in the MCMC process, simply on the basis of a uniform distribution: Compared with the original MCMC process for joint analyses with multiple continuous traits, additional efforts are needed for mixed types of traits considered here, including the following:
1. In step 1, we should assign proper starting values to thresholds of each categorical trait according to respective categories and then generate in terms of y threshold values and w. t c,s 2. In step 2, the samples of are drawn from equation t c,s (A2), followed by performance of the Gibbs sampler, to sample on the basis of equation (A1). After that, y the joint analysis with continuous traits and li-m m 1 2 ability variables is essentially the same as that for m continuous traits.
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