We develop and analyze quadrature blending schemes that minimize the dispersion error of isogeometric analysis up to polynomial order seven with maximum continuity in the span. The schemes yield two extra orders of convergence (superconvergence) on the eigenvalue errors, while the eigenfunction errors are of optimal convergence order. Both dispersion and spectrum analysis are unified in the form of a Taylor expansion for eigenvalue errors. The resulting schemes increase the accuracy and robustness of isogeometric analysis for wave propagation as well as the differential eigenvalue problems. We also derive an a posteriori error estimator for the eigenvalue error based on the superconvergence result. We verify with numerical examples the analysis of the performance of the proposed schemes.
Introduction
Isogeometric analysis is a widely-used numerical method introduced by Hughes and his collaborators [1, 2] in 2005. Approximation, stability, and error estimates are established in [3] . Structural vibrations and wave propagation problems are investigated using isogeometric analysis in [4] . Spectrum analysis of the method shows that the method significantly improves accuracy in the spectral calculation over the classical finite element method [2] . Further advantages of the method on spectral approximation properties are investigated in [5] .
A duality principle, which induces a bijective map from spectral analysis to dispersion analysis, is established [6] . The spectral analysis for structural vibrations (eigenvalue problems) and the dispersion analysis for wave propagation are then unified. Although the cost per degree of freedom of isogeometric analysis is higher than for finite elements [7] [8] [9] [10] , the dispersion error is dramatically smaller than that of finite elements. In this paper, we propose a blending scheme for isogeometric analysis which increases the convergence by two orders with respect to the mesh size. With this motivation, under the framework of unified analysis, we study the dispersion optimization of the isogeometric analysis.
Dispersion analysis for the Galerkin finite element methods has been studied actively in literature; see for example Thomson and Pinsky [11, 12] , Ihlenburg and Babuska [13] , Ainsworth [14] , and others [15] [16] [17] . In [11] , Thomson and Pinsky study the dispersive effects of the Galerkin methods with different local approximation basis (Legendre, spectral, and Fourier elements) for the Helmholtz equation and it is found that the choice of the basis has a negligible effect on the dispersion errors. In [14] , a 2p convergence rate of the dispersion error is shown for arbitrary p-th order finite element methods. For the linear case, a fourth order superconvergence result is obtained by a modified integration rule for finite elements in [18] .
As early as 1984, Marfurt [19] conjectured that the most promising and cost-effective method for computational wave propagation is to employ a weighted average of the finite element and spectral element schemes. In 2010, Ainsworth and Wajid [20] introduced the optimal blending of these two schemes of arbitrary polynomial order. This optimal blending delivers two extra orders of convergence on the dispersion errors. In 2016, a dispersion optimized edge-based mimetic finite difference method for Maxwell's equations in cold plasma was developed in [21] . The authors presented a generalized form of mass lumping and an optimization procedure to reduce the numerical dispersion error from second to fourth order accuracy. In [22] , the authors described a similar result on dispersion by optimally blending finite element and spectral element methods for Maxwell's equations.
To evaluate the bilinear form, in the case of spectral and finite elements, Ainsworth and Wajid pointed out that spectral elements use the Gauss-Lobatto quadrature rule while finite elements use the Gauss-Legendre quadrature rule [20] on the same polynomial space. The optimal blending of spectral and finite elements is essentially a blending of the Gauss-Legendre and Gauss-Lobatto quadrature rules. Thus, this new blended quadrature rule minimizes the dispersion errors.
In this paper, we minimize the dispersion error for isogeometric analysis by blending quadrature rules appropriately while the eigenfunction errors do not degenerate. We study optimally-blended quadratures for isogeometric analysis up to polynomial order seven. We minimize the dispersion error to obtain two additional orders of error convergence.
The rest of this paper is organized as follows. Section 2 presents the discretization of an eigenvalue problem and its generalized Pythagorean eigenvalue theorem. In Section 3, we present the discrete dispersion relation and derive the optimized dispersion error expansions for isogeometric analysis up to order seven. Dispersion and spectrum analysis are unified in the form of a Taylor expansion for the eigenvalue errors. Section 4 analyzes the error of the blending schemes and an a posteriori error estimator based on the superconvergence result of the eigenvalue error is derived. Section 5 presents numerical examples to demonstrate the performance of the proposed blending schemes. Section 6 describes our concluding remarks.
Problem setting
We consider stationary waves as described by the Helmholtz equation
where
, is a unit cube (unit interval when d = 1 and unit square when d = 2), ∆ = ∇ 2 is the Laplacian and ω = ω f /c with ω f being the frequency of a particular sinusoidal wave and c being the speed of sound of the medium. Denoting λ = ω 2 , in the view of duality and unified analysis of discrete approximations for wave propagation studied in [6] , (2.1) is also posed as a second order elliptic eigenvalue problem: find real values λ and nonzero functions u such that
The eigenvalue problem (2.2) has a countable set of eigenvalues λ j ∈ R + (c.f., [23, Sec. 9.8] and [24] [25] [26] [27] 
and an associated set of orthonormal eigenfunctions u j
where (·, ·) denotes the L 2 -inner product on Ω. Herein, the Kronecker delta is defined as δ lm = 1 when l = m while zero otherwise.
Discretization
For an open bounded set S ⊂ R d with Lipschitz boundary, we denote by H m (S) the Sobolev spaces and H m 0 (S) the Sobolev spaces with functions vanishing at the boundary, where m > 0 specifies the order of the weak derivative. The variational formulation of (2.2) is to find λ ∈ R + and u ∈ H 1 0 (Ω) such that
where a(w, v) = (∇w, ∇v) and b(w, v) = (w, v). Let (λ j , u j ) be an eigenpair, then a(u j , v) = λ j b(u j , v). For orthonormal eigenfunctions u j (in the sense of L 2 -inner product; see (2.4)), they are also orthogonal in the energy inner product
Let be the product symbol and N k , k = 1, · · · , d, be positive integers associated with the space variable x k . Assume that a uniform tensor product mesh with
Different solution/trial spaces V h lead to different numerical methods. Under this framework, we consider the following methods: finite element, spectral element, and isogeometric analysis. We utilize the B-spline basis functions for isogeometric analysis. Following [2, 28, 29] , the definition of the p-th order B-spline basis functions in one dimension is as follows. Let Ξ = {ξ 0 , ξ 1 , · · · , ξ N0 } be an ordered knot vector with 0 = ξ 0 ≤ ξ 1 ≤ · · · ≤ ξ N0 = 1, that is, a nondecreasing sequence of real numbers called knots. The B-spline basis function of degree p, denoted as B p a (ξ) (here a refers to an index with slightly abuse of notation a(·, ·)), is defined as
(2.8)
In this paper, for isogeometric analysis, we utilize B-splines on uniform tensor product meshes with non-repeating knots, that is, the B-splines with maximum continuity, while for finite element method, we utilize C 0 B-spline basis functions. For multiple dimensions, the B-spline basis functions are constructed by tensor products of these one-dimensional B-spline basis functions; we refer to [2, 29] for details. Let B p n k be the one-dimensional basis functions in dimension k = 1, · · · , d for p-th order finite element and isogeometric analysis. Provided the tensor product structure of the discretization, a d-dimensional basis function can be written as
In the framework of finite elements, the eigenpairs (λ h , u h ) have the following properties (see for example, [25, 27, 30, 31] )
where C is a constant independent of h. In practice, the integrals involved in a(u h , v h ) and b(u h , v h ) are evaluated numerically, that is, approximated by quadrature rules. On a reference elementK, a quadrature rule is of the form 10) where̟ l are the weights,n l are the nodes, and N q is the number of quadrature points.
For each element K, we assume that there is an invertible affine map σ such that K = σ(K), which leads to the correspondence between the functions on K andK. Assuming J K is the corresponding Jacobian of the mapping, (2.10) induces a quadrature rule, denoted as Q, over the element K given by
where ̟ l,K = det(J K )̟ l and n l,K = σ(n l ). Let G Nq and GL Nq denote the N q -point Gauss-Legendre quadrature rule and Gauss-Lobatto quadrature rule, respectively. The detailed description of these rules is given in [32] . We define the blending quadrature rule Q τ as 12) where τ is the blending parameter and Q 1 , Q 2 are different quadrature rules. In this paper, we seek the optimal blending parameter to minimize the dispersion errors of the isogeometric analysis. We denote by O p the optimal blending scheme for the p-th order isogeometric analysis. Applying quadrature rules to (2.7), we have the approximated form
where {̟
l,K } specify two (possibly different) quadrature rules. We represent the eigenfunctions as a linear combination of the B-spline (or Lagrange) basis functions and substitute all the basis functions for V h in (2.13). Applying quadrature rules, this leads to the generalized matrix eigenvalue problem 
Pythagorean eigenvalue theorem and its generalization
Denoting the energy norm as · E = a(·, ·), the Pythagorean eigenvalue theorem [5, 27] states Lemma 1. For each discrete mode, with the normalization u j 0,Ω = 1 and u
In general, applying quadrature rules to the inner products a(·, ·) and b(·, ·) results in quadrature errors. We denote by · E,h = ã h (·, ·) the (approximate) energy norm evaluated by a quadrature rule (2.14), the generalized Pythagorean eigenvalue theorem, c.f., [33] , is stated as follows 
Remark 1. The Pythagorean eigenvalue theorem reveals the properties of the numerical approximation of the eigenvalue problem when the inner products are fully represented in the discrete setting, while the generalized theorem accounts for the effect of the numerical integration.
The discrete dispersion relation and dispersion optimization
In the linear element case, isogeometric analysis and finite elements coincide and result in the same discrete dispersion relation; see for example [14, 20, 34] . We start with quadratic elements and focus on the one-dimensional case with Ω = [0, 1] to illustrate the idea. We seek an approximate solution of the form
Quadratic elements
We consider the C 1 quadratic B-spline basis function of the isogeometric analysis (for quadratic finite elements, we refer to [14, 20] ). Applying quadrature rule G 3 , one obtains the following equation for the value U a of the approximation at node x a = ah where a = 3, 4, · · · , N − 2 (that is, a node away from boundary),
where Λ = √ λh. Let i 2 = −1. This equation admits nontrivial solutions of the form
G3 satisfies
which is known as the discrete dispersion relation (c.f., [14] ) for the discrete method with a particular quadrature rule. Solving (3.5) for µ (2) G3 h and writing the expression as a series in Λ (assuming Λ = √ λh < 1), we obtain the discrete dispersion error
Now applying GL 3 , one obtains
which leads to the discrete dispersion relation
GL3 h and writing the expression as a series in Λ, we obtain
Lastly, we apply G 2 to obtain
G2 h and writing the expression as a series in Λ, we obtain
Remark 2. G 3 integrates both the stiffness and mass terms exactly while GL 3 and G 2 integrate the stiffness terms exactly but under-integrate the mass ones. However, all of them yield the optimal order h 2p of convergence. Similar calculations also indicate that once the stiffness term is under-integrated, for example by GL 2 or G 1 , the optimal convergence is lost, which is expected in the view of Strang's second lemma. The impact of under-integration on convergence is discussed in [27] among others.
The leading coefficient − = 0. Hence, the signs and coefficients of (3.6), (3.9), and (3.12) allow us to propose the following blendings
All of them lead to the discrete dispersion relation for the optimal scheme
which gives the optimal dispersion error
Remark 3. The blending rules allow us to eliminate the fifth order error and give a seventh order error. Moreover, the coefficient of the seventh order error is the sum of the corresponding ones in (3.6), (3.9), and (3.12) with weights specified in (3.13). However, calculation shows that this is not the case for the coefficients of the ninth or higher orders. 7
To show that the blending is optimal, applying the general blending rule
gives the dispersion error
where τ = 1/3 eliminates the fifth order error term, hence it is the optimal blending parameter. Similarly, one can verify the optimal blending parameters in (3.13). Alternatively, one can optimize the dispersion error directly from the error expansion in the most general form for the mass
where α and β are parameters representing the approximated mass entries. Herein, partition of unity requires the coefficient of U a in the mass term in (3.18) to be (1 − 2α − 2β). This leads to a dispersion error expansion
(3.19) To optimize the dispersion error, we set and solve
which in return simplifies (3.19) to the optimized dispersion error expression
Thus, this alternative way leads to the same optimized dispersion error. In fact, values of α and β uniquely determine the coefficients in the blending schemes (3.13).
Cubic elements
Now we consider the cubic B-spline element case with maximum continuity, that is, C 2 basis functions. Similarly, applying G 4 , GL 4 , and G 3 , we obtain the following discrete dispersion relations
(3.23)
They lead to the dispersion error expansions given below
Following the procedure for the quadratic case, we obtain the corresponding optimal blending schemes 25) which all result in the following optimized dispersion error expression
Remark 4. As in the quadratic case, one can assign α, β, and γ to the mass terms to derive the optimized dispersion error expression. There are other blending schemes which give the same optimized dispersion error expression. Here, we list a few
Herein, blending more quadrature rules does not reduce the dispersion and eigenvalue errors further. Table 1 : Leading order coefficients of the discrete dispersion relations for the different quadratures described and for different polynomial orders p = 4, 5, 6, 7.
Higher-order elements
For higher order elements, the calculations and derivations become more complicated. In the following, we list our results up to order seven for isogeometric analysis with maximum continuity basis functions. As before, for orders p = 4, 5, 6, 7, we apply G p+1 , GL p+1 , and G p to compute the integrals. Their corresponding dispersion error expressions are of the form
for Q = G p+1 , GL p+1 , G p , while the optimized dispersion expressions are of the form
In Table 1 , we list the coefficients ǫ Q p and ǫ o p for p = 4, 5, 6, 7. As before, the optimal blending schemes are not unique; we list a few of them below
These blending schemes can be rewritten as
where C 1,p and C 2,p depend on p and satisfy
Thus, once the general form of one of them is obtained, the other one can be derived from (3.32).
Remark 5. The analysis of the possible generalization of the optimal blending schemes to arbitrary order p with variable continuities
is an open question and is still under investigation.
Extension to multiple dimensions
The extension is similar to the extension done for finite elements in [20] . The conclusion is that the optimal blending for arbitrary dimension coincides with the one we derive above for the one-dimensional case and is independent of the number of spatial dimensions.
In multiple dimensions, a d-dimensional basis function is a tensor product of onedimensional basis functions, that is, d k=1 B n k (we drop p here as the following derivation is independent of the polynomial order p). We seek a solution of the form
where each U k (x k ) has a one-dimensional representation (3.1), which is further written by using (3.4) as
with λ k (only in this subsection) being the squared wave number in the dimension k = 1, · · · , d. This allows us to also write 
By applying the one-dimensional equations (3.37) with k = 1, · · · , d, we obtaiñ
The multi-dimensional problem is to find U (x) satisfying for all the basis functions
Plugging (3.36) and (3.38) into (3.39), the multidimensional problem admits a nontrivial solution of the form (3.35) provided that
Replacing the λ in the expression (3.2) for one dimension and (3.39) for multiple dimensions with the numerical approximatedλ h k and λ h , respectively, the same derivations lead toλ
Thus, subtracting (3.40) from (3.41), the dispersion error for multidimensional problems consists of the dispersion errors for each dimension, that is, 42) which means that the numerical schemes for the multi-dimensional problem (2.2) preserve the error estimations of the one-dimensional problem when using the tensor product structure for the mesh discretization.
Duality with spectrum analysis
There is a symmetry between (2.1) and (2.2). The duality between spectrum analysis and dispersion analysis has been established in [6] . We denote the approximate squared frequencies byλ 
43) where the first equation is also given in [6] .
Applying the Taylor expansion on these expressions gives
(3.44)
Similarly, this spectrum analysis can be done for cubic and higher order methods. In general, for multiple dimensions, in the view of (3.42), we obtain error expressions for p = 2, · · · , 7 in the forms
for the optimal schemes. For the cubic case, the coefficients ǫ Table 1 . Remark 6. Equations (3.45) with (3.28) and (3.46) with (3.29) reveal the duality principle of dispersion and spectrum analysis in the error expansion form. The duality principle remains valid for the optimal blending schemes. The different signs of the coefficients ǫ 
Error analysis
In the framework of finite element analysis, the eigenvalue and eigenfunction errors for both (λ 
Eigenvalue estimates
The eigenvalue errors when using the standard quadrature rules, such as Gauss and Lobatto rules, converge at rate h 2p , c.f., [4, 5, 31] . This is also confirmed by our theoretical finding (3.45) for orders p = 2, · · · , 7 and we conjecture that this is true for arbitrary order. To see this, squaring both sides of (3.45) and using Λ = √ λh gives the following estimateλ
which reduces to |λ
where C is a constant independent of h. Clearly, this yields the 2p order convergence for the eigenvalues. Now, for isogeometric analysis with order up to p = 7, we have the following eigenvalue estimate Theorem 2. For a fixed j ≥ 1 and p = 1, · · · , 7, assumeλ
Op . For h such that max { λ j h, λh j h} < 1, we have
where C is a constant independent of h.
Proof. For order p = 1, this is shown in [20] . For p = 2, · · · , 7, we have the error representation (3.46). For a fixed j, squaring both sides of (3.46) and using Λ = λ j h gives the following estimatẽ
which reduces to the desired result.
This theorem shows that the optimally-blended schemes produce two extra orders of convergence for the eigenvalue errors.
Eigenfunction estimates
In this section, we establish the optimal convergence rates of the eigenfunction errors. First, we establish the coercivity of the bilinear forms (2.14) and (2.15).
Lemma 2.
Given the blending scheme of the form (3.31), the bilinear forms (2.14) and (2.15) are coercive, that is, there holds
whereα,β > 0 are constants independent of h.
Proof. Without loss of generality, we consider the blending scheme G p+1 + C 2,p · (G p+1 − G p ) for p-th order isogeometric analysis. Since G p+1 and G p are exact for polynomial spaces of order 2p+1 and 2p−1, respectively, the blending scheme is exact for polynomial space of order 2p−1. Hence, by Theorem 4.1.2 in [35] , the bilinear formã h (·, ·) is coercive. Now, forb h (v h , v h ), if the quadrature rule applied to the integral is G p+1 , theñ
,Ω . In the following, we treat the quadrature rules as operators on integrals and let I be the identity operator. We calculatẽ
By Lemma 3.1 in [30] , we have
where C is a constant independent of h. Thus, for sufficiently small h, we have a constantβ > 0 such that
which completes the proof. 14
The boundedness ofb h (·, ·) is a consequence of the proof. With coercivity, we immediately conclude that the eigenvalues of (2.13) are positive. Before we establish the eigenfunction error estimate, we present the following inequality, which can be obtained by applying the Aubin-Nitsche Lemma (duality argument) on the discrete solution operator T h : 
where C is a constant independent of h. 
Proof. With the normalization b(u
Analogously to the derivations described in [30, 37, 38] , we estimate the modified bilinear forms, that is, for v, w ∈ V h there holds
Thus, for a fixed j, by definition and using (2.5) and (2.13), we obtain Rearranging terms and taking absolute value yields
By applying Lemma 3, Theorem 2, (4.6), and (4.8), for sufficiently small h, we have a constantC > 0 such that
(4.9)
Taking the square root on both sides completes the proof.
Numerical experiments
In this section, we present various numerical examples to illustrate the performance of the optimally-blended rules. We focus on isogeometric analysis and study the convergence of the eigenvalue (EV) and eigenfunction (EF) errors in one and two dimensions. Three or higher dimensions are simple extensions as discussed in Section 3.4. For comparisons with finite element approximations, we refer to [4, 5, 33] where the authors showed that the isogeometric analysis outperforms finite element approximations.
Convergence study in one dimension
We consider the classic one-dimensional second-order elliptic eigenvalue problem (2.2) with eigenvalues and eigenfunctions λ j = π 2 j 2 , u j = √ 2 sin(jπx), j = 1, 2, · · · . This is the same example studied in [5, 33] among many others. We assume that once the eigenvalue problem is solved, the numerical eigenvalues λ First of all, for p-th order isogeometric analysis with maximum continuity, that is C p−1 , the quadrature rule G p+1 approximates both stiffness and mass matrices exactly while GL p+1 , G p , and O p integrate the stiffness matrices exactly but under-integrate the mass matrices. Despite these differences, all of them lead to accurate approximations to the eigenfunctions. Figure 1 shows the plots of the numerical approximations of eigenfunctions u 1 and u 10 using C 1 quadratic isogeometric analysis with two elements for u 1 and twenty elements for u 10 . As a comparison, Figure 2 shows the numerical approximation of u 10 using C 2 cubic isogeometric analysis with twenty elements.
Eigenvalue errors
The analysis of eigenvalue errors done in Section 4.1 is verified numerically in this subsection. The optimally-blended quadrature rules proposed for isogeometric analysis of eigenvalue problem (2.2) in Section 3 yield two additional orders of eigenvalue error convergence. Figure 3 shows the eigenvalue errors when using C 1 quadratic isogeometric elements. The domain Ω = [0, 1] is discretized uniformly with 20, 40, 80, 160, and 320 elements. The figure shows two extra orders of convergence in the error for the eigenvalues λ 3 and λ 11 . With both stiffness and mass matrices integrated exactly by G 3 , the eigenvalue errors converge at the rate of h 4 , while a slight modification of the quadrature rule, which 16 is easily realized by optimally-blended quadrature rule O 2 , leads to a convergence rate of h 6 . Further inspection of Figure 3 reveals that the eigenvalue errors are generally smaller in the case of GL 3 than those of G 3 and smaller for G 3 than for G 2 . This observation confirms the theoretical analysis we present in Section 3 . The leading order terms in the Taylor expansions of the dispersion error (3.9) for GL 3 , (3.6) for G 3 , and (3.12) for G 2 have absolute values of 1/2880, 1/1440, and 1/720, respectively. Figure 4 shows the results when using C 2 cubic isogeometric analysis while Figure 5 shows these when using C 3 quartic and C 4 quintic isogeometric analysis. A slight extra-superconvergence is observed in Figure 5 for quartic and quintic isogeometric elements in coarse meshes. These numerical results confirm the eigenvalue error analysis we discuss in Section 4.1. 
Eigenfunction errors
In this subsection, we verify numerically the analysis of Section 4.2. While Figures  1 and 2 show several sample plots of approximate and exact eigenfunctions, we show in this subsection convergence rates of the eigenfunction errors.
As the analysis predicts, the error in the eigenfunctions for the optimally-blended schemes does not exhibit extra orders of superconvergence. For the H 1 -seminorm, all schemes yield a convergence of order p for p-th order isogeometric elements with maximum continuity C p−1 at element interfaces. Figure 6 shows the H 1 -seminorm errors of the eigenfunctions u 3 and u 11 for C 1 quadratic isogeometric analysis with quadrature rules G 3 , GL 3 , G 2 , and O 2 . The error convergence rate is two and the differences in the errors are fairly small. More precisely, Table 2 shows the errors for u 3 . These numbers are the data for the left plot in Figure  6 . Their differences are in the order of 10 −6 for the case with mesh size 1/20 and of a scale of 10 −7 for the case with mesh size 1/40. As a consequence, they have the same convergence rates. Similar results are observed for other eigenfunctions and details are omitted here. Table 2 : Eigenfunction H 1 -seminorm errors for u 3 when using C 1 quadratic isogeometric analysis with different quadrature rules.
For completeness, Figure 7 shows the eigenfunction errors in L 2 -norm for C 1 quadratic case and Figure 8 for higher order cases. Using Lemma 3 and Theorem 3, we obtain an estimation for eigenfunction errors in L 2 -norm u j −ũ h j 0,Ω ≤ Ch p+1 (see also (A.4) in the Appendix A). All the schemes yield errors which are of order p + 1 for the p-th order isogeometric analysis of continuity C p−1 . These errors have the optimal convergence orders. We observe a superconvergent rate of eigenfunction error in L 2 -norm for quintic elements on coarse meshes. Again, the differences in errors when different quadrature rules are utilized are small. These numerical results confirm the eigenfunction error analysis in Section 4.2.
Convergence study in two dimensions
The properties in two and higher dimensions are simple extensions of one dimensional cases when using tensor product meshes [39, 40] . Now, we consider the twodimensional problem (2.2) with eigenvalues and eigenfunctions λ jk = π 2 (j 2 + k 2 ), u jk = 2 sin(jπx) sin(kπy), j, k = 1, 2, · · · . Again, we assume that once we solve the eigenvalue problem, the numerical eigenvalues λ h j andλ h j are sorted in ascending order and paired with the true eigenvalues λ j .
We focus on studying the convergence behavior when using the optimal blending rules. Figure 9 shows the eigenvalue errors for λ 2,2 when using quadrature rules for C quadratic and C 2 cubic isogeometric elements. The mesh configurations for quadratic and cubic cases are 4 × 4, 8 × 8, 16 × 16, 32 × 32, and 64 × 64. The eigenvalue errors of the optimal blending schemes are of order 2p + 2, while the standard quadratures yield order 2p. These observations verify the analysis we discussed in Section 4.
An error estimator
We derive an error estimator in Appendix A and study the numerical performance. The effectivity index of the error estimator R(λ h j ,ũ h j ) is defined in (A.9). Table 3 shows the effectivity indices of the estimations of the first and the fourth eigenfunction errors in energy-norm when using isogeomtric elements with p = 1, 2, 3 in one dimension. The domain Ω = [0, 1] is discretized uniformly with N = 5, 10, 20, 40 elements. Table 3 shows that the effectivity indices are close to one and they converge to 1 at an almost quadratic rate, which confirms the discussion in Appendix A. EV Error (G 4 ,GL 4 ,G 3 ) Figure 9 : Eigenvalue errors for λ 2,2 in 2D when using quadrature rules for C 1 quadratic and C 2 cubic isogeometric analysis.
Computational efficiency
We now present the computational cost (time) while using the optimally-blended quadrature rules with a comparison to the case while using standard quadrature rules. Table 4 shows the computational time of the matrix assembly using Gauss and optimal rules and the total simulation time for the eigenvalue problem (2.2) in two dimensions. Herein, the matrices are assembled using the tensor product structure with the corresponding one-dimensional matrices. The total time is dominated by the solution of the generalized matrix eigenvalue problem (2.16) which is the most time-consuming part of the simulation. As Table 4 shows, the total time required to solve the eigenvalue problem is similar for both Gauss and optimal rules. The cost of the assembly of the tensor product matrix does not increase much even when we evaluate two quadrature rules instead of one when using the optimally-blended rules. Moreover, nonstandard quadrature rules (with a minimal number of quadrature points), which are equivalent to the optimally-blended quadrature rules in the sense of producing the same mass and stiffness matrices, are developed in [41] and they reduce computational cost; see also the reduced rules in [42] .
Concluding remarks
In this paper, we derive blending schemes to optimize the dispersion errors of isogeometric analysis. These optimally-blended quadrature rules lead to two extra order of convergence in the eigenvalue errors. Utilizing this superconvergence result, we derive an asymptotically-exact a posteriori error estimator. The optimal blending schemes are established for p up to order seven for maximum continuity spaces. We will seek to generalize these results in the future work to arbitrary polynomial and variable continuity orders. Another future work would be the generalization of the optimal blending technique to numerical methods for the differential eigenvalue problem with interfaces.
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where ρ = O(h 2 ), 0 < ρ < 1, and the residual is defined as
Proof. Firstly, the energy norm is the H 1 -seminorm, thus we also have
Also from Lemma 3, we obtain an estimation for eigenfunction errors in L 2 -norm
Now the Corollary can be established by applying the superconvergence property of the eigenvalue errors derived in subsection 4.1 to the generalized Pythagorean eigenvalue theorem. Alternatively, we derive this as follows. where C is a positive constant independent of h. This further leads to
for an h-independent positive constant C 0 = R 2 (λ h j ,ũ h j )/h 2p . Hence, taking square root of (A.8) and using Taylor expansion to arrive to ρ ≈ Ch 2 /(2C 0 ) = O(h 2 ) yield the desired result. 25
Remark 7. This a posteriori error estimator strongly relies on the superconvergence result on uniform meshes. This estimator shares the feature of the asymptotically exact estimators. As a consequence of Corollary 1, we expect that the effectivity index, which is defined as 9) converges to 1 at rate ρ = O(h 2 ). We refer to [43] for more reliable and robust a posteriori error estimators.
