Abstract-We consider the optimal economic dispatch of power generators in a smart electric grid for allocating power between generators to meet load requirements at minimum total cost. We assume that each generator has a piecewise linear cost function. We first present a polynomial time algorithm that achieves optimal dispatch. We then present a decentralized algorithm where, each generator independently adjusts its power output using only the aggregate power imbalance in the network, which can be observed by each generator through local measurements of the frequency deviation on the grid. The algorithm we propose exponentially erases the power imbalance, while eventually minimizing the generation cost.
I. INTRODUCTION
In this paper, we present a simple, distributed algorithm for optimal economic dispatch, [1] , of power generators in a smart electric grid. The specific goal is to generate the required power at minimum total cost. We assume that the generators have access to the power imbalance in the grid. We note that such imbalances produce a proportionate frequency deviation. Consequently, local measurements of the frequency deviation, provides each generator a quantity proportional to the overall imbalance.
Using the information about the instantaneous power imbalance in the grid, the generators adjust their generation. The algorithm we propose exponentially erases the power imbalance, while eventually achieving minimum total cost. Consequently, this distributed algorithm achieves optimal economic dispatch. The algorithm is in the vein of our earlier work in [2] , [7] and [6] . The key difference between this paper and these earlier papers is that the earlier papers assume that the production cost of each generator is a twice differentiable function. By contrast, for reasons to be explained in the sequel, in this paper these costs are assumed to be piecewise linear.
A. Related Work
Traditionally the dispatch problem is treated as a multivariable optimization problem to be numerically solved at a centralized controller. It is typically formulated as a multivariable constrained optimization problem [1] that is then solved using Lagrangian techniques such as "lambda iteration" [3] . Complex numerical centralized optimization methods such as genetic algorithms, particle swarm optimization or MonteCarlo methods [4] , [5] are often employed to determine the minimum cost allocation of power across generators. This paper goes beyond our earlier work [2] , [6] , [7] on a distributed algorithm that used the aggregate power imbalance in the network to simultaneously achieve zero power imbalance and minimum cost allocation of generation across all generators on the grid. The key idea behind this previous work is that the power imbalance in the grid can be observed independently by each generator through local measurements of the frequency deviation on the grid, and therefore the algorithm requires no centralized controller and no explicit coordination between the generators.
Each of [2] , [6] , [7] assumes that the cost of production for each generator is twice differentiable. In many cases, however, see e.g. [17] , [18] these costs are obtained by linearly interpolating tabulated operating points. The anlaysis of [2] , [6] , [7] thus cannot capture this setting. The first contribution of this paper is to provide a centralized polynomial time algorithm that achieves optimal dispatch when generator cost functions are piecewise linear and convex. This convexity assumption is standard in all proposed algorithms in the literature, and conforms to experimental data whose piecewise linear interpolation provides the cost functions available in the literature. It recognizes that marginal costs increase with increased production.
The second contribution of this paper is to show that the algorithm of [2] , in which each generator adjusts its power only on the basis of the knowledge of its own cost function, current power generation, and the locally measured frequency deviation, and without even recourse to information about the number of other gererators on the grid, let alone their characteristics, eventually achieves optimal economic dispatch, despite the lack of twice differentiability. The adjective eventually bears elaboration. We first show that this algorithm exponentially erases load imbalances. Yet, the fact that only these load imbalances inform each generator of the state of the global grid, implies that once the deficit is erased, the algorithm must cease its operation. We show, however, that all stationary points that do not correspond to the desired optimality are locally unstable, while the optimal solutions are not. Thus in the face of inevitable numerical errors, and load fluctuations, this decentralized algorithm must eventually achieve optimality. In a sense this work can be viewed as a novel excursion from traditional consensus theory, [8] - [15] .
The rest of this paper is organized as follows. We first introduce the dispatch problem considered in this paper in Section II. Our centralized distributed dispatch algorithm is presented in Section III. The goal here is primarily to set up the conditions of optimality that inform the analysis of the distributed algorith presented and analyzed in Section IV. We illustrate the performance of the algorithm using numerical simulations in Section V and conclude in Section VI. All proofs are omitted due to space constraints.
II. THE DISPATCH PROBLEM
We model the economic dispatch problem as follows. We assume that there are N generators supplying power to the network. We denote the total power consumed by P L > 0 which is assumed to be constant and the active power set point for generator i at the rated system frequency by P i , i ∈ 1{. . . N}. As a result, the power imbalance in the system is given by
We neglect the effects of reactive power flows, voltage deviations and transients as is standard for economic dispatch problems. We also neglect power losses in this paper for simplicity.
Note that P i represents the active power set-point; the actual active power produced by each generator is determined by its primary controller which uses P i as a reference. More precisely, the primary controller on each generator responds to a power deficit (or surplus) Δ by increasing (or decreasing) its generated power above (or below) its generation set-point P i until the total generated power matches the total load. This action by the controller, however, has the side-effect of introducing a small frequency deviation that is proportional to the original imbalance Δ.
In other words, the total imbalance between the rated generation power and the load, after the controllers have reached steady-state, results in a proportional frequency deviation Δf = βΔ on the grid. This frequency deviation can be monitored continuously by each generator which thus can directly monitor the power imbalance Δ. This is analogous to the Area Control Error (ACE) signal observed by the secondary controller in a traditional Load Frequency Control (LFC) implementation [19] . We assume that β remains constant for all values of P i and Δ. This is a reasonable assumption for small frequency deviations.
Let J i (P ) be the cost function for generator i. The goal of the dispatch algorithm is to choose the P i to minimize the total steady state cost
, where J i (P i ) is the cost incurred when the i-th generator, and force the power imbalance Δ(k) to zero.
As noted in the introduction, we consider continuous piecewise linear cost functions. In particular, for some finite integer N i and positive numbers S ij , nonnegative numbers C ij , C i0 ≥ 0 and C i,Ni = ∞, there holds for all j ∈ {1, · · · , N i }
We will assume that the slopes S ij are strictly increasing in j.
In particular, for all j ∈ {1, · · · , N i − 1} and i ∈ {1, · · · , N}:
We note that (3) is tantamount to a convexity condition. This is standard among cost functions considered in the literature, [18] . We also assume that unless i = k and j = l,
We will comment on relaxing this condition later. Observe, for all i ∈ {1, · · · , N}:
This permits a positive idling cost for each generator.
Then for some P L > 0, the optimization problem is:
Problem 2.1: Find P to minimize:
subject to (1).
III. A CENTRALIZED SOLUTION
Our global goal is to formulate an algorithm that achieves eventual optimality in a completely decentralized fashion, where each generator uses only local measurements of the frequency deviation. To characterize conditions of optimality, we present and analyze first a centralized algorithm that to our knowledge is new, and finds the optimal in polynomial time, with respect to the total number of slopes.
We first define a set of partially ordered triples
In particular there hold:
For every i there exists k ∈ {1, · · · , N} and l ∈ {1, · · · , N i }, such that:
Thus X sorts the slopes S kl in ascending order. These are in the first element of each x i . The remaining two elements contain the generator and the slope index of that generator, respectively.
To understand the algorithm let us suppose
If the load P L ≤ C 11 , the terminal value of P 1 after which the second slope kicks in for generator 1's cost function, then clearly, one would choose P 1 = P L and P k = 0, for all k = 1. Now suppose, x 2 = [S ij , i, j]. By definition if i = 1, then j = 2. In this case if P L ≤ C 11 , then again P 1 = P L and P k = 0, for all k = 1. On the other hand if i = 1, then j = 1. In this case if C 11 < P L ≤ C i1 , then optimality is ensured by: P 1 = C 11 , P i = P L − C 11 , and P k = 0 for all k / ∈ {1, i}. The algorithm below formalizes these ideas.
Algorithm 3.1:
With the quantities defined above the optimum power allocations P * = [P * 1 , · · · , P * N are selected as below:
It is clear that, under (3) and (4), the allocations made by Algorithm 3.1 is unique. We will show in the sequel that under (3) and (4) this is the unique solution to Problem 2.1. We also note that with,
the complexity of the algorithm is O(η log η).
In the rest of this section we show that the Algorithm 3.1 does indeed solve Problem 2.1. First we show that the constraints are satisfied.
Lemma 3.1: With the various quantities as defined in the foregoing, and P L > 0, the P * i selected by Algorithm 3.1 satisfy (1).
In the sequel we will say that P i is at a corner if for some j ∈ {1, · · · , N i }, P i = C ij . Observe that the power allocations made by Algorithm 3.1 require that there is at most one allocated power that is not at a corner. We show that this is necessary for optimality.
Lemma 3.2: Suppose P L > 0, and under (4) and (3), some P , solves Problem 2.1. Consider the index set I(P ) ⊂ {1, · · · , N} with the following property: For every i ∈ I(P ), and all j ∈ {1, · · · , N i }, P i = C ij . Then |I(P )| ≤ 1.
We next argue that at an optimum, if there is a generator not operating at a corner then it must have the highest marginal cost.
Lemma 3.3: Under (3), (4), P L > 0, and N > 1, suppose there is a P that solves Problem 2.1. Further suppose I(P ), defined in Lemma 3.2 has the solitary element i. Then for all
We next show that no P = P * can solve problem 2.1. Lemma 3.4: Under (3), (4), P L > 0, and N > 1, suppose there is a P that solves Problem 2.1.
Armed with these lemmas, we now show that P * generated by Algorithm 3.1, does indeed provide the unique solution to Problem 2.1.
Theorem 3.1: Under (3), (4), P L > 0, and N > 1, P * defined in Algorithm 3.1 is the unique solution to Problem 2.1. We conclude this section by remarking on the violation of (4). In this case there are potentially multiple outputs of Algorithm 3.1, depending on how one resolves conflicts when two slopes are equal. However, the techniques used in the foregoing proofs can be expanded to show that:
• There are multiple solutions to Problem 2.1.
• The set of these solutions are only those that are potential outputs of Algorithm 3.1.
IV. A DECENTRALIZED ALGORITHM
The previous section presented a polynomial time algorithm for solving Problem 2.1. Its implementation, however, requires that a centralized authority oversee its impementation. In this section, we build on our earlier work to propose a decentralized solution. Specifically, as noted in Section II every generator can obtain a quantity proportional to the load deficit through a local measurement of the frequency deviation in the power grid. We assume that each generator only has access to the following quantities:
• The frequency deviation.
• Its own generated power.
• Its cost function. Beyond this, it knows nothing; not even the number of generators in the grid. Under this premise, we consider the algorithm below, that was first proposed by us in [2] , and analyzed when the cost functions were twice differentiable. In the sequel let k denote the diecrete time instant, P i [k] the power output by the i-th generator at time k, and for a fixed load P L , the load deficit,
Then the decentralized algorithm we propose proceeds as follows. For a i > 0, there hold:
Clearly, the algorithm works with the information described above, and a i subsume β, the constant of proportionality relating the load deficit to the frequency deviation. We note that under (2) there is an ambiguity in the value of the marginal costs at the transition points C ij . We resolve this with the following convention:
The motivation of the algorithm is as follows. When the load deficit is positive, the generators must increase their production. Intuition suggest that for optimality, generators with higher marginal costs must increase their production at a proportionately lower rate. On the flip side, if the load deficit is negative, the generators must decrease their production. In this case, for optimality, generators with higher marginal costs must decrease their production at a proportionately higher rate. This is precisely what (9) seeks to achieve.
Technically, an algorithm such as (9) may cause the P i [k] to dip below zero. To keep things precise, we assume that for all i ∈ {1, · · · , N}, there holds:
Under these conditions, we analyze the properties of (9) when the cost functions are piecewise linear. The first theorem below shows that under mild conditions (9) exponentially erases the load deficit.
Theorem 4.1: Consider (9) under (2), (8), (10), with C ij , S ij obeying the properties described in Section II. Then there exist a * i > 0, such that for all 0 < a i ≤ a * i and arbitrary P i [0], the following holds exponentially:
Further, with a i as above, there exist M > 0 and δ i (M ), for all i ∈ {1, · · · , N}, such that for P L > M and
for all k ≥ 0 there holds:
Evidently, the decentralized algorithm ensures the exponential erasure of the load deficit. What about achieving optimality with respect to Problem 2.1? Clearly Δ = 0 is a stationary point of this algorithm. This accords with intuition as no generator is aware of any information about the global scenario beyond that supplied by the frequency deviation and ipso facto the load deficit. Thus when the frequency deviation decays to zero, regardless of whether optimality is achieved, the algorithm terminates. However, the intuition behind the algorithm, noted above suggests that only stationary point that is not locally unstable is a global minimum. The theorem below formalizes this assertion. 
Under the same conditions ofP = P * then
This theorem shows that statationary points of (9) that do not correspond to a solution of Problem 2.1 are locally unstable, while correct solutions are locally stable. Thus, while any Δ = 0 is a stationary point, inevitable noise, numerical errors and load fluctuations will eventually force optimality.
V. NUMERICAL RESULTS We now run (9) with a five generator system with the cost functions defined below. These piecewise linear cost functions have been obtained from [17] . The units are in Megawatts. We depict the results in the figures below with differing values of P L to capture various scenarios. In each case the the steady state cost attained is the optimum. THe a i are depicted in the plots.
VI. CONCLUSION
We have presented a decentralized consensus based algorithm for achieving optimal dispatch, with piecewise linear cost functions that eventually achieves optimal power allocation while meeting load requirements. Our decentralized algorithm relies on local frequency deviation measurements. Additionally we have provided a simple polynomial time algorithm for centralized optimization that avoids the complexities in existing algorithms and helps characterize the optimal solution.
An important future area of research is to tune this algorithm to grid dynamics to avoid instabilities, though it is safe to conjecture that sufficiently small a i and large enough sampling intervals in (9) should prevent grid instabilities. 
