GRID-EDGE-DEPTH MAP BUILDING EMPLOYING SAD WITH SOBEL EDGE DETECTOR by Rahmani, Budi et al.
INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 10, NO. 3, SEPTEMBER 2017 
 
 
GRID-EDGE-DEPTH MAP BUILDING EMPLOYING SAD  
WITH SOBEL EDGE DETECTOR 
 
Budi Rahmani
1,2
, Agus Harjoko
1
, Tri Kuntoro Priyambodo
1 
1
Department of Computer Science and Electronics, Faculty of Mathematics and Natural Science, 
Universitas Gadjah Mada, Yogyakarta, Indonesia 
2
Program Studi Teknik Informatika, STMIK Banjarbaru, Kalimantan Selatan, Indonesia 
Emails: budirahmani@gmail.com, aharjoko@ugm.ac.id, mastri@ugm.ac.id 
 
 
Submitted: May 15, 2017           Accepted: July 17, 2017                     Published: Sep. 1, 2017 
 
 
Abstract - This paper presents a new method of a map building which is suitable for a wheeled robot. The 2D map 
represents the obstacle’s position and distance in the environment. The information of the obstacles obtained 
from a calibrated stereo camera. The stereo images size were 320x240 pixels. Hereafter the images were rectified 
and the disparity map was built using a Sum of Absolute Difference (SAD) algorithm. The depth map was 
calculated using disparity map, focal length, and baseline parameter values. In order to detect the obstacles, Sobel 
edge detection was implemented. The edge detection image was compared and substituted with the depth map 
which is resulting edge-depth map. The edge-depth map was divided into 25 grids (5 grids horizontal and 5 grids 
vertical). Finally, the minimum depth of detected obstacles for each grid was calculated. This process was 
resulting in a grid-edge-depth map (GED map). The proposal has been tested with a mobile robot in 5x3 meters 
living environment. Finally, experimental results are presented. The average error of feature points in the 
previous study was 5.40 cm, whereas in this study is 3.82 cm. There has been a decrease in the measurement gap 
of 29.26% from the previous study. 
 
Index terms: Disparity, grid-edge-depth map, SAD, Sobel, stereo camera, wheeled robot  
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I. INTRODUCTION 
In recent years, mobile robot navigation has been studied as the basic functionality of a robot 
in living environments such as home or office. Consequently, mobile robot that coexists with 
people is required to adapt to such environment [1]. In this case, a map of the environment may 
be used by the mobile robot. Using the map, the robot can localize itself [2], identify the position 
of the obstacle, and all at once to avoid collisions against these obstacles [3]. Moreover, the map 
will be useful to give a safe and efficient information of the environment in order to reach a 
certain place or position. In some cases, maps of environments only present the information of 
static obstacles position [4]. When the position of one or more obstacles was changed, the map is 
no longer usable. Consequently, the map needs to be updated periodically [5].  
Map building for mobile robot navigation is a generation of an abstract representation of a 
real environment [6]. Hence to perceive information of environment, ordinarily a mobile robot 
equipped with sensors [7]. It can be a vision, sonar, or another kind of sensors. Vision-based 
mobile robot mostly equipped at least with one camera, and others equipped with dual or more 
camera at the same time [8]. Research has been conducted on building a map of static obstacles, 
for examples building an unknown outdoor environmental map as [9]. In this case, a local and 
global map of the environment was developed. The method utilized the point cloud model 
combined with visual odometry. This combination is used to assist the robot in path planning to 
the desired location in the outdoor environment [9]. This model was having a shortcoming in the 
ability of a robot to anticipate changes of the obstacles’ position since its only deal with static 
obstacles. 
Another study of environmental mapping algorithm was conducted by [7]. In this approach, a 
stereo camera was used and mounted on a car. Therefore they built the local disparity map, 
obstacle analysis, and path planning. The next process of building a map is the V-intercept 
algorithm. This algorithm affords to detect the obstacles. The detected obstacles are conceived on 
a cost map. This map is used to plan the navigation path [7].   
This paper presents a new approach of a grid-edge-depth map building algorithm.  The map is 
a 2D map of a living environment which represents the obstacle’s position and distance. The 
information of environment obtained from a calibrated low-cost stereo camera mounted on a 
wheeled robot. The 320x240 pixels of images is used. Disparity map built using a SAD algorithm 
with 25-pixel block size [10]. The depth map was calculated using disparity map, focal length,
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and baseline parameter values. In order to detect the obstacles, Sobel edge detection was 
implemented. The edge detection image was compared and substituted with the depth map which 
is resulting edge-depth map. The edge-depth map was divided into 25 grids (5 grids horizontal 
and 5 grids vertical). Finally, the minimum depth of detected obstacles for each grid was 
calculated. This process was resulting in a grid-edge-depth map (GED map). The proposal has 
been tested with a mobile robot in 5x3 meters living environment.  
 
II. PROPOSED METHOD 
A. Stereo Camera Assembling and Calibration 
 In this study, our stereo camera consists of two fixed focus cameras (Logitech C270). The 
cameras were mounted on a 5 mm acrylic respectively. The baseline of stereo camera (the 
distance of cameras lens) was 7 cm. The distance was the smallest since the camera mounted side 
by side horizontally. Each camera connected to the computer via USB port. Stereo camera used 
in this study are shown in Figure 1.  
 
Figure 1. Assembled stereo camera 
 
In order to derive accurate knowledge about the physical dimension and/or location of an 
observed object, camera calibration is absolutely required [11][12]. The camera calibration is the 
process of determining the internal camera geometric and optical characteristics (intrinsic 
parameters) and orientation of the camera frame relative to a certain world coordinate system 
(extrinsic parameters) [13][14]. In this research, we used camera calibration toolbox by Jean-
Yves Bouguet [15], including image rectification, radial undistortion, and tangential undistortion 
[16]. We used 20 pairs of the 320 x 240 pixels of chessboard image. Figure 2 shows the images 
that are used in the camera calibration process. Once the intrinsic and extrinsic parameter has
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obtained after calibration process, the next process is image rectification [17]. Using the 
parameter we have obtained, radial undistortion and tangential undistortion implemented to 
acquire images in real-time. Figure 3 shows the unrectified stereo images obtained from our 
stereo camera. The next step of our proposed algorithm only worked with images which have 
already been rectified. Image rectification is done only horizontally for matching blocks, and not 
vertically. In this case, image rectification result shows a feature in the left image will be in the 
same pixel row in the right image [18].  
 
Figure 2. Twenty Images for camera calibration process 
 
    
Figure 3. Unrectified left and right images
Left image Right image 
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B. Environment setup 
A living room has been used in this study. The environment’s purpose was depicted in Figure 
4. The obstacles are folding table and side chairs. The dimension was 40 centimeters deep by 20 
centimeters wide for the side chairs and 30 centimeters wide by 40 centimeters long by 30 
centimeters height respectively. There were 8 side chairs and 9 folding used in our experiment. 
Subsequently, the experimental environment size is 5 meters long by 3 meters wide. Lighting 
condition was 600 lumens. 
 
Figure 4. The environment setup 
 
 
 
Figure 5. Proposed Model 
Stereo image 
acquisitions 
Preprocessing 
Disparity map 
Building 
Depth map 
Building 
Obstacle Edge 
detection 
(Right image) 
Grid-edge-depth 
map building 
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C. Stereo image acquisitions and preprocessing 
Figure 5 shows our proposed model in building a navigation map. We proposed a new 
approach utilizing edge feature and depth information of the obstacles. The process started from 
Stereo image acquisitions using calibrated stereo camera. We used the stereo camera since its 
reliability and high accuracy in measuring the distance of the obstacles. The histogram 
equalization is applied into acquired stereo images. The RGB color of stereo images converted 
into the grayscale color space. RGB color space consists of 3 channels which mean that it 
requires 3 times more computation and memory space compared to grayscale which only consists 
of one channel [13]. Therefore image rectifications using the camera calibration parameter is 
done in preprocessing.  
D. Disparity map building 
In order to obtain a disparity map, Sum of Absolute Difference (SAD) is used. The SAD 
technique is the common stereo matching algorithms, caused by its low complexity and good 
result [14] [19]. Equation 1 shows basic SAD algorithm in order to obtain the disparity map. 
           is disparity image of  (x,y) pixels.         is intensity function of left image on (i,j) 
coordinate.          is intensity function of right image on (i,j) coordinate.        is an (x,y) 
square windows of the disparity map. And d is maximum disparity value. In this study, we used 
d=48 since it’s the best value in order to obtain the distance of obstacles in our environment of 
the experiment. 
           ∑                        
            
 (1) 
In our case, SAD with block comparison technique is used. And to compute the sum of 
absolute differences between the template image (left image) and a block on the right image, we 
subtract each pixel in the template (left image) from the corresponding pixel in the block on the 
right image. Then the absolute value of the differences could be calculated. These differences 
pixels then summarized and a single value is derived that roughly measures the similarity 
between the two images patches. A lower value means the patches (a block pixel from left and 
right image) are more similar. This technique is shown in Figure 6. Meanwhile, the size of our 
block is 25 pixels. 
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Figure 6. Block SAD matching example [18]  
 
E. Depth map building 
Depth map was built based on disparity map [20]. It was derived by calculating the camera 
baseline and camera focal length. Then it was divided with every pixel of the disparity map. In 
this study, our stereo camera baseline is 7 cm and our stereo camera focal length is 428 pixels. 
Equation (2) shows how depth map was calculated.  
                 
                       
                     
 (2) 
F. Obstacle Edge Detection (right image) 
Sobel edge detection algorithm is used in this study. Nevertheless, the Canny algorithm also 
as popular as Sobel algorithm [21]. Both of them are often used to detect the presence of the 
obstacles. The Sobel edge detection algorithm is applied to the right image. The right image is 
used since it is a comparator image in building a disparity map. The result of this process is a 
binary image. Pixel intensity of the edge of detected obstacle will be one (the color is white), and 
others will be zero (the color is black) [22]. We used Matlab image processing toolbox for this 
entire edge detection. 
G. Grid-Edge-Depth map building 
1. Edge-Depth pixel substitution 
In order to obtain depth or distance for every detected obstacle, then the substitution was 
done. Using the equation (3) Edge-Depth was processed. Every pixel is worth one will be
557
B. Rahmani, A. Harjoko, T.K. Priyambodo, GRID-EDGE-DEPTH MAP BUILDING EMPLOYING SAD  
WITH SOBEL EDGE DETECTOR 
 
replaced by the value of depth map at the same pixel position. And every zero pixels will be 
replaced with a value of 500 (farthest object in the experiment environment is 500 cm).  
                   {
                        
                   
 (3) 
In this step, edge depth map was divided into 5 rows and 5 column (25 grids). The row and the 
column size for each grid were 48 and 64 pixels respectively since the size of edge depth map 
was 320x240 pixel.  
2. Minimal Grid-Edge-Depth  
In order to obtain the distance of each grid, we calculate the minimum value of the depth of 
each grid. This minimum value is the nearest distance of detected obstacle’s edge. For navigation 
reason, this nearest distance will be awarded as an obstacle. The next step, the robot will make a 
decision for this condition. 
 
III. EXPERIMENTAL RESULTS AND ANALYSIS 
The proposed method is applied to build a map in a living environment. The performance of 
our method is evaluated by comparing the real distance and minimum grid distance of detected 
object. The results of experiments of this study have depicted on Figure 7, Figure 8, Figure 9, and 
Figure 10, respectively. In Figure 7 shown in the initial left and right images that are acquired 
using the stereo camera. Hereinafter, we applied histogram equalization on the acquired stereo 
images. The results of this process shown in Figure 8. Further, the stereo images converted into 
the grayscale color space, and the proceeds are shown in Figure 9. Furthermore, Figure 10 shown 
in the rectified left and right images of two difference scene, then result in the process of edge 
detection of the right image using Sobel operator for each scene.  
 Hereinafter, Figure 11 shows the disparity map of SAD building block matching algorithm 
and calculated depth map according to focal length and baseline value of the stereo camera 
calibration. In this paper, our focal length is 428 pixel and the baseline is 7 cm. Disparity values 
that are used in building the disparity map are 48, according to the equation 1. This value is set 
after testing the disparity value from 0 to 64 with the interval equal to 16. Meanwhile, the block 
size used was 25 pixels. This is the best block size in this paper in order to reach the minimum 
and the maximum object distance measurement.Based on the experiment, the minimum distance 
could be calculated by the program is 63 cm. If the disparity value equal to 64, then minimum
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distance could be measured by the program become 50 cm. Unfortunately, the maximum distance 
could be measured is not more than 200 cm. 
      
Figure 7. Initial left and right images and its histogram 
      
Figure 8. Left and right images after histogram equalization and its histogram 
     
Figure 9. Left and right images after grayscaling process and its histogram 
 
 
  
Figure 10. Rectified images and edge of right images
  
 
Right image Left image 
Edge of right image 
Right image Left image 
Right image Left image 
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Figure 11. Disparity map and depth map from rectified images 
 
 
Figure 12(a) and (b) show grid 3-1 and grid 3-2 of GED-Map that have built, while Table 1 
and Table 2 show some of the pixel value of it. The full 25x25 of GED-map proposed in this 
paper shown in Figure 13. Every grid shows the results of edge detection of the obstacles that 
exist, including the value of the minimum distance from the detected distance obstacle in each 
grid. In Table 1, some pixel data from grid 3-1 equal to 64.4301 cm among another 48x64 data 
pixel of a grid. This value becomes the minimum value of detected object distance of this grid. 
Meanwhile, some pixel data from grid 3-2 equal to 111.22 cm in Table 2 and become the 
minimum value of detected object distance of this grid. For undetected or too far obstacles 
detected, the program gave a maximum value that is 500 cm. It may be found in some case of 
object distance measurement and shown on a particular grid. We set this value since our 
maximum distance in the environment is 500 cm. The GED-map was generated from the edge of 
the right image and the depth map. Only the right image to be processed and then compared with 
the depth map. When using the left the image, then the results of the experiment showed 
anomalies in the measurement of object distance toward the camera. The anomaly is meant that 
some measurements showed a considerable margin between the calculation results and the actual 
distance program. This is because the right image is used as a comparator in the development 
process of the disparity map. Some of the detected objects are not visible on the left image for 
their shifting positions of pixels in the right image matching (disparity value). Table 3 and Table 
4 show our comparison of real distance measurement and calculated the distance by the program. 
Figure 14 shows the comparison’s graph of calculated and real distance of detected object which 
is obtained from Table 3 and Table 4. In [2] the average error of feature points is 5.40 cm,
Disparity map Depth map 
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whereas in this study was 3.82 cm. This result indicates that there has been a decrease in the 
measurement gap of 29.26% from the previous study. 
 
  
(a)                                                                              (b) 
Figure 12. (a) GED map on grid 3-1 (48 x 64 pixel) with minimum value 64.4301 cm 
(b) GED map on grid 3-2 (48 x 64 pixel) with minimum value 111.22 cm 
 
 
I. CONCLUSION AND FUTURE WORK 
In this study, a new approach of a grid-edge-depth map building algorithm has been proposed 
utilizing a low-cost stereo camera. A pair of 320x240 pixels rectified grayscale images are used.  
Subsequently, Sum of Absolute Difference algorithm is utilized to build a disparity map. Depth 
map was built based on the disparity map and stereo parameter of the camera which is focal 
length and baseline. In order to achieve the best of distance measurement of the obstacle, we tried 
a few of disparity constant of SAD. We found that the best value of disparity constant is 48 and 
using this value the minimum distance of obstacles we could measure was 63 cm. Therefore, 
Sobel edge detection was implemented on the right rectified image. This image was used since it 
was a comparator image in disparity map process. Hereinafter our first focus method was the 
process of comparing the edge detection image and the depth map. Incorporating these processes 
results in a robust edge-depth information of the obstacle. Our next proposed method is dividing 
the edge depth into 5 rows and 5 column (25 grids). The size of each grid was 48 and 64 pixels 
respectively. Furthermore, the minimal depth of each grid was calculated as a minimally detected 
distance of the obstacles. The final result of this process is the grid-edge-depth map (GED map).
Minimum object detected distance 
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The size of each cell was 36 cm since the final view of GED map was 180 cm horizontally. This 
GED map has become the main contribution of this study. 
The performance of GED map was evaluated by comparing its minimal calculated distance 
versus real distance of the obstacles. The result showed that the average error between the real 
distance and calculated distance was 3.82 cm. This result is 29.26% better from the previous 
study. We presumed the value is could be tolerated since the real distance measurement only used 
an integer and not using decimal as well as calculated by the program. The future work of this 
study is utilizing the GED map in mobile robot navigation purpose. 
 
 
 
Figure 13. Full 25 x 25 Grid-Edge-Depth (GED) map with minimal object detected distance of 
each grid 
 
 
 
 
Minimum object 
detected distance 
Grid 1-1 
Grid 1-2 
Edge of detected 
object 
Grid 5-1 
Grid 4-1 
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Table 1. Grid 3-1 (55-64 of column and 130-144 of row) 
 
ROW-COLUMN 55 56 57 58 59 60 61 62 63 64 
130 500 500 500 500 500 123.5464 119.84 119.5411 119.5411 119.84 
131 500 500 500 500 500 500 500 500 500 500 
132 500 500 500 500 500 500 500 500 500 500 
133 500 500 500 500 500 500 500 500 500 500 
134 500 500 500 500 500 500 500 500 500 500 
135 500 500 500 500 500 500 500 119.5411 119.5411 119.84 
136 500 500 500 500 500 500 500 500 500 500 
137 500 500 500 500 500 500 500 500 500 119.5411 
138 500 500 500 500 500 500 500 500 500 500 
139 500 500 500 500 500 500 500 500 500 500 
140 64.43011 64.43011 64.43011 500 500 500 119.84 119.5411 119.5411 119.5411 
141 500 500 500 500 500 500 500 500 500 500 
142 500 500 500 500 500 500 500 500 500 500 
143 500 500 500 500 500 500 500 500 500 500 
144 500 500 500 500 500 500 500 500 500 500 
 
 
Table 2. Grid 3-2 (65-74 of column and 130-144 of row) 
 
ROW-COLUMN 65 66 67 68 69 70 71 72 73 74 
130 500 500 500 500 500 500 500 500 500 500 
131 119.84 119.84 119.84 119.84 119.84 119.84 119.2438 118.6535 118.3605 118.069 
132 500 500 500 500 500 500 500 500 500 500 
133 500 500 500 500 500 500 500 500 500 500 
134 500 500 500 500 500 500 500 500 500 500 
135 500 500 500 500 500 500 500 500 500 500 
136 119.84 500 500 500 119.84 500 500 500 500 500 
137 500 500 500 500 500 500 500 500 500 500 
138 119.84 500 500 500 500 500 500 500 500 500 
139 500 500 500 500 500 500 500 500 500 500 
140 500 500 500 500 500 500 500 500 500 500 
141 111.7389 111.4791 111.22 112 500 500 500 500 500 500 
142 500 500 500 500 112 114.4057 114.4057 114.4057 500 500 
143 500 500 500 500 500 500 500 114.1333 500 500 
144 500 500 500 500 500 500 500 113.8622 500 500 
145 500 500 500 500 500 500 500 500 113.8622 500 
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Table 3 Comparison  of  distance  measurement (1) 
 
Table 4 Comparison  of  distance  measurement (2) 
Distance measurement (in centimeter) 
 
Distance measurement (in centimeter) 
Grid 
Calculated 
distance 
Real 
distance 
Difference Condition 
 
Grid 
Calculated 
distance 
Real 
distance 
Difference Condition 
1 1 500 
 
500 No object 
 
1 1 500 
 
500 No object 
1 2 500 
 
500 No object 
 
1 2 500 
 
500 No object 
1 3 500 
 
500 No object 
 
1 3 500 
 
500 No object 
1 4 500 
 
500 No object 
 
1 4 500 
 
500 No object 
1 5 500 
 
500 
  
1 5 500 
 
500 No object 
   
 
         
2 1 500 
 
500 No object 
 
2 1 162 164 2 
 
2 2 500 
 
500 No object 
 
2 2 500 
 
500 No object 
2 3 500 
 
500 No object 
 
2 3 500 
 
500 No object 
2 4 500 
 
500 No object 
 
2 4 500 
 
500 No object 
2 5 500 
 
500 No object 
 
2 5 500 
 
500 No object 
   
 
         
3 1 102.44 100 2.44 
  
3 1 108.7 104.5 4.2 
 
3 2 105.12 100 5.12 
  
3 2 109.19 104.5 4.69 
 
3 3 216.91 214 2.91 
  
3 3 204.86 200 4.85 
 
3 4 171.81 167 4.81 
  
3 4 263.39 257 6.38 
 
3 5 114.13 110 4.13 
  
3 5 239.49 235 4.49 
 
             
4 1 107.48 105 2.48 
  
4 1 108.45 104.5 3.95 
 
4 2 107.96 105 2.96 
  
4 2 140.99 137 3.99 
 
4 3 216.91 214 2.91 
  
4 3 203.12 202 1.12 
 
4 4 167.02 165 2.02 
  
4 4 238.49 237 1.49 
 
4 5 147.95 140 7.95 
  
4 5 230.46 234 3.54 
 
             
5 1 500 
 
500 No object 
 
5 1 123.87 115 8.87 
 
5 2 115.5 110 5.5 
  
5 2 196.07 198 1.93 
 
5 3 500 
 
500 No object 
 
5 3 194.86 196 1.14 
 
5 4 500 
 
500 No object 
 
5 4 195.66 200 4.34 
 
5 5 182.96 180 2.96   
 
5 5 500   500 No object 
 
 
Figure 14. Comparison of calculated and real distance of detected object
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