There is growing evidence that changes in speech and language may be early markers of dementia, but much of the previous NLP work in this area has been limited by the size of the available datasets. Here, we compare several methods of domain adaptation to augment a small French dataset of picture descriptions (n = 57) with a much larger English dataset (n = 550), for the task of automatically distinguishing participants with dementia from controls. The first challenge is to identify a set of features that transfer across languages; in addition to previously used features based on information units, we introduce a new set of features to model the order in which information units are produced by dementia patients and controls. These concept-based language model features improve classification performance in both English and French separately, and the best result (AUC = 0.89) is achieved using the multilingual training set with a combination of information and language model features.
There is growing evidence that changes in speech and language may be early markers of dementia, but much of the previous NLP work in this area has been limited by the size of the available datasets. Here, we compare several methods of domain adaptation to augment a small French dataset of picture descriptions (n = 57) with a much larger English dataset (n = 550), for the task of automatically distinguishing participants with dementia from controls. The first challenge is to identify a set of features that transfer across languages; in addition to previously used features based on information units, we introduce a new set of features to model the order in which information units are produced by dementia patients and controls. These concept-based language model features improve classification performance in both English and French separately, and the best result (AUC = 0.89) is achieved using the multilingual training set with a combination of information and language model features.
Introduction
According to the World Health Organisation, the largest global challenge facing the world today is the rapid increase of the population aged over 65 years. It is projected to increase from 524 million in 2010 to 1.5 billion in 2050, with the largest increase in the developing world (Suzman and Beard, 2011) . This demographic trend has profound societal implications; for example, the number of persons affected by dementia will increase worldwide from 46 million in 2015 to 131.5 million in 2050 (Prince et al., 2015) . The most common underlying condition causing dementia is Alzheimer's disease (AD). Although no cure to this neurodegenerative disease has been found, experts agree that intervention in early stages is crucial to delay onset (Dubois et al., 2016) .
AD is characterised by a global impairment of cognitive functioning, with specific deficits in episodic memory, executive functioning, perceptual speed and language (Bäckman et al., 2005; Weiner et al., 2008) .
Machine learning experiments using speech and language for the detection of dementia or related disorders have been conducted in many languages, including English (Roark et al., 2011; Mirheidari et al., 2016; Fraser et al., 2016; Asgari et al., 2017) , French (Tröger et al., 2017; König et al., 2018) , German (Weiner et al., 2016) , Hungarian (Szatloczki et al., 2015; Vincze et al., 2016) , Spanish (Meilán et al., 2014) , Greek (Satt et al., 2013) , Swedish (Lundholm Fors et al., 2018; Fraser et al., 2018a) , Japanese (Shibata et al., 2016) , Portuguese (Aluísio et al., 2016) , and Mandarin Chinese (Lai et al., 2009 ). Most studies acknowledge that small data sets are a limitation and describe the difficulties in gathering more data, including the challenges in patient recruitment, the expense of running clinically-based studies, and the manual effort required for transcription and annotation.
Here, we consider whether it could be possible to increase the amount of available data by augmenting a corpus in one language with data from another language, and thus improve predictive per-formance without the need for new data collection. Specifically, we consider augmenting a relatively small French dataset with a much larger English one. The two aims of this study are: (1) to identify a set of features that are both useful for the detection of dementia and that we expect to transfer across different languages, and (2) to improve classification results on the French dataset by augmenting the training set with English data.
2 Background and Related Work 2.1 Narrative Analysis in AD One way to assess language is through narrative speech, such as that elicited by the Cookie Theft Picture (CTP) task (Goodglass et al., 2000) . In this task, participants are asked to describe the content of a line drawing of a kitchen scene, where a boy can be seen standing on a stool, trying to reach a cookie jar, while a woman is preoccupied washing dishes. In this study, we analyse CTP narratives, due to the widespread use of the task in multiple languages.
Narrative speech can be analysed on a number of levels, including phonology, morphology, syntax, semantics, and pragmatics. Here, our goal is to extract features that both predict AD and are likely to transfer across different languages. Although other studies have used acoustic features for this task (Meilán et al., 2014; König et al., 2018) , there are well-documented differences in the phonology and prosody of French and English (Bertrán, 1999; Vaissière, 2002) . Syntax and morphology also differ across languages, and the degree to which they are impaired in mild to moderate AD is unclear (Taler and Phillips, 2008) . Pragmatic ability in AD may be disrupted (Chapman et al., 1998; Boschi et al., 2017) ; however, the CTP is not ideally suited for assessing pragmatics.
Instead, we focus on the semantic level, with the assumption that while the specific vocabulary will be different across languages, the underlying meanings or semantic concepts expressed should be the same. Features relating to semantic content are also motivated by the AD literature. Cuetos et al. (2007) reported a significant reduction in semantic units produced by pre-clinical AD participants, relative to controls, on the CTP task. Croisile et al. (1996) studied CTP descriptions from French participants, and found that the AD descriptions were shorter and less informative than the control descriptions. They measured information content by scoring the narratives against a gold standard list of 23 expected "information units", which have been widely used in subsequent research.
NLP for AD Classification
Several recent studies have used NLP and machine learning to analyse speech samples from people with dementia and other cognitive disorders. Most relevant here, are those which focus on picture description tasks in English or French.
DementiaBank 1 is a large database of CTP narratives from AD patients and controls, containing primarily English data. A number of recent papers report classification results on this corpus (Prud'-hommeaux and Roark, 2015; Fraser et al., 2016; Al-Hameed et al., 2016; Yancheva and Rudzicz, 2016; Sirts et al., 2017) . Language analysis of English-language CTP data from other sources has also been used to differentiate between different underlying pathologies in AD (Rentoumi et al., 2014) , and variants of frontotemporal lobar degeneration (Pakhomov et al., 2010) .
In French, picture description was one of multiple tasks used to elicit speech for the classification of participants with mild cognitive impairment and AD reported by König et al. (2015) and König et al. (2018) , although only acoustic processing was used.
Multi-and Cross-Lingual NLP
There has been very little prior work on multilingual or cross-lingual dementia classification. Rentoumi et al. (2018) presented preliminary results suggesting that some language features from CTP samples could transfer across Greek and English, but did not report classification results. Fraser et al. (2018b) studied a related task of detecting mild cognitive impairment (MCI), and found that classification results could be improved in both English and Swedish by incorporating multilingual topic modelling into the feature extraction pipeline; however, they did not consider multilingual classification directly.
More generally, multilingual NLP is an active and growing area of research. Some approaches to improving classifier performance on a resourcepoor target language by leveraging a resource-rich source language include: translate the target language to the source language (or vice versa) and train a unilingual classifier (Wan, 2009) ; extract features from the two languages separately and then use domain adaptation techniques to train a classifier for the target language (Blitzer et al., 2006; Prettenhofer and Stein, 2010) ; or determine a common representation for both languages and then extract features from the combined corpus to train a multilingual classifier (Ammar et al., 2016) . In the extreme case, one can also consider purely cross-lingual classification, in which the classifier is trained solely on the source language, but tested on the target language.
We use a supervised domain adaptation approach, similar to that of Daumé III (2007) , by considering each language to be a different domain. In related (though not multilingual) work, Masrani et al. (2017) also used this approach to adapt a dataset of AD narratives to their MCI classification task.
Class-Based Language Modelling
In contrast to the previous work on AD classification, we measure not only which information units are mentioned, but also the order in which they are mentioned. Our approach has some similarity to class-based language models (Brown et al., 1992) , in which words are first grouped into classes (or clusters), and then the language model is trained on the classes rather than the individual words. One benefit to this approach is improved generalisability (Hoidekr et al., 2006) , and another is the ability of classes to span different languages (Täckström et al., 2012) .
Methodology

Data
Data were taken from two corpora: a small French dataset (n = 57), collected at the Memory Clinic and Research Centre of the University Hospital Nice, and the Pitt subcorpus of DementiaBank, containing 550 English samples 2 . Detailed information about the protocols for each study can be found in Tröger et al. (2017) and Becker et al. (1994) . In both cases, ethics approval for the data collection was obtained from the local governing bodies.
The demographics for the participants in each language are shown in Table 1 . In both studies, the participants were asked to perform the CTP task in their respective languages. In English, the image was shown on paper and speech was digitally recorded, while in the French study, the image was displayed on a tablet and speech was recorded via the tablet microphone.
Features
The English and French audio samples were manually transcribed using the CHAT protocol (MacWhinney, 2014) . A set of pre-defined information units found in the CTP was determined as an extension to Croisile et al. (1996) , and is given in Table 2a . Mentions of information units were determined using keyword-spotting (based on manually-constructed word lists specific to each language), and used to translate the full narratives to sequences of information units. As an example, the English A boy is standing on a stool and French Le garçon est sur un tabouret would both be mapped to the sequence BOY STOOL.
Features relating to the occurrence of each distinct information unit comprise the info feature set, described in Table 2b . Additionally, new features are derived from language models build on the sequence of information units. To this end, concept-based language models are trained for English and French in a leave-one-out fashion, using the kenlm framework (Heafield, 2011) . Models up to 5-grams were constructed. For each participant, two language models are constructed for each n: one trained on the healthy control (HC) population and one trained on the AD population. The participant is left out of the model built on their associated diagnostic group. The trained language models are then applied to the held-out participant's sequence of information units and various language model (LM) features are extracted (Table 2c) . ratio unit For each information unit, the number of times that unit was mentioned, divided by the total number of words in the original narrative (23 features) unique concept density Total number of information units which were mentioned at least once, divided by the total number of words in the original narrative (1 feature) unique concept efficiency Total number of information units which were mentioned at least once, divided by the duration of the sample in seconds (1 feature) total concept density Total number of words referring to information units, divided by the total number of words in the original narrative (1 feature) total concept efficiency Total number of words referring to information units, divided by the duration of the sample in seconds (1 feature) (b) info features perplexity class n-gram The perplexity assigned to the sample by each of the eight language models, where n = 2, 3, 4, 5, and the models are trained on data from either the AD or HC class. (8 features) score class n-gram The log probability assigned to the sample by each of the eight language models. (8 features) max perplexity class n-gram The maximum perplexity, computed over all n-grams in a sample, for each of the eight language models. (8 features) min score class n-gram The minimum log probability, computed over all n-grams in a sample, for each of the eight language models. (8 features) (c) LM features Table 2 : Top, the information units extracted from CTP narratives. Bottom, the info and LM features that are computed from the resulting sequence of information units.
Unilingual Classification
To evaluate the performance of the three proposed feature sets (info, LM, and info+LM), we first train classifiers to distinguish between HC and AD participants within a given language. To examine the importance of certain features, we restrict ourselves to more explainable linear models, namely logistic regression (LR) and linear support vector machines (SVM) (Pedregosa et al., 2011) . In both cases, we use L 1 regularisation to promote sparsity in the feature weights.
Area under the Receiver-Operator curve (AUC) is reported as the evaluation parameter. Due to the small size of the French dataset, we use leavepair-out cross validation (LPO-CV), which has been shown to produce an unbiased estimate for AUC on small datasets (Airola et al., 2009) , and has also been used in related work (Roark et al., 2011) . However, since LPO-CV is computationally very costly, we instead use 10-fold crossvalidation (10-CV) for English, making sure that any samples for a given participant occur in either the training set or the test set, but not both. For LPO-CV we compute AUC and its standard deviation as described by Roark et al. (2011) ; for 10-CV we compute the AUC in each test fold and then report the average and standard deviation over folds.
Feature scaling and hyper-parameter optimisation is done on the training set in each fold. Features are scaled using Maximum-Absolute Scaling to preserve the binary nature of the info features. For both SVMs and LR, C was optimised between C ∈ [10 −4 , ..., 10 4 ] using a grid search.
Multilingual Classification
Our goal is to improve classification in French, by incorporating training data from English. To this end, we examine multiple ways to combine data from both English and French in the training set.
We first consider domain adaptation, where we treat French as the target domain and English as the source domain. We implement the AUGMENT method of Daumé III (2007) , which involves augmenting the feature space with source-specific, target-specific, and combined versions of all the original features, allowing the classifier to assign a higher weight to the combined version when that feature transfers well across domains, while also retaining source-and target-specific information where appropriate.
We consider as well as the baseline methods described in Daumé III (2007) : WEIGHT, in which the samples from the source domain are assigned reduced weights in the model; PRED, in which the prediction made by the source classifier is used as an additional feature in the target model; LIN-INT, in which the predictions from the source and target models are linearly interpolated; and ALL, in which target and source data are simply combined in a single training set. Due to the limited size of our data, we do not optimise the weighting factors in WEIGHT and LININT, but rather assume the two languages should be given equal importance, and use a weighting factor of 0.1 in WEIGHT (since the English data is 10 times the size of the French data), and 0.5 in LININT.
Another option is to combine the French and English datasets before extracting features. Specifically, we first replace the word-level transcripts with the sequence of information units, and then combine the two datasets and train the language models over the multilingual corpus, thus generating multilingual language models.
Cross-Lingual Classification
To understand how well a trained classification model in one language could be applied to another, we also perform cross-lingual experiments. For this, we train language and classification models in one language and test it on the other.
Results
The results of the classification experiments are presented in Figure 1 .
Unilingual Classification
In French, for both LR and SVM, using LM features leads to higher AUC than the info features, and the combination of features is more effective than either feature set alone. In the English case, the LM and info features lead to equivalent performance individually, but the AUC is again marginally improved when the feature sets are combined, suggesting that they are capturing at least somewhat complementary information.
Domain Adaptation Results
For French, the LM features generally do not benefit from domain adaptation, with equivalent or poorer AUC relative to the unilingual case. The best result with the LM features is achieved in the AUGMENT scenario, where the classifier can select the French LM features only (although this result holds only for the SVM classifier). In contrast, the info features do benefit from the additional data available through domain adaptation, and lead to better results than the unilingual baseline. The best overall result of AUC = 0.89 is achieved by combining the feature types in the ALL configuration. For English, we do not expect to see much benefit from including the (much smaller) French dataset. The WEIGHT adaptation technique is not feasible when the source data is smaller than the target data, and the LININT technique performs poorly, as it assigns too much importance the smaller and out-of-domain dataset. However, we do see marginal improvements using ALL and AUGMENT, reflecting the value of increasing the training set size by roughly 10%. The best result of AUC = 0.84 is achieved in the ALL condition, using the combined feature set.
Multilingual LM Results
Using the multilingual LM does not affect the info features, and therefore Figure 1 shows only the LM and info+LM results. Clearly, the multilingual LM approach does not work well here. Unlike in domain adaptation, combining the datasets using this method assumes that information units will be produced in the same order in the two languages. While French and English are similar in this respect, there are many possible counter-examples, such as cookie jar (COOKIE JAR) versus boîteà biscuits (JAR COOKIE).
Cross-Lingual Classification
When training entirely on English data and testing on French, the results using info and info+LM features are significantly improved over the unilingual baseline, while the LM results are reduced, once again indicating that the info features transfer better across languages. The results are very similar to those using the ALL technique for domain adaptation, suggesting that in that case, model training is dominated by the English data.
To further explore the similarity in performance in the ALL and cross-lingual cases, we examine the effect of incrementally increasing the amount of English data in the training set, when testing on French data. Figure 2 displays the classification performance of SVM and LR classifiers trained either using the ALL method of domain adaptation or cross-lingually with increasing amounts (10% at a time) of the English data. Considering first the ALL method (red and blue), at x = 0 there is no English data, and so we recover the French unilingual baseline. As we increase the amount of English data in the training set, performance slowly increases, eventually reaching the values reported in Figure 1 . Considering next the cross-lingual case (yellow and green), we see that training on only 10% of the English data (55 samples) results in much poorer AUC values. However, each further 10% increases the classification performance. At 80% of English data (440 samples) the multiand cross-lingual cases converge in performance. Thus, it would appear that domain adaptation is more data-efficient, as we achieve close to optimal results with a smaller proportion of English data, but that the cross-lingual approach can be equally effective, given a large enough corpus.
Feature Analysis
Finally, we examine the features to determine which features are most useful to the task of dementia detection, and to compare the selected features in the unilingual and multilingual cases. Figure 3 shows the median absolute value of the weights assigned to each feature, for English and French, in the unilingual and multilingual ALL condition. The L 1 regularisation serves to set many feature weights to zero.
As a high-level observation, in both the uni-and multilingual cases, relatively more info features are selected, and relatively fewer LM features. Of the LM features that are selected, those which relate to the maximum perplexity or minimum probability appear to be more useful. These features capture locally anomalous speech patterns, relative to either the AD or control language models.
In the unilingual case, the French models show a preference for the binary "has" features (indicating whether or not an information unit has been mentioned). Only 4 of the "ratio" features and none of the density or efficiency features have a median value greater than zero. However, these features are relevant to the task, and potentially more generalisable (e.g., total concept efficiency differs between the French AD and HC groups with p < 0.001 on a t-test, and represents an aggregate score rather than depending on the presence or absence of a single information unit). Such features are selected more often in the multilingual case, and lead to improved performance. One explanation for this could be that in the small French training set, spurious correlations due to noise can overpower the real signal, and lead to less relevant features being assigned high weights, while correlated (but perhaps actually more relevant) features are suppressed. By increasing the size of the training set with English data, the signal-to-noise ratio is improved, and a better set of features is selected.
Generally, the feature values (not shown) support the intuition that controls mention more of the information units in the image (higher "has" feature values), convey information more efficiently, with fewer off-topic words (higher density and efficiency scores), and organize the narrative in a more predictable way (narratives have lower perplexity and higher probability) than the AD participants. Again, these trends are more apparent in the English data than the French data, likely due to the relatively larger number of samples.
Discussion
One perhaps surprising result of this study was that naively combining features in the ALL condition led to better results than the AUGMENT algorithm. However, this is in line with the original findings of Daumé III (2007) , where he identified a set of tasks where AUGMENT performed sub-optimally: specifically, those cases where training on sourceonly data was better than training on target-only data. This is precisely the case we have here, as training cross-lingually (on English source data) leads to better results than training unilingually (on French target data). The explanation offered by Daumé III is, "If the domains are so similar that a large amount of source data outperforms a small amount of target data, then it is unlikely that blowing up the feature space will help." In some sense, then, these results are confirmation that we have indeed identified a set of features over which the two languages (i.e. domains) are very similar.
The fact that the ALL configuration is optimal in both French and English has an added practical benefit: since there is no distinction between source and target features, the resulting classifier is language-agnostic. This means that test data could come from either language, in a hypothesized future screening application.
While our goal in this paper was not to push the state-of-the-art on the DementiaBank dataset, we do find that our best English result (AUC=0.84, which corresponds to an accuracy of 75% and F 1 score of 0.77) is comparable to the other published results on this dataset (Prud'hommeaux and Roark, 2015; Yancheva and Rudzicz, 2016; Sirts et al., 2017; Fraser et al., 2016; Hernández-Domínguez et al., 2018) . There are no previously published results on the French dataset.
Conclusion and Future Work
In this work, we have shown that there are features which can both distinguish AD patients from healthy controls with a high degree of accuracy, and also generalize across languages. By incorporating a large English dataset, we were able to improve the AUC on the French dataset from 0.85 to 0.89. We also developed a new set of features for this task, using concept-based language modelling, which improved AUC from 0.80 to 0.85 in the unilingual case, and 0.88 to 0.89 in the multilingual case. Future work will involve extending the set of features involved, incorporating data from other languages, and testing whether similar techniques can be effective for detecting earlier stages of cognitive decline, such as MCI. Other work from our group has also begun to explore the use of unsupervised methods and out-of-domain data sources (Li et al., 2019) .
Technical challenges aside, collaborations of this nature can be difficult due to the sensitive nature of the data, and the need to respect ethical guidelines and participant consent when sharing and storing data. With this in mind, we recommend to other researchers working in similar domains to consider from the outset whether their data could eventually be shared, and to make suitable provisions in their ethics protocols and participant consent forms. We look to DementiaBank as a model for this kind of data-sharing and openness, and hope that researchers can continue to find ways to share resources of this nature.
