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THE SMOOTHEST AVERAGE:
DIRICHLET, FEJE´R AND CHEBYSHEV
NOAH KRAVITZ AND STEFAN STEINERBERGER
Abstract. We are interested in the “smoothest” averaging that can be achieved by
convolving functions f ∈ ℓ2(Z) with an averaging function u. More precisely, suppose
u : {−n, . . . , n} → R is a symmetric function normalized to
∑n
k=−n u(k) = 1. We
show that every convolution operator is not-too-smooth, in the sense that
sup
f∈ℓ2(Z)
‖∇(f ∗ u)‖ℓ2(Z)
‖f‖ℓ2
≥
2
2n+ 1
,
and we show that equality holds if and only if u is constant on the interval {−n, . . . , n}.
In the setting where smoothness is measured by the ℓ2-norm of the discrete second de-
rivative and we further restrict our attention to functions u with nonnegative Fourier
transform, we establish the inequality
sup
f∈ℓ2(Z)
‖∆(f ∗ u)‖ℓ2(Z)
‖f‖ℓ2(Z)
≥
4
(n+ 1)2
,
with equality if and only if u is the triangle function u(k) = (n+ 1 − |k|)/(n + 1)2.
We also discuss a continuous analogue and several open problems.
1. Introduction and results
1.1. Smooth averaging. It is often desirable to obtain “smoothed” local averages of
a function f from either Z or R to C. Think, for instance, of the performance of an
athlete over a certain period of time, or the value of a stock during a three-hour window
in the afternoon: erratic local behavior (noise) in the raw data can conceal longer-term
trends. One natural way to reduce noise is to replace each value of f with a weighted
average of the nearby values of f . Inspired by the axiomatic approach in game theory
(see, e.g., [20, 30, 31]), one can ask if there is a particularly canonical way of obtaining
such smooth averages. Certainly, it is natural to require that the averaging process
be invariant under translation (so that the process behaves the same everywhere). We
should also like the averaging process to preserve overall size (ℓ1-mass in the discrete
setting and L1-mass in the continuous setting). These considerations suggest that we
should average f by convolving it with a (fixed) symmetric function u that has the
normalization
∑
k∈Z u(k) = 1 or
∫
R
u(x)dx = 1. Moreover, we may wish to restrict the
scale on which the averaging is done by either fixing a higher moment of u or bounding
its support. But which function u should one choose? The characteristic function on
the desired length scale is certainly a classical choice, as is a Gaussian. In a certain
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2sense, there is no single “right” answer—it is a matter of taste. But there can be a
right answer if we list additional desirable properties of u.
Question. Which properties of an averaging kernel u (and the resulting averages f ∗u)
are desirable? Which functions u best satisfy these properties?
This question has received significant attention in the context of image processing
(e.g., [2, 22, 25, 26, 33, 35, 38]). The second author [34] recently proposed a particular
approach for the continuous setting: we can measure the smoothness of a function
by the L2-norm of its derivative and then ask which u best uniformly minimizes the
quantity ‖∇(f ∗ u)‖L2 (relative to ‖f‖L2). The investigation of this question led to
new uncertainty principles for the Fourier transform, families of conjectured optimal
averaging kernels, and interesting sign patterns in the hypergeometric function 2F1.
The main purpose of the present paper is to consider analogous discrete problems. Our
results can thus be interpreted in the context of sharp uncertainty-type principle in
harmonic analysis (in a similar flavor as, e.g., [1, 3, 5, 6, 7, 8, 9, 11, 16, 17, 18, 19, 21]).
They are also related to recent advances on other convolution-type inequalities in the
discrete setting (e.g., [12, 23, 28, 32]).
1.2. Two sharp inequalities. We now discuss two inequalities that provide answers
to our Question for certain natural notions of smoothness. Throughout this subsection,
take u : {−n, . . . , n} → R to be a symmetric (even) function with the normalization
n∑
k=−n
u(k) = 1,
and suppose that we smooth a function f ∈ ℓ2(Z) by convolving it with u (and using
f ∗ u as the smoothed average). First, suppose we measure smoothness of a function
by the ℓ2-norm of its discrete derivative, which is given by (∇f)(k) = f(k + 1)− f(k).
So we wish to find u that uniformly minimizes ‖∇(f ∗ u)‖ℓ2 over all choices of f with
fixed ‖f‖ℓ2 . This problem turns out to have a particularly clean solution.
Theorem 1. Let u : {−n, . . . , n} → R be a symmetric function with normalization∑n
k=−n u(k) = 1. Then we have the inequality
sup
06=f∈ℓ2(Z)
‖∇(f ∗ u)‖ℓ2(Z)
‖f‖ℓ2
≥ 2
2n+ 1
,
with equality if and only if u is the constant function u(k) = 1/(2n + 1).
This sharp inequality demonstrates a sense in which averaging in the classical way
(i.e., with an unweighted mean of nearby values) is a reasonable strategy: it minimizes
the worst-case first-order oscillation in the smoothed function. Theorem 1 also lends
support to a conjecture in [34] that the characteristic function is extremal for a related
continuous problem. Suppose we measure smoothness of a function instead by the
ℓ2-norm of its discrete Laplacian (second derivative), which is given by (∆f)(k) =
(∇2f)(k) = f(k+2)−2f(k+1)+ f(k). So we wish to find u that uniformly minimizes
‖∆(f ∗u)‖ℓ2 over all choices of f with fixed ‖f‖ℓ2 . This problem appears to be difficult
in general (as discussed below), but we can obtain a solution if we additionally require
u to have nonnegative Fourier transform.
3Theorem 2. Let u : {−n, . . . , n} → R be a symmetric function with normalization∑n
k=−n u(k) = 1 and nonnegative Fourier transform. Then we have the inequality
sup
06=f∈ℓ2(Z)
‖∆(f ∗ u)‖ℓ2(Z)
‖f‖ℓ2
≥ 4
(n+ 1)2
,
with equality if and only if u is the triangle function u(k) = (n+ 1− |k|)/(n + 1)2.
This inequality shows that convolving with any admissible kernel will, at least for one
fuction f ∈ ℓ2(Z), result in larger second derivatives than convolving with triangle
function would; in this precise sense, the triangle function serves as the smoothest
average for second derivatives. We remark that we do not lose very much in either
of these theorems by assuming that u is symmetric: indeed, one can use the Triangle
Inequality to show that, for each fixed f , the symmetrization (u(k)+u(−k))/2 performs
at least as well as the original u(k). Our proofs will also show that these two theorems
continue being sharp if we limit our attention to real-valued functions f (as would be
the case in many natural applications).
1.3. Chebyshev polynomials as extremizers. The n-th Chebyshev polynomial (of
the first kind) is the unique polynomial Tn(x) of degree n such that
Tn(cos(ξ)) = cos(nξ).
Chebyshev polynomials are known to provide a solution to the problem of finding the
monic polynomial of degree n with the smallest possible deviation on an interval.
Theorem 3 (Chebyshev [13]). For every monic polynomial p(x) of degree n, we have
the inequality
max
x∈[−1,1]
|p(x)| ≥ 21−n,
with equality if and only if p(x) = 21−n · Tn(x).
We will require a variant of this problem in which one considers candidate polynomials
with fixed sum of coefficients (instead of fixed leading coefficient). Our main result says
that this problem is solved by a simple modification of the Chebyshev polynomials. We
introduce the function
gn(x) =
1
(n+ 1)2
· 1− Tn+1(x)
1− x
and record the following observations:
(1) The function gn is a polynomial of degree n since
1− Tn+1(1) = 1− Tn+1(cos(0)) = 1− cos(n · 0) = 0
and hence we can factor (1− x) out of 1− Tn+1(x).
(2) The function gn(x) is nonnegative on [−1, 1] since |Tn+1(x)| ≤ 1 on this interval.
(3) We find that gn(1) = 1 by making the substitution x = cos(ξ) and computing
lim
x→1
1− Tn+1(x)
1− x = limξ→0
1− cos((n+ 1)ξ)
1− cos(ξ) = (n+ 1)
2.
4Theorem 4. Let p(x) be a polynomial of degree at most n that is nonnegative on [−1, 1]
and satisfies p(1) = 1. Then we have the inequality
max
x∈[−1,1]
(1− x)p(x) ≥ 2
(n+ 1)2
,
with equality if and only if p(x) = gn(x).
The polynomial g2n(x) turns out to always be a perfect square, which allows us to solve
a related problem. We introduce the function
hn(x) =
1
2n+ 1
(
1 + 2
n∑
k=1
Tk(x)
)
.
We will see that hn(x) is a polynomial that satisfies hn(x)
2 = g2n(x). We also note
that hn(1) = 1 because Tk(1) = 1.
Theorem 5. Let p(x) be a polynomial of degree at most n that satisfies p(1) = 1. Then
we have the inequality
max
x∈[−1,1]
(1− x)p(x)2 ≥ 2
(2n+ 1)2
,
with equality if and only if p(x) = hn(x).
Theorems 2 and 1 will turn out to be consequences of Theorems 4 and 5, respectively.
1.4. A continuous analogue. While investigating the continuous version of the main
Question, the second author established the following uncertainty principle.
Theorem 6 (Steinerberger [34]). For every α > 0 and β > n/2, there exists a constant
cα,β,n > 0 such that for all functions u ∈ L1(Rn), we have
‖|ξ|β · û‖αL∞(Rn) · ‖|x|α · u‖βL1(Rn) ≥ cα,β,n‖u‖
α+β
L1(Rn)
.
It is natural to wonder about the existence, uniqueness and structure of extremizing
functions. This determination is generally difficult, as is often the case for such sharp
inequalities. In the special case where n = β = 1, Theorem 6 simply says that
‖|ξ| · û‖αL∞(R) · ‖|x|α · u‖L1(R) ≥ cα‖u‖α+1L1(R).
It was then established in [34] that, for α ∈ {2, 3, 4, 5, 6}, the characteristic function
u = χ[−1,1] is a local extremizer for this inequality in the class of compactly supported
functions on [−1, 1] that are three-times continuously differentiable. The curious re-
striction of α to these indices is due to an algebraic step in the proof that relies on
a certain sign pattern for 2F1. This sign pattern seems easy to verify or falsify for
any particular α ∈ N (as was done for α ∈ {2, 3, 4, 5, 6}), and it may well hold for all
integers α ≥ 2. It is less clear how to establish the corresponding result for real α ≥ 2.
This local stability property of χ[−1,1] can be interpreted as a continuous analog
of Theorem 1 (smoothness measured by the first derivative). Thus, our Theorem 2
(smoothness measured by the second derivative, with a restriction to functions with
nonnegative Fourier transorm) corresponds to the n = 1, β = 2 case of Theorem 6,
5with the additional restriction that û be nonnegative. It is natural to ask whether or
not u(x) = 1− |x| is a local extremizer for the inequality
‖|ξ|2 · û‖αL∞(R) · ‖|x|α · u‖2L1(R) ≥ cα‖u‖α+2L1(R)
in the class of L1-functions with nonnegative Fourier transform. We specialize to the
case α = 2, although (in analogy with the discussion above) our findings may be valid
for a wide range of values of α; a uniform treatment of all α seems to be more difficult.
Theorem 7. There exists a constant c > 0 such that for all functions u ∈ L1(R), we
have
‖û · |ξ|2‖2L∞ · ‖u · |x|2‖2L1 ≥ c‖u‖4L1 .
Moreover, u(x) = 1−|x| is a local extremizer in the class of all symmetric C3-functions
compactly supported on [−1, 1] with nonnegative Fourier transform.
More precisely, we will show that for each symmetric function f : [−1, 1] → R such
that f̂(ξ) ≥ 0 for all ξ ∈ R and f̂(ξ) has sufficient decay, the functional
Jf (ε) =
‖ ̂(u+ εf) · |ξ|2‖2L∞ · ‖(u+ εf) · |x|2‖2L1
‖u+ εf‖4
L1
satisfies J ′f (0) > 0. We do not know whether or not 1−|x| is actually a global extremizer
among all functions with nonnegative Fourier transform (without any conditions on the
support). The analogy with Theorem 2 suggests that it could be an optimizer among
positive-definite functions with support on [−1, 1]. The stability analysis in the proof
of Theorem 7 makes use of the following curious proposition that is also of interest in
its own right.
Proposition 8. Let f ∈ L1[−1, 1] satisfy f̂(n) ≥ 0 for all n ∈ Z \ {0}. Then
sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2 ≥ 2π2
∫ 1
−1
f(x)(1− 3x2) dx.
with equality if and only if f(x) = c(1 − |x|) for some constant c ≥ 0.
Like its analog in [34], this amusing identity looks as if it may be a representative of
a larger family of identities. It would be interesting to gain a better understanding of
when such inequalities are possible.
1.5. Open problems. As suggested above, it is possible to measure smoothness with
a differential operator other than the discrete derivative and Laplacian. By taking a
Fourier transform, one can reduce the problem of finding an optimal kernel u to that
of finding u that minimizes
max
ξ∈T
∣∣∣r(eiξ)∣∣∣ · ∣∣∣∣∣
n∑
k=−n
u(k)eikξ
∣∣∣∣∣
2
,
where r is a polynomial that depends on the differential operator chosen. This problem
seems difficult in general, but it may be tractable for some particularly nice differential
operators. We also emphasize that the analog of Theorem 2 without the requirement of
u having nonnegative Fourier transform remains open. Finally, it could be interesting
6to establish more robust and direct connections between the continuous and discrete
versions of the questions raised in this paper. This type of correspondence has recently
proven fruitful in some areas of additive combinatorics (e.g., [4, 10, 14, 15, 24, 27, 29]).
2. Proofs
In Section 2.1, we prove the main polynomial inequality Theorem 4 and derive The-
orem 5 as a corollary. In Section 2.2, we use Fourier analysis to reduce Theorems 1
and 2 to Theorems 5 and 4, respectively. In Section 2.3, we prove Theorem 7, together
with Proposition 8.
2.1. Polynomial extremizers. We begin by establishing Theorem 4. The argument
is a modification of the standard proof for Chebyshev’s well-known Theorem 3. Recall
the definition of our (claimed) degree-n extremal polynomial
gn(x) =
1
(n+ 1)2
· 1− Tn+1(x)
1− x .
Proof of Theorem 4. Consider the polynomial of degree n+ 1 given by
(1− x)gn(x) = 1
(n+ 1)2
(1− Tn+1(x)).
The relationship Tn+1(cos(ξ)) = cos((n + 1)ξ) makes it clear that, for x ∈ [−1, 1], this
polynomial assumes values between 0 and 2/(n+1)2. Moreover, as x decreases from 1
to −1, it alternately assumes these two extremal values a total of n+2 times (including
at x = 1). Now, let p(x) be a polynomial of degree at most n that is nonnegative on
[−1, 1] and satisfies p(1) = 1, and suppose that
max
x∈[−1,1]
(1− x)p(x) ≤ 2
(n+ 1)2
.
We will show that necessarily p(x) = gn(x). Recall that gn(1) = p(1) = 1. In particular,
the difference p(x)− gn(x) has a root at x = 1, so we can write
p(x)− gn(x) = (1− x)q(x),
where q(x) is a polynomial of degree at most n − 1. We will show that q(x) ≡ 0
uniformly. Since 1−x is strictly positive on [−1, 1), we see that (1−x)(p(x)−gn(x)) =
(1 − x)2q(x) and q(x) have the same sign everywhere on this interval. For each x∗ ∈
[−1, 1) satisfying (1−x∗)gn(x∗) = 0, the assumption on p tells us that (1−x∗)p(x∗) ≥ 0,
whence we conclude that q(x∗) ≥ 0. By the same argument, we have that q(x′) ≤ 0
for each x′ ∈ [−1, 1) satisfying (1 − x′)gn(x′) = 2/(n + 1)2. Since the n + 1 values of
x∗ and x′ interlace (as described above), we see that q(x) has at least n sign changes.
But the number of sign changes of a nonzero polynomial is at most its degree, so we
conclude that q(x) is the zero polynomial. This concludes the proof. 
Theorem 5 follows immediately from the claim that hn(x)
2 = g2n(x). This relation
is straightforward to check once we make the substitution x = cos(ξ) and recognize
hn(cos(ξ)) =
1
2n+ 1
· sin((n+ 1/2)ξ)
sin(ξ/2)
7as the Dirichlet kernel Dn(ξ). The further computation
Dn(ξ)
2 =
1
(2n + 1)2
·
(
sin((n+ 1/2)ξ)
sin(ξ/2)
)2
=
1
(2n + 1)2
· 1− cos
2((n + 1/2)ξ)
1− cos2(ξ/2)
=
1
(2n + 1)2
· 1− cos((2n + 1)ξ)
1− cos(ξ)
shows that indeed hn(x)
2 = g2n(x).
Proof of Theorem 5. Note that p(x)2 is a polynomial of degree 2n that is nonnegative
on [−1, 1] and satisfies p(1)2 = 12 = 1. Then Theorem 4 tells us that
max
x∈[−1,1]
(1− x)p(x)2 ≥ 2
(2n+ 1)2
,
with equality if and only if p(x)2 = g2n(x). This equality condition establishes p(x) up
to a sign, the the assumption p(1) = 1 tells us that we must choose p(x) = hn(x). 
2.2. From discrete kernels to polynomial extremizers. We begin by recalling a
few facts from Fourier analysis. For any f : Z → R, we consider its Fourier transform
f̂ : T→ C given by
f̂(ξ) =
∑
k∈Z
f(k)e−iξk.
We will sometimes write f̂ = F(f) for readability. We recall the Convolution Theorem
f̂ ∗ g = f̂ · ĝ
and the Plancherel Identity∑
k∈Z
f(k)g(k) =
1
2π
∫
T
f̂(ξ)ĝ(ξ) dξ.
We also mention that the Fourier transform of a shifted function f(k −m) is given by
̂f(k −m) =
∑
k∈Z
f(k −m)e−iξk =
∑
k∈Z
f(k)e−iξ(k+m)
= e−iξm
∑
k∈Z
f(k)e−iξk = e−iξmf̂(ξ).
For instance, we immediately have
F(∇f) = (eiξ − 1)f̂
and
F(∆f) = (e2iξ − 2eiξ + 1)f̂ = (eiξ − 1)2f̂ .
We can now proceed with the proofs of Theorems 1 and 2.
8Proof of Theorem 1. We aim to understand the behavior of
‖∇(f ∗ u)‖2ℓ2 =
∑
k∈Z
|(∇(f ∗ u))(k)|2.
Applying the Plancherel Identity leads to the estimate∑
k∈Z
|(∇(f ∗ u))(k))|2 = 1
2π
∫
T
|eiξ − 1|2|f̂(ξ)|2|û(ξ)|2 dξ
≤ ‖|eiξ − 1|2|û(ξ)|2‖L∞(T) ·
1
2π
∫
T
|f̂(ξ)|2 dξ
= ‖|eiξ − 1|2|û(ξ)|2‖L∞(T) ·
∑
k∈Z
|f(k)|2,
and taking square roots gives
‖∇(f ∗ u)‖ℓ2(Z) ≤ ‖(eiξ − 1)û(ξ)‖L∞(T) · ‖f‖ℓ2 .
We claim that, for each choice of u, the constant ‖(eiξ − 1)û(ξ)‖L∞(T) on the right-
hand side is in fact optimal: the (only) inequality in these calculations can be made
arbitrarily close to equality by taking f̂ to have mass concentrated at a value of ξ ∈ T
where (eiξ − 1)û(ξ) achieves its maximum magnitude. (Since our extremizing choices
for u will turn out to be real, the real part of such an approximating function f shows
that one cannot hope for a better constant by restricting to purely real functions.)
Thus, we conclude that
sup
06=f∈ℓ2(Z)
‖∇(f ∗ u)‖ℓ2(Z)
‖f‖ℓ2
= ‖(eiξ − 1)û(ξ)‖L∞(T),
so our problem is reduced to minimizing the quantity
M(u) = ‖(eiξ − 1)û(ξ)‖L∞(T),
among all symmetric functions u : {−n, . . . , n} → R with normalization∑k∈N u(k) = 1.
Note that
M(u)2 = 2 max
0≤ξ≤2π
(1− cos ξ)
∣∣∣∣∣∑
k∈Z
u(k)e−iξk
∣∣∣∣∣
2
.
Since u is symmetric and real-valued, we can write∣∣∣∣∣∑
k∈Z
u(k)e−iξk
∣∣∣∣∣
2
=
(
u(0) +
n∑
k=1
2u(k) cos (kξ)
)2
.
Using Chebyshev polynomials to expand the cosines and then making the substitution
x = cos ξ, we get
M(u)2 = 2 max
−1≤x≤1
(1− x)pu(x)2,
where
pu(x) = u(0) +
n∑
k=1
2u(k)Tk(x)
9is a real-valued polynomial of degree at most n. Note that, since each Chebyshev
polynomial satisfies Tk(1) = 1, we have
pu(1) = u(0) +
n∑
k=1
2u(k)Tk(1) =
n∑
k=−n
u(k) = 1.
Theorem 5 tells us that
M(u)2 ≥ 4
(2n + 1)2
, i.e., M(u) ≥ 2
(2n+ 1)
,
with equality only for pu(x) = hn(x). Finally, it is immediate from the definition of
hn(x) that pu(x) = hn(x) corresponds to the choice u(k) = 1/(2n + 1). 
We prove Theorem 2 in much the same way.
Proof of Theorem 2. Replacing ∆ with ∇ in the argument from the previous proof
shows that
sup
06=f∈ℓ2(Z)
‖∆(f ∗ u)‖ℓ2
‖f‖ℓ2
= ‖(eiξ − 1)2û(ξ)‖L∞(T),
so our problem is reduced to minimizing the quantity
L(u) = ‖(eiξ − 1)2û(ξ)‖L∞(T),
among all symmetric functions u : {−n, . . . , n} → R with the normalization∑k∈N u(k) =
1 and the additional hypothesis that û is nonnegative. Expanding û using Chebyshev
polynomials and substituting x = cos ξ as before, we find that
L(u) = 2 max
−1≤x≤1
(1− x)pu(x),
where
pu(x) = u(0) +
n∑
k=1
2u(k)Tk(x)
is a real-valued polynomial of degree at most n. As before, we have pu(1) = 1. Note
also that pu(x) ≥ 0 on [−1, 1] by the assumption on û. Theorem 4 tells us that
L(u) ≥ 4
(n+ 1)2
,
with equality only for pu(x) = gn(x). It remains to show that pu(x) = gn(x) corresponds
to the choice u(k) = (n+ 1− |k|)/(n + 1)2. We recognize
û(ξ) = u(0) +
n∑
k=1
2u(k) cos(kξ) =
1
(n+ 1)2
· 1− cos((n+ 1)ξ)
1− cos(ξ)
as a normalization of the Feje´r kernel Fn(ξ). (Another way to see this is to note that the
discrete triangle function is the autoconvolution of the constant function and that the
Feje´r kernel is a normalization of the square of the Dirichlet kernel.) We immediately
see that pu(x) = gn(x) in this case, as desired. 
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2.3. The continuous triangle function kernel. We first show how to reduce The-
orem 7 to Proposition 8. The idea is to take u0(x) = max{1− |x|, 0} as our candidate
kernel and consider the effect of a slight perturbation. Our main tool is Taylor series
analysis (in the size of the perturbation). Given a function f : R → C, we will work
with its Fourier transform f̂ : R→ C as given by
f̂(ξ) =
∫
R
f(x)e−2πiξx dx.
A crucial ingredient of the proof is to use the compact support of f on [−1, 1]. This
allows us to also describe f via Fourier coefficients (in this case the value of the Fourier
transform of f evaluated at Z/2).
Proof of Theorem 7. Fix a function f : [−1, 1] → R that is three times continuously
differentiable and has strictly positive Fourier transform, and consider the functional
Jf (ε) =
‖ ̂(u0 + εf) · |ξ|2‖2L∞ · ‖(u0 + εf) · |x|2‖2L1
‖u0 + εf‖4L1
.
We will expand this functional up to first order and show that
Jf (ε) = Jf (0) + cfε+ o(ε),
where cf > 0 is a constant depending only on f . We will examine the behavior of the
terms in Jf (ε) one at a time.
First, consider I(ε) = ‖(û0+εf̂)·|ξ|2‖L∞ as ε→ 0. Computing the Fourier transform
û0(ξ) =
sin (πξ)2
(πξ)2
,
we note that û0(ξ) · |ξ|2 = sin(πξ)2/π2 oscillates between 0 and 1/π2 and attains the
latter value precisely when ξ is a half-integer. Our goal is to show that
(1) I(ε) =
1
π2
+ ε sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2 + o(ε),
and our strategy involves the following three steps:
(i) For each ε > 0, there is some ξ such that |(û0+εf̂)·|ξ|2| = I(ε), i.e., the maximum
magnitude is actually attained.
(ii) This maximum is attained only for ξ very close to a half-integer. More precisely,
every ξ with |(û0+ εf̂) · |ξ|2| = I(ε) must lie at a distance of at most O(
√
ε) from
some half-integer.
(iii) Finally, outside of some trivial cases, taking ε sufficiently small guarantees that
the maximum is attained only near half-integers of a uniformly bounded size.
We see that (i) is trivially satisfied if I(ε) = ‖û0 · |ξ|2‖L∞ = 1/π2: indeed, the max-
imum magnitude is achieved whenever ξ is a half-integer (because f̂ is nonnegative).
Suppose now that I(ε) > ‖û0 · |ξ|2‖L∞ strictly. Since f is C3, we know that f̂ decays at
least as quickly as |ξ|−3. In particular, f̂(ξ)·|ξ|2 = O(1/|ξ|), and this quantity is smaller
than (I(ε)−‖û0 · |ξ|2‖L∞)/2 for |ξ| sufficiently large. Using the Triangle Inequality, we
conclude that (û0+εf̂) · |ξ|2 approaches its supremum only within some bounded closed
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interval and hence that the supremum is actually attained (by compactness), as desired.
Next, we show that (û0 + εf̂) · |ξ|2 can attain its maximum magnitude only close to
where û0 · |ξ|2 = sin(πξ)2/π2 attains its maximum magnitude, i.e., at half-integers. Set
ξ = n + 1/2 + δ, with n ∈ Z and |δ| ≤ 1/2. The standard bound sin(πξ)2 ≤ 1 − 4δ2
gives the inequality
(û0(ξ) + εf̂(ξ)) · |ξ|2 ≤ 1
π2
− 4δ
2
π2
+ ε|ξ|2 · f̂(ξ).
Since f̂(ξ)·|ξ|2 = O(1/|ξ|), we have a uniform bound ‖f̂(ξ)·|ξ|2‖L∞ = K <∞. Putting
these two facts together shows that
(û0(ξ) + εf̂(ξ)) · |ξ|2 < 1
π2
≤ I(ε)
unless
|δ| ≤ π
√
Kε
2
,
which establishes (ii). Henceforth, we restrict our attention to δ in this range. We can
say even more: since f is compactly supported, f̂ has derivatives of all order, and each
such derivative is uniformly bounded. Expanding εf̂ around ξ = n+ 1/2 gives
(2) εf̂(ξ) ≤ εf̂
(
n+
1
2
)
+ ε|δ| ·
∥∥∥∥ ddξ f̂
∥∥∥∥
L∞
= εf̂
(
n+
1
2
)
+O(ε3/2),
where we used the estimate δ = O(√ε). We now distinguish two possibilities for the
values of f̂ at the points n + 1/2. First, suppose f̂(n + 1/2) = 0 for all n ∈ Z. Using
the fact that all derivatives decay at least as quickly as |ξ|−3 (and, in particular, faster
than |ξ|−2), we see that
‖(û0 + εf̂) · |ξ|2‖L∞ =
1
π2
+ o(ε),
which certainly satisfies Equation (1). Henceforth, we restrict our attention to the case
where f̂(n+1/2) is not uniformly 0 for n ∈ Z. Choose somem such that f̂(m+1/2) > 0;
it follows that I(ε) ≥ 1/π2 + (f̂(m+ 1/2))ε grows at least linearly. Following the dis-
cussion in (i), we see that (û0 + εf̂) · |ξ|2 < I(ε) outside of some bounded interval that
is independent of the choice of ε. This establishes (iii).
The “easy” half of the inequality (1) is
I(ε) ≥ 1
π2
+ ε sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2.
Combining the observation from (iii) with Equation (2) gives that
I(ε) ≤ 1
π2
+ ε sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2 +O(ε3/2),
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whence we deduce (1). Squaring gives
I(ε)2 =
1
π4
+
2ε
π2
sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2 + o(ε).
The other two terms in the statement of the theorem are easy to linearize. Since u0 is
nonnegative, we have
‖(u0 + εf) · |x|2‖L1 =
∫ 1
−1
(1− |x|)|x|2 dx+ ε
∫ 1
−1
f(x) · |x|2 dx+O(ε2)
=
1
6
+ ε
∫ 1
−1
f(x) · |x|2 dx+O(ε2)
and thus
‖(u0 + εf) · |x|2‖2L1 =
1
36
+
ε
3
∫ 1
−1
f(x) · |x|2 dx+O(ε2).
As for the last term, it is easy to see that
‖u0 + εf‖4L1 =
(
1 + ε
∫ 1
−1
f(x)dx
)4
= 1 + 4ε
∫ 1
−1
f(x)dx+O(ε2).
Collecting all of the terms, we see that
Jf (ε) =
1
36π4
+ cfε+ o(ε),
where
cf =
1
3π4
∫ 1
−1
f(x) · |x|2 dx+ 1
18π2
sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2 − 19π4
∫ 1
−1
f(x) dx.
Regrouping, we find the statement cf > 0 to be equivalent to the inequality
sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2 > 2π2
∫ 1
−1
f(x)(1− 3x2) dx,
which is the content of Proposition 8. 
Finally, we complete the argument by proving Proposition 8.
Proof of Proposition 8. We can use the Plancherel Identity to obtain∫ 1
−1
f(x)(1− 3x2) dx = 1
2
∑
j∈Z/2
aj f̂(j),
where
aj =
∫ 1
−1
(1− 3x2) cos (2πjx) dx
and Z/2 denotes the set of integers and half integers. We observe first that a0 = 0. For
any nonzero integer k, we have
ak = − 3
k2π2
< 0.
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Finally, for any integer k, we have
ak+1/2 =
12
(2k + 1)2π2
> 0.
Let us introduce the parameter
γ = sup
n∈Z
f̂
(
n+
1
2
)
·
∣∣∣∣n+ 12
∣∣∣∣2,
so that
f̂
(
n+
1
2
)
≤ γ|n+ 12 |2
.
Since f̂(j) ≥ 0 for all j, we can argue that∫ 1
−1
f(x)(1− 3x2) dx = 1
2
[∑
k∈Z
akf̂(k) +
∑
k∈Z
ak+1/2f̂
(
k +
1
2
)]
≤ 1
2
∑
k∈Z
ak+1/2f̂
(
k +
1
2
)
≤ γ
2
∑
k∈Z
12
(2k + 1)2π2
· 1
(k + 12)
2
=
24γ
π2
∑
k∈Z
1
(2k + 1)4
= γ
π2
2
.
It remains to characterize cases of equality. Suppose that both of the inequalities in the
above calculation are equalities. From the first, we see that f̂(n) = 0 for all n ∈ Z\{0}.
From the second, we see that
f̂
(
n+
1
2
)
=
γ
|n+ 12 |2
for all n ∈ Z. Note that we have not yet said anything about the “constant value”
f̂(0) (essentially because a0 = 0 obscures any such information). Since our function f
is compactly supported on [−1, 1] by assumption, it is completely determined by the
values of its Fourier transform at the integers and half-integers. Since the value of f̂(0)
just determines the mean value of f , our information suffices to determine f up to an
additive shift. So we see that
f(x) = c(1 − |x|)χ[−1,1](x) + d
for some c, d ∈ R (where c depends on γ, and d depends on both γ and f̂(0)). Since
f is supported on [−1, 1] by assumption, we must have d = 0. Finally, we note that
c ≥ 0 because of the condition that f̂ is nonnegative. 
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