In the presence of heteroscedasticity and autocorrelation of unknown forms, the covariance matrix of the parameter estimator is often estimated using a nonparametric kernel method that involves a lag truncation parameter. Depending on whether this lag truncation parameter is speci…ed to grow at a slower rate than or the same rate as the sample size, we obtain two types of asymptotic approximations: the small-b asymptotics and the …xed-b asymptotics. Using techniques for probability distribution approximation and high order expansions, this paper shows that the …xed-b asymptotics provides a higher order re…nement to the …rst order small-b asymptotics. This result provides a theoretical justi…cation on the use of the …xed-b asymptotics in empirical applications. On the basis of the …xed-b asymptotics and higher order small-b asymptotics, the paper introduces a new and easy-to-use F test that employs a …nite sample corrected Wald statistic and uses an F-distribution as the reference distribution. Finally, the paper develops a novel bandwidth selection rule that is testing-optimal in that the bandwidth minimizes the type II error of the F test while controlling for its type I error. Monte Carlo simulations show that the F test with the testing-optimal bandwidth works very well in …nite samples.
Introduction
In linear and nonlinear models with moment restrictions, it is standard practice to employ the generalized method of moments (GMM) to estimate the model parameters. Consistency of the GMM estimator in general does not depend on the dependence structure of the moment conditions. However, we often want not only point estimators of the model parameters, but also their covariance matrix in order to conduct inference. A popular covariance estimator that allows for general forms of dependence is the nonparametric kernel estimator. The underlying smoothing parameter is the truncation lag (or bandwidth parameter) or the ratio b of the truncation lag to the sample size. See Newey and West (1987) and Andrews (1991) . In econometrics, this covariance estimator is often referred to as the heteroscedasticity and autocorrelation robust (HAR) estimator. The major di¢ culty in using the HAR covariance estimator to perform hypothesis testing lies in how to select the smoothing parameter b and how to approximate the sampling distribution of the associated test statistic.
In terms of distributional approximations, both the conventional small-b asymptotics and nonstandard …xed-b asymptotics are considered in the literature. In the former case, b is assumed to be small in that it goes to zero at certain rate with the sample size. The resulting covariance estimator is consistent and the Wald statistic is asymptotically 2 . In the latter case, b is assumed to be held …xed at a given value. The resulting covariance estimator is inconsistent and the Wald statistic has a nonstandard limiting distribution. See This paper has several objectives and makes several contributions. The …rst objective is to establish a standard approximation to the nonstandard limiting distribution given in KV (2005) . Under the …xed-b asymptotics, the HAR covariance estimator converges in distribution to a weighted sum of independent Wishart distributions. Motivated from the early statistics literature on spectral density estimation, we approximate the weighted sum of Wishart distributions by a single Wishart distribution with equivalent degree of freedom. A direct implication is that, after some modi…cation, the nonstandard …xed-b limiting distribution can be approximated by a standard F distribution. The advantage of using an F-approximation is that critical values are readily available from statistical tables and software packages.
The second objective is to investigate the relationship between the small-b asymptotics and the …xed-b asymptotics. SPJ (2008) consider a location model for a univariate time series and show that the critical values from the …xed-b asymptotics are higher order correct under the small-b asymptotics. Here we extend their result to a general GMM setting and prove that the …xed-b asymptotics is a higher order re…nement to the …rst order small-b asymptotics. We have therefore provided a theoretical justi…cation on the accuracy of the nonstandard approximation or the F-approximation derived in this paper.
The third objective is to provide a theoretical explanation on why the conventional Wald test has a severe size distortion when p; the number of restrictions being tested or the dimension of hypothesis space, is large. We show that the higher order corrected critical value is an increasing function of p and the bandwidth parameter b: The conventional Wald test can be severely size distorted as it uses critical values that do not depend on either p or b: On the basis of the asymptotic expansion of the …xed-b limiting distribution and the high order expansion under the small-b asymptotics, we propose a new F test.
The F statistic is equal to the Wald statistic divided by a …nite sample correction factor exp fb [c 1 + c 2 (p 1)]g or an asymptotically equivalent factor, where c 1 and c 2 are functionals of the kernel function used in the HAR estimation. The …nite sample correction can be regarded as an example of the Bartlett or Bartlett-type correction. See Bartlett (1937, 1954) . It corrects for the demeaning bias of the HAR estimator, which is due to the estimation uncertainty of model parameters, and the dimensionality bias of the Wald statistic, which will be made more precise later. The critical value used in the F test comes from the F distribution with degrees of freedom p and K =[1= (bc 2 )]. Compared to the standard 2 critical values, the F critical values capture the randomness of the HAR estimator. The F test is as easy to use as the standard Wald test as both the correction factor and the critical values are easy to obtain.
The fourth objective is to operationalize the F test by determining suitable values of the bandwidth parameter b: At the present, it is standard practice to use the bandwidth parameter that is optimal for the point estimation of the covariance matrix of the parameter estimator. This choice may not be optimal from a testing point of view. In hypothesis testing, our ultimate goal is to minimize the type II error hence maximize the power of the test while controlling for the type I error. This goal is di¤erent from the minimization of the mean squared error of the covariance estimator. In this paper, we propose a novel approach to select the bandwidth parameter that is optimal for hypothesis testing. More speci…cally, the testing-optimal bandwidth parameter minimizes the type II error subject to the constraint that the type I error is bounded by where is the nominal type I error and > 1 is the permitted tolerance towards the type I error. The type I and type II errors are approximately measured on the basis of higher order expansions.
The testing-optimal bandwidth is fundamentally di¤erent from the MSE-optimal band-width in terms of both the rate of convergence and the parameters on which they depend.
The testing-optimal bandwidth is tailored to the testing problem at hand. As a result, it depends on every aspect of the testing problem under consideration. For example, it depends on the null and local alternative hypotheses, the signi…cance level, and the number of restrictions being tested while the MSE-optimal bandwidth does not. When the permitted tolerance towards the type I error is small, the testing-optimal bandwidth is larger by an order of magnitude than the MSE-optimal bandwidth. In hypothesis testing, when the type I error is of greater concern, we should employ under-smoothing in order to achieve more bias reduction than that is required by the MSE criterion. The remainder of the paper is organized as follows. Section 2 describes the testing problem of concern and provides an overview of the …xed-b asymptotic theory. Section 3 establishes an F-approximation to the nonstandard …xed-b asymptotic distribution. Section 4 develops a high order expansion of the Wald statistic and introduces the F test. On basis of the high order expansion, the next section describes approximate measures of the type I and type II errors. It also gives an explicit and closed-form expression for the testingoptimal bandwidth for the F test. Section 6 presents simulation evidence and last section concludes. Proofs are given in the Appendix.
Autocorrelation Robust Testing
The model we consider is the same as Kiefer and Vogelsang (2005) . We are interested in a d 1 vector of parameters 2 R d : Let v t denote a vector of observations. Let 0 be the true value and assume that 0 is an interior point of the compact parameter space :
The moment conditions Ef (v t ; 0 ) = 0; t = 1; 2; :::; T hold if and only if = 0 where f ( ) is an m 1 vector of functions with m d and rank
the GMM estimator of 0 is then given bŷ
where W T is an m m positive de…nite weighting matrix. Let
Under some regularity conditions,^ T satis…eŝ
where~ T is a value between^ T and 0 . In the sequel, we use~ T and T to signify a generic value between^ T and 0 ; which may be di¤erent for di¤erent occurrences.
As in KV (2005), we make the following high level assumptions.
Under Assumptions 1-4, we have
where
To make inference on 0 ; we have to estimate the unknown quantities in V 1 : W 1 and G 0 can be consistently estimated by their …nite sample versions W T and G T . It remains to estimate : The kernel estimator T of takes the form of^
whereû t = f (v t ;^ T ) and k ( ) is a kernel function that is piecewise smooth. The associated estimator of V 1 is then equal tô
Consider the null hypothesis H 0 : r( 0 ) = 0 and the alternative hypothesis H 1 : r ( 0 ) 6 = 0 where r ( ) a p 1 vector of continuously di¤erentiable functions with …rst order derivative
The F-test version of the Wald statistic for testing H 0 against
To derive the limiting distribution of F T when b is …xed, we note that 
and
where W p (r) and V p (r) are p-dimensional Brownian motion and Brownian bridge processes, respectively. Then
for some p p matrix D such that
So under the null H 0 ; when b is held …xed at a value in (0; 1],^ T is inconsistent and
When there is no possibility of confusion, we use F 1 (p; b) to denote the random variable with distribution F 1 (p; b) and the distribution itself.
Thus, the F T statistic has a nonstandard limit distribution arising from the random limit of the LRV estimate^ T when b is …xed as T ! 1: However, as b decreases, the e¤ect of this randomness diminishes, and when b ! 0 the limit distribution approaches that of conventional 2 p =p distribution with consistent LRV estimates.
Expansion of the Nonstandard Limit Theory
This section develops an asymptotic expansion of the limit distribution given in (2) as the bandwidth parameter b ! 0: The asymptotic expansion and later developments in the paper make use of the following kernel conditions:
is symmetric, piecewise smooth with k(0) = 1 and
The Parzen characteristic exponent de…ned by
is greater than or equal to 1.
Assumption 5 imposes only mild conditions on the kernel function. All the commonly used kernels satisfy (i) and (ii). The assumption R 1 0 k(x)xdx < 1 ensures the integrals that appear in our proofs are …nite. It also enables us to use the Riemann-Lebesgue lemma.
For the Bartlett kernel, the Parzen characteristic exponent is 1: For the Parzen and QS kernels, the Parzen characteristic exponent is 2. We focus on these three kernels as they are positive semide…nite, a condition that ensures the positive semide…niteness of the associated LRV estimator.
De…ne
Following the same argument as in Sun (2010a), we can represent k b (r; s) as
where the right hand side converges uniformly over r; s 2 [0; 1]: Here n is an eigenvalue of the kernel and f n (r) is the corresponding eigenfunction, i.e. n f n (s) = R 1 0 k b (r; s)f n (r)dr: It follows from this representation that
n s iidN (0; I p ) and n 0 n follows W p (I p ; 1) ; a simple Wishart distribution. Hence the double stochastic integral is equal to a weighted sum of independent Wishart distributions. Let = W p (1) and H be an orthonormal matrix such that H = ( = k k ; ) 0 where is a p (p 1) matrix, then
where e 1 = (1; 0; 0; :::; 0; 0) 0 : Note that k k 2 is independent of H and HW p (r) has the same distribution as W p (r); so we can write
Let G p ( ) be the cdf of a central 2 p variate. Since
Let . To obtain some intuition about 11:2 ; consider a pseudo-regression of the form y n = x n + " n ; n = 1; 2; :::;
and " n is the error term. The OLS estimator of iŝ
and the projection error is" n = y n x n^ : The sum of squared projection errors is 
which is exactly 11:2 : So 11:2 can be regarded as the squared length of the projection errors (" 1 ; :::;" n ; :::) :
As b ! 0; we expect 11:2 to be concentrated around 1. By taking a Taylor expansion
and computing the moments of 11:2 , we can prove the following theorem.
Theorem 1 As b ! 0; we have
where The second comes from a dimension adjustment. When p > 1; 11:2 is not equal to 11 but its projected version. See Equation (6) . In contrast, when p = 1, 11:2 is equal to 11 and there is no dimension adjustment. Given that this type of bias depends on the dimension of the hypothesis space, we may refer to it as the dimensionality bias.
When p = 1; Theorem 1 reduces to Theorem 1 in SPJ (2008) . The main di¤erence between the scalar case and the multivariate case is the presence of the dimensionality bias. This bias depends on p; the number of restrictions being tested or the dimension of the hypothesis space. As p increases, the di¤erence between the nonstandard limiting distribution F 1 (p; b) and the standard distribution 2 p =p becomes larger. We now derive an alternative approximation to F 1 (p; b) when b ! 0: Note that
where n s iidN (0; I p ), s N (0; I p ) and n is independent of for all n: Let
We want to approximate the distribution of by a scaled Wishart distribution W p (I p ; K)=K for some integer K > 0. We select K to match their …rst two moments.
Let s W p (I p ; K)=K: By construction E = E = I p : For any symmetric matrix D;
we have
See Example 7.1 in Bilodeau and Brenner (1999) . Using this result, we can show that
In view of (9) and (10), we can set
That is, d W p (I p ; K)=K for the above K value where d denotes "is approximately equal to in distribution." As a result Hotelling (1931) ). By the well-known relationship between the F distribution and the T square distribution, we have
Using Lemma 2 in the appendix, we can approximate the correction factor by
Combining (11) and (12) and approximating F p;K p+1 by F p;K ; we obtain Theorem 2.
Theorem 2 Let F 1 (p; b) be the corrected statistic de…ned by
As b ! 0; we have
where K = d1= (bc 2 )e and d e denotes the integer part.
Theorem 2 holds for any that is asymptotically equivalent to
We provide only two possible choices in the theorem. In principle, we can also let =
g but they are not guaranteed to be positive in …nite samples. In our simulation study, we take = exp
The parameter K can be called the "equivalent degree of freedom (EDF)" of the LRV estimator. The idea of approximating a weighted sum of independent Wishart distributions by a simple Wishart distribution with equivalent degree of freedom can be motivated from the early statistical literature on spectral density estimation. In the scalar case, the distribution of spectral density estimator is often approximated by a chi-square distribution with equivalent degree of freedom; see Priestley (1981, p. 467) .
Note that the equivalent degree of freedom is proportional to 1=b where the variance of the LRV estimator is proportional to b: Hence, as b decreases, i.e. as the degree of smoothing increases, the equivalent degree of freedom increases and the variance decreases.
In other words, the higher the degree of freedom, the larger the degree of smoothing and the smaller the variance.
Let F p;K and F 1 (p; b) be the 1 quantiles of the standard F p;K distribution and the nonstandard F 1 (p; b) distribution, respectively. Then
That is,
In other words,
So for the original F statistic, we can use
as the critical value for the test with nominal size :
As an approximation to the nonstandard critical value, the critical value F p;b is second order correct as the approximation error in (16) or (17) is of smaller order o(b) rather than
The second order critical value is larger than the standard critical values from 2 p =p for two reasons. First, F p;K is larger than the corresponding critical values from 2 p =p due to the presence of a random denominator in the F distribution. Second, the correction factor is larger than 1: As b increases, both the correction factor and F critical value F p;K increase. As a result, the second order correct critical value F p;b is an increasing function of b:
The correction in (13) can be regarded as a Bartlett-type correction. Bartlett (1937 Bartlett ( , 1954 ) considers likelihood ratio tests, but the basic idea can be applied to Wald tests as well. See Cribari-Neto and Cordeiro (1999) for a more recent survey. The argument goes as follows. Suppose that X s F 1 (p; b) and EX = 1 + bC + o(b) for some constant C; then as b ! 0; F 1 (p; b)=(1 + bC) is closer to the 2 p =p distribution than the original distribution
then we can compute EX as follows
So the constant C should be C = c 1 + (p 1) c 2 : We have thus provided another way to motivate the correction in (13) . Essentially, the correction makes the mean of the F 1 (p; b) distribution closer to that of the 2 p =p distribution. In addition to the Bartletttype correction, Theorem 2 approximates the nonstandard distribution by an F -distribution rather than a chi-squared distribution.
High Order Expansion of the Finite Sample Distribution
In this section, we consider a high order expansion of the Wald statistic. We …rst employ a Gaussian location model to illustrate the basic point. One justi…cation for using the Gaussian location model is that it is the limit of many statistical experiments; see van der Vaart (1995, Corollary 9.5). We then examine whether the results for the Gaussian location model can be extended to a general GMM setting.
Gaussian Location Model
Consider a vector time series y t : y t = + u t ; t = 1; 2; :::; T; (19) where y t = (y 1t ; :::; y dt ) 0 , = ( 1 ; :::; d ) 0 , u t = (u 1t ; :::; u dt ) 0 is a stochastic process with zero mean. We maintain the following assumption.
Assumption 6 (i) u t is a stationary Gaussian process.
(ii) For any c 2 R d ; the spectral density of c 0 u t is bounded above and away from zero in a neighborhood around the origin.
(iii) The following FCLT holds:
where is the long run variance matrix of fu t g and
The OLS estimator of is the average of fy t g ; viz.
We consider testing H 0 : R 0 = r 0 against H 1 : R 0 6 = r 0 . This is a special case of tests with nonlinear restrictions. The nonlinear function r( ) becomes linear in that r( ) = R 0 r 0 :
Let F T;OLS be the F-test version of the Wald statistic based on the OLS estimator:
The Gaussian location model is a special case in the GMM setting. The underlying moment condition is f (y t ; ) = y t : The model is exactly identi…ed so m = d: The OLS estimator is a GMM estimator with weighting matrix W T = I d and G T = I d : In this case,
Let^ GLS be the infeasible GLS estimator of : De…ne
Under Assumption 6(i) and (ii), it follows from Grenander and Rosenblatt (1957) that that^ GLS is independent ofû: Hence^ GLS is independent of both and^ T : These independence results can be also proved directly.
Let F T;GLS be the F-test version of the Wald statistic based on the GLS estimator:
where^ T is the same estimator as in F T;OLS :
Using the asymptotic equivalence of the OLS and GLS estimators and the preceding independence results, we can prove the following Lemma.
Lemma 1 Let Assumption 6 hold. Then
Lemma 1 shows that the estimation uncertainty of^ T a¤ects the distribution of the Wald statistic only through T : Taking a Taylor expansion, we have
where err is the approximation error, L is linear in^ T and Q is quadratic in^ T :
The exact expressions for L and Q are not important here but are given in the proof of Theorem 3. Using this stochastic expansion and Lemma 1, we can establish a higher order expansion of the …nite sample distribution for the case where b ! 0 as T ! 1:
where as before
The …rst term in (20) comes from the standard chi-square approximation of the Wald statistic. The second term captures the demeaning bias, the dimensionality bias and the variance of the LRV estimator. The third term re ‡ects the usual nonparametric bias of the LRV estimator.
Let X p be the critical value from the 2 p distribution, then, up to smaller order terms,
Since G 00 p X p < 0 and G 0 p (X p ) > 0; all terms in A(X p )b are positive. First, the variance term G 00 p (X p ) X p 2 c 2 is positive. This is expected. Using 2 p as the reference distribution does not take into account the randomness of the LRV estimator and the critical values from it tend to be smaller than they should be. As a result, the rejection region is larger, leading to over rejection. Second, the bias term G 0 p (X p )X p c 1 from demeaning is positive. This type of bias is easier to understand in the scalar case where the LRV is positive. In this case, demeaning e¤ectively dampens the low frequency components and introduces a downward bias into the LRV estimator (e.g. Hannan (1957) ). The downward bias translates into an increase in the test statistic and leads to over rejection. Finally, the bias term G 0 p (X p )X p c 2 (p 1) from the dimension adjustment is positive. Intuitively, when p > 1; the p p matrix R 0^ T R 0 0 may become singular in p 1 di¤erent directions. When that happens, the Wald statistic will blow up and we reject the null hypothesis. So the dimensionality bias also tends to give arise over-rejection. On the other hand, the nonparametric bias term (bT ) q G 0 p X p X p B may be positive or negative, leading to over-rejection or under-rejection. The overall e¤ect of the higher order terms depends on the sign of B: When B is negative, the F -test is likely to over-reject. When B is positive, the F -test may over-reject or under-reject.
Comparing Theorem 1 with Theorem 3, we …nd that the …xed-b asymptotics captures some terms in the high order expansion of the small-b asymptotics. Recall that F p;b is the approximate critical value from the distribution F 1 (p; b) de…ned in (18) . We have
Using this result and noting that pF p;b =
Therefore, use of critical value F p;b removes the demeaning bias, dimensionality bias and variance term from the higher order expansion. The size distortion is then of order As in the previous section, we de…ne the …nite sample corrected F statistic as
Then, up to smaller order terms, it follows from (22) that
So by adjusting both the test statistic and the critical value, we remove three higher order terms that contribute to over rejection. Only the nonparametric bias term remains. For convenience, we refer to F T;OLS as the F statistic and the associated test using F critical value F p;K as the F test. It follows from (22) and (25) that the F test is asymptotically equivalent to the KV test with nonstandard …xed-b critical values when b ! 0:
When B < 0; there is another advantage of using the F test. Since pF p;b > X p ; we
as G 0 p (z) z is a decreasing function of z: That is, the nonparametric bias term in (24) is smaller than that in (21) . So the use of the F test removes not only the three higher order terms but also reduces the remaining nonparametric bias term. This is the scenario where the F test has the greatest advantage compared to the usual F test. An example of this scenario is the scalar case where d = p = 1. In this case, we expect that B < 0 for typical economic time series.
As before, the correction factor in (23) can be regarded as a Bartlett-type correction.
To improve the accuracy of the …rst order asymptotics, we can employ three distinct viewpoints. First, we can obtain a new distribution, which is closer to the true null distribution of the test statistic. This is the approach used by the …xed-b asymptotics. Second, we can obtain a new test statistic, which is better approximated by the …rst order limiting distribution. This is the approach underlying the Bartlett correction. Third, we can obtain a new test statistic and at the same time employ a new limiting distribution. The F test is an example of the third approach. These three approaches can be shown to be equivalent to certain order. We recommend the F test because the correction has a long history and the new limiting distribution is standard.
General GMM Setting
To establish a high order expansion in the general GMM setting, we establish a stochastic approximation in the appendix:
# is the dominated linear term in the approximation,
is a transformed moment condition, and
is the kernel estimator of the long run variance off (v t ; 0 ) when the mean is assumed to be unknown. In this stochastic approximation, T does not depend on b, and both T and
Then pF d T;L is exactly the same as the Wald statistic for testing whether the mean of y t satis…es R 0 E(y t ) = 0: Using Theorem 3, we can prove Theorem 4 below.
Theorem 4 Assume (i) plim T !1^ T = 0 ; (ii) for su¢ ciently large C; P (j T j C and
where the O T 1=2 term does not depend on b; we can de…ne
and use F p;K as the reference distribution to perform the F test in the GMM setting.
Testing-Optimal Bandwidth Choice
In this section, we consider selecting the bandwidth parameter b for the F test in the GMM setting. It is standard practice to select b to minimize the MSE of the LRV estimator.
However, the MSE-optimal b is not optimal for hypothesis testing. We propose to select b to minimize the type II error while controlling for the type I error. Our testing-orientated criterion addresses the central concern of hypothesis testing.
Test-Optimal Bandwidth
It follows from (26) that the type I error of the -level F test can be approximated by
For Gaussian location models, this approximation has an error of order o(b) and o (bT ) q as b ! 0 such that bT ! 1: For Gaussian GMM models, there is an additional error term of order O(1= p T ). But this term does not depend on b and can thus be ignored for the purpose of optimal b selection.
To obtain the type II error of the F test, we have to …rst specify the alternative hypothesis. We consider the standard local alternative hypothesis of the form:
for some vectorc 2 R p . Under H 1 2 and the small-b asymptotics, we have
where 2 = kck 2 is the noncentrality parameter. Hence the type II error of the usual Wald test depends on the local alternative parameterc only through its squared length kck 2 :
When we do not know the direction of the local alternative, it is reasonable to assume that c is uniformly distributed on the sphere S p 2 = fc : kck 2 = 2 g: We will maintain this speci…cation. In other words, the type II error we will obtain is the average of the type II error associated with each pointc on the sphere S p 2 :
It remains to specify the noncentrality parameter 2 : Since it can not be consistently estimated from the data, we choose 2 such that the local power of the standard Wald test is 75% under the …rst order asymptotics. More speci…cally, 2 satis…es P ({ X p ) = 75%
where { s 2 p 2 : This strategy is similar to that used in the optimal testing literature. In the absence of a uniformly most powerful test, it is often recommended to pick a reasonable point under the alternative and construct an optimal test against this particular point alternative. It is hoped that the resulting test, although not uniformly most powerful, is reasonably close to the power envelope. Here we use the same idea and select the radius of the sphere according to the power requirement. We hope that the smoothing parameter that is optimal for the chosen radius also works well for other points under the alternative hypothesis. This is con…rmed by our Monte Carlo study.
Theorem 5 Let the assumptions in Theorem 4 hold. Consider the local alternative hypoth-
Under the small-b asymptotics, the type II error of the F test is
where the O(1= p T ) term does not depend on b;
2 (z) is the pdf of noncentral 2 distribution with degrees of freedom l and noncentrality parameter 2 .
There are three terms in the type II error. The …rst term in e II re ‡ects the usual …rst order approximation to the type II error. The second term is due to the nonparametric bias of the LRV estimator. This bias has opposite e¤ects on the type I and type II errors.
The third term re ‡ects the di¤erence in curvature of the null distribution and alternative distribution at the critical value X p :
Given the approximate measures of the type I and type II errors, we can select the bandwidth parameter b to solve the constrained minimization problem:
for some parameter > 1: The presence of allows the approximate type I error to be di¤erent from the nominal type I error. Depending on our tolerance towards this di¤erence, we may choose to be small or large. Hence we can call the permitted tolerance. Sun (2010a, 2010b) imposes a similar upper bound when selecting the smoothing parameter in nonparametric series LRV estimation.
The constrained minimization problem is easy to solve. The testing-optimal bandwidth
The testing-optimal b is fundamentally di¤erent from the MSE-optimal b: First, the testing-optimal b depends on the direction of B where the MSE-optimal b does not. The direction of the bias has a di¤erent impact on the test statistic and as a result on the type I and type II errors of the test. The testing-optimal b re ‡ects this. By construction, the MSE-optimal b does not depend on the direction of the nonparametric bias. Second, the testing-optimal b has a di¤erent decaying rate from the MSE-optimal b: The MSEoptimal b is of order O(T 2q=(2q+1) ): When B > 0; the testing-optimal b is of larger order than the MSE-optimal b: This is also true when B 0; provided that is close enough to 1: More speci…cally, when 1 = o(T q=(2q+1) ); the testing-optimal b is larger than the MSE-optimal b by an order of magnitude regardless of whether B > 0 or not. So when the permitted tolerance on the type I error is low, under-smoothing is required for hypothesis testing, compared to the point estimation of the LRV matrix. Third, the testingoptimal b depends on the null hypothesis and alternative hypothesis being considered. The dependence factors in via the relative bias B that aggregates the bias matrix B in the direction of the restriction matrix R 0 ; and the noncentrality parameter 2 , which captures the departure of the alternative from the null. By de…nition, the MSE-optimal b does not depend on the hypotheses being considered.
Data-Driven Implementation
The testing-optimal bandwidth can be written as
The parameter B is unknown but could be estimated nonparametrically or by a standard plug-in procedure based on a simple model like a VAR(1). See Andrews (1991) and Newey and West (1994). Both methods achieve a valid order of magnitude and the procedure is obviously analogous to conventional data-driven methods for HAR estimation.
Here we focus on the parametric plug-in implementation of b : Since B is the nonparametric bias of the LRV estimatorṼ T ; R 0 BR 0 0 is the nonparametric bias of the LRV estimator R 0ṼT R 0 0 . Hence B is the relative nonparametric bias of the kernel LRV estimator based on the process R 0f (v t ; 0 ) : This process is not observable but can be estimated bỹ
Suppose we use a VAR(1) as the approximating parametric model forũ t : LetÂ be the estimated parameter matrix and^ be the estimated innovation covariance matrix, then the plug-in estimate of R 0 V 1 R 0 0 is
For the formulae for the plug-in estimate \ R 0 BR 0 0 of R 0 BR 0 0 , we refer to Andrews (1991) . Given the plug-in estimates of R 0 V 1 R 0 0 and R 0 BR 0 0 ; the data-driven automatic b can be computed asb
It should be pointed out that the computational cost involved in this automatic bandwidth selection is the same as that of the conventional plug-in bandwidth based on the MSE criterion.
Simulation Study
This section provides some simulation evidence on the …nite sample performance of the F test using the smoothing parameter that minimizes the approximate type II error while controlling for the approximate type I error.
We consider the following data generating process:
where x t is a 4 1 vector process and x t and " t follow either an AR (1) process
or an MA(1) process x t;j = e t 1;j + p 1 2 e t;j ; " t = e t 1;0 + p 1 2 e t;0 :
The error term e t;j s iidN (0; 1) across t and j. Throughout we are concerned with testing for the regression parameter and set = 0 without the loss of generality. 
where is the LRV matrix of the processx t " t :
We consider the following null hypotheses: 2 . This is con…rmed by our simulation study.
To explore the …nite sample size of the tests, we generate data under the null hypothesis.
To compare the power of the tests, we generate data under the local alternative. Since our test statistic is invariant to the value of , we can impose the null hypothesis given above by setting 0 = 0: Let
where^ T is de…ned in (1) and all the estimates are computed under the null DGP. Then is substantially smaller than the conventional method. This is because these three tests employ asymptotic approximations that capture the estimation uncertainty of the LRV estimator. Third, compared with the b-max test, the b-opt test has more or less the same size distortion when the Bartlett kernel is used. Given that the b-max test is designed to achieve the smallest possible size distortion, we can conclude that the b-opt test has a good control on the size in this case. When the Parzen and QS kernels are used, the b-opt test has somewhat larger size distortion than the b-max test, especially when the process has strong persistence and the number of restrictions is relatively large. Table 2 presents the simulated type I errors for MA(1) regressors and error. The qualitative observations for the AR(1) case remain valid. In fact, these qualitative observations hold for other parameter con…gurations such as di¤erent sample sizes and signi…cance levels. All else being equal, the size distortion of the b-opt test for = 1:5 is slightly larger than that for = 1:2: This is expected as we have a higher tolerance for the type I error when the value of is larger. Figures 1-4 present the …nite sample power in the AR(1) case for di¤erent values of p and for the Bartlett kernel. We compute the power using the 5% empirical …nite sample critical values obtained from the null distribution. So the …nite sample power is size-adjusted and power comparisons are meaningful. It should be pointed out that the size-adjustment is not feasible in practice. The parameter con…guration is the same as those for Table 1 except that the DGP is generated under the local alternatives. Three observations can be drawn from these …gures. First, the power of the b-opt test is more or less the same as the conventional Wald test. So the b-opt test achieves size accuracy without sacri…cing the power. Second, the b-opt test has higher power than the nonstandard b-max test in all cases. The power improvement is substantial in all cases. This is not surprising as the nonstandard b-max test is designed to have good size properties but often at the cost of power loss. Third, the power of the b-opt and b-mse test is not much lower than the power envelope when is assumed to be known. So the LRV estimation does not have large adverse e¤ects on the power of the b-opt and b-mse tests.
We note that power results for other parameter and kernel combinations are qualitatively similar and are omitted here to conserve space.
Conclusion
On the basis of the …xed-b asymptotics and higher order small-b asymptotics, the paper proposes a new F test in the GMM framework where the moment conditions may exhibit general forms of serial dependence. The F test employs a …nite sample corrected Wald statistic and uses an F distribution as the reference distribution. It is as easy to implement as the standard Wald test. There is no extra computing cost.
To make the F test operational, the paper develops a novel method for bandwidth choice that addresses the central concern of hypothesis testing. The testing-optimal bandwidth minimizes the asymptotic type II error while controlling for the asymptotic type I error. Simulations show that the F test with data-driven testing-optimal bandwidth performs very well in …nite samples. It has a much smaller size distortion than the conventional Wald test while retaining the power of the latter test. Compared to the KV test with b = 1, the F test can be as accurate in size but much more powerful.
We recommend using the F test with testing-optimal bandwidth parameter in practical situations. At a minimum, when the MSE-optimal bandwidth is used, the Wald statistic should be corrected and an F-distribution should be used as the reference distribution. Table 1 : Type I error of di¤erent tests for AR(1) regressors and error with T = 100; = 1:2 Table 2 : Type I error for di¤erent tests based on MA(1) regressors and error with T = 100; = 1:2 
Proof of Lemma 2. Note that
To evaluate 1 and 2 ; we let
Then
For the integral that appears in both 1 and 2 ; we have
where the last equality holds because
Now,
as b ! 0; where we have used the Riemann-Lebesgue lemma. In view of the symmetry of
cos( x)dx; and, therefore, (32) and (34) lead to
Similarly,
Next,
Combining (35), (36), and (38) yields
and 
by Lemma 2, and
we have We consider each term in turn. First,
Second, E 11 12
where the last line follows because
Using Lemma 2 and the fact that
we have E 11 12
Finally, 
using Lemma 2. Hence 
where K dd is the d 2 d 2 commutation matrix.
Proof of Lemma 4. Part (b) follows from standard arguments. We prove only Part (a). Let u = T 1 P T t=1 u t : We can rewrite^ T aŝ
where C(h) is a function of h satisfying jC(h)j h: Similarly,
Therefore, E^ T is equal to
Using
we now have
Proof of the Main Results
Proof of Theorem 1. Taking a Taylor expansion, we have 
as stated. Proof of Theorem 2. We consider only the case = 1 + b [c 1 + (p 1) c 2 ] : It follows from Theorem 1 that
By de…nition, Here we have used
Note that T is independent of T because (i) (^ GLS ) is independent of^ T : (ii) T is the squared length of a standard normal vector and e T is the direction of this vector. The length is independent of the direction. Hence 
Using the above asymptotic expansion, we have where 1= p T 3T captures the term of order 1= p T that does not depend on the smoothing parameter b: (1=T ) 4T collects higher order terms.
De…ne S t = P t j=1 f (v j ;^ T ); S 0 = 0; then it is easy to show that Note that pF d T;L is the exactly the same as the Wald statistic for testing whether the mean of processf (v t ; 0 ) satis…es R 0 Ef (v t ; 0 ) = 0: So we can invoke the asymptotic approximation established for the Gaussian location model to complete our proof. Under assumption (ii) of the Theorem, it is not hard to show that P (pF T z) = P pF To compute the average type II error, we can expand the probability space so thatc, GLS and^ T all live in this expanded space. In addition,c is a random vector uniformly distributed on the sphere S p 2 ; and c is independent of^ GLS and^ T : Hence c s 2
and e c is uniformly distributed on the unit sphere S p (1) : Using the same calculation as in the proof of Theorem 3, we have, P (F T;GLS F p;b jH 1 ( 2 )) = P (pF T;GLS pF p;b jH 1 ( 
