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Abstract
We study quantized universal enveloping algebras of Slodowy’s GIM Lie algebras. It is shown
that they have Lusztig symmetries associated to the corresponding toroidal Weyl groups, and these
symmetries satisfy the braid relations given by the toroidal root systems.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Slodowy’s GIM Lie algebra theory is another generalization of simple Lie algebras. The
structure matrix of a GIM Lie algebra is a generalized intersection matrix (GIM for short)
[9]. The most interesting example of GIM Lie algebras is closely related to the 2-toroidal
Lie algebra, the universal central extension of double loop algebra C[t±11 , t2]±1 ⊗ g˙, where
g˙ is a complex simple Lie algebra [7]. In this paper we focus on GIMs of simply laced
type, which are also called the 2-affinization of a Cartan matrix of ADE type, whose root
system has also been studied by K. Saito [10] in a more general situation.
At first we recall how a GIM of 2-affinization type appears naturally from a finite Cartan
matrix in terms of root systems (cf. [2]). For basic notation on affine root systems we refer
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Y. Tan / Journal of Algebra 289 (2005) 214–276 215to Kac’s book [4]. Let A = (aij )i,j=0 be an indecomposable generalized Cartan matrix of
type X(1) (X = A,D,E) with  2. Let a0, a1, . . . , a be the numerical labels of the cor-
responding Dynkin diagram S(A), while a∨0 , a∨1 , . . . , a∨ be the numerical labels of S(At ).
Then we have the affine Kac–Moody algebra g= g(A) associated to A with the Chevalley
generators ei, fi (0 i  ). Let h be its Cartan subalgebra, Π = {α0, α1, . . . , α} ⊂ h∗ the
set of simple roots, Π∨ = {α∨0 , α∨1 , . . . , α∨ } ⊂ h the set of simple coroots, ∆ the root sys-
tem, Q and Q∨ the root and coroot lattices respectively. The null root is δ =∑i=0 aiαi ∈ Q
and the canonical central element is K =∑i=0 a∨i α∨i ∈ Q∨. The scaling element d ∈ h
is given by αi(d) = δi0 for i = 1,2, . . . , . Then the normalized invariant bilinear form
(. | .) on g is uniquely determined by the following data: For i, j = 0,1,2, . . . , ,
(α∨i | α∨j ) = aij , (α∨i | d) = δi0, (d | d) = 0. Since (. | .) is nondegenerate on h it induces an
isomorphism ν :h→ h∗ defined by ν(h)(h1) = (h | h1), h,h1 ∈ h. Now define an element
Λ0 ∈ h∗ by Λ0(α∨i ) = δi0 for i = 0,1, . . . ,  and Λ0(d) = 0. By the isomorphism ν we
also have the induced bilinear form on h∗ given by: For i, j = 0,1,2, . . . , , (αi | αj ) = aij ,
(αi | Λ0) = δi0, (Λ0 | Λ0) = 0. Denote by h˙ (respectively h˙∗) the complex vector space
spanned by α∨1 , . . . , α∨ (respectively α1, . . . , α). Let g˙ be the subalgebra of g generated
by ei and fi for i = 1,2, . . . , . Then g˙ is the simple finite dimensional Lie algebra whose
Cartan matrix is A˙ = (Aij )i,j=1 of type X and the corresponding Dynkin diagram S(A˙)
is obtained from S(A) by deleting the 0th vertex. So h˙ = g˙∩ h is the Cartan subalgebra of
g˙, Π˙ = {α1, α2, . . . , α} is the root basis, and Π˙∨ = {α∨1 , α∨2 , . . . , α∨ } is the coroot basis
for g˙. The set ∆˙ = ∆ ∩ h˙∗ is the root system and Q˙ = Z∆˙ is the corresponding root lat-
tice. Furthermore, the restriction of (. | .)h (respectively (. | .)h∗ ) to h˙ (respectively h˙∗) is
positive definite. Also the normalized invariant form on g can be restricted to g˙, and the
isomorphism ν :h→ h∗ is restricted to an isomorphism, again denoted by ν, from h˙ to h˙∗.
Finally the unique highest root of g˙ is given by θ = δ − α0 =∑i=0 aiαi ∈ Q˙. Note that
(θ | θ) = 2. Assume that θ∨ ∈ h˙ satisfies that ν(θ∨) = θ . Then
(
θ∨






)= αj (θ∨)= (αj | θ) = (αj | δ − α0) = −aj0 = −a0j .
Set
A = (aij )+2i,j=1, (1.1)
where








)= 2 for j = 1,2,
and the first  ×  principal minor is exactly A˙. Note that a+i,j = aj,+i  0 for i = 1,2
and 1 j   because θ is the highest root. Hence we obtain the 2-affinization of A˙ which
is an intersection matrix of Slodowy [2,9].
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α1, . . . , α+2 ∈ H ∗ and h1, . . . , h+2 ∈ H be linearly independent collections such that
αi(hj ) = aij , where aij is given by (1.1). Such a realization exists uniquely due to Kac [4].
Then the GIM Lie algebra ggim of Slodowy is given by the following
Definition 1.1 [9]. The GIM Lie algebra ggim with the structural matrix A = (aij )+2i,j=1
given by (1.1) is a Lie algebra with the following presentation.
Generators: h ∈ H , ei , fi , 1 i  + 2.
Relations:
(GIM 1) [h,h′] = 0, h,h′ ∈ H ;
[h, ei] = αi(h)ei , 1 i  + 2;
[h, fi] = −αi(h)ei , 1 i  + 2;
[ei , fi] = hi , 1 i  + 2.
(GIM 2) For aij  0 and 1 i 	= j  + 2, (ad ei )1−aij ej = (ad fi )1−aij fj = 0;
[ei , fj ] = 0.
(GIM 3) For aij = 2, i.e., + 1 i 	= j  + 2, (ad ei )3fj = (ad fi )3ej = 0;
[ei , ej ] = [fi , fj ] = 0.
Note that the corresponding 2-toroidal algebra associated to the simple Lie algebra g˙ is
an epimorphism image of ggim (cf. [7]).
Now we review the toroidal Weyl group of ggim based on the work [8]. Keep notation
as above. Define Λ1,Λ2 ∈ H ∗ by Λi(hj ) = 0 for i = 1,2, 1 j   and Λi(h+j ) = δij
for i, j = 1,2. It follows that α1, . . . , α+2,Λ1,Λ2 form a basis of H ∗. Similarly, define
d1, d2 ∈ H by αi(dj ) = 0 for j = 1,2, 1 i   and α+i (dj ) = δij for i, j = 1,2. Then
h1, . . . , h+2, di, d2 form a basis of H . Introduce δ1, δ2 ∈ H ∗ such that α+i = δi − θ for
i = 1,2. Then it is easy to see that δi(dj ) = δij since θ(dj ) = 0. Also introduce c1, c2 ∈ H
such that h+i = ci − θ∨ for i = 1,2. It is easy to see that Λi(cj ) = δij since Λi(θ∨) = 0.
Hence there is a symmetric bilinear nondegenerate form (. | .) on H ∗ such that, for 1 
i, j   and k, k′ = 1,2,
(αi | αj ) = aij , (αi | δk) = (αi | Λk) = (δk | δk′) = (Λk | Λk′) = 0, (δk | Λk′) = δkk′ .
Note that (δi | αj ) = 0 for 1  j   + 2 and (Λk | α+j ) = δkj for k, j = 1,2. Since
(. | .) is nondegenerate it determines an isomorphism ν−1 :H ∗ → H given by β(ν−1(α)) =
(α | β) for α,β ∈ H ∗. It is easy to see that ν−1(αi) = hi for 1 i   + 2 and ν−1(Λi) =
di , ν







Zαi ⊕ Zδ1 ⊕ Zδ2 ⊂ H ∗,Q[2] = Q˙⊕ Zδ1 ⊕ Zδ2, [2] =  = ˙ ⊕ Zδ1 ⊕ Zδ2. (1.2)
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any µ ∈ , let rµ be the fundamental reflection in µ with respect to (. | .), i.e., rµ(λ) =
λ − (λ | µ)µ for any λ ∈ Γ . Then the toroidal Weyl group of ggim is W = 〈ri | 1  i 
 + 2〉 = 〈rµ | µ ∈ 〉, where ri = rαi for 1  i   + 2. In [8] it is has been shown that
these reflections satisfy Coxter group relations and W is a quotient of an indefinite Weyl
group with a highly nontrivial kernel.
The motivation to study the q-analogue of ggim comes from the construction of
Ginzburg–Kapranov–Vasserot in [3]. They defined firstly the q-analogue, i.e., quantum
toroidal algebras of 2-toroidal Lie algebras by using a presentation of Drinfel’d type with
infinitely many generators and defining relations. There have been important results about
quantum toroidal algebras (cf., for example, [11]). Compared with the extensive study of
quantized affine Kac–Moody algebras, the theory of quantum toroidal algebras is far from
well developed, partly because 2-toroidal Lie algebras has no finite presentation available
at present and no natural triangular decomposition in a fashion of Kac–Moody algebras.
Since a 2-toroidal Lie algebra is a quotient of the corresponding GIM Lie algebra, one
may expect that the q-analogue of GIM Lie algebra should provide some ideas to study
quantum toroidal algebras.
Although quantized GIM Lie algebras (see Definition 2.1 below) has a finite presenta-
tion like usual quantized affine algebras, there are essential differences between quantized
GIM Lie algebras and quantized affine algebras. For example, quantized GIM Lie algebras
are not Hopf algebras with respect to the usual definition of comultiplication (see Re-
mark 2.1 below). Also they have no natural triangular decomposition. Thus many results
such as integrable representation theory of quantized affine algebras need to be essentially
modified to quantized GIM Lie algebras. However, thanks to results of Moody–Shi on
toroidal Weyl groups [8], it is possible to establish Lusztig symmetries and their braid rela-
tions of quantized GIM Lie algebras. Indeed, due to Lusztig’s construction, for quantized
affine algebras, their Lusztig symmetries are closely related to Weyl groups. There is no
need to mention that Lusztig symmetries are very important to quantum group theory. It is
not difficult to write down explicitly these Lusztig symmetries for quantized GIM Lie al-
gebras (see Theorem 2.1 below), but Lusztig’s proof, which uses Verma module theory and
depends heavily on triangular decomposition, seems not to be applicable directly to GIM
cases. So we adopt a more combinatorial way, which involves a large quantity of computa-
tions. Indeed, most of our computation is handling the Serre relations. When restricted to
affine case, we obtain another direct proof of Lusztig’s results on symmetries of quantized
affine algebras (of simply laced type), without using representation theory.
We would like to point out that K. Miki has studied the braid group action on quantum
toroidal algebras of A(1)l type [5], which knits Lusztig symmetries of the horizontal and
vertical parts of the quantum toroidal algebra by using Beck’s technique [1]. In the case of
quantized GIM Lie algebras, Beck’s construction would be applicable to obtain a loop-like
presentation of quantized GIM Lie algebras and hence action of Lusztig symmetries on
these loop-like generators can be written in a more explicit way.
The paper is organized as follows. In Section 2 we give out the definition of quantized
GIM Lie algebras and the main results on Lusztig symmetries. In Sections 3–6 we prove
Theorem 2.1 and in Section 7 we prove Theorem 2.2, i.e., Lusztig symmetries satisfy
braid relations. Since, the toroidal Weyl group of a quantized GIM Lie algebra is a highly
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relations besides braid relations. It would be interesting to find out those relations.
2. Definitions and the main results
Let q be an indeterminant. Then we have the usual notation [n] = (qn − q−n)/(q − q−1)
and [n]! = [n][n− 1] · · · [2][1]. In particular, we have that
[2] = q + q−1, [3] = q2 + q−2 + 1, [2]2 = [3] + 1.
Also, for any letter x, denote x(n) = xn/[n]!. Now we give out the definition of the q-an-
alogue of ggim associated to the GIM matrix A = (aij )+2i,j=1 given by (1.1) and the lattice
Γ given by (1.2) as following.
Definition 2.1. The algebra Uq = Uq(ggim) is a unitary associative algebra over Q(q) with
the following presentation.
Generators: Kα (α ∈ Γ ), Ej , Fj (1 j  + 2), C±1/2i , D±1i (i = 1,2).
Relations:
(Re. 1) [Kα,D±1i ] = 0, KαKβ = Kα+β , K0 = 1 = DiD−1i = D−1i Di ,
C
±1/2
i is central and (C
±1/2
i )
2 = K±1δi , i = 1,2;
KαEjK
−1
α = qα(hj )Ej , KαFjK−1α = q−α(hj )Fj , 1 j  + 2;
DiEjD
−1
i = qδ+i,j Ej , DiFjD−1i = q−δ+i,j Fj , i = 1,2, 1 j  + 2;
[Ej ,Fj ] = Kj−K
−1
j
q−q−1 , where Kj = Kαj , 1 j  + 2.
(Re. 2) For aij  0 and 1 i 	= j  + 2, [Ei,Fj ] = 0,
1−aij∑
s=0
(−1)sE(1−aij−s)i EjE(s)i = 0 =
1−aij∑
s=0
(−1)sF (1−aij−s)i FjF (s)i . (2.1)
(Re. 3) For aij = 2, i 	= j , i.e., + 1 i 	= j  + 2,
3∑
s=0
(−1)sE(3−s)i FjE(s)i = 0 =
3∑
s=0
(−1)sF (3−s)i EjF (s)i , (2.2)
[Ei,Ej ] = [Fi,Fj ] = 0. (2.3)
The relations (2.1)–(2.3) are called Serre relations. It follows that there is a C-algebra
automorphism Φ of Uq given by:
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)= C±1/2i , Φ(D±1i )= D±1i (i = 1,2), Φ(q) = q−1. (2.4)
Also there is a C-algebra anti-automorphism Ω of Uq given by:
Ω(Ej ) = Fj (1 j  + 2), Ω(Fj ) = Ej (1 j  + 2),






)= C±1/2i , Ω(D±1i )= D∓1i (i = 1,2), Ω(q) = q−1. (2.5)
Notation. From now on we denote K∑ tiαi by K∑ ti i for any ∑ tiαi ∈ Γ .
Let U(i)q (i = 1,2) be the subalgebra of Uq generated by Kα (α ∈ Γ ), Ek , Fk (k =
1,2, . . . , ,  + i), C±1/2i , D±1i . Then U(i)q  Uq(g), the quantized enveloping algebra of
the affine Lie algebra g. This fact may be shown by the following theorem and we don’t
use it at this moment. The first result of this paper may be formulated as follows.








i for aij  0,∑2
s=0(−1)2−sq2−sF (2−s)i EjF (s)i for aij = 2 and i 	= j,
(2.6)
Ti(Fi) = −K−1i Ei,
Ti(Fj ) =
{∑−aij
s=0 (−1)s−aij qsF (s)i FjF
(−aij−s)
i for aij  0,∑2
s=0(−1)2−sqs−2E(s)i FjE(2−s)i for aij = 2 and i 	= j,
(2.7)






)= C±1/2j , Ti(D±1j )= D±1j K∓δi,+ji (j = 1,2).
Here ri is the fundamental reflection on Γ . The inverse T ′i of Ti is given by:
T ′i (Ei) = −K−1i Fi,
T ′i (Ej ) =
{∑−aij
s=0 (−1)s−aij q−sE(s)i EjE
(−aij−s)
i for aij  0,∑2
s=0(−1)2−sq2−sF (s)i EjF (2−s)i for aij = 2 and i 	= j,
(2.8)
T ′i (Fi) = −EiKi,






i for aij  0, (2.9)i ∑2
s=0(−1)2−sqs−2E(2−s)i FjE(s)i for aij = 2 and i 	= j,






)= C±1/2j , T ′i (D±1j )= D±1j K∓δi,+ji (j = 1,2).
These automorphisms are called Lusztig symmetries of Uq . The proof will be given in
following sections. The outline of proof is that, at first we shall show that Ti is an algebra
endomorphism of Uq by checking that it respects defining relations (Re. 1)–(Re. 3) of Uq
(T ′i is similarly treated), then we show that TiT ′i = 1 = T ′i Ti .
Theorem 2.2. The Lusztig symmetries Ti (1 i   + 2) satisfy the braid group relation,
i.e.,
TiTj = TjTi for aij = 0,
TiTjTi = TjTiTi for aij = −1.
Remark 2.1. Unlike the usual quantized enveloping algebras of Kac–Moody algebras, Uq
is not a Hopf algebra with the usual definition given by
(Ei) = Ei ⊗ 1 +Ki ⊗Ei, (Fi) = Fi ⊗K−1i + 1 ⊗ Fi, (Kα) = Kα ⊗Kα.
Then  is not an algebra homomorphism from Uq to Uq ⊗ Uq since it does not respect the
Serre relations (2.2) and (2.3). Indeed, if aij = 2 and i 	= j then
((Ei))3(Fj )− [3]((Ei))2(Fj )(Ei)
+ [3](Ei)(Fj )
((Ei))2 − (Fj )((Ei))3





1 + q2)EiFjEi + q2FjE2i ]⊗K−1j Ei} 	= 0, and
(Ei)(Ej ) − (Ej )(Ei) =
(
q−2 − 1){KjEi ⊗Ej −KiEj ⊗Ei} 	= 0.
The case of (Fi), (Ej ) is similar.
3. The first type of defining relations
Keep notation as in last section. In this section we shall show that, for each 1  j 
+2, Tj respects the defining relation (Re. 1). By the definition of fundamental reflections
of the Weyl group, it is easy to see that Tj respects the defining relations: [Kα,Kβ ] =
[Kα,Di] = 0, KαKβ = Kα+β , K0 = 1 and Tj (C±1/2i ) is still central in Uq . At first we
prove the following








) = q−α(hi )Tj (Fi). (3.2)
Proof. We prove (3.1) while (3.2) is obtained from (3.1) by using the involution Φ of Uq .
The case that aij  0 is known and can be checked directly. So we assume that aij = 2 and









= qsα(hj )K−1rj (α)Ei.


















This completes the proof. 








)= q−δ+k,i Tj (Fi). (3.4)
Proof. We show that Tj (D1)Tj (Ei)Tj (D−11 ) = qδ+1,i Tj (Ei). The remaining formulae are















(−a −s) δ×D−11 E ijj EiE(s)j D1K +1,jj









= qδ+1,i Tj (Ei).
The case that aij = 2, i 	= j , is similar. 
Now we proceed to show that Tj respects the remaining relation in (Re. 1): [Ei,Fi] =
(Ki −K−1i )/(q − q−1), i.e., we shall prove the following
Proposition 3.1. For any 1 i, j  + 2, it holds that
[
Tj (Ei), Tj (Fi)
]= Krj (αi ) −K−1rj (αi )
q − q−1 . (3.5)
At first, we need the following facts (the special cases of formulae in Lusztig’s book [6,
Corollary 3.1.9]), and they will be used frequently in later sections. Also we shall fix some
notation for further computations.
For any 1 j  + 2, set
Qj =
Kj −K−1j
q − q−1 , (3.6)
xj =
(1 + q−2)Kj − (1 + q2)K−1j
q2 − q−2 , (3.7)
x¯j =
(1 + q2)Kj − (1 + q−2)K−1j
q2 − q−2 , (3.8)
Pj =
(1 + q−2)K2j + (1 + q2)K−2j
(q2 − q−2)2 −
1
(q − q−1)2 . (3.9)
Lemma 3.3. Keep notation as above. For any 1 j  + 2, it holds that
EjF
(2)
j = F (2)j Ej + Fjxj ,
FjE
(2)





j = F (2)j E(2)j + FjEjQj + Pj .Proof. It follows by a direct computation by [Ej ,Fj ] = (Kj −K−1j )/(q − q−1). 
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(2.7) of Ti . So it suffices to consider the remaining case: aij = 2 but i 	= j . So, Proposi-
tion 3.1 is reduced to the following
Lemma 3.4. Assume that aij = 2 but i 	= j . Then
[
Tj (Ei), Tj (Fi)
]= Krj (αi ) −K−1rj (αi )
q − q−1 =
Ki−2j −K−1i−2j
q − q−1 , (3.10)
where Ki−2j = Kαi−2αj .
Proof. Note that in this case we have that EiEj = EjEi and FiFj = FjFi . By definitions
(2.6), (2.7) of Tj we have that [Tj (Ei), Tj (Fi)] =∑9t=1 Yt , where












































j − FiE(2)j EiF (2)j
]
,
Y8 = FjEiFjEjFiEj −EjFiEjFjEiFj ,
Y9 = EiF (2)j E(2)j Fi −E(2)j FiEiF (2)j .
We compute Yt (1 t  9) by using the facts EiEj = EjEi , FiFj = FjFi and Lemma 3.3
frequently, to express these terms as combinations of some PBW-basis-like elements.






j + FjEjQj + Pj
)
Ei
= F (2)j E(2)j
q4Ki − q−4K−1i
q − q−1 − FiFjEjQjEi − FiPjEi, (3.11)













= −q[F (2)j Ej (FiEi +Qi)Ej −EjF (2)j FiEiEj −EjFiFjxjEi][( ) ]= −q F (2)j Ej −EjF (2)j FiEiEj + F (2)j EjQiEj −EjFiFjxjEi
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[(
q + q−1)F (2)j E(2)j q2Ki − q−2K−1iq − q−1
− FjFiEiEj x¯j −EjFjFiEix¯j
]
, (3.12)
where x¯j is given by (3.8). Similarly we have that
Y3 = −q
[(
q + q−1)F (2)j E(2)j q−2Ki − q2K−1iq − q−1
+ (q + q−1)(FjEjQj + Pj )q−2Ki − q2K−1i
q − q−1 −EjEiFiFjxj





q + q−1)F (2)j E(2)j q2Ki − q−2K−1iq − q−1 − FjFiEiEj x¯j





q + q−1)F (2)j E(2)j q−2Ki − q2K−1iq − q−1
+ (q + q−1)(FjEjQj + Pj )q−2Ki − q2K−1i
























q + q−1)2F (2)j E(2)j Qi −EjFjFiEiQj −EiFiFjEjQj
− FjFiEiEjQj −EjEiFiFjQj
+ FjQjEjQi +QjFjEjQi − FjQiEjQj +EjQiFjQj , (3.18)
Y9 = F (2)j E(2)j
q−4Ki − q4K−1i
q − q−1 + (FjEjQj + Pj )
q−4Ki − q4K−1i
q − q−1
−EiEjFjQjFi +EiQ2jFi −EiPjFi. (3.19)
The remaining computations devote to showing that there are no nonzero summands in
[Tj (Ei), Tj (Fi)] other than (Ki−2j −K−1i−2j )/(q − q−1).(1) There are no summands containing F (2)j E(2)j .
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q4Ki − q−4K−1i
q − q−1 +
q−4Ki − q4K−1i
q − q−1 =
(
q4 + q−4)Qi;
by (3.12) and (3.13), the right coefficient of F (2)j E(2)j in Y2 + Y3 is
−q(q + q−1)[q2Ki − q−2K−1i




= −q(q + q−1)(q2 + q−2)Qi;
by (3.14) and (3.15), the right coefficient of F (2)j E(2)j in Y4 + Y5 is
−q−1(q + q−1)[q2Ki − q−2K−1i




= −q−1(q + q−1)(q2 + q−2)Qi;
by (3.16) and (3.17), the right coefficient of F (2)j E(2)j in Y6 + Y7 is (q2 + q−2)Qi ; and by





j in [Tj (Ei), Tj (Fi)] is(
q4 + q−4 − (q + q−1)2(q2 + q−2)+ q2 + q−2 + (q + q−1)2)Qi = 0.




q − q−1 + qx¯j + q
−1x¯j −Qj = 0.




q − q−1 + qxj + q
−1xj −Qj = 0.
(4) By (3.12), (3.13), (3.16) and (3.18), the right coefficient of EjFjFiEi in [Tj (Ei),
Tj (Fi)] is
qx¯j + qxj − q2Qj −Qj =
(
q2 + 1)Qj − (q2 + 1)Qj = 0.
(5) By (3.14), (3.15), (3.17) and (3.18), the right coefficient of EiFiFjEj in [Tj (Ei),
Tj (Fi)] is ( ) ( )q−1x¯j + q−1xj − q−2Qj −Qj = q−2 + 1 Qj − q−2 + 1 Qj = 0.
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[
Tj (Ei), Tj (Fi)
]= FiEiA1 +EiFiA2 + FjEjB1 +EjFjB2 +C, (3.20)
where A1,A2,B1,B2,C contain no letters Ei,Fi,Ej ,Fj .
(i) Consider the coefficient of FiEi in [Tj (Ei), Tj (Fi)].
There is a term in Y1 (cf. (3.11)):
−FiPjEi = − 1[2]2 FiEi
(q2 + q4)K2j + (q−4 + q−2)K−2j
(q − q−1)2 +
1
(q − q−1)2 FiEi.
There is a term in Y3 (cf. (3.13)):
−qQjFiEixj = FiEi(−qQjxj )
= − 1[2]2 FiEi
(1 + q2)(q−2 + 1)K2j + (1 + q2)2K−2j
(q − q−1)2
+ 1 + q
2
(q − q−1)2 FiEi.
There is a summand in Y6 (cf. (3.16)):
−q2PjFiEi + q2QjFiEiQj
= − 1[2]2 FiEi




(q − q−1)2 FiEi.




(1 + q−2)K2j + (1 + q2)K−2j
(q − q−1)2 +
q−2
(q − q−1)2 FiEi.
So the summand containing FiEi in [Tj (Ei), Tj (Fi)] is given by
−FiPjEi − qQjFiEixj − q2PjFiEi + q2QjFiEiQj − q−2FiEiPj
= f1(q)FiEiK2j + f2(q)FiEiK−2j + 2 + q
−2
(q − q−1)2 FiEi,where
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(
q−4 + q2 + 2q−2 + 2), (3.21)
f2(q) = − 1[2]2
(
q−4 + q4 + 2q−2 + q2 + 1). (3.22)
(ii) Consider the coefficient of EiFi in [Tj (Ei), Tj (Fi)]. There are terms in Y9 (cf.
(3.19)) and Y6 (cf. (3.16)): −EiPjFi +EiQ2jFi and q−1EiFiQj x¯j . By a completely simi-
lar computation as above it follows that the summand containing EiFi in [Tj (Ei), Tj (Fi)]
is given by
−EiPjFi +EiQ2jFi + q−1EiFiQj x¯j
= −f1(q)FiEiK2j + f2(q)FiEiK−2j − 2 + q
−2
(q − q−1)2 FiEi,
where f1(q) is given by (3.21) and f2(q) is given by (3.22), respectively.
So, there is a summand in [Tj (Ei), Tj (Fi)] as follows.
(FiEi −EiFi)
{











q − q−1 Ki+2j +
f2(q)
q − q−1 K−i−2j −
f2(q)
q − q−1 Ki−2j
+ f1(q)
q − q−1 K−i+2j −
2 + q−2
(q − q−1)3 Ki +
2 + q−2
(q − q−1)3 K−i . (3.23)









g1(q) = 1 + q
−2
(q − q−1)2 , g2(q) =
2q2
(q − q−1)2 , (3.24)
g3(q) = − q
2 + q−2
(q − q−1)2 , g4(q) = −
1 + q2
(q − q−1)2 . (3.25)
(iv) By Y8, Y7, Y4, Y9, Y5, Y6 the summands of [Tj (Ei), Tj (Fi)] containing FjEj is
given by
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+ FjEjQj q
−4Ki − q4K−1i
q − q−1 − q
−1(q + q−1)FjEjQj q−2Ki − q2K−1i
q − q−1
− q(q + q−1)FjEjQj q−2Ki − q2K−1i
q − q−1
= FjEj
{−g1(q)Ki+j − g2(q)K−1i+j − g3(q)Ki−j − g4(q)K−i+j},
where g1(q), g2(q), g3(q), g4(q) are given by (3.24), (3.25), respectively.
It follows that there is a summand in [Tj (Ei), Tj (Fi)] as follows.
(EjFj − FjEj )
{




g1(q)Ki+j + g2(q)K−i−j + g3(q)Ki−j + g4(q)K−i+j
]
= g1(q)
q − q−1 Ki+2j −
g2(q)
q − q−1 K−i−2j −
g3(q)
q − q−1 Ki−2j
+ g4(q)
q − q−1 K−i+2j +
g3(q)− g1(q)
q − q−1 Ki +
g2(q)− g4(q)
q − q−1 K−i . (3.26)
(v) From Y3 (cf. (3.13)), Y4 (cf. (3.14)), Y5 (cf. (3.15)), Y9 (cf. (3.19)), the remaining
summand containing no letters Ei , Ej , Fi , Fj in [Tj (Ei), Tj (Fi)] is:
−q(q + q−1)Pj q−2Ki − q2K−i
q − q−1 − qQiQjxj
− q−1QiQj x¯j − q−1
(
q + q−1)Pj q−2Ki − q2K−i
q − q−1 + Pj
q−4Ki − q4K−i
q − q−1
= h1(q)Ki+2j + h2(q)K−i−2j + h3(q)Ki−2j
+ h4(q)K−i+2j + h5(q)Ki + h6(q)K−i , (3.27)
where
h1(q) = −2q
−4 + 2q2 + 5q−2 + 5
[2]2(q − q−1)3 ,
h2(q) = 3q
4 + q−4 + 5q2 + 2q−2 + 3
[2]2(q − q−1)3 ,
h3(q) = −q
−4 + q4 + 3q2 + 4q−2 + 5
[2]2(q − q−1)3 ,
4q2 + 3q−2 + 7 q2 + 3q−2 + 3 3q2 + q−2 + 3
h4(q) = [2]2(q − q−1)3 , h5(q) = (q − q−1)3 , h6(q) = − (q − q−1)3 .
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g3(q)− g1(q)
q − q−1 + h5(q)−
2 + q−2
(q − q−1)3 = 0;
the coefficient of K−i is
g2(q)− g4(q)
q − q−1 + h6(q)+
2 + q−2
(q − q−1)3 = 0;
the coefficient of K−i+2j is
g4(q)
q − q−1 + f1(q)+ h4(q) = −
1
q − q−1 ;
and the coefficient of Ki−2j is
−f2(q)
q − q−1 −
g3(q)
q − q−1 + h3(q) =
1
q − q−1 .
So, by (3.20) it follows that [Tj (Ei), Tj (Fi)] = (Ki+2j −K−i−2j )/(q − q−1) as required.
This completes the proof of Lemma 3.4. 
Up to now we have shown that Tj respects the relation (Re. 1).
4. The affine Serre relations
In this section we show that for any 1  k   + 2, Tk respects the defining relation
(Re. 2) of Uq : For aij  0,
[Ei,Fj ] = 0, (4.1)
1−aij∑
s=0
(−1)sE(1−aij−s)i EjE(s)i = 0, (4.2)
1−aij∑
s=0
(−1)sF (1−aij−s)i FjF (s)i = 0. (4.3)
It suffices to check that Tk respects (4.1) and (4.2). Assume that aij  0. It can be verified
directly that [Tk(Ei), Tk(Fj )] = 0 holds in the following cases:
(i) k = i 	= j ;
(ii) k = j 	= i;(iii) k 	= i, k 	= j , aki  0, akj  0.
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the 2-affinization), to show that Tk respects the defining relation (4.1), it suffices to consider
the following cases:
(iv) k 	= i, k 	= j , aki = 2;
(v) k 	= i, k 	= j , akj = 2.
Now we consider the case (iv) since (v) is similar. If akj = 0, then by the definitions
(2.6), (2.7) and the Serre relation (2.3), it follows that[
Tk(Ei), Tk(Fj )
]= q2[F (2)k Ei − q−1FkEiFk + q−2EiF (2)k ,Fj ]= 0.
So, to prove that Tk respect the relation (4.1), it suffices to show the following
Proposition 4.1. Assume that aij  0, akj = −1 and aki = 2 but k 	= i. Then [Tk(Ei),
Tk(Fj )] = 0.
Proof. By (2.6), (2.7) it follows that [Tk(Ei), Tk(Fj )] = q2∑12t=1 Yt , where
Y1 = −F (2)k EiFjFk, Y2 = q−1FkEiFkFjFk,
Y3 = −q−2EiF (2)k FjFk, Y4 = [3]FjF (3)k Ei,
Y5 = −q−1FjF 2k EiFk, Y6 = q−2FjFkEiF (2)k ,
Y7 = qF (2)k EiFkFj , Y8 = −FkEiF 2k Fj ,
Y9 = q−1[3]EiF (3)k Fj , Y10 = −qFkFjF (2)k Ei,
Y11 = FkFjFkEiFk, Y12 = −q−1FkFjEiF 2k .
Since akj = −1, by (2.1) it follows that Y1 + Y11 = FjF (2)k EiFk . Hence
Y1 + Y11 + Y5 + Y6 = FjF (2)k EiFk − [2]q−1FjF (2)k EiFk + q−2FjFkEiF (2)k
= q−2Fj
(−F (2)k EiFk + FkEiF (2)k )
= q−2FjEiF (3)k − q−2FjF (3)k Ei. (4.4)
In the last equality we used (2.2). Similarly, Y2 + Y12 = q−1Fk EiF (2)k Fj . Hence
Y2 + Y12 + Y8 + Y7 = qF (3)k EiFj − qEiF (3)k Fj . (4.5)By the Serre relation (2.1), we have that
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(
FkFjFk − FjF (2)k
)
Fk
= −q−2[2]EiFk(FkFjFk − F (2)k Fj )+ [3]q−2EiFjF (3)k
= −q−2[2]2EiF (2)k FjFk + [2][3]q−2EiF (3)k Fj + [3]q−2EiFjF (3)k
= [2]2Y3 + [2][3]q−2EiF (3)k Fj + [3]q−2EiFjF (3)k .
Since 1 − [2]2 = −[3], it follows that
Y3 = −[2]q−2EiF (3)k Fj − q−2EiFjF (3)k . (4.6)
By a completely similar computation we have that
Y10 = −[2]qFjF (3)k Ei − qF (3)k FjEi. (4.7)
By (4.4), (4.5), (4.6), (4.7) and the fact that EiFj = FjEi it follows that[
Tk(Ei), Tk(Fj )
]
= q2[(q−2 − q−2)EiFjF (3)k + ([3]q−1 − q − [2]q−2)EiF (3)k Fj
+ (−q−2 − q[2] + [3])FjF (3)k Ei + (q − q)F (3)k EiFj ]= 0.
This completes the proof. 
Now we show that Tk (1  k   + 2) respects the Serre relation (4.2). At first we
consider the case either k = i or k = j .
Proposition 4.2. Assume that aij  0. Then we have
1−aij∑
s=0
(−1)s(Ti(Ei))(1−aij−s)Ti(Ej )(Ti(Ei))(s) = 0, (4.8)
1−aij∑
s=0
(−1)s(Tj (Ei))(1−aij−s)Tj (Ej )(Tj (Ei))(s) = 0. (4.9)
Proof. It is easy to see that (4.8) and (4.9) hold if aij = 0. Now assume that aij = −1.
Then (4.8) and (4.9) follows directly by the following facts, which can be verified directly:
Ti(Ei)Ti(Ej ) = qTi(Ej )Ti(Ei)+ qEj ,
Tj (Ei)Tj (Ej ) = q−1Tj (Ej )Tj (Ei)− q−1Ei.This completes the proof. 
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relation (4.2) becomes EiEj −EjEi = 0.
Proposition 4.3. Assume that k 	= i, k 	= j and aij = 0. Then
Tk(Ei)Tk(Ej )− Tk(Ej )Tk(Ei) = 0. (4.10)
Proof. We consider the following cases. It is easy to see that (4.10) holds in cases (i), (ii),
(iii).
(i) aki = akj = 0.
(ii) aki = −1, akj = 0.
(iii) aki = 0, akj = −1.
(iv) aki = akj = −1. Then, by the Serre relation (4.2) it follows that
−q−1EiE2kEj + q−2EiEkEjEk = −EiE(2)k Ej + q−2EiEjE(2)k ,
q−1EjE2kEi − q−2EjEkEiEk = EjE(2)k Ei + q−2EjEiE(2)k .
So,
Tk(Ei)Tk(Ej )− Tk(Ej )Tk(Ei)
= EkEiEkEj − q−1EiE2kEj + q−2EiEkEjEk
−EkEjEkEi + q−1EjE2kEi − q−2EjEkEiEk
= EkEiEkEj −EiE(2)k Ej −EkEjEkEi +EjE(2)k
= E(2)k EiEj −E(2)k EjEi = 0
and (4.10) follows.
(v) aki = 2, akj = 0. By the definition (2.6) of Tk we have that
Tk(Ei)Tk(Ej )− Tk(Ej )Tk(Ei)
= q2[F (2)k EiEj − q−1FkEiFkEj + q−2EiF (2)k Ej
−EjF (2)k Ei + q−1EjFkEiFk − q−2EjEiF (2)k
]= 0,
noting that EiEj = EjEi and FkEj = EjFk . So (4.10) follows.
(vi) aki = 2, akj = −1. Note that in this case we have that EkEi = EiEk by (2.3)
and EjFk = FkEj . Also, EiEj = EjEi . By the definition (2.6) of Tk we have that
Tk(Ei)Tk(Ej )− Tk(Ej )Tk(Ei) = q2∑12t=1 Mt , where
M1 = −F (2)k EiEkEj = −F (2)k EkEiEj ,
M2 = q−1F (2)k EiEjEk = q−1EjF (2)k EkEi,
M3 = q−1FkEiFkEkEj = q−1FkEkEiEjFk − q−1FkEiQkEj ,
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M5 = −q−2EiF (2)k EkEj ,
M6 = q−3EiF (2)k EjEk = q−3EiEjF (2)k Ek,
M7 = EkEjF (2)k Ei = EkF (2)k EiEj
= F (2)k EkEiEj + FkxkEiEj (by Lemma 3.3),
M8 = −q−1EkEjFkEiFk = −q−1FkEkEjEiFk − q−1QkEiEjFk,
M9 = q−2EkEjEiF (2)k = q−2EiEkF (2)k Ej
= q−2EiF (2)k EkEj + q−2EiFkxkEj (by Lemma 3.3),
M10 = −q−1EjEkF (2)k Ei
= −q−1EjF (2)k EkEi − q−1EjFkxkEi (by Lemma 3.3),
M11 = q−2EjEkFkEiFk = q−2FkEjEiEkFk + q−2EjQkEiFk,
M12 = −q−3EjEkEiF (2)k = −q−3EiEjF (2)k Ek − q−3EiEjFkxk.
Note that KkEi = q2EiKk , KkEj = q−1EjKk . It follows that
M1 +M7 = FkxkEiEj = FkEiEj (q + q
−1)Kk − (q + q−1)K−1k
q2 − q−2 ,
M2 +M10 = −q−1EjFkxkEi
= −FkEiEj (q + q
−1)Kk − (q−3 + q−1)K−1k
q2 − q−2 ,
M3 +M8 = −q−1FkEiQkEj − q−1QkEiEjFk
= −FkEiEj q
−2Kk −K−1k
q − q−1 −EiEjFk
q−2Kk −K−1k
q − q−1 ,
M4 +M11 = q−2FkEiEjQk + q−2EjQkEiFk
= FkEiEj q
−2Kk − q−2K−1k
q − q−1 +EjEiFk
q−2Kk − q−2K−1k
q − q−1 ,
M5 +M9 = q−2EiFkxkEj
= EiEjFk (q
−3 + q−5)Kk − (q + q−1)K−1k
q2 − q−2 ,
M6 +M12 = −q−3EiEjFkxk
(q−3 + +q−5)Kk − (q−3 + q−1)K−1k= −EiEjFk
q2 − q−2 .
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∑12
t=1 Mt = 0 and (4.10) follows.
(vii) akj = 2, aki = 0. This is similar to (v).
(viii) akj = 2, aki = −1. This is similar to (vi).
This completes the proof. 




i Ej −EiEjEi +EjE(2)i = 0.




Tk(Ej )− Tk(Ei)Tk(Ej )Tk(Ei)+ Tk(Ej )
(
Tk(Ei)
)(2) = 0. (4.11)
Lemma 4.1. The equality (4.11) holds in the following cases:
(i) aki = akj = 0.
(ii) aki = −1, akj = 0.
(iii) aki = 0, akj = −1.
Proof. The case (i) is clear. It suffices to prove (4.11) for the case (ii) since the case (iii) is
obtained by interchanging the indices i, j from the case (ii).
Assume that aki = −1, akj = 0. Note that in this case we have that















q + q−1)Tk(Ei)EjTk(Ei)+Ej (Tk(Ei))2}. (4.12)
Note that, by the Serre relation (4.2), (Tk(Ei))2Ej = X11 +X12 +X13 +X14, where
X11 = EkEiEkEiEj = E(2)k E2i Ej +EiE(2)k EiEj ,
X12 = −q−1EkE2i EkEj ,
X13 = −q−1EiE2kEiEj = −
(
1 + q2)EiE(2)k EiEj ,
X14 = q−2EiEkEiEkEj = q−2EiE(2)k EiEj + q−2E2i EjE(2)k ,and −(q + q−1)Tk(Ei)EjTk(Ei) = X21 +X22 +X23 +X24, where
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(
q + q−1)EkEiEjEkEi
= −E(2)k E2i Ej −EjE(2)k E2i −
(
q + q−1)EiE(2)k EjEi,
X22 = q−1
(
q + q−1)EiEkEjEkEi = (q + q−1)2q−1EiE(2)k EjEi,
X23 =
(




= −q−2(q + q−1)EiEjE(2)k Ei − q−2EjE2i E(2)k − q−2E2i EjE(2)k ,
and Ej(Tk(Ei))2 = X31 +X32 +X33 +X34, where
X31 = EjEkEiEkEi = EjE(2)k E2i Ei +EjEiE(2)k Ei,
X32 = −q−1EjEiE2kEi = −
(
1 + q−2)EjEiE(2)k Ei,
X33 = −q−1EjEiE2kEi = −
(
1 + q−2)EjEiE(2)k Ei,
X34 = q−2EjEiEkEiEk = q−2EjEiE(2)k Ei + q−2EjE2i E(2)k .
It follows that
X12 +X22 +X32 = 0,
X11 +X21 +X31 = −
(
q + q−1)EiE(2)k EjEi +EiE(2)k EiEj +EjEiE(2)k Ei,
X13 +X23 +X33 =
(
q + q−1)2q−1EiE(2)k EjEi − (1 + q−2)EiE(2)k EiEj
− (1 + q−2)EjEiE(2)k Ei,
X14 +X24 +X34 =
(−q−2(q + q−1))EiEjE(2)k Ei
+ q−2EiE(2)k EiEj + q−2EjEiE(2)k Ei.
Since EkEj = EjEk , it follows that
X11 +X21 +X31 +X13 +X23 +X33 +X14 +X24 +X34
= (−(q + q−1)+ (q + q−1)2q−1 − q−2(q + q−1))EiEjE(2)k Ei = 0,
and hence (Tk(Ei))2Ej − (q + q−1)Tk(Ei)EjTk(Ei)+Ej(Tk(Ei))2 = 0. Then (4.11) fol-
lows by (4.12). This completes the proof. 
Proposition 4.4. Assume that aki = akj = aij = −1. Then (4.11) holds.
We need the following lemmas, which will be used in next sections.Lemma 4.2. Assume that aki = −1. Then we have the following equalities:
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(ii) EiTk(Ei) = q−1Tk(Ei)Ei ;
(iii) FkTk(Ei) = Tk(Ei)Fk −EiK−1k ;
(iv) KkTk(Ei) = qTk(Ei)Kk .
Proof. (i) and (ii) follows directly by the Serre relation (4.2); while (iii) follows directly
by the facts that EiFk = FkEi and [Ek, Fk] = Qk , and (iv) follows by KkEk = q2EkKk
and KkEi = q−1EiKk . 
Proof of Proposition 4.4. For brevity, set






Then, to show (4.11), it suffices to show that Θ = 0. Then by Lemma 4.2, it follows that
EkΘ = q3ΘEk, KkΘ = q3ΘKk. (4.14)







)2 + (1 + q−2)Tk(Ei)EiK−1k . (4.15)
Then, by a lengthy but straightforward computation we have that








q + q−1)q−1Tk(Ei)EjTk(Ei)+ q−2Ej (Tk(Ei))2,
Θ2 =
(
1 + q−2)EiTk(Ei)Tk(Ej )− (q + q−1)q−2EiTk(Ej )Tk(Ei)
+ (1 + q−2)Tk(Ej )Tk(Ei)Ei − (q + q−1)Tk(Ei)Tk(Ej )Ei.
In a similar way as above using Lemma 4.2 and (4.15), we have that Fk(Θ1 + Θ2) =
(Θ1 +Θ2)Fk +Θ3K−1k , where
Θ3 = −q−1
(
q + q−1)2Tk(Ei)EiEj + (q + q−1)2Tk(Ei)EjEi
+ (q + q−1)(q−1 + q−3)EiEjTk(Ei)− q−1(q + q−1)2EjEiTk(Ei)
− (1 + q−2)q−1E2i Tk(Ej )+ q−1(q + q−1)2EiTk(Ej )Ei( )− q + q−1 Tk(Ej )E2i .




q + q−1)Ek(E2i Ej − (q + q−1)EiEjEi +EjE2i )
− (1 + q−2)−2(E2i Ej − (q + q−1)EiEjEi +EjE2i )Ek = 0,
which means that
Fk(Θ1 +Θ2) = (Θ1 +Θ2)Fk. (4.17)
On the other hand, by using Lemma 4.2, we have that








+ (q + q−1)Tk(Ei)Tk(Ej )Tk(Ei),









So we have that
EkΘ1 − q3Θ1Ek +EkΘ2 − q3Θ2Ek = −[3]Θ. (4.18)
Note that, by (4.14) and (4.16), it follows that
q3ΘEkFk = EkFkΘ + (EkΘ1 +EkΘ2)K−1k ,
q3ΘFkEk = FkEkΘ + (qΘ1Ek + qΘ2Ek)K−1k .
It follows that q3ΘQk = QkΘ + [EkΘ1 +EkΘ2 − qΘ1Ek − qΘ2Ek]K−1k , i.e.,
EkΘ1 +EkΘ2 − qΘ1Ek − qΘ2Ek = −[3]Θ. (4.19)
Comparing (4.18) and (4.19), we have that (Θ1 + Θ2)Ek = 0. By (4.17) it follows that
(Θ1 + Θ2)FkEk = 0 = (Θ1 + Θ2)EkFk . So (Θ1 + Θ2)Qk = 0 and hence Θ1 + Θ2 = 0.
thus, by (4.18) it follows that Θ = 0 as required. This completes the proof. 
We consider further the remaining cases.
Proposition 4.5. Assume that aki = 2, akj = 0 and aij = −1. Then the equality (4.11)
holds.
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T̂k(Ei) = F (2)k Ei − q−1FkEiFk + q−2EiF (2)k , T̂k(Ej ) = Ej ,
Λ = (T̂k(Ei))2Ej − (q + q−1)T̂k(Ei)Ej T̂k(Ei)+Ej (T̂k(Ei))2. (4.20)
Then (4.11) is equivalent to Λ = 0. Introduce
ϕ = FkEi − q−2EiFk. (4.21)
Then for aki = 2 but k 	= i,
T̂k(Ei) = 1[2] (Fkϕ − ϕFk). (4.22)
We also have the following
Lemma 4.3. Assume that aki = 2 but k 	= i. Then
(i) Kkϕ = ϕKk ;
(ii) F 2k ϕ − (1 + q2)FkϕFk + q2ϕF 2k = 0;
(iii) Ekϕ = ϕEk + [2]EiKk ;
(iv) Ekϕ2 = ϕ2Ek + [2](ϕEi +Eiϕ)Kk .
Proof. (i) is clear. (ii) follows by the Serre relation (2.2). (iii) follows by the facts that
[Ek, Fk] = Qk and EiEk = EkEi . (iv) follows by (iii). 
Lemma 4.4. Assume that aki = 2. Then
(i) FkT̂k(Ei) = q2T̂k(Ei)Fk ;
(ii) EkT̂k(Ei) = T̂k(Ei)Ek + ϕKk ;
(iii) Ek(T̂k(Ei))2 = (T̂k(Ei))2Ek + [T̂k(Ei)ϕ + q−2ϕT̂k(Ei)]Kk .
Proof. (i) follows by (ii) of Lemma 4.3. (ii) follows by (4.22) and (iii) of Lemma 4.3,
(iii) follows by (ii). 
Proof of Proposition 4.5. Since akj = 0 it follows that FkEj = EjFk . Thus, by (i) of
Lemma 4.4 it follows that
FkΛ = q4ΛFk. (4.23)
On the other hand, by a direct computation using (ii) and (iii) of Lemma 4.4 we have that
EkΛ = ΛEk +Λ1Kk, (4.24)
where
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(
q + q−1)q−2ϕEj T̂k(Ei)+ q−2EjϕT̂k(Ei)
+ q−2ϕT̂k(Ei)Ej −
(
q + q−1)T̂k(Ei)Ejϕ +Ej T̂k(Ei)Ej .
By a similar computation as above using (ii) and (iii) of Lemma 4.4 we have that




1 + q−2)(ϕ2Ej − (q + q−1)ϕEjϕ +Ejϕ2)
+ [2]{[T̂k(Ei)Ei + q−4EiT̂k(Ei)]Ej +Ej [T̂k(Ei)Ei + q−4EiT̂k(Ei)]}
− [2]{T̂k(Ei)EjEi + q−4EiEj T̂k(Ei)Ej}.
Also, by a similar computation we have that




ϕEiEj + q−2EiϕEj +EjϕEi
+ q−2EjEiϕ −
(
q + q−1)ϕEjEi − (q + q−1)q−2EiEjϕ}.
Again, by a direct computation using Lemmas 4.3 and 4.4, we have that EkΛ3 = Λ3Ek +
[2](q2 + q−2)(E2i Ej − (q + q−1)EiEjEj +EjE2i ), i.e.,
EkΛ3 = Λ3Ek, (4.27)
by the Serre relation (4.2).
Now, since KkΛ1 = q−2Λ1Kk , by (4.23) and (4.24) we have that
FkEkΛ = q4ΛFkEk + FkΛ1Kk, EkFkΛ = q4ΛEkFk + q2Λ1FkKk.
Subtracting the first formula from the second formula we have that
[2](q2 + q−2)Λ = FkΛ1 − q2Λ1Fk. (4.28)
Similarly, by (4.25) and (4.28) we have that
[3]!Λ1 = FkΛ2 −Λ2Fk. (4.29)
By (4.26) and (4.29) we have that[3]!Λ2 = FkΛ3 − q−2Λ3Fk, (4.30)
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Thus by (4.30) it follows that Λ2 = 0, and by (4.29) it follows that Λ1 = 0. So, by (4.28)
we have Λ = 0. This completes the proof. 
Now we consider the most complicated case that aki = 2, akj = −1, aij = −1 to show
that (4.11) holds. As in 4.6 we modify the definition of Tk as follows (cf. (2.6)). Put
T̂k(Ei) = F (2)k Ei − q−1FkEiFk + q−2EiF (2)k , T̂k(Ej ) = −EkEj + q−1EjEk,
∆ = (T̂k(Ei))2T̂k(Ej )+ T̂k(Ej )(T̂k(Ei))2 − (q + q−1)T̂k(Ei)T̂k(Ej )T̂k(Ei). (4.31)
Then (4.11) is equivalent to ∆ = 0. We shall use Lemmas 4.3, 4.4 frequently by similar
methods to Proposition 4.5 to show the following
Proposition 4.6. Assume that aki = 2, akj = −1 and aij = −1. Then ∆ = 0 and therefore
(4.11) holds.
Proof. By Lemmas 4.3, 4.4 and a direct computation we have that






q + q−1)T̂k(Ei)T̂k(Ej )ϕ + T̂k(Ej )T̂k(Ei)ϕ]
+ q−2[ϕT̂k(Ei)T̂k(Ej )− (q + q−1)ϕT̂k(Ej )T̂k(Ei)+ T̂k(Ej )ϕT̂k(Ei)],
and ϕ is given by (4.21). By similar computations we have that




1 + q−2)[ϕ2T̂k(Ej )− (q + q−1)ϕT̂k(Ej )ϕ + T̂k(Ej )ϕ2]
+ [2]{T̂k(Ei)EiT̂k(Ej )+ q−4EiT̂k(Ei)T̂k(Ej )
+ T̂k(Ej )T̂k(Ei)Ei + q−4T̂k(Ej )EiT̂k(Ei)
− (q + q−1)[T̂k(Ei)T̂k(Ej )Ei + q−4EiT̂k(Ej )T̂k(Ei)]},





q + q−1)ϕT̂k(Ej )Ei + T̂k(Ej )ϕEi][ ( ) ]+ q−2 EiϕT̂k(Ej )− q + q−1 EiT̂k(Ej )ϕ + T̂k(Ej )Eiϕ .
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have that ∆3 = 0. Hence
Ek∆2 = q∆2Ek. (4.34)
Now we compute ∆ in another direction as follows. At first, since aki = 2 and akj = −1,
by Lemmas 4.2 and 4.4, we have that








q + q−1)T̂k(Ei)Ej T̂k(Ei)+Ej (T̂k(Ei))2.
By Lemma 4.4 and a direct computation it follows that
Ek∆
′
1 = q−1∆′1Ek −∆+ q−1∆′2Kk, (4.36)
where
∆′2 = T̂k(Ei)ϕEj +Ej T̂k(Ei)ϕ −
(
q + q−1)T̂k(Ei)Ejϕ
+ q−2[ϕT̂k(Ei)Ej +EjϕT̂k(Ei)− (q + q−1)ϕEj T̂k(Ei)].
By the Serre relation E2i Ej − (q + q−1)EiEjEi + EjE2i = 0 and a direct computation it
follows that
−Ek∆′2 + q−1∆′2Ek = ∆1. (4.37)
Furthermore, by a direct computation we have that
Fk∆
′
2 − q2∆′2Fk = [2]
(
q2 + q−2)∆′1. (4.38)
By (4.32) and (4.35), we have that
FkEk∆ = q5∆FkEk − q3∆′1EkK−1k + qFk∆1Kk,
EkFk∆ = q5∆EkFk − q4Ek∆′1K−1k + q3∆1∆1Kk.
It follows that











= q5∆Qk − q4
(−∆+ q−1∆′2Kk)K−1k + q(q2∆1Fk − Fk∆1)Kk,where in the last equality we use (4.36). So we have that
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Similarly, by (4.32) and (4.39) we have that
∆2Fk − Fk∆2 =
(
q−3 + q3)∆1. (4.40)
By this with (4.34) and (4.33) we have
Qk∆2 = q∆2Qk −
(
q−3 + q3)(Ek∆1 − q∆1Ek) = q∆2Qk − (q−3 + q3)q∆2Kk.
It follows that ∆2 = 0 and, by (4.40), ∆1 = 0. Also, by (4.39),
[2](q2 + q−2)∆Kk = −q2∆′2. (4.41)




2 − q∆′2Qk = −[2]
(
q2 + q−2)(−∆+ q−1∆′2Kk)
= q2∆′2K−1k + [2]
(
q2 + q−2)q−1∆′2Kk,
from which we have that{
q−3 − q
q − q−1 − [2]
(
q−2 + q2)q−1}∆′2 = q−3 − q − q3 + q−5q − q−1 ∆′2 = 0,
and ∆′2 = 0. By (4.41) it follows that ∆ = 0. This completes the proof. 
Note that the case that aki = 0, akj = 2 (respectively aki = −1, akj = 2) is similar to
Proposition 4.5 (respectively Proposition 4.6). So we have shown that for any 1  k 
+ 2, Tk respects the Serre relation (4.2).
5. The GIM Serre relations
In this section we assume that aij = 2 but i 	= j and show that for each 1 k   + 2,








We show (5.1) holds first, which is much more complicated than (5.2). If either k = i or
k = j then (5.1) follows by the following Propositions 5.1 and 5.2, respectively. If k 	= i and
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and j =  + 2, i.e., we may assume that α1 = θ − δ1 and α2 = θ − δ2. Hence for any
1 k  + 2 we have that
ak1 = (θ − δ1)(hk) = θ(hk) = (θ − δ2)(hk) = ajk.
It follows that there are exactly following two cases needed to be considered:
(i) aki = akj = 0;
(ii) aki = akj = −1.
For the first case that aki = akj = 0, it is easy to see that (5.1) holds. For the second case we
show (5.2) in Proposition 5.3. At the end of this section we show (5.2) in Proposition 5.4.
Proposition 5.1. Assume that aij = 2 and i 	= j . Then it holds that
s=3∑
s=0
(−1)s(Ti(Ei))(3−s)Ti(Fj )(Ti(Ei))(s) = 0. (5.3)
Proof. Keep notation in Section 3. In this case FiFj = FjFi and by (2.7) we have that




i − qEiFjEi + q2E(2)i Fj
)
.
Since Ti(Ei) = −FiKi , we have that(
Ti(Ei)
)(2) = q6K2iF (2)i , (Ti(Ei))(3) = −q12K3iF (3)i .
Also, by Lemma 3.3, we have that
EiF
(3)






i Qi + FixiFi
)
, (5.4)











i Ei x¯i + F 2i Ei
q2Ki − q2K−1i
q − q−1 + FiQi
q2Ki − q2K−1i
q − q−1 + PiFi
}
,
and x¯i is given by (3.8), Pi is given by (3.9). Using Lemma 3.3 and above two formu-
lae with a lengthy but straightforward computation to move forward the letter Fi in each
summand of the left-hand side of (5.3), we have that
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(





V1 = q10K3iF (2)i FjEix¯i ,






i Ei x¯i + F 2i Ei
q2Ki − q2K−1i
q − q−1 + FiQi
q2Ki − q2K−1i
q − q−1 + PiFi
]
,
V4 = −q11K3iF (2)i QiFjEi − q11K3iF (2)i EiFjQi,
V5 = q9K3iF 2i xiFjEi + q9K3iFiEiFjFixi
= q9K3iF 2i xiFjEi + q9K3iF 2i EiFjxi + q9K3iFiQiFjxi,















































q − q−1 Fj +
1
[3]K3iPiFiFj ,
where xi is given by (3.7), x¯i is given by (3.8) and Pj is given by (3.9).
By V1, V2, V3, V4 and V6 it follows that the right coefficient of K3iF (2)i FjEi in
∑9
t=1 Vt
is given by q6(λ1 + λ2), where




q−2(1 + q−2)Ki − q2(1 + q2)K−1i




q2 − q−2 ,and t1(q) = q8 + 3q6 + 5q4 + 6q2 + q−2 + 4, while
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(
q2[2] + q5 + 1[3]q
)
Qi = − 1[3]
t1(q)Ki − t1(q)K−1i
q2 − q−2 ,
so λ1 + λ2 = 0 and therefore the summand K3iF (2)i FjEi in
∑9
t=1 Vt vanishes.
By V4, V5, V6, V7, V8 and V9 it follows that the right coefficient of K3iF (2)i EiFj in∑9
t=1 Vt is given by q7(σ1 + σ2), where
σ1 = q2[2]xi −
{ [2]
[3] − q
5 − q 1[3]
}











q2 − q−2 ,





Qi = − 1[3]
t2(q)Ki − t2(q)K−1i
q2 − q−2 ,
so σ1 + σ2 = 0 and therefore the summand K3iF (2)i EiFj in
∑9
t=1 Vt vanishes.
So it remains to check that the summand K3iFiFj in
∑9
t=1 Vt vanishes. Note that
KiFj = q−2FjKi since aij = 2. By V2, V3, V5, V6, V8 and V9, it follows that the right
coefficient of K3iFiFj in
∑9
t=1 Vt is given by q6
∑9
t=1 Wt , where




(1 + q2)K2i + (1 + q2)K−12i







q − q−1 =
q−2K2i + q2K−12i
[3](q − q−1)2 −
q−2 + q2





q−4(q−2 + 1)K2i + q4(1 + q2)K−12i





W4 = q3 (q
−2Ki − q2K−1i )((1 + q−2)Ki − (1 + q2)K−1i )
(q − q−1)(q2 − q−2)
= q3
{
q−2(1 + q−2)K2i + q2(1 + q2)K−12i
(q − q−1)(q2 − q−2) −
q2 + q−2 + 2
(q − q−1)(q2 − q−2)
}
,
W5 = −q [2][3]
(q−2(1 + q−2)Ki − (q2(1 + q2)K−1i )2
(q − q−1)2
[2]{q−4(1 + q−2)2K2i + (q4(1 + q2)2K−12i 1 − q−4 }= −q [3] (q − q−1)2 − 2 (q − q−1)2 ,
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(q−2(1 + q−2)Ki − q2(1 + q2)Ki)(Ki −K−1i )
(q2 − q−2)(q − q−1)
= −q 1[3]
{
q−2(1 + q−2)K2i + q2(1 + q2)K2i
(q2 − q−2)(q − q−1) −
q−2 + q−4 + q2 + q4





q−4(q−2 + 1)K2i + q4(1 + q2)K−12i
























q−8(q−2 + 1)K2i + q8(1 + q2)K−12i







t=1 Wt = ζ1(q)K2i + ζ2(q)K−12i + ζ3(q). From Wt (1  t  9) as above and by a
direct computation we have that
ζ1(q) = ζ2(q) = ζ3(q) = 0,
which means that
∑9
t=1 Wt = 0 and therefore the summand K3iFiFj in
∑9
t=1 Vt vanishes.
So far we have shown that
∑9
t=1 Vt = 0. By (5.5) it follows that (5.3) holds. This com-
pletes the proof. 
Proposition 5.2. Assume that aij = 2 and i 	= j . Then it holds that
s=3∑
s=0
(−1)s(Tj (Ei))(3−s)Tj (Fj )(Tj (Ei))(s) = 0. (5.6)
As in Section 4 we put T̂j (Fj ) = Tj (Fj ) and
T̂j (Ei) = q−2Tj (Ei) = F (2)j Ei − q−1FjEiFj + q−2EiF (2)j .
Then by the definition of Tj (cf. (2.6)), the equality (5.6) is equivalent to
s=3∑
s=0
(−1)s(T̂j (Ei))(3−s)T̂j (Fj )(T̂j (Ei))(s) = 0. (5.7)
Putϕij = FjEi − q−2EiFj . (5.8)
Y. Tan / Journal of Algebra 289 (2005) 214–276 247Let us recall Lemmas 4.3 and 4.4. For convenience, we collect the following facts which
will be used in the proof of this proposition as follows.
Lemma 5.1. Assume that aij = 2 but i 	= j . Then
(i) Kjϕij = ϕijKj , Kj T̂j (Ei) = q−2T̂j (Ei)Kj ;
(ii) ϕijE2i − (1 + q2)EiϕijEi + q2E2i ϕij = 0;
(iii) Ej T̂j (Ei) = T̂j (Ei)Ej + ϕijKj , Fj T̂j (Ei) = q2T̂j (Ej )Fj ;
(iv) Ejϕij = ϕijEj + [2]EiKj ;
(v) T̂j (Ei) = 1[2] {Fjϕij − ϕijFj };
(vi) T̂j (Ei)T̂j (Fj ) = q−2T̂j (Fj )T̂j (Ei)− q−2ϕij .
In particular, (ii) is the Serre relation (2.2). By (vi) it follows that








1 + q2)T̂j (Ei)ϕij T̂j (Ei)+ q2ϕij (T̂j (Ei))2}.
Put
Ω = (T̂j (Ei))2ϕij − (1 + q2)T̂j (Ei)ϕij T̂j (Ei)+ q2ϕij (T̂j (Ei))2. (5.9)
To prove Proposition 5.2, it suffices to show that Ω = 0. We have that
KjΩ = q−4ΩKj, FjΩ = q4ΩFj . (5.10)
Assume that aij = 2 and i 	= j . By using Lemma 5.1 and straightforward computations we
have the following formulae
EjΩ = ΩEj +Ω1Kj , KjΩ1 = q−2Ω1Kj , (5.11)
where
Ω1 = − q2T̂j (Ei)ϕ2ij +
(
q2 + q−2)T̂j (Ei)ϕij T̂j (Ei) − q−2ϕ2ij T̂j (Ei)
+ [2]{(T̂j (Ei))2Ei − (1 + q−2)T̂j (Ei)EiT̂j (Ei)+ q−2Ei(T̂j (Ei))2},




ϕij T̂j (Ei)Ei − T̂j (Ei)Eiϕij
)+ q2(EiT̂j (Ei)ϕij − ϕijEiT̂j (Ei)),
EjΩ2 = Ω2Ej +Ω3Kj , KjΩ3 = q2Ω3Kj , (5.13)where
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(
q2 + q−2)ϕijEiϕij + q−2Eiϕ2ij
− [2]{T̂j (Ei)E2i − (1 + q−2)EiT̂j (Ei)Ei + q−2E2i T̂j (Ei)}.
Also, by using Lemma 5.1 and straightforward computations we have that
EjΩ3 = Ω3Ej − [2]
(
q2 + q−2){ϕijE2i − (1 + q2)EiϕijEi + q2E2i ϕij}Kj .
By (ii) of Lemma 5.1, it follows that
EjΩ3 = Ω3Ej . (5.14)
Proof of Proposition 5.2. By (5.10), (5.11) we have that
EjFjΩ = q4ΩEjFj + q2Ω1FjKj , FjEjΩ = q4ΩFjEj + FjΩ1Kj ,
so QjΩ = q4ΩQj + (q2Ω1Fj − FjΩ1)Kj . Since KjΩ = q−4ΩKj , we have that
[2](q2 + q−2)Ω = FjΩ1 − q2Ω1Fj . (5.15)
Similarly, by (5.12) and (5.15) we have that
Ω1 = FjΩ2 −Ω2Fj . (5.16)
By (5.13) and (5.16) we have that
[3]!Ω2 = FjΩ3 − q−2Ω3Fj . (5.17)
By (5.14) and (5.17) we have that ([2]− [3]!)Ω3 = 0, which means that Ω3 = 0. By (5.17)
it follows that Ω2 = 0. By (5.16) it follows that Ω1 = 0. At last, by (5.15) it follows that
Ω = 0 as required. This completes the proof. 
Proposition 5.3. Assume that aki = akj = −1, aij = 2 and i 	= j . Then the equality (5.1)
holds.









+ [3](Tk(Ei))Tk(Fj )(Tk(Ei))2 − Tk(Fj )(Tk(Ei))3 = 0. (5.18)
The aim of following computations is to establish (5.39) below. At first, since aki = −1,
by Serre relation (2.1) we have that
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Tk(Ei)
)2 = E(2)k E2i − (1 + q−2)EkE(2)i Ek + q−2E2i Ek
= E(2)k E2i −
(
1 + q−2)EiE(2)k Ei + q−2E2i Ek. (5.19)
In particular we have that
EkE
(2)
i Ek = EiE(2)k Ei. (5.20)
We need the following
Lemma 5.2. Assume that aki = −1. Then(
Tk(Ei)
)3 = −E(3)k E3i + q−1E(2)k E3i Ek − q−2EkE3i E(2)k + q−3E3i E(3)k . (5.21)
Proof. By (5.19) we have that
(
Tk(Ei)
)3 = −EkEiE(2)k E2i + (1 + q−2)EkEiEkE(2)i Ek − q−2EkE3i E(2)k
+ q−1EiEkE(2)k E2i − q−1
(
1 + q−2)EiE2kE(2)i Ek
+ q−3EiEkE2i E(2)k .
By Serre relation (2.1) we have that
E2kEiEkE
2
i = [2]2E2kEiEkE2i − [2]E3kE3i −E2kE3i Ek.
Since [2]2 − 1 = [3], it follows that E2kEiEkE2i = [2][3]E3kE3i + 1[3]E2kE3i Ek . So


























































(2) (2) 1 3 (2) 1 (2) 31 − [2]2 EiEk Ei Ek = [2]2 EkEi Ek + [2]3 Ek Ei Ek,


















by noting that 1 − 1[2]2 = [3][2]2 . So we have that(
1 + q−2)EkEiEkE(2)i Ek = (1 + q−2){E(2)k EiE(2)i Ek +EiE(2)k E(2)i Ek}











































i = q−1E(2)k E3i Ek. (5.24)
We continue to compute other summands in (Tk(Ei))3,
−q−1(1 + q−2)EiE2kE(2)i Ek
= −q−1(1 + q−2)[2]EiE(2)k E(2)i Ek
= −(1 + q−2)2{ 1[3]EkE3i E(2)k + 1[3]!E(2)k E3i Ek
}


























kEiEk = E2i E(2)k EiEk









k + q−3E3i E(3)k . (5.26)By (5.22), (5.23), (5.24), (5.25) and (5.26) we have that
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Tk(Ei)















































and the lemmas follows. 




Tk(Fj ) = qFkA11 −A11Fk +A12K−1k , (5.27)
where
A11 = −E(3)k E3i Fj + q−1E(2)k E3i FjEk − q−2EkE3i FjE(2)k + q−3E3i FjE(3)k ,
A12 = E(2)k E3i Fj − q−2EkE3i FjEk + q−4E3i FjE(2)k .
Proof. Note that Tk(Fj ) = −FjFk + qFkFj . Since akj = −1, we have that FjEk =
EkFj . By (5.21) it follows that −(Tk(Ei))3FjFk = −A11Fk . So it remains to compute
(Tk(Ei))
3FkFj .
At first, by Lemma 3.3, it follows that
E
(3)
k Fk = FkE(3)k +E(2)k yk, yk =
q2Kk − q−2K−1k
q − q−1 .
Therefore, by this formula and Lemma 3.3 it follows that







= −FkE(3)k E3i Fj −E(2)k E3i FjQk,
q−1E(2)k E
3
i EkFkFj = q−1E(2)k E3i FkEkFj + q−1E(2)k E3i Fj
qKk − q−1K−1k
q − q−1= q−1FkE(2)k E3i FjEk + q−1EkE3i FjEkx¯k
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Kk − q−2K−1k
q − q−1 ,











q−1(q2 + 1)Kk − (q−2 + 1)q−3K−1k
q2 − q−2 ,
q−3E3i E
(3)







= q−3FkE3i FjE3k +E3i FjE(2)k
Kk − q−6K−1k
q − q−1 .




FkFj = FkA11 +E(2)k E3i Fj
{
Kk − q−2K−1k



















i Fj − q−3EkE3i FjEk + q−5E3i FjE(2)k
}
K−1k
and the lemma follows. 
In a completely similar way we have the following




)3 = qFkA41 −A41Fk +A42K−1k , (5.28)
where
A41 = E(3)k FjE3i − q−1E(2)k FjE3i Ek + q−2EkFjE3i E(2)k − q−3FjE3i E(3)k ,
A42 = −E(2)k FjE3i + q−2EkFjE3i Ek − q−4FjE3i E(2)k .
We continue to compute other two summands of (5.18). At first, for aki = akj = −1 and
i 	= j , by Serre relation (2.1) we have that
(2) −1 −2 (2)Tk(Ei)FjTk(Ei) = Ek EiFjEi − q EkEiFjEiEk + q EiFjEiEk . (5.29)




FjTk(Ei) = −E(3)k E2i FjEi + q−1E(2)k E2i FjEiEk
− q−2EkE2i FjEiE(2)k + q−3E2i FjEiE(3)k . (5.30)
Proof. By (5.29) we have that (Tk(Ei))2FjTk(Ei) =∑6i=1 Ri , where
R1 = −EkEiE(2)k EiFjEi, R2 = q−1EkEiEkEiFjEiEk,
R3 = −q−2EkE2i FjEiE(2)k , R4 = q−1EiEkE(2)k EiFjEi,
R5 = −q−2EiE2kEiFjEiEk, R6 = q−3EiEkEiFjEiE(2)k .
Note that
−EkEiE(2)k EiFjEi = −E2kEiEkEiFjEi +EkE(2)k E2i FjEi
= −[2]2EkEiE(2)k EiFjEi +EiE3kEiFjEi +EkE(2)k E2i FjEi.
So ([2]2 − 1)EkEiE(2)k EiFjEi = EiE3kEiFjEi +EkE(2)k E2i FjEi and
R1 = − 1[3]EiE
3
kEiFjEi −E(3)k E2i FjEi.
Since, again by Serre relation (2.1),
R2 = q−1E(2)k E2i FjEiEk + q−1EiE(2)k EiFjEiEk,
R5 = −q−2
(
q + q−1)EiE(2)k EiFjEiEk,
which means that R2 +R5 = q−1E(2)k E2i FjEiEk − q−3EiE(2)k EiFjEiEk . But
EiE
(2)
k EiFjEiEk = EiEkEiEkFjEiEk −E2i E(2)k FjEiEk
= EiEkEiFjE(2)k Ei +EiEkEiFjEiE(2)k −E2i E(2)k FjEiEk,
It follows that
R2 +R5 +R6 = q−1E(2)k E2i FjEiEk − q−3EiEkEiFjE(2)k Ei + q−3E2i E(2)k FjEiEk.Also, by Serre relation (2.1) and (5.20) it follows that
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(2)
k Ei = EiEkEiE(2)k FjEi
= EiE2kEiEkFjEi −EiEkE(2)k EiFjEi












kFjEi = E2i FjEkE2kEi
= [2]E2i FjE2kEiEk −E2i FjEkEiE2k
= [2]2E2i FjEkEiE2k − [2]E2i FjEiE3k −E2i FjEkEiE2k
= [3]E2i FjEkEiE2k − [2]E2i FjEiE3k
= [3]E2i FjE(2)k EiEk + [3]E2i FjEiE(2)k Ek − [2]E2i FjEiE3k
= [3]E2i E(2)k FjEiEk −E2i FjEiE(2)k Ek
by noting that [3] = [2]2 − 1. So we have that
EiEkEiFjE
(2)
k Ei = [2]2EiEkEiE(2)k FjEi − [3]E2i E(2)k FjEiEk








k Ei = E2i E(2)k FjEiEk −E2i FjEiE(3)k +EiE(3)k EiFjEi,
and hence
R2 +R5 +R6 = q−1E(2)k E2i FjEiEk + q−3E2i FjEiE(3)k − q−3EiE(3)k EiFjEi.




FjTk(Ei) = (R1 +R3 +R4)+ (R2 +R5 +R6)
= −E(3)k E2i FjEi + q−1E(2)k E2i FjEiEk − q−2EkE2i FjEiE(2)k











and the lemma follows by noting that − 1[3] + 1[2]q−1 − 1[3]!q−3 = 0. 
Similarly we have the following




2 = −E(3)k EiFjE2i + q−1E(2)k EiFjE2i Ek
− q−2EkEiFjE2i E(2)k + q−3EiFjE2i E(3)k . (5.31)
Proof. By (5.29) we have that (Tk(Ei))2FjTk(Ei) =∑6i=1 Si , where
S1 = −E(2)k EiFjEiEkEi, S2 = q−1E(2)k EiFjE2i Ek,
S3 = q−1EkEiFjEiE2kEi, S4 = −q−2EkEiFjEiEkEiEk,
S5 = −q−2EiFjEiE(2)k EkEi, S6 = q−3EiFjEiE(2)k EiEk.
By using Serre relation (2.1) and (5.20) we have that




kEi −E(2)k EiFjE(2)i Ek −EiE(2)k FjE(2)i Ek,
S3 =
(
1 + q−2)E(2)k EiFjE(2)i Ek + (1 + q−2)EiE(2)k FjE(2)i Ek,
S4 = −q−2E(2)k EiFjE(2)i Ek − q−2EiE(2)k FjE(2)i Ek − q−2EkEiFjE2i E(2)k ,









2 = (S1 + S3 + S4)+ (S2 + S5 + S6)
= −E(3)k EiFjE2i + q−1E(2)k EiFjE2i Ek − q−2EkEiFjE2i E(2)k











and the lemma follows by noting that 1[3]! − 1[2]q−2 + 1[3]q−3 = 0. 
Lemma 5.7. Assume that aki = akj = −1 and i 	= j . Then
−[3](Tk(Ei))2Tk(Fj )Tk(Ei) = qFkA21 −A21Fk +A22K−1k , (5.32)
where
A21 = [3]E(3)k E2i FjEi − [3]q−1E(2)k E2i FjEiEk
+ [3]q−2EkE2i FjEiE(2)k − [3]q−3E2i FjEiE(3)k ,
(2) 2 −2 2 −4 2 (2)A22 = −[3]Ek Ei FjEi + [3]q EkEi FjEiEk − [3]q Ei FjEiEk .
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= −(Tk(Ei))2FjTk(Ei)Fk + qFk(Tk(Ei))2FjTk(Ei)
+ {(Tk(Ei))2FjEi + (1 + q−2)q−1Tk(Ei)EiFjTk(Ei)}K−1k . (5.33)
By (5.19) we have that(
Tk(Ei)
)2
FjEi = E(2)k E2i FjEi −
(
1 + q−2)EkE(2)i EkFjEi + q−2E2i E(2)k FjEi
= E(2)k E2i FjEi −
(
1 + q−2)EiEkEiEkFjEi
+ (1 + 2q−2)E2i E(2)k FjEi. (5.34)
On the other hand, by (ii) of Lemma 4.2 it follows that(
1 + q−2)q−1Tk(Ei)EiFjTk(Ei)
= (1 + q−2)EiTk(Ei)FjTk(Ei)
= (1 + q−2)EiEkEiFjEkEi − (1 + q−2)q−1EiEkEiFjEiEk
− (1 + q−2)q−1E2i EkFjEkEi + (1 + q−2)q−2E2i EkFjEiEk.
Note that
−(1 + q−2)q−1EiEkEiFjEiEk
= −(1 + q−2)q−1E(2)i EkFjEiEk − (1 + q−2)q−1EkE(2)i FjEiEk
= −q−2E2i FjEkEiEk − q−2EkE2i FjEiEk
= −q−2E2i FjE(2)k Ei − q−2E2i FjEiE(2)k − q−2EkE2i FjEiEk
− (1 + q−2)q−1E2i EkFjEkEi
= −(1 + q−2)2E2i E(2)k FjEi,
and (
1 + q−2)q−2E2i EkFjEiEk
= (1 + q−2)q−2E2i FjEkEiEk
= (1 + q−2)q−2E2i FjE(2)k Ei + (1 + q−2)q−2E2i FjEiE(2)k .So we have that
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1 + q−2)q−1Tk(Ei)EiFjTk(Ei)
= (1 + q−2)EiEkEiFjEkEi − q−2EkE2i FjEiEk + q−4E2i FjEiE(2)k
− {q−2 + (1 + q−2)2 − (1 + q−2)q−2}E2i FjE(2)k Ei. (5.35)







= E(2)k E2i FjEi − q−2EkE2i FjEi + q−4E2i FjEiE(2)k
+ {1 + 2q−2 − q−2 − (1 + q−2)2 + (1 + q−2)q−2}E2i E(2)k FjEi
= E(2)k E2i FjEi − q−2EkE2i FjEi + q−4E2i FjEiE(2)k ,
by noting that 1 + 2q−2 − q−2 − (1 + q−2)2 + (1 + q−2)q−2 = 0. By this formula and
(5.30), (5.33) the lemma follows. 
Similarly we have the following




)2 = qFkA31 −A31Fk +A32K−1k , (5.36)
where
A31 = −[3]E(3)k EiFjE2i + [3]q−1E(2)k EiFjE2i Ek
− [3]q−2EkEiFjE2i E(2)k + [3]q−3EiFjE2i E(3)k ,
A32 = [3]E(2)k EiFjE2i − [3]q−2EkEiFjE2i Ek + [3]q−4EiFjE2i E(2)k .
Proof. Since akj = −1, we have that FjEk = EkFj . By (iii) of Lemma 4.2 and definition








)2 + qFkTk(Ei)Fj (Tk(Ei))2
+ {(1 + q−2)Tk(Ei)FjTk(Ei)Ei + q−2EiFj (Tk(Ei))2}K−1k . (5.37)Set (1 + q−2)Tk(Ei)FjTk(Ei)Ei = T1 + T2 + T3 + T4, where
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(




= −(1 + q−2)q−1EkEiFjE(2)i Ek − (1 + q−2)q−1EkEiFjEkE(2)i
= −q−2EkEiFjE2i Ek − q−2E(2)k EiFjE2i − q−2EiE(2)k FjE2i ,
T3 = −
(




By (5.19) and setting q−2EiFj (Tk(Ei))2 = T5 + T6 + T7, we have that
T5 = q−2EiFjE(2)k E2i = q−2EiE(2)k FjE2i ,
T6 = −
(
1 + q−2)q−2EiFjEkE(2)i Ek
= −(1 + q−2)q−2EiEkFjEiEkEi + (1 + q−2)q−2EiE(2)k FjE2i ,
T7 = q−4EiFjE2i E(2)k .
It follows that(




Ti = E(2)k EiFjE2i − q−2EkEiFjE2i Ek + q−4EiFjE2i E(2)k
+ {1 + q−2 + q−2 − q−2 − (1 + q−2)2 + (1 + q−2)q−2}EiE(2)k FjE2i
= E(2)k EiFjE2i − q−2EkEiFjE2i Ek + q−4EiFjE2i E(2)k . (5.38)
By (5.31), (5.37) and (5.38) the lemma follows. 
Proof of Proposition 5.3. Set
S = E3i Fj − [3]E2i FjEi + [3]EiFjE2i − FjE2i = 0,




{−E3kS + q−1E(2)k SEk − q−2EkSE(2)k + q−3SE(3)k }
− {−E(3)k S + q−1E(2)k SEk − q−2EkSE(2)k + q−3SE(3)k }Fk
+ {E(2)k S − q−2EkSEk + q−4SE(2)k }K−1k = 0, (5.39)which completes the proof. 
Y. Tan / Journal of Algebra 289 (2005) 214–276 259Now we check that Tk (1 k  + 2) respects the Serre relation (2.3).
Proposition 5.4. Assume that aij = 2 and i 	= j . Then, for any 1 k  + 2, it holds that
[Tk(Ei), Tk(Ej )] = [Tk(Fi), Tk(Fj )] = 0.
Proof. It suffices to check that [Tk(Ei), Tk(Ej )] = 0.
(i) Assume that k = i. Then we have that Ti(Ei) = −FiKi ,




i Ej − q−1FiEjFi + q−2EjF (2)i
}
, KiTi(Ej ) = q−2Ti(Ej )Ki.
By Serre relation (2.2) it follows that[
Ti(Ei), Ti(Ej )
]
= Ti(Ei)Ti(Ej )− Ti(Ej )Ti(Ei)
= − 1[2]
{
F 3i Ej − [3]F 2i EjFi + [3]FiEjF 2i −EjF 3i
}
Ki = 0.
(ii) Assume that k = j . Then we have that Tj (Ej ) = −FjKj ,




j Ei − q−1FjEiFj + q−2EiF (2)j
}
, KjTj (Ei) = q−2Tj (Ei)Kj .
It follows that[
Tj (Ei), Tj (Ej )
]= Tj (Ei)Tj (Ei)− Tj (Ej )Tj (Ei)
= − 1[2]
{
F 3j Ei − [3]F 2j EiFj + [3]FjEiF 2j −EiF 3j
}
Kj = 0
by Serre relation (2.2).
(iii) Assume that k 	= i and k 	= j . As before, there are only two cases needed to be
checked.
(a) aki = akj = 0. This is clear since [Tk(Ei), Tk(Ej )] = [Ei,Ej ] = 0.
(b) aki = akj = −1. By EiEj = EjEi and Serre relation (2.1) we have that[
Tk(Ei), Tk(Ej )
]
= Tk(Ei)Tk(Ei) − Tk(Ej )Tk(Ei)
= EkEiEkEj − q−1EkEiEjEk − q−1EiE2kEj + q−2EiEkEjEk
−EkEjEkEi + q−1EkEjEiEk + q−1EjE2kEi − q−2EjEkEiEk
= EkEiEkEj + q−1EiEjE2k −
(
1 + q−2)EiEkEjEk + q−2EiEkEjEk
−EkEjEkEi +
(
1 + q−2)EjEkEiEk − q−1EjEiE2k − q−2EjEkEiEk= EkEiEkEj −EiEkEjEk −EkEjEkEi +EjEkEiEk




k EiEj +EiE(2)k Ej −EiEjE(2)k
−E(2)k EjEi −EjE(2)k Ei +EjE(2)k Ei +EjEiE(2)k
}= 0.
This completes the proof. 
6. The inverse of Lusztig symmetries
By a completely way we can show that for each 1  i   + 2, T ′i given by (2.8) and
(2.9) is an endomorphism of the quantized GIM algebra Uq . In this section we shall prove
the remaining part of Theorem 2.1, i.e., T ′i is the inverse of Ti . As we shall see, the most
complicated computation arise in the case that aij = 2, i 	= j .
Proposition 6.1. For each 1 i  + 2, it holds that TiT ′i = T ′i Ti = 1 as endomorphisms
of Uq .
We prove this result by checking it on generators. It is easy to see that TiT ′i (Kβ) =




i (Ei) = Ti
(−K−1i Fi)= −Ti(K−1i )Ti(Fi) = −Ki(−K−1i Ei)= Ei,
T ′i Ti(Ei) = T ′i (−FiKi) = −T ′i (Fi)Ti(Ki) = −(−EiKi)K−1i = Ei.
Similarly, TiT ′i (Fi) = Fi = T ′i Ti(Fi). So, by the involution (2.4) of Uq it remains to show
that
T ′i Ti(Ej ) = TiT ′i (Ej ) = Ej for i 	= j. (6.1)
The case that aij = 0 is clear. So it suffices to consider the case aij = −1 (see Lemma 6.1
below) and the case that aij = 2 (see Lemmas 6.2 and 6.3 below).
Lemma 6.1. Assume that aij = −1. Then the equality (6.1) holds.
Proof. Since Ti and T ′i are endomorphisms, by the definition (2.6) of Ti and the definition
(2.8) of T ′i , we have that
T ′i Ti(Ej ) = T ′i
(−EiEj + q−1EjEi)= −T ′i (Ei)T ′i (Ej ) + q−1T ′i (Ej )T ′i (Ei)
= −K−1i
{
Ej(FiEi −EiFi)+ q−1(EiFi − FiEi)Ej
}
= −K−1i
{−EjQi + q−1QiEj}= −K−1i Ej −1 + q−2q − q−1 Ki = Ej .
′Similarly we have that TiTi (Ej ) = Ej . This completes the proof. 
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Proof. By definition, (T ′i (Fi))2 = q2E2i K2i , KiT ′i (Ej ) = q−2T ′i (Ej )Ki . So q−2T ′i (Ej )×
(T ′i (Fi))2 = T ′i (Ej )E2i K2i and(
T ′i (Fi)
)2
T ′i (Ej ) = q−2E2i T ′i (Ej )K2i , T ′i (Fi)T ′i (Ej )T ′i (Fi) = EiT ′i (Ej )EiK2i .
It follows that










1 + q−2)FiEjEi + q−2F 2i Ej )
− (1 + q−2)Ei(EjF 2i − (1 + q−2)FiEjEi + q−2F 2i Ej )Ei










ξ1 = q−2E2i EjF 2i = q−2EjE2i F 2i ,
ξ2 = −q−2
(
1 + q−2)E2i FiEjFi,
ξ3 = q−4E2i F 2i Ej ,
ξ4 = −
(
1 + q−2)EiEjF 2i Ei = −(1 + q−2)EjEiF 2i Ei




= (1 + q−2)2EiFiEjEiFi − (1 + q−2)2EiFiEjQi
= (1 + q−2)2EiFiEiEjFi − (1 + q−2)2EiFiEjQi
= (1 + q−2)2E2i FiEjFi − (1 + q−2)2EjEiFiQi − (1 + q−2)2EiFiEjQi,
ξ6 = −q−2
(
1 + q−2)EiF 2i EjEi = −q−2(1 + q−2)EiF 2i EiEj
= −q−2(1 + q−2)E2i F 2i Ej + [2]q−2(1 + q−2)EiFiEj x¯i ,




= −(1 + q−2)FiEjE2i Fi + [2](1 + q−2)FiEjEix¯i( ) ( )= − 1 + q−2 FiE2i EjFi + [2] 1 + q−2 FiEjEix¯i
262 Y. Tan / Journal of Algebra 289 (2005) 214–276= −(1 + q−2)E2i FiEjFi + [2](1 + q−2)Eix¯iEjFi
+ [2](1 + q−2)FiEjEix¯i
= −(1 + q−2)E2i FiEjFi + [2](1 + q−2)EiEjFix¯i
+ [2](1 + q−2)FiEjEix¯i ,
ξ9 = q−2F 2i EjE2i = q−2F 2i E2i Ej
= q−2E2i F 2i Ej − [2]2q−2FiEiQiEj − q−2[2]2PiEj
= q−2E2i F 2i Ej − [2]2q−2FiEiEj
q2Ki − q−2K−1i
q − q−1 − q
−2[2]2PiEj .
It follows that
ξ1 + ξ4 + ξ7 = [2]
(
1 + q−2)EjEiFixi − [2]2EjFiEiQi − [2]2EjPj , (6.3)
ξ2 + ξ5 + ξ8 = −
(
1 + q−2)2EjEiFiQi − (1 + q−2)2EiFiEjQi
+ [2](1 + q−2)EjEiFix¯i + [2](1 + q−2)FiEiEj x¯i , (6.4)
ξ3 + ξ6 + ξ9 = [2]q−2
(
1 + q−2)EiFiEj x¯i − [2]2q−2PiEj
− [2]2q−2FiEiEj q
2Ki − q−2Ki
q − q−1 . (6.5)
Note that
[2](1 + q−2)EjEiFixi + [2](1 + q−2)EjEiFix¯i − (1 + q−2)2EjEiFiQi
= (1 + q−2)EjEiFi{[2]xi + [2]x¯i − (1 + q−2)Qi}= [2]2EjEiFiQi,
[2]FiEiEj
(




(1 + q−2)((1 + q2)Ki − (1 + q−2)K−1i )






[2]q−2(1 + q−2)EiFiEj x¯i − (1 + q−2)2EiFiEjQi
= (1 + q−2)EiFiEj{[2]q−2x¯i − (1 + q−2)Qi}= q−3[2]2EiFiEjK−1i .So, by (6.3), (6.4) and (6.5) it follows that
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t=1
ξt = [2]2EjEiFiQi − [2]2EjFiEiQi + [2]2q−3EiFiEjK−1i
− [2]2FiEiEjK−1i − [2]2q−3FiEiEjK−1i − [2]2EjPi − [2]2q−2PiEj
= [2]2{EjQ2i + q−3QiEjK−1i −EjPi − q−2PiEj}
= [2]2Ej
{ −2
(q − q−1)2 +
q−1
q − q−1 +
q−2






(q − q−1)2 −
q−2 + 1








(q − q−1)2 −
q−5
q − q−1 −
q2 + 1









(q − q−1)2 +
q−1
q − q−1 +
q−2
(q − q−1)2 +
1
(q − q−1)2 = 0,
1
(q − q−1)2 −
q−2 + 1
[2]2(q − q−1) −
1 + q2
[2]2(q − q−1)2 = 0,
1
(q − q−1)2 −
q−5
q − q−1 −
q2 + 1
[2]2(q − q−1)2 −
q−4 + q−6




t=1 ξt = [2]2q−4EjK−12i . By (6.2) the lemma follows. This completes the
proof. 
Lemma 6.3. Assume that aij = 2 and i 	= j . Then TiT ′i (Ej ) = Ej .
Proof. By definition, (Ti(Ei))2 = q−6E2i K−1−2i , K−1i Ti(Ej ) = q2Ti(Ej )K−1i . By a similar
argument as in Lemma 6.2, by using Lemma 3.3 we have
TiT
′









η1 = F 2i EjE2i ,
η2 = −
(
1 + q−2)FiEjFiE2i ,
η3 = q−2EjF 2i E2i ,( ) ( ) ( )
η4 = − 1 + q2 EiF 2i EjEi = − 1 + q2 F 2i E2i Ej − [2] 1 + q2 FixiEiEj
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− [2](1 + q2)FiEiEj (q4 + q2)Ki − (q−4 + q−2)K−1i )
q2 − q−2 ,
η5 =
(
1 + q−2)(1 + q2)EiFiEjFiEi = [2]2FiEiEjFiEi + [2]2QiEjFiEi
= [2]2FiEjEiFiEi + [2]2EjFiEi q
2Ki − q−2K−1i
q − q−1





q − q−1 ,
η6 = −
(
1 + q−2)EiEjF 2i Ei = −(1 + q−2)EjEiF 2i Ei
= −(1 + q−2)EjF 2i E2i − [2](1 + q−2)EjFiEix¯i ,
η7 = q2E2i F 2i Ej
= q2F 2i E2i Ej + [2]2q2FiEiEj
q2Ki − q−2K−1i




1 + q2)E2i FiEjFi = −(1 + q2)FiEjE2i Fi − [2](1 + q2)EjEiFix¯i
= −(1 + q2)FiEjFiE2i − [2](1 + q2)FiEiEj x¯i − [2](1 + q2)EjEiFix¯i ,
η9 = E2i EjF 2i = EjE2i F 2i = EjF 2i E2i + [2]2EjFiEiQi + [2]2EjPi.
It follows that
η1 + η4 + η7 = −[2]
(




q − q−1 + [2]
2q2PiEj , (6.7)
η2 + η5 + η8 = [2]2FiEiEj q
2Ki − q−2K−1i




− [2](1 + q2)FiEiEj x¯i − [2](1 + q2)EjEiFi x¯i , (6.8)
η3 + η6 + η9 = −[2]
(
1 + q2)EjFiEix¯i + [2]2EjFiEiQi + [2]2EjPi. (6.9)





(q5 + q3)Ki − (q−3 + q−1)K−1i q4Ki −K−1i[2] −
q2 − q−2 + q − q−1
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2Ki − q−2K−1i
q − q−1 −










q − q−1 − q
−1 (1 + q2)Ki − (1 + q−2)K−1i








ηt = [2]2qEjFiEix¯i − [2]
(
1 + q2)EjEiFix¯i
+ [2]2q2PiEj + [2]2EjPi
= [2]2{−qEjQix¯i + q2PiEj +EjPi}
= [2]2Ej
{
−qQix¯i + q2 q




(q − q−1)2 +
(1 + q−2)K2i + (1 + q2)K−12i





which means, by (6.6), that TiT ′i (Ej ) = Ej . This completes the proof. 
Up to now the proof of Theorem 2.1 is completed.
7. Braid group relations
In this section we prove Theorem 2.2, i.e., the Lusztig symmetries Ti ’s (1 ı  + 2)
satisfy braid group relations. Theorem 2.2 follows by following Propositions 7.1, 7.2.
Proposition 7.1. Assume that aij = 0. Then TiTj = TjTi .
Proof. By definition of the fundamental reflections ri ’s of Weyl group of Γ , for any β ∈ Γ
it follows that rirj (β) = rj ri(β). So we have that





)= Ti(D±k K±δj,+kj )= Ti(D±k )Ti(Kj )±δj,k+
±δ ±δ ( )= D±k K i,k+i K j,k+j = TjTi D±k
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TiTj (Ek) = TjTi(Ek) for 1 k  + 2. (7.1)
In the case either k = i or k = j , it is easy to see that (7.1) holds. From now on we assume
that k 	= i and k 	= j . There are following cases to be checked.
(i) Assume that aki = akj = 0. Then (7.1) is clear.
(ii) Assume that aki = 0 and akj = −1. Since aij = 0, it follows that
TiTj (Ek) = −Ti(Ej )Ti(Ek)+ q−1Ti(Ek)Ti(Ej )
= −EjEk + q−1EkEj = Tj (Ek) = TjTi(Ek),
which means that (7.1) holds in this case.
(iii) Assume that aki = −1 and akj = 0. This is similar to (ii). In fact we have that
TjTi(Ek) = Ti(Ek) = TiTj (Ek), which means that (7.1) holds in this case.
(iv) Assume that aki = akj = −1. Since aij = 0, it follows that EiEj = EjEi and
Ti(Ej ) = Ej and hence
TiTj (Ek) = Ti
(−EjEk + q−1EkEj )= −EjTi(Ek)+ q−1Ti(Ek)Ej
= −Ej




)− q−1(EjEk − q−1EkEj )Ei
= −EiTj (Ek)+ q−1Tj (Ek)Ei = TjTi(Ek),
which means that (7.1) holds in this case.
(v) Assume that aki = 0 and akj = 2. Note that k 	= i and k 	= j . Then















F 2j Ek −
(
1 + q−2)FjEkFj + q−2EkF 2j }
= Tj (Ek) = TjTi(Ek),
which means that (7.1) holds in this case.
(vi) Assume that aki = 2 and akj = 0. This is completely similar to (v).
(vii) Assume that aik = −1 and akj = 2. Since EiFj = FjEi and Ti(Fj ) = Fj , it fol-lows that




F 2j Ek −
(






(−EiEk + q−1EkEi)+ q−2(−EiEk + q−1EkEi)F 2j




{−Ei(F 2j Ek − (1 + q−2)FjEkFj + q−2EkF 2j )
+ q−1(F 2j Ek − (1 + q−2)FjEkFj + q−2EkF 2j )Ei
= −EiTj (Ek)+ q−1Tj (Ek)Ei = TjTi(Ek),
which means that (7.1) holds in this case.
(viii) Assume that aki = 2 and akj = −1. This is similar to (vii). This completes the
proof. 
Proposition 7.2. Assume that aij = −1. Then TiTjTi = TjTiTj .
Since aij = −1, it follows that in the Weyl group W of Γ it holds that rirj ri = rj rirj .
Therefore for any β ∈ Γ we have that
TiTjTi(Kβ) = Krirj ri (β) = TjTiTj (Kβ).




)= D±k (Ki+j )±δi,+k±δj,+k = TjTiTj (D±k ).
So, by the involution Φ (2.4) of Uq it suffices to show that
TiTjTi(Ek) = TjTiTj (Ek) for 1 k  + 2. (7.2)
If k = i then (7.2) becomes that TiTjTi(Ei) = TjTiTj (Ei). Since aij = −1 and hence




)= −Ti((−FiFj + qFjFi)Ki+j )
= (Ti(Fi)Ti(Fj )− qTi(Fj )Ti(Fi))Ti(Ki+j )
= (−q−1EiTi(Fj )+ q−1Ti(Fj )Ei)K−i+j
= −q−1{−EiFjFi + qEiFiFj + FjFiEi − qFiFjEi}K−i+j
= −q−1{−FjEiFi + FjFiEi + qEiFiFj − qFiEiFj }K−i+j
= −q−1(−FjQi + qQiFj )K−i+j = −FjKj .
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in this case. By (iii) of Lemma 4.2 and a similar computation as above we have that
TiTjTi(Ej ) = −FiKi = TjTiTj (Ej ), which means that (7.2) holds in the case that k = j .
So, it remains to check (7.2) in the case that k 	= i and k 	= j . We check it in following
lemmas. At first we consider the easier cases.
Lemma 7.1. Assume that aki 	= 2 and akj 	= 2. Then (7.2) holds.
Proof. (i) Assume that aki = akj = 0. Then TiTjTi(Ek) = Ek = TjTiTj (Ek).
(ii) Assume that aki = 0 and akj = −1. Then EiEk = EkEi and
TiTjTi(Ek) = TiTj (Ek) = Ti
(−EjEk + q−1EkEj )
= EiEjEk − q−1EjEiEk − q−1EkEiEj + q−2EkEjEi.
On the other hand, by (iii) of Lemma 4.2, we have TjTi(Ej ) = Ei and hence
TjTiTj (Ek) = EiEjEk − q−1EiEkEj − q−1EjEkEi + q−2EkEjEi.
It follows that (7.2) holds in this case.
(iii) Assume that aki = −1 and akj = 0. This is similar to (ii).
(iv) Assume that aki = akj = −1. To check (7.2) we show that TiTjTi(Ek) is symmetric
with respect to indices i, j . This can be done as follows. By Lemma 4.2 we have that













= −EjTi(Ej )Ti(Ek)+ q−1EjTi(Ek)Ti(Ej )
− q−1Ti(Ej )Ti(Ek)Ej + q−2Ti(Ek)Ti(Ej )Ej .
Note that
Ti(Ej )Ti(Ek) = EiEjEiEk − q−1EiEjEkEi − q−1EjE2i Ek + q−2EjEiEkEi,
Ti(Ek)Ti(Ej ) = EiEkEiEj − q−1EiEkEjEi − q−1EkE2i Ej + q−2EkEiEjEi.
So, by Serre relation (2.1) we have that TiTjTi(Ek) = ζ1 + ζ2 + ζ3 + ζ4, where
ζ1 = EjEiEjEiEk − q−1EjEiEjEkEi − q−1E2jE2i Ek + q−2E2jEiEkEi
= EjEiEjEiEk − q−1EjEiEjEkEi
− q−1(q + q−1)E(2)j E2i Ek + q−2E2jE(2)i Ek + q−2E2jEkE(2)i( )= EjEiEjEi −E(2)j E2i Ek − q−1EjEiEjEkEi + q−2E2jEkE(2)i ,
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+ q−2EjEkE2i Ej − q−3EjEkEiEjEi
= −q−1EjEiEkEiEj + q−2EjEiEkEjEi + q−2
(
q + q−1)EjEiEkEiEj
− q−2EjE2i EkEj − q−3EjEkEiEjEi
= q−3EjEiEkEiEj + q−2EjEiEkEjEi − q−2EjE2i EkEj
− q−3EjEkEiEjEi,
ζ3 = −q−1EiEjEiEkEj + q−2EiEjEkEiEj
+ q−2EjE2i EkEj − q−3EjEiEkEiEj ,
ζ4 = q−2EiEkEiE2j − q−3EiEkEjEiEj − q−3EkE2i E2j + q−4EkEiEjEiEj
= q−2E(2)i EkE2j + q−2EkE(2)i E2j − q−3EiEkEjEiEj




)+ q−2E(2)i EkE2j − q−3EiEkEjEiEj .
It follows that
TiTjTi(Ek) = ζ1 + ζ2 + ζ3 + ζ4
= (EjEiEjEi −E(2)j E2i )Ek + q−4Ek(EiEjEiEj −E(2)i E2j )
− q−1(EjEiEkEjEi +EiEjEkEiEj )
+ q−2(EjEiEkEjEi +EiEjEkEiEj )
− q−3(EjEkEiEjEi +EiEkEjEiEj ),
which is symmetric with respect to indices i, j by noting that, in particular, from Serre
relation (2.1) we have that
EjEiEjEi −E(2)j E2i = EiEjEiEj −E(2)i E2j for aij = −1.
So TiTjTi(Ek) = TjTiTj (Ek). This completes the proof. 
Lemma 7.2. The equality (7.2) holds in each case of the following.
(i) aki = 0, akj = 2, aij = −1.
(ii) aki = 2, akj = −1, aij = −1.
Proof. We show (i) since (ii) is completely similar. At first, by definition of Ti (cf. (2.6),
(2.7)) we have that
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= [2]q−2TiTj (Ek)





F 2j Ek −
(
1 + q−2)FjEkFj + q−2EkF 2j }







= F 2i Tj (Ek)−
(
1 + q−2)FiTj (Ek)Fi + q−2Tj (Ek)F 2i ,
where in the last equality we use the fact that Tj (Ti(Fj )) = Fi for aij = −1. So it remains





1 + q−2)Ti(Fj )EkTi(Fj )+ q−2Ek(Ti(Fj ))2
= F 2i Tj (Ek)−
(
1 + q−2)FiTj (Ek)Fi + q−2Tj (Ek)F 2i . (7.3)
At first, similar to (5.19), since aij = −1, we have that(
Ti(Fj )
)2 = q2F 2i F (2)j − qFiF 2j Fi + F (2)j F 2i . (7.4)
Since FiEk = EkFi , by (7.4) it follows that(
Ti(Fj )
)2




)2 = −F 2i EkF (2)j − q−1FiEkF 2j Fi + q−2EkF (2)j F 2i .
Also, Ti(Fj )EkTi(Fj ) = κ1 + κ2 + κ3 + κ4, where
κ1 = FjFiEkFjFi = FjEkFiFjFi = FjEkF (2)i Fj + FjEkFjF (2)i
= FiFjEkFiFj − F (2)i FjEkFj + FjEkFjF (2)i ,
κ2 = −qFjFiEkFiFj = −qFjF 2i EkFj
= −(1 + q2)FiFjEkFiFj + (1 + q−2)F (2)i FjEkFj ,
κ3 = −qFiFjEkFjFi,
κ4 = q2FiFjEkFiFj .So we have that
Y. Tan / Journal of Algebra 289 (2005) 214–276 271−(1 + q−2)Ti(Fj )EkTi(Fj )
= −qF 2i FjEkFj +
(
q + q−1)FiFjEkFjFi − q−1FjEkFjF 2i .
It follows that
L.H.S. of (7.3) = F 2i
[




qF 2j Ek −
(
q + q−1)FjEkFj + q−1EkF 2j ]Fi
+ [F (2)j Ek − q−1FjEkFj + q−2EkF (2)j ]F 2i
= F 2i
[
q2F (2)j Ek − qFjEkFj +EkF (2)j
]
− (1 + q−2)Fi[q2F (2)j Ek − qFjEkFj +EkF (2)j ]Fi
+ q−2[q2F (2)j Ek − qFjEkFj +EkF (2)j ]F 2i
= F 2i Tj (Ek)−
(
1 + q−2)FiTj (Ek)Fi + q−2Tj (Ek)F 2i
= R.H.S. of (7.3)
as required. This completes the proof. 
Lemma 7.3. The equality (7.2) holds in the following cases.
(i) aki = −1, akj = 2 and aij = 2.
(ii) aki = 2, akj = −1 and aij = 2.
Proof. We prove (i) only since (ii) is similar. Since aij = −1 we have that Ti(Tj (Ei)) = Ej




)+ q−1Ti(Tj (Ek))Ej ,







)− (1 + q−2)FiTj (Ti(Ek))Fi + q−2Tj (Ti(Ek))F 2i }.
So, it remains to show that
[2]q−2{−EjTi(Tj (Ek))+ q−1Ti(Tj (Ek))Ej}
= F 2i Tj
(
Ti(Ek)
)− (1 + q−2)FiTj (Ti(Ek))Fi + q−2Tj (Ti(Ek))F 2i . (7.5)
Set ϕjk = FjEk − q−2EkFj . Since akj = 2, by (iii) of Lemma 5.1 we have that
EjTj (Ek) = Tj (Ek)Ej + q2ϕjkKj . By this and the fact that EiFj = FjEi with a direct
computation it follows that( )Tj Ti(Ek) = −Ejϑ + q−1ϑEj + (ϕjkEi − qEiϕjk)Kj , (7.6)
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Since FjEi = EiFj , by (7.6) and (7.7) it follows that
R.H.S. of (7.5) = −Ej
(
F 2i ϑ −
(
1 + q−2)FiϑFi + q−2ϑF 2i )
+ q−1(F 2i ϑ − (1 + q−2)FiϑFi + q−2ϑF 2i )Ej
+ {[F 2i ϕjkEi − [2]FiϕjkEiFi + ϕjkEiF 2i ]
− q[F 2i Eiϕjk − [2]FiEiϕjkFi +EiϕjkF 2i ]}Kj .
We compute the two parts of the right-hand side of (7.5) as follows. At first we compute
the latter part in the above formula. By Lemma 3.3 it follows that









i = FjF 2i EkEi + [2]FjFiEkxi
− q−2EkFjF 2i Ei − [2]q−2EkFjFixi .
Thus, by Serre relation (2.1) we have that[
F 2i ϕjkEi − [2]FiϕjkEiFi + ϕjkEiF 2i
]
= −[2]{FiFjEkQi − FjFiEkxi − q−2EkFiFjQi + q−2EkFjFixi}.
By a completely similar computation we have that
q
[









q − q−1 + FjFiEk




It follows that [
F 2i ϕjkEi − [2]FiϕjkEiFi + ϕjkEiF 2i
]
− q[F 2i Eiϕjk − [2]FiEiϕjkFi +EiϕjkF 2i ]{ }= [2]q Tj (Fi)Ek − q−2EkTj (Fi) K−1i .
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by (iii) of Lemma 4.2 we have that FiTi(Ek) = Ti(Ek)Fi −EkK−1i and hence F 2i Ti(Ek) =
Ti(Ek)F
2
i − (1 + q2)EkFiK−1i . It follows that
F 2i ϑ = q2F 2i F (2)j Ti(Ek)− qF 2i FjTi(Ek)Fj + F 2i Ti(Ek)F (2)j
= q2F 2i F (2)j Ti(Ek)− qF 2i FjTi(Ek)Fj
+ Ti(Ek)F 2i F (2)j −
(
1 + q2)q−2EkFiF (2)j K−1i ,
−(1 + q−2)FiϑFi = −(1 + q2)Fi{F (2)j Ti(Ek)− q−1FjTi(Ek)Fj + q−2Ti(Ek)F (2)j }Fi
= −qFiF 2j FiTi(Ek)−
(
1 + q2)FiF (2)j EkK−1i
+ (1 + q2)q−1FiFjTi(Ek)FjFi − q−1Ti(Ek)FiF 2j Fi





j Ti(Ek)− q−1FjTi(Ek)Fj + q−2Ti(Ek)F (2)j
}
F 2i
= F (2)j F 2i Ti(Ek)+
(
1 + q2)F (2)j FiEkK−1i
− q−1FjTi(Ek)FjF 2i + q−2Ti(Ek)F (2)j F 2i .
Note that (Ti(Fj ))2 = q2F 2i F (2)j −qFiF 2j Fi +F (2)j F 2i . Summing the above three formulae
we have that
F 2i ϑ −
(
1 + q−2)FiϑFi + q−2ϑF 2i
= (Ti(Fj ))2Ti(Ek)+ q−2Ti(Ek)(Ti(Fj ))2
− qF 2i FjTi(Ek)Fj + [2]FiFjTi(Ek)FjFi − q−1FjTi(Ek)FjF 2i
+ {−(1 + q−2)EkFiF (2)j − (1 + q2)FiF (2)j Ek
+ (1 + q−2)EkF (2)j Fi + (1 + q2)F (2)j FiEk}K−1i .
By using Serre relation (2.1) and a similar computation as above it follows that
−qF 2i FjTi(Ek)Fj = −
(
1 + q2)FiFjTi(Ek)FiFj + qFjFiTi(Ek)FiFj
+ [2]FiFjEkFjK−1i − FjFiEkFjK−1i ,
−q−1FjTi(Ek)FjF 2i = −
(
1 + q−2)FjFiTi(Ek)FjFi + q−1FjFiTi(Ek)FiFj
− [2]FjEkFjFiK−1i + FjEkFiFjK−1i .Since
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= FjFiTi(Ek)FjFi − qFjFiTi(Ek)FiFj − qFiFjTi(Ek)FjFi
+ q2FiFjTi(Ek)FiFj ,
it follows that
−qF 2i FjTi(Ek)Fj − q−1FjTi(Ek)FjF 2i + [2]FiFjTi(Ek)FjFi
= −(1 + q−2)Ti(Fj )Ti(Ek)Ti(Fj )
+ {[2]FiFjEkFj + FjEkFiFj − FjFiEkFj − [2]FjEkFjFi}K−1i ,
and hence
F 2i ϑ −
(
1 + q−2)FiϑFi + q−2ϑF 2i
= (Ti(Fj ))2Ti(Ek)− (1 + q−2)Ti(Fj )Ti(Ek)Ti(Fj )+ q−2Ti(Ek)(Ti(Fj ))2
+ K−1i ,
where
 = −q−1EkFiF 2j − qFiF 2j Ek + q−1EkF 2j Fi + qF 2j FiEk
+ [2]FiFjEkFj − [2]FjEkFjFi. (7.8)
So we have that








− (1 + q−2)Ti(Fj )Ti(Ek)Ti(Fj ) + K−1i }
+ q−1{(Ti(Fj ))2Ti(Ek)+ q−2Ti(Ek)(Ti(Fj ))2
− (1 + q−2)Ti(Fj )Ti(Ek)Ti(Fj ) + K−1i }Ej
















− (1 + q−2)Ti(Fj )Ti(Ek)Ti(Fj )},which means that








− (1 + q−2)Ti(Fj )Ti(Ek)Ti(Fj )}
+ q−1{(Ti(Fj ))2Ti(Ek)+ q−2Ti(Ek)(Ti(Fj ))2
− (1 + q−2)Ti(Fj )Ti(Ek)Ti(Fj )}Ej . (7.10)
By (7.9) and (7.10), to prove (7.5) it suffices to show that
−Ej + Ej + [2]q
{
Tj (Fi)Ek − q−2EkTj (Fi)
}
Kj = 0, (7.11)
by noting that K−1i Ej = qEjK−1i , where  is given by (7.8).
Let us compute Ej by using Lemma 3.3 and the facts that EjFi = FjEi , EiEk = EkEi
as follows.
Ej
(−q−1EkFiF 2j )= −q−1EkFiF 2j Ej − [2]q−1EkFiFjxj ,
Ej
(−qFiF 2j Ek)= −qFiF 2j EkEj
− [2]qFiFjEk
(1 + q2)Kj − (1 + q−2)K−1j








)= qF 2j FiEkEj
+ [2]qFjFiEk
(1 + q−2)q3Kj − (1 + q2)q−3K−1j
q2 − q−2 ,
Ej
([2]FiFjEkFj )= [2]FiFjEkFjEj + [2]FiFjEkQj + [2]EkFiFjQj ,
Ej




q − q−1 .
So we have that
−Ej + Ej
= EkFiFj




(1 + q2)Kj − (1 + q−2)K−1j }+ FiFjEk [2]q
q2 − q−2 − [2]Qj
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{
[2]q (1 + q
−2)q3Kj − (1 + q2)q−3K−1j




= [2]{q−1Ek[−FiFj + qFjFi] − q[−FiFj + qFjFi]Ek}Kj
= −[2]q{Tj (Fi)Ek − q−2EkTj (Fi)}Kj ,
which means (7.11) holds. This completes the proof. 
Up to now the proof of Theorem 2.2 is completed.
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