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QUANTIZATION OF COBOUNDARY LIE BIALGEBRAS
BENJAMIN ENRIQUEZ AND GILLES HALBOUT
Abstract. We show that any coboundary Lie bialgebra can be quantized. For this, we
prove that: (a) Etingof-Kazhdan quantization functors are compatible with Lie bialgebra
twists, and (b) if such a quantization functor corresponds to an even associator, then it is
also compatible with the operation of taking coopposites. We also use the relation between
the Etingof-Kazhdan construction of quantization functors and the alternative approach to
this problem, which was established in a previous work.
Let k be a field of characteristic 0. Unless specified otherwise, “algebra”, “vector space”,
etc., means “algebra over k”, etc.
Introduction
In this paper, we solve the problem of quantization of coboundary Lie bialgebras. This is one
of the quantization problems of Drinfeld’s list ([Dr4]). This result can be viewed as a completion
of the result of twist quantization of Lie bialgebras ([H], solving a problem posed in [KPST].)
We show that our result, together with a proposition of [Dr2], implies that quasi-Poisson
manifolds over a pair (g, Z) (g a Lie algebra, Z ∈ ∧3(g)g) can be quantized in the case when
the underlying space is the group itself (this problem was posed in [EE]).
To solve the problem of quantization of coboundary Lie bialgebras, we show that quantization
functors of Lie bialgebras are compatible with Lie bialgebra twists. The quantization of all the
affine Poisson groups ([DS]) of Dazord and Sondaz (i.e., Poisson homogeneous spaces under a
Poisson-Lie group, which are principal as homogeneous spaces; see [Dr5]) follows immediately
from this result. It is also a basic case of the quantization problem of quasi-Lie bialgebras
(together with their twists) into quasi-Hopf algebras (also a problem of Drinfeld’s list), which
is still open.
We now describe the problem of quantization of coboundary Lie bialgebras. A coboundary
Lie bialgebra is a pair (a, ra), where a is a Lie algebra (with Lie bracket denoted by µa) and
ra ∈ ∧2(a) is such that Za := [r12a , r
13
a ] + [r
12
a , r
23
a ] + [r
13
a , r
23
a ] ∈ ∧
3(a)a. To (a, ra) is associated
a Lie bialgebra with cobracket δa : a→ ∧2(a) given by δa(x) = [ra, x⊗ 1 + 1⊗ x].
A coboundary QUE algebra is a pair (U,RU ), where (U,mU ,∆U , εU , ηU ) is a QUE (quantized
universal enveloping) algebra (i.e., a deformation of an enveloping algebra in the category of
topological k[[~]]-modules), and RU ∈ (U
⊗2)× is such that
∆U (x)
21 = RU∆U (x)R
−1
U , RUR
21
U = 1
⊗2
U (1)
R12U (∆U ⊗ idU )(RU ) = R
23
U (idU ⊗∆U )(RU ), (2)
RU = 1
⊗2
U mod ~, (εU ⊗ idU )(RU ) = (idU ⊗εU )(RU ) = 1U . (3)
(U,RU ) is a quantization of (a, ra) if the classical limit of U is (a, µa, δa), and if(
~−1(R21U −RU ) mod ~
)
= 2ra (4)
(1U = ηU (1) is the unit of U). The problem of quantization of coboundary Lie bialgebras is that
of constructing a quantization (U,RU ) for each coboundary Lie bialgebra (a, ra) ([Dr4, Dr1]).
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Our solution is formulated in the language of props ([McL]). Recall that to a prop P and a
symmetric tensor category S, one associates the category RepS(P ) of P -modules in S. A prop
morphism P → Q then gives rise to a functor RepS(Q) → RepS(P ). A quantization problem
may often be formulated as the problem of constructing a functor RepS(Pclass)→ RepS(Pquant),
where S = Vect (the category of vector spaces) and Pclass, Pquant are suitable “classical” and
“quantum” props. The propic version of the quantization problem is then to construct a suitable
prop morphism Pquant → Pclass.
We construct props COB and Cob of coboundary bialgebras and of coboundary Lie bialge-
bras. Using an even associator defined over k (see [Dr3, BN]), we construct a prop morphism
COB→ S(Cob) with suitable properties (Cob is a completion of Cob, and S is the symmetric
algebra Schur functor). This allows to also solve the problem of quantization of coboundary
Lie bialgebras in symmetric tensor categories (when S = Vect, this is the original problem).
Our construction is based on the theory of twists of Lie bialgebras ([Dr2]). Recall that if
(a, µa, δa) is a Lie bialgebra, then fa ∈ ∧2(a) is called a twist of a if (δa⊗ ida)(fa) + [f13a , f
23
a ]+
cyclic permutations = 0. If we set ad(fa)(x) = [fa, x
1 + x2], then (a, µa, δa + ad(fa)) is again a
Lie bialgebra (the twisted Lie bialgebra).
A quantization of (a, fa) is a pair (U, FU ), where (U,mU ,∆U , εU , ηU ) is a QUE algebra
quantizing (a, µa, δa), and FU ∈ (U
⊗2)× satisfies the above conditions (2), (3), and (4), with
(−2ra, RU ) replaced by (fa, FU ). Then (U,mU ,Ad(FU ) ◦∆U , εU , ηU ) is again a QUE algebra
(the twisted QUE algebra, denoted FUU) and is a quantization of (a, µa, δa + ad(fa)) (here
Ad(FU ) ∈ Aut(U⊗2) is x 7→ FUxF
−1
U ).
We notice that if (a, ra) is a coboundary Lie bialgebra, then −2ra is a twist of (a, µa, δa =
ad(ra)), and the resulting twisted Lie bialgebra is (a, µa,−δa) (which is the coopposite of
(a, µa, δa)). Moreover, a quantization of (a, ra) is the same as a quantization (U,mU ,∆U , εU , ηU )
of (a, µa, δa), together with a twist RU of this QUE algebra, satisfying the additional condition
(1); the second part of (1) means in particular that the twisted QUE algebra is (U,mU ,∆
21
U , εU , ηU ),
i.e., the coopposite of the initial QUE algebra.
On the other hand, Etingof and Kazhdan constructed a quantization functor Q : Bialg →
S(LBA) for each Drinfeld associator defined over k ([EK1]); here Bialg is the prop of bialgebras
and LBA is a suitable completion of the prop LBA of Lie bialgebras. We also denote by Q : {Lie
bialgebras over Vect} → {QUE algebras over Vect} the functor induced by this prop morphism.
Our construction involves three steps:
(a) we show that any Etingof-Kazhdan quantization functor Q is compatible with twists.
This is a propic version of the statement that for any (a, fa), where a is a Lie bialgebra and fa
is a twist of a, there exists an element F(a, fa) ∈ Q(a, µa, δa)
⊗2 satisfying the twist conditions,
such that the twisted QUE algebra F(a,fa)Q(a, µa, δa) is isomorphic to Q(a, µa, δa + ad(fa));
(b) we show that if Q corresponds to an even associator, then Q is compatible with the
operation of taking coopposite Lie bialgebras and QUE algebras. This is a propic version
of the statement that for any Lie bialgebra (a, µa, δa), the QUE algebras Q(a, µa,−δa) and
Q(a, µa, δa)
cop are isomorphic (here U cop is the coopposite QUE algebra of a QUE algebra U);
(c) we are then in the following situation (at the propic level). If (a, ra) is a cobound-
ary Lie bialgebra, then Q(a, µa,−δa) ≃ Q(a, µa, δa)cop (where cop means the bialgebra with
the opposite coproduct, and ≃ is an isomorphism of QUE algebras) and Q(a, µa,−δa) ≃
Q(a, µa, δa)
F(a,−2ra), therefore Q(a, µa, δa)
cop ≃ Q(a, µa, δa)
F(a,−2ra). One then proves (at the
propic level) that this implies the existence of a twist R(a, ra), such that R(a, ra)R(a, ra)
21 =
1⊗2U and Q(a, µa, δa)
cop = Q(a, µa, δa)
R(a,ra). This solves the quantization problem of cobound-
ary Lie bialgebras.
Let us now describe the contents of the paper. In Section 1, we recall the formalism of
props. We introduce related notions: quasi-props and quasi-bi-multiprops. Recall that a prop
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(e.g., LBA) consists of the universal versions LBA(F,G) of the spaces of linear maps F (a) →
G(a) (where a is a Lie bialgebra, and F,G are Schur functors), constructed from µa, δa and
avoiding cycles. The corresponding quasi-biprop consists of universal versions of the spaces of
maps F (a) ⊗ F ′(a∗) → G(a) ⊗ G′(a∗); by partial transposition, this identifies with LBA(F ⊗
(G′)∗, F ′⊗G∗), but due to the possible introduction of cycles, the composition is only partially
defined: it is defined iff the “trace” of some element is. One then constructs a (partially
defined) trace map LBA(F ⊗ G,F ⊗ G′) → LBA(G,G′), which consists in closing the graph
by connecting F with itself. One can also encounter the following situation: F = ⊗ni=1Fi, and
x ∈ LBA(F ⊗ G,F ⊗ G′) is such that the element obtained by connecting each Fi with itself
has no cycle. This defines a trace map LBA(F ⊗G,F ⊗G′)→ LBA(G,G′), which depends on
the data of (Fi)i=1,...,n such that F = ⊗ni=1Fi; it actually depends on the multi-Schur functor
⊠
n
i=1Fi. In the corresponding notion of a prop (quasi-bi-multiprops), the basic objects are bi-
multi-Schur functors (the “bi” analogue of a multi-Schur functor). We introduce in the end of
Section 1 the main quasi-bi-multiprops we will be working with, Π and Πf and their variants. In
Section 2, we introduce the universal algebrasUn and Un,f (we have morphisms Un → U(a)⊗n
if a is any Lie bialgebra, and Un,f → U(a)⊗n if a is any Lie bialgebra equipped with a Lie
bialgebra twist). In Section 3, we prove the injectivity of a map; this will be crucial for proving
the compatibility of quantization functors with twists (step (a) above). In Section 4, we present
the construction of quantization functors of [Enr3] (in the framework of quasi-bi-multiprops),
which can be viewed as an alternative to the construction of [EK1]. Its basic ingredients are
a twist J killing an associator Φ, and a factorization result for the corresponding R-matrix.
In Section 5, we prove the compatibility of quantization with twists (step (a) in the above
description). As in [Enr3], the proof involves two steps: an “easy” co-Hochschild cohomology
argument, and a more involved injectivity result (which was proved in Section 3). In Section
6, we perform steps (b) and (c), i.e., we study the behavior of quantization functors with
the operation of taking coopposites, and “correct” the twist F(a,−2ra) into a quantization of
coboundary Lie bialgebras. Finally, in Subsection 6.4, we show how quantization of coboundary
Lie bialgebra implies that of certain quasi-Poisson homogeneous spaces.
Notation. If A = ⊕n≥0An is a graded vector space, we denote by Â = ⊕̂n≥0An its completion
w.r.t. the grading. If A is an algebra, we denote by A× the group of its invertible elements. If
the algebra A is equipped with a character χ, then we denote by A×1 the kernel of χ : A
× → k×.
If A is a graded and connected algebra, then a graded character χ is unique; we will use it for
defining A×1 and Â
×
1 .
1. Props and (quasi)(multi)(bi)props
In this section, we define various “Schur categories”, which are all symmetric monoidal
categories. We then define monoidal quasi-categories and show how they can be constructed
using partial traces on monoidal categories. We then define (quasi)(multi)(bi)props, and show
that variants of the prop of Lie bialgebras yield examples of these structures.
1.1. Schur categories. If O is a category, we denote by Ob(O) its set of objects and by Irr(O)
the set of isomorphism classes of irreducible objects of O. We denote by Vect the category of
finite dimensional k-vector spaces.
For n ≥ 0, let Ŝn denote the set of isomorphism classes of irreductible representations of
Sn (by convention, S0 = {1}). We view ⊔n≥0Ŝn as the set of pairs (n, π), where n ≥ 0
and π ∈ Ŝn. For ρ = (n, π), we set |ρ| := n and πρ := π, so ρ = (|ρ|, πρ). If σ, τ are finite
dimensional representations of Sn, Sm, then σ ∗τ is defined as Ind
Sn+m
Sn×Sm
(σ⊗τ); we have then
an identification (σ ∗ σ′) ∗ σ′′ ≃ σ ∗ (σ′ ∗ σ′′). The dual representation of ρ is denoted ρ∗.
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1.1.1. The category Sch. Define the Schur category Sch as follows. Ob(Sch) := Ob(Vect)
(⊔n≥0 bSn) =
{finitely supported families F = (Fρ) of finite dimensional vector spaces, indexed by ρ ∈
⊔n≥0Ŝn}. For F = (Fρ) and G = (Gρ) in Ob(Sch), we set Sch(F,G) := ⊕ρVect(Fρ, Gρ);
F ⊕G = (Fρ ⊕Gρ); F ∗ := (F ∗ρ∗); and (F ⊗G)ρ := ⊕ρ′,ρ′′∈⊔n≥0 bSnFρ′ ⊗Gρ′′ ⊗ µ
ρ
ρ′ρ′′ , where for
ρ, ρ′, ρ′′ ∈ ⊔n≥0Ŝn, we set µ
ρ
ρ′ρ′′ = HomS|ρ|(πρ′ ∗ πρ′′ , πρ) if |ρ| = |ρ
′| + |ρ′′| and 0 otherwise.
The direct sum, and the involution ρ 7→ ρ∗ followed by the transposition induce canonical maps
Sch(F,G)⊕Sch(F ′, G′)→ Sch(F⊕F ′, G⊕G′) and Sch(F,G)→ Sch(G∗, F ∗), and for f = (fρ) ∈
Sch(F, F ′) and g = (gρ) ∈ Sch(G,G′), we define (f ⊗ g)ρ := ⊕ρ′,ρ′′∈⊔n≥0 bSnfρ′ ⊗ gρ′′ ⊗ idµρρ′ρ′′ .
Then Sch is a symmetric additive strict monoidal category with an anti-automorphism1; it is
also Karoubian (i.e., every projector has a kernel and a cokernel). We have a canonical bijection
Irr(Sch) ≃ ⊔n≥0Ŝn, with inverse given by ρ 7→ Zρ, where (Zρ)ρ′ = k if ρ′ = ρ and 0 otherwise.
We denote by 1, id, Sn, ∧n the elements of Irr(Sch) corresponding to the elements of Ŝ0, Ŝ1,
the trivial and the signature characters of Sn; 1 is the unit object of Sch. Sch has the following
universal property: if C is a Karoubian additive symmetric strict monoidal category with a
distinguished object M , then there exists a unique tensor functor F(C,M) : Sch → C such that
F (id) =M . In particular, for G ∈ Ob(Sch), we get an endofunctor F(Sch,G) : Sch→ Sch, which
we denote by F 7→ F ◦ G (or F (G)) at the level of objects and f 7→ f ◦ G (or f(G)) at the
level of morphisms. We say that F = (Fρ) ∈ Ob(Sch) is homogeneous of degree n iff Fρ = 0 for
|ρ| 6= n. If F is a homogeneous Schur functor, we denote by |F | its degree.
Let End(Vect) be the symmetric additive strict monoidal category where objects are end-
ofunctors F : Vect → Vect, and morphisms F → G are natural transformations, i.e., as-
signments Vect ∋ V 7→ fV ∈ Vect(F (V ), G(V )), such that fW ◦ F (φ) = G(φ) ◦ fV for
φ ∈ Vect(V,W ). We define direct sums in End(Vect) by (F ⊕ F ′)(V ) := F (V ) ⊕ F ′(V )
and (V 7→ fV ) ⊕ (V 7→ f ′V ) := (V 7→ fV ⊕ f
′
V ). We define a tensor product in End(Vect) by
(F ⊗ F ′)(V ) := F (V ) ⊗ F ′(V ) and (V 7→ fV ) ⊗ (V 7→ f ′V ) := (V 7→ fV ⊗ f
′
V ). We define an
anti-automorphism of End(Vect) by F ∗(V ) := F (V ∗)∗ and (V 7→ fV )
∗ := (V 7→ f∗V ∗), where
(−)∗ is the transposed endomorphism. Each G ∈ End(Vect) gives rise to an endomorphism of
End(Sch), F 7→ F ◦G, where F ◦G(V ) := F (G(V )).
We then have a tensor functor Sch → End(Vect), compatible with the anti-automorphisms
and with the endomorphisms F 7→ F ◦G, defined at the level of objects by F = (Fρ) 7→ (V 7→
⊕ρ∈⊔n≥0 bSnFρ ⊗ Zρ(V ), where Zρ(V ) := HomS|ρ|(πρ, V
⊗|ρ|), and at the level of morphisms by
f = (fρ) 7→ (V 7→ fV ), where fV = ⊕ρ∈⊔n≥0 bSnfρ ⊗ idZρ(V ).
For later use, we define2 the set Ob(Schk) := Ob(Vect)
((⊔n≥0 bSn)k) = {finitely supported fam-
ilies F = (Fρ1,...,ρk) of finite dimensional vector spaces, indexed by (ρ1, ..., ρk) ∈ (⊔n≥0Ŝn)
k}.
The direct sums and duality are defined component-wise as before. Note that Ob(Sch0) =
Ob(Vect). If3 φ : [m] → [n] is a partially defined map (often identified with the collection
of preimages φ−1(1), ..., φ−1(n)), we define an additive map ∆φ : Ob(Schn) → Ob(Schm),
taking (Fρ1,...,ρn) to (∆
φ(F )π1,...,πm), where ∆
φ(F )π1,...,πm = ⊕ρ1,...,ρm(µ
ρ1
πi,i∈φ−1(1)
)∗ ⊗ ... ⊗
(µρnπi,i∈φ−1(n))
∗) ⊗ Fρ1...ρn . We set ∆ := ∆
{1,2} : Ob(Sch) → Ob(Sch2). Let Fun(Vect
n,Vect)
be the set of functors Vectn → Vect; the direct sum is defined by (F ⊕ G)(V1, ..., Vn) :=
F (V1, ..., Vn)⊕G(V1, ..., Vn) and the duality by F ∗(V1, ..., Vn) := F (V ∗1 , ..., V
∗
n )
∗; we also define
1An anti-automorphism of a category C is the data of a permutation X 7→ X∗ of Ob(C), and of maps
C(X, Y )→ C(Y ∗, X∗), x 7→ x∗, such that (y ◦x)∗ = x∗ ◦y∗; if C is additive, we require compatibility with direct
sums and the linear structure of the C(X, Y ); if C is monoidal, we require (X ⊗ Y )∗ = X∗ ⊗ Y ∗, 1∗ = 1 and
(x⊗ y)∗ = x∗ ⊗ y∗.
2For I a finite set, we define Ob(SchI) similarly, where (ρ1, .., ρK) is replaced by a map I → ⊔n≥0 bSn.
3We set [n] := {1, ..., n}.
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∆φ : Fun(Vectn,Vect)→ Fun(Vectm,Vect) by (∆φF )(V1, ..., Vm) := F (⊕i∈φ−1(1)Vi, ...,⊕i∈φ−1(n)Vi).
Then the map Schn → Fun(Vect
n,Vect) taking (Fρ1...ρn) to F : (V1, ..., Vn) 7→ ⊕ρ1,...,ρnFρ1,...,ρn⊗
Zρ1(V1)⊗ ...⊗ Zρn(Vn) is compatible with the direct sums, the duality and the maps ∆
φ.
1.1.2. The category Sch1+1. We define the symmetric additive strict monoidal category of Schur
bifunctors Sch1+1 as follows. Ob(Sch1+1) := Ob(Sch2). For F,G ∈ Ob(Sch1+1), Sch1+1(F,G) :=
⊕ρ1,ρ2 Vect(Fρ1,ρ2 , Gρ1,ρ2). We also define (F ⊗G)ρ1,ρ2 := ⊕ρ′i,ρ′′i Fρ′1,ρ′2⊗Gρ′′1 ,ρ′′2 ⊗µ
ρ1
ρ′1ρ
′′
1
⊗µρ2ρ′1ρ′′2
.
The direct sums and tensor products of morphisms are then defined component-wise. An
anti-automorphism of Sch1+1 is defined by (Fρ,σ)
∗ = (F ∗σ∗,ρ∗) and by ((ρ, σ) 7→ fρ,σ)
∗ =
((ρ, σ) 7→ f∗σ∗,ρ∗). We define a tensor morphism ⊠ : Sch
2 → Sch1+1 at the level of objects
by (F ⊠ G)ρ,σ := Fρ ⊗Gσ, and component-wise at the level of morphisms. We then have for
F, ..., G′ ∈ Ob(Sch),
Sch1+1(F ⊠G
∗, F ′ ⊠G′∗) ≃ Sch(F, F ′)⊗ Sch(G′, G) (5)
and (F ⊠G)∗ = G∗⊠F ∗. As Sch1+1 is Karoubian, any G ∈ Sch1+1 gives rise to a unique tensor
functor Sch→ Sch1+1 taking id to G, which we denote by F 7→ F ◦G.
Let Fun(Vect2,Vect) be the symmetric additive strict monoidal category where objects are
functors Vect2 → Vect and morphisms are natural transformations; the direct sum is defined
by (F ⊕G)(V,W ) := F (V,W )⊕G(V,W ), the tensor products by (F ⊗G)(V,W ) := F (V,W )⊗
G(V,W ) and the duality by F ∗(V,W ) := F (W ∗, V ∗)∗. Then we have a tensor functor Sch1+1 →
Fun(Vect2,Vect) taking F to ((V,W ) 7→ ⊕ρ1,ρ2Fρ1,ρ2 ⊗ Zρ1(V ) ⊗ Zρ2(W )), compatible with
the dualities. It is also compatible with the tensor functor End(Sch) → Fun(Vect2,Vect),
G 7→ F ◦G, where F ◦G(V,W ) = F (G(V,W )). We define a tensor functor ⊠ : End(Vect)2 →
Fun(Vect2,Vect) at the level of objects by (F⊠G)(V,W ) := F (V )⊗G(W ). Then the morphisms
Sch → End(Vect), Sch1+1 → Fun(Vect
2,Vect) intertwine the functors ⊠ : Sch2 → Sch1+1 and
⊠ : End(Vect)2 → Fun(Vect2,Vect).
1.1.3. The category Sch(1). We now define the additive symmetric strict monoidal category
Sch(1) as follows. We set Ob(Sch(1)) := Ob(Vect)
(⊔k≥0(⊔n≥0Sn)
k)
=
∏′
k≥0Ob(Schk) = {finitely
supported collections (Fk)k≥0, where Fk ∈ Ob(Schk) is a family Fk = (Fρ1,...,ρk)}. The
direct sum of objects is defined by component-wise addition. The tensor product of ob-
jects is defined by (Fk) ⊠ (Gk) := ((F ⊠ G)k), where (F ⊠ G)k := ⊕k′,k′′|k′+k′′=kFk′ ⊠ Gk′′ ,
and if Fk′ = (Fρ1,...,ρk′ ) ∈ Ob(Schk′), Gk′′ = (Gρ1,...,ρk′′ ) ∈ Ob(Schk′′), then Fk′ ⊠ Gk′′ =
((F ⊠G)ρ1,...,ρk′+k′′ ) ∈ Ob(Schk′+k′′), where (F ⊠G)ρ1,...,ρk′+k′′ := Fρ1,...,ρk′ ⊗Gρk′+1,...,ρk′+k′′ .
In order to define the morphisms, we first define a “contraction” map c : Ob(Schk) →
Ob(Sch), Fk = (Fρ1,...,ρk) 7→ c(Fk) by c(Fk)ρ := ⊕ρ1,...,ρkFρ1,...,ρk ⊗ µ
ρ
ρ1,...,ρk
, where µρρ1,...,ρk :=
HomS|ρ|(ρ1 ∗ ... ∗ ρk, ρ) if
∑
i |ρi| = |ρ| and 0 otherwise. For F = (Fk), we then set c(F ) :=
⊕kc(Fk) and for F,G ∈ Ob(Sch(1)), we set Sch(1)(F,G) := Sch(c(F ), c(G)). We define the direct
sum and the tensor product of morphisms using the identifications c(F ⊕ G) ≃ c(F ) ⊕ c(G)
and c(F ⊠G) ≃ c(F )⊗ c(G). The symmetry constraint in Sch(1)(F ⊠G,G ⊠ F ) = Sch(c(F ⊠
G), c(G ⊠ F )) is then given by the identifications c(X ⊠ Y ) ≃ c(X)⊗ c(Y ) and the symmetry
constraint for Sch. The unit object of Ob(Sch(1)) is 1, whose only nonzero component is
10 = k ∈ Ob(Sch0) = Ob(Vect).
We define an additive symmetric strict monoidal category
∏′
k≥0 Fun(Vect
k,Vect) as follows.
The objects are finitely supported families (Fk)k≥0, where Fk ∈ Fun(Vect
k,Vect). The direct
sum of objects is defined component-wise, where for Fk, Gk ∈ Fun(Vect
k,Vect), Fk ⊕ Gk ∈
Fun(Vectk,Vect) is given by (Fk ⊕Gk)(V1, ..., Vk) := Fk(V1, ..., Vk)⊕Gk(V1, ..., Vk). The tensor
product of objects is (Fk) ⊠ (Gk) := ((F ⊠ G)k), where (F ⊠ G)k := ⊕k′+k′′=kFk′ ⊠k′,k′′
Gk′′ , and ⊠k′,k′′ : Fun(Vect
k′ ,Vect) × Fun(Vectk
′′
,Vect) → Fun(Vectk
′+k′′ ,Vect) is given by
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(Fk′ ⊠k′,k′′ Gk′′)(V1, ..., Vk′+k′′) := Fk′(V1, ..., Vk′ ) ⊗ Gk′′(Vk′+1, ..., Vk′+k′′). The contraction
c :
∏′
k≥0 Fun(Vect
k,Vect)→ End(Fun) is defined by c((Fk)) := ⊕k≥0c(Fk), where c(Fk)(V ) :=
Fk(V, ..., V ). The space of morphisms F → G is then defined as Fun(Vect)(c(F ), c(G)).
There is a unique tensor morphism Sch(1) →
∏′
k≥0 Fun(Vect
k,Vect), taking F = (Fk)k≥0,
where Fk = (Fρ1,...,ρk), to the collection (F˜k)k≥0, where F˜k(V1, ..., Vk) := ⊕ρ1,...,ρkFρ1,...,ρk ⊗
Zρ1(V1)⊗ ...⊗ Zρk(Vk).
1.1.4. The category Sch(1+1). We now define an additive symmetric strict monoidal category
Sch(1+1) as follows. Ob(Sch(1+1)) := Ob(Vect)
(⊔k,l≥0(⊔n≥0 bSn)k+l) = {finitely supported collec-
tions (Fk,l), where Fk,l = (Fρ1,...,ρk;σ1,...,σl) ∈ Ob(Schk+l)}. The direct sum of objects is defined
component-wise, and the tensor product is given by (F⊠F ′)k,l := ⊕(k1,l2)+(k2,l2)=(k,l)Fk1,l1⊠k1,l1,k2,l2
F ′k2,l2 if F = (Fk,l) and F
′ = (F ′k,l), where⊠k,l,k′,l′ : Ob(Schk+l)×Ob(Schk′+l′)→ Ob(Schk+k′+l+l′)
is given by
(F ⊠k,l,k′,l′ F
′)ρ1,...,ρk+k′ ;σ1,...,σl+l′ := Fρ1,...,ρk;σ1,...,σl ⊗ F
′
ρk+1,...,ρk+k′ ;σl+1,...,σl+l′
. An involu-
tion is defined by F ∗ = ((k, l, ρ1, ..., ρk, σ1, ..., σl) 7→ F (l, k, σ∗1 , ..., σ
∗
l , ρ
∗
1, ..., ρ
∗
l )
∗) for F =
((k, l, ρ1, ..., ρk, σ1, ..., σl) 7→ F (k, l, ρ1, ..., ρk, σ1, ..., σl)).
In order to define the morphisms, we define a map c : Ob(Sch(1+1)) → Ob(Sch1+1), F 7→
c(F ), by c(F ) := ⊕k,lc(Fk,l) for F = (Fk,l), and if Fk,l = (Fρ1,...,ρk;σ1,...,σl), then c(Fk,l)ρ,σ =
⊕ρ1,...,ρk;σ1,...,σkFρ1,...,ρk;σ1,...,σl⊗µ
ρ
ρ1...ρk
⊗µσσ1...σl . We then set Sch(1+1)(F,G) := Sch1+1(c(F ), c(G)).
The direct sum, tensor product and duality of morphisms are then induced by those of Sch1+1
and the identifications c(F ⊕G) ≃ c(F )⊕ c(G), c(F ⊠G) ≃ c(F )⊠ c(G), c(F ∗) = c(F )∗.
We define a tensor morphism ⊠ : (Sch(1))
2 → Sch(1+1); at the level of objects, it is defined
by (Fk)⊠(Gl) := (Fk ⊠k,l Gl); at the level of morphisms, it is induced by the tensor morphism
Sch2 → Sch1+1. The unit object of Sch(1+1) is 1⊠1. We then have for F, ..., G
′ ∈ Ob(Sch(1))
Sch(1+1)(F⊠G
∗, F ′⊠G′∗) = Sch(1)(F, F
′)⊗ Sch(1)(G
′, G)
and (F⊠G)∗ = G∗⊠F ∗.
As before, we define an additive symmetric strict monoidal category
∏′
k,l Fun(Vect
k+l,Vect);
objects are fiinitely supported families (Fk,l)k,l≥0; (Fk,l⊕Gk,l)(V1, ..., Vk;W1, ...,Wl) := Fk,l(V1, ...,Wl)⊕
Gk,l(V1, ...,Wl); ⊠k′,l′,k′′,l′′ : Fun(Vect
k′+l′ ,Vect)×Fun(Vectk
′′+l′′ ,Vect)→ Fun(Vectk
′+l′+k′′+l′′ ,Vect)
is (F ⊠k′,l′,k′′,l′′ G)(V1, ...,Wl′+l′′) := F (V1, ...,Wl′ )⊗G(Vk′+1, ...,Wl′+l′′). We define
c :
∏′
k,l Fun(Vect
k+l,Vect) → Fun(Vect2,Vect) by c(F ) = ⊕k,lc(Fk,l) and c(Fk,l)(V,W ) :=
Fk,l(V, ..., V ;W, ...,W ) and the space of morphisms F → G as Fun(Vect
2,Vect)(c(F ), c(G)).
We also define a tensor morphism ⊠ : (
∏′
k≥0 Fun(Vect
k,Vect))2 →
∏′
k,l≥0 Fun(Vect
k+l,Vect)
at the level of objects by (Fk)⊠(Gk) := (Fk ⊠k,l Gl).
Then we have a tensor morphism Sch(1+1) →
∏′
k,l≥0 Fun(Vect
k+l,Vect), taking (Fk,l) to
(F˜k,l), where for Fk,l = (Fρ1,...,σl), F˜k,l(V1, ...,Wl) := ⊕ρ1,...,σlFρ1,...,σl ⊗ ρ1(V1) ⊗ ... ⊗ σl(Wl).
This morphism is compatible with the morphism Sch(1) →
∏′
k≥0 Fun(Vect
k,Vect) and the
morphisms (Sch(1))
2 → Sch(1+1), (
∏′
k≥0 Fun(Vect
k,Vect))2 →
∏′
k,l≥0 Fun(Vect
k+l,Vect).
1.1.5. Completions. If in the definition of Sch, we forget the condition that (Fρ) is finitely
supported, we get a symmetric additive strict monoidal category with duality Sch. Infinite
sums of objects of increasing degrees are defined in Sch. For each G = ⊕i≥1Gi ∈ Sch (|Gi| = i),
we have an endofunctor of Sch, F 7→ F ◦G, f 7→ f ◦G (also written F (G), f(G)). We also define
Ob(Schk) by dropping the finite support condition. The maps ∆
φ extend to these sets. We
define Sch1+1, Sch(1) and Sch(1+1) similarly to Sch1+1, Sch(1), Sch(1+1), namely Ob(Sch1+1) =
Ob(Sch2), Ob(Sch(1)) = {finitely supported families (Fk)k≥0, where Fk ∈ Ob(Schk), and
Ob(Sch(1+1)) = {finitely supported families (Fk,l)k,l≥0, where Fk,l ∈ Ob(Schk+l)}. Then
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Sch1+1, Sch(1) and Sch(1+1) have structures of additive symmetric strict monoidal categories.
The map c and the bifunctor ⊠ extend to these categories; the duality extends to Sch1+1 and
Sch(1+1).
Examples. Let Tn ∈ Ob(Sch) be such that (Tn)ρ′ = πρ′ if |ρ′| = n and 0 otherwise. The
corresponding endofunctor of Vect is V 7→ Tn(V ) = V ⊗n = ⊕ρ∈bSnπρ ⊗ Zρ(V ). Using the
obvious module category structure of Sch over Vect, we write
Tn = ⊕Z∈Irr(Sch),|Z|=nπZ ⊗ Z, (6)
where Z 7→ (|Z|, πZ) is the inverse to ⊔n≥0Ŝn → Irr(Sch), ρ 7→ Zρ.
The endofunctors of Vect corresponding to Sn and ∧n are the nth symmetric and exterior
powers functors. The symmetric and exterior algebra functors S := ⊕n≥0Sn and ∧ := ⊕n≥0∧n
are objects in Sch. We then have ∆(S) = S ⊠ S, ∆(∧) = ∧ ⊠ ∧. Note that while the map
Ob(Sch) → Ob(End(Vect)) is injective, it is not surjective, e.g. the exterior algebra functor is
not in the image of this map.
Remark 1.1. For any F,G ∈ Ob(Sch), we have
Sch(F,G) = ⊕Z∈Irr(Sch) Sch(F,Z)⊗ Sch(Z,G); (7)
for any B,B′ ∈ Ob(Sch1+1), we have
Sch1+1(B,B
′) = ⊕Z,Z′∈Irr(Sch) Sch1+1(B,Z ⊠ Z
′)⊗ Sch1+1(Z ⊠ Z
′, B′).
Remark 1.2. We have Irr(Sch(1)) = {Z1⊠...⊠Zk|k ≥ 0, Z1, ..., Zk ∈ Irr(Sch)}; and Irr(Sch(2)) =
{(Z1⊠...⊠Zk)⊠(W1⊠...⊠Wℓ)|k, ℓ ≥ 0, Z1, ...,Wℓ ∈ Irr(Sch)}. Then c(Z1⊠...⊠Zk) = Z1⊗...⊗Zk
and c((Z1 ⊠ ...⊠ Zk)⊠(W1 ⊠ ...⊠Wl)) = (Z1 ⊗ ...⊗ Zk)⊠ (W1 ⊗ ...⊗Wl).
1.2. Quasi-categories. We define a quasi-category C to be the data of: (a) a set of objects
Ob(C); (b) for any X,Y ∈ Ob(C), a set of morphisms C(X,Y ), and for any X ∈ Ob(C), an
element idX ∈ C(X,X); (c) for Xi ∈ Ob(C) (i = 1, 2, 3), a subset C(X1, X2, X3) ⊂ C(X1, X2)×
C(X2, X3) and a map C(X1, X2, X3)
◦
→ C(X1, X3), (x1, x2) 7→ x2 ◦ x1, such that:
(identity axiom) if X,Y ∈ Ob(C), and x ∈ C(X,Y ), then idY ◦x ∈ C(X,Y, Y ), x ◦ idX ∈
C(X,X, Y ), and idY ◦x = x ◦ idX = x;
(associativity axiom) if Xi ∈ Ob(C) (i = 1, ..., 4) and xi ∈ C(Xi, Xi+1) (i = 1, 2, 3), then if:
(x1, x2) ∈ C(X1, X2, X3), (x2 ◦ x1, x3) ∈ C(X1, X3, X4), (x2, x3) ∈ C(X2, X3, X4) and (x1, x3 ◦
x2) ∈ C(X1, X2, X4), then x3 ◦ (x2 ◦ x1) = (x3 ◦ x2) ◦ x1.
We then define inductively a diagram C(X1, X2) × ... × C(Xn−1, Xn) ⊃ C(X1, ..., Xn)
◦
→
C(X1, Xn), as follows: (x1, ..., xn−1) ∈ C(X1, ..., Xn) iff for any k = 2, ..., n− 1, (x1, ..., xk−1) ∈
C(X1, ..., Xk), (xk, ..., xn−1) ∈ C(Xk, ..., Xn), and (xk−1 ◦ ...◦x1, xn−1 ◦ ...◦xk) ∈ C(X1, Xk, Xn);
if (x1, ..., xn−1) satisfies these conditions, then the (xn−1 ◦ ... ◦ xk) ◦ (xk−1 ◦ ... ◦ x1) all coincide;
this defines the map C(X1, ..., Xn)→ C(X1, Xn).
If 1 < n1 < ... < nk < n and x = (x1, ..., xn−1) ∈ C(X1, X2) × ... × C(Xn−1, Xn), then
x ∈ C(X1, ..., Xn) iff: (a) (x1, ..., xn1−1) ∈ C(X1, ..., Xn1), (xn1 , ..., xn2−1) ∈ C(Xn1 , ..., Xn2), ...,
and (xnk−1 , ..., xn−1) ∈ C(Xnk−1 , ..., Xn); (b) moreover, (xn1−1 ◦ ... ◦ x1, ..., xn−1 ◦ ... ◦ xnk−1) ∈
C(X1, Xn1 , Xn2 , ..., Xn). If these conditions are satisfied, then xn−1 ◦ ... ◦ x1 = (xn−1 ◦ ... ◦
xnk−1+1) ◦ ... ◦ (xn1−1 ◦ ... ◦ x1).
The quasi-category C is called strict monoidal if it is equipped with: (a) a map ⊗ : Ob(C)2 →
C, (X,Y ) 7→ X ⊗ Y and an object 1 ∈ Ob(C), such that (X ⊗ Y ) ⊗ Z = X ⊗ (Y ⊗ Z),
1 ⊗ X = X ⊗ 1 = X ; (b) a map ⊗ : C(X,Y ) × C(X ′, Y ′) → C(X ⊗ X ′, Y ⊗ Y ′) such that
(f⊗f ′)⊗f ′′ = f⊗(f ′⊗f ′′), f⊗id1 = id1⊗f = f ; (c) a map⊗ : C(X1, X2, X3)×C(X ′1, X
′
2, X
′
3)→
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C(X1 ⊗X ′1, X2 ⊗X
′
3, X3 ⊗X
′
3), such that
C(X1, X2, X3)× C(X ′1, X
′
3, X
′
3) → C(X1 ⊗X
′
1, X2 ⊗X
′
2, X3 ⊗X
′
3)
↓ ↓
C(X1, X2)× C(X2, X3)× C(X
′
1, X
′
2)× C(X
′
2, X
′
3) → C(X1 ⊗X
′
1, X2 ⊗X
′
2)× C(X2 ⊗X
′
2, X3 ⊗X
′
3)
commutes. Then we have maps C(X1, ..., Xn)⊗C(X ′1, ..., X
′
n)→ C(X1⊗X
′
1, ..., Xn⊗X
′
n), such
that the analogous diagram (with 3 replaced by n) commutes.
Example. G is the category where objects are pairs (I, J) of finite sets and G((I, J), (I ′, J ′))
is the set of oriented acyclic graphs with vertices iin, jin, i
′
out, j
′
out, i ∈ I, j ∈ J , i
′ ∈ I ′, j′ ∈ J ′,
where each edge has its origin in {iin, j′out|i ∈ I, j
′ ∈ J ′} and its end in {i′out, jin|i
′ ∈ I ′, j ∈ J},
and there is at most one edge through two given vertices. Equivalently, a graph is a subset
of (I ⊔ J ′) × (I ′ ⊔ J). If Xα = (Iα, Jα) and xα ∈ G(Xα, Xα+1) (α = 1, ..., k − 1), we obtain
a composed graph with edges xin, yout, x ∈ I1 ⊔ J1, y ∈ In ⊔ Jn, by declaring that two
edges are connected if there exists an oriented path in the juxtaposition of x1, ..., xk−1 relating
them. Then G(X1, ..., Xk) ⊂ G(X1, X2) × ... × G(Xk−1, Xk) is the set of tuples of graphs
whose composed graph is acyclic, which is then their composition. The tensor product is given
by (I, J) ⊗ (I ′, J ′) := (I ⊔ J, I ′ ⊔ J ′) at the level of objects, and by the disjoint union of
graphs at the level of morphisms. Note that G contains subcategories Gleft and Gright, where
Gleft((I, J), (I ′, J ′)) = {S ∈ G((I, J), (I ′, J ′))|S ∩ (J ′ × I ′) = ∅}, and Gright((I, J), (I ′, J ′)) =
{S|S ∩ (I × J) = ∅}. 
A k-additive quasi-category C is the data of: (a) a set of objects Ob(C), (b) for any
X,Y ∈ Ob(C), a vector space C(X,Y ), and for any X1, ..., Xn ∈ Ob(C), a vector subspace
C(X1, ..., Xn) ⊂ C(X1, X2) ⊗ ... ⊗ C(Xn−1, Xn), and a linear map C(X1, ..., Xn) → C(X1, Xn),
satisfying the axioms of a quasi-category (with products replaced by tensor products); (c) an
associative direct sum map ⊕ : Ob(C)2 → Ob(C), (X,Y ) 7→ X ⊕ Y , an object 0 ∈ Ob(C), and
isomorphisms C(Z,X ⊕ Y ) ≃ C(Z,X) ⊕ C(Z, Y ) and C(X ⊕ Y, Z) ≃ C(X,Z) ⊕ C(Y, Z), such
that:
C(X1⊕X ′1, X2, X3) ≃ C(X1, X2, X3)⊕C(X
′
1, X2, X3), C(X1, X2, X3⊕X
′
3) ≃ C(X1, X2, X3)⊕
C(X1, X2, X
′
3), C(X1, X2⊕X
′
2, X
′
3) ≃ C(X1, X2, X3)⊕C(X1, X
′
2, X3)⊕C(X1, X2)⊗C(X2, X3)⊕
C(X1, X ′2)⊗ C(X2, X3), and the composition map on left sides coincides with the sum of com-
positions on the right sides, and of the zero maps on the two last summands in the last case
(this statement then generalizes to C(X1, ..., Xi ⊕X ′i, ..., Xn));
X ⊕ 0 = X = 0⊕X and C(X,0) = C(0, X) = 0 for any X , and the composed isomorphisms
C(X,Y ) = C(X⊕0, Y ) ≃ C(X,Y ), C(X,Y ) = C(0⊕X,Y ) ≃ C(X,Y ), C(X,Y ) = C(X,Y ⊕0) ≃
C(X,Y ) and C(X,Y ) = C(X,0⊕ Y ) ≃ C(X,Y ) are the identity.
Such a C is called strict monoidal if it satisfies the above axioms of a strict monoidal quasi-
category, where ⊗ is bilinear and biadditive.
A functor F : C → D between quasi-categories is defined as the data of a map F :
Ob(C) → Ob(D), and a collection of maps F (X,Y ) : C(X,Y ) → D(F (X), F (Y )), such that
×n−1i=1 F (Xi, Xi+1) restricts to a map C(X1, ..., Xn)→ D(F (X1), ..., F (Xn)) and the natural di-
agrams commute; natural additional axioms are imposed if the categories are strict monoidal
and/or additive.
Example. kG is the category with Ob(kG) = Ob(G) and (kG)((I, J), (I ′, J ′)) = kG((I, J), (I ′, J ′));
then kG is an additive strict monoidal quasi-category. 
1.3. Partial traces and quasi-categories. If C0 is a symmetric strict monoidal category with
symmetry constraint βX,Y ∈ C0(X ⊗ Y, Y ⊗X), a partial trace on C0 is the data of diagrams
C0(X ⊗ Z, Y ⊗ Z) ⊃ C0(X,Y |Z)
trZ→ C0(X,Y ) for X,Y, Z ∈ Ob(C), such that: C0(X,Y |Z ⊗
Z ′) ⊂ C0(X ⊗ Z, Y ⊗ Z|Z ′) ∩ tr
−1
Z′ (C0(X,Y |Z)), and trZ⊗Z′ = trZ ◦ trZ′ ; the map x 7→ x
′ :=
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(idY ⊗βZ′,Z) ◦ x ◦ (idX ⊗βZ,Z′) induces an isomorphism C0(X,Y |Z ⊗ Z ′) → C0(X,Y |Z ′ ⊗ Z),
and trZ′⊗Z(x
′) = trZ⊗Z′(x); the composition takes C0(X,Y |T )× C0(Y, Z) to C0(X,Z|T ), and
trT ((y⊗ idT ) ◦ x) = y ◦ trT (x), and similarly it takes C0(X,Y )×C0(Y, Z|T ) to C0(X,Z|T ), and
trT (y ◦ (x⊗ idT )) = trT (y) ◦ x; the map ×2i=1C0(Xi⊗Ti, Yi⊗Ti)→ C0(X1⊗X2⊗T1⊗T2, Y1⊗
Y2 ⊗ T1 ⊗ T2), (x1, x2) 7→ x := (idY1 ⊗βT1,Y2 ⊗ idT2) ◦ (x1 ⊗ x2) ◦ (idX1 ⊗βX2,T1 ⊗ idT2) takes
C0(X1, Y1|T1) × C0(X2, Y2|T2) to C0(X1 ⊗ X2, Y1 ⊗ Y2|T1 ⊗ T2), and trT1⊗T2(x) = trT1(x1) ⊗
trT2(x2); C0(X,Y |1) = C0(X,Y ) and tr1(x) = x.
Set Ob(C) := Ob(C0)2, (X,Y )⊗ (X ′, Y ′) := (X⊗X ′, Y ⊗Y ′), C((X,Y ), (X ′, Y ′)) := C0(X⊗
Y ′, X ′ ⊗ Y ), C((X1, Y1), (X2, Y2), (X3, Y3)) := {(x1, x2)|x2 ∗ x1 ∈ C0(X1 ⊗ Y3, X3 ⊗ Y1|Y2)},
where x2 ∗ x1 = (idX3 ⊗βY2Y1) ◦ (x2 ⊗ idY1) ◦ (idX2 ⊗βY1Y3) ◦ (x1 ⊗ idY3) ◦ (idX1 ⊗βY3Y2); then
x2◦x1 := trY2(x2∗x1). The tensor product of morphisms is defined as ×
2
i=1C0(Xi⊗Y
′
i , X
′
i⊗Yi) ∋
(x1, x2) 7→ (idX′1 ⊗βY1,X′2⊗ idY2)◦(x1⊗x2)◦(idX1 ⊗βX2,Y ′1 ⊗ idY ′2 ) ∈ C0(X1⊗X2⊗Y
′
1⊗Y
′
2 , X
′
1⊗
X ′2 ⊗ Y1 ⊗ Y2); the unit of C is (1,1).
Proposition 1.3. C is a strict monoidal quasi-category.
Proof. Let Ui = (Xi, Yi); let xi ∈ C(Ui, Ui+1) (i = 1, 2, 3); assume that (x1, x2) ∈ C(U1, U2, U3)
and (x2 ◦ x1, x3) ∈ C(U1, U3, U4); define x3 ∗ x2 ∗ x1 by formula (8) below. Let us show that
x3 ∗ x2 ∗ x1 ∈ C(X1 ⊗ Y4, X4 ⊗ Y1|Y2 ⊗ Y3) and that x3 ◦ (x2 ◦ x1) = trY2⊗Y3(x3 ∗ x2 ∗ x1).
x3 ◦ (x2 ◦ x1) = trY3(x3 ∗ trY2(x2 ∗ x1)). Using the fact that x2 ∗ x1 may as well be expressed
as x2 ∗ x1 = (idX3 ⊗βY2Y1) ◦ (x2 ⊗ idY1) ◦ (βY3X2 ⊗ idY1) ◦ (idY3 ⊗x1) ◦ (βX1Y3 ⊗ idY2), we write
x3 ∗ trY2(x2 ∗x1) = (idX4 ⊗βY3,Y1)◦ (x3⊗ idY1)◦ (βY4,X3⊗ idY1)◦ (idY4 ⊗ trY2(x2 ∗x1))◦ (βX1,Y4⊗
idY3). Now idY4 ⊗(x2 ∗ x1) ∈ C0(Y4 ⊗ X1 ⊗ Y3, Y4 ⊗ X3 ⊗ Y1|Y2), and idY4 ⊗ trY2(x2 ∗ x1) =
trY2(idY4 ⊗(x2 ∗ x1)). We have then [{(idX4 ⊗βY3,Y1) ◦ (x3 ⊗ idY1) ◦ (βY4,X3 ⊗ idY1)} ⊗ idY2 ] ◦
[idY4 ⊗(x2∗x1)]◦[βX1,Y4⊗idY3 ⊗ idY2 ] ∈ C0(X1⊗Y4⊗Y3, X4⊗Y1⊗Y3|Y2), and x3∗trY2(x2∗x1) =
trY2{[{(idX4 ⊗βY3,Y1)◦(x3⊗idY1)◦(βY4,X3⊗idY1)}⊗idY2 ]◦[idY4 ⊗(x2∗x1)]◦[βX1,Y4⊗idY3 ⊗ idY2 ]}.
As the right side is in the domain of trY3 , the argument of trY2 in the right side is in the domain
of trY3⊗Y2 , and x3 ◦ (x2 ◦ x1) = trY3⊗Y2{[{(idX4 ⊗βY3,Y1) ◦ (x3⊗ idY1) ◦ (βY4,X3 ⊗ idY1)}⊗ idY2 ] ◦
[idY4 ⊗(x2 ∗ x1)] ◦ [βX1,Y4 ⊗ idY3 ⊗ idY2 ]}. On the other hand, this argument also expressed
as (idX1 ⊗ idY4 ⊗βY2,Y3) ◦ (x3 ∗ x2 ∗ x1) ◦ (idX1 ⊗ idY4 ⊗βY3,Y2), therefore x3 ∗ x2 ∗ x1 is in the
domain of trY2⊗Y3 and x3 ◦ (x2 ◦ x1) = trY2⊗Y3(x3 ∗ x2 ∗ x1). One proves in the same way that
(x3 ◦ x2) ◦ x1 = trY2⊗Y3(x3 ∗ x2 ∗ x1), which proves the asociativity identity. 
More generally, one shows that for any (x1, ..., xn−1) ∈ C((X1, Y1), ..., (Xn, Yn)), we have
xn−1 ∗ ... ∗ x1 ∈ C0(X1⊗ Yn, Xn⊗ Y1|Y2 ⊗ ...⊗ Yn−1), where xn−1 ∗ ... ∗ x1 ∈ C0(X1⊗ Yn ⊗ Y2 ⊗
...⊗ Yn−1, Xn ⊗ Y1 ⊗ Y2 ⊗ ...⊗ Yn−1) is defined inductively by
xn ∗ ... ∗ x1 := (idXn+1 ⊗βYn,Y1⊗...⊗Yn−1) ◦ (xn ⊗ idY1⊗...⊗Yn−1) ◦ (idXn ⊗βY1⊗...⊗Yn−1,Yn+1)
◦ [(xn−1 ∗ ... ∗ x1)⊗ idYn+1 ] ◦ (idX1 ◦βYn+1,Y2⊗...⊗Yn−1,Yn), (8)
where βX,Y,Z ∈ C0(X ⊗ Y ⊗Z,Z ⊗ Y ⊗X) is βX⊗Y,Z ◦ (βX,Y ⊗ idZ), and that xn−1 ◦ ... ◦ x1 :=
trY2⊗...⊗Yn−1(xn−1 ∗ ... ∗ x1).
If X 7→ X∗ is an involution of C0, another symmetric strict monoidal quasi-category C′ may
be defined by Ob(C′) = Ob(C0)2, C′((X,Y ), (X ′, Y ′)) := C0(X ⊗ Y ′∗, X ′ ⊗ Y ∗).
A functor between categories with partial traces is a tensor functor F : C0 → D0, such
that F (C0(X,Y |Z)) ⊂ D0(F (X), F (Y )|F (Z)), and such that trF (Z) ◦F = F ◦ trZ (equality of
maps C0(X,Y |Z) → D0(F (X), F (Y ))). Such a functor induces a functor C → D between the
corresponding quasi-categories.
If now C0 is additive and is a free module category over Vect, this construction can be
extended as follows. In the definition of a trace, the maps are now linear and products are
replaced by tensor products. Let Ob′(C0) ⊂ Ob(C0) be a set of generators, i.e., each F ∈ Ob(C0)
has the form ⊕X∈Ob′(C0)FX ⊗ X , where X 7→ FX is a finitely supported map Ob
′(C0) →
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Ob(Vect). Then Ob(C) := {finitely supported maps Ob′(C0)2 → Vect, F = [(X,Y ) 7→ FX,Y ]}.
We then set C(F,G) := ⊕(X,Y ),(X′,Y ′)Vect(FX,Y , GX′,Y ′)⊗C0(X ⊗ Y
′, X ′⊗Y ) and extend the
above composition and tensor product operations by linearity. In the case of C′, we replace
C0(X ⊗ Y ′, X ′ ⊗ Y ) by C0(X ⊗ Y ′∗, X ′ ⊗ Y ∗).
Example. Let G0 be the category where objects are finite sets, and G0(I, J) = {subsets of
I × J}, and composition given by S′ ◦ S := the image in I × I ′′ of S ×I′ S′, for S ⊂ I × I ′ and
S′ ⊂ I ′ × I ′′; to S ⊂ I × J , we associate the oriented graph with vertices I ⊔ J and egdes i→ j
if (i, j) ∈ S, composition then corresponds to the composition of graphs. The tensor product
is I ⊗ I ′ := I ⊔ I ′ and for S ∈ G0(I, I ′), T ∈ G0(J, J ′), S ⊗ T := S ⊔ T ⊂ (I × I ′) ⊔ (J × J ′) ⊂
(I ⊔ I ′) × (J ⊔ J ′). Then G0 is a strict monoidal category. It has a partial trace defined as
follows. For I, J,K finite sets, let G0(I, J |K) ⊂ G0(I ⊔ K, J ⊔ K) be the set of graphs, such
that the introduction of the edges kout → kin (k ∈ K) does not introduce cycles (alternatively,
the set of S ⊂ (I ⊔K) × (J ⊔K), such that the relation in K defined by u ≺ v if (u, v) ∈ S,
has no cycle), and if x is such a graph, then trK(x) ∈ G0(I, J) corresponds to {(i, j) ∈ I × J |
there exists s ≥ 0 and a sequence (k1, ..., ks) of elements of K, such that i ≺ k1 ≺ ... ≺ ks ≺ j},
where the relation ≺ is extended to I ⊔K ⊔ J by u ≺ v iff (u, v) ∈ S. Then the strict monoidal
quasi-category constructed from G0, equipped with its partial trace, coincides with G.
Here is another description of trK(x). As the relation ≺ on K is acyclic, we may extend it
to a total order relation < on K. Extend it to I ⊔K ⊔ J by i < k < j for any i, j, k ∈ I, J,K.
The relation < induces a numbering K = {k1, ..., k|K|} for K, where k1 < ... < k|K|. For
α ∈ [|K|], let Kα := {kα} ⊔ {(u, v) ∈ (I ⊔ K ⊔ J)2|u ≺ v, u < kα < v} ∈ Ob(G0). Then
trK(x) = xK|K|J ◦ ... ◦ xK1K2 ◦ xIK1 , where:
• xKαKα+1 ∈ G0(Kα,Kα+1) is defined as follows: we have identifications Kα ≃ {kα} ⊔
K ′α,α+1 ⊔ Kα,α+1 and Kα+1 ≃ {kα+1} ⊔ K
′′
α,α+1 ⊔ Kα,α+1, where K
′
α,α+1 := {s ∈ I ⊔ K|s <
kα, s ≺ kα+1},K ′′α,α+1 := {t ∈ K⊔J |t > kα+1, t ≻ kα},Kα,α+1 := {(s, t) ∈ (I⊔K)×(K⊔J)|s <
kα, kα+1 < t, s ≺ t}; let ⋄ be a one-element set if kα ≺ kα+1 and ∅ otherwise; then we define
κα,α+1 := {kα} × (⋄ ⊔K ′′α+1) ∈ G0({kα}, ⋄ ⊔K
′′
α,α+1) and λα,α+1 := (⋄ ⊔K
′
α,α+1) × {kα+1} ∈
G0(⋄⊔K ′α,α+1, {kα+1}); then xKαKα+1 := [(λα,α+1⊗idK′′α,α+1)◦(id⋄⊗βK′′α,α+1,K′α,α+1)◦(κα,α+1⊗
idK′
α,α+1
)]⊗ idKα,α+1 ;
• xIK1 ∈ G0(I,K1) is defined as follows: K1 ≃ {k1}⊔ (⊔i∈IK
′′
i ), where K
′′
i := {t ∈ K⊔J |t 6=
k1, t ≻ i}; set ⋄ := {i ∈ I|i ≺ k1} and ⋄i := ⋄ ∩ {i} so ⋄ = ⊔i∈I⋄i; let κi := {i} × (⋄i ⊔K ′′i ) ∈
G0({i}, ⋄i ⊔K ′′i ), br ∈ G0(⊔i(∗i ⊔K
′′
i ), ∗ ⊔ (⊔i∈IK
′′
i )) be the canonical braiding morphism; and
let λ01 := ⋄ × {k1} ∈ G0(⋄, {k1}); then xIK1 := (λ01 ⊗ (⊗i∈I idK′′i )) ◦ br ◦ (⊗i∈Iκi);
• xK|K|J ∈ G0(K|K|, J) is defined as follows: K|K| ≃ {k|K|} ⊔ (⊔j∈JK
′
j), where K
′
j := {s ∈
I ⊔ K|s 6= k|K|, s ≺ j}, set ⋄ := {j ∈ J |j ≻ k|K|}; let ⋄J := ⋄ ∩ {j}, then ⋄ = ⊔j∈J⋄j ;
let κ|K|,|K|+1 := {k|K|} × ⋄ ∈ G0({k|K|}, ⋄); let λj := K
′
j × {j} ∈ G0(K
′
j , {j}); let br ∈
G0(⋄⊔ (⊔j∈JK ′j),⊔j∈J (⋄j ⊔K
′
j)) be the canonical braiding map; then xK|K|J := (⊗j∈Jλj) ◦ br ◦
(κ|K|,|K|+1 ⊗ (⊗j∈J idK′j)).
1.4. Props and (quasi)(bi)(multi)props. A prop P is a symmetric additive strict monoidal
category, equipped with a tensor functor iP : Sch → P , inducing a bijection on the sets of
objects; so Ob(P ) = Ob(Sch) (see, e.g., [Tam]). It is easy to check that this definition is
equivalent to the original one ([McL]). For φ ∈ Sch(F,G) → P (F,G), we sometimes write φ
instead of iP (φ). A prop morphism f : P → Q is a tensor functor, inducing a bijection on the
sets of objects, and such that f ◦ iP = iQ.
A biprop (resp., multiprop, bi-multiprop) is a symmetric additive monoidal category π (resp.,
Π0,Π), equipped with a tensor functor Sch1+1 → π (resp., Sch(1) → Π
0, Sch(1+1) → Π), which
induces a bijection on the sets of objects. Morphisms betweens these structures are defined as
above.
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A quasi-prop is a symmetric additive strict monoidal quasi-category P , equipped with a
morphism iP : Sch→ P , inducing a bijection on the sets of objects. Quasi(bi)(multi)props are
defined in the same way, as well as morphisms between these structures.
A topological (quasi)(bi)(multi)prop is defined in the same way as its non-topological ana-
logue, replacing Sch∗ by Sch∗. E.g., a topological prop P is a symmetric tensor category,
equipped with a morphism Sch→ P, which is the identity on objects.
1.5. Operations on props. If H ∈ Ob(Sch) (resp., Ob(Sch1+1)) and P is a (bi)prop, then we
define a prop H(P ) by H(P )(F,G) := P (F ◦H,G◦H). A (bi)prop morphism P → Q gives rise
to a prop morphism H(P )→ H(Q). Similarly, if P is a topological (bi)prop, then for any H ∈
Ob(Sch) (resp., Ob(Sch1+1)), we get a prop H(P), such that H(P)(F,G) := P(F ◦H,G ◦H).
A morphism of topological (bi)props P→ Q then gives rise to a prop morphism H(P)→ H(Q).
To each (quasi)(bi)multiprop Π, one associates a (quasi)(bi)prop π by π(F, F ′) := Π(F, F ′),
i.e., using the injections Ob(Sch) = Ob(Sch1) ⊂ Ob(Sch(1)) in the “non-bi” case, and Ob(Sch1+1) ⊂
Ob(Sch(1+1)), F 7→ (Fk,l), where Fk,l = 0 if (k, l) 6= (1, 1) and F1,1 = F , in the “bi” case.
If P is a prop, then one defines a multiprop Π0P by Π
0
P (F,G) := P (c(F ), c(G)). The tensor
product is induced by the tensor product of P and the identity c(F ⊠ F ′) = c(F )⊗ c(F ′).
1.6. Presentation of a prop. If P is a prop, then a prop ideal IP of P is a collection of
vector subspaces IP (F,G) ⊂ P (F,G), such that (F,G) 7→ P (F,G)/IP (F,G) is a prop, which
we denote by P/IP . Then P → P/IP is a prop morphism.
If P is a prop, (Fi, Gi)i∈I is a collection of pairs of Schur functors and Vi ⊂ P (Fi, Gi)
are vector subspaces, then (Vi, i ∈ I) is the smallest of all prop ideals IP of P , such that
Vi ⊂ IP (Fi, Gi) ⊂ P (Fi, Gi) for any i ∈ I.
Let (Fi, Gi)i∈I be a collection of Schur functors, and let (Vi)i∈I be a collection of vector
spaces. Then there exists a unique (up to isomorphism) prop F = Free(Vi, Fi, Gi, i ∈ I), which
is initial in the category of all props P equipped with linear maps Vi → P (Fi, Gi). We call it
the free prop generated by (Vi, Fi, Gi).
If (F ′α, G
′
α) is a collection of Schur functors and Rα ⊂ F(F
′
α, G
′
α) is a collection of vector
spaces, then the prop with generators (Vi, Fi, Gi) with relations (Rα, F
′
α, G
′
α) is the quotient of
F with the prop ideal generated by Rα.
1.7. Topological props. Let P be a prop equipped with a filtration P (F,G) = P 0(F,G) ⊃
P 1(F,G) ⊃ ... for any F,G ∈ Ob(Sch), compatible with direct sums and such that:
(a) ◦ and ⊗ induce maps ◦ : P i(F,G) ⊗ P j(G,H) → P i+j(F,H), and ⊗ : P i(F,G) ⊗
P i
′
(F ′, G′)→ P i+i
′
(F ⊗ F ′, G⊗G′)
(b) if F,G ∈ Ob(Sch) are homogeneous, then P (F,G) = P ||F |−|G||(F,G).
For F,G ∈ Ob(Sch), we then define P̂ (F,G) = lim← P (F,G)/Pn(F,G) as the completed
separated of P (F,G) w.r.t. the filtration Pn(F,G). Then P̂ is a prop.
If F,G ∈ Ob(Sch), define P(F,G) as follows: for F = ⊕̂i≥0Fi, G = ⊕̂i≥0Gi the decomposi-
tions of F,G into sums of homogeneous components, we set P(F,G) = ⊕̂i,j≥0P̂ (Fi, Gj) (where
⊕̂ is the direct product).
Proposition 1.4. P is a symmetric additive strict monoidal category, equipped with a mor-
phism Sch→ P, which is the identity on objects.
Recall that P is called a topological prop.
Proof. Let F = ⊕̂iFi, G = ⊕̂iGi, H = ⊕iHi be in Sch. We define a map ◦ : P(F,G) ⊗
P(G,H)→ P(F,H) as follows. We first define a map P(Fi, G)⊗P(G,Hk)→ P̂ (Fi, Hk). The
left vector space injects in ⊕̂jP̂ (Fi, Gj)⊗ P̂ (Gj , Hk). The composition takes the jth summand
to P |j−i|+|j−k|(Fi, Hk). As |j − i| + |j − k| → ∞ as j → ∞, we have a well-defined map
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P(Fi, G) ⊗ P(G,Hk) → P̂ (Fi, Hk). The direct product of these maps then induces a map
◦ : P(F,G) ⊗P(G,H)→ P(F,H).
Let now F ′ = ⊕iF ′i , G
′ = ⊕iG′i be in Sch. We define a map ⊗ : P(F,G)⊗P(F
′, G′)→ P(F⊗
F ′, G⊗G′) as the direct product of the maps P̂ (Fi, Gj)⊗ P̂ (F ′i′ , G
′
j′)→ P̂ (Fi ⊗F
′
i′ , Gj ⊗G
′
j′).
This is well-defined since (F ⊗ F ′)i = ⊕nj=0Fj ⊗ F
′
i−j is the sum of a finite number of tensor
products, and the same holds for (G⊗G′)j . 
A grading of P by an abelian semigroup Γ is a decomposition P (F,G) = ⊕γ∈ΓPγ(F,G),
such that the prop operations are compatible with the semigroup structure of Γ. Then if P is
graded by N and if we set Pn(F,G) = ⊕i≥nPi(F,G), the descending filtration P = P 0 ⊃ ...
satisfies condition (a) above.
If P → Q is a surjective prop morphism (i.e., the maps P (F,G)→ Q(F,G) are all surjective),
and if P is equipped with a filtration as above, then so is Q (we define Qn(F,G) as the image
of Pn(F,G)). Then we get a morphism P→ Q of topological props, i.e., a morphism of tensor
categories such that the morphisms Sch→ P→ Q and Sch→ Q coincide.
If P , R are props equipped with a filtration as above, and P → R is a prop morphism
compatible with the filtration (i.e., Pn(F,G) maps to Rn(F,G)), then we get a morphism of
topological props P→ R.
1.8. Modules over props. If S is an additive symmetric strict monoidal category, and V ∈
Ob(S), then we have a prop Prop(V ), s.t. Prop(V )(F,G) = HomS(F (V ), G(V )). Then a P -
module (in the category S) is a pair (V, ρ), where V ∈ Ob(S) and ρ : P → Prop(V ) is a tensor
functor. Then P -modules in the category S form a category. The tautological P -module is
S = P , V = id.
1.9. Examples of props. We will define several props by generators and relations.
1.9.1. The prop Bialg. This is the prop with generators m ∈ Bialg(T2, id), ∆ ∈ Bialg(id, T2),
η ∈ Bialg(1, id), ε ∈ Bialg(id,1), and relations
m ◦ (m⊗ idid) = m ◦ (idid⊗m), (∆⊗ idid) ◦∆ = (idid⊗∆) ◦∆,
∆ ◦m = (m⊗m) ◦ (1324) ◦ (∆⊗∆),
m ◦ (η ⊗ idid) = m ◦ (idid⊗η) = idid, (ε⊗ idid) ◦∆ = (idid⊗ε) ◦∆ = idid .
When S = Vect, the category of Bialg-modules is that of bialgebras.
1.9.2. The prop COB. This is the prop with generators m ∈ COB(T2, id), ∆ ∈ COB(id, T2),
η ∈ COB(1, id), ε ∈ COB(id,1) and R ∈ COB(1, T2), and relations: m,∆, η, ε satisfy the
relations of Bialg,
(m⊗m) ◦ (1324) ◦ (R ⊗ ((21) ◦R)) = (m⊗m) ◦ (1324) ◦ ((21) ◦R)⊗R) = η ⊗ η,
(21) ◦ (m⊗m) ◦ (1324) ◦ (∆⊗R) = (m⊗m) ◦ (1324) ◦ (R ⊗∆),
m⊗3 ◦ (142536) ◦
(
(R⊗ η)⊗ ((∆ ⊗ idid) ◦R)
)
= m⊗3 ◦ (142536) ◦
(
(η ⊗R)⊠ (idid⊗∆) ◦R)
)
The category of COB-modules over S = Vect is that of coboundary bialgebras, i.e., pairs
(A,RA), where A is a bialgebra, and RA ∈ A
⊗2 satisfies RAR
21
A = R
21
A RA = 1
⊗2
A , ∆
21
A (x)R
21
A =
RA∆A(x), and
(RA ⊗ 1A)
(
(∆A ⊗ idA)(RA)
)
= (1A ⊗RA)
(
(idA⊗∆A)(RA)
)
.
1.9.3. The prop LA. This is the prop with generator the bracket µ ∈ LA(∧2, id) and relation
the Jacobi identity
µ ◦ (µ⊗ idid) ◦ ((123) + (231) + (312)) = 0. (9)
When S = Vect, the category of LA-modules is that of Lie algebras.
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1.9.4. The prop LCA. This is the prop with generator the cobracket δ ∈ LCA(id,∧2) and
relation the co-Jacobi identity
((123) + (231) + (312)) ◦ (δ ⊗ idid) ◦ δ = 0.
When S = Vect, the category of LCA-modules is that of Lie coalgebras.
1.9.5. The prop LBA. This is the prop with generators µ ∈ LBA(∧2, id), δ ∈ LBA(id,∧2);
relations are the Jacobi and the co-Jacobi identities, and the cocycle relation
δ ◦ µ = ((12)− (21)) ◦ (µ⊗ idid) ◦ (idid⊗δ) ◦ ((12)− (21)).
When S = Vect, the category of LBA-modules is that of Lie bialgebras.
1.9.6. The prop LBAf . This is the prop with generators µ ∈ LBAf (∧
2, id), δ ∈ LBAf (id,∧
2),
f ∈ LBAf (1,∧2) and relations: µ, δ satisfy the relations of LBA, and(
(123) + (231) + (312)
)
◦
(
(δ ⊗ idid) ◦ f + (µ⊗ idid⊗2) ◦ (1324) ◦ (f ⊗ f)
)
= 0.
The category of LBAf -modules is the category of pairs (a, fa) where a is a Lie bialgebra and
fa is a twist of a.
1.9.7. The prop Cob. This is the prop with generators µ ∈ Cob(∧2, id) and ρ ∈ Cob(1,∧2) and
relations: µ satisfies the Jacobi identity (9), and the element Z ∈ Cob(1,∧3) defined by
Z := ((123) + (231) + (312)) ◦ (idid⊗µ⊗ idid) ◦ (ρ⊗ ρ)
is invariant, i.e., it satisfies(
(µ⊗ idid⊗2) ◦ (1423) + (idid⊗µ⊗ idid) ◦ (1243) + (idid⊗2 ⊗µ)
)
◦ (Z ⊗ idid) = 0.
The category of Cob-modules over S = Vect is that of coboundary Lie bialgebras, i.e., pairs
(a, ρa), where a is a Lie algebra and ρa ∈ ∧2(a) is such that Za := [ρ12a , ρ
13
a ]+[ρ
12
a , ρ
23
a ]+[ρ
13
a , ρ
23
a ]
is a-invariant.
1.10. Some prop morphisms. We have unique prop morphisms Cob → Sch, LBA → Sch
and LBAf → Sch, respectively defined by (µ, ρ) 7→ (0, 0), (µ, δ) 7→ (0, 0) and (µ, r) 7→ (0, 0).
If LA→ P is a prop morphism, and α ∈ P (1, T2), define
ad(α) :=
(
((µ ◦Alt)⊗ idid) ◦ (132) + idid⊗(µ ◦Alt)
)
◦ (α ⊗ idid);
(here Alt : T2 → ∧2 is the alternation map); this is a propic version of the map x 7→ [αa, x1+x2],
where a ∈ Rep(P ). If α ∈ P (1,∧2), then ad(α) ∈ P (1,∧2).
Using the presentations of LBA and LBAf , we get:
Proposition 1.5. We have unique prop morphisms
κ1, κ2 : LBA→ LBAf , such that κ1(µ) = κ2(µ) = µ, κ1(δ) = δ, κ2(δ) = δ + ad(f)
and a unique prop morphism
κ0 : LBAf → LBA, such that κ0(µ) = µ, κ0(δ) = δ, κ0(f) = 0.
We also have a prop morphism
κ : LBAf → Cob,
such that µ 7→ µ, δ 7→ ad(ρ), f 7→ −2ρ and τLBA : LBA→ LBA, defined by (µ, δ) 7→ (µ,−δ).
1.10.1. The prop Sch. Sch it itself a prop (with no generator and relation). The corresponding
category of modules over S is S itself.
1.11. Examples of topological props.
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1.11.1. The prop Sch. We set Sch0(F,G) = Sch(F,G), Sch1(F,G) = ... = 0. This filtration
satisfies conditions (a) and (b) of Section 1.7, since for F,G homogeneous, Sch(F,G) = 0 unless
F and G have the same degree. The corresponding completion of Sch coincides with Sch.
1.11.2. The props LA and LCA. Since the relation in LA is homogeneous in µ, the prop LA
has a grading degµ. If F,G ∈ Ob(Sch) and x ∈ LA(F,G) are homogeneous, then |G| − |F | =
− degµ(x), which implies that the filtration induced by degµ satisfies conditions (a) and (b)
above. We denote by LA the corresponding topological prop.
In the same way, LCA has a grading degδ, |G| − |F | = degδ(x), so the filtration induced by
degδ satisfies conditions (a) and (b) above. We denote by LCA the corresponding topological
prop.
1.11.3. The prop LBA. Since the relations in LBA are homogeneous in both µ and δ, the
prop LBA is equipped with a grading (degµ, degδ) by N
2. Moreover, if F,G ∈ Ob(Sch) and
x ∈ LBA(F,G) are homogeneous, then
|G| − |F | = degδ(x) − degµ(x). (10)
Then degµ+degδ is a grading of LBA by N. The corresponding filtration therefore satisfies
condition (a) above. (10) also implies that it satisfies condition (b), since degµ and degδ are
≥ 0. We denote by LBA the resulting topological prop.
Let LBA be the category of Lie bialgebras over k. Let S1 be the category of topological
k[[~]]-modules (i.e., quotients of modules of the form V [[~]], where V ∈ Vect and the topology
is given by the images of ~nV [[~]]) and let S2 be the category of modules of the same form,
where V is a complete separated k-vector space.
Then we have a functor LBA → {S(LBA)-modules over S1}, taking a to S(a)[[~]]; the
representation of S(LBA) is given by µ 7→ µa, δ 7→ ~δa.
We also have a functor LBA → {S(LBA)-modules over S2}, taking a to Ŝ(a)[[~]]; the
representation of S(LBA) is given by µ 7→ ~µa, δ 7→ δa.
1.11.4. The prop LBAf . Define L˜BAf as the prop with generators µ, f, δ and only relations:
µ and δ satisfy the relations of LBA. Then L˜BAf has a grading (degµ, degδ, degf ) by N
3. For
F,G ∈ Ob(Sch) and x ∈ L˜BAf (F,G) homogeneous, we have
|G| − |F | = degδ(x) − degµ(x) + 2 degf (x). (11)
Then degµ+degδ +2degf is a grading of LBAf by N. The corresponding filtration therefore
satisfies condition (a). Since degµ, degδ and degg are ≥ 0, (11) implies that it also satisfies
conditions (b). Since the morphism L˜BAf to LBAf is surjective, the filtration of L˜BAf induces
a filtration of LBAf satisfying (a) and (b). We denote by LBAf the corresponding completion
of LBAf .
As before, if LBAf is the category of pairs (a, fa) of Lie bialgebras with twists, we have (a)
a functor LBAf → {S(LBAf )-modules over S1}, taking (a, fa) to S(a)[[~]]; the representation
of S(LBAf ) is given by µ 7→ µa, δ 7→ ~δa, f 7→ ~fa; and (b) a functor LBAf → {S(LBAf )-
modules over S2}, taking (a, fa) to Ŝ(a)[[~]]; the representation of S(LBAf ) is given by µ 7→
~µa, δ 7→ δa, f 7→ fa.
1.11.5. The prop Cob. Cob has a grading (degµ, degr) by N
2. If F,G ∈ Ob(Sch) and x ∈
Cob(F,G) are homogeneous, then |G| − |F | = 2degr(x)− degµ(x). Then the N-grading of Cob
by degµ+2degr induces a filtration satisfying (a) and (b). We denote the resulting topological
prop by Cob.
If Cob is the category of coboundary Lie bialgebras (a, ra), we have (a) a functor Cob →
{S(Cob)-modules over S1}, taking (a, ra) to S(a)[[~]]; the representation of S(Cob) is given
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by µ 7→ µa, r 7→ ~ra; and (b) a functor Cob → {S(Cob)-modules over S2}, taking (a, ra) to
Ŝ(a)[[~]]; the representation of S(Cob) is given by µ 7→ ~µa, r 7→ ra.
1.11.6. Morphisms between completed props. The above morphisms Cob → Sch, LBA → Sch
and LBAf → Sch are compatible with the filtrations, so they induce topological prop morphisms
Cob→ Sch, LBA→ Sch and LBAf → Sch.
Since κ1 preserves the N-grading, it extends to a morphism LBA → LBAf of completed
props.
κ2 takes a monomial in (µ, δ) of bidegree (a, b) to a sum of monomials in (µ, δ, f) of degrees
(a+ b′′, b′, b′′), where b′+ b′′ = b. The N-degree of such a monomial is a+ b′+3b′′ ≥ a+ b. So κ2
preserves the descending filtrations of both props and extends to a morphism LBA→ LBAf .
κ0 takes a monomial in (µ, δ, f) either to 0 if the f -degree is > 0, or to the same monomial
(which has the same N-degree) otherwise. So κ0 preserves the descending filtration and extends
to a morphism LBAf → LBA.
Finally, κ takes a monomial in (µ, δ, f) of degree (a, b, c) (of N-degree a+b+2c) to a monomial
in (µ, ρ) of degree (a+b, b+c), of N-degree a+3b+2c. Since the N-degree increases, κ preserves
the descending filtration and extends to a morphism LBAf → Cob.
1.12. The props Pα. Let C be a coalgebra in Sch. This means that C = ⊕̂iCi ∈ Sch
(|Ci| = i), and we have prop morphisms C → C⊗2, C → 1 in Sch, such that the two morphisms
C → C⊗3 coincide, and the composed morphisms C → C⊗2 → C ⊗ 1 ≃ C and C → C⊗2 →
1⊗ C ≃ C are the identity.
Let P be a prop. For F = ⊕̂iFi, G = ⊕̂iGi in Sch, we set P (F,G) = ⊕i,jP (Fi, Gj).
Then the operations ◦ : P (F,G) ⊗ P (G,H) → P (F,H) and ⊗ : P (F,G) ⊗ P (F ′, G′) →
P (F ⊗ F ′, G⊗G′) are well-defined. Moreover, operations ◦ : P (F,G)⊗ Sch(G,H)→ P (F,H)
and ◦ : Sch(F,G) ⊗ P (G,H)→ P (F,H) are also well-defined.
We define a prop PC by PC(F,G) := P (C ⊗ F,G) for F,G ∈ Sch. The composition of PC is
then defined as the map
PC(F,G) ⊗ PC(G,H) ≃ P (C ⊗ F,G)⊗ P (C ⊗G,H)
(P (idC)⊗−)⊗id
→
P (C⊗2 ⊗ F,C ⊗G)⊗ P (C ⊗G,H)→ P (C⊗2 ⊗ F,H)→ P (C ⊗ F,H) ≃ PC(F,H)
and the tensor product is defined by
PC(F,G)⊗PC (F
′, G′) ≃ P (C⊗F,G)⊗P (C⊗F ′, G′)
⊗
→ P (C⊗2⊗F⊗F ′, G⊗G′)→ P (C⊗F⊗F ′, G⊗G′).
We then have an isomorphism P ≃ P1 and a prop morphism P → PC induced by C → 1.
Let us define a P -coideal D of C to be the data of D = ⊕̂iDi ∈ Sch, and morphisms
α ∈ ⊕̂iP (Ci, D), β ∈ ⊕̂iP (Di, C ⊗D) and γ ∈ ⊕̂iP (Di, D ⊗ C), such that the diagrams
Ci
∆|Ci→ C⊗2
α|Ci↓ ↓α⊗idC
D
γ
→ D ⊗ C
and
Ci
∆|Ci→ C⊗2
α|Ci↓ ↓idC ⊗α
D
β
→ C ⊗D
commute for each i. A P -coideal D of C may be constructed as follows. Let D′ ∈ Sch, let
α′ ∈ P (C,D′). Set D := D′ ⊗ C and define α ∈ ⊕̂iP (Ci, D) as the composed morphism
C
∆
→ C⊗2
α′⊗id
→ D′ ⊗ C = D. We also define the morphism γ ∈ ⊕̂iP (Di, D ⊗ C) as the
composition D = D′⊗C
id⊗∆
→ D′⊗C⊗2 = D⊗C and β ∈ ⊕̂i LBA(D,C ⊗D) as the composed
morphism D → D ⊗ C → C ⊗D.
If D is a P -coideal of C, set PD(F,G) := P (D ⊗ F,G). Then for each (F,G), we have a
morphism PD(F,G) → PC(F,G), such that the collection of all Im(PD(F,G) → PC(F,G)) is
an ideal of PC .
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We denote by Pα as the corresponding quotient prop. We then have Pα(F,G) = Coker(PD(F,G)→
PC(F,G)) for any (F,G).
1.13. Automorphisms of props. For ξ ∈ P (id, id), ξ⊗n ∈ P (Tn, Tn) = ⊕ρ,ρ′∈bSn Hom(πρ, πρ′)⊗
P (Zρ, Zρ′); as ξ
⊗n is Sdiagn -invariant (S
diag
n being the diagonal subgroup of Sn × Sn), we
have ξ⊗n = ⊕ρ∈bSn idπρ ⊗ξρ, for some ξρ ∈ P (Zρ, Zρ). For F = (Fρ)ρ∈⊔n≥0 bSn , we set
ξF := ⊕ρ∈⊔n≥0 bSn idπρ ⊗ξρ ∈ P (F, F ). One can prove that ξF⊕G = ξF ⊗ ξG, ξF⊗G = ξF ⊗ ξG,
(ξ ◦ η)F = ξF ◦ ηF . So if ξ is invertible, so are the ξF , and there is a unique prop automorphism
θ(ξ) of P , taking x ∈ P (F,G) to ξG ◦ x ◦ ξ
−1
F . The map P (id, id)
× → Aut(P ) is a group mor-
phism with normal image Inn(P ). We call the elements of this image the inner automorphisms
of P .
1.14. Structure of the prop LBA.
Lemma 1.6. If F,G ∈ Ob(Sch), then we have an isomorphism
LBA(F,G) ≃ ⊕N≥0(LCA(F, TN )⊗ LA(TN , G))SN ,
with inverse given by f ⊗ g 7→ g ◦ f (the prop morphisms LCA → LBA, LA → LBA are
understood).
Proof. This has been proved in the case F = Tn, G = Tm in [Enr2, Pos]. We then pass to
the case of F = Zρ, G = Zσ, ρ ∈ Ŝn, σ ∈ Ŝm by identifying the isotypic components of this
identity under the action of Sn ×Sm. The general case follows by linearity. 
According to (6), this result may be expressed as the isomorphism
LBA(F,G) ≃ ⊕Z∈Irr(Sch) LCA(F,Z) ⊗ LA(Z,G). (12)
We also have:
Lemma 1.7. If A,B are finite sets, then LA(TA, TB) = ⊕f :A→B surjective⊗b∈BLA(Tf−1(b), T{b}),
where the inverse map is given by the tensor product.
We now prove:
Lemma 1.8. Let F1, ..., Fn, G1, ..., Gp ∈ Ob(Sch), then we have a decomposition
LBA(⊗ni=1Fi,⊗
p
j=1Gj) =
⊕
(Zij)i,j∈Irr(Sch)[n]×[p]
LBA((Fi)i, (Gj)j)(Zij)i,j ,
where
LBA((Fi)i, (Gj)j)(Zij)i,j =
n⊗
i=1
LCA(Fi,⊗
p
β=1Ziβ)
)
⊗
( p⊗
j=1
LA(⊗nα=1Zαj, Gj),
with inverse given by (⊗ifi)⊗ (⊗jgj) 7→ (⊗jgj) ◦σn,p ◦ (⊗ifi); here σn,p is the braiding isomor-
phism ⊗i(⊗jZij)→ ⊗j(⊗iZij).
Proof. The l.h.s. is equal to
⊕N≥0 ⊕(nij)|
P
i,j nij=N
(
(⊗i LCA(Fi, TP
j nij
))⊗ (⊗j LA(TP
i nij
, Gj))
)
Q
i,j Snij
.
(6) then implies the result. 
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1.15. Structure of the prop LBAf . In the construction of Subsection 1.12, we set C := S◦∧2,
D′ = ∧3, and α′ ∈ LBA(C,D′) = ⊕k≥0 LBA(Sk ◦ ∧2,∧3) has only nonzero components for
k = 1, 2; for k = 1, this component specializes to ∧2(a)→ ∧3(a),
f 7→ (δ ⊗ id)(f) + (δ ⊗ id)(f)231 + (δ ⊗ id)(f)312
and for k = 2 it specializes to S2(∧2(a))→ ∧3(a),
f⊗2 7→ [f12, f13] + [f12, f23] + [f13, f23].
Then α : C → D is a LBA-coideal. We denote by LBAα the corresponding quotient prop
Pα.
Proposition 1.9. There exists a prop isomorphism LBAf
∼
→ LBAα.
Proof. Using the presentation of LBAf , one checks that there is a unique prop morphism
LBAf → LBAα, taking µ to the class of µ ∈ LBA(∧2, id) ⊂ ⊕k≥0 LBA((Sk ◦ ∧2) ⊗ ∧2, id) =
LBA((S◦∧2)⊗∧2, id), taking δ to the class of δ ∈ LBA(id,∧2) ⊂ ⊕k≥0 LBA((Sk◦∧2)⊗id,∧2) =
LBA((S ◦ ∧2) ⊗ id,∧2), and taking f to the class of id∧2 ∈ LBA(∧
2,∧2) ⊂ ⊕k≥0 LBA(Sk ◦
∧2,∧2) = LBA((S ◦ ∧2)⊗ 1,∧2).
We now construct a prop morphism LBAα → LBAf .
We construct a linear map LBA((Sk ◦ ∧2)⊗F,G)→ LBAf (F,G) as follows: using the prop
morphism LBA → LBAf given by µ, δ 7→ µ, δ, we get a linear map LBA((Sk ◦ ∧2) ⊗ F,G) →
LBAf ((S
k ◦ ∧2) ⊗ F,G). We have an element f⊗k ∈ LBAf (Sk ◦ 1, Sk ◦ ∧2) so the operation
x 7→ x ◦ (f⊗k ⊗ idF ) is a linear map
LBAf ((S
k ◦ ∧2)⊗ F,G)→ LBAf ((S
k ◦ 1)⊗ F,G) ≃ LBAf (F,G).
The composition of these maps is a linear map LBA((Sk ◦∧2)⊗F,G)→ LBAf (F,G). Summing
up these maps, we get a linear map LBA((S ◦ ∧2)⊗ F,G)→ LBAf (F,G), and one checks that
it factors through a linear map LBAα(F,G) → LBAf (F,G). One also checks that this map is
compatible with the prop operations, so it is a prop morphism.
We now show that the composed morphisms LBAf → LBAα → LBAf and LBAα →
LBAf → LBAα are both the identity.
In the case of LBAf → LBAα → LBAf , one shows that the composed map takes each
generator of LBAf to itself, hence is the identity.
Let us show that LBAα → LBAf → LBAα is the identity. We already defined the prop
L˜BAf . Then we have a canonical prop morphism L˜BAf → LBAf . We also have prop morphisms
LBAS◦∧2 → L˜BAf and L˜BAf → LBAS◦∧2 , defined similarly to LBAα → LBAf and LBAf →
LBAα. We then have commuting squares
LBAS◦∧2 → L˜BAf
↓ ↓
LBAα → LBAf
and
L˜BAf → LBAS◦∧2
↓ ↓
LBAf → LBAα
One checks that the composed morphism LBAS◦∧2 → L˜BAf → LBAS◦∧2 is the identity, which
implies that LBAα → LBAf → LBAα is the identity. 
In what follows, we will use the above isomorphism to identify LBAα with LBAf . The main
output of this identification is the construction of a grading of LBAf (⊗iFi,⊗jGj) by families
(Zij) in Irr(Sch), since as we now show, props of the form LBAα all give rise to such a grading.
Let C,D ∈ Ob(Sch) and let α ∈ ⊕̂i LBA(Ci, D).
Proposition 1.10. Let F1, ..., Fn, G1, ..., Gp ∈ Ob(Sch). Set F := ⊗iFi, G := ⊗jGj. For
Z = (Zij)i∈[n],j∈[p] a map [n]× [p]→ Irr(Sch), set
LBAC((Fi)i, (Gj)j)Z := ⊕Z˜∈Irr(Sch)({0}∪[n])×[p] |Z˜|[n]×[p]=Z LBA([C, (Fi)i], (Gj)j)Z˜ ,
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where [C, (Fi)i] ∈ Ob(Sch)
{0}∪[n]
is the extension of (Fi)i defined by 0 7→ C.
Then LBAC(F,G) = ⊕Z∈Irr(Sch)[n]×[p] LBAC((Fi)i, (Gj)j)Z .
Moreover, the map LBAD(F,G)→ LBAC(F,G) preserves the grading by Irr(Sch)
[n]×[p]
. The
cokernel of this map therefore inherits a grading
LBAα(F,G) = ⊕Z∈Irr(Sch)[n]×[p] LBAα((Fi)i, (Gj)j)Z .
Proof. The first statement follows from Lemma 1.8 (with F0 = C). Let us prove the second
statement. Consider the sequence of maps
LCA(D,⊗j∈[p]Z0j)
α⊗−
→ LBA(C,D)⊗ LBA(D,⊗j∈[p]Z0j)
◦
→ LBA(D,⊗j∈[p]Z0j)
≃ ⊕(Z′0j)j∈Irr(Sch)[p]
LCA(C,⊗j∈[p]Z
′
0j)⊗ (⊗j∈[p] LA(Z
′
0j , Z0j)),
κ 7→ ⊕(Z′0j)j∈Irr(Sch)[p]
∑
α
κ′α ⊗ (⊗j∈[p]λ
′
j,α),
where the first map uses the prop morphism LCA→ LBA.
For Z˜ ∈ Irr(Sch)({0}∪[n])×[p], Z˜|[n]×[p] is its restriction to [n]× [p]. The map LBA(D⊗F,G) ≃
LBAD(F,G)→ LBAC(F,G) restricts to
LBA([D, (Fi)i], (Gj)j)Z˜ → LBAC((Fi)i, (Gj)j)Z˜|[n]×[p]
(⊗j∈[p]λj)◦σn+1,p◦(κ⊗(⊗i∈[n]κi)) 7→ ⊕(Z′0j)j∈Irr(Sch)[p]
∑
α
(
⊗j∈[p]
(
λj◦(λ
′
j,α⊗id⊗i∈[n]Zij )
))
◦σn+1,p◦κ
′
α.
Summing up over (Z0j)j ∈ Irr(Sch)
[p], we get the result. 
1.16. Partial traces on Π0LBA, Π
0
LBAf
. Recall that for F,G ∈ Ob(Sch(1)), Π
0
LBA(F,G) =
LBA(c(F ), c(G)). For F,G ∈ Ob(Schp,q), we introduce a grading of Π
0
LBA(F,G) by G0([p], [q])
as follows. Assume first that F,G are simple, so F = ⊠ni=1Zρi , G = ⊠
p
j=1Zσp . If Z = (Zij)i,j ∈
Irr(Sch)[n]×[p], we define the support of Z as supp(Z) := {(i, j)|Zij 6= 1}. Then
Π0LBA(⊠
n
i=1Zρi ,⊠
p
j=1Zσj )S := ⊕Z∈Irr(Sch)[n]×[p] | supp(Z)=S LBA((Zρi), (Zσj ))Z .
If F = (Fρ1,...,ρn), G = (Gσ1,...,σp),
Π0LBA(F,G)S := ⊕(ρi),(σj)Vect(F(ρi), G(σj))⊗Π
0
LBA(⊠
n
i=1Zρi ,⊠
p
j=1Zσj )S .
Proposition 1.11. This grading is compatible with the monoidal category structure of G0,
namely: for F,G,H ∈ Ob(Schp,q,r),
Π0LBA(G,H)S′ ◦Π
0
LBA(F,G)S ⊂ Π
0
LBA(F,H)S′◦S ,
for Fi, Gi ∈ Ob(Schpi,qi),
Π0LBA(F1, G1)S1 ⊠Π
0
LBA(F2, G2)S2 ⊂ Π
0
LBA(F1 ⊠ F2, G1 ⊠G2)S1⊗S2
(here ⊠ denotes the tensor product operation of Π0LBA), and βF,G ∈ Π
0
LBA(F ⊠G,G⊠F )β[n],[p].
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Proof. The only nontrivial statement is the first one. Let Z,Z ′ be such that supp(Z) = S,
supp(Z ′) = S′. For F,G,H simple, the composition factors as
Π0LBA(F,G)Z ⊗Π
0
LBA(G,H)Z′
→ (⊗i LCA(Zρi ,⊗jZij))⊗ (⊗j LA(⊗iZij , Zσj ))⊗ (⊗j LCA(Zσj ,⊗kZ
′
jk))⊗ (⊗k LA(⊗jZ
′
jk, Zτk))
→ ⊕(Z′′
ijk
)(⊗i LCA(Zρi ,⊗jZij))⊗ (⊗j,i LCA(Zij ,⊗kZ
′′
ijk))
⊗ (⊗j,k LA(⊗iZ
′′
ijk, Z
′
jk))⊗ (⊗k LA(⊗jZ
′
jk, Zτk))
→ ⊕(Z′′
ijk
)(⊗i LA(Zρi ,⊗j,kZ
′′
ijk))⊗ (⊗j LCA(⊗i,jZ
′′
ijk, Zσj ))
≃ ⊕(Z′′
ijk
)(⊗i LA(Zρi ,⊗kZ
′′′
ik))⊗ (⊗j LCA(⊗iZ
′′′
ik , Zσj ))→ Π
0
LBA(F,H),
where the first map is the decomposition map, the second map is the tensor product over j of the
jth exchange map (composition followed by decomposition) LA(⊗iZij , Zσj )⊗LCA(Zσj ,⊗kZ
′
jk)→
LBA(⊗iZij ,⊗kZ ′jk)→ ⊕(Z′′ijk)(⊗i LCA(Zij ,⊗kZ
′′
ijk))⊗ (⊗k LA(⊗iZ
′′
ijk, Z
′
jk)), the third map is
composition in LA and LCA, the fourth map is obtained by Z ′′′ik := ⊗jZ
′′
ijk, the fifth map is
composition.
If (i, k) ∈ S′ ◦ S, then for some j ∈ J , (i, j) ∈ S and (j, k) ∈ S′; so Zij , Z ′jk are 6= 1. So the
component of the target of the jth exchange map corresponding to (i, k) 7→ Z ′′′ijk = 1, is zero;
hence the component of the composition of the 3 first maps of the diagram, coresponding to
(i, k) 7→ Z ′′′ijk = 1, is zero. It follows that Z
′′
ik in the forelast vector space are sums of objects of
Irr(Sch) with degree > 0.
On the other hand, if (i, k) /∈ S′ ◦ S, then for any j ∈ J , Zij or Z ′jk = 1. Then the
component of the target of the jth exchange map corresponding to any (i, k) 7→ Z ′′′ijk different
from (i, k) 7→ 1, is zero; si Z ′′ik is the forelast vector space are sums of copies of 1.
It follows that the image of the overall map is contained in ΠLBA(F,G)S′◦S . 
Let F,G,H ∈ Ob(Schp,q,r), and let us define the diagram
Π0LBA(F ⊠H,G⊠H) ⊃ Π
0
LBA(F,G|H)
trH→ Π0LBA(F,G)
(the general case is then derived by linearity). Let us first assume that F,G,H are simple, so
F = Z(ρi) := ⊠i∈IZρi , G = Z(σj) = ⊠j∈JZσj , H = Z(τk) = ⊠k∈KZτk (I, J,K are ordered sets
of cardinality p, q, r, and (ρi), (σj), (τk) are maps I, J,K → ⊔n≥0Ŝn). Recall that Π0LBA(F ⊠
H,G⊠H) = ⊕S∈G0Π0LBA(I⊗K,J⊗K)(F ⊠H,G⊠H)S . We then set
Π0LBA(F,G|H) := ⊕S∈G0(I,J|K)Π
0
LBA(F ⊠H,G⊠H)S .
We then define the linear map
trH : Π
0
LBA(F,G|H)S = ⊕Z| supp(Z)=SΠ
0
LBA(F ⊠H,G⊠H)Z → Π
0
LBA(F,G)trK(S)
as follows. Recall from section 1.3 the order relation ≺ on K, the total order relation < on K,
its extension to a relation on I ⊔K ⊔ J , the numbering K = {k1, ..., k|K|}, the sets Kα.
Let Z = (Zuv)(u,v)∈(I⊔K)×(K⊔J) be such that supp(Z) = S. For k ∈ K, set Hk :=
⊠x∈KkZ(x), where Z(k) := Zτk , Z(u, v) := Zρuσv for (u, v) ∈ (I ⊔ K) × (K ⊔ J) (we ex-
tend ρ to I ⊔ K by ρk := τk and σ to K ⊔ J by σk := τk). Set also Hk,k+1 := Zk,k+1 ⊠
(⊠(u,v)∈K′α,α+1⊔K′′α,α+1⊔Kα,α+1Z(u, v)).
Set alsoH0 := F ,H01 := Z(k1)⊠(⊠(u,v)∈I×(K⊔J),u≺vZ(u, v)), andH|K|+1 = G, H|K|,|K|+1 =
Z(k|K|)⊠ (⊠(u,v)∈(I⊔K)×JZ(u, v)).
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Then trH is the sum over Z with supp(Z) = S of the compositions
Π0LBA(F ⊠H,G⊠H)Z = (⊗u∈I⊔K LCA(Zρu ,⊗v∈K⊔JZuv))⊗ (⊗v∈K⊔J LA(⊗u∈I⊔KZuv, Zσv ))
→
|K|⊗
k=0
Π0LCA(Hk, Hk,k+1)⊗Π
0
LA(Hk,k+1, Hk+1)
◦
→ Π0LBA(F,G) (13)
(one checks that this map is independent on the ordering of K).
The sum of these maps takes Π0LBA(F ⊠H,G⊠H)S to ⊗
|K|
k=0Π
0
LBA(Hk, Hk+1)SKk,Kk+1 , where
K0 := I, Kk+1 := J (with the notation of Section 1.3), therefore the image of the above map
is contained in Π0LBA(F,G)trK(S).
If now F,G,H are arbitrary elements of Ob(Schp,q,r), namely F = (Fρ1,...,ρp), G = (Gσ1,...,σq),
H = (Hτ1,...,τr), then
Π0LBA(F⊠H,G⊠H) = ⊕(ρi),(σj),(τk),(τ ′k)Vect(F(ρi)⊗H(τk), G(σj)⊗H(τ ′k))⊗Π
0
LBA(Z(ρi)⊠Z(τk), Z(σj)⊠Z(τ ′k));
here Z(ρi) = ⊠i∈IZρi , etc. Then Π
0
LBA(F,G|H) is homogeneous w.r.t. this decomposition; its
components for (τk) 6= (τ ′k) coincide with those of Π
0
LBA(F ⊠ H,G ⊠ H) and the component
for (τ ′k) = (τk) is Vect(F(ρi)⊗H(τk), G(σj)⊗H(τk))⊗Π
0
LBA(Z(ρi), Z(σj)|Z(τ ′k)); the restriction of
trH to a components of the first kind is 0 and its restriction to the last component is the tensor
product the partial trace with tr(Zτk ). Then one checks that the diagrams Π
0
LBA(F⊠H,G⊠H) ⊃
Π0LBA(F,G|H)→ Π
0
LBA(F,G) define a partial trace on Π
0
LBA.
Let us define now a partial trace on Π0LBAf (and more generally on the Π
0
LBAα
). Let C
be a coalgebra in Sch, we have for F,G ∈ Ob(Schp,q), Π
0
LBAC
(F,G) = Π0LBA(C ⊠ F,G). A
partial trace is then defined on Π0LBAC as follows: Π
0
LBAC
(F,G|H) ⊂ Π0LBAC (F ⊠ H,G ⊠ H)
is Π0LBAC (F,G|H) := Π
0
LBA(C ⊠ F,G|H) and Π
0
LBAC
(F,G|H)
trH→ Π0LBAC (F,G) coincides with
Π0LBA(C ⊠F,G|H)
trH→ Π0LBA(C ⊠F,G). One checks that this defines a partial trace on Π
0
LBAC
.
If Z ∈ Irr(Sch)[n]×[p], we set Π0LBAC (F,G)Z := ⊕Z˜Π
0
LBA(C ⊠ F,G)Z˜ , where the sum is over
the Z˜ : ({0} ⊔ [n]) × [p] → Irr(Sch), such that Z˜|[n]×[p] = Z. We also set, for S ⊂ [n] × [p],
Π0LBAC (F,G)S := ⊕Z| supp(Z)=SΠ
0
LBAC
(F,G)Z . Then:
Lemma 1.12. The properties of Π0LBA extend to Π
0
LBAC
, namely Π0LBAC (G,H)S′◦Π
0
LBAC
(F,G)S ⊂
Π0LBAC (F,H)S′◦S, Π
0
LBAC
(F,G)S ⊠ Π
0
LBAC
(F ′, G′)S′ ⊂ Π0LBAC (F ⊠ F
′, G ⊠ G′)S⊗S′ , βF,G ∈
Π0LBAC (F⊠G,G⊠F )β[n],[p], and for S ∈ G0(I, J |K), trH(Π
0
LBAC
(F,G|H)S) ⊂ Π0LBAC (F,G)trK(S).
Proof. Π0LBAC (F,G)S = ⊕S˜∈({0′}⊔[n])×[p]|S˜∩([n]×[p])=SΠ
0
LBA(C ⊠ F,G)S˜ . In the same way,
Π0LBAC (G,H)S = ⊕S˜′∈({0′′}⊔[p])×[q]|S˜′∩([p]×[q])=S′Π
0
LBA(C⊠G,H)S′ . Then for S˜ ⊂ ({0
′}⊔[n])×
[p], S˜′ ⊂ ({0′′} ⊔ [p]) × [q], let S˜′ ∗ S˜ := {(i, k) ∈ ({0′, 0′′} ⊔ [n]) × p|(i, k) ∈ ({0′} ⊔ [n]) × [q]
and there exists k ∈ [p] with (i, j) ∈ S, (j, k) ∈ S′ or i = 0′′ and (i, k) ∈ S′}. Then the
composition Π0LBA(C ⊠F,G)⊗Π
0
LBA(C ⊠G,H)→ Π
0
LBA(C ⊠F,H) maps Π
0
LBA(C ⊠F,G)S˜ ⊗
Π0LBA(C⊠G,H)S˜′ to Π
0
LBA(C⊠F,H)(S˜′∗S˜)◦∅⊕Π
0
LBA(C⊠F,H)(S˜′∗S˜)◦∆0,0′0′′ , where ∅,∆0,0
′0′′ ∈
G0({0} ⊔ [n], {0′, 0′′} ⊔ [n]) are ∅ and ∆00′ = {(0, 0′), (0, 0′′)}. Now both (S˜′ ∗ S˜) ◦ ∅ and
(S˜′ ◦ S˜) ◦∆0,0′0′′ are elements of G0({0}⊔ [n], [q]), with their intersection with [n]× [p] equal to
S′ ◦ S. This proves the first statement. The other statements are proved in the same way. 
If D ∈ Ob(Sch), we similarly set Π0D(F,G) := Π
0
LBA(D⊠F,G). The diagram Π
0
D(F⊠H,G⊠
H) ⊃ Π0D(F,G|H)
trH→ Π0D(F,G) is defined as above. We define Π
0
D(F,G)Z and Π
0
D(F,G)S as
above. The following properties generalize to this more general setup: βF,G ∈ Π0D(F ⊠G,G⊠
F )β[n],[p], and for S ∈ G0(I, J |K), trH(Π
0
D(F,G|H)S) ⊂ Π
0
D(F,G)trK(S).
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Lemma 1.13. α ∈ ⊕̂i LBA(Ci, D) induces a linear map Π0D(F,G) → Π
0
LBAC
(F,G), which
is compatible with the gradings by Irr(Sch)
[n]×[p]
(and therefore also by G0([n], [p])). Then
Π0LBAα(F,G) = Coker(Π
0
D(F,G)→ Π
0
LBAC
(F,G)), and Π0LBAα(F,G) = ⊕S∈G0(I,J)ΠLBAα(F,G)S .
For each S ∈ G0(I, J |K), the diagram
Π0D(F ⊠H,G⊠H)S
trH→ Π0D(F,G)trK(S)
↓ ↓
Π0LBAC (F ⊠H,G⊠H)S
trH→ Π0LBAC (F,G)trK(S)
commutes; its vertical cokernel is a linear map trH : Π
0
LBAα
(F⊠H,G⊠H)S → Π0LBAα(F,G)trK(S).
We set Π0LBAα(F,G|H) := ⊕S∈G0(I,J|K)Π
0
LBAα
(F ⊠ H,G ⊠ H)S , then we have a diagram
Π0LBAα(F ⊠H,G⊠H) ⊃ Π
0
LBAα
(F,G|H)
trH→ Π0LBAα(F,G).
If α : C → D is a LBA-coideal, then the multiprop Π0LBAα is graded by G0, and (trH) is a
partial trace on Π0LBAα , compatible with this grading.
Proof. The first statement is a consequence of Proposition 1.10. The commutativity of the
diagram follows from the fact that for x ∈ Π0LBAD (F,G|H), x ◦ (α⊠ idF⊠H) ∈ Π
0
LBAC
(F,G|H)
and trH(x ◦ (α⊠ idF⊠H)) = trH(x) ◦ (α⊠ idF ). The remaining properties follow from those of
Π0LBAC . 
Remark 1.14. One also checks that the partial trace on G0, as well as its counterparts on Π0LBAα ,
have the following cyclicity properties. If S ∈ G0(U ⊗ I, V ′ ⊗ J) and S′ ∈ G0(V ⊗ J, U ′ ⊗ I),
then S′ ◦ (βV,V ′ ⊗ idJ)◦S ∈ G0(V ⊗U, V ′⊗U ′|I) iff S ◦ (βU,U ′ ⊗ idI)◦S′ ∈ G0(U ⊗V, U ′⊗V ′|J),
and we then have trI(S
′ ◦ (βV,V ′ ⊗ idJ ) ◦ S) = βV ′,U ′ ◦ trJ(S ◦ (βU,U ′ ⊗ idI) ◦ S′) ◦ βU,V .
If now S, S′ are as above, FU = ⊠u∈IZρu , etc., and x ∈ Π
0
LBA(FU ⊠ FI , FV ′ ⊠ FJ )S , x
′ ∈
Π0LBA(FV ⊠ FJ , FU ′ ⊠ FI)S′ , then x
′ ◦ (βFV ,FV ′ ⊠ idFJ ) ◦ x ∈ Π
0
LBA(FV ⊠ FU , FV ′ ⊠ FU ′ |FI),
x ◦ (βFU ,FU′ ⊠ idFI ) ◦ x
′ ∈ ΠLBA(FU ⊠ FV , FU ′ ⊠ FV ′ |FJ ), and
trFI (x
′ ◦ (βFV ,FV ′ ⊗ idFJ ) ◦ x) = βFV ′ ,FU′ ◦ trFJ (x ◦ (βFU ,FU′ ⊗ idFI ) ◦ x
′) ◦ βFU ,FV .

1.17. Morphisms of multiprops with partial traces. The prop morphisms κ1,2 : LBA→
LBAf , κ0 : LBAf → LBA and τ : LBA→ LBA induce morphisms between the corresponding
multiprops Π0LBAf and Π
0
LBA (still denoted κi, etc.).
We will prove:
Proposition 1.15. These morphisms intertwine the traces.
Proof. Let κ : LBAα → LBAβ be any for these morphisms. We will prove that for any simple
F,G,H ∈ Ob(SchI,J,K), κ(Π0LBAα(F,G|H)) ⊂ Π
0
LBAβ
(F,G|H), and then that the diagram
Π0LBAα(F,G|H)
κ
→ Π0LBAβ (F,G|H)
trH↓ ↓trH
Π0LBAα(F,G)
κ
→ Π0LBAβ (F,G)
commutes.
The case of τ is clear. In the case of κ0, we argue as follows: let C : S◦∧2, D := ∧3⊗(S◦∧2),
then C is a coalgebra in Sch and α : C → D is a LBA-coideal in C. The coalgebra morphism
1 → C induces a multiprop morphism Π0LBAC → Π
0
LBA1
= Π0LBA; the composed morphism
Π0LBAD → Π
0
LBAC
→ Π0LBA so we get a multiprop morphism Π
0
LBAf
→ Π0LBA, compatible with
the traces. The maps Π0LBAf (F,G) → Π
0
LBA(F,G) are the maps induced by κ0, which proves
the statement in the case of κ0.
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The coalgebra morphism C → 1 induces a morphism of multiprops Π0LBA ≃ Π
0
LBA1
→
ΠLBAC , compatible with the traces, which we compose with the projection ΠLBAC → ΠLBAf .
The maps Π0LBA(F,G)→ Π
0
LBAf
(F,G) are the maps induced by κ1, which proves the statement
in the case of κ1.
We now treat the case of κ2. For F = ⊠i∈IZρi , G = ⊠j∈JZσj , where (ρi)i, (σj)j are maps
I, J → ⊔n≥0Ŝn. For Z ∈ Irr(Sch)
I×J
, set
Π0LBA(F,G)Z := (⊗i∈I LBA(Zρi ,⊗j∈JZij))⊗ (⊗j∈J LBA(⊗i∈IZij , Zσj ))
and for S ∈ G0(I, J),
Π0LBA(F,G)S := ⊕Z| supp(Z)=SΠ
0
LBA(F,G)Z .
The operations of LBA (tensor products, composition, braidings) give rise to a natural map
Π0LBA(F,G)Z → Π
0
LBA(F,G), which add up to a map Π
0
LBA(F,G)S → Π
0
LBA(F,G).
Lemma 1.16. The image of this map is equal to Π0LBAα(F,G)S .
Proof. This image contains Π0LBA(F,G)S , as Π
0
LBA(F,G)S is the subspace of Π
0
LBA(F,G)S ,
where the successive LBA are replaced by LCA,LA. Let us prove the opposite inclusion.
For each Z, the map Π0LBA(F,G)Z → Π
0
LBA(F,G) factors as
(⊗ni=1 LBA(Zρi ,⊗jZij))⊗ (⊗
p
j=1 LBA(⊗iZij , Zσj ))
→ ⊕Z′,Z′′∈Irr(Sch)[n]×[p](⊗i LCA(Zρi ,⊗jZ
′
ij))⊗ (⊗i,j LA(Z
′
ij , Zij))⊗ (⊗i,j LCA(Zij , Z
′′
ij))
⊗ (⊗j LA(⊗iZ
′′
ij , Zσj ))
→ ⊕Z′,Z′′,Z′′′∈Irr(Sch)[n]×[p](⊗i LCA(Zρi ,⊗jZ
′
ij))⊗ (⊗i,j LCA(Z
′
ij , Z
′′′
ij ))⊗ (⊗i,j LA(Z
′′′
ij , Z
′′
ij))
⊗ (⊗j LA(⊗iZ
′′
ij , Zσj ))
→ ⊕Z′′′∈Irr(Sch)[n]×[p](⊗i LCA(Zρi ,⊗jZ
′′′
ij ))(⊗j LA(⊗iZ
′′′
ij , Zσj ))→ Π
0
LBA(⊠iZρj ,⊠jZσj ),
where the first map is a tensor product of decompositions of LBA(⊗iFi,⊗jGj), the second map
is a tensor product of exchange maps (composition followed by decomposition) LA(Z ′ij , Zij)⊗
LCA(Zij , Z
′′
ij)→ LBA(Z
′
ij , Z
′′
ij)→ ⊕Z′′′ij LCA(Z
′
ij , Z
′′′
ij )⊗LA(Z
′′
ij , Z
′′
ij), the third map is a tensor
product of compositions in LA and LCA. Now if Z ′ij = 1 (resp., 6= 1), the components
of the exchange map corresponding to any Z ′′′ij 6= 1 (resp., Z
′′′
ij = 1), are zero. Therefore the
components of the composition of the three first maps, where supp(Z ′′′) 6= supp(Z), are zero. It
follows that if supp(Z) = S, the image of the overall map is contained in Π0LBA(⊠iZρi ,⊠jZσj )S ,
as wanted. 
We also define Π0LBAC (F,G)Z := ⊕Z′|Z′|I×JΠ
0
LBA(C ⊠F,G), and Π
0
LBAf (F,G)Z as the image
of Π0LBAC (F,G)Z in Π
0
LBAf
(F,G). We define similarly Π0LBAf (F,G)S for S ∈ G0(I, J). Ar-
guing as in the above Lemma, one show that the image of the natural map Π0LBAf (F,G)S →
Π0LBAf (F,G) is contained in Π
0
LBAf
(F,G)S .
Lemma 1.17. The map κ2 : Π
0
LBA(F,G)S → Π
0
LBAf
(F,G) factors through Π0LBA(F,G)S →
Π0LBAf (F,G)S → Π
0
LBAf
(F,G)S , so it is compatible with the gradings by G0(I, J).
Proof of Lemma. For each Z ∈ Irr(Sch)I×J , the restriction of this map factors as
Π0LBA(F,G)Z = (⊗i∈I LCA(Zρi ,⊗j∈JZij))⊗ (⊗j∈J LA(⊗i∈IZij , Zσj ))
κ2→ (⊗i∈I LBAf (Zρi ,⊗j∈JZij))⊗ (⊗j∈J LBAf (⊗i∈IZij , Zσj ))→ Π
0
LBAf (F,G).
The statement follows from the fact that the image of the last map is contained in Π0LBAf (F,G)Z .

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If H = ⊠k∈KZτk , and S ∈ G0(I, J |K), then we define
trH : Π
0
LBAf
(F,G|H)S → Π
0
LBAf
(F,G)trK(S)
similarly to trH (see (13), where LCA,LA are replaced by LBA and Π
0
LCA, Π
0
LA are replaced
by Π0LBA).
Lemma 1.18. The diagram
Π0LBAf (F,G|H)S
↓ ց trH
Π0LBAf (F,G|H)S
trH→ Π0LBAf (F,G)trK(S)
commutes.
Proof. We first prove that the similar diagram commutes, where LBAf is replaced by LBA.
For Z = (Zuv)(u,v)∈(I⊔K)×(K⊔J) such that supp(Z) = S, the vertical map restricts to
Π0LBA(F,G|H)Z = (⊗i∈I⊔K LBA(Zρi ,⊗j∈J⊔KZij))⊗ (⊗j∈K⊔J LBA(⊗i∈I⊔KZij , Zσj ))
≃ ⊕Ziij ,Zijj∈Irr(Sch)[⊗i∈I⊔K{LCA(Zρi ,⊗j∈K⊔JZiij)⊗⊗j∈J⊔K LA(Ziij , Zij)}]
⊗ [⊗j∈K⊔J{⊗i∈I⊔K LCA(Zij , Zijj)⊗ LA(⊗i∈I⊔KZijj , Zσj )}]
→ ⊕Ziij ,Zijj ,Z′ij∈Irr(Sch)[⊗i∈I⊔K{LCA(Zρi ,⊗j∈K⊔JZiij)⊗⊗j∈J⊔K LCA(Ziij , Z
′
ij)}]
⊗ [⊗j∈K⊔J{⊗i∈I⊔K LA(Z
′
ij , Zijj)⊗ LA(⊗i∈I⊔KZijj , Zσj )}]
→ ⊕Z′ij∈Irr(Sch)[⊗i∈I⊔K LCA(Zρi ,⊗j∈K⊔JZ
′
ij)]⊗ [⊗j∈K⊔J LA(⊗i∈I⊔KZ
′
ij , Zσj )]
≃ Π0LBA(F,G|H)S
Define (Hk)k and (Hk,k+1)k as above; define also (H
′
k)k and (H
′
k,k+1)k similarly, replacing (Zij)
by (Z ′ij), and (H
′′
k,k+1)k, (H
′′′
k,k+1)k by replacing (Zij) by (Ziij), (Zijj).
Then each square of the following diagram commutes
(⊗i∈I⊔K LBA(Zρi ,⊗j∈J⊔KZij))
⊗(⊗j∈K⊔J LBA(⊗i∈I⊔KZij ,Zσj ))
→ ⊗|K|
k=0
Π0LBA(Hk,Hk+1)⊗Π
0
LBA(Hk,k+1,Hk+1)
↓ ↓
⊕Ziij ,Zijj [⊗i∈I⊔K{LCA(Zρi ,⊗j∈K⊔JZiij)
⊗⊗j∈J⊔KLA(Ziij ,Zij)}]
⊗[⊗j∈K⊔J{⊗i∈I⊔K LCA(Zij ,Zijj)
⊗LA(⊗i∈I⊔KZijj ,Zσj )}]
→
⊕Ziij,Zijj⊗
|K|
k=0Π
0
LCA(Hk,H
′′
k,k+1)⊗Π
0
LA(H
′′
k,k+1,Hk,k+1)
⊗Π0LCA(Hk,k+1,H
′′′
k,k+1)⊗Π
0
LA(H
′′′
k,k+1,Hk+1)
↓ ↓
⊕Ziij,Zijj ,Z′ij∈Irr(Sch)
[⊗i∈I⊔K{LCA(Zρi ,⊗j∈K⊔JZiij)⊗
⊗j∈J⊔K LCA(Ziij ,Z
′
ij)}]
⊗[⊗j∈K⊔J{⊗i∈I⊔K LA(Z
′
ij ,Zijj)
⊗LA(⊗i∈I⊔KZijj ,Zσj )}]
→
⊕Ziij,Zijj ,Z′ij
⊗
|K|
k=0Π
0
LCA(Hk,H
′′
k,k+1)⊗Π
0
LCA(H
′′
k,k+1,H
′
k,k+1)
⊗Π0LA(H
′
k,k+1,H
′′′
k,k+1)⊗Π
0
LA(H
′′′
k,k+1,Hk+1)
↓ ↓
⊕Z′
ij
∈Irr(Sch)[⊗i∈I⊔K LCA(Zρi ,⊗j∈K⊔JZ
′
ij)]
⊗[⊗j∈K⊔J LA(⊗i∈I⊔KZ
′
ij ,Zσj )]
→ ⊕Z′
ij
⊗
|K|
k=0Π
0
LCA(Hk,H
′
k,k+1)⊗Π
0
LA(H
′
k,k+1,Hk+1)
↓ ↓
Π0LBA(F,G|H)S → Π0LBA(F,G)
which implies the commutativity in the case of Π0LBA. The proof is the same in the case of
Π0LBAf . 
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End of proof of Proposition 1.15. The proposition now follows from the commutativity of
the above diagram, together with that of
Π0LBA(F,G|H)S
trH→ Π0LBA(F,G)trK(S)
↓ ↓
Π0LBAf (F,G|H)S
trH→ Π0LBAf (F,G)trK(S)

1.18. The quasi-bi-multiprops Π and Πf . Let Π,Πf be the quasi-bi-multiprops associated
to the multiprops with traces Π0LBA, Π
0
LBAf
, and the involution F 7→ F ∗ of Sch(1). Explic-
itly, we have Π(F⊠G,F ′⊠G′) := LBA(c(F ) ⊗ c(G′)∗, c(F ′)⊗ c(G)∗) and Πf (F⊠G,F
′
⊠G′) :=
LBAf (c(F )⊗ c(G′)∗, c(F ′)⊗ c(G)∗).
Since κ1,2 : Π
0
LBA → Π
0
LBAf
, κ0 : Π
0
LBA → Π
0
LBA and τ : Π
0
LBA → Π
0
LBA are morphisms of
multiprops with traces, they induce morphisms κΠ1,2, etc., between the corresponding quasi-bi-
multiprops.
We now define a degree on Π as follows. For F ∈ Ob(Sch(1)) of the form F = ⊠i∈[n]Zρi ,
we set |F | =
∑
i∈[n] |Zρi |. For F, ..., G
′ ∈ Ob(Sch(1)) and x ∈ Π(F⊠G,F
′
⊠G′) = LBA(c(F ) ⊗
c(G′)∗, c(F ′)⊗c(G)∗) homogeneous, we set degΠ(x) := degδ(x)+|G
′|−|G|. If x ∈ Π(F⊠G,F ′⊠G′)Z =
Π0LBA(F ⊠ (G
′)∗, F ′ ⊠ G∗)Z , then degΠ(x) =
∑
(s,t)∈([n]⊔[m′])×([n′]⊔[m]) |Zst| − |F | − |G|, so
degΠ(x) ≥ 0. One checks that degΠ is a degree on Π, i.e., it is additive under composition and
tensor product.
We now define a degree on Πf . We first define a degree on LBAf as follows: f and δ have
degree 1 and µ has degree 0. If now x ∈ Πf (F⊠G,F ′⊠G′), we set degΠf (x) := degLBAf (x) +
|G′| − |G|. Then degΠf (x) ≥ 0, and degΠf defines a degree on Πf
We define completions of Π and Πf as follows: for B,B
′ ∈ Ob(Sch(1+1)), Π(B,B
′) (resp.,
Πf (B,B
′)) is the degree completion of Π(B,B′) (resp., Πf (B,B
′)). The morphisms κΠ1,2 of
quasi-bi-multiprops are of degree 0, and induce therefore morphisms between their completions.
It follows from the cyclicity of the trace on G0 that we have an involution of G, defined
as follows: it acts on objects by (I, J) 7→ (J, I), and on morphisms by G((I, J), (I ′, J ′)) =
G0(I ⊔ J ′, I ′ ⊔ J) ∋ x 7→ βI,J′ ◦ x ◦ βJ,I′ ∈ G0(J ′ ⊔ I, J ⊔ I ′) ∈ G((J ′, I ′), (J, I)).
The cyclicity of the trace on Π0LBA implies that the bi-multiprop Π is equipped with a
compatible involution, described as follows: its acts on objects as F⊠G 7→ G∗⊠F ∗, and on
morphisms by Π(F⊠G,F ′⊠G′) = LBA(c(F ) ⊗ c(G′)∗, c(F ′) ⊗ c(G)∗) ∋ x 7→ βc(F ′),c(G∗) ◦ x ◦
βc(G′∗),c(F ) ∈ LBA(c(G
∗) ⊗ c(F ′), c(G′∗) ⊗ c(F )) = Π(G∗⊠F ∗, (G′)∗⊠(F ′)∗). This involution
has degree zero, hence extends to Π.
If B ∈ Ob(Sch(1+1)), we define canB ∈ Π(1⊠1, B⊠B
∗) as follows. If B = Zρ1,...,ρn⊠Zσ1,...,σp ,
where Zρ1,...,ρn = (⊠
n
i=1Zρi), then B ⊠ B
∗ = (Zρ1,...,ρn⊠Zσ1,...,σp) ⊠ (Zσ∗1 ,...,σ∗p⊠Zρ∗1 ,...,ρ∗n) =
Zρ1,...,σ∗p⊠Zσ1,...,ρ∗n , so Π(1⊠1, Zρ1,...,σ∗p⊠Zσ1,...,ρ∗n) = Π
0
LBA(Z
∗
σ1,...,ρ∗n
, Zρ1,...,σ∗p) = Π
0
LBA(Zσ∗1 ,...,σ∗n⊠
Zρ1,...,ρn , Zρ1,...,ρn⊠Zσ∗1 ,...,σ∗n), and canB corresponds to βZρ1,...,ρn ,Zσ∗1 ,...,σ∗n
. If nowB = (Bρ1,...,ρn;σ1,...,σp),
we set canB = ⊕ idBρ1,...,σp ⊗ canZρ1,...,ρn⊠Zσ1,...,σp ∈ ⊕End(Bρ1,...,σp)⊗Π(1⊠1, (Zρ1,...,ρn⊠Zσ1,...,σp)⊠
(Zρ1,...,ρn⊠Zσ1,...,σp)
∗) ⊂ Π(1⊠1, B ⊠B∗).
We define similarly can∗B ∈ Π(B ⊠ B
∗, 1⊠1) as follows. If B = Zρ1,...,ρn⊠Zσ1,...,σp , then
Π(B ⊠ B∗, 1⊠1) = Π0LBA(Zρ1,...,σ∗p , Z
∗
σ1,...,ρ∗n
) an can∗B corresponds to βZρ1,...,ρn ,Zσ∗1 ,...,σ∗p
; we
then extend this definition by linearity as above.
The involution of Π can then be described as follows: for x ∈ Π(B,C), x∗ ∈ Π(C∗, B∗) can
be expressed as x∗ = (can∗C ⊠ idB∗) ◦ (x⊠ βB∗,C∗) ◦ (canB ⊠ idC∗).
The quasi-bi-multiprops Π,Πf give rise to quasi-biprops π, πf by the inclusion Ob(Sch1+1) ⊂
Ob(Sch(1+1)). Their topological versions Π,Πf give rise to topological quasi-biprops π, πf .
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We define sub-bimultiprops Πleft,right and Πleft,rightf as follows. For F = ⊠i∈IZρi , G =
⊠j∈JZσj , etc., we set Π
left,right(F⊠G,F ′⊠G′) := ⊕S∈Gleft,rightΠ((I,J),(I′,J′))(F⊠G,F
′
⊠G′)S , and
a similar definition in the case of Πf . These bimultiprops have topological versionsΠ,Π
left,right
f .
The sub-bimultiprops give rise to sub-biprops πleft,right of π and πleft,rightf of πf , as well as
to topological sub-biprops πleft,right and πleft,rightf of π and πf .
1.19. Cokernels in LA. Let iLA ∈ LA(T⊗T2⊗T, T ) be the prop morphismm
(2)
T ◦
(
idT ⊗
(
(12)−
(21) − µ
)
⊗ idT
)
, where mT ∈ Sch(T⊗2, T ) is the propic version of the product in the tensor
algebra and m
(2)
T ∈ Sch(T
⊗3, T ) is its 2-fold iterate.
Let pLA ∈ LA(T, S) be the direct sum, for n ≥ 0, of pLA,n ∈ LA(id
⊗n, S) given by m
(n)
PBW ◦
inj⊠n1 , where mPBW ∈ LA(S
⊗2, S) is the propic version of the PBW star-product,4 m
(n)
PBW =
mPBW ◦ ... ◦ (mPBW ⊠ idS⊗n−2) ∈ LA(S
⊗n, S) and inj1 : id→ S is the canonical morphism.
Then the composed morphism pLA ◦ iLA is zero. Moreover, one proves using the image of
sym ∈ Sch(S, T )→ LA(S, T ), where sym is the symmetrization map, that T
pLA
→ S is a cokernel
for T ⊗ T2 ⊗ T
iLA→ T .
The following diagram then commutes in LA:
T⊗2
mT→ T
↓ ↓
S⊗2
mPBW→ S
Let ∆S0 ∈ Sch(S, S
⊗2) ⊂ LA(S, S⊗2) be the propic version of the coproduct of the symmetric
algebra S(V ), where V is a vector space. Then
∆S0 ◦mPBW = (mPBW ⊗mPBW) ◦ (1324) ◦
(
∆S0 ⊗∆
S
0
)
; (14)
In the same way, T⊗n
p⊗nLA→ S⊗n is a cokernel for ⊕n−1i=0 T
⊗i⊗
(
T ⊗T2⊗T
)
⊗T⊗n−1−i → T⊗n.
Observe that LA is not an abelian category, as some morphisms (e.g., µ ∈ LA(∧2, id)) do
not admit cokernels.
1.20. The element δS ∈ LBA(S, S
⊗2). There is a unique element δT ∈ LBA(T, T
⊗2), such
that δT ◦ inj1 = can ◦δ, where inj1 : id → T and can : ∧
2 →֒ id⊗2 →֒ T⊗2 are the canonical
injections, and such that
δT ◦mT = m
⊗2
T ◦ (1324) ◦ (δT ⊗∆
T
0 +∆
T
0 ⊗ δT ),
where ∆T0 ∈ Sch(T, T
⊗2) is the propic version of the coproduct of T (V ), where V is primitive.
There exists δT⊗T2⊗T ∈ LBA(T ⊗T2⊗ T, T ⊗ (T ⊗ T2⊗ T )⊕ (T ⊗T2⊗ T )⊗T ), such that the
diagram
T ⊗ T2 ⊗ T
δT⊗T2⊗T→ T ⊗ (T ⊗ T2 ⊗ T )⊕ (T ⊗ T2 ⊗ T )⊗ T
iLA↓ ↓idT ⊗ iLA + iLA ⊗ idT
T
δT→ T ⊗ T
commutes. Taking cokernels, we get a morphism δS ∈ LBA(S, S⊗2), such that
δS ◦mPBW = m
⊗2
PBW ◦ (1324) ◦
(
δS ⊗∆
S
0 +∆
S
0 ⊗ δS
)
,
and δS ◦ inj1 = can ◦δ, where can : ∧
2 ⊂ id⊗2 ⊂ S⊗2 is the canonical inclusion. We also have
((12) + (21)) ◦ δS = 0.
4The PBW star-product is the map S(a)⊗2 → S(a) obtained from the product map U(a)⊗2 → U(a) by the
symmetrization map, where a is a Lie algebra.
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Thus δS is the propic version of the image under the symmetrization map of the co-Poisson
map δU(a) : U(a)→ U(a)
⊗2, where a is a Lie bialgebra.
1.21. The morphisms mΠ ∈ Π((S⊠S)
⊗2, S⊠S) and ∆0 ∈ Π(S⊠S, (S⊠S)
⊗2). We introduce
the propic version mΠ of the product map U(g)
⊗2 → U(g), where g is the double of a Lie bial-
gebra a, transported via the isomorphism U(g) ≃ S(a)⊗S(a∗) induced by the symmetrizations
and the product map U(a)⊗ U(a∗)→ U(g).
We construct a prop morphism LA→ (id⊠ 1⊕ 1⊠ id)(πleft), taking µ ∈ LA(∧2, id) to the
sum of µ ∈ LBA(∧2, id) ≃ π(∧2⊠1, id⊠1), δ ∈ LBA(id,∧2) ⊂ LBA(id, T2) ≃ π(id⊠id, id⊠1),
µ ∈ LBA(∧2, id) ⊂ LBA(T2, id) ≃ π(id⊠ id,1⊠ id), and δ ∈ LBA(id,∧2) ≃ π(1⊠∧2,1⊠ id).
This image is a morphism
µ : ∧2(id⊠ 1⊕ 1⊠ id) ≃ (∧2 ⊠ 1)⊕ (id⊠ id)⊕ (1⊠ ∧2)→ (id⊠ 1)⊕ (1⊠ id)
of πleft. It has Π-degree 0.
Let us denote by
mπ ∈ (id⊠1⊕1⊠id)(π
left)(S⊗2, S) ≃ πleft(S⊗2(id⊠1⊕1⊠id), S◦(id⊠1⊕1⊠id)) ≃ πleft((S⊠S)⊗2, S⊠S)
the image of mPBW ∈ LA(S⊗2, S).
We denote by mΠ ∈ Π
left((S⊠S)⊠2, S⊠S) ⊂ Π((S⊠S)⊠2, S⊠S) the image of mπ. Then mΠ
has Π-degree 0.
Then mπ is associative, therefore
mΠ ◦ (mΠ ⊠ idS⊠S) = mΠ ◦ (idS⊠S ⊠mΠ). (15)
We denote by m
(2)
Π ∈ Π((S⊠S)
⊗3, S⊠S) = Π(S⊠3⊠S⊠3, S⊠S) the common value of both
sides, and more generally by m
(n)
Π the nfold iterate of mΠ.
Let us define mba ∈ πleft((1⊠S)⊗ (S⊠1), S⊠S) as mπ ◦ ((inj0⊠ idS)⊗ (idS ⊠ inj0)) (where
inj0 : 1→ S is the canonical morphism).
Since mπ ◦ canS⊠S = idS⊠S , where canS⊠S ∈ Sch(S ⊠ S, (S ⊠ 1)⊗ (1⊠ S)) is the canonical
map, and since we have commutative diagrams
(S ⊠ 1)⊗2 → (S ⊠ S)⊗2
mPBW⊠id1↓ ↓mpi
S ⊠ 1 → S ⊠ S
and
(1⊠ S)⊗2 → (S ⊠ S)⊗2
id1⊠m
∗
PBW↓ ↓mpi
1⊠ S → S ⊠ S
(16)
we have
mΠ = (m˜PBW ⊠ m˜
∗
PBW) ◦ (idS⊠1⊠m˜ba ⊠ id1⊠S) ◦ can
⊠2
S⊠S ,
where canS⊠S ∈ Π(S⊠S, (S⊠1) ⊠ (1⊠S)) is the canonical morphism, m˜ba ∈ Π((1⊠S) ⊠
(S⊠1), (S⊠1) ⊠ (1⊠S)) is the morphism derived from mba, m˜PBW ∈ Π((S⊠1)⊠2, S⊠1) and
m˜∗PBW ∈ Π((1⊠S)
⊠2, 1⊠S) are the morphisms derived from mPBW and m
∗
PBW. It follows that
a graph5 for mΠ is as follows: set F1 = ... = G2 = S, so that it belongs to Π((F1 ⊠ F2)⊠(G1 ⊠
G2), F
′
⊠G′), then the edges of the graph are Fi → F ′, G′ → Gi, F2 → G1.
It follows that if we view m
(n−1)
Π as an element of Π((⊠
n
i=1Fi)⊠(⊠
n
i=1Gi), F
′
⊠G′), where
F1 = ... = G
′ = S, a graph for m
(n−1)
Π is Fi → F
′, G′ → Gi (i = 1, ..., n), Fj → Gi
(1 ≤ i < j ≤ n).
We observe for later use that the morphism
T (id⊠ 1⊕ 1⊠ id)→ S ⊠ S
5For x ∈ Π(F⊠G,F ′⊠G′), F = ⊠i∈IFi,..., G
′ = ⊠j′∈J′G
′
j′
, and S ⊂ (I ⊔J ′)×(I′⊔J), we say that x admits
the graph S if x ∈ ⊕S′⊂SΠ(F⊠G,F
′⊠G′)S′ .
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in πleft, given by the direct sum over n ≥ 0 of all compositions (id ⊠ 1 ⊕ 1 ⊠ id)⊗n →
(S ⊠ S)⊗n
m(n−1)pi→ S ⊠ S, is the cokernel of the morphism
T (id⊠ 1⊕ 1⊠ id)⊗ T2(id⊠ 1⊕ 1⊠ id)⊗ T (id⊠ 1⊕ 1⊠ id)→ T (id⊠ 1⊕ 1⊠ id)
given by m
(2)
T ◦
(
idT ⊗
(
(12)− (21)− µ¯
)
⊗ idT
)
, where µ¯ is the composed morphism
µ¯ : T2(id⊠ 1⊕ 1⊠ id)→ ∧
2(id⊠ 1⊕ 1⊠ id) ≃ ∧2(id)⊠ 1⊕ id⊠ id⊕ 1⊠ ∧2(id)
µ
→ id⊠ 1⊕ 1⊠ id = T1(id⊠ 1⊕ 1⊠ id).
Let us define ∆0 ∈ Π(S⊠S, (S⊠S)⊠2). Recall that ∆S0 ∈ Sch(S, S
⊗2) ⊂ LBA(S, S⊗2) ⊂
Π(S⊠1, (S ⊠ S)⊠1) and let mS0 ∈ Sch(S
⊗2, S) ⊂ LBA(S⊗2, S) = Π(1⊠S, 1⊠(S ⊠ S)) be the
propic version of the product of the symmetric algebra S(V ). Set
∆0 := ∆
S
0 ⊠m
S
0 ∈ Π(S⊠S, (S ⊠ S)⊠(S ⊠ S)) ≃ Π(S⊠S, (S⊠S)
⊠2).
A graph for this element is as follows. Set F = G = ... = G′2 = S, then ∆0 ∈ Π(F⊠G, (F
′
1 ⊠
F ′2)⊠(G
′
1 ⊠G
′
2)), and a graph is F → F
′
1, F → F
′
2, G
′
1 → G, G
′
2 → G.
Then both sides of the following equality are defined, and the equality holds:
∆0 ◦mΠ = (mΠ ⊠mΠ) ◦ (1324) ◦ (∆0 ⊠∆0). (17)
This follows from (14).
We also have commutative diagrams
S⊠1 → S⊠S
∆S0⊠1↓ ↓∆0
(S⊠1)⊗2 → (S⊠S)⊗2
and
1⊠S → S⊠S
1⊠(∆S0 )
t↓ ↓∆0
(1⊠S)⊗2 → (S⊠S)⊗2
(18)
1.22. The element δS⊠S ∈ Π(S⊠S, (S⊠S)
⊗2). We haveΠ(S⊠S, (S⊠S)⊗2) ≃ π(S⊠S, S⊗2⊠
S⊗2). Define
δS⊠S := δS ⊠m
S
0 +∆
S
0 ⊠ δ
t
S (19)
and δS⊠S as the image of this element in Π(S⊠S, (S⊠S)
⊗2). Then ((12) + (21)) ◦ δS⊠S = 0.
Let r ∈ Π(1⊠1, (S⊠S)⊠2) be the image of the composition S → id → S in Sch(S, S) ⊂
LBA(S, S) ≃ π(1⊠ 1, (S ⊗ 1)⊠ (1⊗ S)) ⊂ π(1⊠ 1, S⊗2 ⊠ S⊗2) ≃ Π(1⊠1, S⊠2⊠S⊠2). Then
one checks that
δS⊠S = m
⊠2
Π ◦ (r ⊠∆0 −∆0 ⊠ r),
which is a propic version of the statement that the co-Poisson structure on U(D(a)) is quasi-
triangular, with r-matrix ra. (19) also implies that the diagrams
S⊠1 → S⊠S
δS⊠1↓ ↓δS⊠S
(S⊠1)⊗2 → (S⊠S)⊗2
and
1⊠S → S⊠S
1⊠δtS↓ ↓δS⊠S
(1⊠S)⊗2 → (S⊠S)⊗2
commute.
1.23. The morphism Ξf ∈ Πf (S⊠S, S⊠S)×. If a is a Lie bialgebra and f ∈ ∧2(a) is a
twist (we denote by af the Lie bialgebra (a, δ + ad(f))), then the doubles D(a) ≃ a ⊕ a∗ and
D(af ) ≃ a ⊕ a
∗ are Lie algebra isomorphic, the isomorphism D(a) → D(af) being given by
the automorphism of a ⊕ a∗, (a, 0) 7→ (a, 0) and (0, α) 7→ ((ida⊗α)(f), α). The composed
isomorphism S(a) ⊗ S(a∗) → U(D(a)) ≃ U(D(af )) ≃ S(a) ⊗ S(a∗) has a propic version Ξf ∈
Πf (S⊠S, S⊠S)
×, which we now construct.
We define
ι ∈ πleftf (id⊠1, id⊠1)⊕π
left
f (1⊠id, id⊠1)⊕π
left
f (1⊠id,1⊠id) ⊂ π
left
f (id⊠1⊕1⊠id, id⊠1⊕1⊠id)
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as the sum of πf (idid⊠1), of the element corresponding to f , and of πf (id1⊠id). Then ι is
homogeneous of degree 0 (in the case of the middle element, the degree of f is compensated by
the fact that the source and the target have different degrees).
Then the diagram
(T ⊗ T2 ⊗ T )(id⊠ 1⊕ 1⊠ id)
T (ι)⊗T2(ι)⊗T (ι)
→ (T ⊗ T2 ⊗ T )(id⊠ 1⊕ 1⊠ id)
κpi1
(
m
(2)
T
◦(idT ⊗
((12)−(21)−µ¯)⊗idT )
) ↓ ↓ κpi2
(
m
(2)
T
◦(idT ⊗
((12)−(21)−µ¯)⊗idT )
)
T (id⊠ 1⊕ 1⊠ id)
T (ι)
→ T (id⊠ 1⊕ 1⊠ id)
commutes in πleftf . Taking cokernels, we get a morphism ξf ∈ π
left
f (S ⊠ S, S ⊠ S). We denote
by Ξf its image in Πf (S⊠S, S⊠S).
A lift of Ξf to Π
(
((S ◦ ∧2)⊠ S)⊠S, S⊠S
)
(which we write Π
(
((S ◦ ∧2)⊠ F )⊠G,F ′⊠G′
)
)
admits the graph F → F ′, G′ → G, F ′ → G′, S ◦ ∧2 → G, S ◦ ∧2 → F ′.
Since ι is invertible, so is Ξf .
1.24. Relations between κΠi , Ξf and mΠ, ∆0. Let us now study the relations of Ξf with
mΠ. In the case of a Lie bialgebra with twist (a, f), since D(a) → D(af ) is a Lie algebra
isomorphism, the diagram
(S(a)⊗ S(a∗))⊗2 → S(a)⊗ S(a∗)
↓ ↓
(S(a)⊗ S(a∗))⊗2 → S(a)⊗ S(a∗)
commutes, where the upper (resp., lower) arrow is induced by the product in U(D(a)) (resp.,
U(D(af ))) and the vertical arrows are given by the above automorphism of S(a)⊗ S(a
∗). The
propic version of this statement is that both terms of the following identity are defined, and
the identity holds:
κΠ2 (mΠ) = Ξf ◦ κ
Π
1 (mΠ) ◦ (Ξ
−1
f )
⊠2. (20)
The proof of this statement relies on the properties of a cokernel and on the commutativity of
the diagram
T⊗2(id⊠ 1⊕ 1⊠ id)
T⊗2(ι)
→ T⊗2(id⊠ 1⊕ 1⊠ id)
κpi1 (m
(2)
T )↓ ↓κ
pi
2 (m
(2)
T )
T (id⊠ 1⊕ 1⊠ id)
T (ι)
→ T (id⊠ 1⊕ 1⊠ id)
We now study the relation of Ξf with ∆0. In the case of a Lie bialgebra with twist (a, f),
the isomorphism U(D(a))→ U(D(af )) is also compatible with the (cocommutative) bialgebra
structures, as it is induced by a Lie algebra isomorphism. The propic version of this statement
is that both sides of the following identity are defined, as the identity holds
κΠ2 (∆0) = Ξ
⊠2
f ◦ κ
Π
1 (∆0) ◦ Ξ
−1
f . (21)
This identity follows from the commutativity of
T (id⊠ 1⊕ 1⊠ id)
T (ι)
→ T (id⊠ 1⊕ 1⊠ id)
π(∆T (id⊠1⊕1⊠id))↓ ↓π(∆T (id⊠1⊕1⊠id))
T⊗2(id⊠ 1⊕ 1⊠ id)
T⊗2(ι)
→ T⊗2(id⊠ 1⊕ 1⊠ id)
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1.25. Relations between τΠ, mΠ and ∆0. Define ωS ∈ Sch(S, S)× as ⊕̂n≥0(−1)n idSn .
Lemma 1.19. We have
τΠ(mΠ) = (idS ⊠ωS) ◦mΠ ◦ ((idS ⊠ωS)
⊗2)−1, τΠ(∆0) = (idS ⊠ωS)
⊗2 ◦∆0 ◦ (idS ⊠ωS)
−1.
Proof. The first statement follows the the commutativity of the diagram
∧2(id⊠ 1⊕ 1⊠ id)
µ
→ id⊠ 1⊕ 1⊠ id
∧2(idid⊠1⊕(− id1⊠id))↓ ↓idid⊠1⊕(− id1⊠id)
∧2(id⊠ 1⊕ 1⊠ id)
τpi(µ)
→ id⊠ 1⊕ 1⊠ id
The second statement follows from mS0 = ωS ◦m
S
0 ◦ (ω
⊠2
S )
−1. 
Remark 1.20. Lemma 1.19 is the propic version of the following statement. Let a be a Lie
bialgebra and let a′ := acop be a with opposite coproduct. Its double g′ is Lie algebra isomorphic
to g, using the automorphism ida⊕(− ida∗) of a ⊕ a
∗. The bialgebras U(g) and U(g′) are
therefore isomorphic, the isomorphism being given by U(g) ≃ S(a ⊕ a∗)
S(ida⊕(− ida∗ ))→ S(a ⊕
a∗) ≃ U(g′).
2. The X -algebras Un and Un,f
2.1. The category X . Let X be the category where objects are finite sets and morphisms
are partially defined functions. A X -vector space (resp., algebra) is a contravariant functor
X → Vect (resp., X → Alg, where Alg is the category of algebras). A X -vector space (resp.,
algebra) is the same as a collection (Vs)s≥0 of vector spaces (resp., algebras), together with
a collection of morphisms (called insertion-coproduct morphisms) Vs → Vt, x 7→ xφ, for each
function φ : [t] → [s], satisfying the chain rule. Instead of xφ, we often write xφ
−1(1),...,φ−1(s).
An example of a X -vector space (resp., X -algebra) is Vs = H
⊗s, where H is a cocommutative
coalgebra (resp., bialgebra). Then xφ is obtained from x by applying the (|φ−1(α)| − 1)th
iterated coproduct to the component α of x and plugging the result in the factors φ−1(α), for
α = 1, ..., s.
2.2. The X -algebra Un. Let us set Un := Π(1⊠1, (S⊠S)
⊠n). Let us equip it with the Π-
degree: the Π-degree of a homogeneous element of Π(F⊠G,F ′⊠G′) is ≥ −|F | − |G|, therefore
Un is N-graded.
For x, y ∈ Un, the composition m⊠nΠ ◦ (1, n+ 1, 2, n+ 2, ...) ◦ (x⊠ y) is well-defined. We set
xy := m⊠nΠ ◦ (1, n+ 1, 2, n+ 2, ...) ◦ (x ⊠ y) ∈ Un.
It follows from (15) and from degΠ(mΠ) = 0 that the map x ⊗ y 7→ xy defines an associative
product of degree 0 on Un.
Let Coalgcoco be the prop of cocommutative bialgebras, let φ : [m] → [n] and let ∆
φ ∈
Coalgcoco(Tn, Tm) be the corresponding element. We have a prop morphism Coalgcoco →
(S⊠S)(Πright), induced by (coproduct) 7→ ∆0. We denote by ∆
φ
0 the image of ∆
φ by this
morphism, and we set
xφ := ∆φ0 ◦ x.
It then follows from (17) that the family of all (Un)n≥0, equipped with these insertion-coproduct
morphisms, is a C-algebra.
Remark 2.1. The element r defined in Subsection 1.22 belongs toU2; one checks that it satisfies
the classical Yang-Baxter equation [r1,2, r1,3] + [r1,2, r2,3] + [r1,3, r2,3] = 0 in U3. 
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Lemma 2.2. The map Un → Un, x 7→ (idS ⊠ωS)⊠n ◦ τΠ(x) is a automorphism of N-graded
X -algebra.
Proof. This follows from Lemma 1.19 and from the fact that τΠ has degree 0. 
Remark 2.3. One checks that (idS ⊠ωS)
⊠2 ◦ τΠ(r) = −r, so the above automorphism will be
denoted x 7→ x(−r). It is involutive, i.e., (x(−r))(−r) = x.
2.3. The X -algebra Un,f . We set Un,f := Πf (1⊠1, (S⊠S)⊠n). The Πf -degree induces a
grading on Un,f .
Lemma 2.4. Un,f is a N-graded vector space.
Proof. Let x be homogeneous in the image of LBA((Sk ◦∧2)⊗F ⊗G′, F ′⊗G)→ LBAf (F ⊗
G′, F ′ ⊗G). Let us show that degLBAf (x) ≥ k − |F | − |G
′|. Indeed, if x belongs to
LCA(Sk◦∧2,W1⊗W1)⊗LCA(F,Z1⊗Z2)⊗LCA(G
′, Z3⊗Z4)⊗LA(W1⊗Z1⊗Z3, F )⊗LA(W2⊗Z2⊗Z4, G),
its degree is degLBAf (x) = k + degδ(x) = k + |W1| + |W2| + |Z1| + ... + |Z4| − |F | − |G
′| −
2k = (|W1| + |W2| − 2k) + |Z1| + ... + |Z4| − |F | − |G′| + k. Now |W1| + |W2| ≥ 2k, so
degLBAf (x) ≥ k − |F | − |G
′|. Therefore degΠf (x) ≥ k − |F | − |G|. In our case, F = G = 1, so
degLBAf (x) ≥ 0. 
For x, y ∈ Un,f , we define xy and xφ as above, replacingmΠ and ∆
φ
0 by κ
Π
1 (mΠ) and κ
Π
1 (∆
φ
0 ).
This makes Un,f into a N-graded X -algebra.
Lemma 2.5. The maps Un → Un,f , x 7→ κΠ1 (x) and x 7→ (Ξ
−1
f )
⊠n ◦ κΠ2 (x) are morphisms of
N-graded C-algebras.
Proof. This follows from (20), (21) and the fact that κΠi (mΠ), κ
Π
i (∆0) have degree 0. 
Remark 2.6. Let f be the image of (inj⊗21 ◦ can) ⊗ pr
⊗2
0 ∈ LBA(∧
2 ⊗ S⊗2, S⊗2) ⊂ LBA((S ◦
∧2) ⊗ S⊗2, S⊗2) → LBAf (S
⊗2, S⊗2) ≃ Πf (1⊠1, (S⊠S)
⊗2) = Un,f , where can : ∧
2 → id⊗2
is the canonical morphism. We then have (Ξ−1f )
⊠2 ◦ κΠ2 (r) = κ
Π
1 (r) + f . The morphisms
Un → Un,f , x 7→ κΠ1 (x) and x 7→ (Ξ
−1
f )
⊠2 ◦ κΠ2 (x) will be denoted x 7→ x(r) and x 7→ x(r+ f).
2.4. The algebras Uc1...cnn,f . For c1, ..., cn ∈ {a, b}, we set U
c1...cn
n,f := Πf (1⊠1, Fc1 ⊠ ...⊠ Fcn),
where Fa = S⊠1 and Fb = 1⊠S. Then U
c1...cn
n,f ⊂ Un,f is a graded subspace. The diagrams
(16) imply that it is also a subalgebra.
Diagrams (18) also imply that for φ : [m] → [n] partially defined, ∆φ takes Uc1...cnn,f to
U
c′1...c
′
m
m,f , where c
′
1, ..., c
′
m are such that c
′
k = cφ(k) for any k in the domain of φ.
In particular, (Ua...an,f )n≥0 is a N-graded X -algebra.
2.5. Hochschild cohomology of Un,f and U
a...a
n,f . The co-Hochschild complex of a X -vector
space (Vn)n≥0 is given by the differentials d
1 : V1 → V2, x 7→ x12 − x1 − x2, d2 : V2 → V3,
x 7→ x12,3−x1,23−x2,3+x1,2, etc. We denote the corresponding cohomology groups by Hn(V∗).
If B = (Bρ,σ) ∈ Ob(Sch2) and C ∈ Sch, we set BC := ⊕ρ,σBρ,σ ⊗ LBA(C ⊗ Zσ, Zρ). If
α : C → D is a morphism in LBA, then we set Bα := Coker(BD → BC) = ⊕ρ,σBρ,σ ⊗
LBAα(Zσ, Zρ). In the case of the above morphism α : ∧3⊗ (S ◦∧2)→ S ◦ ∧2, we define in this
way spaces Bf .
In particular, for F,G ∈ Ob(Sch(1)), we have isomorphisms Π(1⊠1, F⊠G) ≃ (c(F )⊠ c(G))1
and Πf (1⊠1, F⊠G) ≃ (c(F )⊠ c(G))f .
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Lemma 2.7. 1) Hn(Ua...a∗,f ) ≃ (∧
n
⊠ 1)f . If we set C
n
a := Ker(d : U
a...a
n,f → U
a...a
n+1,f ), then
Alt = (n!)−1
∑
σ∈Sn
ε(σ)σ : Ua...an,f → U
a...a
n,f restricts to a map C
n
a → (∧
n
⊠ 1)f , which factors
through the above isomorphism.
2) Hn(U∗,f ) ≃ (∆(∧n))f = ⊕p,q|p+q=n(∧
p
⊠∧q)f . If we set Cna := Ker(d : U
a...a
n,f → U
a...a
n+1,f ),
then Alt : Un,f → Un,f restricts to a map Cn → (∆(∧n))f , which factors through the above
isomorphism.
Proof. 1) We have a co-Hochschild complex S → S⊗2 → S⊗3 → ... in Sch. It is defined as
above, where (x 7→ x12,3) is replaced by the element of ∆S0 ⊠ idS ∈ Sch(S
⊗2, S⊗3), etc. We
express it as the sum of an acyclic complex Σ1 → Σ2 → ... and a complex with zero differential
∧1 → ∧2 → ...
The inclusion ∧n → S⊗n is given by the composition ∧n ⊂ id⊗n ⊂ S⊗n.
The inclusion Σn ⊂ S⊗n is defined as follows: Σn := ⊕k1,...,kn 6=1(⊗
n
i=1S
ki) ⊕ ρn, where
ρn ⊂ (S1)⊗n = id
⊗n is the sum of all the images of the pairwise symmetrization maps id+(ji) :
id⊗n → id⊗n, where i < j ∈ [n]. Then we have a direct sum decomposition S⊗n = Σn ⊕ ∧
n.
One checks that this is a decomposition of complexes, where ∧n has zero differential.
In particular, when V is a vector space, the co-Hochschild complex V → S2(V ) → ...
decomposes as the sum of the complexes ∧n(V ) and Σn(V ). Since the cohomology is reduced
to ∧n(V ), the complex Σn(V ) is acyclic. It has therefore a homotopy Σn(V )
Kn(V )
→ Σn−1(V ),
which has a propic version Σn
Kn→ Σn−1.
Recall that Ua...an,f ≃ (S
⊗n
⊠1)f . The co-Hochschild complex for the latter space decomposes
as the sum of (∧n ⊠ 1)f with zero differential and (Σn ⊠ 1)f , which admits a homotopy and is
therefore acyclic. It follows thatHn(Ua...a∗,f ) = (∧
n
⊠1)f . Then C
n
a = (∧
n
⊠1)f⊕d((Σn−1⊠1)f ).
The restriction of Alt to Cna is then the projection on the first summand of this decomposition,
which implies the second result. This proves 1).
Let us prove 2). We have Un,f ≃ (S⊗n ⊠ S⊗n)f ≃ (∆(S⊗n))f , where ∆ : Ob(Sch) →
Ob(Sch2) has been defined in Section 1.1.1.
We then have a decomposition Un,f ≃ (∆(∧
n))f ⊕ (∆(Σn))f , where the first complex has
zero differential and the second complex admits a homotopy and is therefore acyclic. Therefore
Hn(U∗,f ) = (∆(∧n))f . As before, Cn = (∆(∧n))f ⊕ d(∆(Σn−1)f ), and the restriction of Alt
to Cn is the projection on the first summand. This proves 2). 
Remark 2.8. One can prove that for B ∈ Ob(Sch2), we have
B1 = ⊕N≥0
(
B(Lie(a1, ..., aN )⊕ Lie(b1, ..., bN))PN
i=1(αi+βi)
)
SN
,
where Lie(x1, ..., xN ) is the free Lie algebra with generators x1, ..., xN , the generators ai, bi
have degrees αi, βi ∈ ⊕Ni=1(Nαi⊕Nβi). Here the index
∑N
i=1(αi+ βi) means the part of degree∑N
i=1(αi + βi), and the index SN means the space of coinvariants w.r.t. the diagonal action of
SN on generators ai, bi, i = 1, ..., N .
Using the symmetrization map, we then get
Un ≃ ⊕N≥0
((
(k〈a1, ..., aN〉k〈b1, ..., bN 〉)
⊗n
)
P
n
i=1(αi+βi)
)
SN
,
where k〈x1, ..., xN 〉 is the free algebra with generators x1, ..., xN , and k〈a1, ..., aN 〉k〈b1, ..., bN〉
is the image of the product map k〈a1, ..., aN 〉 ⊗ k〈b1, ..., bN〉 → k〈a1, ..., bN 〉. So Un identifies
with (U(g)⊗n)univ (see [Enr1]).
Then Un ⊂ ⊕N≥0(k〈a1, ..., bN〉⊗n)SN . This inclusion is compatible with the X -structure on
the right induced by the coalgebra structure of k〈a1, ..., bN〉. The space U
c1,...,cn
n identifies with
⊕N≥0((FNc1 ⊗ ... ⊗ F
N
cn)
P
N
i=1(αi+βi)
)SN , where F
N
a = k〈a1, ..., aN〉 and F
N
b = k〈b1, ..., bN〉, and
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if (ci, c
′
i) 6= (b, a) for any i, then the product U
c1...cn
n ⊗U
c′1...c
′
n
n → Un is induced by the maps
FNc ⊗ F
M
c′ → k〈a1, ..., bN+M 〉, x(c1, ..., cN)⊗ x
′(c′1, ..., c
′
M ) 7→ x(c1, ..., cN )x
′(c′N+1, ..., c
′
N+M ).
3. Injectivity of a map
Let n,m be integers ≥ 0. Define µm ∈ LA(Tm ⊗ id, Tm) as the propic version of the map
x1 ⊗ ...⊗ xm ⊗ x 7→
∑m
i=1 x1 ⊗ ...⊗ [xi, x]⊗ ...⊗ xm. Define a linear map
in,m : LA(Tn ⊗ Tm, id)→ LA(Tn ⊗ Tm ⊗ id, id),
λ 7→ λ ◦ (idTn ⊗µm).
Define also a linear map
cn′,n,m : LA(Tn′ , Tn)⊗ LA(Tn ⊗ Tm, id)→ LA(Tn′ ⊗ Tm, id),
λ0 ⊗ λ 7→ λ ◦ (λ0 ⊠ idTm).
Then in,m is Sn ×Sm-equivariant, and the diagram
LA(Tn′ , Tn)⊗ LA(Tn ⊗ Tm, id)
id⊗in,m
→ LA(Tn′ , Tn)⊗ LA(Tn ⊗ Tm ⊗ id, id)
cn′,n,m↓ ↓cn′,n,m+1
LA(Tn′ ⊗ Tm, id)
in′,m
→ LA(Tn′ ⊗ Tm ⊗ id, id)
commutes.
Lemma 3.1. There exists a map pn,m : LA(Tn ⊗ Tm ⊗ id, id) → LA(Tn ⊗ Tm, id), such that
pn,m ◦ in,m = id, which is Sn ×Sm-equivariant, and such that the diagram
LA(Tn′ , Tn)⊗ LA(Tn ⊗ Tm ⊗ id, id)
id⊗pn,m
→ LA(Tn′ , Tn)⊗ LA(Tn ⊗ Tm, id)
cn′,n,m+1↓ ↓cn′,n,m
LA(Tn′ ⊗ Tm ⊗ id, id)
pn′,m
→ LA(Tn′ ⊗ Tm, id)
commutes.
Proof. Let us first recall some results on free Lie algebras. Let L(x1, ..., xs) (resp., A(x1, ..., xs))
the multilinear part of the free Lie (resp., associative) algebra generated by x1, ..., xs. Then
L(x1, ..., xs) ⊂ A(x1, ..., xs). For any i = 1, ..., s, we have an isomorphism L(x1, ..., xs)
∼
→
A(x1, ..., xi−1, xi+1, ..., xs), given by L(x1, ..., xs) ∋ P (x1, ..., xs) 7→ Pxi(x1, ..., xi−1, xi+1, ..., xs),
where Pxi is the element such that P decomposes as Pxixi + sum of terms not ending with
xi. The inverse isomorphism is given by A(x1, ..., xi−1, xi+1, ..., xs) ∋ Q 7→ ad(Q)(xs), where
ad(xi1 ...xis−1)(xi) = [xi1 , [xi2 , ..., [xis−1 , xi]]].
Let us now prove the lemma. We have an isomorphism LA(Tn, id) ≃ L(x1, ..., xn). The map
in,m is given by
in,m : L(x1, ..., xn+m)→ L(x1, ..., xn+m+1),
P (x1, ..., xn+m) 7→
m∑
i=1
P (x1, ..., [xn+i, xn+m+1], ..., xn+i).
Define
pn,m : L(x1, ..., xn+m+1)→ L(x1, ..., xn+m),
Q(x1, ..., xn+m+1) 7→
1
m
m∑
i=1
ad(Qxn+ixn+m+1)(xn+i),
where Qxn+ixn+m+1 is the element of A(x1, ..., xn+i−1, xn+i+1, ..., xn+m) such that
Q = Qxn+ixn+m+1xn+ixn+m+1 + terms not ending by xn+ixn+m+1.
Let us show that pn,m ◦ in,m = id. If Qi := P (x1, ..., [xn+i, xn+m+1], ..., xn+m), then
(Qi)xn+jxn+m+1 = 0 if i 6= j, and equals Pxn+j if i = j. So (in,m(P ))xn+jxn+m+1 = Pxn+j .
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So ad
((
in,m(P )
)
xn+jxxn+m+1
)
(xn+j) = ad(Pxn+j )(xn+j) = P . Averaging over i ∈ [m], we get
pn,m(in,m(P )) = P .
Let us show that pn,m is Sn×Sm-equivariant. The Sn-equivariance is clear. Let us show the
Sm-equivariance. Let τ ∈ Sm. We haveQτ (x1, ..., xn+m+1) = Q(x1, ..., xn, xn+τ(1), ..., xn+τ(m), xn+m+1),
so (Qτ )xn+τ(i)xn+m+1 = (Qxn+ixn+m+1)
τ . Then
pn,m(Q
τ ) =
1
m
m∑
i=1
ad
(
(Qτ )xn+ixn+m+1
)
(xn+i) =
1
m
m∑
i=1
ad
(
(Qτ )xn+τ(i)xn+m+1
)
(xn+τ(i))
=
1
m
m∑
i=1
ad
(
(Qxn+ixn+m+1)
τ
)
(xn+τ(i)) = (pn,m(Q))
τ ,
which proves the Sm-equivariance.
Let us prove that the announced diagram commutes. Let λ0 ∈ LA(Tn′ , Tn) and P ∈ LA(Tn⊗
Tm ⊗ id, id). We must show that the images of λ0 ⊗ P in LA(Tn′ ⊗ Tm, id) by two maps
coincide. By linearity, we may assume that λ0 has the form x1 ⊗ .... ⊗ xn′ 7→ P1(xi, i ∈
f−1(1)) ⊗ ... ⊗ Pn(xi, i ∈ f−1(n)), where f : [n′] → [n] is a map and Pi ∈ F(xi′ , i′ ∈ f−1(i)).
The commutativity of the diagram then follows from the equality
Pxn+ixn+m+1
(
P1(xi, i ∈ f
−1(1)), ..., Pn(xi, i ∈ f
−1(n)), xn′+1, ..., xn′+m+1
)
=
(
P (P1(xi, i ∈ f
−1(1)), ..., Pn(xi, i ∈ f
−1(n)), xn′+1, ..., xn′+m+1)
)
xn′+ixn′+m+1
.

If Z ∈ Irr(Sch), we now define
µZ ∈ LA(Z ⊗ id, Z)
as follows. Let n be an integer ≥ 0. The decomposition Tn = ⊕Z∈Irr(Sch),|Z|=nZ ⊗ πZ gives rise
to an isomorphism LA(Tn ⊗ id, Tn) ≃ ⊕Z,W∈Irr(Sch),|Z|=|W |=n LA(Z ⊗ id,W )⊗ Vect(πZ , πW ).
On the other hand, µn has the Sn-equivariance property µn ◦ (σ ⊗ idid) = σ ◦ µn for any
σ ∈ Sn. It follows that µn decomposes as ⊕Z∈Irr(Sch),|Z|=nµZ ⊗ idπZ . This defines µZ for any
Z ∈ Irr(Sch) with |Z| = n.
For W,Z ∈ Irr(Sch), define
iW,Z : LA(W ⊗ Z, id)→ LA(W ⊗ Z ⊗ id, id), λ 7→ λ ◦ (idW ⊗µZ).
For Z,W,W ′ ∈ Irr(Sch), define
cW ′,W,Z : LA(W
′,W )⊗ LA(W ⊗ Z, id)→ LA(W ′ ⊗ Z, id), λ0 ⊗ λ 7→ λ ◦ (λ0 ⊗ idZ).
Then the diagram
LA(W ′,W )⊗ LA(W ⊗ Z, id)
id⊗iW,Z
→ LA(W ′,W )⊗ LA(W ⊗ Z ⊗ id, id)
cW ′,W,Z↓ ↓cW ′,W,Z⊗id
LA(W ′ ⊗ Z, id)
iW ′,Z
→ LA(W ′ ⊗ Z ⊗ id, id)
commutes.
For W,Z ∈ Irr(Sch), define a linear map
pW,Z : LA(W ⊗ Z ⊗ id, id)→ LA(W ⊗ Z, id)
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as follows. For n,m integers ≥ 0, the decompositions Tn = ⊕W∈Irr(Sch),|W |=nW ⊗ πW , Tm =
⊕Z∈Irr(Sch),|Z|=mZ ⊗ πZ give rise to a decomposition
Vect(LA(Tn ⊗ Tm, id),LA(Tn ⊗ Tm ⊗ id, id))
≃ ⊕
W,W ′,Z,Z′||W |=|W ′|=n,
|Z|=|Z′|=m
Vect(LA(W ⊗ Z, id),LA(W ′ ⊗ Z ′ ⊗ id, id))⊗Vect(πW ⊗ πZ , πW ′ ⊗ πZ′)
which is Sn × Sm-equivariant. Then pn,m ∈ Vect(LA(Tn ⊗ Tm, id),LA(Tn ⊗ Tm ⊗ id, id))
is Sn × Sm-invariant, which implies that it decomposes as
∑
W,Z∈Irr(Sch) ||W |=n,|Z|=m pW,Z ⊗
idπW⊗πZ . This defines pW,Z for W,Z ∈ Irr(Sch).
Proposition 3.2. We have pW,Z ◦ iW,Z = id, and the diagram
LA(W ′,W )⊗ LA(W ⊗ Z ⊗ id, id)
id⊗pW,Z
→ LA(W ′,W )⊗ LA(W ⊗ Z, id)
cW ′,W,Z⊗id↓ ↓cW ′,W,Z
LA(W ′ ⊗ Z ⊗ id, id)
pW ′,Z
→ LA(W ′ ⊗ Z, id)
(22)
commutes.
Proof. This is obtained by taking the isotypic components of the statements of Lemma 3.1,
and using that in,m = ⊕W,Z∈Irr(Sch) ||W |=n,|Z|=miW,Z ⊗ idπW⊗πZ . 
We now prove:
Proposition 3.3. The map LBAf (id, id)→ LBAf (∧2, id), x 7→ x ◦ µ, is injective.
Proof. Let α : C → D be a morphism in LBA. We will prove that iα : LBAα(id, id) →
LBAα(∧2, id) ⊂ LBAα(id
⊗2, id), x 7→ x ◦ µ is injective. For this, we will construct a map
pα : LBAα(id
⊗2, id)→ LBAα(id, id), such that pα ◦ iα = id.
The first map is the vertical cokernel of the commutative diagram
LBA(D ⊗ id, id)
iD→ LBA(D ⊗ id⊗2, id)
−◦(α⊗idid)↓ ↓−◦(α⊗idid)
LBA(C ⊗ id, id)
iC→ LBA(C ⊗ id⊗2, id)
where iX(x) = x ◦ (idX ⊗µ) for X = C,D.
We will construct a commutative diagram
LBA(D ⊗ id⊗2, id)
pD→ LBA(D ⊗ id, id)
−◦(α⊗id
id⊗2 )↓ ↓−◦(α⊗idid⊗2 )
LBA(C ⊗ id⊗2, id)
pC
→ LBA(C ⊗ id, id)
(23)
such that pC ◦ iC = id and pD ◦ iD = id; then we will define pα as the vertical cokernel of this
diagram.
Set AC := LBA(C ⊗ id, id), A′C := LBA(C ⊗ id
⊗2, id). Let us study the map
iC : AC → A
′
C .
We have AC = ⊕W,Z∈Irr(Sch)AC(W,Z) and A
′
C = ⊕W,Z′,Z′′∈Irr(Sch)A
′
C(W,Z
′, Z ′′), where
AC(W,Z) := LCA(C,W ) ⊗ LCA(id, Z)⊗ LA(W ⊗ Z, id),
A′C(W,Z
′, Z ′′) := LCA(C,W ) ⊗ LCA(id, Z ′)⊗ LCA(id, Z ′′)⊗ LA(W ⊗ Z ′ ⊗ Z ′′, id).
Set A′′C := ⊕W,Z∈Irr(Sch)A
′
C(W,Z, id). We have a natural projection map A
′
C → A
′′
C .
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Then the composition AC
iC→ A′C → A
′′
C is the direct sum overW,Z of the maps AC(W,Z)→
A′C(W,Z, id), given by
LCA(C,W )⊗ LCA(id, Z)⊗ LA(W ⊗ Z, id)→ LCA(C,W ) ⊗ LCA(id, Z)⊗ LCA(id, id)
⊗ LA(W ⊗ Z ⊗ id, id), κC ⊗ κid ⊗ λ 7→ κC ⊗ κid ⊗ 1⊗ iW,Z(λ).
Define the map
pC : A
′
C → AC
as the composition A′C → A
′′
C → AC , where the first map is the natural projection and the
second map is the direct sum over W,Z of the maps AC(W,Z)→ A′C(W,Z, id), given by
LCA(C,W )⊗ LCA(id, Z)⊗ LCA(id, id)⊗ LA(W ⊗ Z ⊗ id, id)→ LCA(C,W ) ⊗ LCA(id, Z)
⊗ LA(W ⊗ Z, id), κC ⊗ κid ⊗ 1⊗ λ
′ 7→ κC ⊗ κid ⊗ pW,Z(λ
′).
Then pW,Z ◦ iW,Z = id implies that pC ◦ iC = id.
Let us prove that (23) commutes. For this, we will prove that
LBA(C,D) ⊗ LBA(D ⊗ id⊗2, id)
id⊗pD
→ LBA(C,D)⊗ LBA(D ⊗ id, id)
↓ ↓
LBA(C ⊗ id⊗2, id)
pD
→ LBA(C ⊗ id, id)
commutes, where the vertical maps are α ⊗ x 7→ x ◦ (α ⊗ idid⊗2) (right map) and α ⊗ x 7→
x ◦ (α⊗ idid) (left map).
This diagram is the same as
⊕U,W,Z′,Z′′∈Irr(Sch) LCA(C,U)⊗ LA(U,D)
(1)
→ ⊕U,W,Z∈Irr(Sch) LCA(C,U)
⊗LCA(D,W )⊗ LCA(id, Z ′)⊗ LCA(id, Z ′′) ⊗LA(U,D)⊗ LCA(D,W )
⊗LA(W ⊗ Z ′ ⊗ Z ′′, id) ⊗LCA(id, Z)⊗ LA(W ⊗ Z, id)
(3)↓ ↓(4)
⊕V,Z′,Z′′∈Irr(Sch) LCA(C, V )⊗ LCA(id, Z
′)
(2)
→ ⊕V,Z∈Irr(Sch) LCA(C, V )
⊗LCA(id, Z ′′)⊗ LA(V ⊗ Z ′ ⊗ Z ′′, id) ⊗LCA(id, Z)⊗ LA(V ⊗ Z, id)
where (1) is zero on the components with Z ′′ 6= id; it takes the component (U,W,Z, id) to the
component (U,W,Z) by the map id⊗ id⊗ id⊗1⊗ pW,Z ;
(2) is zero on the components with Z ′′ 6= 1; its takes the component (U,Z, id) to the
component (U,Z) by the map id⊗1⊗ pU,Z ;
(3) is the composition of the natural map
LA(U,D)⊗ LCA(D,W )→ LBA(U,W ) ≃ ⊕V ∈Irr(Sch) LCA(U, V )⊗ LA(V,W ),
of the composition LCA(C,U)⊗LCA(U, V )→ LCA(C, V ) and of the map LA(V,W )⊗LA(W ⊗
Z ′ ⊗ Z ′′, id)→ LA(V,⊗Z ′ ⊗ Z ′′, id), α⊗ β 7→ β ◦ (α⊗ idZ′⊗Z′′);
(4) is the composition of same maps, where in the last step Z ′ ⊗ Z ′′ is replaced by Z.
The commutativity of the diagram formed by these maps then follows from that of (22).

4. Quantization functors
4.1. Definition. A quantization functor is a prop morphism Q : Bialg→ S(LBA), such that:
(a) the composed morphism Bialg
Q
→ S(LBA) → S(Sch) (where the second morphism is
given by the specialization µ = δ = 0) is the propic version of the bialgebra structure of the
symmetric algebras S(V ), where the elements of V are primitive, and
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(b) (classical limits) pr1 ◦Q(m) ◦ (inj
⊗2
1 ◦ can) ∈ LBA(∧
2, id) has the form µ + terms of
positive δ-degree, and (Alt ◦ pr⊗21 ) ◦ Q(∆) ◦ inj1 ∈ LBA(id,∧
2) = δ + terms of positive µ-
degree.
Here inj1 : id → S and pr1 : S → id are the canonical injection and projection maps, and
inc : ∧2 → T2, Alt : T2 → ∧2 are the inclusion and alternation maps.
Note that (a) implies that Q(η) = inj0 ∈ LBA(1, S), and Q(ε) = pr0 ∈ LBA(S,1), where
inj0 : 1→ S and pr0 : S → 1 are the natural injection and projection.
The quantization functors Q,Q′ are called equivalent iff there exists an inner automorphism
θ(ξ0) of S(LBA), such that Q
′ = θ(ξ0) ◦Q.
4.2. Construction of quantization functors. In [EK1], Etingof and Kazhdan constructed
a quantization functor corresponding to each associator Φ. This construction can be described
as follows ([Enr3]).
Let tn be the Lie algebra with generators tij , 1 ≤ i 6= j ≤ n and relations tij = tji,
[tij , tik+ tjk] = 0, [tij , tkl] = 0 (i, j, k, l distinct). It is graded by deg(tij) = 1. We have a graded
algebra morphism U(tn)→ Un, taking tij to t
i,j , where t ∈ U2 is r + r
2,1.
The family (tn)n≥0 is a C-Lie algebra, and U(tn)→ Un is a morphism of C-algebras.
An associator Φ is an element of Û(t3)
×
1 , satisfying certain relations (see [Dr3], where it is
proved that associators exist over k). We fix an associator Φ; we also denote by Φ its image in
(Û3)
×
1 .
One constructs J ∈ (Û2)
×
1 , such that J = 1− r/2 + ..., and
J1,2 J12,3 = J2,3 J1,23Φ. (24)
Then one sets
R := J2,1 et/2 J−1 ∈ (Û2)
×
1 .
Using J and R, we will define elements of the quasi-bi-multiprop Π.
We define
∆Π ∈ Π(S⊠S, (S⊠S)
⊠2), Ad(J) ∈ Π((S⊠S)⊠2, (S⊠S)⊠2).
One checks that the elementsm
(2)
Π ⊠m
(2)
Π ∈ Π((S⊠S)
⊠6, (S⊠S)⊠2), (142536) ∈ Π((S⊠S)⊠6, (S⊠S)⊠6)
and J⊠ id(S⊠S)⊠2 ⊠ J
−1 ∈ Π((S⊠S)⊠2, (S⊠S)⊠6) are composable, and we set
Ad(J) := (m
(2)
Π ⊠m
(2)
Π ) ◦ (142536) ◦
(
J⊠ id(S⊠S)⊠2 ⊠ J
−1
)
∈ Π((S⊠S)⊠2, (S⊠S)⊠2).
A graph for this element is as follows. Set F1 = ... = G
′
2 = S, then this is an element of
Π((F1⊠F2)⊠(G1⊠G2), (F
′
1⊠F
′
2)⊠(G
′
1⊠G
′
2)), and the edges are Fi → F
′
j , G
′
i → Gj , G
′
j → F
′
i
(i, j = 1, 2).
Now Ad(J) and ∆0 can be composed, and we set
∆Π := Ad(J) ◦∆0 ∈ Π(S⊠S, (S⊠S)
⊠2).
A graph for this element is as follows. If we set F = ... = G′2 = S, then this is an element of
Π(F⊠G, (F ′1 ⊠F
′
2)⊠(G
′
1 ⊠G
′
2)). The vertices are then F → F
′
i , G
′
i → G, G
′
i → F
′
j (i, j = 1, 2).
The elements mΠ,∆Π then satisfy (15); moreover, the following elements make sense, and
the identities hold:
∆Π ◦mΠ = (mΠ ⊠mΠ) ◦ (1324) ◦ (∆Π ⊠∆Π), (∆Π ⊠ idS⊠S) ◦∆Π = (idS⊠S ⊠∆Π) ◦∆Π.
(25)
In particular, mΠ := ∆
∗
Π ◦ (21) ∈ Π((S⊠S)
⊠2, S⊠S) and ∆Π := m
∗
Π ∈ Π(S⊠S, (S⊠S)
⊠2)
satisfy relations (15), (25).
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Moreover, R ∈ Π(1⊠1, (S⊠S)⊠2) satisfies the quasitriangular identities(
∆Π ⊠ idS⊠S
)
◦ R =
(
id(S⊠S)⊠2 ⊠mΠ
)
◦ (1324) ◦ (R⊠R) (26)
and (
idS⊠S ⊠∆Π
)
◦ R = (132) ◦
(
mΠ ⊠ id(S⊠S)⊠2
)
◦ (1324) ◦ (R⊠R). (27)
Define
ℓ :=
(
idS⊠S ⊠ can
∗
S⊠S
)
◦
(
R⊠ idS⊠S
)
∈ Π(S⊠S, S⊠S).
The following proposition is a consequence of the quasitriangular identities (26), (27):
Proposition 4.1. The following elements are defined, and the equations hold:
mΠ ◦ ℓ
⊠2 = ℓ ◦mΠ, ∆Π ◦ ℓ = ℓ
⊠2 ◦∆Π.
The flatness statement of [Enr3] can be restated as follows:
Proposition 4.2. There exist elements R+ ∈ Π(S⊠1, S⊠S) and R− ∈ Π(1⊠S, S⊠S), such
that
R = (R+⊠R−) ◦ canS⊠1 . (28)
Moreover, R± are right-invertible, i.e., there exist R
(−1)
+ ∈ Π(S⊠S, S⊠1) and R
(−1)
− ∈ Π(S⊠S, 1⊠S),
with graphs F → F ′ and G′ → G [where R
(−1)
+ is viewed as an element of Π(F⊠G,F
′
⊠1) and
R
(−1)
− as an element of Π(F⊠G, 1⊠G
′)], such that R
(−1)
+ ◦R+ = idS⊠1 and R
(−1)
− ◦R− = id1⊠S
(where the compositions are well-defined).
Notice that (R+,R−) is uniquely defined only up to a transformation
(R+,R−)→ (R+ ◦R
′′,R− ◦((R
′′)∗)−1),
where R′′ ∈ Π(S⊠1, S⊠1)×. This transformation will not change the equivalence class of Q.
(28) implies that
ℓ = R+ ◦R
∗
− .
Proposition 4.3. The following elements are defined, and the equations hold:
R
(−1)
+ ◦mΠ ◦ R
⊠2
+ = R
∗
− ◦mΠ ◦ (R
(−1)∗
− )
⊠2, (R
(−1)
+ )
⊠2 ◦∆Π ◦ R+ = (R
∗
−)
⊠2 ◦∆Π ◦ (R
(−1)
− )
∗.
(29)
Let ma ∈ Π(S⊠1, (S ⊠ S)⊠1) be the value of both sides of the first identity of (29), and let
∆a ∈ Π((S ⊠ S)⊠1, S⊠1) be the common value of both sides of the second identity. Then
ma,∆a satisfy (15) and (25).
Then there is a unique morphism Q : Bialg → S(LBA), such that Q(m) = the element of
LBA(S⊗2, S) corresponding to ma, Q(∆) = the element of LBA(S, S
⊗2) corresponding to ∆a,
Q(ε) = the element of LBA(S,1) corresponding to 1 ∈ k, Q(η) = the element of LBA(1, S)
corresponding to 1 ∈ k.
Proof. The proof follows that of the following statement: let S be a symmetric tensor
category, let A,X,B ∈ Ob(S). Assume that mA ∈ S(A⊗2, A), ∆A ∈ S(A,A⊗2),... is a
bialgebra structure on A in the category C. Let similarly (mX ,∆X , ...) and (mB ,∆B, ...) be
S-bialgebra structures on X and B. Let ℓAX ∈ S(A,X) and ℓXB ∈ S(X,B) be morphisms of
S-bialgebras, such that ℓAX is right invertible and ℓXB is left invertible: let ℓXA ∈ S(X,A) and
ℓBX ∈ S(X,B) be such that ℓAX ◦ ℓXA = idX , and ℓBX ◦ ℓXB = idX . Then ℓAX ◦mA ◦ ℓ
⊗2
XA =
ℓBX ◦mB ◦ ℓ
⊗2
XB, ℓ
⊗2
AX ◦∆A ◦ ℓXA = ℓ
⊗2
BX ◦∆B ◦ ℓXB, etc. If we call mX ∈ S(X
⊗2, X) (resp.,
∆X ∈ S(X,X⊗2), etc.) the common value of both sides of the first (resp., second) identity,
then (mX ,∆X , ...) is a S-bialgebra structure on X . 
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According to [Enr3], J is uniquely determined by (24) only up to a gauge transformation
J 7→ u J = u1u2 J(u12)−1, where u ∈ (Û1)
×
1 .
Lemma 4.4. Quantization functors corresponding to J and to u J are equivalent.
Proof. We have u, u−1 ∈ Û1 ≃Π(1⊠1, S⊠S). Let us set
Ad(u) := m
(2)
Π (u⊠ idS⊠S ⊠u
−1) ∈ Π(S⊠S, S⊠S)×
(one checks that the r.h.s. makes sense).
Let us view Ad(u) as an element ofΠ(F⊠G,F ′⊠G′), then a graph for Ad(u) and Ad(u)−1(=
Ad(u−1)) is F → F ′, G′ → G, G′ → F ′.
In the same way, Ad(u)∗, (Ad(u)−1)∗ ∈Π(S⊠S, S⊠S)×, and a graph for these elements is
F → F ′, G′ → G, F → G.
Let us denote by uR, uℓ, ..., uQ the analogues of R, ℓ, ..., Q, with J replaced by u J. These
analogues can be expressed as follows: umΠ = mΠ,
u∆Π = Ad(u)
⊠2 ◦ ∆Π ◦ Ad(u)
−1 (one
checks that the r.h.s. is well-defined), uR = u1u2R(u1u2)−1, therefore uℓ = Ad(u) ◦ ℓ ◦Ad(u)∗
(one checks that the r.h.s. is well-defined). We then make the following choices for u R±:
uR± = Ad(u) ◦ R± (one checks that both r.h.s. are well-defined).
We then have uR
(−1)
± = R
(−1)
± ◦Ad(u)
−1. Then:
uma = (
uR
(−1)
+ )
⊠2◦umΠ◦
uR+ = (R
(−1)
+ )
⊠2◦(Ad(u)−1)⊠2◦mΠ◦Ad(u)◦R+ = (R
(−1)
+ )
⊠2◦mΠ◦R+ = ma,
and
u∆a = (
u R
(−1)
+ )
⊠2◦u∆Π◦
uR+ = (R
(−1)
+ )
⊠2◦(Ad(u)−1)⊠2◦u∆Π◦Ad(u)◦R+ = (R
(−1)
+ )
⊠2◦∆Π◦R+ = ∆a,
so uQ(m) = Q(m) and uQ(∆) = Q(∆), so uQ = Q. 
Here are pictures of the main graphs of the above construction. The object S is represented
by black vertices, and the object 1 ∈ Sch(1) is represented by white vertices.
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a→ a∗
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5. Compatibility of quantization functors with twists
5.1. The category Y. We define Y as the category where objects are integer numbers ≥ 0,
and Y(n,m) is the set of pairs (φ, o), where φ : [m] → [n] is a partially defined function and
o = (o1, ..., on), where oi is a total order on φ
−1(i). If (φ, o) ∈ Y(n,m) and (φ′, o′) ∈ Y(m, p),
then their composition is (φ′′, o′′) ∈ Y(n, p), where φ′′ = φ ◦ φ′ and o′′ = (o′′1 , ..., o
′′
n), where o
′′
i
is te lexicographic order on (φ′′)−1(i) = ⊔j∈φ−1(i)(φ
′)−1(j).
A Y-vector space, (resp., a Y-algebra) is a functor Y → Vect (resp., Y → Alg). The forgetful
morphism Y → X gives rise to functors {X -vector spaces} → {Y-vector spaces} and {X -
algebras} → {Y-algebras}. A Y-vector space is therefore a collection of vector spaces (Vn)n≥0
and of maps Vn → Vm, x 7→ x
φ,o for (φ, o) ∈ Y(n,m).
If H is a (non-necessarily cocommutative) coalgebra (resp., bialgebra), then (H⊗n)n≥0 is a
Y-vector space (resp., Y-algebra).
5.2. Y-algebra structures on Ûn, Ûn,f associated with J. A solution J of (24) gives rise
to a Y-algebra structures on (Ûn)n≥0, (Ûn,f )n≥0, which we now define (we will call them the
J-twisted structures).
For (φ, o) ∈ Y(n,m), define Jφ,o ∈ Û×n as follows. For ψ : [k]→ [m] an injective map, we set
Jψ = J
ψ(1),ψ(2) ... Jψ(1)...ψ(k−2),ψ(k−1) Jψ(1)...ψ(k−1),ψ(k)
and
Jφ,o = Jψ1 ... Jψn ,
where ψi : [|φ−1(i)|]→ φ−1 is the unique order-preserving bijection.
The Y-vector space structure on (Un)n≥0 is then defined by x 7→ (x)
φ,o
J := (x)
φ,o
J :=
Jφ,o xφ(Jφ,o)−1; the algebra structure is unchanged.
In the case of Ûn,f , the Y-algebra structure is defined by x 7→ (x)
φ,o
J := κ
Π
1 (J
φ,o)xφκΠ1 (J
φ,o)−1.
Both (Ûn)n≥0 and (Ûn,f )n≥0 are Y-algebras, equipped with decreasing Y-algebra filtrations
(where the Nth step consists of the elements of degree ≥ N).
5.3. Y-algebra structure on P(1, S⊗n). Let P be a topological prop and let Q : Bialg →
S(P) be a prop morphism. Recall that if H is a coalgebra, then (H⊗n)n≥0 is a Y-vector
space. Let us denote by ∆φ,oH : H
⊗n → H⊗m the map corresponding to (φ, o) ∈ Y(n,m).
The propic versions of the maps ∆φ,oH are elements ∆
φ,o ∈ Coalg(Tn, Tm), where Coalg is the
prop of algebras (with generators ∆, η with the same relations as in Bialg). We also denote by
∆φ,o ∈ Bialg(Tn, Tm) the images of these elements under the prop morphism Coalg→ Bialg.
Then (P(1, S⊗n))n≥0 is a Y-vector space: the map P(1, S⊗n) → P(1, S⊗m) corresponding
to (φ, o) ∈ D(n,m) is x 7→ (x)φ,o
Q
:= Q(∆φ,o) ◦ x.
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Each P(1, S⊗n) is equipped with the algebra structure
x⊗ y 7→ x ∗Q y := Q(m)
⊗n ◦ (1, n+ 1, 2, n+ 2, ...) ◦ (x⊗ y).
The unit for this algebra is Q(η⊗n).
Then this family of algebra structures is compatible with the Y-structure, so (P(1, S⊗n))n≥0
is a Y-algebra.
In particular, the morphism κΠ1 ◦Q : Bialg → S(LBAf ) gives rise to a Y-algebra structure
on LBAf (1, S
⊗n). Using the identification LBAf (1, S
⊗n) ≃ Πf (1⊠1, (S⊠1)⊗n), the algebra
structure is given by
x ∗Q y := κ
Π
1 (ma)
⊠n ◦ (1, n+ 1, 2, n+ 2, ...) ◦ (x⊠ y),
and the Y-vector space structure by
(x)φ,oQ := κ
Π
1 (∆
φ,o
a ) ◦ x.
5.4. A Y-algebra morphism In : LBAf (1, S⊗n)→ Ûn,f . Define a linear map
In : LBAf (1, S
⊗n) ≃ ( ̂S⊗n ⊠ 1)f ≃ Πf (1⊠1, (S⊠1)
⊗n)→ Ûn,f ,
Πf (1⊠1, (S⊠1)
⊗n) ∋ x 7→ κΠ1 (R+)
⊠n ◦ x.
This is a morphism of Y-algebras, where LBAf (1, S⊗n) is equipped with the structure corre-
ponding to S(κ1) ◦Q and Ûn,f is equipped with its J-twisted structure.
Then In is a filtered map, and the associated graded is the inclusion LBAf (1, S
⊗n) ≃ (S⊗n⊠
1)f →֒ (∆(S⊗n))f ≃ Πf (1⊠1, (S⊠S)⊗n) ≃ Un,f .
5.5. Construction of (v,F).
Theorem 5.1. There exists a pair (v,F), where v ∈ (Û1,f )
×
1 and F ∈ (
̂(S⊗2 ⊠ 1)f )
×
1 , such
that
J(r + f) = v1v2I2(F)J(r)(v
12)−1 (30)
(equality in Û2,f , where v
12 is defined using the C-algebra structure on Ûn,f ).
Then
(F)1,2Q ∗Q (F)
12,3
Q = (F)
2,3
Q ∗Q (F)
1,23
Q . (31)
Proof. Write v = 1 + v1 + ..., where vi ∈ U1,f has degree i and F = 1 + F1+F2+..., where
Fi ∈ (S⊗n ⊠ 1)f has degree i.
If we set F1 = −f/2, v1 = 0, then (30) holds modulo terms of degree ≥ 2.
Assume that we have found v1, ..., vn−1 and F1, ...,Fn−1 such that (30) holds modulo terms
of degree ≥ n.
Let us set v<n = 1 + v1 + ...+ vn−1, F<n = 1 + F1+...+ Fn−1. We then have
(v1<nv
2
<n)
−1 J(r + f)v12<n J(r)
−1 = I2(F<n) + ψ, (32)
where ψ = ψn + ψn+1 + ... is an element of Û2,f of degree ≥ n. Let us denote by K ∈ (Û2,f )
×
1
the l.h.s. of (32), then K satisfies
K1,2 J(r)1,2K12,3(J(r)1,2)−1 = K2,3 J(r)2,3K1,23(J(r)2,3)−1.
This implies that
I3
(
(F<n)
1,2
Q ∗Q (F<n)
12,3
Q ∗Q ((F<n)
2,3
Q ∗Q (F<n)
1,23
Q )
−1
)
= 1 + ψ2,3 + ψ1,23 − (ψ1,2 + ψ12,3)
(33)
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modulo degree> n. The associated graded of I3 is the composed map (S
⊗3
⊠1)f → (∆(S⊗3))f ≃
Un,f , which is injective; hence so is I3. Therefore (F<n)
1,2
Q ∗Q (F<n)
12,3
Q ∗Q ((F<n)
2,3
Q ∗Q
(F<n)
1,23
Q )
−1 = 1 modulo degree ≥ n.
Moreover, (S⊗3 ⊠ 1)f → (∆(S⊗3))f ≃ U3,f is the linear isomorphism (S⊗3 ⊠ 1)f
∼
→ Uaaa3,f ,
so d(ψn) := ψ
2,3
n + ψ
1,23
n − (ψ
1,2
n + ψ
12,3
n ) ∈ U
aaa
3,f .
Now d(d(ψn)) = 0 and Alt(d(ψn)) = 0, so the computation of the co-Hochschild cohomology
of Ua...a∗,f in Subsection 2.5 implies that d(ψn) = d(F¯
′
n), where F¯
′
n ∈ U
aa
2,f . The computation of
the co-Hochschild cohomology for U∗,f then implies that ψn = F¯
′
n+(v
12
n − v
1
n− v
2
n)+λ
′, where
vn ∈ U1,f and λ′ ∈ (∆(∧2))f all have degree n.
Now (∆(∧2))f = (∧
2
⊠ 1)f ⊕ (id⊠ id)f ⊕ (1⊠∧
2)f . Since (1⊠ ∧
2)f = 0, we decompose λ
′
as λ′′ + λ− λ2,1, where λ′′ ∈ (∧2 ⊠ 1)f and λ ∈ (id⊠ id)f . Set F¯n := F¯
′
n + λ
′′ ∈ Uaa2,f .
Then
ψn = (v
12
n − v
1
n − v
2
n) + F¯n + λ− λ
2,1.
Let Fn ∈ (S⊗2⊠1)f be the preimage of F¯n under the symmetrization map (S⊗2⊠1)f → Uaa2,f .
Let us set v≤n = (1 + vn)(1 + v<n), F≤n = F<n+Fn. Then (32) is rewritten as
(v1≤nv
2
≤n)
−1 J(r + f)v12≤n J(r)
−1 = I2(F≤n) + λ− λ
2,1 + ψ′, (34)
where ψ′ = ψ′n+1 + ... ∈ Û2,f has degree ≥ n+ 1.
As above, we denote by K′ the l.h.s. of (34). We have again
(K′)1,2 J(r)1,2(K′)12,3(J(r)1,2)−1 = (K′)1,2 J(r)2,3(K′)1,23(J(r)2,3)−1,
which according to (34) can be rewritten as
I3((F≤n)
1,2
Q ∗Q (F≤n)
12,3
Q ∗Q ((F≤n)
2,3
Q ∗Q (F≤n)
1,23
Q )
−1) (35)
= 1 + (ψ′)2,3 + (ψ′)1,23 − ((ψ′)1,2 + (ψ′)12,3) + [r1,21 , λ
12,3 − λ3,12]/2− [r2,31 , λ
1,23 − λ23,1]/2
modulo terms of degree > n+ 1. Here r1 = κ
Π
1 (r) ∈ U
ab
2,f .
As above, this equation implies that (F≤n)
1,2
Q ∗Q (F≤n)
12,3
Q ∗Q ((F≤n)
2,3
Q ∗Q (F≤n)
1,23
Q )
−1 has
the form 1+ g¯n+1+ ..., where g¯n+1, ... have degree ≥ n+1. The degree n+1 part of (35) yields
gn+1 = (ψ
′
n+1)
2,3+(ψ′n+1)
1,23−((ψ′n+1)
1,2+(ψ′n+1)
12,3)+[r1,21 , λ
12,3−λ3,12]/2−[r2,31 , λ
1,23−λ23,1]/2
where gn+1 ∈ Uaaa3,f is the image of gn+1 by the isomorphism (S
⊗3
⊠1)f ≃ Uaaa2,f . Applying Alt
to this equation, we get
Alt([r1,21 , λ
12,3 − λ3,12]− [r2,31 , λ
1,23 − λ23,1]) ∈ Uaaa3,f .
Now the terms under Alt belong toUc1c2c33,f where c1c2c3 is respectively aab, bba, abb, baa. These
terms are antisymmetric w.r.t. the pairs of repeated indices, and−[r2,31 , λ
1,23] = ([r1,21 ,−λ
3,12])2,3,1,
[r2,31 , λ
23,1] = ([r1,21 , λ
12,3])2,3,1. Hence
[r1,21 , λ
12,3 − λ3,12] + cyclic permutations = 0.
Since the spaces Uc1c2c33,f are in direct sum for distinct c1c2c3, we get
[r1,21 , λ
12,3] = [r2,31 , λ
1,23] = 0.
We will show that the second equality implies that λ = 0. This will prove the induction step,
because (34) then means that (30) holds at step n+ 1.
So it remains to prove:
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Lemma 5.2. The composition
(id⊠ id)f →֒ U
ab
2,f → U3,f (36)
is injective, where the first map is (id⊠ id)f ≃ Πf (1⊠1, id⊠id) →֒ Πf (1⊠1, S⊠S) ≃ Uab2,f and
the second map is Uab2,f ∋ λ 7→ [r
2,3
1 , λ
1,23] ∈ U3,f .
Proof of Lemma. It follows from Subsection 1.22 that (36) coincides with the composition
(id⊠ id)f → (id⊠ ∧2)f →֒ (id⊠ id
⊗2)f →֒ Uabb3,f →֒ U3,f , where the first map is
(id⊠ id)f ≃ LBAf (id, id)
−◦µ
→ LBAf (∧
2, id) ≃ (id⊠ ∧2)f ,
the second and the fourth maps are the natural injections, and the third map is the injection
(id⊠ id⊗2)f ≃ Πf (1⊠1, (id⊠1)⊗ (1⊠id)
⊗2) →֒ Πf (1⊠1, (S⊠1)⊗ (1⊠S)
⊗2) ≃ Uabb3,f .
It follows from Proposition 3.3 that the first map is also injective. Therefore the map (id ⊠
id)f → U3,f given by (36) is injective. This proves the Lemma. 
This ends the proof of the first part of Theorem 5.1. Equation (31) is then obtained by
taking the limit n→∞ in (33). This proves Theorem 5.1. 
We prove that pairs (v,F) are unique up to gauge (this fact will not be used in the sequel).
Lemma 5.3. The set of pairs (v,F) as in Theorem 5.1 is a torsor under the action of
( ̂(S ⊠ 1)f )
×
1 : an element g ∈ (
̂(S ⊠ 1)f )
×
1 transforms (v,F) into (vI1(g), ((g)
1
Q ∗Q (g)
2
Q)
−1 ∗Q
F ∗Q(g)12Q ).
Proof. Since I2(g
12
Q ) = J(r)I1(g)
12 J(r)−1, the pair (vI1(g), ((g)
1
Q ∗Q (g)
2
Q)
−1 ∗Q F ∗Q(g)12Q ) is
also a solution of the equation of Theorem 5.1. Conversely, let (v1,F1) and (v2,F2) be solutions
of this equation. Then v11v
2
1I2(F1) J(r)(v
12
1 )
−1 = v12v
2
2I2(F2) J(r)(v
12
2 )
−1. Let n be the smallest
index such that the degree n components of (v1,F1) and (v2,F2) are different. We denote with
an additional index n these components. Then we have
(v2,n − v1,n)
12 − (v2,n − v1,n)
1 − (v2,n − v1,n)
2 = sym2(F2,n−F1,n),
where sym2 : (S
⊗2
⊠ 1)f → (∆(S⊗2))f ≃ U2,f is the canonical injection. So d(v2,n − v1,n) ∈
Uaa2,f . As above, we obtain the existence of w ∈ U
a
1,f of degree n, such that d(v2,n − v1,n) =
d(w). Therefore v2,n − v1,n − w ∈ (∆(id))f = (id ⊠ 1)f ⊕ (1 ⊠ id)f . Now (1 ⊠ id)f = 0, so
v2,n − v1,n − w ∈ (id ⊠ 1)f ⊂ U
a
1,f . Therefore w
′ := v2,n − v1,n ∈ U
a
1,f . Replacing (v2,F2)
by (v2I1(1−w′), ((1−w′)1Q ∗Q (1−w
′)2Q)
−1 ∗Q F2 ∗Q(1−w′)12Q ), we obtain a solution equal to
(v1,F1) up to degree n. Proceeding inductively, we see that (v1,F1) and (v2,F2) are related by
the action of an element of ( ̂(S ⊠ 1)f )
×
1 . 
5.6. Compatibility of quantization functors with twists. Let P be a prop and Q :
Bialg→ S(P) be a prop morphism. Using Q, we equip the collection of all P(1, S⊗n) with the
structure of a Y-algebra (see Subsection 5.3) with unit Q(η⊗n).
We define a twist of Q to be an element F of P(1, S⊗2)×, such that the relations
(F)1,2
Q
∗Q (F)
12,3
Q
= (F)2,3
Q
∗Q (F)
1,23
Q
, (F)∅,1
Q
= (F)1,∅
Q
= Q(η)
hold in P(1, S⊗3) (here we use the Y-algebra structure on P(1, S⊗n) given by Q). Then get a
new prop morphism FQ : Bialg → S(P), defined by FQ(m) = Q(m), FQ(∆) = Ad(F) ◦Q(∆),
FQ(ε) = Q(ε), FQ(η) = Q(η). Here Ad(F) ∈ S(P)(id⊗2, id⊗2) is given by
Ad(F) = Q(m(2) ⊗m(2)) ◦ (142536) ◦ (F⊗ idS⊗2 ⊗F
−1) ∈ P(S⊗2, S⊗2);
here m(2) = m ◦ (m⊗ idid) ∈ Bialg(T3, id).
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We say that the prop morphisms Q,Q
′
: Bialg→ S(P) are equivalent if Q
′
= θ(ξ)◦Q, where
ξ ∈ S(P)(id, id)× and θ(ξ) is the corresponding inner automorphism of S(P).
Theorem 5.4. Let Q : Bialg → S(LBA) be an Etingof-Kazhdan quantization functor. Then
S(κi)◦Q : Bialg→ S(LBAf ) (i = 1, 2) are prop morphisms. There exists i ∈ S(LBAf )(id, id)×,
such that κ0(i) = S(LBA)(idid), and a twist F of S(κ1) ◦Q, such that
S(κ2) ◦Q = θ(i) ◦
F(S(κ1) ◦Q).
Proof. We will construct i, such that
κΠ2 (ma) = i ◦κ
Π
1 (ma) ◦ (i
⊠2)−1, κΠ2 (∆a) = i
⊠2 ◦Ad(F) ◦ κΠ1 (∆a) ◦ i
−1,
where as before
Ad(F) = (m(2)a ⊠m
(2)
a ) ◦ (142536) ◦
(
F⊠ id(S⊠1)⊠2 ⊠F
−1
)
∈ Πf ((S⊠1)
⊗2, (S⊠1)⊗2)×.
Let us relate the κΠi (mΠ), i = 1, 2. (20) implies that
κΠ2
(
Ad(J)
)
= Ξ⊠2f ◦Ad(v)
⊗2 ◦ κΠ1 (Ad(R
⊠2
+ ◦F) ◦Ad(J)) ◦Ad(v
12)−1 ◦ (Ξ−1f )
⊠2,
and therefore (21) implies that
κΠ2 (∆Π) = Ξ
⊠2
f ◦Ad(v)
⊠2 ◦ κΠ1 (Ad(R
⊠2
+ ◦F) ◦∆Π) ◦Ad(v)
−1 ◦ Ξ−1f .
Now R(r + f) = (m
(2)
Π ⊠ m
(2)
Π ) ◦ (142536) ◦
(
(R⊠2+ ◦F
2,1) ⊠ R(r) ⊠ (R⊠2+ ◦F
−1)
)
, where
F ∈ Πf (1⊠1, (S⊠1)⊗2). For X ∈ Πf (1⊠1, (S⊠1)⊗2), set X := (can∗1⊠S ⊠ idS⊠1) ◦ (id1⊠S ⊠X).
Then
(κΠ2 (R+)⊠ κ
Π
2 (R−)) ◦ canS⊠1 = κ
Π
2 (R) = Ξ
⊠2
f ◦ R(r + f) =
((
Ξf ◦Ad(v) ◦ κ
Π
1 (R+)
)
⊠
(
Ξf ◦Ad(v) ◦ κ
Π
1
(
m
(2)∗
Π ◦ (R+⊠R−⊠R+)
)
◦
(
F2,1 ⊠ id1⊠S ⊠F
−1
)))
◦ canS⊠1 .
It follows that for some i ∈ Πf (S⊠1, S⊠1)×, we have
κΠ2 (R+) = Ξf ◦Ad(v) ◦ κ
Π
1 (R+) ◦ i
−1,
therefore κΠ2 (R
(−1)
+ ) = i ◦κ
Π
1 (R
(−1)
+ ) ◦Ad(v
−1) ◦ Ξ−1f .
Now
κΠ2 (ma) = κ
Π
2 (R
(−1)
+ ) ◦ κ
Π
2 (mΠ) ◦ κ
Π
2 (R+)
⊠2 = i ◦κΠ1 (R
(−1)
+ ) ◦ κ
Π
1 (mΠ) ◦ κ
Π
1 (R
⊠2
+ ) ◦ (i
−1)⊠2
= i ◦κΠ1 (ma) ◦ (i
−1)⊠2,
and
κΠ2 (∆a) = κ
Π
2 (R
(−1)
+ )
⊠2◦κΠ2 (∆Π)◦κ
Π
2 (R+) = i
⊠2 ◦κΠ1 (R
(−1)
+ )
⊠2◦κΠ1 (Ad(R
⊠2
+ ◦F)◦∆Π)◦κ
Π
1 (R+)◦i
−1 .
We first prove that
(κΠ1 (R
(−1)
+ ))
⊠2 ◦Ad(κΠ1 (R+)
⊠2 ◦ F) ◦ κΠ1 (∆Π ◦ R+) = Ad(F) ◦ κ
Π
1 (∆a). (37)
One checks that Ad(κΠ1 (R+)
⊠2 ◦ F) ◦ κΠ1 (∆Π ◦ R+) = κ
Π
1 (R+)
⊠2 ◦Ad(F). We have
∆Π ◦ R+ = ∆Π ◦ R+ ◦R
∗
− ◦(R
(−1)
− )
∗ = ∆Π ◦ ℓ ◦ (R
(−1)
− )
∗
= ℓ⊠2 ◦∆Π ◦ (R
(−1)
− )
∗ = R⊠2+ ◦(R
∗
−)
⊠2 ◦∆Π ◦ (R
(−1)
− )
∗ = R⊠2+ ◦∆a.
Applying κΠ1 and composing from the left with Ad(κ
Π
1 (R+)
⊠2 ◦F), we get Ad(κΠ1 (R+)
⊠2 ◦F) ◦
κΠ1 (∆Π ◦ R+) = κ
Π
1 (R+)
⊠2 ◦ Ad(F) ◦ κΠ1 (∆a). Composing from the left with κ
Π
1 (R
(−1)
+ )
⊠2, we
get (37).
It follows that
κΠ2 (∆a) = i
⊠2 ◦Ad(F) ◦ κΠ1 (∆a) ◦ i
−1,
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as wanted. 
6. Quantization of coboundary Lie bialgebras
6.1. Compatibility with coopposite. Let Φ be an associator. Then Φ′ := Φ(−A,−B) is
also an associator. Let Q,Q′ be the Etingof-Kazhdan quantization functors corresponding to
Φ,Φ′.
Recall that τLBA ∈ Aut(LBA) is defined by µ 7→ µ, δ 7→ −δ and let τBialg ∈ Aut(Bialg) be
defined by m 7→ m, ∆ 7→ (21) ◦∆.
Proposition 6.1. There exists ξτ ∈ S(LBA)(id, id)
×, with ξτ = idid + terms of positive
degree in both µ and δ, such that
Q′ ◦ τBialg = θ(ξτ ) ◦ S(τLBA) ◦Q.
Proof. This means that
Q′(m) = ξ⊠2τ ◦ S(τLBA)(Q(m)) ◦ ξ
−1
τ , Q
′(∆) ◦ (21) = ξτ ◦ S(τLBA)(Q(∆)) ◦ (ξ
−1
τ )
⊠2.
We will therefore construct ξ˜τ ∈ Π(S⊠1, S⊠1)×, such that
m′a = ξ˜
⊠2
τ ◦ τΠ(ma) ◦ ξ˜
−1
τ , ∆
′
a ◦ (21) = ξ˜τ ◦ τΠ(∆a) ◦ (ξ˜
⊠2
τ )
−1,
where m′a,∆
′
a are the analogues of ma,∆a for Φ
′.
Lemma 6.2. τΠ(Ad(J)) = (idS ⊠ωS)
⊠2 ◦Ad(J(−r)) ◦ ((idS ⊠ωS)
⊠2)−1.
This follows from Lemma 1.19.
Lemma 6.3. Let J′ be the analogue of J for Φ′. There exists u ∈ Û1 of the form u = 1 +
terms of degree ≥ 1, such that
(J′)2,1 = u1u2 J(−r)(u12)−1. (38)
Proof of Lemma. We have
J(−r)1,2 J(−r)12,3 = J(−r)2,3 J(−r)1,23Φ(−t12,−t23) = J(−r)
2,3 J(−r)1,23Φ′
(equality in Û2, where we use the X -algebra structure on Ûn). Let us set u0 = 1 + class of
a1b1/2 and J := u
1
0u
2
0 J(−r)
2,1(u120 )
−1. Then J satisfies J
1,2
J
12,3
= J
2,3
J
1,23
Φ′ (since (Φ′)3,2,1 =
(Φ′)−1) and J = 1− r/2 + terms of degree > 1, and J′ satisfies the same conditions. According
to [Enr3], this implies the existence of u1 ∈ Û1 of the form u1 = 1 + terms of degree > 1, such
that J′ = u11u
2
1J(u
12
1 )
−1, so if we set u = u1u0 ∈ Û1, then u has the form u = 1 + class of
a1b1/2 + terms of degree > 1, and satisfies (38). 
Lemma 6.4. We have τΠ(∆Π) = (idS ⊠ωS)
⊠2◦Ad(u−1)⊠2◦
(
(21)◦∆′Π
)
◦Ad(u)◦(idS ⊠ωS)−1.
This follows from Lemmas 1.19 and 6.2.
Lemma 6.5. τΠ(R) = (idS ⊠ωS)
⊠2 ◦Ad(u−1)⊠2 ◦ (R′)−1.
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Proof of Lemma. We have R =
∑
n≥0(n!)
−1(m
(n+1)
Π ⊠ m
(n+1)
Π ) ◦ (1, n + 3, 2, n + 4, ...) ◦(
J2,1⊠t⊠n ◦ J−1
)
, so
τΠ(R) =
∑
n≥0
(n!)−1(idS ⊠ωS)
⊠2 ◦ (m
(n+1)
Π ⊠m
(n+1)
Π ) ◦ (idS ⊠ωS)
⊠2(n+2))−1
◦
(
τΠ(J
2,1)⊠ τΠ(t)
⊠n
⊠ τΠ(J
−1)
)
=
∑
n≥0
(n!)−1(idS ⊠ωS)
⊠2 ◦ (m
(n+1)
Π ⊠m
(n+1)
Π ) ◦
(
J(−r)2,1 ⊠ (−t)⊠n ⊠ J(−r)−1
)
= (idS ⊠ωS)
⊠2 ◦
(
J(−r)2,1e−t/2 J(−r)
)
= (idS ⊠ωS)
⊠2 ◦ R(−r).
Now R = (u1u2)(R′)−1(u1u2)−1, whence the result. 
Lemma 6.6. There exists σ ∈ Π(1⊠S, 1⊠S)×, such that
R−1 =
(
R+⊠(R− ◦σ)
)
◦ canS⊠1 .
Proof. Set can := canS⊠1 and can+ :=
∑
i≥1 canSi⊠1. Set mb := ∆
∗
a. Then mΠ ◦ R
⊠2
− =
R− ◦mb. The series can′ := can1⊠1+
∑
i>0(m
(i)
a ⊠m
(i)
a ) ◦ (1, i + 1, 2, i+ 2, ...) ◦ (− can+)⊠i is
convergent and has the form (idS⊠1⊠σ) ◦ canS⊠1 for a suitable invertible σ. We then have
(ma ⊠mb) ◦ (32) ◦ (canS⊠1⊠ can
′) = can1⊠1.
It follows that R−1 = (R+⊠R−) ◦ can′ =
(
R+⊠(R− ◦σ)
)
◦ canS⊠1. 
End of proof of Proposition 6.1. The above lemmas imply
τΠ(R) =
(
(idS ⊠ωS) ◦Ad(u
−1)
)⊠2
◦
(
R′+⊠(R
′
− ◦σ
′)
)
◦ canS⊠1,
where σ′ is the analogue of σ for Φ′. Since τΠ(R) =
(
τΠ(R+)⊠ τΠ(R−)
)
◦ canS⊠1, there exists
ξτ ∈ Π(S⊠1, S⊠1)×, such that
τΠ(R+) = (idS ⊠ωS) ◦Ad(u)
−1 ◦ R′+ ◦ξτ .
It follows that
τΠ(R
(−1)
+ ) = ξ
−1
τ ◦ R
′(−1)
+ ◦Ad(u) ◦ (idS ⊠ωS)
−1.
Then
τΠ(ma) = τΠ(R
(−1)
+ ◦mΠ ◦ R
⊠2
+ ) = ξ
−1
τ ◦ R
′(−1)
+ ◦Ad(u) ◦mΠ ◦ (Ad(u)
−1)⊠2 ◦ (R′+)
⊠2 ◦ ξ⊠2τ
= ξ−1τ ◦m
′
a ◦ ξ
⊠2
τ
and
τΠ(∆a) = τΠ
(
(R
(−1)
+ )
⊠2 ◦∆Π ◦ R+
)
=
(
ξ−1τ ◦R
′(−1)
+
)⊠2
◦ (21) ◦∆′Π ◦ (R
′
+)
⊠2 ◦ ξτ
= (ξ−1τ )
⊠2 ◦∆′a ◦ ξτ .
Moreover, the image (ξτ )|µ=δ=0 ∈ S(Sch)(id, id) of ξτ by the morphism LBA → Sch,
µ, δ 7→ 0 is equal to idid. Set ξ
′ := (ξτ )|δ=0, then ξ
′ ∈ LA(S, S). We have LA(Sp, Sq) = 0
unless p = q, and LA(Sp, Sp) = k idSp . So ξ
′ = idS . Now ξτ = ξ
′ + terms of positive degree in
δ, so ξτ = idS + terms of positive degree in δ. In the same way, ξτ = idS + terms of positive
degree in µ. So ξτ = idS + terms of positive degree in both δ and µ.
This ends the proof of Proposition 6.1. 
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Remark 6.7. We take this opportunity to correct a mistake in Theorem 2.1 in [Enr3]. Let
J = 1− r/2+ ... be a solution of (24). Then the set of solutions of (24) of the form 1+ terms of
degree ≥ 1 consists in the disjoint union of two gauge orbits (and not one), that of J and that
of J2,1. The degree one term of the solution has the form αr + βr2,1, where α− β = ±1/2; the
solution is in the gauge class of J (resp., J2,1) iff α− β = −1/2 (resp., 1/2). This follows from
a more careful analysis in degree one in the proof of Theorem 2.1 in [Enr3].
6.2. Quantization functors for coboundary Lie bialgebras. A quantization functor of
coboundary Lie bialgebras is a prop morphism Q : COB→ S(Cob), such that:
(a) the composed morphism Bialg→ COB
Q
→ S(Cob)
µ,r 7→0
→ S(Sch) is the propic version of
the bialgebra structure on the symmetric algebras,
(b) Q(R) = inj⊗20 + terms of degree ≥ 1 in ρ, and Q(R)− (21) ◦Q(R) = inj
⊗2
1 ◦ρ + terms of
degree ≥ 2 in ρ, where inj0 ∈ Sch(1, S) and inj1 ∈ Sch(id, S) are the canonical injection maps
(recall that Cob has a grading where µ has degree 0 and ρ has degree 1).
As in the case of quantization functors of Lie bialgebras, Q necessarily satisfies Q(η) = inj0,
Q(ε) = pr0. As we explained, each such morphism Q yields a solution of the quantization
problem of coboundary Lie bialgebras.
6.3. Construction of quantization functors of coboundary Lie bialgebras.
Theorem 6.8. Any even associator defined over k gives rise to a quantization functor of
coboundary Lie bialgebras.
Remark 6.9. In [BN], the existence of rational even associators is proved. This implies the
existence of quantization functors of coboundary Lie bialgebras over any field k of characteristic
0.
Proof. There is a unique automorphism τCob of Cob, defined by µ 7→ µ and ρ 7→ −ρ. Then
the following diagrams of prop morphisms commute
LBA
κ◦κ1→ Cob
τLBA↓ ↓τCob
LBA
κ◦κ1→ Cob
and
κ1ր LBAf
κ
→ Cob
LBA ↓τCob
κ2ց LBAf
κ
→ Cob
(39)
Let Q : Bialg → S(LBA) be a quantization functor corresponding to an even associator.
Then Q := S(κ ◦ κ1) ◦Q : Bialg→ S(Cob) is a prop morphism. We have
S(τCob) ◦ S(κ ◦ κ1) ◦Q = S(κ ◦ κ1) ◦ S(τLBA) ◦Q = S(κ ◦ κ1) ◦ θ(ξ
−1
τ ) ◦Q ◦ τBialg
= θ(S(κ ◦ κ1)(ξ
−1
τ )) ◦ S(κ ◦ κ1) ◦Q ◦ τBialg
(the first equality uses the first diagram of (39), and the second equality uses Proposition 6.1),
so
S(τCob) ◦Q = θ(ξ
′
τ ) ◦Q ◦ τBialg,
where ξτ = S(κ ◦ κ1)(ξ−1τ ).
On the other hand, there exists F ∈ LBAf (1, S
⊗2)× and i ∈ S(LBAf )(id, id)
×, such that
S(κ2) ◦ Q = θ(i) ◦ F(S(κ1) ◦ Q). Composing this equality with S(κ), we get: S(κ ◦ κ2) ◦ Q =
θ(S(κ)(i)) ◦ S(κ)(F)(Q). Now S(κ ◦ κ2) ◦Q = S(τCob) ◦Q (using the second diagram in (39)), so
S(τCob) ◦Q = θ(S(κ)(i)) ◦
S(κ)(F)(Q).
We therefore get θ(ξ′τ ) ◦Q ◦ τBialg = θ(S(κ)(i)) ◦
S⊗2(κ)(F)Q, so
F′Q = θ(ξ′′) ◦Q ◦ τBialg, (40)
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where ξ′′ = S(κ)(i)−1 ◦ ξ′τ , and F
′ = S⊗2(κ)(F). Here ξ′′ ∈ S(Cob)(id, id)× has the form idS
+ terms of positive degree in ρ, and F′ ∈ Cob(1, S⊗2) satisfies
(F′)1,2
Q
∗Q (F
′)12,3
Q
= (F′)2,3
Q
∗Q (F
′)1,23
Q
, (F′)∅,1
Q
= (F′)1,∅
Q
= inj0, (41)
and
F′ = inj⊗20 +ρ+ terms of degree ≥ 2 in ρ. (42)
We will prove:
Proposition 6.10. There exists G ∈ Cob(1, S⊗2), satisfying (41) (where Q is also used),
(42), and
G ∗QG
2,1 = G2,1 ∗QG = inj
⊠2
0 , (21) ◦Q(∆) = Ad(G) ◦Q(∆)
(recall that the definition of Ad(G) involves Q(m)).
This proposition implies the theorem, since we now have a prop morphism COB→ S(Cob),
obtained by extending Q : Bialg→ S(Cob) by R 7→ G.
Let us now prove Proposition 6.10. We start by making (40) explicit: this means that
Q(m) = (ξ′′)⊠2 ◦Q(m) ◦ (ξ′′)−1, (ξ′′)⊠2 ◦ (21) ◦Q(∆) ◦ (ξ′′)−1 = Ad(F′) ◦Q(∆),
Q(η) = ξ′′ ◦Q(η), Q(ε) = Q(ε) ◦ ξ′′.
We first prove:
Lemma 6.11. There exists a unique H ∈ Cob(1, S⊗2)× such that H = inj⊗20 + terms of degree
≥ 1 in ρ, and ((ξ′′)⊠2 ◦ H) ∗Q H = ((ξ
′′)⊠2 ◦ (F′)2,1) ∗Q F
′. Then (ξ′′)⊠2 ◦ Q(∆) ◦ (ξ′′)−1 =
Ad(H) ◦Q(∆), H satisfies the identities (41), and H = inj⊗20 + terms of degree ≥ 2 in ρ.
Proof of Lemma. The existence of H is a consequence of the following statement. Let
A = A0 ⊃ A1 ⊃ ... be a filtered algebra, complete and separated for this filtration. Let θ be
a topological automorphism of A, such that (θ − idA)(An) ⊂ An+1 for any n. Let u ∈ A be
such that u ≡ 1 modulo A1. Then there exists a unique v ∈ A, with v ≡ 1 modulo A1 and
vθ(v) = u. We will apply this statement to A = Cob(1, S⊗2) equipped with the product given
by Q(m). The filtration is given by the degree in ρ, and θ(F) = (ξ′′)⊠2 ◦ F.
To prove the existence of v, we construct inductively the class [v]n of v in A/A
n: assume that
[v]n has been found such that [v]nθ([v]n) = [u]n in A/A
n, and let v′ be a lift of [v]n to A/A
n+1,
then v′θ(v′) ≡ [u]n+1 modulo An/An+1. Then we set [v]n+1 = v′ − (1/2)(v′θ(v′) − [un+1]) (in
A/An+1).
Let us prove the uniqueness of v. Let v and v′ be solutions; let us prove by induction on n
that [v]n = [v
′]n. Assume that this has been proved up to order n − 1 and let us prove it at
order n. We have vθ(v)− v′θ(v′) = (v− v′)θ(v)+ v′(θ(v)− θ(v′)). Then we have v− v′ ∈ An−1,
θ(v) − θ(v′) ∈ An−1, and the classes of these elements are equal in An−1/An. So the class of
vθ(v)−v′θ(v′) in An−1/An is equal to twice the class of v−v′ in An−1/An. Since vθ(v) = v′θ(v′),
the latter class is 0, so v − v′ ∈ An.
Before we prove the properties of H, we construct the following propic version of the theory
of twists. Let us denote by ∆ the set of all ∆ ∈ Cob(S, S⊗2), such that there exists a prop
morphism Q∆ : Bialg → S(Cob), such that Q∆(∆) = ∆ and Q∆(m) = Q(m), Q∆(ε) = Q(ε),
Q∆(η) = Q(η). For ∆1 ∈∆, we denote by Tw(∆1,−) the set of all F1 ∈ Cob(1, S
⊗2)×
satisfying (41) where the underlying structure is that given by Q∆1 . Then if ∆2 := Ad(F1)◦∆1,
we have ∆2 ∈∆. If ∆1,∆2 ∈∆, let us denote by Tw(∆1,∆2) ⊂ Tw(∆1,−) the set of all F1
such that ∆2 = Ad(F1) ◦∆1.
Then if ∆i ∈∆ (i = 1, 2, 3), the map (F1,F2) 7→ F2 F1 (product in Cob(1, S⊗2) using Q(m))
defines a map Tw(∆1,∆2)× Tw(∆2,∆3)→ Tw(∆1,∆3).
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Let us now prove the properties of H. We have F′ ∈ Tw(Q(∆), (ξ′′)⊠2 ◦ (21)◦Q(∆)◦ (ξ′′)−1)
and (ξ′′)⊠2 ◦ (F′)2,1 ∈ Tw
(
(ξ′′)⊠2 ◦ (21) ◦Q(∆) ◦ (ξ′′)−1, ((ξ′′)2)⊠2 ◦Q(∆) ◦ (ξ′′)−2
)
, therefore
F :=
(
(ξ′′)⊠2 ◦ (F′)2,1
)
∗Q F
′ ∈ Tw
(
Q(∆), ((ξ′′)2)⊠2 ◦Q(∆) ◦ (ξ′′)−2
)
.
In particular, we have
((ξ′′)2)⊠2 ◦Q(∆) ◦ (ξ′′)−2 = Ad(F) ◦Q(∆).
Then if we set
F(n) = ((ξ′′)⊠2(n−1) ◦ F) ∗Q ... ∗Q ((ξ
′′)⊠2 ◦ F) ∗Q F ,
we have for n integer ≥ 0,
((ξ′′)2n)⊠2 ◦Q(∆) ◦ (ξ′′)−2n = Ad(F(n)) ◦Q(∆). (43)
Cob(S, S) is the completion of a N-graded algebra, where the degree is given by deg(ρ) = 1,
deg(µ) = 0. ξ′′ ∈ Cob(S, S) is equal to the identity modulo terms of positive degree. We have
therefore a unique formal map t 7→ (ξ′′)t, inducing a polynomial map k→ Cob(S, S)/{its part
of degree > k} for each k ≥ 0, which coincides with the map n 7→ (class of (ξ′′)n) for t ∈ N.
On the other hand, one checks that there is a unique formal map t 7→ F(t) with values
in Cob(1, S⊗2), such that the induced map k → Cob(1, S⊗2)/{its part of degree > k} is
polynomial for any k ≥ 0 and coincides with the maps n 7→ (class of F(n)) for t ∈ N.
It follows that (43) also holds when n is replaced by the formal variable t. The resulting
identity can be specialized for n = 1/2. The specialization of (ξ′′)2t for t = 1/2 is ξ′′.
We now prove that F(1/2) = H.
Let us set H(n) = ((ξ′′)⊠2(n−1) ◦H)∗Q ...∗Q ((ξ
′′)⊠2 ◦H)∗QH. Then we have a unique formal
map t 7→ H(t) with values in Cob(1, S⊗2), such that the induced map k → Cob(1, S⊗2)/{its
part of degree > k} is polynomial for any k ≥ 0 and coincides with the maps n 7→ (class of
H(n)) for t ∈ N.
We have H(2n) = F(n) for any integer n, so this identity also holds when n is replaced by
the formal variable t. Specializing the resulting identity for t = 1/2, we get F(1/2) = H(1) = H.
The specialization of the formal version of (43) for t = 1/2 then gives
(ξ′′)⊠2 ◦Q(∆) ◦ (ξ′′)−1 = Ad(H) ◦Q(∆). (44)
Let us now prove the identities (41) in H. We have (ξ′′◦(H∅,1))∗QH
∅,1 = inj0 and H
∅,1 = inj0
+ terms of positive degree in ρ, hence by the uniqueness result proved above H∅,1 = Q(η). In
the same way, H1,∅ = inj0.
We now prove that
(H)1,2
Q
∗Q (H)
12,3
Q
= (H)2,3
Q
∗Q (H)
1,23
Q
. (45)
Let Ψ ∈ Cob(1, S⊗3)× be such that (H)1,2
Q
∗Q (H)
12,3
Q
= (H)2,3
Q
∗Q (H)
1,23
Q
∗Q Ψ.
We have (F)1,2
Q
∗Q (F)
12,3
Q
= (F)2,3
Q
∗Q (F)
1,23
Q
, that is
(F ⊠Q(η)) ∗Q (Q(∆⊠ η) ◦ F) = (Q(η)⊠ F) ∗Q (Q(η ⊠∆) ◦ F)
This is rewritten(
(ξ′′)⊠3 ◦ (H⊠Q(η))
)
∗Q (H⊠Q(η)) ∗Q (Q(∆⊠ η) ◦ ξ
′′⊠2 ◦H) ∗Q (Q(∆⊠ η) ◦H)
=
(
(ξ′′)⊠3 ◦ (Q(η)⊠H)
)
∗Q (Q(η)⊠H) ∗Q (Q(η ⊠∆) ◦ ξ
′′⊠2 ◦H) ∗Q (Q(η ⊠∆) ◦H)
Using ξ′′ ◦ inj0 = inj0 and (44), we get(
(ξ′′)⊠3 ◦ (H⊠Q(η))
)
∗Q (ξ
′′⊠3 ◦Q(∆⊠ η) ◦H) ∗Q (H⊠Q(η)) ∗Q (Q(∆⊠ η) ◦H)
=
(
(ξ′′)⊠3 ◦ (Q(η)⊠H)
)
∗Q (ξ
′′⊠3 ◦Q(η ⊠∆) ◦H) ∗Q (Q(η)⊠H) ∗Q (Q(η ⊠∆) ◦H)
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and since X 7→ (ξ′′)⊠3 ◦X is an automorphism of Cob(1, S⊗3), we get(
(ξ′′)⊠3 ◦
(
(H⊠Q(η))(Q(∆⊠ η) ◦H)
))
∗Q (H⊠Q(η)) ∗Q (Q(∆⊠ η) ◦H)
=
(
(ξ′′)⊠3 ◦
(
(Q(η) ⊠H)(Q(η ⊠∆) ◦H)
))
∗Q (Q(η) ⊠H) ∗Q (Q(η ⊠∆) ◦H),
i.e.,
((ξ′′)⊠3 ◦Ψ) ∗Q
(
(H)2,3
Q
∗Q (H)
1,23
Q
)
∗Q Ψ = ((H)
2,3
Q
∗Q (H)
1,23
Q
).
We now prove that this implies that Ψ = inj⊠30 .
For this, we apply the following general statement. Let A = A0 ⊃ A1 ⊃ ... be an algebra
equipped with a decreasing filtration, complete and separated for this filtration. Let θ be a
topological automorphism of A, such that (θ − idA)(An) ⊂ An+1. Let X ∈ A be such that
X ≡ 1 modulo A1. Let x ∈ A be such that x ≡ 1 modulo A1, and
θ(x)Xx = X.
Then x = 1. This is proved by induction. Assume that we have proved that x ≡ 1 modulo
An−1. Then θ(x)XxX−1 ≡ 1 + 2(x − 1) modulo An. Therefore x ≡ 1 modulo An. Finally
x = 1.
We then apply the general statement to A = Cob(1, S⊗3) and θ : X 7→ (ξ′′)⊠3 ◦X and get
Ψ = inj⊠30 . This implies (45). This ends the proof of Lemma 6.11. 
We now end the proof of Proposition 6.10. Lemma 6.11 says that H ∈ Tw(Q(∆), (ξ′′)⊠2 ◦
Q(∆) ◦ (ξ′′)−1), and since F′ ∈ Tw(Q(∆), (ξ′′)⊠2 ◦ (21) ◦Q(∆) ◦ (ξ′′)−1), we have
G′ :=
(
(21) ◦H−1
)
∗Q F
′ ∈ Tw(Q(∆), (21) ◦Q(∆)).
Let us set G′ := (G′)2,1 ∗Q G
′, then G′ ∈ Tw(Q(∆), Q(∆)). For any integer n ≥ 0, we then
have (G′)n ∈ Tw(Q(∆), Q(∆)). As before, there exists a unique formal map t 7→ (G′)t, such
that the map t 7→ (class of (G′)t) in Cob(1, S⊗n)/{its part of degree ≥ k} is polynomial and
extends n 7→ (G′)n. Specializing for t = −1/2, we get (G′)−1/2 ∈ Tw(Q(∆), Q(∆)). Set
G := G′ ∗Q(G
′)−1/2 = G′ ∗Q(G
′2,1 ∗QG
′)−1/2,
then
G ∈ Tw(Q(∆), (21) ◦Q(∆)).
Then we have: G′ ∗Q(G
′2,1 ∗QG
′)n = (G′ ∗QG
′2,1)n ∗Q G
′ for any integer n ≥ 0, so this
identity also holds when n is replaced by a formal variable t. Specializing the latter identity to
t = 1/2, we get G = (G′ ∗QG
′2,1)−1/2 ∗QG
′. Then G ∗QG
2,1 = G′ ∗Q(G
′2,1 ∗QG
′)−1 ∗QG
′2,1 =
inj⊠20 , so we also have G
2,1 ∗QG = inj
⊠2
0 .
This ends the proof of Proposition 6.10, and therefore also of Theorem 6.8. 
Remark 6.12. The proof of Proposition 6.10 is a propic version of the proof of the follow-
ing statement. Let (U,mU , ηU ) be a formal deformation over k[[~]] of an enveloping alge-
bra U(a) (as an algebra). Let ∆U be the set of all morphisms ∆ : U → U⊗2 such that
(U,mU ,∆, ηU , εU ) is a QUE algebra formally deforming the bialgebra U(a). If ∆1,∆2 ∈∆U ,
we say that FU ∈ Tw(∆1,∆2) iff FU ∈ (U⊗2)×, (εU ⊗ idU )(FU ) = (idU ⊗εU )(FU ) = 1U ,
(FU ⊗ 1U )(∆1 ⊗ idU )(FU ) = (1U ⊗FU )(idU ⊗∆1)(FU ) and ∆2 = Ad(FU ) ◦∆1, where Ad(FU ) :
U⊗2 → U⊗2 is given by x 7→ FUxF
−1
U (and 1U = ηU (1)). For ∆ ∈∆U and θU ∈ Aut(U,mU , ηU )
such that θU = idU +O(~), we also have ∆
21 ∈∆U , θ
⊗2
U ◦∆
21 ◦θ−1U ∈∆U . The statement is that
if for such ∆, θU , there exists FU ∈ Tw(∆, θ
⊗2
U ◦∆
21 ◦ θ−1U ), then there exists GU ∈ Tw(∆,∆
21)
such that GUG
2,1
U = 1
⊗2
U .
QUANTIZATION OF COBOUNDARY LIE BIALGEBRAS 51
6.4. Relation with quasi-Poisson manifolds. Define a coboundary quasi-Lie bialgebra
(QLBA) as a set (g, µg, δg, Zg, rg), where (g, µg, δg, Zg) is a quasi-Lie bialgebra, and rg ∈ ∧
2(g)
is such that δg(x) = [rg, x ⊗ 1 + 1 ⊗ x]. In [Dr2], coboundary QUE quasi-Hopf algebras were
introduced; the classical limit of this structure is a coboundary QLBA.
According to [Dr2], Proposition 3.13, a coboundary QUE quasi-Hopf algebra with classical
limit the coboundary QLBA (g, µg, δg, Zg, rg) is twist-equivalent to a coboundary QUE Hopf
algebra of the form (U(g~),m0,∆0, R = 1,Φ = E(~2Z~)), where g~ is a deformation of g (as a
Lie algebra) in the category of topologically free k[[~]]-modules, Z~ ∈ ∧3(g~)g~ is a deformation
of Zg + (δg ⊗ id)(rg) + c. p.−CYB(rg), and E(Z) = 1 +Z/6 + ... is a series introduced in [Dr2]
(m0,∆0 are the undeformed operations).
Let now (a, ra) be a coboundary Lie bialgebra. Let (U~(a), Ra) be a quantization of it: this
is a coboundary QUE Hopf algebra. Applying to it the above result, we obtain:
a) there exists a deformation a~ of a in the category of topologically free k[[~]]-Lie algebras,
such that U~(a) is isomorphic to U(a~) as an algebra;
b) there exists J ∈ U(a~)⊗2 of the form J = 1+~ra/2+O(~2) such that J2,3J1,23E(~2Z~) =
J1,2J12,3, where Z~ ∈ ∧3(a~)a~ is a deformation of Za.
If A is a Lie group with Lie algebra a, then ra induces a quasi-Poisson homogeneous structure
on A under the action of the quasi-Lie bialgebra (a, δa = 0, Za): the action of a is the regular left
action, and the quasi-Poisson structure is {f, g} = m ◦L⊗2(ra)(f ⊗ g), where f, g are functions
on A (and m is the product of functions). As explained in [EE], J constructed above gives
rise to a quantization of this quasi-Poisson homogeneous space, compatible with the quasi-Hopf
algebra (U(a~),m0,∆0, R = 1,Φ = E(~2Z~)).
Notice that the deformation class of (a~, Z~) is a priori dictated by ra.
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