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Rate of convergence theorems are proven for eigenvalues and eigenvectors 
of an operator formally given by rA + &F + B, where A, B, %? are lower 
semibounded, to those of B as E and p decrease to zero. These theorems are 
applied to singular perturbation of elliptic differential eigenvalue problems 
with additional conclusions obtained in the one-parameter case p = 0. 
Perturbation problems are also considered for the corresponding Schroedinger 
equations of motion with application to estimates of transition probabilities. 
INTRODUCTION 
In this paper rate of convergence theorems for some perturbation 
problems of singular type are proven. The first consideration is with 
spectral problems formally given by 
where A, B, 9 are self adjoint and bounded from below, and E, p are 
small positive parameters. Included in this framework are spectral 
problems for self adjoint elliptic differential operators with B, V, A 
of increasing order. 
In Section 1 a theorem on the concentration of the spectrum of the 
operator A,,u near an isolated eigenvalue of B is proven. In the second 
section rate of convergence theorems for eigenvalues and eigenvectors 
of (1) to those of 
Bu = Au (2) 
are obtained. These theorems partially extend earlier results of the 
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author [I, 21 from one to two perturbation parameters. The theorems 
of Section 2 are applied to differential eigenvalue problems in Section 3. 
In Section 4 one-parameter differential eigenvalue problems of the 
above form with p = 0 are considered. A method for characterizing 
certain “negative norm” spaces is presented and applied to obtain 
eigenvector estimates supplementing those of [I, Section 41. The 
Schroedinger equation of motion of quantum mechanics is con- 
sidered in Section 5. Both one- and two-parameter perturbation 
estimates are obtained and applied to the estimation of transition 
probabilities. The sixth section of the paper consists of a variety of 
remarks. 
1Clulti-parameter singular perturbation theory for differential 
operators has been studied extensively by O’Malley [3]. By relating E 
and p appropriately, elliptic to elliptic singular perturbation problems 
considered by Vigik and Lyusternik [4] fall within the present 
framework (cf. also Greenlee [5]). One-parameter perturbation 
theorems for spectra of operators in Hilbert space have been proven 
by Kato [6, 7, 8, 91 and by Huet [lo]. Perturbation of the Schroedinger 
equation of motion is considered in [6] and [7]. 
1. SPECTRAL CONCENTRATION 
Let H be a complex Hilbert space with inner product (ZI, w) and 
norm j ZI I. The eigenvalue problem is to be considered for an operator 
formally given by A,,, = EA + $&? + B where E and p are small 
positive parameters tending to zero. 
Let b(v, w) be a Hermitian symmetric bilinear form defined on a 
linear manifold D(b) which is dense in H. Further, let the corre- 
sponding quadratic form b(v) = b(v, v) be closed and have a positive 
lower bound. For simplicity, this lower bound may be assumed to be 
not less than 1, 
b(o) 3 (74 9, ZJ E D(b), 
(cf. Section 6). Since b(v) is closed, D(b), with the inner product 
is a Hilbert space V, . The corresponding norm will be denoted by 
I v lo * 
Let a(v, w) be a Hermitian symmetric bilinear form defined on a 
linear manifold D(a) which is dense in V, (and therefore in H). 
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Further, let the corresponding quadratic form U(V) - a(~, U) be 
nonnegative, 
a(v) 3 0, v E D(a), 
and closed in V, . Then D(u), with the inner product 
(v, w)v = 4% 4 + b(v, 4, 
is a Hilbert space V. The corresponding norm will be denoted by 
Iv 1”. 
Let c(z), w) be a Hermitian symmetric bilinear form defined and 
continuous on V = D(u). Further assume that the corresponding 
quadratic form C(V) = C(ZI, v) is nonnegative, 
c(v) 3 0, v E v. 
To the form b(v, W) there corresponds a positive definite self adjoint 
operator B in H, the operator in H associated with b(v, w), which is 
defined on 
D(B) = {v E V,, : w --f b(v, w) is continuous on V, in the topology of H}, 
bY 
(Bv, 4 = b(v, 4, v E D(B), BvEH, WE v,. 
D(B), with the inner product (Bv, Bw), is a Hilbert space. For E > 0 
and p 2 0, let A,, be the (positive definite self adjoint) operator in H 
associated with EU(V, w) + pc(v, w) + b(v, w), i.e., 
(4.&P, w) = l +4 w) + pc(v, w) + b(v, w), 
v E W,,,h 4.u~ 6 f-f, w E v. 
In order to formulate singular perturbation theorems in the present 
framework, two additional operators will be introduced. Let GZ be the 
operator in V,, associated with u(v, w), i.e., 
b(@v, w) = a@, w), v E q@)> VE vo 9 WE v. 
Then D(a), with the inner product 
(f4 4 = Q-5 4 + w4 @w), 
is a Hilbert space V, , with norm 1 v II . 
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Since QI is a nonnegative self adjoint operator in V,, , GZ has non- 
negative self adjoint fractional powers GP, defined for T > 0 by use of 
the spectral theorem. Moreover, for T > 0, D(W) = D(P), where 
S = (a2 + 1)1/2. N ow (z), w)r = (SV, SW), for all V, w E VI and for 
0 < 7 < 1, D(GP), with the inner product 
is a Hilbert space VT, with corresponding norm 1 ZJ I7 . V, is called 
the T-th interpolation space by quadratic interpolation between VI 
and V, (cf. Lions [ll]). 
It follows from the above that there are k > 0, and y E [0, I] such 
that 
for all z, E V, (1.1) 
since Vllz = V with an equivalent norm. For much of what follows 
two hypotheses which together imply (1.1) will be needed. These are: 
D(C) 1 W), U.2) 
where C is the operator in V, associated with c(w, w), i.e., 
b(Cv, w) = c(a, w), fl E D(C), CVE v,, WE v, 
and there is a y E [0, l] and k > 0 such that 
I cv lo G K I v IY for all a E VI . U-3) 
It follows from (1.2) that &? + PC’ + I is the operator in V, associated 
with EU(TJ, W) + pc(er, w) + b(v, w). 
Now consider an isolated eigenvalue X of B which is of finite 
multiplicity. A,,, need not have an eigenvalue near h even for E and TV 
small. However, according to [9, Theorem 5.1, pp. 4724731, if J is 
an isolating interval for A, the spectrum of A,,, in J is concentrated 
on any open subinterval J’ of J containing A, i.e., the spectral projec- 
tion assigned to A,,, by J converges strongly as E J. 0, p 4 0 to the 
eigenprojection on the A-eigenspace (cf. also Riddell [12] and Conley 
and Rejto [13]). 
For a real valued functiong(E, I”) the notationg(E, II) = o(e) + O(p) 
will signify that 1 g 1 is dominated by the sum of a function which is 
O(E) as E J 0 and a function of p which is O(p) as p .J 0. Then the 
following theorem further describes the spectral concentration of A,, 
as E J 0 and p .J, 0. 
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THEOREM 1 .l. Let h be an isolated elgenvalue of B of multiplicity 
m < 00 with corresponding eigenprojection P, and let J be an isolating 
interval for X. If (1.2) and (1.3) hold and PH C V, , then the spectrum 
of 4, in J is concentrated on an interval with center h and length 
(i) o(@) + o&p) for allp < 1, ifr = 1; 
(ii) O(E’) + o(pLp) for all p < 1, ifr < T < 1; 
(iii) O(E’) + 0(~7/~), ;fO < 7 < y. 
Proof. Let T E [0, 11 and u E PH C V, . Now Bu = hu and by 
(1.2), A;$ C (EQ! + PC’ + 1)-l (cf. [9, Corollary 2.4, p. 3231 or 
Greenlee [14, pp. 161-1621). Hence, 
and by [5], the right side is O(E) + O(p) if T = 1, o(E’) + O(p) if 
y < T < 1, and o(E’) + o(~~/~) if 0 < y < 7. 
Now let {ur ,..., u,} be a basis for PH with 1 uj 1 = I and 
let u~,~,~ = 1 A;&. 1-r A$ui , j = I,..., m. Then application of 
Theorem 5.2, pp. 473474, of [9] yields the theorem. 
2. STABLE EIGENVALUES 
ASSUMPTION 1. At least the lower part of the spectrum of B consists 
of isolated eigenvalues each of finite multiplicity. These eigenvalues will 
be considered as arranged in an increasing sequence, h, < h, \< *** < X, , 
in which each eigenvalue is counted according to multiplicity. Corre- 
sponding eigenfunctions u1 , . . . , uN will be assumed orthonormal in H. 
Under Assumption 1 the following stability theorem is a conse- 
quence of a theorem of Kato (cf. [9, p. 4601). 
PROPOSITION 2.1. There exist positive E,, and t+ such that for 
0 < E < Ed and 0 < p < l+, the lower part of the spectrum of A,,, 
consists of isolated eigenvalues, each of Jinite multiplicity. If these eigen- 
values are arranged in an increasing sequence and counted ac- 
cording to multiplicity, there are at least N terms in the sequence, 
h l,r,u < &+,u < --a d AN+,@ . Furthermore, 
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In the following, the corresponding eigenfunctions z++ ,..., uN,,,, 
will be assumed orthornomal in H. 
THEOREM 2.1. (i) Let y be as in (l.l), 0 < CT < T < l/2, and 
suppose that D(B) Cc V, ( i.e., D(B) C V, with continuous injection), and 
{Ul >“‘, uj} C V, , where j 6 N. Then for each n with 1 < n < j, 
A = ?L,E,LI I 
b2 + o(ET+q + O(P), if r<r+o, 
A, + o(E’+q + o(p(7+~)‘y), if r+(T<y. 
(ii) Ifj < Nand{u, ,..., uj} C V, thenfor each n with 1 < n < j, 
A n.c.11 = ha + O(E) + O(P). 
(iii) Let j < N and assume (1.2), (1.3), and that {ul ,..., ui} C V, 
for fixed TE[O, 11. Let hi+l = *.* = hi+, (0 <i < i+ m <N) 
be an eigenvalue of B of multiplicity m, and for 0 < E < q, and 
0 < P < u. let P,,, be the orthogonal projection in H on 
SP<Ui+l,~,~ >***9 Ui+m,c,* > the linear manifold spanned by Uifl,F,L1 ,..., 9 
zY+ 
. Then for each n such that i + 1 < n < min( j, i + m), one 
O(E) + O(PL), if 7=1, 
I pc*u% - 42 I = 
1 
44 + O(P)> if y<r<l, 
O(E7) + o(kq, if o<r<y. 
If j 3 i + m, then also 
IpE.u% - %I lo = 
I 
O(E) + ow if 7=1, 
44 + O(P)> if y<7<1, 
O(E’) + o(P), if O<r<y. 
Proof. (i) Let Yn = sp(u, ,..., u,) and let K,m = sp(z, ,..., z,) 
where zi = (&! + PkSy + 1)(7+~-l)/~ ui , i = l,..., n. Further let a, 
denote an arbitrary n-dimensional subspace of H and adopt the 
convention that a quotient of quadratic forms assumes the value 0 
when both the numerator and denominator are zero. Now 
(cf. Stenger [15, Section 51) 
b(v) A, = inf sup - 
U&V VEU, ) v 12 
< mi* max Ea(V) + Pdv> + b(v) = X 
U&V cd, I v I2 
7a.E.U 
< min max 44 + Pk I v ItI2 + b(v) = r 
’ U&V vsu, I v I2 12’ 
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Thus it is sufficient to prove that 
An + o(c+q + o(p++), if 7 + u < y. (2.1) 
For this purpose, first note that 
b((dz + pkSY + yv) 
= 2P -- n I v I2 
b((& + pkSY + 1)(T+wr) 
3: w+ pkSY + 1)(T+o-1)‘2x 1  
~ x 
n 
. max b((dz + CLkSY + 4(T+0)‘24 
XSYn 44 
I x I2 
* i!%: I(&! + pkSv + 1)(T+0-1)‘2x I2 ’ (2.2) 
To estimate the right side of the last inequality, first choose CC,,, E Yn 
such that b(xE,J = 1 and 
b((& + pkSy + 1)(‘+“)‘2~,,,) = 2~ 
b((&? + pkS” + I)(T+0)‘2x) . (2 3) 
11 44 
Then x,,, = CL1 CU~,~,~Z+ with zy=r hi 1 c++ I2 = 1. Hence, letting 
E be the resolution of the identity for the self adjoint operator GZ’, the 
spectral theorem for functions of a self adjoint operator gives 
b(dZ + pkSY + 1)(T+0)‘2x,J 
= I ; (w + pk(v2 + 1)y’2 + l)‘+“(-W~) xc,, , x,,,)o 
G s 
pk(v2 + l)v’z 
+ .i,” [pk(v2 + 1)“‘s + 1]1--7--o. w4 xc,, > %Jo 
+ jm (,, + 4(v2 + 1Y2 + 1)T+“-‘(W~) xc,, , GJ~ 
0 
< @,,,,) + TW+~ 
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Now u E V, if and only if ST (9 + 1)7(E(&) ui , z& < 00. Thus (2.3), 
(2.4) and Lebesgue’s dominated convergence theorem imply that 
3 
b((dT + pkSy + 1)(-+2x) 
04 
- f 1 + o(f’+o) + O(p), if y < 27. (2.5) 
n 
If 27 < y, observe that the terms multiplied by p on the right side of 
(2.4) are dominated by 
?z.(pk)2~‘~ il I %.r,u 1’ Srn (v” + l>’ -E+ 1)v’211P(2T’V) (E(dv) Ui , Q0 , 
0 [pk(v2 + 1y + l]l-(2+4 
and so, 
max b((dZ + ,ukSv + I)(r+o)‘2~) 
.xE.SPn 44 
< 1 + o(c+o) + 0(/P,), if 27 < y. 
Now choose yEIll E Fm such that J yE,+ J = 1 and 
(2.6) 
1 
((,a + pkSy + I)(T+0-1)'2~c,u I2 
I x I2 
(2.7) 
Then ye+ = J&l ,&,,,ui with CL1 j ,8+& J2 = 1. By Corollary 3.1 of 
[I], there exists M > 0 such that 
II w I2 - I w I2 I d (I w I + I fj II w - 7.l I < WI w I + IO I)1 w - u IL 
for all V, w E V, (1 w IV0 = 1 S-uw lo). Thus it suffices to show that 
I(c@ + pkSY + V+“-1)‘2~c,u - ye,* IL-0 
I 
o(c7+o) + O(P), 
= O(cT+u) + o(p(T+o)/Y), 
if y < 7 + (5, 
if 7 + 0 < y, (2.8) 
in order to prove that 
I(&! + pkSy + l)(T+0-1)‘2yE,w I2 
1 + o(cT+o) + O(P), if y < 7 + 0, 
1 + o(c+o) + o(p+y, if 7+u<y 
(recall that ) y 6,11  = 1). 
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< n. C 1 /3,,,,, I”j(d! + pkSy + 1)(‘+0-1)‘2ui - ui I”, , 
i=l 
and again letting E be the resolution of the identity for GZ, 
I(& + pkSY + lp-l)‘*ui - ui I”, 
= 
s 
;{[(c” + pk(v” + l)y’2 + l](r+o-11’2 - 1)2(&J + I)-“(E(dV) 24 , U& . 
Observe that 
[(a~ + pk(v2 + l)v’2 + 1)(T+0-1)‘2 - l]* 
= [(w + ,uk(v2 + l)y’* + l)(1--r-o)‘2 - l]*(w + pk(v2 + Iy2 + 1)7f”--1 
< [(w + pk(v2 + l)y’* + 1)(‘+T+o)‘2 - l]* 
x (EV + pk(u* + I)“‘* + 1)T+u-1, (2.10) 
and that for 
O<t<1, f2 > 1, and ~200; (v + a)i < vt + d. 
Hence if y < T + u, the right side of (2.10) is dominated by 
[(4 (1+7+0)/* + (/4? + 1)y/* + 1y1+7+ou2 - 1]2(Ev + p4v2 + ])y/2 + 1)7+0-l 
G K4 (l+~+~)‘~ + CLk(~2 + l)v’*]*(w + pk(v* + l)y’P + 1)7+0-l 
< 2 I ( 
and so, 
I(& + pkSv + I)(T+0-1)‘2ui - ui I”, 
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Since ui E V, and y - u < 7, the last expression is o(++a~) + O&a). 
If T + u < y, the right side of (2.10) is dominated by 
[(++s+~)/2 + (p&2 + l)y/Z + l)t+((T+o)/zY) - 112 
x (ev + pk(v2 + I)@ + 1)7+0-i 
< [(++T+o)/z + (&“2 + l)v/2)i+((s+omq2 
x (cv + pk(v2 + 1 )v’2 + 1)r+o--l 
G 2 (,,“~1~~~ + [pqy2 + l)y/2 + 1]“-‘-““‘/ ’ I 
[@(“Z +l)Y/2](v+r+dlY 
and so, 
I(& + PkSy + 1)(T+U-1)‘2uz - ui I”-, 
+ 2(pk)(2T+20)‘~ 
s 
u”(v” + 1)’ 
[&,2 + l)v/Z]+-d/v 
’ [&V2 + l)y/Z + l]h--7~d/y cEcdv) ‘i ’ ‘f)o * 
Since ui E V, , the last expression is o(E~~+~o) + o(~(~~+~~)/Y). Thus 
(2.8) holds and (2.1) follows from (2.2), (2.3, (2.6), (2.7) and (2.9). 
Therefore (i) is proven. 
(ii) As in the proof of (i), 
In order to prove (iii) a minor generalization of a lemma of 
Lyusternik [16], Section 10, is needed. The proof is almost identical 
with that of Lyusternik and is the therefore omitted. 
LEMMA 2.1. Let L be a self adjoint operator in H, the part of whose 
spectrum in [A - 6, h + 61 consists of at most a Jinite number of eigen- 
vaZues.IfO <y <p <Sand 
ILu---uI <17l”l, 
then 
(i) the interval (A - v, h + 7) contains at least one eigenvalue of 
L; and 
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(ii) if the intervals [A - 6, h - p], [A + p, h + S] do not contain 
any eigenvalues of L, then 
where Pc~-~,~+~) is the orthogonal projection in H on the closed span of the 
eigenvectors of L corresponding to eigenvalues of L in the interval 
(A - f> h + P). 
Proof of Theorem 2.1 (iii). Denote by h the common value of 
hi+l = -** = hi+m and let u be one of the vectors u, with i + 1 < 
n < min( j, i + m). By (1.2) and [9, Corollary 2.4, p. 3231, or 
[14, pp. 161-1621, A;:B C (& + PC + I)-‘. Then since Bu = hu, 
I(A,i - A-‘> 24 1 = x-l I[&!! + $2 + q-1 - I] u 1 
d h-l I[(ca + pc + 1)-l - 11 24 lo , 
and by [5], the right side is O(E) + O(u) if T = 1, o(E~) + O(p) if 
y < 7 < 1, and o(E~) + o(p7/y) if 0 < y < T. It follows from parts (i) 
and (ii) of the present theorem that A;:,, > *a* > h:ii,,,, all lie in an 
interval (h-r - d(~, p), X-l] where A(E, p) 3 0 and 
O(E) + oh4 7 3 l/2 
4% CL) = O(E’) + O(P), 
1 
7 6 [Y, l/2), 
O(E’) + o(P), T E [O, 7). 
Choose S > 0 such that the intervals [A-l - 6, h-l), (h-l, X-i + S] are 
both contained in the resolvent set of B-l. By Proposition 2.1 there exist 
pi > 0 and pi > 0 such that for 0 < E < pi and 0 ,< p < p1 there are 
no eigenvalues of A;: in either of the intervals [A-l - 6, h-r - p(~, p)], 
[X-l + ~(6, p), X-l + S], where p(~, p) 3 0 and p(~, p) = o(1) as E 4 0, 
p 4 0. Thus by Lemma 2.1 with L = A$ , 
O(c) + O(PL)> 7 = 1, 
I u - P& I = 44 + O(P), 7 E [Y, l), (2.11) 
44 + o(P), T c [o, Y), 
and the first conclusion of (iii) is proven. 
Now assume j > i + m and let PE,ILu = CEi c~,~.~ ZQ+~,~,~ with 
CL I c~,~,~ I2 < 1. Then 
= *&,u + f Cl,c,c(hi+l,c,u - h) Ui+Z,c,u . 
Z=l 
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By parts (i) and (ii), 
1 Fl Cd~i+l.~.rr - 4 %+l.s+ 2 = 
’ I 
7 3 l/2, 
7 E [Y, l/2), (2.12) 
O(Ey + o(/Py), 7 E F-4 Y). 
It follows from (2.11) and (2.12) that AC,uPC,IL~ = x,,~ with 
I %Ls - Au I = 44 + O(P), 
I 
O(E) + OCL), 7 = 1, 
TE ry, I>, 
O(E’) + +T’y), 7 E [O, Y). 
Defining L and L, in the antidual of V,, by L(v) = (x,,~ , V) and 
L,(v) = h(u, v) for z, E V, , it follows, as in Theorem 4.1 of [14], that 
y-ii II G I %i - Xu I. Hence the remaining conclusion follows 
For X, (1 < n < N) a simple eigenvalue of B, it follows from 
Proposition 2.1 that, for E and p sufficiently small, X,,,,, is a simple 
eigenvalue of A,, . 
THEOREM 2.2. Let h = X, (1 < n < N) be an eigenvalue of B of 
multiplicity one with corresponding eigenvector u = u, , 1 u 1 = 1. Let 
the eigenvector u,,, = u~,<,~ corresponding to h,,, = h,,,,, be chosen so 
that j u,,, / = 1 and (u,,, , u) 30. Thenifyisasin(l.l)anduEV,, 
1 
A + O(E) + O(P), ;f 72112, 
(9 k,, = h + 46”) + O(P), if y/2<7<1/2, 
h + O(E2’) + o(/P’y), if 0 < 7 < y/2, 
and, if in addition (1.2) and (1.3) hold, 
1 
O(E) + O(P), if 7==1, 
(ii) I u,,, - u lo = O(E’) + O(P), if y<7<1, 
O(E’) + o(pq if 0<7<y. 
Proof. (i) As in the proof of part (i) of Theorem 2.1 it is sufficient 
to prove that 
I 
A + O(4 + O(P), if ~21/2, 
r = x + O(E29 + O(P), if y/2<7<1/2, 
h + O(E2’) + o(/P’$ if 0 < 7 < y/2, 
where r is the “n-th” eigenvalue of T, the operator in H associated 
with Ea(v, w) + $z(v, w),,,~ + b(v, w), i.e., 
(TV, w) = EU(V, w) + ,uk(v, w),,,~ + b(v, w), v E D(T), TV E H, w E V. 
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In order to use Lemma 4, p. 437 of Kato [7], let q = (T-lu, u) and 
8 = I(T-1 - $)u I. Th en since FB C (AZ + pkSy + 1)-l and 
Bu = Au, 
T,I = A-%((& + pkSv + 1)-l u, u). 
Hence if E is the resolution of the identity for 0Z, 
7 = k-2 jm (w + pk(v2 + l)y’2 + I)-l(E(dv) u, z& 
0 
If T 2 l/2, the integral on the right side of (2.13) is O(E) + O(p). 
If y/2 < 7 < l/2, the same integral is dominated by 
I 
co c2s o
(2.14) 
which is o(E~~) + O(p), while if 0 < T < y/2, (2.14) is dominated by 
which is O(E~T) + o(p2~/y). Thus since b(u) = A, 
Thus 
rl = h-l + O(E2’) + O(p), 
I 
A-l + 44 + O(P), if T>1/2, 
if y/2 < 7 < l/2, 
h-l + O(E2’) + o($+q, if 0 < 7 < y/2. 
6’ = X-l I[(dZ! + pkuksv + I)-’ - $I] u I 
< h-1 I[(&! + pkSy + I)-’ - I] u I + K(E, p) 
where 
I 
O(E) + w4 if 7>1/2, 
a, I.4 = O(E29 + O(P), if y/2 6 7 < l/2, 
o(e2+) + 0(/s+), if 0 ,( 7 < y/2. 
580/g/3-10 
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Moreover, by [.5], 
I[(&! + pckS~ + I)-1 - I] 2% I d /[(a+ + Pm, + 1)-l - 11 * lo 
1 
O(c) + Oh.)? if 7=1, 
= O(E’) + O(P), if y<7<1 
O(E’> + o(Pq if 0 < 7 < y. 
Hence 
1 
O(c) + O(P), if 7=1, 
e = 44 + O(P), if r<7<1, 
O(E’) + o(Pg, if 0 < 7 < y. 
Lemma 4, p. 437 of [7] now implies that / r-l - 77 1 = O(I?) and (i) 
is proven. 
(ii) By using part (i) of the present theorem in lieu of parts (i) 
and (ii) of Theorem 2.1, it follows, as in the proof of part (iii) of 
Theorem 2.1, that 
1 
O(E) + O(P), if 7=1, 
I pt,LP - u lo = 44 + O(P), if r<~<l, 
O(E’) + 0(/q, if 0 < 7 < y. 
Hence v,,, = P,,uu 1 P<,, 1-l satisfies 
1 
O(E) + O(P), 
I ~,,I, - u lo = 44 + O(P), if y<~<l, 
O(E’> + o(pT’$ if 0 < 7 < y. 
But with # = 19(e, CL) and u,,, = eievf,W , ) u,,, - u /,, is minimized 
when 6’ is such that (u,,,, , u)~ = h(u,,, , U) 3 0. 
3. SINGULAR PERTURBATION OF DIRICHLET EIGENVALIJE PROBLEMS 
Let m’ > 1 > m, m’ > m be positive integers and let D C R” be a 
bounded domain of class Pm’. Recall that for such domains and any 
01 > 0 the Bessel potential spaces Pm(D) and pa(D) (cf. Aronszajn and 
Smith [17] and Adams, Aronszajn and Smith [18]) coincide up to 
equivalent norms (cf. [18]). D enote the closure of C,,“(D) in Pa(D) by 
Pea(D). For v, w E Pr’(D) let 
with aij 
with cij 
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aj, E PI(D), and 
c(v, w) = c 1 Q(X) DjvDi@dx 
I~I,I~I<~ D 
cji E Clil(D). For U, w E P,,“(D) let 
b(v, w) = c s b&x) DpD,fzfdx 
lil,lil<m D 
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and 
with bij = 6,, E Clil(D). Denote by A, a, and %? the associated formal 
differential operators over D, that is 
A = c (-l)iilD,(a,jDj.), 
lil,‘~lGm’ 
98 = c (-l)lilDi(bijDj.), 
lil,l~‘<m 
$2 = 1 (-l)lilDi(cijDj.). 
lil,ljl<Z 
Further assume that there exists a constant p > 0 such that 
b) 3 P 1 v ii,, for all v E P,,“(D), 
where 1 z, jm,., is the P(D) norm of o, that a(v) > 0, C(V) > 0, and 
that there exist constants 01, 6 > 0 such that for 0 < E < Ed and 
0 d P GPO, 
&) + pc(v) + @) 3 ECX 1 v I:',, + 6 1 v I;., for all v E P,“‘(D). 
Now let Y be I’?‘(D) with norm (a(v) + b(v))‘/“, V, be Porn(D) with 
norm (b(v)) 1/Z H = L2(D) = PO(D) with the usual norm, and observe , 
that the hypotheses assumed on a(v, w) and b(v, w) in Section 2 are 
satisfied. c(v) is obviously continuous on V and, since VIiz = V with 
an equivalent norm, it follows from the interpolation results of [14] 
that (1.1) holds with y = (1 - m)/(m’ - m). Then A,,, , the operator 
in L2(D) associated with l a(v, w) + pc(v, w) + b(v, w), is given by 
EA + I*% + BJ on D(A,,,) = P”‘(D) n Pp’(D) (cf. Nirenberg [19] 
or Agmon [20, Chap. 91). I Ac+v jo,D iS eqUiV&nt t0 1 z, [2m’,D on 
P”‘(D) n P?‘(D). Al so the operator B in L2(D) associated with 
b(v, w) is given by ~3 with domain P2”(D) n P,“(D), and / Bv [o,D is 
equivalent to I v /2m,D on P2”(D) n Porn(D). 
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It follows from Rellich’s Theorem (cf. [20, p. 301) that the spectrum 
of B is discrete, i.e., consists of a sequence of eigenvalues each of finite 
multiplicity. As before, these eigenvalues are considered as arranged 
in an increasing sequence counted according to multiplicity, 
0 < A, < A, < ..* < An < ... --f co. 
The spectrum of A,, is also discrete and arranged in an increasing 
sequence, each eigenvalue counted according to multiplicity: 
0 < h*E.u d LLL < *.* < h,,,, < ... - a. 
Now let 0L be the operator in V,, associated with a(~, w), i.e., 
a(v, w) = b(av, w). Then as in [14, Proposition 6.1 and Theorem 6.21, 
Vi = D(a) is Pzm’+(D) n Pr’(D) with an equivalent norm and, for 
0 < 7 < 1/4(m’ - m), V, is pm+z(m’--m)T(D) n P,“(D) with an 
equivalent norm. So D(B) C, V, for all 7 E [0, 1/4(m’ - m)). Similarly 
D(C) 1 Par-m(D) n P,,‘(D) (recall C(ZJ, w) = ~(CV, w)) and C maps 
P”“-“(D) n P,,‘(D) into P,,“(D) continuously. Thus (1.2) is satisfied 
and so is (1.3) with y = (I - m)i(m’ - m). Hence by Theorem 2.1, 
for each n = 1, 2 ,... and all 8 E [0, l/2), 
x n.,E.lr = I 
A, + O(Eem--m)) + O(pei(z--m)), if 1 > m, 
A, + 0(&(-y + O(p), if 1 = m, 
and with P6,, and u, as in Theorem 2.1, 
1 PE,pn - u, Irn$ = 
i 
';;$;;:I;:; 1 $g-m"y if 1 > m, 
> if I= m. 
Moreover, if h is an eigenvalue of B of multiplicity one and u,,, , u are 
as in Theorem 2.2, then for all 8 E [0, l/2), 
I %I - u Imo = I 
0(~e/2wn-m)) + O(pe/2wn)), if 1 > m, 
0(&2(-y + O(p), if 1 = m. 
4. CHARACTERIZATION OF SOME NEGATIVE NORM SPACES 
AND ONE PARAMETER SINGULAR PERTURBATION 
In the case of one parameter (p = 0) singular perturbation, eigen- 
vector estimates were obtained in [l] in the “negative norm” spaces 
V-, . For differential problems these estimates were not fully exploited 
in [l] due to lack of adequate characterizations of these spaces. In this 
section a simple method for characterizing some of these spaces is 
given and applied to a differential perturbation problem. 
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Let Vi, V, be as in Section 1 and for T E [0, I] let VP, be the 
completion of V, in the norm 1 ZI jP7 = 1 S-W 1s . It is assumed that 
for some t > 0 and all T E [0, t], V, is characterized. Suppose now that 
given are Hilbert spaces IV, and IV,, with IV, C, IV, = V, up to 
equivalent norms and that for some s > 0, the corresponding spaces 
W p , p E E-S, s], are characterized. If for some T E [0, t] and p E [0, s], 
v, = w, 
with equivalent norms, it follows that for u E [-T, T], 
with equivalent norms. 
To implement this remark, note that the Hilbert space D(B) C, V0 
and that D(B) is dense in V, . Furthermore, for v E I’,, , 
1 v 1 = sup{1 b(v, w)l : w E D(B) and 1 Bw 1 < l}. 
Thus if WI = D(B) and W, = V, , then 
W-, = H, 
and the spaces W,, p E [- 1, l] can be obtained by interpolating 
between D(B) and H. 
Now consider the one parameter singular perturbation problem 
obtained by considering the Dirichlet problem of the previous 
section with c(z), w) = 0. For 0 < 7 < 1/4(m - m), v, is 
Pm+2(m’-m)s(D) n P,,m(D) with an equivalent norm. By the inter- 
polation results of [14, Section 51, or Grisvard [21], if W,, = V, 
and W, = D(B) = P2”(D) n P,“(D) with an equivalent norm, 
then for 0 < p < 1/2m, W, is Pm+mp(D) 17 P,“(D). So, since 
w-, = H = D(D), WV, is Pr-“p(D) with an equivalent norm if 
0 < p < 1/2m. Let 0 = mp = 2(m’ - m)T with 0 E [0, l/2) and let 
q E [--8, 01. Let U, be as in Theorem 2.1 and denote PC,, by P, 
(since c(z), w) = 0). Then since D(B) is also dense in V, , it follows 
from Theorem 2.1 of [l] that 
Moreover, if h is an eigenvalue of B of multiplicity one and (with U, 
for u,,,) U, , u are as in Theorem 2.2, it follows from Theorem 2.3 of [l] 
that 
1 u, - u [m+m*D = o(&-m)‘2(+-)n)). 
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Now for a: 3 0 let P-&(O) be the antidual of Porn(D) and recall that 
PWa(D) can be realized as a space of distributions on D. Let 0 E [0, l/2); 
f6 , f E P-“+e(D), and with a(v, w), b(v, w) as in the previous section, 
denote by u, the unique solution in P,“‘(D) of 
4% 3 4 + wk > 4 = (L > 4-m+B,D for all v E P,“‘(D), 
and by u the unique solution in P,,“(D) of 
44 4 = (f, v)-m+m for all v 6 P,n”(D). 
Let H now be P-m+6(D) and then (cf. Lions and Magenes [22]) 
D(B) = P”+e(D) n P,“(D) up to equivalent norms and so with 
7 = B/2(m’ - m), D(B) = V, up to equivalent norms. Thus if 
97 E [--8, 01, it follows from the above and Proposition 3.1 of [l] that 
if 1 fc -f [--m+B,D = o(~(Q--lp)/~(~‘-~)), then 
1 24, - 24 Irnfrn,$ = O(d-)‘2(-y. 
As an illustration of the degree of precision of the methods used 
to obtain the last estimate, let D = (0, l), u, satisfy 
( 
d4 d2 u xx 1 
E&z--@- E 
1 ’ 
u,(O) = u,‘(O) = u,(l) = u,‘(l) = 0, 
and let u satisfy 
-f( zzz 1, u(0) = u(1) = 0. 
Direct calculation gives 
I u, - 24 I&D 3 cE1’2, C> 
while the above methods yield 
I % - u L/2,0 = 44 for all 7 < l/2 
(cf. also Friedman [23]). 
5. THE EQUATION OF MOTION. TRANSITION PROBABILITIES 
Let the operators A,,, and B be as in Section 1. The problem to be 
studied is comparison of the solutions of the corresponding 
Schroedinger equations of motion of quantum mechanics; precisely, 
du(t)/dt = --iBu(t), u(0) = u E D(B), (5.1) 
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and 
&&)/dt = -i4.u%IL(t)~ %m = u* (5.2) 
Equation (5.1) has the unique solution 
u(t) = exp(--itB)u, (5.3) 
where d/dt can be interpreted as a strong derivative since u E D(B), 
while Eq. (5.2) has the unique solution 
u&) = exp(--itA,,& (5.4) 
this solution being the “weak” solution satisfying 
(cf. Kato [6, Section 151). In the one parameter case, p = 0, denote 
A,,, by A, and use(t) by UC(t). Comparison of the solutions (5.3) and 
(5.4) will be carried out for u an eigenvector of B, as is the case in most 
applications. 
THEOREM 5.1. Let (A, u) be an eigenvalue-eigenvector pair for B with 
u E V, , T E [0, 11, and assume (1.2) and (1.3). Then 
I 
(1 + W(E) +O(P% if 7=1, 
(9 I u&> - 44 = (1 + %44 + Wh if Y<T<l, 
(1 + tNo(4 + o(PT’y>>, if o<r<y. 
If p = 0 and in addition D(B) C, V, with 0 < r~ < 7, then 
Proof. (i) Let 
u;,,(t) = exp(itA,,,) A,iB exp(--itB) u = h exp(--itA) exp(itA,,,) A&. 
Then 
d~~,,(t)/dt = iA exp( ---itA) exp(itA,,,)[I-L4;u 
and so, 
a<,,(t) - AA;:U = iA It exp(--isA) exp(isA,JI - AA,J u ds. 
0 
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Thus 
and since Bu = Xu and A$B C (&T + PC + I)-‘, 
By [5], the right side of (5.5) is (1 + ~){O(E) + O(p)) if 7 = 1, 
(1 + t){o(~) + O(p)} if y < T < 1, and (1 + t){o(c) + CJ(P~/~)} if
0 ,< T < y. Therefore, 
1 
(1 + W(E) + O(P)), if 7 = 1, 
I exp(--itA,,.) Qt) - ~~.,(t)i = (1 + We’) + O(P)), if Y < * < 1, 
(1 + t)(o(~‘) + o(P~‘~)}, if 0 < 7 < y. 
But exp(--itA,,@) cc,,(t) = hA;$(t) and so, as above, 
I uww - u(t) I < I %u(t) - w34)l +I[] - w,ZI u(t)l 
1 
(1 + W(4 + OWh if 7=1, 
= (1 + WO(E’) + w-4, if y<7<1, 
(1 + w4 + 4P% if 0 < 7 < y. 
(ii) The proof of (ii) is the same as that of (i) except that from 
(5.5) onward the inequality 
[[I - (a + I)-‘] u 1 < M 1 s-q1 - (dx + 1)-l] u 10 
is used and estimated as in [2, p. 691. 
As an application of Theorem 5.1 estimates will now be derived for 
the probability eo,,,(t; d) that the quantum mechanical system falls 
into a state where the value of the “energy” B lies in the interval 
d = (h’, h”] when the system was initially in an eigenstate u of B, 
Bu = Au, IuI= 1. 
According to von Neumann [24, p. 1041 (cf. also [6, Section 19]), 
w,,,(t; A) is given by 
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where E,, is the resolution of the identity for B. As E, p’ 4 0, 
E&l) u,,,(t) -+ exp(--itA) E,(d) u = I~(--ith) ” 
So Theorem 5.1 implies that if X $ d, 
%A(t; 4 = I -ww,,,(~) - 44>12 
I 
(1 + wT~2) + O(P2)l, if 7=1, 
= (1 + t2N4~“‘) + O(P2)h if y<7<1, 
(1 + t2)b+“‘) + o(P2T’y)>, if 0 < 7 < y, 
and in case p = 0, with w,(t; d) for w,,,(t; A), 
I 
(1 + t2) O(c2), 
4; 4 = (1 + t”) O(E27+20), 
if 7+u>l, 
if 7+u<l. 
In particular, when p = 0 the transition probability to states whose 
energy is different from h is of the order e2 if D(B) Cc V (the domain 
of A$/“) or if u E V, = D(a). This result is obtained under different 
hypotheses in [6, Section 191. 
6. CONCLUDING REMARKS 
It is obvious that the two-parameter perturbation theorems of this 
paper extend immediately to n parameters. Furthermore, the positivity 
assumptions on the quadratic forms a(v), b(v), and C(V) can be relaxed 
to semiboundedness as in [7, Section 61. 
In the case of differential problems, two-parameter eigenvalue 
estimates for general self-adjoint boundary conditions can be obtained 
as in [l]. The methods of Section 4 also extend to general self adjoint 
boundary conditions. For two-parameter eigenvector estimates the 
boundary conditions need not necessarily be Dirichlet, but are 
restricted by assumptions (1.2) and (1.3). Some of the regularity 
assumptions made on the coefficients of the differential operators and 
on the domain D can be relaxed as in [14]. 
The rate of convergence estimates of Section 4 depend on bounds 
obtained via use of the closed graph theorem in the proof of Lemma 3.1 
of [l]. The other estimates in this paper are at least theoretically 
computable. Finally, the statement of part (ii) of Theorem 2.2 of [l] 
should be changed to read as in part (iii) of Theorem 2.3 of this paper 
with p = 0. 
490 GREENLEE 
ACKNOWLEDGMENT 
Part of this research was conducted during a visit to the Advanced Studies Center, 
Battelle Institute, Geneva, Switzerland. The kind hospitality extended by Dr. N. W. 
Bazley during this time is gratefully acknowledged. 
REFERENCES 
1. W. M. GREENLEE, Singular perturbation of eigenvalues, Arch. Rational Mech. 
Anal. 34 (1969), 143-164. 
2. W. M. GREENLEE, On spectral concentration for semi-bounded operators, J. 
Functional Analysis 5 (1970), 66-70. 
3. R. E. O’MALLEY, JR., Topics in singular perturbations, Advances in Math. 2 
(1968), 365-470. 
4. M. I. V&K AND L. A. LYUSTERNIK, Regular degeneration and boundary layer 
for linear differential equations with small parameter, Uspehi Mat. Nauk 12 
(1957), 3-122; Amer. Math. Sot. Transl. Ser. 2, 20 (1962), 239-364. 
5. W. M. GREENLEE, On two parameter singular perturbation of linear boundary 
value problems, PYOC. Amer. Math. Sot. 27 (1971), 268-274. 
6. T. KATO, On the convergence of the perturbation method, J. Fat. Sci. Univ. 
Tokyo Sect. I6 (1951), 145-226. 
7. T. -TO, Perturbation theory of semi-bounded operators, Math. Ann. 125 
(1953), 435-447. 
8. T. KATO, “Quadratic Forms in Hilbert Spaces and Asymptotic Perturbation 
Series,” University of California Press, Berkeley, Calif., 1955. 
9. T. KATO, “Perturbation Theory for Linear Operators,” Springer-Verlag, Berlin, 
1966. 
10. D. HUET, Phenomtnes de perturbation singuliere dans les problemes aux limites, 
Ann. Inst. Fourier (Grenoble) 10 (1960), 61-150. 
11. J. L. LIONS, Espaces intermediaires entre espaces hilbertiens et applications, 
Bull. Math. Sot. Sci. Math. R. S. Roumaine 2 (1958), 419-432. 
12. R. C. RIDDELL, Spectral concentration for self-adjoint operators, Pacific J. Math. 
23 (1967), 377-401. 
13. C. C. CONLEY AND P. A. REJTO, Spectral concentration II-general theory, in 
“Perturbation Theory and its Applications in Quantum Mechanics” (C. H. Wilcox, 
Ed.), pp. 129-143, Wiley, New York, 1966. 
14. W. M. GREENLEE, Rate of convergence in singular perturbations, Ann. Inst. 
Fourier (Grenoble) 18 (1968), 135-191. 
15. W. STENGER, On the variational principles for eigenvalues for a class of unbounded 
operators, J. Math. Mech. 17 (1968), 641-648. 
16. L. A. LYUSTERNIK, On difference approximations of the Laplace operator, Us&&i 
Mat. Nauk 9 (1954), 3-66; Amer. Math. Sot. T~ansl. Ser. 2, 8 (1958), 289-352. 
17. N. ARONSZAJN AND K. T. SMITH, Theory of Bessel potentials, I, Ann. Inst. Fourier 
(Grenoble) 11 (1961), 385-475. 
18. R. ADAMS, N. ARONSZAJN, AND K. T. SMITH, Theory of Bessel potentials, II, 
Ann. Inst. Fourier (Grenoble) 17 (1967), l-135. 
19. L. NIRENBERG, Remarks on strongly elliptic partial differential equations, Comm. 
Pure Appl. Math. 8 (1955), 649-675. 
SINGULAR PERTURBATION 491 
20. S. AGMON, “Lectures on Elliptic Boundary Value Problems,” Van Nostrand, 
Princeton, N. J., 1965. 
21. P. GRISVARD, Caracttrisation de quelques espaces d’interpolation, Arch. Rational 
Mech. Anal. 25 (1967), 40-63. 
22. J. L. LIONS AND E. MAGENES, “Probl&nes aux limites non homogenes et applica- 
tions,” Vol. 1, Dunod, Paris, 1968. 
23. A. FRIEDMAN, Singular perturbations for partial differential equations, Arch. 
Rational Mech. Anal. 29 (1968), 289-303. 
24. J. VON NEUMANN, “Mathematische Grundlagen der Quantenmechanik,” Springer- 
Verlag, Berlin, 1932. 
