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Abstract 
The theme addressed in this PhD Thesis is related to the Computational Vision domain; 
more specifically, it is the matching and registration of images. The former can be defined 
as the process of establishing correspondences between alike structures/objects in two or 
more images, while the latter is the process of optimally aligning the corresponding 
structures represented in the input images. 
During this project, new methodologies were developed and implemented to 
automatically match and register medical images acquired by different imaging 
modalities. The methodologies were applied and evaluated to align 2D, 3D and sequences 
of 2D images. Additionally, the methodologies have been used to assist automated 
segmentation and quantification of structures represented in images. 
This Thesis is organized into two parts: The first part, Part A, introduces the theme, 
indicates the goals, reports on the work developed, presents the main contributions, and 
points out the main conclusions and future work perspectives. The second part, Part B, 
contains 10 selected articles that were written to report and disseminate the work 
developed. These articles describe in detail the methodologies and applications briefly 
described in the first part. 
The first article in the second part of this Thesis is entitled Medical Image Registration: a 
Review. The article reviews medical image registration techniques and their applications. 
The second article, Rapid Pedobarographic Image Registration based on Contour 
Curvature and Optimization, describes a fast and accurate methodology developed for the 
registration of plantar pressure images based on matching contour points. 
The next article, A Versatile Matching Algorithm based on Dynamic Programming with 
Circular Order Preserving, presents a new optimal assignment algorithm with an order 
preserving constraint based on dynamic programming. This algorithm can be applied to 
obtain optimal matches between two ordered sets, given the cost matrix of the possible 
correspondences. 
The fourth article, entitled Registration of Pedobarographic Image Data in the Frequency 
Domain, describes three similar image registration methodologies, which take advantage 
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of the Fourier transform properties and the fast Fourier transform algorithms to obtain fast 
and accurate alignments between pairs of plantar pressure images. 
The next article, Novel Framework for Registration of Pedobarographic Image Data, 
describes a new hybrid image registration framework. The registration approach 
integrated in the framework is divided into two main steps. In the first step, a registration 
algorithm that is robust to any shifts and rotations is used to correct for large 
misalignments and then, in the second step, another registration algorithm is used to 
achieve a fine alignment based on the iterative optimization of a similarity measure 
among the pixel intensities of the input images. 
In the sixth article, Registration of Plantar Pressure Images, a comparison among 
methodologies to register plantar pressure images is made and discussed using images 
from three common pedobarographic devices. 
In the next article, Towards an Efficient and Robust Foot Classification from 
Pedobarographic Images, a computational solution to automatically normalize, classify, 
segment and calculate plantar arch indices from plantar pressure images is described and 
evaluated. 
Then, in Spatio-Temporal Alignment of Pedobarographic Image Sequences a novel 
computational solution for the simultaneous temporal and spatial alignment of plantar 
pressure image sequences is presented and discussed. 
Afterwards, in the ninth article, Enhanced Spatio-Temporal Alignment of Plantar 
Pressure Image Sequences using B-splines, an improvement of the previous spatio-
temporal solution is presented by using B-splines in the temporal modeling. Besides the 
description of the new method, the influence of the temporal alignment on the behavior of 
dynamic variables related to the trajectory of the center of pressure is also studied. 
Finally, the tenth article entitled A Robust Computational Solution for Automated 
Quantification of Binding Potentials based on DaTSCAN SPECT Images presents and 
discusses a novel computational solution for the automated quantification of the binding 
potentials and segmentation of the basal ganglia nuclei in brain images obtained from 
Single-Photon Emission Computed Tomography (SPECT) post injection of the 
radiopharmaceutical DaTSCAN
TM
. 
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Resumo 
O tema abordado nesta Tese de Doutoramento insere-se no domínio da Visão 
Computacional, mais especificamente, está relacionado com o emparelhamento e 
alinhamento de imagens. O emparelhamento pode ser definido como o processo de 
estabelecimento de correspondências entre estruturas similares representadas em duas ou 
mais imagens; enquanto o alinhamento como o processo de determinação da 
transformação que melhor alinha as estruturas de interesse representadas nas imagens. 
Durante este projeto foram desenvolvidas, implementadas e testadas metodologias para 
emparelhar e alinhar automaticamente imagens adquiridas por diferentes equipamentos de 
imagiologia. As metodologias foram aplicadas no alinhamento de imagens 2D, 3D e 
sequências de imagens 2D, sendo também aplicadas no auxílio à segmentação e 
quantificação automáticas de estruturas representadas em imagens. 
Esta Tese está organizada em duas partes: a primeira parte, designada por "Part A", 
introduz o tema, indica os objetivos, descreve sumariamente o trabalho desenvolvido, 
apresenta as conclusões principais e aponta perspetivas de trabalho futuro. A segunda 
parte, designada por "Part B", é constituída por uma seleção de 10 artigos que foram 
produzidos para descrever e disseminar o trabalho desenvolvido. As metodologias e 
aplicações resumidamente apresentadas na "Part A" são detalhadamente descritas e 
discutidas na "Part B". 
No primeiro artigo incluído na "Part B", Medical Image Registration: a Review, é 
realizada uma revisão sobre as principais metodologias de alinhamento de imagens 
médicas e suas aplicações. 
O segundo artigo, Rapid Pedobarographic Image Registration based on Contour 
Curvature and Optimization, descreve uma metodologia rápida e invariante a rotações e 
translações para o alinhamento de imagens de pressão plantar. Esta metodologia é 
baseada no emparelhamento dos contornos exteriores dos pés a alinhar. 
O artigo seguinte, A Versatile Matching Algorithm based on Dynamic Programming with 
Circular Order Preserving, apresenta um novo algoritmo de afetação ótima com restrição 
pela ordem e baseado em programação dinâmica. Este algoritmo é aqui aplicado no 
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estabelecimento do emparelhamento ótimo entre dois conjuntos de pontos ordenados, 
com base nos custos individuais de emparelhamento entre pontos. 
O quarto artigo, Registration of Pedobarographic Image Data in the Frequency Domain, 
descreve três metodologias de alinhamento de imagens baseadas nas propriedades da 
transformada de Fourier e nos algoritmos eficientes existentes para a sua computação. 
Estas metodologias são aplicadas no alinhamento de imagens de pressão plantar, obtendo 
alinhamentos precisos e rápidos. 
No artigo seguinte, Novel Framework for Registration of Pedobarographic Image Data, é 
descrita uma metodologia híbrida para o alinhamento de imagens. Esta metodologia está 
dividida em dois passos principais. No primeiro é utilizado um algoritmo de alinhamento 
invariante a rotações e translações para correção de grandes desalinhamentos. No segundo 
passo é utilizado um algoritmo de alinhamento baseado em otimização iterativa e na 
intensidade dos píxeis para obter um alinhamento mais preciso. 
No sexto artigo, Registration of Plantar Pressure Images, é feita uma comparação entre 
metodologias de alinhamento de imagens de pressão plantar usando imagens de três dos 
equipamentos pedobarográficos mais comuns. 
O artigo seguinte, Towards an Efficient and Robust Foot Classification from 
Pedobarographic Images, apresenta uma solução computacional totalmente automática 
para normalizar, classificar e segmentar o pé representado em imagens de pressão plantar, 
assim como calcular índices plantares frequentemente usados neste domínio. 
Seguidamente, no artigo Spatio-Temporal Alignment of Pedobarographic Image 
Sequences é apresentada uma solução computacional para realizar simultaneamente o 
alinhamento espacial e temporal de sequências de imagens de pressão plantar 
representando um apoio completo durante o caminhar. 
No nono artigo, Enhanced Spatio-Temporal Alignment of Plantar Pressure Image 
Sequences using B-splines, é apresentado um melhoramento da metodologia de 
alinhamento espácio-temporal anteriormente desenvolvida. Esta nova solução modela a 
deformação temporal recorrendo a B-splines. Além da descrição da nova solução, este 
artigo também analisa a influência do alinhamento temporal no comportamento de 
variáveis relacionadas com a trajetória do centro de pressão plantar. 
Finalmente, o décimo artigo, A Robust Computational Solution for Automated 
Quantification of Binding Potentials based on DaTSCAN SPECT Images, apresenta uma 
v 
nova solução computacional para a computação automática dos índices de captação 
(binding potentials) e segmentação dos gânglios da base, com base em imagens cerebrais 
obtidas de Tomografia Computorizada por Emissão de Fotão Único (SPECT) após 
injeção do radiofármaco DaTSCAN
TM
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1. Introduction to medical image matching and registration 
Image matching can be defined as the search for correspondences between features in 
images. Image registration can be understood to be the process of aligning these features 
represented in the images. In this thesis, these were the definitions adopted. 
1.1 Image matching 
Computational algorithms for image matching are frequently used to establish 
correspondences between extracted features, i.e., segmented features, such as points, 
contours, surfaces or skeletons. In a typical matching algorithm, each feature to be 
matched is associated to a descriptor, and these descriptors are then used to quantify the 
affinities among all possible correspondences. As such, the establishment of the best 
correspondences among the potential candidates is the final step of the typical matching 
algorithms. The matching can be attained on a one-to-one basis, i.e. each feature of one 
image is matched with just one feature of the other image, on a one-to-many basis or even 
on a many-to-many basis. In the matching processes, especially the ones that search for 
the best one-to-one or one-to-many basis matching, optimization assignment algorithms 
have been commonly used; see, for example, (Bastos and Tavares, 2006; Oliveira and 
Tavares, 2008). 
Several methodologies for image matching have been used in the first step of common 
image registration techniques. These matching methodologies can be broadly divided into 
two classes: (1) In the first class, the correspondences among the features extracted from 
the images to be registered are found, and then the geometrical transformation is 
computed based on the correspondences found (Tavares, 2000; Oliveira et al., 2009a); (2) 
In the second class, the correspondences and the transformation are found simultaneously 
and, as such, the correspondences and the registration are strongly associated. Examples 
of algorithms that can be included in this second class are the Iterative Closest Point 
(ICP) algorithm (Besl and McKay, 1992) and its variants. 
Besides being integrated in several techniques of image registration as a crucial step for 
their success, image matching has many different uses, such as in motion tracking along 
image sequences (Tavares, 1995; Tavares, 2000; Tavares et al., 2000; Pinho and Tavares, 
2009; Tavares et al., 2009; Chen et al., 2010), quantify the deformation of objects 
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(Tavares, 2000; Tavares et al., 2000; Gonçalves et al., 2008), and in shape recognition 
(Belongie et al., 2002; Sebastian et al., 2004). 
1.2 Image registration 
Much of the research for medical image analysis has been devoted to image registration 
(Pluim and Fitzpatrick, 2003). Applications of image registration in the medical field 
include: fusion of anatomical images from X-ray Computed Tomography (CT) or 
Magnetic Resonance Imaging (MRI) with functional images from Positron Emission 
Tomography (PET), Single-Photon Emission Computed Tomography (SPECT) or 
Functional Magnetic Resonance Imaging (fMRI); intervention and treatment planning; 
computer-aided diagnosis and disease follow-up; surgery simulation; atlas building and 
comparison; radiation therapy; assisted and guided surgery; and registration based 
segmentation (Oliveira and Tavares, 2012b). 
Medical image registration techniques have been applied on almost all anatomic parts or 
organs (Maintz and Viergever, 1998; Oliveira and Tavares, 2012b). Recent improvements 
in medical imaging have allowed the acquisition of temporal image sequences, which 
give additional information concerning the motion and deformation of imaged organs, 
such as the heart or lungs, and consequently, originate the need for efficient spatio-
temporal registration methodologies (Shekhar et al., 2004; Peyrat et al., 2010). 
The main goal of an image registration methodology is to search for the transformation 
that optimizes a similarity measure, i.e. a criterion that traduces the quality of the 
registration, among the input images. In this case, the similarity measure can be computed 
in terms of the intensity of the images pixels or regarded as a set of features extracted 
from the input images. The former solution leads to registration methodologies usually 
classified as intensity based, the latter, to methodologies classified as feature based 
(Hawkes, 2001). Hence, the registration algorithms based on the matching of features, 
such as points, surfaces and contours, are feature based. 
Different criteria have been used to classify the image registration methodologies (Maintz 
and Viergever, 1998), such as: dimensionality of the data to be registered (2D-2D, 2D-
3D, etc.), type of the transformation used (rigid, affine, curved, etc.), imaging modalities 
involved (monomodal, multimodal, model, atlas), sources of the datasets to be registered 
(intra-object, inter-object, object/atlas; i.e., in medical imaging, intra-subject, inter-
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subject, subject/atlas), kind of structures to be registered (such as head, thorax, abdomen, 
etc., in medical imaging) and the optimization procedure used (iterative or direct). One 
more common classification criterion is related to the amount of data used in the 
registration: a methodology is classified as global, if all the data in the images or in 
regions of interest (ROIs) are used, and as local otherwise, for example, when based on 
the matching of contour points. 
The most used similarity measures for intensity based registration methodologies are 
based on intensity differences, intensity cross-correlation and information theory. For 
intensity differences, common similarity measures are the sum of squared differences 
(SSD) or its normalization mean squared differences, also known as mean squared error 
(MSE). In the usual cross-correlation based methodologies, the cross-correlation or its 
normalization, such as the correlation ratio and the Pearson's correlation coefficient, have 
been used. For the information theory-based similarity measures, mutual information 
(MI) is one of the most used (Pluim et al., 2004), others are, the normalized mutual 
information and conditional mutual information. 
For feature based registration methodologies, a large variety of similarity measures have 
been used. Depending on the features addressed, the same similarity measures indicated 
for the intensity based methodologies can be used, or new measures more related to the 
nature of the features involved can be adopted. 
For the image registration methodologies based on prior matching, a similarity measure 
can be used to establish the matching and another similarity measure can be used to 
establish the optimal geometric transformation. For instance, in Oliveira and Tavares 
(2009b) and Oliveira et al. (2009a) the matching between the contours in the input images 
using a geometric criterion based on the curvature along the contours and on the internal 
distances among the contour pixels is initially defined, and then a statistical criterion is 
used to define the optimal geometric transformation involved based on the matching 
previously established. On the other hand, in Oliveira and Tavares (2012c) the same 
criterion is used to establish the matching, but to achieve the optimal geometric 
transformation the minimization of the sum of squared distances among the matched 
contours points is used. 
As aforementioned, there are many feature based registration methodologies that do not 
rely on matching. For instance, in methodologies based on the principal axes technique 
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(Alpert et al., 1990), which are feature based, the registration is obtained using a set of 
image descriptors extracted from the input images without establishing the matching 
among features in the images. On the other hand, most of the image registration 
methodologies based on intensity search iteratively for the geometric transformation that 
optimizes the similarity measure among the intensities of the input image pixels. 
However, the optimal transformation can also be directly obtained, for instance, using the 
Fourier transform and associated properties (Oliveira et al., 2010a). 
A rigid geometric transformation, i.e. a transformation defined by a shift and a rotation, is 
mainly applied to the registration of rigid structures of the same subject or as a pre-
registration before a more complex geometric transformation. A similarity geometric 
transformation, which includes a shift, a rotation and a global linear scaling, and an affine 
geometric transformation can also be used as a pre-registration or when the registration 
problem does not allow the use of a curved transformation (Oliveira and Tavares, 2012b). 
Generally, most approaches for medical image registration are based on curved geometric 
transformations (Oliveira and Tavares, 2012b), since almost all anatomical parts of the 
human body are deformable structures. Curved geometric transformations can be broadly 
divided into two groups: free-form deformations, in which any deformation is allowed; 
and guided deformations, in which the deformation is controlled by a physical model that 
takes into account the material properties, such as tissue elasticity or fluid flow (Oliveira 
and Tavares, 2012b). 
There is not an image registration methodology that can be used successfully in all kinds 
of medical image registration problems. Issues such as, the imaging modalities involved, 
the structures to be matched or registered, the goal of the registration and the degree of 
misalignment of the input images must be taken into account in the development of an 
image registration methodology (Oliveira and Tavares, 2012b). Crucial choices are: the 
similarity measure, the optimization strategy, and the geometric transformation allowed. 
2. Main aims of this PhD project 
The key aims defined for this PhD project were the following: 
 Development of new computational methodologies for the matching and 
registration of structures represented in images (2D and 3D), especially in the 
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medical area. These methodologies are specifically to assist the clinician in the 
analysis of medical images. 
 The methodologies should be capable of aligning images from common medical 
imaging modalities; for instance, X-ray, CT, PET and SPECT. The methodologies 
should be able to match or align images from the same or different patients, 
obtained by the same or distinct imaging modalities. 
 The methodologies should be automated, robust and fast. 
 The methodologies should be tested and validated using synthetic and real cases. 
3. Thesis organization 
This Thesis is organized in two main parts. In this first part, Part A, which is divided into 
six sections, the central theme of this project is introduced and the key objectives initially 
defined for this PhD are identified (previous two sections). Afterwards, the work 
developed is described and the main contributions achieved are identified. Finally, the 
conclusions are pointed out, and possible future works are suggested. The second part, 
Part B, is a selection of 10 articles. These articles were chosen from the ones that were 
produced during this project. The selected documents describe and discuss in detail all the 
methods that were developed as well as the applications that were addressed in the scope 
of this Thesis, which are briefly introduced in the next section. 
4. Description of the work developed 
During this PhD project, several matching and registration methodologies were developed 
and implemented. They were mainly based on contours extracted from the input images 
or on pixel or voxel intensities and were evaluated using different kinds of medical 
images (2D, 3D and 2D image sequences). The image registration techniques developed 
were integrated into computational solutions for automated analysis and quantification of 
the structures presented in the input images. These methodologies and the applications 
addressed are briefly referred to in this section, after addressing the review on medical 
image registration that was produced during this project. It should be noted that, as 
already explained, the complete description and discussion of the works and applications 
addressed in this section are given in the articles included in Part B of this Thesis. 
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4.1 State-of-the-art review 
Based on the investigation developed during this PhD project, a review on medical image 
registration was carried out (Oliveira and Tavares, 2012b) – Part B - Article 1: 
Title: Medical Image Registration: a Review 
Authors: Francisco P. M. Oliveira, João Manuel R. S. Tavares 
Journal: Computer Methods in Biomechanics and Biomedical Engineering (2012), DOI: 
10.1080/10255842.2012.670855 (in press) 
Brief description: The main goals of this paper are: to be an introduction to the field, 
provide information on the work that has been developed in the medical image 
registration area and to be a suitable reference for those who are looking for medical 
image registration methods for a specific application. After an introduction to the topics 
of image matching and registration, the key steps of the usual methodologies, common 
geometric transformation models, similarity measures, optimization algorithms and 
accuracy assessment techniques are described and discussed. 
4.2 Matching and registration of 2D images 
This PhD project is the continuation of the work developed in the Author’s MSc project 
(Oliveira, 2008). The two main contributions of the MSc project were: 
(1) A new optimal assignment algorithm based on dynamic programming with order 
preserving constraint and its application to the problem of establishing the global 
matching between two sets of ordered contour points (Oliveira and Tavares, 
2008). In the experimental tests carried out the algorithm gave an optimum 
performance when compared with the classic assignment algorithms: Hungarian 
Method, Simplex for Flow Problems and LAPm. The matching quality of the new 
algorithm was an improvement when compared to the matching obtained by the 
three algorithms mentioned. This was because there are never any cross matches 
using the new algorithm which is not the case when using these conventional 
algorithms. Moreover, the new assignment algorithm proved to be several times 
faster than the other three algorithms on the dataset used. 
(2) Definition of a new cost matrix to quantify the affinity among the points of two 
ordered contours, which is built using information on the curvature along each 
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contour and on the distances of each point to the centroid of the corresponding 
contour. This new cost matrix was compared with the cost matrix obtained by the 
geometric modeling approach proposed by Shapiro and Brady (Shapiro and 
Brady, 1992), in a diversified dataset and using the same optimal assignment 
algorithm (Oliveira and Tavares, 2008). The results showed that the matching and 
the geometric transformation obtained based on the new cost matrix were of 
higher quality and better than the ones obtained when the geometric modeling 
proposed by Shapiro and Brady was used. The new matching methodology also 
proved to be robust to shifts and rotations and to large global scaling. 
Initially, this PhD project was concerned with the preparation of two papers related to the 
MSc project (Oliveira and Tavares, 2009b; Oliveira and Tavares, 2009a). Then, the PhD 
work continued with the development, implementation and evaluation of fully automated 
methodologies to align plantar pressure images, i.e. images representing the foot/ground 
interaction. The first work that was developed based on these images is described in 
Oliveira et al. (2009a) – Part B - Article 2: 
Title: Rapid Pedobarographic Image Registration based on Contour Curvature and 
Optimization 
Authors: Francisco P. M. Oliveira, João Manuel R. S. Tavares, Todd C. Pataky 
Journal: Journal of Biomechanics (2009), 42(15):2620-2623 
Brief description: This paper presents a fully automated methodology to align 2D plantar 
pressure images. It is based on the work previously described in Oliveira and Tavares 
(2009b), but here was adapted for plantar pressure images, including the development of 
a segmentation algorithm. The solution developed starts by extracting the boundary points 
of the feet in the input images. Then, the points are ordered following a circular order, 
and the points that cannot be incorporated in the global ordered contour are eliminated. 
Next, the matching algorithm presented in Oliveira and Tavares (2009b) is used to 
establish the optimal matching. 
The matching algorithm developed starts by computing the cost to match each point of 
one contour to each point of a second contour, based on geometric criteria: the curvature 
at each contour point and the distances between each contour point and the correspondent 
contour centroid (Oliveira and Tavares, 2009b). In the next step is searched the global 
matching of the one-to-one type that minimizes the sum of the costs associated to each 
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individual match. The optimal matching is found respecting the circular order of the 
contour points to be matched, in order to avoid the establishment of crossed matches 
(Oliveira and Tavares, 2008). 
Based on the global matching found, a geometric transformation is then established 
between the two contours (Oliveira and Tavares, 2009b) and used in this work to register 
the two associated feet. The optimal geometric transformation is found based on the 
computation of the Euler 2D geometric transform in the complex plane that transforms 
each line segment defined by two points of one contour with its corresponding segment in 
the second contour. At this point, it should be noted that, if one contour T is defined by n 
points and a second contour S is defined by m points, with    , then it is possible to 
define          distinct segments in T and, consequently, compute          Euler 
geometric transformations that transform the segments defined in T in the corresponding 
segments in S. Then, based on statistical analysis, the optimal transformation is obtained 
from the set of          geometric transformations computed (Oliveira and Tavares, 
2009b). Since plantar pressure images of the same foot were to be registered in this 
application, it was used a rigid geometric transformation just for this application. Thus, in 
this case, the Euler geometric transforms were used to compute the rotation angle 
associated to the contours matched, being the optimal translation obtained by minimizing 
the distance among the matched points after the rotation correction. 
The solution was tested on the registration of 30 pairs of real plantar pressure images. The 
results were very accurate and showed a high processing speed. 
 
Continuing the registration of images based on the matching of contour points, a new 
optimal assignment algorithm based on dynamic programming was developed in the 
following work (Oliveira et al., 2009b) –  Part B - Article 3: 
Title: A Versatile Matching Algorithm based on Dynamic Programming with Circular 
Order Preserving 
Authors: Francisco P. M. Oliveira, João Manuel R. S. Tavares, Todd C. Pataky 
Conference: VIPimage 2009 – II ECCOMAS Thematic Conference on Computational 
Vision and Medical Image Processing. Porto, Portugal: Taylor & Francis, pp. 269-274 
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Brief description: This paper presents a new optimal assignment algorithm, which was 
applied to establish the best matching between two sets of ordered points given a cost 
matrix. Its main difference relative to the previous optimization algorithm developed 
(Oliveira and Tavares, 2008) is that the number of matches to be found can be inferior to 
the number of points involved. Thus, by defining the number of matches inferior to the 
number of possible matches, the new optimization algorithm establishes the matching by 
minimizing the influence of outlier points. The tests showed that by defining the amount 
of matches slightly inferior to the number of possible matches, the registration of plantar 
pressure images were better than the ones found in a former study (Oliveira et al., 2009a). 
On matching silhouette contours from different objects, better results were also achieved 
by defining the amount of matches to be found slightly inferior to the number of potential 
matches than by matching all points as in the earlier optimization algorithm (Oliveira and 
Tavares, 2008). The differences in the alignment quality occurred mainly in cases with 
partial deformations or occlusions. 
The optimization algorithm used in this work can be explained as follows. Let one 
suppose that there are two input contours, the template and the source contours, defined 
by two sets of points sequentially ordered with dimensions n and m, respectively; and a 
matching cost matrix C, with each element ijc  representing the cost to match the point i 
of the template contour with the point j of the source contour. Without loss of generality, 
let one assume that mn   and the objective is to establish only p matches )( np   of one-
to-one type. As such, the goal is to establish the matching that presents the minimum sum 
of all p individual match costs and preserves the original order of the points to be 
matched, in order to avoid crossed matches. It should be noted that the establishment of 
the optimal p matches is distinct than the establishing of the optimal n matches and then 
chose the p matches of minimum cost among those n optimal matches. 
The preserving of the original order of the points to be matched implies that if a point i of 
the template contour is matched with a point j of the source contour and for any integer 
0a  a point ai   of the template contour is matched with a point bj   of the source 
contour, then 0b . 
The method used to obtain the optimal global matching that preserves the original order 
of the points to be matched is based on the dynamic programming paradigm. Adopting 
the traditional dynamic programming notation, let one define the stage variable k, the 
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state variable s and the function of minimum cost  sfk . By other words, the value of k 
indicates the number of the match that is being established ( pk  ), and the value of s 
defines each possible match for each value of the stage variable k. At the end, p matches 
are going to be established and, depending on the values of n, m and p, for each match 
several candidates may exist. At each stage k, if one wants to define the match associated 
to that stage, it is necessary to exclude of the search 1p  rows and 1p  columns of the 
cost matrix for the remainder 1p  matches. Thus, at each stage k, the search space is a 
sub matrix of the cost matrix with dimension equal to    11  pmpn , which 
means that there are    11  pmpn  possible matches for each stage. Finally, 
each value of  sf k  represents the minimum cost to establish the matches k...,,2,1 , 
considering that the k-match is defined by the value of the state variable s. 
For simplicity of notation, let one define  xys , , where 1,...,2,1  pny  and 
1,...,2,1  pmx . Thus, the cost function f is given by: 
 
  






 1  if   ,'1'1:','min
1 if     ,
,
1;11 kcxxyyxyf
kc
xyf
xkykk
yx
k
. (1) 
It should be noted that f is computed sequentially and each value of f at a stage 0k  
depends on the values obtained in the previous stages. 
Each value  xyf k ,  is stored in a table with p rows (the total number of matches desired) 
and    11  pmpn  columns (the number of possible matches at each stage). 
After the computation of all  xyf k , , the next step is to perform a search in the table built 
in order to find the global matching that has the minimum cost. The minimal value found 
in the last row of the table is the total cost to establish the p matches of the minimum total 
cost. Based on the column index of the minimal value found in the last row, the match p 
can be obtained. The remainder matches can then be found based on a search in the 
remainder rows of the same table. 
The global one-to-one matching obtained using the process described above respects the 
original order of the points to be matched and has the minimum cost. However, in a 
closed contour, any point could be selected as the first point. To solve this problem, the 
points of the template contour are sequentially reordered: previous point 2 becomes point 
1, previous point 3 becomes point 2 and so on until previous point 1 becomes point n, 
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with n as the number of points involved. Then, for each of the new orders, the 
optimization matching algorithm is used to determine the matching that has the minimum 
cost. It should be noted that there are used n different orders, in the total, for the points of 
the template contour - here designed as absolute orders; however, the circular order of the 
points is preserved. Finally, the matching of minimum cost is chosen among all matching 
of minimum costs found that respect the successive absolute orders. It should be observed 
that the re-ordering process needs to be performed only in one of the two contours, 
preferentially in the one that has fewer points. Besides, in both contours, the indexing of 
the points needs to be done in the same sense, both adopting a clockwise or counter-
clockwise order. 
For a better understanding on the matching process adopted, the following example can 
be analyzed. Let one suppose the matching cost matrix: 













2
2
4
1
5414
3154
2325
2326
C
 
that represents the matching cost between a template contour that has 4 points and a 
source contour that has 5 points, and the goal is to search for the matching of minimum 
cost for only 3 matches. The displacement of the values in matrix C is in agreement with 
the initial absolute order of the points. To find the global matching of minimum cost, 
there are 3 stages (equal to the number of matches to be established) and for each stage, 
there are 6 states     4 3 1 5 3 1     . As such, applying Equation (1) into this 
example, one has that the smallest value of f at the last stage is   53,23 f ; thus, this 
value is the total minimum cost to establish 3 matches preserving the initial absolute 
order. 
To obtain the optimal global matching that preserves the circular order, the rows of 
matrix C are successively reorganized, as described above, and the optimal matching that 
preserves each new absolute order is found. 
In this example, the best optimal global matching that preserves the circular order has a 
total cost equal to 4 and is defined by entries 15c , 22c  and 33c  of the initial matrix C, 
which means that, for the initial absolute order, point 1 of the template contour is matched 
with point 5 of the source contour, point 2 of the template contour is matched with point 2 
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of the source contour, and point 3 of the template contour is matched with point 3 of the 
source contour. If an assignment algorithm without order preserving constraint was used, 
the optimal minimum cost would be equal to 3; however, a crossed match would appear 
(Figure 1). 
 
Figure 1: Illustration of three different optimal matchings for the example discussed: On the left side, one 
of the two optimal matchings obtained preserving the initial absolute order of the points; on the middle, the 
matching obtained preserving the circular order of the points; and on the right, the matching obtained 
without order constraint. (The smaller circumferences represent the template contour and the larger 
ones represent the source contour; the thinner lines represent the matches, and the numbers 
are the original indexes of the points in both contours.) 
 
The alignment of the structures in the input images obtained by using the previously 
referred methods (Oliveira and Tavares, 2009b; Oliveira et al., 2009a; Oliveira et al., 
2009b) is based on the matching of their contours; that is, they are based on local 
information and do not use all the data in the images. In some applications the registration 
based on local information cannot be effective, for example, by neglecting specific image 
information. The next step of this project is concerned with the development of global 
registration methodologies based on pixel intensities (Oliveira et al., 2010a) – Part B - 
Article 4: 
Title: Registration of Pedobarographic Image Data in the Frequency Domain 
Authors: Francisco P. M. Oliveira, Todd C. Pataky, João Manuel R. S. Tavares 
Journal: Computer Methods in Biomechanics and Biomedical Engineering (2010), 
13(6):731-740 
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Brief description: This paper describes an image registration methodology based on 
Fourier transform properties. Three solutions are presented and discussed: one based on 
the direct optimization of the cross-correlation between the intensity of the images, 
another on direct minimization of the SSD between the intensity of the images, and a last 
one based on the phase correlation technique. All the solutions take advantage of the fast 
Fourier transform algorithms available and the properties of the Fourier transforms, and 
allow rigid and similarity geometric transformations. The solutions were applied to the 
registration of plantar pressure images, and all revealed high accuracy and fast processing 
speeds. Furthermore, the methodologies have proved to be highly robust to rotations, 
shifts and scaling deformations, and to image noise. 
 
The work concerning the registration of plantar pressure images continued with a 
comparison among three registration methodologies (Oliveira et al., 2010b): frequency 
based (Oliveira et al., 2010a), contour matching based (Oliveira et al., 2009a) and 
principal axis based. 
The development of methodologies to register 2D images continued by proposing a new 
hybrid registration methodology that was applied on plantar pressure images (Oliveira 
and Tavares, 2011a) – Part B - Article 5: 
Title: Novel Framework for Registration of Pedobarographic Image Data 
Authors: Francisco P. M. Oliveira, João Manuel R. S. Tavares 
Journal: Medical & Biological Engineering & Computing (2011), 49(3):313-323 
Brief description: This paper presents a hybrid registration methodology. The solution 
developed first establishes an initial registration that is subsequently improved by the 
optimization of a selected image similarity measure. For the initial registration, two 
different solutions were implemented: one based on the matching of foot contours 
(Oliveira et al., 2009a) and the other based on the direct maximization of the cross-
correlation computed in the frequency domain (Oliveira et al., 2010a). In the final 
registration, a multidimensional optimization algorithm based on Powell's method is 
applied with the goal of optimizing one of the following image similarity measures: the 
MSE, the MI and the exclusive or (XOR). The computational solution was applied on the 
registration of plantar pressure images from the same and different feet. The framework 
proved to be extremely accurate and fast, and obtained superior XOR and identical MSE 
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values when compared to the best values reported in previous studies for the same dataset 
(Pataky et al., 2008; Oliveira et al., 2009a; Oliveira et al., 2010a). Regarding the inter-
subject registration, similarity, affine, projective and curved geometric transformations 
were included in the framework developed and successfully tested. 
 
All methods developed to register plantar pressure images were then fully compared and 
discussed (Oliveira and Tavares, 2011b; Oliveira and Tavares, 2012c) – Part B - Article 
6: 
Title: Registration of Plantar Pressure Images 
Authors: Francisco P. M. Oliveira, João Manuel R. S. Tavares 
Journal: International Journal for Numerical Methods in Biomedical Engineering (2012), 
28(6-7):589-603 
Brief description: In this paper, five methodologies developed for the registration of 
plantar pressure images are compared. The accuracy and robustness of the methodologies 
were assessed by using images from three common plantar pressure acquisition devices: a 
Footscan system, an EMED system, and a light reflection system. All methodologies 
revealed to be very accurate even in the presence of noise. The most accurate was the 
methodology based on the iterative minimization of the MSE among the pixel intensities. 
On the other hand, the fastest was the methodology based on image contour matching, but 
its accuracy was the lowest. 
 
The work on plantar pressure images continued with the development of an automated 
methodology to classify, segment and quantify variables related to the foot (Oliveira et 
al., 2012) – Part B - Article 7: 
Title: Towards an Efficient and Robust Foot Classification from Pedobarographic 
Images 
Authors: Francisco P. M. Oliveira, Andreia Sousa, Rubim Santos, João Manuel R. S. 
Tavares 
Journal: Computer Methods in Biomechanics and Biomedical Engineering (2012), 
15(11):1181-1188 
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Brief description: A new computational framework for automatic foot classification 
from digital plantar pressure images is presented in this paper. The framework segments 
and classifies the foot as left or right, and calculates two well-known footprint indices: 
Cavanagh's arch index and the modified arch index. The main idea of this methodology is 
the normalization of the foot under study by registering it to a previously defined template 
image. As such, after the geometric normalization process, the foot under study has the 
desired orientation, placement and dimension. Thus, the segmentation and computation of 
the footprint indices became easier. The accuracy of the framework was evaluated using a 
set of plantar pressure images from two of the most common pedobarographic devices: 
Footscan system and EMED system. The results were outstanding, since all feet under 
analysis were correctly segmented and classified as left or right and no significant 
differences were observed between the footprint indices calculated using the framework 
and the traditional manual method. The robustness of the framework to arbitrary foot 
type, orientation and acquisition device was also tested and confirmed. 
 
Even though the registration methodologies developed for 2D images have been applied 
mainly on the registration of pedobarographic images, they can be used to register 
different kinds of images and structures. For example, in Part B - Article 1 the 
methodology based on the matching of the contours in the input images is used to register 
the corpus callosum in MRI images. 
4.3 Spatio-temporal registration of 2D image sequences  
Sequences of 2D images have been acquired frequently to study complete footsteps. 
Thus, to facilitate the comparison of two or more footsteps from the same or different 
subjects, the spatial alignment must be complemented with the temporal alignment. To 
address this issue, a new spatio-temporal registration framework was developed (Oliveira 
et al., 2011) – Part B - Article 8: 
Title: Spatio-Temporal Alignment of Pedobarographic Image Sequences 
Authors: Francisco P. M. Oliveira, Andreia Sousa, Rubim Santos, João Manuel R. S. 
Tavares. 
Journal: Medical & Biological Engineering & Computing (2011), 49(7):843-850 
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Brief description: Given two footsteps represented by two plantar pressure image 
sequences, the methodology developed carries out the spatial and temporal alignment of 
the footsteps. Consequently, the spatial correspondence of the foot regions along the 
sequences as well as the temporal synchronizing are automatically obtained. In terms of 
spatial alignment, the methodology can use one of four possible geometric transformation 
models: rigid, similarity, affine or projective. In the temporal alignment, a polynomial 
transformation up to the 4
th
 degree can be adopted in order to model linear and curved 
time behaviors. The spatio-temporal alignment is obtained in two main steps. First, a 
spatial pre-alignment is made by aligning the peak pressure images built from the 
sequences; and, simultaneously, a temporal pre-alignment is obtained by making a linear 
correspondence between the first and last images of both footstep sequences, respectively. 
The second step is the optimization of the spatio-temporal alignment using an iterative 
optimization algorithm, starting from the pre-alignment obtained in the previous step. The 
methodology was tested on a dataset of real image sequences acquired by an EMED 
system. When applied on synthetically warped sequences, the methodology revealed high 
accuracy and robustness. The real sequences showed that the curved temporal models 
produce better results than the linear temporal model. 
 
An improvement of the spatio-temporal registration referred to above was achieved by 
using B-Splines to modulate the time variable. Linear and cubic B-splines with different 
knots spacing in order to control the local components of the temporal deformation were 
used (Oliveira and Tavares, 2012a) – Part B - Article 9: 
Title: Enhanced Spatio-Temporal Alignment of Plantar Pressure Image Sequences using 
B-splines 
Authors: Francisco P. M. Oliveira, João Manuel R. S. Tavares 
Journal: Medical & Biological Engineering & Computing (2012), DOI: 10.1007/s11517-
012-0988-3 (in press) 
Brief description: This new spatio-temporal alignment solution carries out the temporal 
alignment of the plantar pressure image sequences by modeling the time behavior using 
linear or cubic B-splines. The spatial alignment is carried out as in the previous 
methodology developed for spatio-temporal alignment (Oliveira et al., 2011). The 
methodology was tested on a dataset of 156 real image sequences, three sequences per 
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subject's foot, acquired using an EMED system. On using synthetic temporal 
deformations, the methodology proved to be very accurate for temporal alignments using 
cubic B-splines (error inferior to 0.25 milliseconds). When applied to align real 
sequences, unknown transformation, the cubic B-splines also achieved the best results. 
The influence of the temporal alignment on the dynamic behavior of the center of 
pressure (COP) trajectory was assessed by computing the intraclass correlation 
coefficients (ICC) before and after the temporal alignment. The ICCs results showed that 
the temporal alignment can increase the consistency of the COP trajectories in plantar 
pressure sequence trials. 
4.4 Registration of 3D images 
Several solutions have been developed and implemented for the registration of 3D images 
from the same or distinct modalities and from the same or different subjects. The 
methodologies are based on the optimization of a similarity measure related to the voxel 
intensities, using rigid, affine or curved geometric transformations. 
A good initial alignment is needed before the final optimization in many cases, otherwise 
the optimization algorithm can converge for a local optimum far from the desired solution 
or even diverge. Therefore a solution based on the optimization of the cross-correlation 
computed in the frequency domain was developed. This solution is similar to the 
methodology presented by Lucchese and coworkers (Lucchese et al., 2002) and can be 
applied to images from the same modality, and it is robust to arbitrary rotations and shifts. 
Several solutions were applied in the final registration optimization. In the registration of 
images from different subjects, curved image registration methodologies based on cubic 
B-splines (Rueckert et al., 1999) were tested on brain and thorax CT images. In these 
cases, MI and SSD were used as similarity measures. 
A computational solution for the registration and fusion of CT and SPECT images from 
the same subject was also developed and tested. An example of CT-SPECT fusion after 
the registration obtained by using the methodology developed can be seen in Figures 2 
and 3. 
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Figure 2: Fusion of CT and SPECT images from the same patient after the registration process. The slices 
shown were chosen to evidence the lesion detected. 
 
Figure 3: 3D rendering of the image fusion represented in Figure 2. 
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A dedicated computational solution developed for the segmentation and quantification of 
the basal ganglia nuclei based on 3D 
123
I-FP-CIT SPECT images was tested with success. 
123
I-FP-CIT, usually known by its commercial name DaTSCAN (GE Healthcare, UK), is 
a radiopharmaceutical used in brain studies to evaluate the availability of dopamine 
transporters in the putamen and caudate nucleus of the basal ganglia. This allows an 
investigation of the functionality of the nigrostriatal dopaminergic neurons. The 
DaTSCAN SPECT images are commonly used to assist in the diagnosis of Parkinson's 
disease and distinguish this dementia from other similar neurological diseases – Part B - 
Article 10: 
Title: A Robust Computational Solution for Automated Quantification of Binding 
Potentials based on DaTSCAN SPECT Images 
Authors: Francisco P. M. Oliveira, Diogo Borges Faria, Durval Campos Costa, João 
Manuel R. S. Tavares 
Brief description: The computational solution developed starts by normalizing the 
intensities and is followed by the registration of the DaTSCAN (GE Healthcare, UK) 
image under study with a previously built template image. Next, the binding potentials, 
which are a ratio between the counts in the basal ganglia region and the counts in the 
parieto-occipital region, are computed based on the regions of interest defined by the 
template image. Then, the basal ganglia region identified on the DaTSCAN image under 
study is segmented, and its dimensions are quantified. The data obtained from the image 
under study are automatically compared with the values of a reference dataset. The 
solution was tested using a dataset of 38 DaTSCAN SPECT images: 28 images were from 
patients with Parkinson’s disease and the remainder from normal patients. The results 
revealed a high ICC between the manual and the automated quantification of the binding 
potentials (ICC = 0.980). The solution also proved to be robust against different patient 
positions, as an almost perfect agreement between the binding potentials was found (ICC 
= 1.000). 
5. Main contributions achieved 
During the PhD project, several contributions to the field addressed were achieved. The 
most important were the following: 
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 Development of a novel methodology to align plantar pressure images based on 
the matching of contour points. This methodology includes a new segmentation 
algorithm custom designed to extract and order the points representing the 
external contour of the feet. 
 Development of a new optimization assignment algorithm based on dynamic 
programming, which relative to the previous assignment algorithm developed with 
order preserving constraint (Oliveira and Tavares, 2008), has the capability to 
reduce the influence of outliers on the global matching. 
 Development of a new hybrid registration methodology, which has as its main 
advantages the high accuracy that the registration methodologies based on the 
iterative optimization can achieve, and greater robustness against arbitrary foot 
orientation, displacement and dimensions than previous methodologies (Oliveira 
et al., 2009a; Oliveira et al., 2010a). 
 Development of a fully automated methodology to normalize and segment the 
foot represented in plantar pressure images. The main contribution of this 
methodology is its robustness to arbitrary foot orientation, size and shape; and its 
versatility, since it can be used on images from different acquisition devices, 
thereby overcoming any software limitations of such devices. 
 Development of a new methodology for the spatio-temporal alignment of 
complete footsteps in plantar pressure image sequences. As far as we know, this is 
the first methodology developed for such an application, which can have a high 
impact on biomechanical studies based on the analysis of plantar pressure images. 
 Development of a new methodology to automatically quantify the binding 
potentials and segmentation of the basal ganglia region in DaTSCAN SPECT 
images. Although there are some previous methodologies for the automated 
quantification of the binding potentials of the basal ganglia nuclei based on 
DaTSCAN SPECT images, the computational solution proposed here is unique: 
beside the computation of the binding potentials, the solution determines the 
dimensions of the radioactive region associated to each basal ganglia and makes a 
statistical comparison relatively to a reference dataset. 
 Based on the work developed during this PhD project, 8 papers were published in 
international journals, 3 papers were published in international conferences, 6 
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abstracts were published in international conferences, and 6 invited talks were 
given. 
6. Final conclusions and future work perspectives 
6.1 Conclusions 
As can be seen from the previous sections, during this PhD project considerable work was 
developed to address the matching and registration of structures in images and test their 
use on medical applications. Briefly, new methodologies were developed for the 
registration of 2D and 3D images, and for the spatio-temporal registration of sequences of 
2D images. 
The methodologies developed for the registration of 2D images were essentially applied 
to register plantar pressure images, but they can be successfully applied to other kinds of 
images and organs. On the other hand, the spatio-temporal registration methodologies 
developed were specially designed to be applied on plantar pressure image sequences 
representing complete footsteps. 
Regarding 3D images, registration methodologies were developed for the registration of 
CT-CT, SPECT-SPECT and CT-SPECT images. For the CT-SPECT registration, an 
image fusion methodology was also developed, which allows the assessment of the 
registration quality and, at the same time, the building of a new image integrating the 
information obtained from both modalities. 
The registration methodologies were integrated into computational frameworks to allow 
automated segmentation, quantification and analysis of the structures in the images. 
Examples include the solution developed for automated normalization, segmentation and 
classification of the foot and the computation of its arch indices based on plantar pressure 
images (Part B - Article 7); and the solution for the automated quantification, 
segmentation and statistical comparison of DaTSCAN SPECT images (Part B - Article 
10). 
All methodologies developed for registration, quantification, classification and 
segmentation of structures in images were successfully evaluated on synthetic and real 
images, always attaining satisfactory accuracy, robustness and processing speed, as can 
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be seen among all the articles included in Part B of this Thesis. All methodologies were 
implemented using C++ programming language, and integrating open-source software 
toolkits when pertinent. 
As a final conclusion of this PhD project, the initial goals were successfully reached. This 
is confirmed by the fact that the works developed were published in several international 
journals or presented at international conferences. 
6.2 Future work perspectives 
Future work perspectives can be broadly divided into two main groups. One is the direct 
continuation of the work developed during this PhD project: 
 Apply the methodology developed for the matching of sets of 2D and 3D points 
extracted from images, not necessarily organized into contours, in the registration 
of other kinds of medical images or structures. 
 Continue the improvement of the methodology developed for the registration and 
fusion of CT and SPECT images. The solution already developed is general, but, 
since the SPECT images are highly dependent on the radiopharmaceutical used, 
the patient's disease and body part, it is necessary to develop dedicated 
methodologies for each specific situation. 
 Study the behavior in different population groups of several variables related to 
barefoot walking represented in plantar pressure image sequences. In other words, 
for each population group, a dataset should be built, then those groups should be 
compared based on global variables or at a pixel level using statistical tests. As 
such, the classification of different walking patterns between groups will be 
possible. 
The other group of possible future works includes developments similar to the ones 
achieved during this project, but applied to different images or even to particular diseases, 
such as: 
 The use of the registration methodologies developed in longitudinal studies; for 
example, in the follow-up of diseases or treatment plans. 
 Development of computational solutions for the automated quantification of 
variables related to medical images and diseases. For example, a study similar to 
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the one done with the 
123
I-FP-CIT SPECT images could be done using the 
123
I-
IBZM radiopharmaceutical. 
 Development of registration methodologies to be used on the automated 
segmentation of organs or other structures represented in medical images. In these 
cases, segmentation methodologies work better if suitable clues on the localization 
and/or shape of the structure under study are used. Thus, the goal of the 
registration in such cases will be to give a good initial localization and shape of 
the desired structure. Examples of organs to which this approach can be applied 
include, for example, structures of ear and organs of the pelvic cavity, i.e., organs 
with complex topology or that usually suffer occlusions. 
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Abstract 
This paper presents a review of automated image registration methodologies that have 
been used in the medical field. The aim of this paper is to be an introduction to the field, 
provide knowledge on the work that has been developed and to be a suitable reference for 
those who are looking for registration methods for a specific application. The registration 
methodologies under review are classified into intensity or feature based. The main steps 
of these methodologies, the common geometric transformations, the similarity measures, 
and accuracy assessment techniques are introduced and described. 
 
Keywords: computational methods; image analysis; image alignment, matching, 
warping; geometrical transformations; similarity measures; optimization. 
1. Introduction 
Image registration, also known as image fusion, matching or warping, can be defined as 
the process of aligning two or more images. The goal of an image registration method is 
to find the optimal transformation that best aligns the structures of interest in the input 
images. Image registration is a crucial step for image analysis in which valuable 
information is conveyed in more than one image; i.e., images acquired at different times, 
from distinct viewpoints or by different sensors can be complementary. Therefore, 
accurate integration (or fusion) of the useful information from two or more images is very 
important. 
Much of the research that has been developed for medical image analysis was devoted to 
image registration (Pluim and Fitzpatrick, 2003). Applications of image registration in the 
medical field include: fusion of anatomical images from Computed Tomography (CT) or 
Magnetic Resonance Imaging (MRI) images with functional images from Positron 
Emission Tomography (PET), Single-Photon Emission Computed Tomography (SPECT) 
or Functional Magnetic Resonance Imaging (fMRI); intervention and treatment planning 
(Gering et al., 1999; Gering et al., 2001; Staring et al., 2009); computer-aided diagnosis 
and disease following-up (Huang et al., 2009); surgery simulation (Miller et al., 2010); 
atlas building and comparison (Freeborough and Fox, 1998; Ganser et al., 2004; Joshi et 
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al., 2004; Leow et al., 2006; Wu et al., 2009; Gooya et al., 2011); radiation therapy 
(Lavely et al., 2004; Foskey et al., 2005); assisted/guided surgery (Maurer et al., 1997; 
Hurvitz and Joskowicz, 2008; Huang et al., 2009; King et al., 2010); anatomy 
segmentation (Collins and Evans, 1997; Frangi et al., 2003; Dornheim et al., 2005; Martin 
et al., 2008; Isgum et al., 2009; Gao et al., 2010; Zhuang et al., 2010; Oliveira et al., 
2012); computational model building (Grosland et al., 2009); and image subtraction for 
contrast enhanced images (Maksimov et al., 2009). For PET and SPECT images, 
registration has also been useful for correct scatter attenuation and partial volume 
corrections based on CT images (Hajnal et al., 2001; Bai and Brady, 2011). 
Medical image registration has been developed for almost all anatomic parts or organs of 
the human body: brain (Kassam and Wood, 1996; Collignon et al., 1997; Itti et al., 1997; 
Studholme et al., 1997; Gering et al., 2001; Guimond et al., 2001; Shen and Davatzikos, 
2002; Zhu and Cochoff, 2002; Hipwell et al., 2003; Shen, 2004; Xie and Farin, 2004; Wu 
et al., 2006b; Ashburner, 2007; Shen, 2007; Duay et al., 2008; Bhagalia et al., 2009; 
Postelnicu et al., 2009; Xu et al., 2009; Liao and Chung, 2010; Auzias et al., 2011; Cho et 
al., 2011; Mayer et al., 2011), retina (Cideciyan, 1995; Stewart et al., 2003; Fischer and 
Modersitzki, 2004; Matsopoulos et al., 2004; Lin and Medioni, 2008; Tsai et al., 2010), 
chest/lung (Mattes et al., 2003; Bhagalia et al., 2009), whole thorax (Loeckx et al., 2003), 
breast (Rueckert et al., 1999; Rohlfing et al., 2003; Schnabel et al., 2003; Washington and 
Miga, 2004; Karaçali, 2007; Serifovic-Trbalic et al., 2008), abdomen (liver, kidney and 
spleen) (Brock et al., 2005), prostate (Foskey et al., 2005; Alterovitza et al., 2006), entire 
body (Shekhar et al., 2005), cervical (Staring et al., 2009), heart (Dey et al., 1999; 
Shekhar and Zagrodsky, 2002; Rhode et al., 2003; Shekhar et al., 2004; Ledesma-
Carbayo et al., 2005; Grau et al., 2007; Huang et al., 2009), pelvis (Hamilton et al., 1999; 
Shen, 2004; Shen, 2007), wrist (Giessen et al., 2009), vascular structures (Hipwell et al., 
2003; Groher et al., 2009; Ruijters et al., 2009), bones (Andreetto et al., 2004; Heger et 
al., 2005; Tang et al., 2006; Hurvitz and Joskowicz, 2008), knee (Mahfouz et al., 2003; 
Yamazaki et al., 2004), and spine (Tomazevic et al., 2003). 
Recent improvements in medical imaging have allowed the acquisition of temporal image 
sequences. In comparison to static images, these sequences offer additional information 
about the motion of the imaged organs, such as the heart. Examples of spatiotemporal 
image registration of the heart can be found in (Ledesma-Carbayo et al., 2005; Perperidis 
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et al., 2005; Grau et al., 2007; Peyrat et al., 2010), and a solution for temporal plantar 
pressure image sequences registration is presented in (Oliveira et al., 2011). 
In the literature, several reviews on image registration methods can be found: overall 
image registration in (Brown, 1992; Zitová and Flusser, 2003; Salvi et al., 2007; 
Wyawahare et al., 2009), medical image registration in general (Elsen et al., 1993; Maintz 
and Viergever, 1998; Bronzino, 2000; Hajnal et al., 2001; Hill et al., 2001; Modersitzki, 
2004; Goshtasby, 2005; Fischer and Modersitzki, 2008; Slomka and Baum, 2009), and 
hierarchical non-linear medical image registration (Lester and Arridge, 1999). Also there 
are reviews that focus on specific anatomical parts, such as: cardiac (Mäkelä et al., 2002), 
retina (Laliberté et al., 2003), breast (Guo et al., 2006) and brain (West et al., 1997). 
Other surveys focus on the image similarity measure in (Penney et al., 1998; Pluim et al., 
2003; Pluim et al., 2004). 
A large number of software solutions have been presented for medical image registration; 
examples of free-open-source software packages include: FAIR (Modersitzki, 2009) – 
source code in Matlab; AIR (Woods et al., 1998a; Woods et al., 1998b) – source code in 
C; ITK (Ibáñez et al., 2005) – source code in C++; 3D Slicer (Gering et al., 1999; Pieper 
et al., 2004; Pieper et al., 2006) – almost all source code in C++; FLIRT (Jenkinson and 
Smith, 2001) – source code in C++; and Elastix (Klein et al., 2010) – source code in C++. 
Both 3D Slicer and Elastix are based on the ITK library. ART is also a free software 
package distributed as binary files for Linux and Mac operating systems. The well-known 
Statistical Parametric Mapping (SPM) (Friston et al., 1995b; Ashburner and Friston, 
1999) software package has been designed for the analysis of brain imaging data 
sequences, but it also includes a registration tool. An extended list of free software 
solutions for medical image analysis can be found on the Neuroimaging Informatics 
Tools and Resources Clearinghouse (NITRC) webpage. 
Besides free software for image registration, there are free medical images available for 
study purposes. For instance, on the BrainWeb project webpage, a simulated brain 
database with three MRI sequences (T1, T2, and proton-density) is available; and on the 
PET-SORTEO project webpage, simulated PET images are accessible. 
Several comparisons of image registration methodologies have been published. For 
instance, in (West et al., 1997) twelve registration methodologies, some fully automated 
and others with user interaction, were compared. Those methodologies were compared 
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for the registration of CT, PET and MRI brain volumes. The accuracy of the 
methodologies under comparison was assessed by relating the geometric transformation 
found with a gold standard obtained based on fiducial markers attached to the skull. In 
(Zhilkin and Alexander, 2004) the PA  Patch Algorithm (Zhilkin and Alexander, 2000) 
is compared with the AIR 3.0, COCGV, FLIRTFMRIB’s, IR, and SPM algorithms on 
monomodal registration by using affine geometric transformations. Regarding non-rigid 
registration, fourteen algorithms were compared in the registration of brains in (Klein et 
al., 2009), namely: AIR, ANIMAL, ART, Diffeomorphic Demons, FNIRT, IRTK, JRD-
fluid, ROMEO, SICLE, SyN, and four different SPM5 algorithms (“SPM2-type” and 
regular Normalization, Unified Segmentation, and the DARTEL Toolbox). Other 
comparisons can be found in (West et al., 1999; Hellier et al., 2003; Ardekani et al., 2005; 
McLaughlin et al., 2005; Yassa and Stark, 2009; Economopoulos et al., 2010). 
Image registration is often referred to as image fusion, image matching or image warping; 
however to avoid any ambiguities these terms will be designated the following definitions 
for the rest of this paper: image fusion is used to designate the process of combining two 
or more images into a single image; image matching, as the process of establishing the 
correspondences among the structures in input images without explicitly aligning them; 
and image warping, as the application of a geometric transformation on an input image. 
Also, “fixed image” is designated as the image that remains unchanged, and “moving 
image” as the image that is transformed using the “fixed image” as a reference. 
The main goals of this paper are to introduce the works done on medical image 
registration, and identify and introduce the key guidelines that have been defined and 
addressed. 
Although several reviews on medical image registration can be found, e.g. (Slomka and 
Baum, 2009), this review here has a wide coverage and is very general, as no particular 
attention is given to a specific multimodality image registration application, however, 
detailed information concerning the main steps of common registration algorithms is 
given. 
The paper is organized as follows: In the next section, the image registration 
methodologies are classified. Afterwards, common registration methodologies are 
introduced and explained, focusing on their main features, such as: geometric 
transformations, similarity measures and optimizers. Then, in section 4, the current 
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techniques for accuracy assessment are presented and, finally, in the last section, a 
discussion is addressed. 
2. Registration methodologies - classification 
Basically, the registration of input images requires the selection of the feature space, a 
similarity measure or alignment quality, a transformation type and a search strategy. A 
great number of medical image registration methodologies have been presented, and 
several criteria have been proposed to classify them. Elsen, Pol and Viergever (Elsen et 
al., 1993) classified the registration methodologies by the data dimensionality (1D, 2D, 
3D, 4D, …), source of the image features used to make the registration (intrinsic or 
extrinsic properties of patients), transformation domain (local or global), transformation 
elasticity (rigid, affine, projective or curved), tightness of property coupling (interpolating 
or approximating), parameter determination (direct or search-oriented), and interaction 
(interactive, semi-automatic or automatic). This classification scheme was further detailed 
and extended to nine fundamental criteria by Maintz and Viergever (Maintz and 
Viergever, 1998), where each criterion was divided into one or more sub-criteria (Table 
1). 
The registration of images from the same modality, but obtained using different 
acquisition parameters, such as, the registration of T1-MRI images with T2-MRI or 
proton density MRI images, are often classified as multimodal. 
Registration methodologies are also commonly classified using the feature space image 
information. This information may be the intensity of the raw voxels, the intensity 
gradient, statistical information related to the voxel intensity, or structures extracted from 
the images to be registered, such as, sets of points, edges, contours, graphs, surfaces and 
volumes. 
Registration methodologies based on voxel intensity are commonly known as intensity 
based, and those based on the geometrical structures extracted from the images as feature 
based or geometrical based (Hawkes, 2001). Other methodologies use the images in the 
frequency domain or the Fourier transform properties to achieve optimal registration, and 
are known as frequency or Fourier based. 
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Table 1: Medical image registration classification criteria proposed by Maintz and 
Viergever (Maintz and Viergever, 1998). 
Classification 
criteria 
Subdivision 
Dimensionality 
Spatial dimension: 2D/2D, 2D/3D, 3D/3D 
Temporal series 
Nature of the 
registration basis 
Extrinsic (based on 
foreign objects 
introduced into the 
imaged space) 
Invasive 
Stereotactic frame 
Fiducials (screw markers) 
Non-invasive 
Mould, frame, dental adapter, etc. 
Fiducials (skin markers) 
Intrinsic (based on 
patient) 
Landmark based 
Anatomical 
Geometrical 
Segmentation based 
Rigid models (points, curves, 
surfaces, volumes) 
Deformable models (snakes, nets) 
Voxel property 
based 
Reduction to scalars/vectors 
(moments, principal axes) 
Using full image content 
Non-image based (calibrated coordinate systems) 
Nature of 
transformation 
Rigid (only rotation and translations) 
Affine (translation, rotation, scaling and shearing) 
Projective 
Curved 
Domain of 
transformation 
Local 
Global 
Interaction 
Interactive 
Initialization supplied 
No initialization supplied 
Semi-automatic 
User initializing 
User steering/correcting 
Both 
Automatic 
Optimization 
procedure 
Parameters computed (the transformation parameters are computed directly) 
Parameters searched for (the transformation parameters are computed using 
optimization algorithms) 
Modalities involved 
in the registration 
Monomodal (CT/CT, MRI/MRI, PET/PET, CTA, etc.) 
Multimodal (CT/MRI, CT/PET, CT/SPECT, PET/MRI, MRI/US, etc.) 
Modality to model 
Patient to modality (align the patient with the coordinate system of the equipment) 
Subject 
Intrasubject (same subject) 
Intersubject (different subjects) 
Atlas 
Object 
Head (brain, eye, dental, etc) 
Thorax (entire, cardiac, breast, etc)  
Abdomen (general, kidney, liver, etc) 
Limbs 
Pelvis and perineum 
Spine and vertebrae 
 
Another common classification criterion for registration is based on the amount of image 
information that is used in the process. A methodology is classified as global, if all voxels 
presented in the region of the interest (ROI) are used. On the other hand, it is classified as 
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local, if only a part of the voxels in the ROI is used. Usually, the intensity based methods 
are global and the feature based methods are local. 
A common medical image, I, can be defined as a function 3:I D R R  ; that is, I is 
defined in a subset of a three dimensional space and has values in R. However, in some 
imaging modalities, like diffusion tensor magnet resonance imaging (DT-MRI), the image 
can have values in a multidimensional space. In this case, the images are also known as 
multichannel images, vector images or tensor images. In this work, no distinction has 
been made for this feature, and all images are assumed to be defined in a 3D space, since 
volumetric images are the most common image data type in medical imaging and two 
dimensional images can always be considered in a 3D space. 
3. Registration methodologies 
Most of the intensity based registration methodologies can be illustrated by the diagram 
in Figure 1. The main idea is to search iteratively for the geometric transformation that, 
when applied to the moving image, optimizes i.e. minimizes or maximizes a similarity 
measure, also known as the cost function. The similarity measure is related to voxel 
intensity and is computed in the overlapped regions of the input images. The optimizer 
has the function of defining the search strategy. The aim of the interpolator is to resample 
the voxel intensity into the new coordinate system according to the geometric 
transformation found. 
 
Figure 1: Diagram of the typical algorithms used in the intensity-based registration methodologies. 
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Whenever possible, a pre-registration transformation, which makes the moving images 
closer to the fixed imaged in terms of the similarity measure, is used as an initial solution 
for the registration algorithm. A good pre-registration allows a faster convergence of the 
optimizer and decreases the likelihood of convergence to a local optimum. 
For the feature based registration methodologies there are two main approaches to search 
for the optimal transformation after the feature segmentation process in the input images: 
1) the matching among features is established using some criterion, e.g. based on 
geometrical, physical or statistical properties. Then, the geometric transformation is 
established based on the matching found (Figure 2). An example of such approach is 
when the features extracted, i.e. segmented, from the input images, are sets of points and 
each point is represented by a descriptor. Then, the “corresponding costs” are the 
“distances” between the descriptors of the possible point pairs, and the similarity measure 
between the input images is usually given by the sum of all the “corresponding costs” 
established (Bastos and Tavares, 2004; Oliveira and Tavares, 2009; Oliveira et al., 
2009a). As such, this approach is reliable when the descriptors used are invariant to the 
geometric transformations to be assessed. 2) the matching and the transformation are 
defined concurrently based on the optimization of a similarity measure between the 
features extracted from the input images. The algorithm of this registration approach is 
quite similar to the algorithm in Figure 1; however, in this case, rather than the original 
intensity images, the features extracted are used to define the registration result. 
The registration methodologies based on image moments, such as the principal axes 
technique (Faber and Stokely, 1988; Alpert et al., 1990; Dhawan et al., 1995), can be 
classified as feature based, since the basis of the registration is a set of image descriptors 
extracted from the input images. However, the algorithm used is different from the ones 
previously presented. Briefly, in this methodology, the translational component of the 
transform is based on the centres of mass of the images; and the rotational component is 
based on the eigenvectors of the second order central moments matrix of the images. 
In the next sections, the registration algorithms illustrated in Figures 1 and 2 are 
described. 
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Figure 2: Diagram of a typical feature-based registration algorithm. 
3.1 Geometric transformations 
The choice of the geometric transformation model used is crucial to the success of a 
registration algorithm, and is highly dependent on the nature of the data to be registered. 
Usually, the geometric transformations are divided into rigid and non-rigid classes. The 
rigid transformation is the simplest one, and in a 3D space, it can be defined by 6 
parameters or degrees-of-freedom: 3 translational and 3 rotational parameters. The non-
rigid transformation class includes the similarity transformation (translation, rotation and 
uniform scaling), affine (translation, rotation, scaling, and shear), projective, and curved. 
The curved transformation is also commonly referred to as a deformable, elastic or fluid 
transformation. The rigid and similarity geometric transformations are subsets of the 
affine transformation 
A 3D affine transformation 3 3:T R R  is given by  T X DX S  , where D is a 3 3  
matrix representing the rotation, scaling and shearing, and S is a 3 1  vector representing 
the translation or shift. Sometimes, affine transformations are classified as linear; 
however, such classification is not mathematically correct, since the function T is linear 
if, and only if,      T aX bY aT X bT Y   , which implies that the translational 
component S of the transformation be null. The affine geometric transformation is usually 
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represented with homogeneous coordinates, which has the advantage of using only a 4 4  
matrix to represent the whole transformation. 
According to the literature, a rigid geometric transformation is mainly applied in two 
situations. One is in the registration of rigid structures, such as bones (Livyatan et al., 
2003; Andreetto et al., 2004; Heger et al., 2005; Tang et al., 2006) and the other is in pre-
registration before a more complex geometric transformation (Lötjönen and Mäkelä, 
2001; Mattes et al., 2003; Hellier and Barillot, 2004; Auer et al., 2005). The use of affine 
non-rigid transformations in the final image registration is not common; but, some 
examples can be found in (Meyer et al., 1997; Zhilkin and Alexander, 2000; Butz and 
Thiran, 2001; Jenkinson and Smith, 2001; Zvitia et al., 2010). Like the rigid 
transformation, the affine non-rigid transformation is also sometimes used in a pre-
registration for a final curve registration (Balci et al., 2007; Karaçali, 2007; Zhuang et al., 
2010). The affine transformations, both rigid and non-rigid, have been used in the 
registration of ultrasound images (Meyer et al., 1999; Roche et al., 2001; Shekhar and 
Zagrodsky, 2002; Shekhar et al., 2004; King et al., 2010), since the low resolution and 
low signal-to-noise ratio of the ultrasound images makes the accurate registration difficult 
when more complex transformations are used. 
Most approaches for medical image registration are based on curved transformations, 
since the almost all anatomical parts, or organs, of the human body are, in fact, 
deformable structures. The simplest curved transformations are based on polynomials of a 
degree superior to one, and, in a similar way to the affine transformations. Their 
implementation is very simple as they can be defined by a deformation matrix and a 
translation vector. However, these transformations are rarely used since they do not 
usually represent the real deformations involved in the medical images. 
Basically, two kinds of curved deformations have been used in medical image 
registration: free-form transformations, in which any deformation is allowed; and guided 
deformations, in which the deformation is controlled by a physical model that has taken 
into account the material properties, such as tissue elasticity or fluid flow. It should be 
noted that sometimes the registration algorithms based on fluid flow are classified as free-
form, since they are able to address almost any deformation. 
In many free-form deformation models, a grid of control points is defined in order to 
determine the deformation involved. The points of such a grid are moved individually in 
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the direction that optimizes the similarity measure, defining local deformations. 
Transformation between control points is propagated by interpolation; for example, using 
linear interpolation (Kjems et al., 1999), or other convex kernels (Gaens et al., 1998; 
Lötjönen and Mäkelä, 2001). The most popular interpolator used for free-form 
deformation is probably the cubic B-spline (Rueckert et al., 1999; Studholme et al., 2000; 
Rohlfing and Maurer, 2001; Kybic and Unser, 2003; Mattes et al., 2003; Rohlfing et al., 
2003; Kabus et al., 2004; Xie and Farin, 2004; Balci et al., 2007; Bhagalia et al., 2009; 
Bai and Brady, 2011; Khader and Hamza, 2011); but, B-splines of other degrees can also 
be used (Loeckx et al., 2010). 
Originally, the free-form deformation based on the cubic B-spline was defined in a 
regular grid of points. Lately, in (Schnabel et al., 2001), a new framework was proposed 
by extending and generalizing the technique previously presented in (Rueckert et al., 
1999). On the other hand, some authors have developed a deformable registration method 
by defining the global transformation as a series of locally affine transformations 
(Periaswamy and Farid, 2003; Shekhar et al., 2005). 
Some elastic models handle the objects represented in the images as elastic solids 
(Christensen et al., 1994; Davatzikos, 1997; Alexander and Gee, 2000; Christensen and 
Johnson, 2001; Gefen et al., 2003). The main idea of image registration methodologies 
based on elastic solids is straightforward: the internal elastic forces of the solid oppose the 
deformation, while the external forces driven by the similarity measure try to deform the 
data to fit the body configuration. Thus, the moving image is deformed until the internal 
and external forces reach an equilibrium. 
Other elastic based registration methods are based on finite element models (Ferrant et 
al., 2002; Grosland et al., 2009). These models divide the input image into cells and 
assign a physical description of the tissue property to these cells. 
Thin-plate splines (TPS) based registration methodologies are also based on deformable 
solid properties; however, the fundamentals of the approach are different from the 
previous ones (Meyer et al., 1997; Meyer et al., 1999; Auer et al., 2005). In these 
methodologies, a set of control points is moved along the direction that optimizes the 
similarity measure used. The propagation of the deformation to the neighbours of the 
control points is defined by the thin-plate model. For point correspondence based 
registrations, the TPS is based on the correspondences found between the sets. TPS is a 
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interpolation function that minimizes the bending energy (Holden, 2008). Some authors, 
as in (Rohr et al., 2001; Serifovic-Trbalic et al., 2008), have used approximating TPS 
rather than interpolating TPS, since the former are more robust to the outliers which can 
occur in the landmark or point localizations. 
The deformable registrations based on TPS are global, that is, when a control point is 
moved, its new position affects the whole deformation. The registrations based on free-
form B-spline deformations are local; however, they also can be classified between a 
global registration model and a pure local model, since their locality can be controlled by 
varying the grid or mesh spacing and consequently the number of degrees-of-freedom. 
Since the free-form B-spline deformations are local, it is essential to correct the global 
misregistration before computing the deformation involved, for instance, using an affine 
transformation (Rueckert et al., 1999). 
The expression “elastic registration” is sometimes used as a synonym of a curved or 
deformable registration, however for the rest of this paper it is used just for the 
registration methodologies whose geometric transformation is based on the elastic 
properties of solid objects. 
In flow based registration algorithms, the registration problem is addressed as a motion 
problem. As such, the content of an image moves continually towards the other image, 
and this movement or deformation is driven by the minimization of the energy of the 
physical model adopted. 
Flow based registration algorithms can be divided into two classes: fluid flow and optical 
flow. Some examples of registration algorithms based on fluid flow can be found in: 
(Christensen et al., 1994; Bro-Nielsen and Gramkow, 1996; Christensen et al., 1996; 
Christensen et al., 1997; Freeborough and Fox, 1998; Guimond et al., 2002; Hermosillo et 
al., 2002; D’Agostino et al., 2003; Joshi et al., 2004; Leow et al., 2005; Studholme et al., 
2006; Ashburner, 2007; Chiang et al., 2008; Tosun and Prince, 2008; Auzias et al., 2011). 
The well-known demons algorithm and its variations (Thirion, 1998; Guimond et al., 
2001; Guimond et al., 2002; Wang et al., 2005; Vercauteren et al., 2007; Vercauteren et 
al., 2009; Yeo et al., 2010a; Gooya et al., 2011) are examples of optical flow based 
registration algorithms. Other examples of optical flow based algorithms can be found in 
(Hellier et al., 2001; Tosun and Prince, 2008). The demons algorithm is based on a 
diffusion process. When applied on monomodal registration, the demons based 
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registration is a variant of the optical flow based approach. If instead of considering the 
original image intensity values, the image gradients are used, then this algorithm can also 
be successfully applied on some multimodal image registrations. Further details on 
demons algorithm can be found in (Pennec et al., 1999). 
The fluid based transformations allow larger deformations than the elastic based 
transformations. Thus, a low-dimensional elastic transformation is sometimes used prior 
to a high-dimensional fluid registration (Christensen et al., 1997). 
The registration algorithms based on B-splines address the image deformations as a 
combination of basis functions, particularly the B-splines, but other basis functions have 
also been used (Friston et al., 1995a; Ashburner and Friston, 1999). Thus, the registration 
problem can be seen as a problem of finding a set of coefficients for the basis functions 
that optimizes the similarity measure. 
To preserve the topology of the structures represented in the images to be registered, the 
geometric transformation needs to be a diffeomorphism; that is, to be invertible and 
differentiable mapping with differentiable inverse. The registration methodologies that 
use diffeomorphic transformations are known as diffeomorphic image registration 
methodologies. The set of elastic-solid based registration methodologies are examples of 
these methodologies. The free-form and flow based registration methodologies can also 
be diffeomorphic if a penalty term is added to the similarity measure or adequate 
constraints are used in order to avoid undesirable deformations. If not degenerated, the 
affine transformations are also diffeomorphic. Examples of registration algorithms that 
include diffeomorphic transformations can be found in (Joshi and Miller, 2000; Marsland 
and Twining, 2004; Rao et al., 2004; Beg et al., 2005; Ashburner, 2007; Vercauteren et 
al., 2007; Vercauteren et al., 2009; Yeo et al., 2009; Yeo et al., 2010a; Auzias et al., 2011; 
Geng et al., 2011). 
A comparative study among transformation functions for non-rigid medical image 
registration based on points correspondence is presented in (Zagorchev and Goshtasby, 
2006). Additionally, a study on geometric transformations for non-rigid image 
registration can be found in (Crum et al., 2004) and a review in (Holden, 2008). Closely 
related to the medical image registration is the computational anatomy, that is, the 
computational models of organ deformations. A study on this subject can be found in 
(Miller et al., 2002). 
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3.2 Similarity measures 
The similarity measures here are dived into two classes, the intensity and feature based 
methods. Depending on the features used, some similarity measures can be included in 
both classes. 
Normally, the similarity measure used for deformable image registration is composed of 
at least two terms: one related to the voxels intensity or structures similarity, and the other 
one to the deformation field (Collins and Evans, 1997; Ashburner et al., 1999; Rueckert et 
al., 1999; Lötjönen and Mäkelä, 2001; Rohlfing and Maurer, 2001; Hermosillo et al., 
2002; Rohlfing et al., 2003; Lu et al., 2004; Auzias et al., 2011). As such, the final 
similarity measure, or cost function, is a trade-off between the “voxel intensity or 
structures similarity” and the constraints imposed on the deformation field. The constraint 
term is usually known as penalty or regularization term. 
Particularly in non-rigid registration, the choice of the fixed and moving images could 
produce distinct registration results. This is mainly a consequence of the large number of 
local optimums that the similarity measure used can have. Such problems are known as 
inverse inconsistency and indicate an error in, at least, one of the registration directions. 
Several solutions have been proposed to overcome this problem (Ashburner et al., 1999; 
Christensen and Johnson, 2001; Shen and Davatzikos, 2002; Rogelj and Kovacic, 2006). 
3.2.1 Intensity based similarity measures 
The most commonly used similarity measures are based on intensity differences, intensity 
cross-correlation and information theory. 
The measures based on the intensity difference are usually based on the sum of squared 
differences (SSD) or their normalizations (Friston et al., 1995a; Hajnal et al., 1995; 
Woods et al., 1998a; Ashburner and Friston, 1999). The assumption behind the SSD 
computed from the voxel intensity is that the corresponding structures in both images 
should have identical intensities. Thus, the lower the SSD is, the better the registered 
images is. 
The cross-correlation and its derived measures, such as the Pearson’s correlation 
coefficient or correlation ratio, have also been used as image similarity measures 
(Cideciyan, 1995; Collins and Evans, 1997; Roche et al., 1998; Hermosillo et al., 2002; 
Orchard, 2007b). The cross-correlation is based on the assumption that there is a linear 
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relation between the intensities of the corresponding structures in both images. Thus, the 
larger the cross-correlation is, the better the registered image is. 
The SSD, the cross-correlation and their variants are similarity measures appropriate for 
monomodal image registration. Besides the assumptions previously referred to, these 
measures are also based on suppositions of independence and stationarity of the 
intensities from voxel to voxel. Recently, to overcome these requirements, a new 
similarity measure, called the residual complexity, was proposed in (Myronenko and 
Song, 2010). 
The information theory based similarity measures are mostly based on the mutual 
information (MI) or derived measures. The MI was simultaneously proposed for image 
registration by Viola and co-workers (Viola and Wells, 1995; Wells et al., 1996) and 
Collignon and co-workers (Collignon et al., 1995; Collignon et al., 1997). A few years 
later, a normalized mutual information (NMI) was proposed in (Studholme et al., 1999), 
which is less sensitive to the dimensions of the overlapped image regions. The MI is 
based on the Shannon entropy that is computed from the joint probability distribution of 
the image voxels intensity. 
Mutual information registration has received so much attention that, a few years after 
being proposed for image registration, a state-of-the-art image registration based on 
mutual information was presented in (Pluim et al., 2003) addressing almost two hundred 
works on that topic. A comparative study on the mutual information and other similarity 
measures based on the information theory is described in (Pluim et al., 2004), and a study 
on medical image registration based on mutual information is presented in (Maes et al., 
2003). 
Mutual information (MI) is usually defined as        , ,MI X Y H X H Y H X Y   , 
where X  and Y  are two random variables,  H X  and  H Y  are the Shannon's entropy 
of the X and Y variables, respectively, and  ,H X Y  is the joint Shannon's entropy of the 
joint probability histogram. Other equivalent definitions of the MI exist, see, for example, 
(Pluim et al., 2003). 
Mutual information is a measure on how well one image explains the other image, that is, 
it is based on the simple assumption that there is a functional between the variables 
involved, e.g. between the intensities of both images. The MI can be applied for both intra 
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and inter-modal registration, and should have the highest value when the input images are 
correctly registered. 
Figure 3 shows a registration example based on the maximization of MI. In this example, 
the MI was computed in a ROI that did not contain the frame that was supporting the 
heads to be registered. It should be noted that the low registration accuracy based on the 
affine transformation is because this kind of transformation cannot model the image 
deformation adequately and not because of the similarity measure used. However, better 
accuracy could be achieved by tuning the parameters of the registration methodology 
more carefully. 
Mutual information is computed on a voxel by voxel basis, thus it takes into account only 
the relationships between corresponding individual voxels, and consequently does not 
take into consideration relevant spatial information that is inherent to the original images. 
To overcome this drawback, variations of the mutual information have been proposed. In 
(Pluim et al., 2000) two similarity measures are suggested, one based on a combination of 
MI and gradient information, and the other one based on NMI and gradient information. 
Other solutions based on mutual information have also been proposed in (Russakoff et al., 
2004; Studholme et al., 2006), by defining a regional mutual information, and in (Loeckx 
et al., 2010), using the conditional mutual information. 
Mutual information has proven to be a very robust and reliable similarity measure for 
intensity-based registration of multimodal images. However, it faces difficulties for 
registration of small sized images. To overcome this limitation, for instance, in 
(Andronache et al., 2008) the MI was used for global registration and the cross-
correlation to register the small image patches. 
Besides the Shannon’s entropy, other divergence measures have been used, for instance, 
Rény’s entropy (He et al., 2003; Wachowiak et al., 2003), Tsallis’ entropy (Tsallis, 1988; 
Sun et al., 2007; Khader and Hamza, 2011) and Havrda-Charvat’s entropy (Wachowiak et 
al., 2003). 
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Figure 3: Registration sequence of two CT volumes of the heads of two subjects. At the top, eight slices 
built on a checker format (by alternating square sub-images from both original images) before registration; 
in the middle, the checker slices built after an affine registration; at the bottom, the checker slices built after 
a free form registration using cubic B-splines. 
MATCHING AND REGISTRATION OF STRUCTURES IN COMPUTATIONAL VISION: APPLICATIONS ON MEDICAL IMAGES  
- 48 - 
The joint intensity distribution, which is the basis for the MI, is also used in the definition 
of other similarity measures. For example, in (Leventon and Grimson, 1998; Chung et al., 
2002; Zhang et al., 2005) the registration methodologies described use prior information 
on the expected joint intensity distribution of the input images when registered to address 
the geometric transformation search. On the other hand, in (Leventon and Grimson, 1998) 
the log likelihood is maximized and in (Chung et al., 2002) the Kullback-Leibler distance 
is minimized. In (Orchard, 2008) the geometric transformation is driven with the goal to 
build compact clusters of the joint intensity scatter plot. 
For DT-MRI images, the similarity measure can be computed as the sum of the similarity 
of the individual channels. For instance, in (Alexander and Gee, 2000; Guimond et al., 
2002) the normalized SSD computed on all the image channels was considered as the 
similarity measure; however, in (Alexander and Gee, 2000), other similarity measures 
were also considered. In (Cao et al., 2005) the similarity measure used is based on the 
Euclidean distance between the principal eigenvectors of the diffusion tensors. On the 
other hand, in (Chiang et al., 2008) the diffusion tensors are matched based on the 
minimization of the symmetrised Kullback-Leibler divergence between the Gaussian 
probability density functions whose covariance matrices are given by the diffusion 
tensors. 
To guarantee that the registration process is mainly influenced by the anatomical part that 
should be registered, or to avoid image artefacts or different fields of view (FOV) 
corrupting the registration process, the similarity measure can be computed over only a 
region of interest (ROI) (Huang et al., 2009; Elen et al., 2010). Also, to increase the 
computational speed of the registration process, the similarity measure is frequently 
evaluated only on an image sample. 
Several comparative studies among similarity measures have been carried out (Penney et 
al., 1998; Jenkinson and Smith, 2001; Pluim et al., 2004). In the study presented in (Pluim 
et al., 2004), the mutual information is compared against other similarity measures based 
on the information theory, and a survey on image registration based on mutual 
information is presented in (Pluim et al., 2003). 
3.2.2 Feature based similarity measures 
As aforementioned, depending on the structures extracted from the original images, the 
similarity measures based on intensity can be used in their registration; for example, after 
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the segmentation of an organ from the input images, instead of using the binary images 
representing the organ shapes to drive the registration process, the voxels intensity of the 
organ can be used. A similar situation occurs when the segmentation process divides the 
input images into smaller image patches or volumes, and the similarity or “distance” 
among those patches is assessed using intensity based similarity measures. 
As for the SSD, the similarity measure used in the feature based registration is often 
computed as the sum of the “distances” associated to each correspondence established. 
These distances can be related to the spatial position of the corresponding structures, or 
related to other attributes, as in the case of the patch segmentation described above. 
For spatial distance, the Euclidean distance is a common choice. For instance, most of the 
iterative closest point (ICP) algorithms found in the literature use this solution. Other 
examples in which the Euclidean distance is used can be found in (Ostuni et al., 1997; 
Gefen et al., 2003). Additionally, the chamfer distance has also been used in image 
registration solutions (Borgefors, 1988; Itti et al., 1997). 
In (Shen and Davatzikos, 2002) the distance is computed based on a set of rotation 
invariant moments in the neighbourhood of the voxels that drive the transformation. On 
the other hand, similarity measures based on the curvature have been used in surface 
matching (Tosun and Prince, 2008). 
In (Zvitia et al., 2010) the correlation ratio is considered as the similarity measure used to 
register sets of fibres extracted from brain white matter images. The MI can also be used 
in feature based registration; for instance, in (Butz and Thiran, 2001) the MI is computed 
using the image gradient fields. 
3.2.3 Regularization terms 
There are several regularization terms, but one of the most used is related to the second-
order derivatives of the transformation, which are related to the bending energy of the 
transformation (Lötjönen and Mäkelä, 2001; Shen and Davatzikos, 2002; Rohlfing et al., 
2003). 
The Jacobian of the transformation has also been used (Christensen et al., 1997; Rohlfing 
and Maurer, 2001; Rohlfing et al., 2003; Noblet et al., 2005); in this case, if the Jacobian 
is equal to one, then the deformation is categorized as incompressible. 
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In (Collins and Evans, 1997) the regularization term is based on the motion of each point 
of the moving image. On the other hand, in (Kim et al., 2003) the regularization term used 
is based on the sum of the squared first-order derivatives of the transformation. 
3.3 Optimization 
The similarity measure can be understood as an n-dimensional function, where n is the 
number of degrees of freedom of the transformation involved. For the registration 
proposed, the optimum of this function is assumed to correspond to the transformation 
that correctly registers the input images. The goal of the optimization algorithm used is to 
search for the maximum or minimum value of the similarity measure adopted. Usually, 
the similarity measures are defined in such a way that the optimal registration is 
accomplished when their value is minimized. Thus, the registration problem can be 
mathematically defined as:  0 1,minT D I T I   , where D  is the distance or similarity 
measure function, 0I  and 1I  are the images or structures to be registered, and T is the 
transformation. 
Several optimization algorithms have been used in the field of medical image registration, 
including: the Powell’s method (Collignon et al., 1997; Maes et al., 1997; Pluim et al., 
2000; Lavely et al., 2004; Pluim et al., 2004; Auer et al., 2005; Meyer, 2007; Sun et al., 
2007; Oliveira and Tavares, 2011), the downhill simplex method (Dey et al., 1999; 
Jenkinson and Smith, 2001; Shekhar and Zagrodsky, 2002; Shekhar et al., 2004), the 
Gauss-Newton (Ashburner and Friston, 1999), the Levenberg-Marquardt (Thévenaz and 
Unser, 2000; Kabus et al., 2004), the gradient ascent or descent (Rueckert et al., 1999; 
Rohlfing and Maurer, 2001; Tang et al., 2006; Balci et al., 2007; Karaçali, 2007), the 
quasi-Newton (Mattes et al., 2003; Loeckx et al., 2010; Khader and Hamza, 2011), the 
stochastic algorithms (e.g. simulated annealing) (Nikou et al., 1999; Loeckx et al., 2003), 
and evolutionary algorithms (Butz and Thiran, 2001; Pataky et al., 2008; Ruijters et al., 
2009). Almost all the optimization algorithms previously indicated are described in (Press 
et al., 2007). 
For deformable medical image registration, the similarity measure used is frequently 
addressed as the energy functional. Therefore, the goal of such registration approaches is 
to find the displacement field that minimizes the energy functional used. The 
minimization problem is frequently converted into a problem of solving a set of partial 
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differential equations (PDE). Thus, specialized techniques, such as the finite difference 
method (Lu et al., 2004; Beg et al., 2005), finite element method (Brock et al., 2005; 
Alterovitza et al., 2006; Niculescu et al., 2009), variational method (Hermosillo et al., 
2002), and Green’s functions based method (Marsland and Twining, 2004), can be used. 
Sometimes the optimization problem is converted into a problem of solving a set of linear 
equations simultaneously. Thus, the solution can be achieved directly, for instance, by 
using the singular value decomposition (Zhilkin and Alexander, 2000) or the least squares 
technique (Friston et al., 1995a). 
Some authors have used the support vector machine (SVM) technique in their image 
registration algorithms (Zhang et al., 2005; Qi et al., 2008). These algorithms are 
frequently based on prior information obtained from the joint intensity distribution 
between two or more registered images. This prior knowledge is used in the registration 
process to estimate the similarity measure in function of the geometric transformation. 
Because the optimization based on SVM is a sparse problem, this technique can be very 
efficient in terms of computational time. 
Generally, the similarity measure as a function is not smooth, as it contains many local 
extremes. Some of these local extremes represent local best solutions, but others are a 
consequence of the approach implemented, such as interpolation imperfections and lack 
of robustness of the similarity measure. 
The iterative optimization algorithms are frequently implemented with a multi-resolution 
or pyramidal strategy. This strategy uses a coarse-to-fine approach. Usually, the process 
starts by defining a pair of image pyramids that are used to down-sample the fixed and 
moving images. Then, the registration starts by registering the images from the lower to 
the higher resolution images. In each step, the transformation found in the previous step is 
used as the new initial registration. Relatively to the methods that just use the original 
images, this approach has some advantages, such as: higher convergence radius (also 
known as capture range), more robust to local optimums, and usually faster. Some 
examples of works in which a multi-resolution strategy has been used are in (Studholme 
et al., 1997; Thévenaz et al., 1998; Rueckert et al., 1999; Thévenaz and Unser, 2000; 
Hipwell et al., 2003; Mattes et al., 2003; Hellier and Barillot, 2004; Shekhar et al., 2005; 
Orchard, 2008; Staring et al., 2009; Loeckx et al., 2010). 
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For the point correspondence based registration algorithms, the optimal transformation 
between two input images can be directly determined based on the matching established. 
The well-known Procrustes method (Hill and Batchelor, 2001) is an example of this kind 
of minimization strategy. Similar solutions are the ones based on the least squares 
techniques. Optimization algorithms based on assignment algorithms have also been 
presented (Bastos and Tavares, 2004; Oliveira and Tavares, 2008; Oliveira et al., 2009b).  
A comparison among eight optimization algorithms for non-rigid medical image 
registration based on cubic B-spline and the maximization of the mutual information is 
described in (Klein et al., 2007). 
3.4 Interpolation 
In the registration process, when a point is mapped from one space into another space by 
a transformation, it is generally allocated a non-grid position. Thus, it is necessary to 
evaluate the image intensity at the new mapped position. The goal of the interpolation 
step is to estimate the intensity at that new position. 
The interpolation solution used can affect the accuracy and speed of the registration 
process. To increase the speed, a simple interpolation algorithm is usually used in the 
optimization step, as the ones based on the nearest neighbour or linear interpolations, and 
then an interpolation solution of higher quality is used to obtain the final registered 
image, such as the ones based on cubic B-spline or windowed sinc interpolators. In cases 
when the smoothness or robustness of the similarity measure is significantly affected by 
imperfections of the interpolation solution, a superior interpolation solution should also 
be used during the optimization step. 
A study on image interpolation function can be found in (Thévenaz et al., 2000). 
Additionally, in (Tsao, 2003) eight interpolation solutions are compared in a multimodal 
image registration based on maximization of mutual information. 
3.5 Pre-registration 
A bad initial registration can compromise the registration speed or even make it worse, it 
can impede the convergence of the optimization algorithm used in the registration. Thus, 
in most applications, it is important that the initial fixed and moving images are not badly 
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misregistered or a good pre-registration solution should be applied to the optimization 
algorithm used. 
Except for the situations where the image features extracted from the images are invariant 
to the geometric transformations, large initial misregistrations between the input images 
should be avoided. An initial pre-registration can be defined manually by the user or by a 
fully automated approach using, for example, image moments as in (Itti et al., 1997; Pan 
et al., 2011). 
3.6 Segmentation 
Image segmentation consists of extracting relevant information from the input images. 
This information can be simply established by sets of points, edges, lines, contours, 
surfaces, areas, volumes, medial axes, etc., or descriptors on the objects represented in the 
images, such as distances, lengths, angles, moments or shape signatures or even more 
complex structures containing information about the objects, such as graphs, skeletons or 
diagrams in the images. 
In some cases, segmentation is an easy task, such as the extraction of fiducial markers 
placed in patients’ bodies with the goal to carry out the registration based on those 
fiducial markers (Maurer et al., 1997), or points of high gradient magnitude (Ostuni et al., 
1997). However, in the most cases, robust image segmentation is not a trivial task. 
Several image segmentation techniques exist, which can be broadly classified as region or 
border based. Examples of region-based techniques are: thresholding methods (Otsu, 
1979; Wellner, 1993), watershed (Beucher, 1991; Grau et al., 2004), and region growing 
(Adams and Bischof, 1994). Usual border-based segmentation techniques include edge 
detectors based on image gradient (Marr and Hildreth, 1980; Canny, 1986), corner 
detectors, line detectors based on the Hough transform; deformable models, like active 
contours, usually known as snakes, (Kass et al., 1988; Cootes and Taylor, 1992; 
McInerney and Terzopoulos, 1996; Xu and Prince, 1998; Gonçalves et al., 2008) and 
level set methods (Wang and Wang, 2006; Wang et al., 2007; Han et al., 2009). 
Reviews on image segmentation techniques can be found in (Zhang, 2001; Zhang and Lu, 
2004; Monteiro, 2007; Gonzalez and Woods, 2008; Ma et al., 2010b). 
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3.7 Matching 
In the intensity based registration methodologies previously referred to, a dense matching 
is automatically established based on the geometric transformation found. However, in 
this section, the matching between the features extracted from both input images is 
considered sparse. 
Matching can be established independently of the geometric transformation or iteratively 
based on it. In both cases, a similarity measure between the features to be matched is 
optimized. For the iterative matching optimization, besides the optimization algorithms 
previously indicated, common algorithms are the ICP (Besl and McKay, 1992) and its 
variations (Stewart et al., 2003; Andreetto et al., 2004; Giessen et al., 2009; Tsai et al., 
2010; Pan et al., 2011). 
The HAMMER algorithm (Shen and Davatzikos, 2002) establishes the matching in a 
similar fashion to the free-form deformation, that is, based on a local search for the best 
matching. In (Wu et al., 2006a) this algorithm is integrated with a machine learning based 
technique, where features are learned from different types of local image descriptors that 
are selected from a training set of registered images. 
For the matching algorithms where the matching is established independently, the 
geometric transformations are also based on the optimization of a similarity or “distance” 
measure. The “distance” among the features to be matched is based on their particular 
characteristics. Dedicated optimization solutions can be used to establish the matching 
among features, such as self-organizing maps (Matsopoulos et al., 2004), simulated 
annealing (Bayro-Corrochano and Rivera-Rovelo, 2009), quasi-orientation maps (Wong 
et al., 2006), approaches based on the Procrustes method (Rangarajan et al., 1997; Hill 
and Batchelor, 2001), fuzzy clustering (Tarel and Boujemaa, 1999), homothetic boundary 
mapping (Davatzikos et al., 1996), or contours mapping via dynamic programming 
(Oliveira and Tavares, 2008). To match relational structures, such as graphs, dynamic 
programming can be used as in (Maksimov et al., 2009). Figure 4 shows an example of 
registration of two brain images (slices) based on contour matching and using dynamic 
programming. 
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Figure 4: Matching and registration of two brain slices. At the top, fixed image overlapped by the contour 
segmented from the corpus callosum, moving image overlapped by the contour segmented from the corpus 
callosum, and the illustration of the matching established. At the bottom, input images overlapped before 
the registration, the same images overlapped after the registration, and the difference between the input 
images after the registration. 
In some matching algorithms, before the computation of the optimal geometric 
transformation, it is important to consider an algorithm to remove outlier matches. The 
random sample consensus (RANSAC) (Fischler and Bolles, 1981) is an example of this 
kind of algorithm, and is applied, for example, in (Wong and Orchard, 2006) to enhance 
the robustness of the matching process. 
3.8 Frequency based methodologies 
The SSD and cross-correlation based similarity measures can be efficiently evaluated in 
the frequency domain using the Fourier transform and its properties. Both measures can 
be directly evaluated in function of an arbitrary shift (Cideciyan, 1995; Andreetto et al., 
2004; Orchard, 2007a; Oliveira et al., 2010), which is less time demanding than the 
solution based on iterative optimization. The rotational and the scaling of 2D images, can 
also be achieved by transforming the original image spectrums into polar or log-polar 
coordinate systems (Cideciyan, 1995; Kassam and Wood, 1996; Andreetto et al., 2004; 
Oliveira et al., 2010). 
The well-known phase correlation technique (Kuglin and Hines, 1975) can also be used to 
estimate the optimal registration between two images (Hoge, 2003; Grau et al., 2007; 
Oliveira et al., 2010). 
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Also the Fourier transform and wavelet transforms have been used in some image 
registration methodologies (Gefen et al., 2003; Xu and Chen, 2007). 
The image registration techniques based on the optimization of the SSD and cross-
correlation in the frequency domain can be clearly classified as intensity based; however, 
since the computation is done in the frequency domain, they have been included in this 
category. 
3.9 Hybrid methodologies 
Various authors have combined two or more registration methodologies/strategies in their 
algorithms (Davatzikos et al., 1996; Christensen et al., 1997; Kim et al., 2003; Andreetto 
et al., 2004; Auer et al., 2005; Chen et al., 2010; Liao et al., 2011). Some use feature and 
intensity based registration methodologies concurrently. Sometimes, the similarity 
measure used contains information on the voxel intensity distributions and information on 
the features extracted from the input images simultaneously. 
A common solution is the use of a feature based algorithm for a coarse registration and 
then the use of an intensity based methodology for a fine registration as described in 
(Postelnicu et al., 2009; Chen et al., 2010; Liao et al., 2011; Oliveira and Tavares, 2011). 
For example, in (Postelnicu et al., 2009), to optimally register volumetric brain images, 
relevant geometrical information is initially extracted from the segmented surfaces of 
cortical and subcortical structures, and afterwards the surfaces are registered and the 
deformation found is applied to the rest of the volume data. This deformation is then 
refined in the non-cortical regions with an intensity driven optical flow procedure, 
preserving the initial registration in the cortical region. 
In (Christensen et al., 1997) the registration is established in two steps. First, the global 
transformation is determined by using a low-dimensional elastic model; then, the local 
higher deformation is obtained using the Navier-Stokes fluid model. On the other hand, in 
(Auer et al., 2005) a coarse initial registration is defined by maximizing the mutual 
information using the Powell’s method combined with a multi-resolution strategy, and 
then a fine point-based registration is accomplished using an elastic TPS. 
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4. Registration accuracy assessment 
Registration is of low value if its accuracy cannot be evaluated. To assess the registration 
accuracy, several approaches have been proposed. Since the image registration problem is 
commonly defined as an optimization problem, the image similarity measure optimization 
can be used as a crude accuracy measure. However, most similarity measures frequently 
used have no geometric/physical significance. 
A simple and generally used approach is to apply a transformation to an image and then 
use the registration algorithm to re-align both images (D’Agostino et al., 2003; Wang et 
al., 2005; Balci et al., 2007; Bhagalia et al., 2009). Then, the applied transformation is 
used as ground-truth. 
An approach closely related to the later is based on synthesizing images by simulating the 
imaging acquisition physics or/and material properties and then evaluating the registration 
algorithm on the synthetic images produced. For example, in (Schnabel et al., 2003) 
physically plausible biomechanical tissue deformations of the breast are simulated using 
the finite element method. 
Other more reliable solutions are by manually identifying a set of corresponding points in 
both input images, e.g. fiducial markers placed into the patients or the organs, and use 
them to assess the registration accuracy (Collignon et al., 1997; Maes et al., 1997; West et 
al., 1997; Penney et al., 1998; West et al., 1999; Pluim et al., 2000; Mattes et al., 2003). 
The target registration error (TRE) is an important measure of the accuracy of the 
performed registration. It evaluates the registration accuracy based on points 
correspondence. Since its value is given in terms of Euclidean distance between the 
corresponding points, it has an immediate physical meaning. Its drawback is its 
dependency on the fiducial localization error (FLE). Studies evaluating the registration 
errors associated to this kind of registration can be found in (Fitzpatrick et al., 1998; 
Dorst, 2005; Wiles et al., 2008; Moghari and Abolmaesumi, 2009b; Moghari and 
Abolmaesumi, 2009a; Ma et al., 2010a; Danilchenko and Fitzpatrick, 2011). 
In some studies phantoms are used to assess the accuracy (Studholme et al., 2000; Rhode 
et al., 2003; Wang et al., 2005) since they allow accurate control/simulation of the 
patients’ movements. 
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In (Hub et al., 2009), a stochastic approach is proposed to detect areas in which the 
monomodal B-spline based registration performs well and those in which the accuracy is 
lower. Another evaluation on the accuracy of the B-spline registration based approach is 
carried out using synthetic images deformed by the finite element method in (Schnabel et 
al., 2003). 
The Dice similarity coefficient (DSC) quantifies the amount of overlapping regions and 
has also been used to assess the registration accuracy (Alterovitza et al., 2006; 
Vercauteren et al., 2007; Loeckx et al., 2010). 
Since the image registration task is classically formulated as an optimization problem 
with a multiple set of tuneable parameters, its accuracy also depends on those parameters. 
Usually, such parameters are adjusted manually by observing the registration results, 
which does not always guarantee that the best combination is achieved. A solution to 
overcome this limitation is proposed in (Yeo et al., 2010b). 
Researchers and students can freely download the “Vanderbilt Database” (West et al., 
1997), hosted by the Retrospective Image Registration Evaluation Project, and test the 
accuracy of their rigid registration algorithms. This project is design to compare CT-MR 
and PET-MR intra-subject registration techniques using brain images from the Vanderbilt 
Database. The ground-truth transforms have been defined using fiducial markers. 
5. Conclusions 
In the last few years, the use of the intensity based registration methods has grown 
considerably compared to the feature based methods. The turning point came with the 
introduction of the mutual information as the similarity measure. Before this introduction, 
multimodal registration was done mainly on segmented images, since no intensity 
similarity measure had been proposed that could be generally and efficiently applied to 
multimodal registration. 
Another important factor that boosted the intensity based registration methods was the 
advance in terms of computational resources, particularly, processing speed and memory 
capacity. Ten or twenty years ago, computers needed hours or days to register two image 
volumes when using intensity based methodologies. Using the same computer resources, 
the registration problem could be solved in less time using feature based methods, since 
these methods use only a small amount of the data from the original images. Today, a 
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simple laptop is able to solve the same intensity based registration problem in a few 
seconds or minutes. 
The growing importance of the intensity based registration methods is also a consequence 
of their simplicity, as there is no need for image segmentation that is usually subject to 
errors and can be complex. 
The growth in computational speed and the high accuracy of the intensity based 
registration methods have stimulated many authors to use them as an initial step in image 
segmentation procedures, since, if the orientation and position of a structure in an input 
image is previously known, the segmentation task can become significantly easier. 
However, it should be noted that, in this case, instead of the segmentation being carried 
out to allow the registration afterwards, as happens in the feature based registration 
methodologies, here it is the registration procedure that facilitates the segmentation task. 
In the field of medical image analysis, image registration is still one of the most active 
topics. If the registration of static images is now well established, the registration of 
dynamic images still presents several difficulties, demanding significant improvements in 
terms of computational speed and registration accuracy. 
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Abstract 
Image registration, the process of optimally aligning homologous structures in multiple 
images, has recently been demonstrated to support automated pixel-level analysis of 
pedobarographic images and, subsequently, to extract unique and biomechanically 
relevant information from plantar pressure data. Recent registration methods have 
focused on robustness, with slow but globally powerful algorithms. In this paper, we 
present an alternative registration approach that affords both speed and accuracy, with the 
goal of making pedobarographic image registration more practical for near-real-time 
laboratory and clinical applications. The current algorithm first extracts centroid-based 
curvature trajectories from pressure image contours, and then optimally matches these 
curvature profiles using optimization based on dynamic programming. Special cases of 
disconnected images (that occur in high-arched subjects, for example) are dealt with by 
introducing an artificial spatially linear bridge between adjacent image clusters. Two 
registration algorithms were developed: a ‘geometric’ algorithm, which exclusively 
matched geometry, and a ‘hybrid’ algorithm, which performed subsequent pseudo-
optimization. After testing the two algorithms on 30 control image pairs considered in a 
previous study, we found that, when compared with previously published results, the 
hybrid algorithm improved overlap ratio ( 010.0p ), but both current algorithms had 
slightly higher mean-squared error, assumedly because they did not consider pixel 
intensity. Nonetheless, both algorithms greatly improved the computational efficiency 
 825  ms and 953  ms per image pair for geometric and hybrid registrations, 
respectively). These results imply that registration-based pixel-level pressure image 
analyses can, eventually, be implemented for practical clinical purposes. 
 
Keywords: plantar pressure measurement, human locomotion, dynamic programming, 
real-time image processing, foot morphology. 
1. Introduction 
Recent pedobarographic studies have demonstrated that pixel-level approaches can, in 
some situations, more effectively extract biomechanically-relevant information from 
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plantar pressure images than traditional regional techniques (Pataky et al., 2008a). Since 
the foot adopts an arbitrary posture with respect to pedobarographic equipment, image 
registration, the process of optimally aligning images, is essential to such pixel-level 
analyses. Registration of plantar pressure images has been conducted previously 
(Harrison and Hillard, 2000; Tavares et al., 2000; Pinho and Tavares, 2004; Pataky et al., 
2008b), but these studies mainly examined the scientific plausibility of registration-based 
analyses and did not focus specifically on implementing registration in a way that would 
be practical in both the laboratory and clinic. 
The goal of the current paper was thus to develop a pedobarographic registration 
algorithm that, because of negligible execution time and robustness to natural pressure 
image variation, could afford practical adoption in routine plantar pressure measurement 
sessions. .To this end, we currently modify and improve previous algorithms (Oliveira 
and Tavares, 2008; Oliveira and Tavares, 2009) for speed and accuracy. 
2. Methods 
2.1 Dataset 
Data from a previous study (Pataky et al., 2008b) were re-analyzed here to afford direct 
comparison of the current and previous algorithms. The dataset consisted of 30 pairs of 
peak pressure images, three random image pairs from ten random subjects; only 30 image 
pairs were analyzed because manual registration was also tested in the cited study. The 
data were originally collected at 500 Hz using a 0.5 m Footscan system (RSscan, Olen, 
Belgium). 
2.2 Contour-based geometric registration 
The algorithm consisted of four steps (Figure 1): (1) extract image contours, (2) assemble 
contour affinity matrix, (3) optimize contour points matching, and (4) compute 
transformation parameters. Image contours, piecewise-continuous collections of (x, y) 
coordinates that represent constant pressure, were extracted in four sub-steps: binarize 
(with a pressure threshold 0 ); spatially smooth (using morphological closing with a 
circular mask of radius 3) (Haralick and Shapiro, 1992); extract boundary points; define 
subcontours (Figure 2b); build global virtual contours (Figure 2c). 
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Figure 1: Registration algorithm schematic. 
Next, following Oliveira and Tavares (2009), we assembled a contour affinity matrix C 
which describes the similarity between template and source contours based on each point 
curvature value and its distance to the associated centroid. Each element of C is given by: 
  Xwdsdtwc jijiij /1,   ,     (1) 
where w represents a distance-to-centroid weighting parameter (in this case, 0.5), idt  and 
jds  represent the normalized distances of point i and j of template and source contours, 
respectively, to the contour centroid; 
ji    represents the curvature difference at 
points i of the template contour ( i ) and j of the source contour ( j ), and X  represents 
the average of all curvature values. Thus, each 
ijc  represents the matching cost between 
point i of the template contour and point j of the source contour, where high values 
indicate low affinity between the respective points. 
Thirdly, we used dynamic programming (Oliveira and Tavares, 2008) to minimize global 
affinity and thus find optimal contour matching from C (Figure 2). Finally, we estimated 
the three optimal transformation parameters (two translational, one rotational) according 
to Oliveira and Tavares (2009). 
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(a) (b) (c) (d) (e) 
Figure 2: Global matching between two contours of a foot: (a) original images; (b) subcontours (without 
links among points); (c) virtual global contours; (d) contours in original position; (e) registered contours. 
(The dots represent the contours’ pixels and the thin lines indicate the established correspondences.) 
2.3 Hybrid registration 
A hybrid algorithm used the geometric solution as an initial state for subsequent three-
parameter pseudo-optimization. Here the geometrically registered source image was 
transformed by all twenty-seven combinations of rotation (-0.25, 0, +25 deg) and x, y 
translations (-0.5, 0, 0.5 pixels). The x, y, rotation combination that minimized the 
exclusive-or (XOR) and mean-squared-error (MSE) dissimilarity metrics (Pataky et al., 
2008b) were both selected for subsequent analysis. The current algorithms were 
implemented in C++, using Microsoft Visual Studio 6 and were tested on a notebook PC 
(AMD Turion64 2.0GHz, 1.0GB, Microsoft Windows XP). 
2.4 Registration accuracy assessment using control images 
We assessed registration accuracy by applying arbitrary known transformations to the set 
of 30 template images and then comparing these known parameters to the ones obtained 
using the geometric algorithm (Section 2.2). We did not test the hybrid algorithm (Section 
2.3) in this manner, because the intention of this accuracy assessment was only to 
emphasize the quality of the initial contour-based registration. 
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2.5 Registration quality assessment using experimental images 
Since the main goal was to develop a fast and accurate algorithm, both speed (ms) and 
accuracy (MSE, XOR) were computed for all experimental image pairs. Speed was 
compared qualitatively and accuracy, statistically using two-sided t tests, with the global 
MSE and XOR algorithms of Pataky et al. (2008b). The sensitivity of XOR and MSE was 
assessed qualitatively for several threshold levels δ. 
3. Results 
3.1 Speed 
Average registration durations (ms) per image pair were: geometric: 825 ; hybrid: 
953 . These durations include all tasks, from disk data reading to final image building 
(Figure 1). 
3.2 Accuracy 
The current geometric algorithm was highly accurate for known transformations (Table 
1). 
Table 1: Registration accuracy for controlled (known) transformations. Only results for 
threshold level 001.0  N/cm
2 
are presented because significant differences were not 
observed for threshold values 1001.0    N/cm
2
. 
Transformation control Transformation estimate (using 001.0 N/cm2) 
Angle 
[º] 
Translation 
[pixel] 
Angle 
[º] 
Translation 
[pixel] 
XOR 
[%] 
MSE 
[(N/cm
2
)
2
] 
0 (-7, -2) 0 (-7, -2) 0±0 0±0 
-8 (0, 0) -7.8±0.5 (0.1±0.3, -0.1±0.3) 19.0±1.5 1.6±1.7 
-20 (-5, 8) -19,9±0.5 (-4.9±0.3, 8.0±0.3 19.5±1.6 1.5±1.2 
 
The geometric and hybrid algorithms also produced good-quality registration for 
unknown experimental transformations (Figures. 3 and 4), when compared with the 
(slow) global search methods used in previous study. We found that, although the 
geometric algorithm did not significantly improve XOR ( 218.0p ) with respect to the 
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previous study, the hybrid algorithm did ( 010.0p ). Both algorithms produced lower 
MSE ( 0.1 , 001.0p ). 
 
Figure 3: Registration accuracy. Dotted horizontal lines represent the best value obtained by Pataky et al. 
(2008b). 
 
Figure 4: Registration accuracy comparison: geometric, hybrid, and Pataky et al. (2008b); ‘Min(XOR)’ and 
‘Min(MSE)’ refer to the results of Pataky et al. (2008b). 
4. Discussion 
The current results demonstrate that both the geometric and hybrid registrations were very 
rapid and were also robust to natural variation in a small random sample of non-
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pathologic pedobarographic images. The geometric algorithm was accurate for known 
transformations (Table 1); the small observed errors were expected because geometric 
image transformations produce subtle nonlinear distortions due to interpolation 
imperfections (Parker et al., 1983). Indeed, the geometric algorithm tended to produce 
better XOR values than Pataky et al. (2008b). Although the cited study employed 
powerful global optimization, the current results can be partially attributed the fact that 
Pataky et al. (2008b) used smoothed images, implying that the computed transformation 
parameters were not optimal for the original (unsmoothed) images. For the current hybrid 
algorithm, the XOR results were better than the best result presented in Pataky et al. 
(2008b) for all values of δ tested. Both current algorithms produced slightly higher MSE 
values than Pataky et al. (2008b), but this was expected because the current algorithms 
are shape-based, not pixel-intensity-based. The main point here is that the current 
algorithm performed very similar to a global algorithm, but did so very quickly, at speeds 
rapid enough for practical clinical use. 
We currently considered only threshold levels δ smaller than 1.0N/cm2 because we found 
that higher thresholds yielded contours that became decreasingly representative of 
characteristic foot shape and, consequently, were not suitable for shape-based image 
alignment. For the range of current thresholds, the ultimate alignments were not 
appreciably different (Figure 3), demonstrating that this parameter does not have a 
significant effect on the alignment quality. 
Frequently, because we forced the matching of all contour points defined by smaller 
number of points, one or two correspondences found were wrong (Figure 2d). We did not 
eliminate those correspondences before computing the rigid transformation. The reason is 
that we used the median, a parameter robust to outliers, to estimate the global geometric 
transformation. 
The computational time required by the geometric algorithm was very low, in the order of 
25 ms, which suggests that it may be valuable for clinical applications, where data 
processing time is limited. For example, automated registration-based analyses such as 
those employed herein may be used by the clinician to directly compare a given image 
with previous images and/or with other individuals’ images. When seeking speed for 
practicality, however, one must be aware that accuracy may suffer. This speed-accuracy 
trade-off is demonstrated by the current hybrid algorithm, which performed more 
accurately but more slowly than the purely geometric algorithm. Nonetheless, accuracy 
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performances that are comparable to those of much slower previous algorithms (Figure 4) 
suggest that the current algorithm is the fastest and most accurate algorithm proposed to 
date. Indeed, its speed and accuracy both appear to be adequate for practical clinical use. 
The current registration procedure relies on boundary points to define image contours. 
This approach followed previous registration successes (Shapiro and Brady, 1992; 
Sclaroff and Pentland, 1995; Bastos and Tavares, 2006; Scott and Nowak, 2006; 
Gonçalves et al., 2008; Oliveira and Tavares, 2008; Vasconcelos and Tavares, 2008; 
Oliveira and Tavares, 2009) that were mainly based on contour extraction. In future work 
we intend to test additional algorithms that do not force over-matching and that involve 
alternative hybrid registration methodologies. Because these optimizations will be based 
only on local search, we expect that they will continue to be faster than the previous 
global search-based methods and thus maintain their potential clinical utility. 
In summary, contour-based matching provides a very rapid initial registration which, 
when augmented by local optimization, performs at speeds and accuracies that appear to 
be adequate for routine plantar pressure measurement sessions. Practicality, utility, and 
robustness to arbitrary pedobarographic variation, especially in clinical populations, will 
be assessed in future studies with working-clinic implementation trials. 
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Abstract 
This paper presents an assignment algorithm with circular order preserving constraint. 
Given a cost affinity matrix and the desired percentage of correspondences, the algorithm 
implemented using dynamic programming determines the correspondence of type one-to-
one of minimum global cost. Here, it was applied to optimize the global matching 
between two sets of ordered points that represent the contours of objects previously 
segmented from images. In the tests performed, we considered affinity matrices 
previously built based on information on curvature and distance to centroid. The results 
that have been obtained are better than the ones presented in previous studies, for the 
cases in which partial deformations or occlusions are involved. 
1. Introduction 
As far as Computational Vision is concerned, one of the more frequent and challenging 
problems is the recognition and alignment of objects represented in images. These tasks 
are crucial in several applications, such as: tracking of structures along image sequences, 
visual inspection from images, people recognition/identification from their pose in 
images, diagnosis in medical imaging, etc. The complexity involved is essentially due to 
the different projections that objects can assume in images; for instance, due to the 
existence of varied cameras viewpoints, or even as a result of deformations that the 
objects may undergo. 
There are several methodologies to quantify the similarity between two objects, or 
between two configurations of an object, from images. One of these techniques is based 
on the matching of objects’ features. Thus, to apply these techniques, one must begin by 
segmenting features of the objects from the input images, such as points, segments, 
region, boundaries, surfaces or skeletons. After the segmentation task, costs are typically 
attributed to each possible match between the objects’ features and optimization 
techniques are frequently used to find the global optimal matching. 
Usually, feature points are extracted from the objects to be matched and the affinity 
among them is quantified in an affinity matrix. Possible examples of techniques used to 
build these affinity matrices are: spatial information of the intensity gradient (Lucas and 
Kanade, 1981); modal matching (Scott and Longuet-Higgins, 1991; Shapiro and Brady, 
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1992; Sclaroff and Pentland, 1995; Tavares, 2000; Carcassoni and Hancock, 2003; Bastos 
and Tavares, 2006); shape context (Belongie et al., 2002); shape signatures (Otterloo, 
1991; Cohen and Guibas, 1997; Oliveira and Tavares, 2007; Oliveira and Tavares, 2009); 
or probabilistic criteria (Moisan and Stival, 2004; Keren, 2009). 
When the similarity between the objects’ feature points is quantified in a cost matrix, the 
matching problem can be considered as being an optimization problem and assignment 
algorithms can be used to find the best matching. Examples of approaches of this kind 
are: linear programming (Bastos and Tavares, 2006); graph search (Roy and Cox, 1998); 
bipartite graph matching (Fielding and Kam, 2000); concave optimization (Maciel and 
Costeira, 2003) and dynamic programming (Scott and Nowak, 2006; Oliveira and 
Tavares, 2008). Additionally, non-optimal approaches include, for instance, greedy 
algorithms (Wu and Leou, 1995) and simulated annealing (Starink and Backer, 1995). 
In this paper, we present an assignment algorithm with an order preserving constraint 
especially designed to match contours’ points. The new algorithm is more versatile than 
the one presented in Oliveira and Tavares (2008), because the user can define the 
percentage of matches to be established, while in the previous one it was always 
considered 100% (that is, the number of points of the contour defined by fewer points). 
This paper is organized as follows: First, an explanation of the optimization algorithm is 
presented. Afterwards, it is presented a study on the quality of the correspondences 
established using the proposed algorithm when different values of matching percentages 
are adopted. The last section is dedicated to conclusions and future work perspectives. 
2. Matching optimization and registration algorithms 
2.1 Matching optimization 
In Computational Vision, frequently there are matching cases in which some parts of a 
contour do not have correspondent parts in the contour associated; for instance, in cases 
of large deformations or partial occlusions. In these cases, the traditional optimization 
algorithms that force the matching for all points often generate wrong matches. To 
overcome this, we developed an assignment algorithm that only matches a percentage of 
the points involved, the ones with greatest affinity. The algorithm includes an order 
preserving constraint and was implemented using dynamic programming. 
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Let one suppose that there are two input contours, the template and the source, defined by 
two sets of ordered points with dimensions n and m, respectively; an affinity (or matching 
cost) matrix C, where each element, 
ijc , represents the cost to match point i from the 
template contour with point j from the source contour. Without loss of generality, suppose 
that mn   and the goal is to match only p points ( np  ). 
Adopting the traditional dynamic programming notation, let one define the stage variable 
k, the state variable s and the function of minimum cost  sfk . The value of k indicates 
the correspondence number that is being considered ( pk  ). The value of s defines each 
possible correspondence for each value of the stage variable k: 
   11  pnpms .       (1) 
Finally,  sfk  represents the total cost to establish the correspondences k...,,2,1 , 
considering that the k-correspondence is the one defined by the value of s. 
Notice that  sfk  is defined using recurrence, thus, each value of  sfk  also depends on 
the values previously determined in stages 1,...,2,1  kk . For each stage, we have: 
    ijkk crfsf  1 ,        (2) 
where sr   and i and j depend on the s and k. Because the points’ order must be 
preserved, both indices of 
ijc  in Equation 2 must be superior to the ones considered in the 
previous stage (stage 1k ). 
Each value  sfk  is kept in a table with p rows and    11  pnpm  columns. 
After calculating all  sfk  (in total, there are    11  pnpmp  values), the next 
step is to perform a search in the table built in order to find the matching of minimum 
cost. 
The matching obtained using the process described above preserves the absolute order 
and is the one that has the minimum cost. However, there are no guarantees that this 
matching is the matching of minimum cost that preserves the circular order. To solve this 
problem, the points of template contour are reordered. Thus, point 2 becomes point 1, 
point 3 becomes point 2 and so on, and finally point 1 becomes point n. Then, the new 
matching of minimum cost is determined. The step to reorder the points and determine 
the matching of minimum cost is repeated 1n  times. Finally, the matching of minimum 
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cost is chosen among all matching of minimum costs found that preserves the successive 
absolute orders. Therefore, the matching chosen is the one that has the minimum cost that 
preserves the circular order. 
The computational complexity of this global algorithm is: 
   11  pnpmpn .      (3) 
If np  , that is, all points of the template contour are matched, the computational 
complexity is  12  nmn  as the algorithm proposed in Oliveira and Tavares (2008). 
To facilitate the understanding of the solution proposed, let us consider the following 
example. 
 
Example: 
Suppose that there is a matching cost matrix C of dimension 54  (represented by the 
table considered in Figure 1) and the goal is to match just 3 points. To find the "global" 
matching of minimum cost, for each absolute order of the points, there are 3 stages (equal 
to the number of matches pretended) and for each stage there are 6 states, 
   134135  , Equation 1. In the total, it is considered 4 different absolute orders 
(equal to the number of matrix lines). In Figure 1 can be seen the cost matrix elements 
used to search and calculate the matching cost for the first and second absolute orders. 
Reordering the rows and applying the same formulation, one can determine all the 
matchings of minimum cost that preserve the 4 absolute orders defined. The matchings 
obtained and the respective costs for each absolute order, based on the original 
numeration of the points, are (first row represents the points of the template contour and 
second row represents the points of the source contour): 
5cost
532
431







; 4cost
532
132







; 6cost
432
214







; 5cost
542
324







. 
One should notice that if the points are rearranged according on two circumferences, none 
of the matchings originate crossed correspondences, Figure 2. 
                                        A VERSATILE MATCHING ALGORITHM BASED ON DYNAMIC PROGRAMMING WITH CIRCULAR ORDER PRESERVING 
- 103- 
If the order constraint was not imposed, the matching of minimum cost will be 3 (lesser 
than the minimum cost obtained with order constraint), but crossed matches will appear, 
Figure 3. 
 
Figure 1: Illustration of the searching for the matching of minimum cost for the first and second absolute 
orders. This example is based in a cost matrix of dimension 54  and it is supposed that are desired just 3 
matches. (For each matrix, the cells with gray background represent the possible states s for each stage k 
and for each absolute order. For each absolute order, the cells with highlighted contour represent the ones 
selected for the matching of minimum cost and their sum represents the total cost.) 
 
Figure 2: Illustration of the matching for Example considered. On the left side, the matching obtained for 
the first absolute order and, on the right side, for the second absolute order. (The smaller circumferences 
represent the template contour and the larger ones represent the source contour; the thin lines represent the 
correspondences.) 
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Figure 3: Illustration of the minimum cost matching for the Example considered if the order constraint was 
not imposed. 
2.2 Registration 
The adopted registration algorithm consists of four steps: 1) extract each contour from the 
input images; 2) assemble the contours’ affinity cost matrix; 3) optimize the matching of 
the contours’ points using the optimization algorithm described; 4) compute the 
transformation’s parameters and align the input images. 
To obtain the contours from the images to be aligned, two different approaches were 
considered. For images of classes hammer, tool and hand, we performed a simple 
extraction of the boundary points and then applied a contours tracking algorithm to order 
the extracted points. To extract the contours from the pedobarographic images, in other 
words, the sets of points that represent constant pressure from the interaction foot/ground, 
the first step was image binarization followed by a morphological closing operation using 
a circular structuring element of radius equal to 3 pixels. Then, the boundary points were 
extracted and a global virtual contour was defined, Figure 4. 
     
Figure 4: Illustration of the process of building the contour to be considered from each pedobarographic 
image: On the left side, the original image; on the middle, two sets of boundary points extracted from the 
left image and, on the right side, the final virtual global contour considered. (In the image on the left side, 
intensity peak pressure was converted to a gray scale using a linear transformation.) 
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Next, following the approach considered in Oliveira and Tavares (2009), for each pair of 
images to be aligned, a contours’ affinity cost matrix C is assembled, which describes the 
similarity between the template and source contours, considering information on 
contours’ curvature and distance of each contours’ point to the respective centroid. Thus, 
each element 
ijc  of C represents the matching cost between point i of the template contour 
and point j of the source contour; bigger 
ijc  values indicate smaller affinity between the 
respective points. Next, the optimization algorithm here presented performs a search on 
matrix C for the global matching of minimum cost given the number of matches 
pretended and preserving the circular order. 
Afterwards, the geometric transformation that aligns the contours involved and registers 
the images associated is determined. For classes hammer, tool and hand only similarity 
transformations (rotations, translations and uniform scaling) were allowed as in Oliveira 
and Tavares (2009). For pedobarographic images only rigid transformations (rotations 
and translations) were allowed as in Oliveira et al. (2009). 
3. Quality assessment 
To validate the proposed optimization algorithm when applied to optimize the global 
matching between the contours of two objects, several experiments were performed. 
Their main goal was to find the best global correspondence, in terms of minimum global 
cost, between two contours defined by ordered points and use it to estimate the geometric 
transformation that best aligns the two input images. 
3.1 Data 
Two sets of data were used. The first set was organized in three classes: tool (41 shapes), 
hammer (32 shapes) and hand (17 shapes) available in the database "silhouette 
database(1032 shapes)", organized by the Laboratory for Engineering Man/Machine 
System (LEMS). The second set consists in a set of 30 pairs of peak pressure images from 
dynamic pedobarography used on a previous study (Pataky et al., 2008; Oliveira et al., 
2009). 
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3.2 Registration quality assessment 
Registration quality was assessed on experimentally variable images (i.e. transformation 
parameters unknown a priori) by visual analysis on the matchings and alignments for the 
images of classes hammer, tool and hands; exclusive-or (XOR) (Pataky et al., 2008) for 
pedobarographic images; and registration duration (ms) for all images. The value of XOR 
indicates the percentage of non-zero pixels that overlap zero pixels. Thus, smaller XOR 
values indicate smaller proportions of non-overlapping pixels and, consequently, better 
alignment. 
To validate the matching optimization algorithm, several experiments were accomplished 
for different percentage of matches. It was considered percentages between 95% and 
100%. Percentages smaller than 95% were not considered as the method used to build the 
cost matrices is unsuitable for those cases. For each class hammer and tool, more than 
100 matching/alignment experiments were performed. 
The current algorithm was implemented in C++, using Microsoft Visual Studio 6 and 
were tested on a notebook PC with an AMD Turion64 2.0GHz microprocessor, 1.0GB of 
RAM, and running Microsoft Windows XP. 
4. Results 
4.1 Silhouette database images 
Small differences were observed on the matchings established when the matching 
percentage varies from 95% to 100%. In some cases, a slight improvement on the 
matching found was enough to significantly enhance the final alignment of the input 
images, see Figure 5. 
For class hand, also small differences were observed in major part of the matchings 
found. However, for images "hand01" and "hand02-1", the matching found and 
consequently, the alignment established, were without sense when 100% of the points 
were matched. However, when just 95% of the points were matched, the matching’s 
quality improves enough to obtain a good alignment from the same ones, Figure 6. 
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Figure 5: On the top row, two images of the class tool. On the bottom row, their contours after alignment 
(on the left side just 95% of the points were matched and on the right side 100% of the points were 
matched). (The template contour is represented in blue and the source contour is represented in red.) 
 
 
 
Figure 6: Two images of the class hand, the matching and alignment obtained. On the top row, the original 
input images. On the middle row, the contours on original position and the matching obtained using 95% 
(on the left side) and using 100% of the points (on the right side). On the bottom row, the alignment 
obtained using 95% (on the left side) and using 100% of the points (on the right side). (The template 
contour is represented by blue line, the source contour is represented by red line and the matches 
found are represented by green line.) 
4.2 Pedobarographic images 
For pedobarographic images, the contours were obtained using a pressure threshold level 
001.0  N/cm
2
, the minimum value possible for the data used. The pedobarographic 
images used are of low resolution ( 6245  pixels) and therefore, it was possible to 
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analyze each correspondence established and detect the small differences associated to 
different matching’s percentages. In Figure 7 an example of those differences is shown. 
By visual analysis was impossible to detect any difference in the alignment of 
pedobarographic images. However, using XOR as dissimilarity measure, some 
differences were observed, Figure 8. 
In Figure 9 the computational time required for the registration of the pedobarographic 
images is presented. 
   
Figure 7: Two examples of global matchings found: On the left side, the matching obtained when all points 
are forced to be matched, and on the right side the matching obtained when just 99% of the points are 
forced to be matched. (The template contour is represented by blue points, the source contour by red points 
and the correspondences found by green lines.) 
 
Figure 8: Values of XOR for different matching’s percentages. 
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Figure 9: Computational time required for different matching’s percentages. 
5. Conclusions 
For classes hammer and tool, just small differences were observed between the 
correspondences found when 95% and 100% of the points were forced to match. 
However, in some cases significant improvements were obtained in the final alignment 
when lesser than 100% was considered. For class hand, the resultant correspondences and 
alignments were practically equal when 95% and 100% of the points were matched. 
However, when the image "hand02-1" was used, the alignment found when 100% of the 
points were matched did not have any sense at all, but it was good when just 95% of the 
points were matched. 
For pedobarographic images, when all points were matched, some wrong matches appear 
in some situations. However, only point-wise matching was incorrect; image-wise 
matchings were, as mentioned above, visually indistinguishable. In the case considered in 
Figure 7, as the heels to be matched present different numbers of points, when all points 
are forced to be matched, one point from the foot heel was forced to wrongly match with 
one point of the foot palm. 
The computational time required increased considerably when the percentage of points 
forced to be matched diminished. This fact is in agreement with its computational 
complexity. 
The results obtained show that enhanced results can be obtained when not all contours’ 
points are forced to be matched; in particularly, in cases in which there are considerable 
local deformations. 
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The cost matrices considered in the experiments performed are suitable for ordered 
contours with a predominant similarity geometric deformation. Thus, to maintain the 
matchings’ robustness, it is essential that almost all points are forced to match. Because of 
that, the smaller percentage of points matched considered in this work was 95%. 
However, for other kinds of cost matrices, it is possible that percentages smaller than 95% 
originate better and more stable results. 
In the near future, the optimization methodology presented in this paper is going to be 
adopted to match and align organs presented in 2D medical images. 
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Abstract 
Image registration has been used to support pixel-level data analysis on pedobarographic 
image data sets. Some registration methods have focused on robustness and sacrificed 
speed, but a recent approach based on external contours offered both high computational 
processing speed and high accuracy. However, since contours can be influenced by local 
perturbations, we sought more global methods. Thus, we propose two new registration 
methods based on the Fourier transform, cross-correlation and phase correlation that offer 
high computational speed. We found out that both proposed methods revealed high 
accuracy for the similarity measures considered and using control geometric 
transformations. Additionally, both methods revealed high computational processing 
speed which, combined with their accuracy and robustness, allows their implementation 
in near-real-time applications. Furthermore, we found that the current methods were 
robust to moderate levels of noise, and consequently, do not require noise removal 
procedure like the contours method does. 
 
Keywords: biomechanics, image analysis, image registration, Fourier transform, FFT, 
cross-correlation, phase correlation. 
1. Introduction 
Image registration is an essential component in several computer vision and image 
processing tasks. Since each pedobarographic data set can be converted to a rectangular 
array, image registration computational methods can be used to align the data sets. 
When applied to pedobarographic image data, image registration can be an important tool 
for the clinician because it allows some operations to be made rapidly and automatically. 
Possible applications include comparison of a pedobarographic image of a particular 
patient with an image database, and automatic recognition of the foot type of a patient and 
the assistance in the diagnosis of some common associated pathologies. 
Pedobarographic image registration supports pixel-level statistics which, in some 
situations, can more effectively extract biomechanically-relevant information from 
plantar pressure images than traditional regional techniques (Pataky et al., 2008a). 
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Previous studies in pedobarographic image registration (Harrison and Hillard, 2000; 
Tavares et al., 2000; Bastos and Tavares, 2004; Pinho and Tavares, 2004; Pataky and 
Goulermas, 2008; Pataky et al., 2008b) have been made, but, except for the work 
described in Harrison and Hillard (2000), they did not focus particularly on implementing 
computational algorithms in an attractive manner to be used in real automated registration 
processes, specifically those to be used in real-time analysis of pedobarographic image 
data. In Oliveira et al. (2009a; 2009b) an automatic contour-based registration method, 
based on the matching methodology presented in previous works (Oliveira and Tavares, 
2008; Oliveira and Tavares, 2009), was implemented to register pedobarographic images. 
The results showed high accuracy and a dramatically reduced processing time, which 
allows its use in near-real-time applications. 
The computational methods aforementioned present some drawbacks. For instance, the 
principal axis (PA) transformations (Harrison and Hillard, 2000) is not very accurate, as it 
was shown by Pataky et al. (2008b); the modal matching (Tavares et al., 2000; Bastos and 
Tavares, 2004; Pinho and Tavares, 2004) is very sensitive to rotations; the registration 
method based on the hierarchical implementation of particle swarm optimization made by 
Pataky et al. (2008b) is very accurate for several similarity measures, but very slow; and 
the contour-based registration (Oliveira et al., 2009a; Oliveira et al., 2009b) is very fast 
and very accurate for the similarity measure of XOR (Pataky et al., 2008b), however, the 
MSE accuracy is not so good as in Pataky et al. (2008b). Besides, as that latter method 
uses just the ordered external contours extracted from the input images, it can suffer from 
local contours’ perturbations and from the presence of feet's shape abnormalities. 
In the literature, some robust and fast methods to register images based on the Fourier 
transform have been presented (Castro and Morandi, 1987; Reddy and Chatterji, 1996; 
Keller et al., 2005). However, most of those methods assume that the input images are 
alike; that is, they differ only by transformation and not in their greyscale profiles. The 
main goal of the current paper was to apply Fourier registration fundamentals to 
experimental pedobarographic images and to evaluate the accuracy, efficiency, and 
robustness of the Fourier approach for this purpose. 
This paper is organized as follows. In the next section, we describe the methods of cross-
correlation (CC), sum of squared differences (SSD) and phase correlation (PC) in the 
frequency domain; then, in section 3, we present the proposed computational methods and 
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some implementation issues; afterward, experimental results are presented in section 4; 
finally, in section 5 the results are discussed and some conclusions are pointed out. 
2. Theoretical fundaments 
2.1 2D discrete Fourier transform 
It is well known that a periodic signal can be represented by a sum of sinusoidal 
functions. The Fourier transform is a conversion of the signal in the time-domain or 
space-domain to the frequency-domain. Let f be a greyscale image defined in a 2D 
MN   discrete domain, where  yxf ,  represents the intensity of the pixel with 
coordinates  yx, . Let F be the discrete Fourier transform of f. Thus, F is given by: 
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Therefore,  vuF ,  is a complex number, which has the signal amplitude or spectrum 
 vuF ,  and the phase   vuF ,arg . 
The original image f can be totally reconstructed without loss of information using the 
inverse Fourier transform: 
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From the two previous equations, it can be seen that the involved computational 
complexity is   2NMO . However, using the fast Fourier transform (FFT) algorithm, the 
computational complexity of both transforms is   NMNMO 2log  (Press et al., 2002). 
It is well known that a rotation of an image in the space domain corresponds to a rotation 
of the spectrum in Fourier domain and a translation in the space domain corresponds to a 
shift of the phase in Fourier domain (Reddy and Chatterji, 1996; Press et al., 2002). This 
second property and the convolution theorem are very useful in image registration 
because they allow the direct estimation of image translation. 
In the following sections, we present three methodologies based on the Fourier transform 
to directly determine the optimal shift between two images. We also present a solution to 
estimate rotation and scaling transformations. 
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2.2 Shift determination 
We developed three methods to determine the shift that best align two images, all based 
on the Fourier transform: cross-correlation (CC), sum of squared differences (SSD) and 
phase correlation (PC), that are explained in the following. 
2.2.1 Cross-correlation 
Consider two discrete function f and g, in particular two images, and the Pearson's linear 
correlation coefficient 
fgr  (Press et al., 2002): 
     
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where 
f  and g  are the average intensity of f and g, respectively. 
The same coefficient fgr  can be given in function of a shift a by; 
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With the image registration goal, we can assume that the images are best aligned when 
 arfg  is maximum; therefore, we search for the value of a that originates the maximum 
value of 
fgr . Thus, we can simplify the previous equation by just considering de cross-
correlation (CC): 
      
i
fg aigifaCC .       (5) 
By the convolution definition, one have: 
        agfiagifa
i
fg CC ,     (6) 
where    igig   and   represents the convolution. From the convolution theorem, one 
can obtain: 
     gfkgf FFF  ,       (7) 
where F  represents the Fourier transform and k is a constant that depends on the specific 
Fourier transform normalization. 
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Thus, computing the inverse of the Fourier transform (using, for instance, the inverse fast 
Fourier transform (IFFT)) of the product from Equation 7, the correlation can be obtained 
for all shifts. Then, the coordinates of the point which has the higher value represent the 
desired integer optimal shift. 
2.2.2 Sum of squared differences 
Another approach to translation estimation is based on the sum of squared differences 
(SSD): 
     
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2
SSD .       (8) 
The SSD can be computed in function of a shift a: 
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Because the assumption behind the SSD is that two images are best aligned when its 
minimum value is achieved and we are only searching for the optimal shift, SSD equation 
can by simplified to: 
            agfiagifaigifa
ii
fg   222PSSD .  (10) 
Comparing Equation 10 and the cross-correlation of Equation 7, it can be verified that the 
optimal shift obtained by both methods are the same. 
The SSD can be evaluated in a region of interest (ROI), considering the weight function w 
and rewriting the SSD equation as: 
       
i
wfg iwigif
2
,SSD .      (11) 
By an analogous process to the one described above, the 
wfg ,SSD  equation can be 
expanded and the weight SSD can be efficiently computed in Fourier domain (Orchard, 
2007). 
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2.2.3 Phase correlation 
Let us consider two images f and g and their Fourier transforms F and G, respectively, 
and suppose that    00 ,, yyxxfyxg  ; thus, according to the shift property (Castro 
and Morandi, 1987), we can get: 
     002,, vyuxievuFvuG   .       (12) 
Then, by computing the cross-power, we have: 
   
   
 002
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vuGvuF   ,      (13) 
where *G  represents the complex conjugate of G. 
By computing the inverse of the Fourier transform of the cross-power, a Dirac δ-
distribution centered on  00 , yx  is obtained (Castro and Morandi, 1987). Therefore, the 
coordinates of the Dirac pulse indicate the optimal integer shift. However, when the 
images differ significantly each other, the phase correlation matrix obtained is not defined 
by just one pulse but rather by several. Usually several other peaks appear around the 
highest peak and occasionally the neighbourhood of the highest peak is weaker than the 
neighbourhood of the others peaks. Thus, we assume that we should choose the highest 
peak that belongs to the strongest neighbourhood. Consequently, before the search for the 
highest peak, the phase correlation matrix/image is smoothed using a 33  Gaussian 
kernel with 5.1 . 
2.2.4 Subpixel registration 
In the literature, there are some methods to extend the accuracy of registration algorithms 
based on the Fourier transform to subpixel level (Averbuch and Keller, 2002; Hoge, 
2003). We interpolate the neighbourhood of the strongest peak using a quadratic function, 
and then we determine the continuous coordinates associated with the maximum CC or 
PC value or the minimum SSD value. Additionally, we considered a 33  neighbourhood 
centred on the highest peak and use least squares to compute the coefficients of the 
quadratic function. 
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2.3 Rotation and scaling 
Any point of the plane with rectangular coordinates  yx,  can be represented in log-polar 
coordinates  ,log rb , in which 1b  is the base of the logarithm. For simplicity, in the 
following we omit the base. For any point  cc yx ,  chosen to be the transformation centre, 
we have: 
   22loglog cc yyxxr   and 
c
c
xx
yy


tan .   (14) 
Let us suppose that we have two similar images f and g, where g is a copy of f rotated by 
an angle   and scaled by a factor of s  0s . For simplicity, let us consider that the 
rotation and scaling were applied around the origin point. Thus, a point  yx,  in f has in g 
the coordinates   cossin,sincos ysxsysxs  . If the point  yx,  in f has log-
polar coordinates  ,log r , then the same point in g has log-polar coordinates 
      ,loglog,log rsrs . Thus, a scaling and rotation in a rectangular 
coordinate system corresponds to a shift in a log-polar coordinate system. 
The rotation and scaling properties of the Fourier transform state that a rotation in the 
space domain corresponds to the same rotation of the spectrum, and a scaling by a factor 
of 0s  in the space domain corresponds to a scaling by factor s1  in the frequency 
domain (Reddy and Chatterji, 1996; Press et al., 2002). By the shift property of the 
Fourier transform, we also know that if two images just differ by a shift, then their 
spectrum magnitudes are equal. 
Through the three properties described above, we know that if two images just differ by a 
shift, a rotation and a scaling, then their spectrums differ only by a rotation and a scaling. 
After converting the spectrum to log-polar coordinates, the rotation and the scaling will 
be represented by a shift (Wolberg and Zokai, 2000; Keller et al., 2005). Thus, by using 
the CC, SSD or PC methods previously described, the optimal shift in the log-polar 
coordinate system can be determined and consequently, the optimal rotation and scaling 
in the space domain are obtained. 
Because digital images are defined in a discrete grid, to increase accuracy both the base of 
the logarithm and the angle step should be as small as possible. However, one should 
remember that increased accuracy will sacrifice computational speed. 
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3. Methodology 
3.1 Algorithm 
The current algorithm can be described in eight steps: I) Convert both input images to the 
frequency domain using FFT; II) Convert both spectrums to log-polar coordinates; III) 
Convert both log-polar spectrum images to the frequency domain using FFT; IV) 
Determine the optimal shift of the log-polar spectrums using CC, SSD or PC method (the 
shift along rlog axis allows to determine the scaling and the shift along   axis allows to 
determine the rotation angle); V) Apply the scaling and rotation to the source image; VI) 
Convert the transformed image to the Fourier domain using FFT; VII) Use the CC, SSD 
or PC method to determine the optimal shift between the template image and the 
rotated/scaled source image; VIII) Apply the computed rotation, scaling and shift to the 
original source image. 
In Figure 1 the current cross-correlation algorithm is depicted. In cases where scaling is 
not necessary, for instance, intra-subject pedobarographic images, in steps II and IV 
above a simple polar coordinate system is used and the scale factor is set to one. 
3.2 Implementation issues 
To compute the FFT and the IFFT, we use the algorithms described in Press et al. (2002). 
To convert the images to log-polar (or polar) coordinates and apply the geometric 
transformation to the source image, we use bilinear interpolation. 
In steps I and III of our algorithm, we applied the FFT algorithm to real data sets with the 
same dimension. Thus, we exploit the symmetry of the Fourier transform to handle the 
two real functions (the images) at once. Let us consider two real and discrete functions f 
and g and their Fourier transforms F and G. Since each  nf  is real, the components of 
the discrete Fourier transform satisfy    nFnNF * , where * denotes complex 
conjugation (Press et al., 2002). By the same reasoning, the discrete Fourier transform of 
a purely imaginary set of g has the opposite symmetry    nGnNG * . Thus, if we 
register both real functions in one complex array, where f is the real part and g is the 
imaginary part; both Fourier transforms can be computed at the same time and then 
separated afterword. 
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Figure 1: Cross-correlation algorithm and data pipeline. 
Before converting both input images to the frequency domain, it is necessary to pre-pad 
images with zeros in the following situations (for a detailed explanation see, for instance, 
Keller et al. (2005)): 
 The images do not have the same dimensions; 
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 The image dimensions are not equal in both axes; 
 To avoid wrap-around effects in the frequency domain; 
 The image dimensions are not a power of 2 (Press et al., 2002). 
The transformation from rectangular coordinates to log-polar (or polar) coordinates does 
not distribute the images’ pixels uniformly. In fact, using a rectangular to log-polar (or 
polar) transformation, the pixels near the center have more influence in the log-polar 
image than pixels far from the center, Figure 2. Thus, in the spectrum image the lowest 
frequencies (near the center) have more influence than the highest frequencies (far from 
center). Therefore, when the FFT of log-polar (or polar) images is computed, a reduced 
part of the original spectrum image (low frequencies) will have a strong impact on the 
final results, decreasing the likelihood of achieving good estimators for rotation and 
scaling. To distribute more uniformly the power spectrum, we multiply the power of each 
raw in log-polar (or polar) axis by the distance to the center and the width of the 
corresponding ring, Figure 2. 
 
Figure 2: Transformation from rectangular coordinates to log-polar coordinates. 
3.3 Computational complexity 
As was previously described, zero padding is necessary in some situations. Thus, let us 
consider that the padded images have dimension NN  . To compute the Fourier 
transform using the FFT algorithm the computational complexity is: 
     NNONNONNO 2222222 loglog2log  .    (15) 
For those images dimensions, two FFT and one IFFT are needed. 
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To convert the spectrums images to log-polar coordinates the complexity depends on the 
base of the logarithm and the number of angular steps. For instance, regarding an 
accuracy of 1º in the angle, we need 180 steps as the spectrum image is symmetric, and 
thus we just use half spectrum image. 
The base of the logarithm in the log-polar coordinate system defines the minimum value 
possible for the scale. For instance, if we know that the scaling is greater than 1.05, we do 
not need to use a value less than 1.05 for the logarithm base. The smaller the logarithm 
base, the greater the accuracy of the computed scaling value. However, as is shown in 
subsequent results, we do not need to use extremely small values for the base of the 
logarithm, because the algorithm used for subpixel accuracy works quite well. 
Additionally, we used two different grids for the log-polar images: 72N  and 82N , 
that is, we used N steps in the rlog  axis and 128 or 256 steps in the   axis. Using polar 
coordinates, we just used 2N  steps in the r axis. 
To convert the complete spectrum image to log-polar coordinates, the computational 
complexity is  NAO  , where A is the number of different angle values used. The 
computational complexity to convert the log-polar images to the frequency domain is 
  ANANO 2log . 
The computational complexities for the bilinear interpolations are  2NO  and  ANO . In 
conclusion, the computational complexity depends on the images to register and the 
desired level of accuracy for the angle and scale. Thus, the total computational 
complexity is: 
   ANANNNO 2222 log;logmax .      (16) 
3.4 Data 
Data from a previous study (Pataky et al., 2008b) were here re-analyzed to afford direct 
comparison between the new and previous methods. The dataset consisted of 30 pairs of 
peak pressure images, three random image pairs from ten random subjects. The data were 
originally collected at 500 Hz using a 0.5 m Footscan system (RSscan, Olen, Belgium). 
Each pedobarographic image was defined in a rectangular grid of 6345  pixels. 
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3.5 Registration accuracy assessment using control images 
We first assessed registration accuracy by applying known transformations to the set of 
30 template images and then comparing these known parameters to those obtained using 
the above methods. We also assessed robustness to noise by repeating the above 
experiments after adding controlled Gaussian noise to the input images. 
Some current pedobarographic equipment, like the ones based on light reflection 
techniques (Tavares et al., 2000), can introduce noise in the data acquired with a Gaussian 
noise distribution. Thus, we decided to test the robustness of our methods to that kind of 
noise. Therefore, first, we applied a known geometric transformation to a set of 30 
images, and then we added Gaussian noise to both image sets, the original images and the 
transformed images. Finally, both cross-correlation and phase correlation algorithms were 
tested on those images. Because we wanted to test the noise robustness of the algorithms, 
we used the noisy images without any image filtering operation. The noise amplitude 
used had a Gaussian distribution with zero mean (0 N/cm
2
) and standard deviation 
ranging from 0 to 2.0 N/cm
2
. We note that pedobarographic data intensities are subject-
dependent, and consequently, the signal to noise ratio (SNR) is subject-dependent as well. 
3.6 Registration quality assessment using experimental images 
Registration was repeated on the experimental images pairs (Section 3.4), and speed and 
accuracy were compared with the global Min(MSE) and Min(XOR) algorithms described 
in Pataky et al. (2008b) and Geometric and Hybrid algorithms described in Oliveira et al. 
(2009a). The sensitivity of XOR and MSE was assessed qualitatively for two different 
angular steps: º4.12/º180 7   and º7.02/º180 8  . 
For intra-subject registration scaling was not employed, following previous studies 
(Pataky et al., 2008b; Oliveira et al., 2009a), because plantar foot geometry may be 
considered relatively constant trial-to-trial for a given subject. In these experiments, we 
used the polar transformation. 
3.7 Inter-subjects registration quality assessment 
To test the accuracy on inter-subjects registration of both algorithms, first we chose 10 
images, one of each one of the 10 subjects (Section 3.4) and then we register each image 
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with all the other 9 images. In the total, there are 45 different combinations. In those 
experiments, we consider the scaling effects, and consequently, we used the log-polar 
transformation instead of polar transformation. 
3.8 Implementation 
The algorithms were implemented in C++, using Microsoft Visual Studio 8 and were 
tested on a notebook PC with an AMD Turion64 2.0 GHz microprocessor, 1.0 GB of 
RAM and running Microsoft Windows XP. 
4. Results 
In this section CC and the PC results are presented. SSD results are not presented because 
they are equivalent to the CC results, as previously explained (Section 2.2.2). 
4.1 Accuracy 
4.1.1 Control images 
The two Fourier methods were highly accurate for controlled transformations, Table 1. 
Figure 3 shows two examples. 
Both methods were also very accurate in the presence of Gaussian noise with amplitude 
zero mean (0 N/cm
2
) and standard deviation ranging from 0 to 1.5 N/cm
2
, Table 2 (Figure 
4). For the 30 images pairs used, the SNR of pedobarographic image data varied between 
4.1 and 10.4 for Gaussian noise with standard deviation 5.0  N/cm
2
 and between 1.4 
and 3.5 for Gaussian noise with standard deviation 5.1  N/cm
2
. 
The average rotation, scale and translation were practically identical to the values 
obtained without noise addiction. However, we found that the noise standard deviation 
increases caused increased variation in transformation parameter estimation. The cross-
correlation algorithm performed slightly better than the phase correlation algorithm. 
Parameter estimation performance decreased for noise standard deviation equal or greater 
than 2.0 N/cm
2
. 
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Table 1: Comparison between the control values applied to 30 pedobarographic template 
images and the corresponding values obtained using the cross-correlation (CC) and phase 
correlation (PC) methods. (SD  Standard deviation, Tx – Translation along x axis, Ty – 
Translation along y axis) 
  Angle Scale Tx Ty Time 
Method and parameters [º] SD  SD [pixel] SD [pixel] SD [ms] 
Control values -26.50  1.10  0.00  -2.50   
Method CC; logbase 1.033; 
angle resolution 360/256 
-26.51 0.050 1.10 0.002 0.00 0.011 -2.50 0.020 41 
Method CC; logbase 1.033; 
angle resolution 360/512 
-26.50 0.049 1.10 0.001 0.00 0.011 -2.50 0.020 58 
Method CC; logbase 1.12; 
angle resolution 360/256 
-26.61 0.086 1.10 0.003 -0.01 0.027 -2.51 0.027 32 
Method CC; logbase 1.12; 
angle resolution 360/512 
-26.60 0.085 1.10 0.003 -0.01 0.028 -2.51 0.028 40 
Method PC; logbase 1.033; 
angle resolution 360/256 
-26.53 0.027 1.10 0.001 0.00 0.005 -2.49 0.014 51 
Method PC; logbase 1.033; 
angle resolution 360/512 
-26.50 0.025 1.10 0.001 0.00 0.004 -2.49 0.014 72 
Method PC; logbase 1.12; 
angle resolution 360/256 
-26.49 0.070 1.11 0.002 0.01 0.018 -2.51 0.041 39 
Method PC; logbase 1.12; 
angle resolution 360/512 
-26.47 0.087 1.11 0.004 0.02 0.023 -2.51 0.048 48 
Control values 15.00  0.80  5.50  1.30   
Method CC; logbase 1.033; 
angle resolution 360/256 
15.04 0.068 0.80 0.001 5.50 0.012 1.31 0.021 41 
Method CC; logbase 1.033; 
angle resolution 360/512 
15.02 0.066 0.80 0.001 5.50 0.012 1.31 0.021 58 
Method CC; logbase 1.12; 
angle resolution 360/256 
15.04 0.089 0.81 0.002 5.52 0.016 1.31 0.052 32 
Method CC; logbase 1.12; 
angle resolution 360/512 
15.03 0.086 0.81 0.002 5.52 0.017 1.31 0.054 40 
Method PC; logbase 1.033; 
angle resolution 360/256 
15.04 0.063 0.80 0.001 5.48 0.010 1.33 0.012 51 
Method PC; logbase 1.033; 
angle resolution 360/512 
14.99 0.072 0.80 0.001 5.48 0.009 1.33 0.012 72 
Method PC; logbase 1.12; 
angle resolution 360/256 
15.00 0.067 0.80 0.002 5.48 0.014 1.33 0.018 39 
Method PC; logbase 1.12; 
angle resolution 360/512 
14.93 0.074 0.80 0.002 5.47 0.012 1.32 0.016 48 
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Figure 3: Two examples of registration using known transformations. By row, from the left to the right: 
original image; transformed image; overlapped images before registration and overlapped images after 
registration. 
Table 2: Comparison between the control values applied to 30 pedobarographic template 
images and the corresponding values obtained using the cross-correlation (CC) and phase 
correlation (PC) methods in the presence of Gaussian noise ( 5.0;0  x  N/cm2, 1.5 
N/cm
2
) added to both input images sets. (SD  Standard deviation, Tx – Translation along 
x axis, Ty – Translation along y axis) 
  Angle  Scale Tx Ty 
Method and parameters [º] SD  SD [pixel] SD [pixel] SD 
Control values -26.50  1.10  0.00  -2.50  
Method: CC; logbase: 1.033; 
angle resolution: 360/256; noise: 
 5.0;0  x  
-26.50 0.097 1.10 0.002 0.00 0.020 -2.50 0.024 
Method: CC; logbase: 1.033; 
angle resolution: 360/256; noise: 
 5.1;0  x  
-26.53 0.247 1.10 0.008 -0.01 0.057 -2.50 0.049 
Method PC: logbase: 1.033; angle 
resolution: 360/256; noise: 
 5.0;0  x  
-26.53 0.066 1.10 0.001 0.00 0.016 -2.49 0.026 
Method PC; logbase 1.033; angle 
resolution 360/256; noise 
 5.1;0  x  
-26.59 0.434 1.10 0.008 -0.02 0.092 -2.51 0.075 
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Figure 4: Two examples of registration using control transformation and noise addition ( 5.0  
N/cm2.on first row and 5.1  N/cm2 on second row). By row, from the left to the right: noisy original 
image; noisy transformed image; overlapped images before registration and overlapped images after 
registration. (To facilitate the visualization, the original and transformed noisy images were converted to 
greyscale images; the overlapped images were binarized and the background was turned to white.) 
4.1.2 Intra-subject registration 
The current methods performed well for intra-subject registration, Table 3. 
4.1.3 Inter-subject registration 
The CC and PC methods produced qualitatively good alignment for all inter-subject 
image pairs (e.g. Figure 5) and also produced identical similarity values (Table 4). 
4.2 Speed 
Average registration durations per image pair are presented in Tables 1 and 3. These 
values include all computational tasks, from disk data reading to final image building and 
similarity measure computing. 
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Table 3: Comparison among the results obtained using the cross-correlation (CC) and 
phase correlation (PC), Min(XOR) and Min(MSE) (Pataky et al., 2008b), and Geometric 
and Hybrid registration methods (Oliveira et al., 2009a). (SD  Standard deviation) 
 MSE XOR Time 
Method and parameters [N/cm
2
]
2 
SD % SD [ms] 
Method CC; polar; angle resolution 360/256 4.06 2.114 12.31 1.732 33 
Method CC; polar; angle resolution 360/512 4.06 2.115 12.32 1.747 41 
Method PC; polar; angle resolution 360/256 4.17 2.191 12.25 1.689 39 
Method PC; polar; angle resolution 360/512 4.30 2.330 12.36 1.747 50 
Reference results 
Min(MSE) 3.98 2.087 12.52 1.777 9010 
Min(XOR) 5.45 3.289 11.60 1.725 9000 
Geometric registration (using a threshold level of 
10
-3 
N/cm
2
) 
5.80 3.070 11.69 2.630 25 
Hybrid registration (using a threshold level of 10
-3 
N/cm
2
) 
4.52 2.320 11.09 2.520 53 
Table 4: Comparison among the results obtained using the cross-correlation (CC) and 
phase correlation (PC) for inter-subjects registration. 
Methods and parameters 
Average MSE 
[N/cm
2
]
2 
Average XOR 
[%] 
Method CC; logbase 1.033; angle resolution 360/256 19.41 18.33 
Method PC; logbase 1.033; angle resolution 360/256 19.43 18.57 
 
Figure 5: Two examples of inter-subject registration. By row, from the left to the right: template image; 
source image; overlapped images before registration and overlapped images after registration. (To facilitate 
the visualization, the original and transformed images were converted to greyscale images; the overlapped 
images were binarized and the background was turned to white.) 
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5. Discussion and conclusions 
The results demonstrate that both cross-correlation and phase correlation registration 
methods were very rapid and robust to the natural variations found in a random sample of 
non-pathologic pedobarographic images. Both methods were also very robust and 
accurate to controlled transformations (Table 1); maximum differences between the 
applied and estimated values were approximately 0.1º for rotation, 1% for scale and 0.03 
pixels for translation. We note that small errors were expected because geometric image 
transformations produce subtle nonlinear distortions due to interpolation imperfections 
and pixel-based sampling (Parker et al., 1983). These results allow us to conclude that 
both current Fourier based methods are more accurate than the one presented in Oliveira 
et al. (2009a), which indicates considerably greater differences between applied and 
estimated transformation parameters. 
Tables 1 and 3 reveal that different combinations of angular steps and logarithm bases 
yield identical results. This fact allows us to conclude that the current neigbourhood 
polynomial interpolation was adequate. We also conclude that the current Fourier 
methods are robust to the presence of pixel Gaussian noise (with amplitude of zero mean 
and standard deviation ranging from 0 to 1.5 N/cm
2
) in the input images (Table 2). 
Both methods, mainly the CC, produced MSE values identical to the ones obtained in 
Pataky et al. (2008b), although the cited study had employed powerful global 
optimization methods, and better than the ones presented in Oliveira et al. (2009a). 
Regarding the XOR as a similarity measure, none of the presented methods produced 
better average results than the ones presented in Oliveira et al. (2009a); however, the 
standard-deviations were considerably lower. This fact allows us to conclude that CC and 
PC methods are probably more robust than the geometric and hybrid registration methods 
presented in Oliveira et al. (2009a) that can be affected by local perturbations of the feet 
shape. In Oliveira et al. (2009b) better XOR results are obtained using a new contours’ 
matching method based on local features, but that work did not focus the main attention 
in the registration of pedobarographic images, and so no more details are available for a 
deeper comparison. 
Based on visual evaluation, one can conclude that the current methods consistently 
performed good alignments for inter-subject registration, even when foot shapes were 
considerably different. 
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The main advantage of both new methods, when in comparison to some algorithms 
previously implemented for pedobarographic images (Harrison and Hillard, 2000; 
Tavares et al., 2000; Bastos and Tavares, 2004; Pinho and Tavares, 2004; Pataky and 
Goulermas, 2008; Pataky et al., 2008b; Oliveira et al., 2009a; Oliveira et al., 2009b) is the 
fact that it simultaneously combines high accuracy, robustness and speed. The confirmed 
robustness and speed of these methods are important for the clinic, where automation and 
speed are essential. This will make possible the automatic recognition of the foot type of a 
patient and the assistance in the diagnosis of some common associated pathologies. 
Additionally, it will allow the automatic identification of important foot regions, based on 
the regions previously identified in model images. 
In our computational implementations, we have considered the standard cross-correlation 
computation because test images used did not have significant noise and, as shown in 
Table 2, the registration algorithm is quite robust to noise, even without a preprocessing 
step of noise removal. Otherwise, we could make an image filtering before registration. 
Another possible solution could be the use of an alternative cross-correlation presented in 
(Fitch et al., 2005), but the computational costs will have a small increase. 
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Abstract 
This paper presents a framework to register plantar pressure images based on a hybrid 
registration approach, which first establishes an initial registration that is subsequently 
improved by the optimization of a selected image (dis)similarity measure. The initial 
registration has two different solutions: one based on image contour matching and the 
other on image cross-correlation. In the final registration, a multidimensional 
optimization algorithm is applied to one of the following (dis)similarity measures: the 
mean squared error (MSE), the mutual information (MI) and the exclusive or (XOR). The 
framework has been applied to intra and inter-subject registration. In the former, the 
framework has proven to be extremely accurate and fast (< 70 ms on a normal PC 
notebook), and obtained superior XOR and identical MSE values compared to the best 
values reported in previous studies. Regarding the inter-subject registration, by using 
rigid, similarity, affine projective and polynomial (up to the 4
th
 degree) transformations, 
the framework significantly optimized the image (dis)similarity measures. Thus, it is 
considered to be very accurate, fast and robust in terms of noise, as well as being 
extremely versatile, all of which are regarded as essential features for near-real-time 
applications. 
 
Keywords: biomechanics, plantar pressure data, image registration, optimization. 
1. Introduction 
Plantar pressure distribution provides significant information for researchers and 
specialists in the medical field as to the structure and function of the foot in addition to 
the general mechanics of human gait. It is, therefore, extremely helpful in the diagnosis of 
foot complaints, development of footwear (Actis et al., 2006; Actis et al., 2008) and to 
obtain useful information for gait analysis (Emborg et al., 2009; Fradet et al., 2009), to 
name just a few examples. Also plantar pressure distribution is capable of comparing the 
loads in the limb of injured and non-injured patients, pre- and post-traumatic injuries or 
operative states (Rosenbaum and Becker, 1997). Furthermore, it is proficient in 
comparing patients and control groups and provides detailed information that is specific 
to each region of contact (Rosenbaum and Becker, 1997). 
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There are a number of different techniques to access the relevant pressure distribution, 
and, for the majority of these techniques, the pedobarographic data can be converted into 
a discrete rectangular array. Therefore, image processing and analytical techniques can be 
used directly in helping both researchers and medical specialists to obtain relevant 
information from the acquired digital data. 
Image registration methods, i.e., methods of optimally aligning homologous structures 
represented by images, which work accurately as far as pedobarographic data is 
concerned, are in great demand. For example, intra-subject registration is extremely 
valuable for researchers and specialists in the medical field to compare accurately the 
plantar pressure of a patient over time, pre- and post-traumatic injuries or operative states, 
or build a model that reveals the pressure distribution of a person’s foot accurately. On 
the other hand, the inter-subject registration is essential to build foot databases, i.e. an 
atlas that can store foot data correctly aligned to a common referential system, that can 
compare a particular foot with feet previously studied, that can assist in the segmentation 
of feet into their main regions from plantar pressure images, and that can support 
automatic foot classification. 
Besides the aforementioned advantages, pedobarographic image registration supports 
pixel-level statistics, which makes the acquisition of biomechanically-relevant 
information from plantar pressure images more effective than from the traditional 
regional techniques currently being used (Pataky and Goulermas, 2008). Thus, the fully 
automatic, accurate and fast methods for pedobarographic image registration are 
extremely useful to free researchers and medical specialists from tedious and time-
consuming tasks required by the traditional manual or semi-automatic registration 
solutions used nowadays. 
Several studies on pedobarographic image registration have been carried out, such as: the 
use of principal axis transformations (Harrison and Hillard, 2000), modal matching 
(Bastos and Tavares, 2004; Pinho and Tavares, 2004), principal axis combined with a 
search following the steepest descent gradient method (Pataky et al., 2008a), optimization 
based on genetic algorithms (Pataky et al., 2008b) and alignment based on the foot size 
and the foot progression angle (Keijsers et al., 2009), to name just a few. In (Oliveira et 
al., 2009) and (Oliveira et al., 2010) two conceptually different solutions are presented in 
order to register pedobarographic image data. The first is a feature-based method, based 
on the matching of the points of the contours obtained from the feet images that are to be 
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registered. The latter is an intensity-based method which uses the intensity of image 
pixels to determine the geometric transformation that maximizes the cross-correlation 
(CC) between the images to be registered, which is computed in the frequency domain. 
The main goal of this paper is to present a novel and fast framework for the registration of 
pedobarographic image data sets capable of using different (dis)similarity measures and 
geometric transformations (linear and curved) allowing for intra and inter-subject 
registration. In addition, the framework should be robust in terms of noise and able to 
register data sets acquired by distinct pedobarographic equipment efficiently, thereby 
overcoming the drawbacks of previous solutions. It should be emphasized that a high 
registration speed is very important for the framework since it is a crucial feature for its 
future acceptance and integration in real laboratory and clinical applications, especially 
for those near-real-time cases. 
A second goal, also of great importance, is to compare the optimal geometric 
transformation obtained by inter-subject registration using various (dis)similarity 
measures. In (Pataky et al., 2008b), it was shown that in intra-subject registration, using 
rigid geometric transformation, the optimization of the conceptually very different 
(dis)similarity measures, mainly the mean squared error (MSE), mutual information (MI) 
and the exclusive or (XOR), leads to a similar geometric transformation. However, inter-
subject registration is a completely different matter as each individual foot shape can be 
very distinctive as well as the foot pressure distributions. For instance, in some 
pedobarographic images only one toe is visible, while in others, all the toes are seen; and 
in some images, the region between the forefront of the foot and the heel is represented 
whilst in others, it is not. 
As far as registration experiments are concerned, in the intra-subject case, a rigid 
geometric transformation has been used. While in the inter-subject case, seven different 
geometric transformations were used: rigid, similarity, affine, projective and polynomials 
of the 2
nd
, 3
rd
 and 4
th
 degree. 
Some current pedobarographic equipment, such as those based on light reflection 
techniques (Pinho and Tavares, 2004), can corrupt data acquired with noise that has a 
Gaussian distribution. The effect of this kind of noise on the proposed framework was 
studied and according to the results was shown to be robust. 
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Throughout this paper, we used the term "template image" to refer to the data set that is to 
remain unchanged and this was used as a reference and the term "source image" to refer 
to the data set that we aim to register, that is, align or transform. In addition, we employ 
the terms "contour-based" and "cross-correlation-based" to refer to the registration 
methods presented in (Oliveira et al., 2009) and (Oliveira et al., 2010), respectively. 
This paper is organized as follows. The following section presents the novel framework 
that has been developed, the (dis)similarity measures, the data set used and the 
experiments. Section 3 gives the experimental results. Finally, in Section 4, the results are 
discussed and final conclusions are drawn. 
2. Methods 
This section presents all the fundamental principles of the methods integrated in the 
framework developed and explains the experimental settings which have been used. 
2.1 The Framework  
The framework developed to register pedobarographic image data uses a hybrid approach 
that can be divided in two distinct steps: 1) Estimation of an initial registration and 2) 
Establishment of the final registration through the optimization of a chosen (dis)similarly 
measure. The optimization step begins with the initial registration and then searches for 
the geometric transformation parameters that optimize the (dis)similarity measure 
adopted. Each geometric transformation parameter is considered as an independent 
variable in the multidimensional space, and the (dis)similarity measure is the dependent 
variable that is to be optimized, i.e. minimized or maximized. 
To establish the initial registration, two conceptually different solutions were used: the 
contour-based method (Oliveira et al., 2009) and the cross-correlation-based method 
(Oliveira et al., 2010). To carry out the final registration based on the optimization of the 
image (dis)similarity measure adopted, an adaptation of the Powell's method (Press et al., 
2002) was employed. 
The multidimensional optimization scheme based on Powell's method was tested by using 
two distinct solutions to carry out the line optimization with Powell’s method: the robust 
golden section method, which is similar to the bisection method used to find a root of a 
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one-dimensional function, and Brent's method, based on the parabolic interpolation in the 
neighborhood of the optimal value (Press et al., 2002). 
The novelties of the framework developed here, compared to our previous registration 
algorithms presented in (Oliveira et al., 2009) and (Oliveira et al., 2010), are the inclusion 
of an optimization procedure, which allows the optimization of the new image 
(dis)similarity measures, and the integration of non-similarity geometric transformations. 
The former solutions, the contour-based and cross-correlation-based methods proposed in 
(Oliveira et al., 2009) and (Oliveira et al., 2010), respectively, only allowed the 
computation of rigid or similarity geometric transformations, whereas the new framework 
allows the computation of affine, projective and polynomial up to the 4
th
 degree 
geometric transformations. 
2.1.1 Contour-based registration method 
The contour-based registration method proposed in (Oliveira et al., 2009) can be 
subdivided into four main steps: I) Extract the external contours of the feet from the two 
images to be registered; II) Assemble the contour affinity matrix based on the following 
geometric features: curvature and distance (Oliveira and Tavares, 2009); III) Match the 
contour points by using an assignment algorithm based on the dynamic programming that 
preserves the order of the input points (Oliveira and Tavares, 2008); IV) Compute the 
parameters of the geometric transformation that minimize the distance between the 
matched points. 
In the forth step of the contour-based method, besides the approach used in (Oliveira et 
al., 2009) to estimate the global geometric transformation that best aligns the contours, a 
standard approach based on the minimization of the sum of squared errors of the 
Euclidean distances between the two sets of corresponding points, using the least-squares 
technique, has also been tested. 
2.1.2 Cross-correlation-based registration method 
The cross-correlation-based registration method proposed in (Oliveira et al., 2010) is 
based on the maximization of the CC between the images, which is computed in the 
frequency domain by using the Fourier transform and Convolution theorem. The main 
steps are: I) Convert the two images to be registered to the frequency domain using the 
fast Fourier transform (FFT); II) Compute both spectrums and convert them to log-polar 
MATCHING AND REGISTRATION OF STRUCTURES IN COMPUTATIONAL VISION: APPLICATIONS ON MEDICAL IMAGES  
- 144 - 
coordinates; III) Convert both log-polar spectrum images to the frequency domain using 
FFT; IV) Compute the cross-correlation matrix of the log-polar spectrums and determine 
the optimal shift of the log-polar spectrums based on the maximal value of that matrix 
(the translation along the rlog  axis permits one to determine the scaling and the 
translation along the   axis, thus allowing one to determine the rotation angle); V) Apply 
the scaling and rotation to the source image; VI) Convert the transformed image to the 
Fourier domain using FFT; VII) Compute the cross-correlation matrix of the images and 
determine the optimal translation between the template image and the rotated and scaled 
source image; VIII) Apply the computed rotation, scaling and shift to the original source 
image. 
2.1.3 Powell's method 
Let  nxxxX ,...,, 21

 be a vector that represents the independent variables and  Xf

 the 
corresponding value of the dependent variable that should be minimized or, alternatively, 
maximized. Let  nxxxX 0,...,0,0 210   be an initial solution and ii eu   ( ni ,...,1  ) the 
basis vector, which represents the original search directions resulting in 
nnxxxX uuu 0...00 22110  . The ensuing estimation 1X  is generated by 
successively proceeding to a minimum or maximum of f along each of the n independent 
variables. This process generates a sequence of points nPPP ,...,, 10 , where 00 XP  . Next, 
based on the coordinates of 0P  and nP , a new direction is computed and an optimization is 
performed along this new direction. Following this, one of the n previous directions is 
removed and substituted by the new direction, and therefore the initial estimation is 
substituted by the new one. This process is repeated until the stop criterion is satisfied. 
For further explanations of this method, consult (Press et al., 2002). 
2.2 Geometric transformations 
Seven distinct geometric transformations have been integrated in the framework and 
experimentally studied, namely: four "linear", i.e. rigid, similarity, affine and projective 
transformations, and three non-linear, modeled by using polynomial functions of the 2
nd
, 
3
rd
 and 4
th
 degree. From a mathematical point of view, the rigid, similarity, affine and 
projective geometric transformations from R
2
 to R
2
 are not linear. However, for 
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simplicity, we refer to them as "linear" since they always transform straight lines into 
straight lines in contrast with the polynomial functions of 2
nd
, 3
rd
 and 4
th
 that can 
transform straight lines into curves. 
2.2.1 Rigid and similarity geometric transformations 
The process to determine the optimal rigid or similarity geometric transformation is 
relatively straightforward. The geometric transformation parameters computed by the 
registration method considered in the first step are used as entries into the optimization 
algorithm employed in the second step of the registration framework which is based on 
Powell's method. For a rigid geometric transformation, three independent parameters: 
angle and translations along the x and y axis, are taken into consideration. As for the 
similarity transformation, four independent parameters: scale, angle and translations 
along the x and y axis are used. 
2.2.2 Affine, projective and polynomial geometric transformations 
In terms of the affine, projective and polynomial geometric transformations, the 
optimization method integrated in our framework initiates from the actual similarity 
geometric transformation, considering scale, angle and translations along the x and y axis, 
obtained by using the contour-based or the cross-correlation-based registration methods. 
By transforming the affine and the projective transformations into matrices and the 
coordinates of the image pixels into homogeneous coordinates, one has, respectively: 
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The first solution for parameters a, b, c and d are obtained from the initial scale and 
rotation, and the parameters e and f are obtained from the initial translation. For the 
projective transformation (Equation 2), parameters r and p define the projection point 
which is initially set to zero, and w, which is a dependent parameter, is used to normalize 
the pixel coordinates. 
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In the case of a polynomial geometric transformation, the process is similar to the 
previously described affine transformation process. However, it should be noted that the 
transformation matrix is different. For instance, for a polynomial transformation of the 2
nd
 
degree, the geometric transformation is obtained from: 
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To initiate the optimization process, the values for the parameters a, b, c, d, e and f are 
obtained from the previously determined similarity transformations, using the contour-
based or the cross-correlation-based registration methods and the values of parameters g, 
h, i, j, k, and l are set to zero. For polynomial geometric transformations of a higher 
degree, the process is almost identical; the only difference being an increase in the 
number of parameters involved. Next, the Powell's optimization method is used to search 
for the values of all independent parameters that optimize the (dis)similarity measure. 
In the case of the affine, projective and polynomial of the 2
nd
, 3
rd
 and 4
th
 degree, there are 
6, 8, 12, 20 and 30 independent parameters, respectively. 
2.3 Similarity measures 
The framework developed for hybrid registration permits the use of any intensity-based 
image (dis)similarity measure. In this study, we have applied four (dis)similarity 
measures previously used in pedobarographic image registration: XOR (Pataky et al., 
2008b), two definitions of MSE, i.e. the standard and an additional definition considered 
in [16], and the MI (Collignon et al., 1997; Viola and Wells, 1997) based on the 
Shannon's entropy. 
Let 0I  and 1I  be two discrete images of size MN   pixels and  0Ibin  and  1Ibin  the 
binarized versions of 0I  and 1I , respectively. Hence, the XOR between these images is 
computed as: 
   
   
100
10
10




IbinIbin
IbinIbin
XOR ,      (4) 
                                                                                                     NOVEL FRAMEWORK FOR REGISTRATION OF PEDOBAROGRAPHIC IMAGE DATA 
- 147 - 
where .  is the cardinal function and   is the exclusive or operator. In the binarization 
process, the value 0 (zero) is attributed to all image pixels that have a pressure intensity 
equal to 0 (zero) and 1 (one) to all the other image pixels with a pressure intensity not 
equal to 0 (zero). Henceforth, this measure provides the percentage of non-overlapped 
pixels; thus, the lower the XOR values are the better the registrations are. 
The MSE is well known and is represented as: 
     


N
i
M
j
jiIjiI
MN
MSE
2
10 ,,
1
.     (5) 
Consequently, the lower the MSE value is, the better the input image data set register is. 
The MSE definition that has been adopted in this paper, which was also used in (Pataky et 
al., 2008b), is shown in Equation 5 but only for pixels with a non-zero value. In this 
paper, we used the expression MSE
*
 to refer to this definition. 
MI was independently proposed by Collignon et al. (1997) and by Viola and Wells (1997) 
and is attained by: 
     1010 , IIHIHIHMI  ,      (6) 
where H(Ik) is the Shannon's entropy of the pixels in image Ik and 
      
j k
kjpkjpIIH ,log,, 10       (7) 
is the joint entropy. For image registration purposes, higher MI values imply higher 
quality registrations. The MI was computed as in (Mattes et al., 2003) and using 32 bins 
in all experiments carried out.  
2.4 Data 
Data from previous studies (Pataky et al., 2008b; Oliveira et al., 2009; Oliveira et al., 
2010) was used so as to have a direct comparison between the new framework and the 
former registration methods. The data set consisted of 30 pairs of peak pressure images 
acquired from 10 subjects, 3 image pairs per subject, at 500 Hz using a 0.5 m Footscan 
system (RSscan, Olen, Belgium). In order to compensate for the non-square sensor array 
spacing (5.08×7.62 mm
2
/sensor, manufacturer specified), all images were vertically 
stretched by a factor of 1.5. Thus, each image pixel represented a squared region of 
5.08×5.08 mm
2
, and each image was specified by a rectangular grid of 45×63 pixels. 
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2.5 Registration assessment using experimental real images 
Speed, MSE
*
 and XOR accuracies attained by the framework were compared with the 
values obtained by using the global Min (MSE
*
) and Min (XOR) methods based on 
evolutionary algorithms described in (Pataky et al., 2008b), the contour-based registration 
method described in (Oliveira et al., 2009) and the cross-correlation-based registration 
method presented in (Oliveira et al., 2010). To allow for a suitable comparison, bilinear 
interpolation (Thévenaz et al., 2000) to perform the geometric transformation of the 
image data sets and a rigid geometric transformation model were used, as in the indicated 
works. 
2.6 Registration assessment using control images 
Registration accuracy was also assessed by applying a known rigid geometric 
transformation to the set of 30 real image templates and subsequently measuring the 
residual error (RE) between the exact position expected for each pixel and the position 
estimated by the contour-based method, cross-correlation-based method and novel 
framework. 
The reliability of the framework to Gaussian noise, which can be found in some real cases 
of pedobarographic data registration, was assessed by repeating the initial experiments on 
the original images after adding this kind of noise to them. 
Throughout the optimization process, the XOR, MSE, MSE
*
 and MI (dis)similarity 
measures were adopted. Additionally, the image transformations were carried out using 
bilinear and bicubic [20] interpolation throughout the entire transformation processes. 
Finally, the accuracy of the method was statistically evaluated by the two-sided t tests. 
2.7 Registration assessment for inter-subject registration 
To evaluate the accuracy of the framework for inter-subject registration, two experiments 
were conducted. In the first, the registration accuracy was assessed by applying a known 
warp geometric transformation to the set of 30 template images and subsequently 
measuring the RE and the image (dis)similarity measures. The second experiment began 
by randomly choosing one image from each of the 10 subjects (Sect. 2.4). Afterwards, 
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each of these images was registered with the nine accompanying images. Hence, 45 
different combinations were reached. 
The registration tests were performed by using rigid, similarity, affine, projective and 
polynomial (up to the 4
th
 degree) geometric transformations. During the optimization 
process, XOR, MSE, MSE
*
 and MI were used as the (dis)similarity measures. 
In the two experiments, the accuracy of the methods under evaluation was statistically 
appraised by means of two-sided t tests. 
2.8 Implementation 
The proposed computational framework was fully implemented in C++, using Microsoft 
Visual Studio 8, and our contour-based and cross-correlation-based registration methods, 
proposed in (Oliveira et al., 2009) and (Oliveira et al., 2010), respectively, were 
integrated into it. 
The comparative tests were carried out using a standard PC notebook with an AMD 
Turion64 2.0 GHz microprocessor, 1.0 GB of RAM and running Microsoft Windows XP. 
3. Results 
As mentioned in Section 2.1, two types of line minimization were integrated with 
Powell's method: the golden section routine and the Brent's routine. Since the results 
obtained by both routines were similar, only the Brent's routine results are presented 
below. 
3.1 Registration accuracy assessment using experimental images 
In addition to the results obtained using the proposed framework all reference results 
(Pataky et al., 2008b; Oliveira et al., 2009; Oliveira et al., 2010) are presented in Table 1. 
3.2 Registration accuracy assessment using control images 
Table 2 shows the residual errors obtained by comparing the geometric transformation 
parameters estimated by the proposed registration framework, and the applied geometric 
transformation parameters. The values included in Table 2 are average values and were 
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obtained with the following rigid geometric transformation control: rotation angle of 12º 
and shift equal to 2.50 pixels and -3.2 pixels. This geometric transformation control was 
chosen to simulate the maximal deformation observed from the experimental data set 
between trials of a subject. In the Table, the values associated to the (dis)similarity 
measures, XOR, MSE, MSE
*
 and MI, were included. The results presented in Table 2 
were obtained using bilinear interpolation in the resampling image transformations, 
similar results were also found using bicubic interpolation resampling. 
Table 1: Comparison of the accuracy between the reference methods and the framework 
presented using XOR and MSE
*
 as the dissimilarity measure for intra-subject rigid 
registration. 
Method XOR 
[%] 
Time 
[s] 
MSE
* 
[(N/cm
2
)
2
] 
Time 
[s] 
Min(XOR) and Min(MSE
*
) methods based on evolutionary 
algorithms
1
 (Pataky et al., 2008b) 
11.60 9.00 3.98 9.01 
Contour-based method with the pseudo optimization method 
(Oliveira et al., 2009) 
11.09 0.05 4.51 0.05 
Cross-correlation-based method (Oliveira et al., 2010) 12.33 0.03 4.06 0.03 
Framework: Contour-based method (as in (Oliveira et al., 
2009)]) followed by the optimization based on Powell's method 
10.82 0.05 3.98 0.05 
Framework: Contour-based
2
 method followed by the 
optimization based on Powell's method 
11.75 0.05 3.98 0.05 
Framework: Cross-correlation-based method followed by the 
optimization based on Powell's method 
11.70 0.07 3.98 0.07 
1
Min(XOR) and Min(MSE
*
) algorithms were implemented in MatLab; 
2
The initial geometric 
transformation was estimated using the least-squares technique after the contour matching. 
 
For the contour-based registration method, the geometric transformation was estimated 
using the least-squares technique after the points had been matched. The noise added to 
the images intensities had a Gaussian distribution with a zero mean (0 N/cm
2
) and a 
standard deviation equal to 1.5 N/cm
2
 (Figure 1). Pedobarographic data intensities are 
subject-dependent, and consequently, the signal to noise ratio (SNR) is subject-dependent 
too. For the pairs of 30 images with noise used, the SNR of pedobarographic image data 
varied between 1.4 and 3.5. The registration results obtained by the framework from the 
images with noise (Table 2) were obtained without any preliminary image smoothing. It 
should be noted that the level of the Gaussian noise we added to the original images is 
significantly higher than the level that would usually be expected to be found in real 
applications demanding pedobarographic image registration. 
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Table 2: Comparison among the residual errors obtained by the contour-based method, 
cross-correlation-based method and the framework presented, considering a known rigid 
geometric transformation. 
 Residual errors [pixels] 
Method(s) minXOR 
minMSE minMSE
*
 maxMI 
Contour-based method mean: 0.30    max: 0.60 
Framework: Contour-based 
method followed by the 
optimization based on Powell's 
method 
mean: 0.054 
max: 0.28 
mean: 7.8×10
-6
 
max: 2.1×10
-5
 
mean: 7.8×10
-6
 
max: 2.1×10
-5
 
mean: 7.4×10
-3
 
max: 0.034 
Cross-correlation-based method mean: 0.041     max: 0.088 
Framework: Cross-correlation-
based method followed by the 
optimization based on Powell's 
method 
mean: 0.024 
max: 0.075 
mean: 7.8×10
-6
 
max: 2.1×10
-5
 
mean: 7.8×10
-6
 
max: 2.1×10
-5
 
mean: 4.3×10
-3
 
max: 0.015 
 Residual errors [pixels] (after adding Gaussian noise) 
Contour-based method  mean: 0.36     max: 0.84 
Framework: Contour-based 
method followed by the 
optimization based on Powell's 
method 
XOR was not 
defined for 
this kind of 
noise 
mean: 0.10 
max: 0.34 
mean: 0.12 
max: 0.50 
mean: 0.21 
max: 0.69 
Cross-correlation-based method mean: 0.14     max: 0.41 
Framework: Cross-correlation-
based method followed by the 
optimization based on Powell's 
method 
XOR was not 
defined for 
this kind of 
noise 
mean: 0.11 
max: 0.33 
mean: 0.11 
max: 0.42 
mean: 0.13 
max: 0.31 
 
 
Figure 1: Example of the registration of two pedobarographic images with noise using the framework 
developed. From left to the right: template image, source image, overlapped template and source images 
prior to registration, overlapped template and source images following registration, image differences 
between the template and source images after registration. (To facilitate the visualization, the overlapped 
images were smoothed and binarized after the registration process.) 
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3.3 Inter-subject registration accuracy 
A comparison can be made between the residual errors and the image (dis)similarity 
measures shown in Table 3, considering a control warp geometric transformation (Figure 
2). We defined the control geometric transformation as the sum of a projective 
transformation and a sinusoidal function: 
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The projective transformation was chosen so that it includes a rotation, scale, shift and 
changes the ratio between different lengths of the associated foot, for instance, rearfoot 
and forefoot widths. On the other hand, the sinusoidal transformation was defined to 
introduce a curved distortion on the localization of the pixels. Afterwards, the different 
geometric transformation models and (dis)similarity measures used in the framework 
were applied to estimate the optimal geometric transformation. 
Table 3: Comparison among the residual errors and (dis)similarity measures obtained 
considering a known warp geometric transformation and using the contour-based method, 
cross-correlation-based method and the framework presented. 
 
Contour-
based 
method 
Cross-
correlation 
-based 
method 
Framework: Cross-correlation-based method followed by Powell's 
method 
 
minXOR minMSE minMSE* maxMI 
Transformation 
RE RE 
XOR 
[%] 
RE 
[pixel] 
MSE 
[(N/cm2)2] 
RE 
[pixel] 
MSE* 
[(N/cm2)2] 
RE 
[pixel] 
MI 
RE 
[pixel] 
Rigid 2.04 1.90 18.0 2.12 3.04 2.05 15.3 2.04 0.375 2.13 
Similarity 1.88 1.79 14.0 1.87 1.54 1.86 8.66 1.85 0.393 1.87 
Affine - - 7.58 1.12 0.34 0.91 2.25 0.91 0.433 1.36 
Projective - - 6.39 1.10 0.13 0.75 0.87 0.76 0.445 1.28 
Polynomial of 
the 2nd degree 
- - 6.17 1.19 0.046 0.94 0.34 0.95 0.445 1.34 
Polynomial of 
the 3rd degree 
- - 6.08 1.43 0.011 0.89 0.18 0.93 0.445 1.46 
Polynomial of 
the 4th degree 
- - 5.78 1.49 0.006 1.06 0.26 1.39 0.448 1.42 
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Figure 2: Spatial warping considered in the simulation of inter-subject registration: original image (on the 
left) and transformed image (on the right). 
Table 4 shows the average results obtained by the registration framework using XOR, 
MSE and MI as the image (dis)similarity measure for the inter-subject registration. The 
results obtained using both the cross-correlation-based and contour-based methods to 
compute the initial registrations were similar. As such, only the results obtained using the 
cross-correlation-based method to compute the initial guesses are included. 
Several examples of the deformation carried out on the source image to optimize the 
(dis)similarity measures are shown in Figure 3. In some non-linear registrations based on 
MSE optimization, the source image was very deformed, especially when bilinear 
interpolation was used. Figure 4 shows an example of this kind of deformation. However, 
when using bicubic interpolation, the geometric deformation was less than when using 
bilinear interpolation (Figure 4). 
Based on a visual assessment, we concluded that in some cases of non-linear registration, 
i.e. polynomials of the 2
nd
, 3
rd
 and 4
th
 degree, when using the MSE
*
, the geometric 
transformations obtained were unsuitable, despite the framework having optimized the 
MSE
*
 considerably. Thus, no further tests were conducted using this dissimilarity 
measure. 
4. Discussion 
For the intra-subject registrations, the presented framework obtained MSE
*
 values 
(p<0.001) superior to the contour-based and cross-correlation-based registration methods 
and an identical value to the best result indicated in (Pataky et al., 2008b). However, 
compared to the method in (Pataky et al., 2008b), the framework required significantly 
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less computational time. Also, when using the XOR as the dissimilarity measure and 
computing the initial registration with the contour-based method, the framework attained 
superior results to those reported in (Pataky et al., 2008b; Oliveira et al., 2010) (p<0.001 
and p=0.015, respectively) and a slight improvement relatively to the best result stated in 
(Oliveira et al., 2009). The novel framework gave slightly different XOR values with 
each of the initial registration methods. This fact may be justified due to the behavior of 
XOR as a function: it is highly affected by image interpolation imperfections, in addition 
to not being continuous, and consequently two almost identical geometric transformations 
could produce very different XOR values and have local minimums. Thus, the 
convergence of the optimization algorithm to the global minimum cannot be guaranteed. 
Table 4: Average values obtained by the proposed framework using XOR, MSE and MI 
as the image (dis)similarity measure for inter-subjects registration. (The initial 
registration was computed using the cross-correlation-based method.) 
Cross-correlation-based method followed by the optimization based on Powell's method 
(using bilinear interpolation) 
Before 
registration 
XOR: 34.2 MSE: 11.0 MI: 2.50 
 Minimizing XOR Minimizing MSE Maximizing MI 
Transformation 
XOR 
[%] 
MSE MI 
×10 
Time 
[s] 
XOR MSE MI 
×10 
Time 
[s] 
XOR MSE MI 
×10 
Time 
[s] 
Rigid 21.9 7.17 3.53 0.08 24.2 6.44 3.47 0.09 23.3 6.85 3.64 0.15 
Similarity 17.3 4.72 4.01 0.11 19.9 3.98 4.22 0.12 19.7 4.16 4.30 0.18 
Affine 15.6 4.58 4.01 0.15 20.0 3.78 4.23 0.24 19.6 4.20 4.35 0.27 
Projective  15.3 4.54 4.03 0.25 19.0 3.57 4.32 1.07 19.6 4.17 4.37 0.39 
Polynomial of 
the 2
nd
 degree 
14.7 4.47 4.07 0.34 19.9 3.38 4.39 1.95 19.5 4.13 4.41 0.59 
Polynomial of 
the 3
rd
 degree 
14.2 4.50 4.05 0.64 19.0 2.79 4.54 7.60 19.4 4.11 4.42 1.02 
Polynomial of 
the 4
th
 degree 
14.0 4.46 4.08 1.26 17.6 2.51 4.62 31.0 19.5 4.12 4.44 1.97 
Cross-correlation-based method followed by the optimization based on Powell's method 
(using bicubic interpolation) 
Rigid 24.2 7.20 3.39 0.36 26.7 6.63 3.35 0.62 25.8 7.01 3.53 0.48 
Similarity 20.2 4.52 3.95 0.49 22.2 4.04 4.10 0.93 22.4 4.30 4.20 0.62 
Affine 19.0 4.53 3.92 0.79 22.1 3.83 4.11 2.18 22.3 4.28 4.24 0.99 
Projective 18.6 4.43 3.96 1.06 21.3 3.59 4.19 6.07 22.2 4.28 4.28 1.45 
Polynomial of 
the 2
nd
 degree 
18.1 4.34 4.02 1.85 22.2 3.39 4.28 11.4 22.3 4.22 4.31 2.05 
Polynomial of 
the 3
rd
 degree 
17.7 4.35 4.00 3.10 20.9 2.77 4.45 42.0 22.3 4.19 4.34 3.20 
Polynomial of 
the 4
th
 degree 
17.6 4.35 4.00 4.78 19.8 2.54 4.51 112 22.4 4.19 4.35 5.83 
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Figure 3: Examples of image transformation obtained through the optimization of XOR, MSE and MI and 
the use of bilinear interpolation for rigid, projective and polynomial of the 2
nd
 degree geometric 
transformations. 
 
Figure 4: Examples of image geometric deformations involving a 4
th
 degree polynomial transformation 
obtained by minimizing the MSE. From left to the right: template image, source image, transformed source 
image obtained through the use of bilinear interpolation, transformed source image obtained by using 
bicubic interpolation. 
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In terms of the intra-subject registration, the framework performed very fast (< 70 ms) for 
all tasks, that is, from the initial step (initiating the entire process with the hard disk data 
reading) to the final step (building of the last registered image), independently of the 
(dis)similarity measure and initial registration method used. 
In the tests carried out for the intra-subject registration using a known control geometric 
transformation, the results revealed an exceptionally high accuracy when MSE, MSE
*
 and 
MI were optimized. After the optimization of the (dis)similarity measures, the residual 
errors diminish significantly (p<0.001) compared to the residual errors obtained using just 
the contour-based or the cross-correlation-based registration methods. The highest 
residual errors observed for the 30 image pairs were equal to 5101.2   pixel (10-4 mm) 
and 0.034 pixel (0.17 mm) using both definitions of the MSE and the MI, respectively. 
As expected, by optimizing the XOR, the residual error was not as good: the maximum 
value observed was 0.28 pixel (1.4 mm). The best residual errors were obtained by the 
framework considering the MSE and MSE
*
 as dissimilarity measures (p<0.001). 
For the images corrupted with Gaussian noise, the accuracy decreased slightly; however, 
it still remained very good. The optimization of the MSE and MSE
*
 led to a significant 
improvement of the residual errors in comparison to the contour-based (p<0.001) and 
cross-correlation-based (p=0.04) registration methods. When compared with the contour-
based method, the optimization of the MI produced inferior residual errors (p<0.001); 
however, some slight improvements were observed compared to the cross-correlation-
based method (p=0.26). These findings show the reliability of the computational 
framework to data with noise (Table 2, Figure 1), specially when the MSE and MSE
*
 are 
optimized. 
As predictable, the results obtained for inter-subject registrations using a warping 
transformation (Table 3) show that the optimization algorithm successfully optimized the 
(dis)similarity measures. Nevertheless, for the case of the non-linear geometric 
transformation, the optimization of the (dis)similarity measure did not always lead to 
inferior residual errors. The best residual errors were obtained using the projective 
transformation, because the warping definition contains a strong projective component. 
The MSE
*
 obtained, using a polynomial transformation of the 4
th
 degree, was larger than 
the MSE
*
 obtained with some of the geometric transformations of a lower degree of 
freedom. This fact shows that the optimization algorithm converged for local minimums. 
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On the other hand, the framework significantly (p<0.001) optimized the MSE as the 
degrees of freedom of the geometric transformation increased, which is an indication that 
the optimization algorithm converged to the global minimums or to the local minimums 
that are very close to them. Even though the MSE values improved significantly, the 
residual errors did not follow the same behavior, which is a somewhat expected when 
non-linear transformations are used. 
The inter-subject registration results in Table 4 show once again that the registration 
framework successfully optimized all the (dis)similarity measures (p<0.001) when the 
(dis)similarity measure values obtained before and after registration are compared. When 
the MSE is used as the dissimilarity measure, the increase of the degree of freedom of the 
geometric transformations brings about a significant (p<0.001) improvement in the 
dissimilarity measures. 
The geometric transformations attained using different (dis)similarity measures on non-
rigid registration were significantly divergent in some cases (Figure 3). This leads one to 
the following important conclusion: contrary to that has been verified in terms of intra-
subject rigid registration, as far as inter-subject non-rigid registration is concerned, 
different (dis)similarity measures may lead to discrepant geometric transformations. The 
non-linear registration obtained by minimizing the MSE may produce more accentuated 
deformations than those obtained by optimizing the XOR or MI (Figure 3), which have 
been found to increase the processing time (Table 4). Figure 3 shows that in a number of 
cases of inter-subject non-linear registration, in which the MSE was optimized and 
bilinear interpolation was used, the deformation caused seems to be exaggerated. In such 
cases, the deformation is caused by the fact that there are regions in the template image 
that are not represented in the source image. However, the proposed framework attempted 
to create those regions so as to increase the image similarity. By using bicubic 
interpolation during the optimization process, the deformations were always found to be 
inferior or equal to those obtained when using bilinear interpolation. 
Table 4 shows that minor variations occurred in the values of XOR and MI when the 
geometric transformation was modeled by a polynomial of the 2
nd
, 3
rd
 or 4
th
 degree. This 
Table also leads one to detect an unexpected and rather surprising fact: by minimizing the 
MSE when using polynomial geometric transformation of the 3
rd
 or 4
th
 degree, the 
average MI values obtained are greater than the values obtained by directly maximizing 
the MI. We believe that this is because the MSE is more sensitive to the geometric 
MATCHING AND REGISTRATION OF STRUCTURES IN COMPUTATIONAL VISION: APPLICATIONS ON MEDICAL IMAGES  
- 158 - 
transformation than the MI. Thus, some geometric transformations can lead to divergent 
MSE values whilst maintaining the MI value. In these cases, if the goal is to maximize the 
MI, then the optimization method could immediately be terminated as no changes will be 
obtained. 
As far as inter-subject non-linear registration is concerned, particular attention should be 
paid when the MSE is minimized due to the possibility of major image deformations. 
Another important conclusion is that in the case of low resolution input images, such as 
those used in the experimental evaluation, the type of image interpolation has a 
significant effect on the geometric transformation obtained in the case of non-linear 
registration. 
The optimization of the MSE
*
 brought about some inappropriate image deformations in 
terms of non-linear inter-subject registration. Thus, this image dissimilarity measure 
should not be used on this particular kind of registration. 
After matching the contour points obtained in the contour-based registration method, the 
estimation of the polynomial (of the 2
nd
 or higher degree) geometric transformation that 
optimally overlaps the contours can be made. However, this non-linear geometric 
transformation should not be considered as the initial solution to use in the final 
optimization step of the framework, since there is no guarantee that it is a one-to-one 
function. 
The convergence of the Powell's method to the optimal value of the (dis)similarity 
measures used is not guaranteed, mainly for XOR and MI. Nevertheless, a good initial 
guess for the geometric transformation that are the transformations attained using the 
contour-based and cross-correlation-based registration methods, guarantees that, if the 
global optimal value is not achieved, a local optimum very close to it is reached. 
The Powell's method can be very time consuming; however, a good initial guess also 
guarantees that this method converges in a reduced number of iterations. Besides this, 
since the images considered are of low resolution, the time required in the image 
resampling and (dis)similarity measure calculations is always exceptionally low. 
An approach frequently used to increase the likelihood of registration methods reaching 
the global maximum, or minimum, is based on the smoothing of the input images. 
However, this solution was confirmed to be inappropriate in the case of low resolution 
images as the preliminary tests conducted confirmed. In fact, in terms of low resolution 
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images, the errors introduced by the smoothing process can have a considerable negative 
impact on the final results. 
The main conclusion of the experimental evaluation which has been carried out is that the 
proposed registration framework is very accurate and fast for linear registration, i.e. rigid, 
similarity, affine and projective transformations, mainly when the MSE is used as the 
dissimilarity measure. Additionally, it is robust to data with noise and extremely versatile. 
Therefore, the framework allows both researchers and specialists in the medical field to 
choose different types of geometric transformations, distinct image (dis)similarity 
measures and different image interpolation methods, in accordance with the practical 
application in question, in order to attain reliable and efficient registration of 
pedobarographic image data. 
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Abstract 
In this work, five computational methodologies to register plantar pressure images are 
compared: 1) the first methodology is based on matching the external contours of the feet, 
2) the second uses the phase correlation technique, 3) the third addresses the direct 
maximization of cross-correlation (CC) using the Fourier transform, 4) the fourth 
minimizes the sum of squared differences (SSD) using the Fourier transform, and 5) the 
fifth methodology iteratively optimizes an intensity (dis)similarity measure based on 
Powell's method. The accuracy and robustness of the five methodologies were assessed 
by using images from three common plantar pressure acquisition devices: a Footscan 
system, an EMED system, and a light reflection system. Using the residual error (RE) as a 
measure of accuracy, all methodologies revealed to be very accurate even in the presence 
of noise. The most accurate was the methodology based on the iterative optimization, 
when the mean squared error (MSE) was minimized. It achieved a RE inferior to 0.01 
mm and 0.6 mm for non-noisy and noisy images, respectively. On the other hand, the 
methodology based on image contour matching was the fastest, but its accuracy was the 
lowest. 
 
Keywords: pedobarographic images, alignment, matching, optimization, Fourier 
transform. 
1. Introduction 
Plantar pressure distribution provides significant information for clinicians and 
researchers concerning the structure and function of the foot and the general mechanics of 
gait. It is, for example, extremely helpful in the diagnosis of foot complaints, 
development of footwear (Actis et al., 2008) and for gait analysis. Also it may be used to 
compare the loads in the lower limb, either between injured and non-injured or pre- and 
post-traumatic or -operative states. It enables comparisons between patients and control 
groups and provides detailed and specific information on each region of contact 
(Rosenbaum and Becker, 1997). There are a number of different techniques to access the 
relevant pressure distribution, and, in most cases, the pedobarographic data can be 
converted into a discrete rectangular array. Therefore, by converting the plantar pressure 
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at each sensor into pixel intensity, techniques of image processing and analysis can be 
used. 
Image registration is required by clinicians and researchers for lower limb comparisons, 
patient follow-up, identification of the main plantar pressure areas and foot classifications 
(Oliveira et al., 2012). Also plantar pressure image registration supports pixel-level 
statistics, which makes the extraction of biomechanically-relevant information more 
effective than the traditional regional techniques (Pataky et al., 2008a). Several 
computational methodologies have been developed to carry out image registration, for 
example: principal axes transformation (Harrison and Hillard, 2000), modal matching 
(Bastos and Tavares, 2004; Pinho and Tavares, 2004), principal axes combined with 
steepest descent gradient search (Pataky and Goulermas, 2008), optimization with 
evolutionary algorithms (Pataky et al., 2008b), foot size and progression angle (Keijsers 
et al., 2009), contour matching (Oliveira et al., 2009), optimization of the cross-
correlation (CC) and sum of squared differences (SSD) both computed in the frequency 
domain (Oliveira et al., 2010), phase correlation (Oliveira et al., 2010), and optimization 
of an image (dis)similarity measure using Powell's method (Oliveira and Tavares, 2011). 
The main aim of the present work is to compare the five latter methodologies cited above, 
which have revealed several interesting features, such as efficiency and robustness. For 
comparative purposes, plantar pressure images from three common pedobarographic 
devices, a Footscan system, an EMED system and a light reflection based system, were 
used. These five methodologies are introduced in the next section. Afterwards, the 
experimental results are presented and discussed along with the main advantages and 
disadvantages of each methodology. 
2. Methods 
2.1 Registration based on matching external contours 
The registration methodology presented in (Oliveira et al., 2009) is based on matching the 
external contours of the feet represented in the input images. The main steps are as 
follows: 
 Extraction, i.e. segmentation, of the external contours presented in each input 
image. 
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 Associate a matching cost to each possible match among the contour points of 
both feet. This cost among the points is based on the curvature and distance to the 
corresponding center of pressure of the contours. 
 Search for the best global matching among the points of both contours, which is 
the one that has the minimum sum of the matching costs. This minimization 
process uses an assignment algorithm based on dynamic programming and with a 
constraint to preserve the circular order of the contour points (Oliveira and 
Tavares, 2008). A matching example using this approach is shown in Figure 1. 
 Computation of the geometric transformation that best aligns the contour points 
previously matched, based on the minimization of the distance among them by 
using least squares. 
 Alignment of the input images considering the geometric transformation obtained 
in the previous step. 
 
Figure 1: External contour matching of two input feet: on the left, and by row, two plantar pressure images 
to be registered; in the middle, the extracted contours after a sampling process; and on the right, the match 
found. 
The success of this methodology relies mainly on the similarity of the external contours. 
If the feet shapes are similar, the contours will also be, and consequently a good 
registration is expected. However, when the feet shapes are significantly dissimilar, the 
quality of the registration obtained cannot be guaranteed. In addition, this methodology 
only relies on the contour points, discarding all the information conveyed inside the 
contours; hence, variations in the pressure distribution, occurring in these regions, do not 
affect the registration obtained. 
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The size of the images has a low influence on the processing time for this methodology, 
as it is mainly affected by the number of points of each contour, which are obviously less 
than the total number of pixels of the input images. 
2.2 Registration using the phase correlation technique 
The phase correlation (PC) technique is based on the shift property of the Fourier 
transform; that is, a shift of a function in the space domain is represented by a shift in its 
phase when the function is represented in the frequency domain. 
If two input images to be registered are represented by the real functions f and g, and their 
Fourier transforms, F and G, respectively, and if    00 ,, yyxxfyxg  , then, 
according to the shift property (Castro and Morandi, 1987): 
     002,, vyuxievuFvuG   ,       (1) 
and by computing the cross-power: 
   
   
 002
*
*
,,
,, vyuxi
e
vuGvuF
vuGvuF  
,       (2) 
where *G  represents the complex conjugate of G. 
By computing the inverse of the Fourier transform of the cross-power, a Dirac δ-
distribution centered at  00, yx  is attained. Therefore, the coordinates of the Dirac pulse 
indicate the optimal integer shift. The Fourier transform and the inverse Fourier transform 
can be efficiently computed using the fast Fourier transform (FFT) and the inverse fast 
Fourier transform (IFFT), respectively. 
To increase the shift accuracy to a subpixel level, the neighborhood of the strongest peak 
is interpolated using a quadratic function, and then the continuous coordinates associated 
with the maximum value are obtained. In this registration methodology, the interpolator is 
built using the 3×3 neighborhood which is centered on the highest peak and then least 
squares are used to compute the coefficients of the quadratic function. 
The aforementioned procedure allows the determination of the shift, but requires an initial 
correction of possible scaling and rotation between the images. Based on the properties of 
the Fourier transform (see Appendix), the scaling and rotation between the input plantar 
pressure images can be estimated from their spectrums. First, both spectrums are 
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converted into the log-polar coordinate system. Then, the shift between both log-polar 
spectrums is determined using the phase correlation technique. And based on this shift, 
the rotation and scaling of the spectrums can be estimated (Oliveira et al., 2010), and 
consequently, the rotation and scaling between the input images (Figure 2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Diagram of the phase correlation technique registration methodology. 
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Because of image spectrum symmetry, any two images that differ by a rotation of only   
radians, will have the same spectrum. Therefore, if there is a rotation angle  , it needs to 
be tested if it is really equal to   or to    instead. In this registration methodology, 
this test is performed when the optimal shift between the input images is determined, 
considering both images after an angle correction of   and   . Thus, the rotation 
angle is defined based on the image (rotated   or   ) that gives the highest peak in 
the search for the optimal shift. 
When compared with the external contour matching methodology this methodology has 
the advantage of being global, that is, all the image pixels are used to estimate the optimal 
geometric transformation. On the other hand, if the input images are corrupted by noise, 
for instance, background noise, the quality of registration can be jeopardized. 
The computational processing time required by this methodology depends mainly on the 
size of the images to be registered. Therefore, this methodology is computationally more 
expensive than the previous one (section 2.1), since it requires the computation of, at 
least, three 2D FFT and two 2D IFFT (Oliveira et al., 2010). Besides, before converting 
the two input images into the frequency domain, in order to correct their possible non-
squareness and to avoid wrap-around effects in the frequency domain, the images need to 
be pre-pad with zeros. 
2.3 Registration based on direct maximization of cross correlation 
This registration methodology is based on the assumption that two images are best 
registered when the computed CC is maximized. So, if two input images to be registered 
are represented by the real functions f and g, and their CC in function of a shift a: 
       dxaxgxfafgCC ,       (3) 
then by the convolution definition: 
        agfdxxagxfafg  CC ,     (4) 
where    xgxg   and   represents the convolution. And, from the convolution 
theorem: 
     gfkgf FFF  ,       (5) 
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where F  represents the Fourier transform and k is a constant that depends on the specific 
Fourier transform normalization. 
Therefore, computing the inverse of the Fourier transform of the product in Equation (5), 
the correlation for all shifts can be obtained. Then, the coordinates of the point that have 
the highest values represent the desired optimal integer shift. 
The shift accuracy of this registration methodology is increased by using the same 
procedure as in section 2.2. The optimal scaling and rotation is also estimated using the 
approach in section 2.2. 
This methodology has the same disadvantages as the phase correlation technique 
methodology (section 2.2); however, it presents one advantage: the value of the cross 
correlation or the normalization of that value is frequently used to measure the similarity 
between the input images. 
2.4 Registration based on direct minimization of the sum of 
squared differences 
The SSD is computed using the intensity of the pixels of both images to be registered. 
Hence, the lower the SSD is, the better the registration is. 
If two input images to be registered are represented by the real functions f and g, and their 
SSD in function of a shift a: 
      
         



dxaxgdxxfdxaxgxf
dxaxgxfafg
22
2
2
SSD
.     (6) 
The last two terms in Equation (6) are constants and can be easily computed on a 
pointwise multiplication basis. The remaining term, the first one, can be transformed into 
a convolution and efficiently computed using the Fourier transform, adopting the same 
procedure as was used in the evaluation of the CC (section 2.3). Then, the coordinates of 
the point that has the lowest value represents the desired optimal integer shift. 
In this registration methodology, the shift accuracy is increased by using a similar 
technique as the one used in section 2.2, but with the difference that here the search is for 
the pixel with the lowest intensity. To obtain the scaling and rotation that minimize the 
SSD, a procedure similar to the one used in the phase correlation was employed. 
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This registration methodology has exactly the same advantages and disadvantages as the 
methodology based on the direct optimization of the cross correlation (section 2.3). 
Besides, comparing equations 3 and 6, it is expected that the optimal geometric 
transformations obtained by this methodology and obtained by the cross correlation based 
methodology are identical. 
2.5 Registration based on the iterative optimization of an image 
intensity (dis)similarity measure 
This family of registration methodologies is based on the optimization of an image 
(dis)similarity measure, usually related to the intensities of the image pixels. Thus, the 
geometric transformation that optimizes the (dis)similarity measure adopted is used to 
register the input images. There are several multidimensional optimization algorithms that 
can be used to optimizing the (dis)similarity measure adopted, and a great variety of 
(dis)similarity measures. The convergence of the optimization algorithms depends highly 
on its optimization strategy, and also on the smoothness and capture range of the 
(dis)similarity measure used. However, in most cases, the optimization algorithms only 
achieve the parameters of the geometric transformation that successfully register the input 
images if these images are not significantly misaligned. Hence, to overcome such a 
limitation, a pre-alignment is usually performed before the optimization process. 
In the present work, the optimization solution presented in (Oliveira and Tavares, 2011) 
was used. It is a solution based on a two-step approach: in the first step, a pre-registration 
is obtained; afterwards, in the second step, the algorithm searches iteratively for the 
geometric transformation that optimizes the adopted (dis)similarity measure (Figure 3). 
The multidimensional optimization algorithm used on the second step is based on 
Powell's method (Press et al., 2002). The geometric transformations allowed in the 
solution implemented are: rigid (shift in x and y axes, and rotation), similarity (shift in x 
and y axes, rotation, and linear global scaling), affine, projective, and polynomial up to 4
th
 
degree. 
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Figure 3: Simplified schema of the iterative optimization methodology. 
Three different image (dis)similarity measures were experimentally used: the MSE, 
which is a normalization of the SSD, the mutual information (MI) (Collignon et al., 1997; 
Viola and Wells, 1997), and a dissimilarity measure based on the exclusive-or (XOR) 
between the input images after binarization (Pataky et al., 2008b). 
Let 
0I  and 1I  be two input images to be registered, with MN   pixels, and  0Ibin  and 
 1Ibin  the binarized images of images 0I  and 1I , respectively. 
The MSE is given as: 
     


N
i
M
j
jiIjiI
MN
MSE
2
10 ,,
1
.     (7) 
Consequently, the lower the MSE is, the better the input images are registered. 
The XOR between the input images is computed as: 
   
   10
10
IbinIbin
IbinIbin
XOR



,       (8) 
where .  is the cardinal function and   is the XOR operator. In the binarization process, 
the value 0 (zero) is attributed to all image pixels that have a pressure intensity inferior to 
the minimum threshold of the acquisition system used and 1 (one) to all the remainder 
pixels. Therefore, this measure provides a measure of non-overlapped pixels; thus, the 
lower the XOR value is, the better the registration is. This image dissimilarity measure is 
only adequate for the registration of shapes represented in images without background 
noise. 
The MI is defined by: 
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     1010 , IIHIHIHMI  ,      (9) 
where H(Ik) is the Shannon's entropy of the pixels in image Ik and 
      
j k
kjpkjpIIH ,log,, 10
      (10) 
is the joint entropy. For image registration purposes, higher MI values, imply higher 
registration quality. Here, the MI was computed as in (Mattes et al., 2003) and using 32 
bins in all experiments carried out. 
In comparison to the other four registration methodologies presented above, the main 
advantages of this methodology are the possibility to obtain a superior registration result 
by using the most suitable image (dis)similarity for the case under evaluation, and the 
high accuracy that is attained when the optimization algorithm converges to the optimal 
value. 
Unlike the remainder four methodologies, the computational processing time demanded 
by this methodology does not only depend on the foot size (as in the contour method) nor 
on the size of the input images. In fact, the required processing time depends greatly on 
the ability of the optimization algorithm to find the convergence path. Besides, there are 
two deterministic factors that influence the processing time: the computation of the image 
(dis)similarity measure used, and the image interpolation approach employed in the image 
resampling process. Other important factors on the required processing time are the 
quality of the initial registration, since the lower the quality is, the higher is the time 
needed for the optimization process, and the smoothness of the (dis)similarity measure 
used. 
2.6 Dataset 
In the experimental evaluation, a dataset of 36 plantar pressure images acquired from 3 
common pedobarographic systems (12 images per system) was randomly built. Each of 
the 3 subsets used contained normal, low arched and high arched feet. All the data were 
acquired with the subjects walking along a straight path at their normal speed. 
The first subset contained peak pressure images (45×63 pixels) collected using a 0.5 m 
Footscan system (RSscan, Olen, Belgium), with a pixel resolution of 5.08 mm × 7.62 mm 
and a pressure sensitivity of 0.7 N/cm
2
. The second subset contained 12 peak pressure 
images (32×55 pixels) acquired using an EMED system (Novel GmbH, Germany), with a 
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resolution of 2 sensors per cm
2
 (approximately equivalent to 7.07 mm × 7.07 mm). The 
pressure sensitivity of this system is 5 kPa with a minimum threshold of 10 kPa. The third 
subset contained 12 peak pressure images (160×288 pixels) acquired using a 
pedobarographic light reflection system (Orlin and McPoil, 2000; Tavares et al., 2000) 
with a resolution of approximately 1.8 mm×1.8 mm. The color images acquired by the 
image camera of this last system were converted to grey scale images. The calibration of 
this device, that is, the relation image pixel intensity / pressure applied, was not 
addressed, since it is outside the requirements of this work. 
The images acquired using the Footscan system were vertically stretched by a factor of 
1.5 to correct for non-square sensor array spacing. Image transformations were performed 
(here and throughout) using bilinear interpolation resampling (Thévenaz et al., 2000). 
Regarding the light reflection system, before the registration process, the images acquired 
were intensity rescaled to reduce the background level and noise (Figure 4). The rescaling 
was made based on the histogram of the image pixel intensity: the higher peaks of the 
histogram represent the larger regions of the input images, which are the background. The 
image pixel intensity was classified into 32 bins with the same width. Then, all image 
pixels with intensities lower than the intensity associated to the bin that follows the bin 
with the maximal intensity, were set to 0 (zero). Afterwards, the remainder image pixels 
were linearly rescaled between 0 and 255. 
2.7 Accuracy assessment 
Two control (i.e. known) transformations, a rigid geometric transformation (involving a 
shift and a rotation) and a similarity geometric transformation (composed of a global 
scaling, a shift and a rotation), were used with the dataset of 36 real plantar pressure 
images to assess the registration accuracy: To simulate a real intra-subject misalignment, 
the following rigid geometric transformation was applied: a shift of -40 mm, 20 mm and a 
rotation of -25º. The inter-subject registration was simulated by applying a similarity 
geometric transformation to each image of the experimental dataset. The similarity 
transformation applied, which is inline with the usual values found in this domain, was 
made up of a scaling factor of 1/1.3, a rotation of 12º and a shift of 15 mm, -50 mm. 
Then, the transformed images were registered with the original ones. The registration 
accuracy was measured by comparing the parameters of the known transformation 
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applied and the ones estimated by each of the registration methodologies under 
evaluation. The residual error (RE), that is, the square root of the mean squared difference 
between the exact position expected for each pixel and the position obtained using the 
registration methodologies, was used as measure of the registration accuracy. 
 
A)   
B)   
Figure 4: A) one of the original images from the dataset of the light reflection system and the histogram of 
its intensity distribution; B) the same image after the pre-processing and the associated histogram. (For 
visualization enhancement, the images shown have been negated.) 
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The robustness of the methodologies under comparison against spatial localization noise 
was also studied by adding Gaussian noise to the images that were misaligned by the 
control geometric transformations and the registration errors were analyzed. 
Additionally, the differences between the RE values obtained by the registration 
methodologies under comparison were assessed using one-way ANOVA and Dunnett’s 
T3 post-hoc comparisons. The statistical analyses used SPSS 16.0 (SPSS Inc., Chicago, 
USA). 
2.8 Implementation 
The five registration methodologies under comparison were implemented in C++ and 
tested on a notebook PC with an AMD Turion64 2.0 GHz microprocessor, 1.0 GB of 
RAM and running Microsoft Windows XP. 
3. Results 
Table 1 presents the mean RE values and the mean processing times obtained in the 
registration experiments when the rigid control geometric transformation was used. The 
significance (p value) of the differences between the methodologies under comparison are 
also included in Table 1. This table was organized in terms of the registration 
methodology and the pedobarographic systems. 
Table 2 presents similar experiments as in Table 1, but after adding Gaussian noise 
(              mm in each axis) to the misaligned images. The RE values 
obtained using the similarity control geometric transformation are shown in Table 3. 
Table 4 includes the p values from Dunnett’s T3 post-hoc comparisons. These post-hoc 
comparisons compare group means on each of the nine subsets of image pairs defined in 
section 2.7, built over all combinations of the seven registration solutions. In Table 4, the 
lower triangular parts of each 7×7 matrices correspond to the measures indicated by the 
labels in the leftmost column, and the upper triangular parts correspond to the measures 
indicated by the labels in the rightmost column. The meaning of the group differences can 
be inferred from the values shown in Tables 1-3. For example, the minXOR-PC 
comparison of the subset of images pairs from the EMED system after a rigid control 
transformation yielded a p value of 0.023; from Table 1 one can realize that the minXOR 
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(iterative minimization of the XOR) had a lower mean RE value than the PC (phase 
correlation technique based methodology). 
Table 1: Comparison among the residual errors obtained, and the processing time 
required by the methodologies under evaluation to register the images misaligned by a 
known rigid geometric transformation. 
 EMED images Footscan images Light reflection 
system images 
Methodology 
Mean RE 
[mm] 
Mean 
proc. 
Time [s] 
Mean RE 
[mm] 
Mean 
proc. 
Time [s] 
Mean RE 
[mm] 
Mean 
proc. 
Time [s] 
Contour matching 1.96 0.01 1.22 0.02 1.28 0.20 
Phase correlation 0.57 0.05 0.60 0.06 0.21 2.49 
Cross correlation 0.25 0.04 0.54 0.04 0.19 2.15 
Sum of squared differences 0.25 0.05 0.54 0.05 0.19 2.20 
Iterative optimization (min MSE) <0.01 0.04 <0.01 0.07 <0.01 1.60 
Iterative optimization (max MI) 0.07 0.08 0.06 0.13 0.02 2.94 
Iterative optimization (min XOR) 0.29 0.04 0.17 0.06 - 
ANOVA p value from the 
comparison between mean RE 
values 
p=0.000 p=0.000 p=0.000 
Table 2: Comparison among the residual errors obtained by the methodologies under 
evaluation to register the images misaligned by a known rigid geometric transformation 
and corrupted by Gaussian noise. 
 Mean RE [mm] 
Methodology 
EMED 
images 
Footscan 
images 
Light 
reflection 
system images 
Contour matching 1.89 1.56 2.04 
Phase correlation 0.70 1.11 0.52 
Cross correlation 0.47 0.89 0.35 
Sum of squared differences 0.47 0.89 0.35 
Iterative optimization (min MSE) 0.56 0.48 0.24 
Iterative optimization (max MI) 1.53 0.91 0.52 
Iterative optimization (min XOR) 1.09 1.31 - 
ANOVA p value from the comparison between mean 
RE values 
p=0.000 p=0.010 p=0.000 
 
 
It should be noted that, in Tables 1-4, the results of the fifth methodology, which 
iteratively optimizes an intensity (dis)similarity measure (MSE, MI or XOR), were 
obtained using the external contour matching methodology in the pre-registration step 
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since this approach had revealed its suitability in our previous studies (Oliveira and 
Tavares, 2011). Also, the minimization of the XOR similarly measure was not addressed 
using the images from the light reflection system since these images have considerable 
background noise thwarting successful registration results. 
In Figure 5, three registration results are presented, considering the registration after the 
misalignment obtained by applying the control geometric transformation, with and 
without the addition of Gaussian noise (mean=0 mm, SD=2.5 mm in each axis) to the 
misaligned images. 
The methodologies based on the direct optimization of the CC and SSD, and the phase 
correlation methodology achieved good and identical results. The mean residual errors 
obtained using these three methodologies were always inferior to 1.4 mm for all 
experiments, even for the noise corrupted images. Among these three algorithms, the CC 
and the SSD based methodologies achieved the same results, and in most cases, better 
results than the methodology based on phase correlation. 
Table 3: Comparison among the residual errors obtained, and the processing time 
required by the methodologies under evaluation to register the images misaligned by a 
known similarity geometric transformation. 
 EMED images Footscan images 
Light reflection 
system images 
Methodology 
Mean RE 
[mm] 
Mean 
Proc. 
time [s] 
Mean RE 
[mm] 
Mean 
Proc. 
time [s] 
Mean RE 
[mm] 
Mean 
Proc. 
time [s] 
Contour matching 2.54 0.01 2.12 0.02 1.19 0.29 
Phase correlation 0.66 0.06 0.98 0.07 0.17 2.36 
Cross correlation 0.67 0.05 1.35 0.05 0.51 2.15 
Sum of squared differences 0.67 0.06 1.35 0.07 0.51 2.50 
Iterative optimization (min MSE) <0.01 0.11 <0.01 0.10 <0.01 4.46 
Iterative optimization (max MI) 1.47 0.09 0.31 0.17 0.12 4.80 
Iterative optimization (min XOR) 1.34 0.05 0.88 0.08 - 
ANOVA p value from the 
comparison between mean RE 
values 
p=0.000 p=0.000 p=0.000 
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Table 4: p values from Dunnett’s T3 post-hoc test comparisons. (Methodology used: 
Contours - external contours matching; PC - phase correlation technique; CC - direct 
maximization of the cross correlation; SSD - direct minimization of the sum of squared 
differences; minMSE - iterative minimization of the MSE; maxMI - iterative 
maximization of the MI; minXOR - iterative minimization of the XOR.) 
  Contours PC CC SSD minMSE maxMI minXOR  
Images from 
EMED system, 
rigid 
transformation 
Contours  0.005 0.001 0.001 0.002 0.980 0.159 
Images from 
EMED system, 
rigid 
transformation 
after adding 
Gaussian noise 
PC 0.010  0.353 0.353 0.991 0.008 0.444 
CC 0.002 0.000  1.000 0.999 0.001 0.037 
SSD 0.002 0.000 1.000  0.999 0.001 0.037 
minMSE 0.001 0.000 0.000 0.000  0.002 0.131 
maxMI 0.001 0.000 0.001 0.001 0.435  0.691 
minXOR 0.002 0.023 1.000 1.000 0.022 0.143  
          
Images from 
Footscan 
system, rigid 
transformation 
Contours  0.971 0.514 0.514 0.004 0.194 1.000 
Images from 
Footscan 
system, rigid 
transformation 
after adding 
Gaussian noise 
PC 0.771  1.000 1.000 0.423 1.000 1.000 
CC 0.604 1.000  1.000 0.790 1.000 0.969 
SSD 0.604 1.000 1.000  0.790 1.000 0.969 
minMSE 0.006 0.373 0.419 0.419  0.063 0.037 
maxMI 0.009 0.498 0.561 0.561 0.126  0.826 
minXOR 0.019 0.787 0.860 0.860 0.007 0.131  
          
Images from 
light reflection 
system, rigid 
transformation 
Contours  0.028 0.013 0.013 0.009 0.028 x 
Images from 
light reflection 
system, rigid 
transformation 
after adding 
Gaussian noise 
PC 0.005  0.626 0.622 0.020 1.000 x 
CC 0.004 1.000  1.000 0.936 0.668 x 
SSD 0.004 1.000 1.000  0.936 0.664 x 
minMSE 0.001 0.000 0.007 0.007  0.031 x 
maxMI 0.001 0.000 0.013 0.013 0.961  x 
minXOR x x x x x x  
          
Images from 
EMED system, 
similarity 
transformation 
Contours  0.180 0.871 0.871 0.000 0.001 0.033 
Images from 
Footscan 
system, 
similarity 
transformation 
PC 0.000  1.000 1.000 0.105 0.509 1.000 
CC 0.000 1.000  1.000 0.079 0.285 0.996 
SSD 0.000 1.000 1.000  0.079 0.285 0.996 
minMSE 0.000 0.002 0.000 0.000  0.048 0.017 
maxMI 0.213 0.287 0.272 0.272 0.007  0.246 
minXOR 0.062 0.310 0.286 0.286 0.004 1.000  
          
Images from 
light reflection 
system, 
similarity 
transformation 
Contours         
PC 0.000       
CC 0.002 0.000      
SSD 0.002 0.000 1.000     
minMSE 0.000 0.000 0.000 0.000    
maxMI 0.000 1.000 0.001 0.001 0.675   
minXOR x x x x x x  
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Figure 5: Three examples of registration results. In each row, from the left to the right: image used as 
template, misaligned image, overlapped images before the registration, overlapped images after the 
registration, and difference between the registered images. On the first row, the original image was acquired 
by the light reflection system; on the second row, the original image was acquired by the EMED system; 
and on the third row, the original image was acquired by the Footscan system. On the first two rows, the 
intra-subject registration was simulated, and the template images were artificially distorted, i.e. corrupted, 
by adding Gaussian noise (mean=0; SD=2.5 mm in each axis). On the third row, the inter-subject 
registration was simulated. (For visualization enhancement, the images were colored and the pixels of the 
images from the light reflection system with intensity lower than 20 were set to zero to hide some 
remaining background noise.) 
4. Discussion 
In all registration experiments, the residual errors obtained were always smaller than the 
resolution of the pedobarographic devices used, which guarantees that all methodologies 
under comparison are suitable for clinical and research use. 
The most accurate methodology was the one based on the iterative optimization since it 
achieved the lowest residual errors. This result was already expected, since in the tests 
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performed, the optimization process started after a pre-registration very close to the 
optimal one. We could register the input images by applying the iterative optimization 
methodology directly without a pre-registration step. However, since that methodology 
was developed to be robust only against small misalignments, the convergence to the 
optimal solution was not guaranteed. 
There was no statistical significant difference (      ) between the mean RE values 
obtained from the registration of the images acquired by the three pedobarographic 
systems. However, the RE from the light reflection system tended to be lower than the RE 
from the Footscan and EMED systems (Table 1). This finding is explained by the 
superior spatial resolution of the light reflection system. No significant differences were 
observed for the RE from the EMED system and the Footscan system,. 
The methodology based on the iterative minimization of the MSE lead to a RE always 
lower than 0.6 mm, which is considerably smaller than the resolution of the 
pedobarographic devices used. Among all the registration experiments carried out, this 
methodology attained the lowest mean residual error (with statistical significance in most 
cases). This finding indicates that the minimization of the MSE is generally a better 
registration option than the maximization of the MI or minimization of the XOR. 
The methodology based on matching of the external contour was the fastest. However, its 
overall accuracy was not as good as the other methodologies. The mean residual errors 
obtained using this methodology were greater than those of the other methodologies (with 
statistical significance in most cases). 
In the comparison made, only rigid and similarity geometric transformations were used, 
since the methodologies based on the contour matching, the, phase correlation and direct 
optimization of the CC and SSD are only suitable for these kinds of geometric 
transformations. 
As described in Section 2.1, the accuracy of the registration methodology based on the 
matching of the external contours is influenced by the shape of the feet to be registered 
and the quality of the contours extracted from the images. So, for the registration of 
abnormal feet the quality is expected to decrease. The remaining methodologies can be 
more efficient for the intra-subject registration of abnormal feet, since the foot shape has 
a much less influence on the registration process. Moreover, as the plantar pressure 
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images to be registered are from the same foot, the pressure distribution should be similar 
in both images and the registration is facilitated. 
In real inter-subject registration (i.e. the registration of plantar pressure images from 
different feet), the accuracy of all the methodologies compared may be reduced since the 
successful overlapping of all the foot regions is difficult when just similarity geometric 
transformations (composed by linear scalings, shifts and rotations) are used. This problem 
can be overcome by considering curved geometric transformations; however, the resultant 
deformation of the foot shape can make its use in further analysis impossible, for 
example, for footprint index calculations. 
Even using a not up-to-date computer, the processing time required by the five 
computational methodologies to register the images acquired by the Footscan and EMED 
systems were always very low (much less than a second, Tables 1 and 3). Regarding the 
images acquired by the light reflection system, obviously, the processing time required 
was higher than the ones required to register the images acquired by the other systems, 
but remained at an acceptable level for clinical and research purposes. 
As a final conclusion, one can state that all the registration methodologies tested revealed 
high accuracy, speed, and robustness against image noise and arbitrary shifts, rotations 
and moderated linear scalings. 
Appendix 
Consider two functions f and g from R2 to R and their Fourier transforms F and G, 
respectively. 
Rotation property: If     cossin,sincos, yxyxfyxg  , then 
    cossin,sincos, vuuFvuG  . 
Scaling property: If    byaxfyxg ,,  , then   






b
v
a
u
F
ab
vuG ,
1
, . 
Log-polar transformation property: Suppose that a rotation of amplitude   followed 
by a scaling of amplitude s  0s  was applied to the real plane. For simplicity, consider 
that the rotation and scaling were applied around the origin point. Then, a point with 
rectangular coordinates  yx,  is transformed into a point with rectangular coordinates 
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  cossin,sincos ysxsysxs  . Then, if the point  yx,  has log-polar 
coordinates  ,log r , then the point   cossin,sincos ysxsysxs   has log-
polar coordinates       ,loglog,log rsrs . 
Thus, a scaling and rotation in a rectangular coordinate system correspond to a shift in a 
log-polar coordinate system. 
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Abstract 
This paper presents a new computational framework for automatic foot classification 
from digital plantar pressure images. It classifies the foot as left or right and 
simultaneously calculates two well-known footprint indices: the Cavanagh's arch index 
and the modified arch index. The accuracy of the framework was evaluated using a set of 
plantar pressure images from two common pedobarographic devices. The results were 
outstanding, since all feet under analysis were correctly classified as left or right and no 
significant differences were observed between the footprint indices calculated using the 
computational solution and the traditional manual method. The robustness of the 
proposed framework to arbitrary foot orientations and to the acquisition device was also 
tested and confirmed. 
 
Keywords: biomechanics; computational methods; image analysis; image alignment; 
plantar pressure images; footprint indices. 
1. Introduction 
The functional mechanics of the human foot are greatly influenced by the structure of the 
foot, in particular, by the medial longitudinal arch height (McCrory et al., 1997). X-rays 
and ultrasonic devices can easily carry out this measurement; however, they are relatively 
expensive. Additionally, X-rays imply a potential health risk due to radiation exposure to 
subjects undergoing scientific or clinical studies. 
Footprint parameters have been widely used as a predictor of arch height and foot 
classification: low arched, normal, and high arched. The study of footprints has numerous 
applications such as the characterization of populations, the prevention of injuries or the 
designing of footwear (Cavanagh and Rodgers, 1987; Staheli et al., 1987; Forriol and 
Pascual, 1990; Dowling and Steele, 2001; Jung et al., 2001; Hernandez et al., 2007). 
Some of the most widely adopted footprint-based measurements include the arch index 
(AI) (Cavanagh and Rodgers, 1987), the modified arch index (MAI) (Chu et al., 1995), 
Staheli's index (Staheli et al., 1987) and Chippaux-Smirak's index (Forriol and Pascual, 
1990). 
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In the literature, studies reporting significant correlations between the AI or MAI and the 
plantar arch height can be found. For instance, considering digital plantar pressure 
images, Chu et al. (1995) found a significant correlation coefficient ( r ) equal to 0.70  for 
the AI and the arch height, and of 0.71  for the MAI and the arch height. Also using 
digital plantar images, other authors (Shiang et al., 1998) found slightly stronger 
correlation coefficients for AI and MAI and the arch height: 73.0  and 0.74 , 
respectively. Using walking ink footprints, (McCrory et al., 1997) found a similar 
correlation coefficient ( 0.67 ) between the arch height and AI, and a correlation 
coefficient between the normalized arch height and AI equal to 0.71  was established. 
Most of the previous studies concerning the evaluation of footprint indices were based on 
conventional ink footprints or on a variation. However, the digital plantar pressure images 
used by Chu et al. (1995) were manually pre-processed, which is prune to errors and of 
low reproducibility. On the other hand, Shiang et al. (1998) used a fixation device to 
define the place where subjects should stand to facilitate the processing and analysis of 
the input images. This solution overcomes foot orientation and localization problems 
acceptably. However, there are other issues still to be addressed, like the shape and size of 
each particular foot. 
Manual or even semi-automatic procedures to evaluate and compare plantar pressure data 
in images are somewhat fastidious, very time consuming and can lead to errors associated 
to the user’s skill. Therefore, in recent years, techniques of digital image processing and 
analysis have been proposed for automated plantar pressure image analysis. Examples 
include techniques for image matching and analysis (Tavares et al., 2000; Bastos and 
Tavares, 2004; Tavares and Bastos, 2010), image simulation (Pinho and Tavares, 2004), 
image registration, i.e. image alignment, (Harrison and Hillard, 2000; Pataky et al., 
2008b; Oliveira et al., 2009; Oliveira et al., 2010; Oliveira and Tavares, 2011), and 
statistical analysis (Pataky et al., 2008a; Pataky and Goulermas, 2008). 
The main goal of the present work is to take advantage of those recent techniques of 
image processing and analysis to build a fully automated computational framework for 
foot classification and footprint index calculations. As such, the framework should be 
robust to arbitrary foot orientation, foot type and dimension, and completely independent 
of the plantar data acquisition device. In this way, the limitations of the accompanying 
software of the common pedobarographic devices could be overcome. Hence, it should be 
noted that the goal of this paper is not a discussion on footprint indices neither a 
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comparison among them. Nevertheless, for further discussion on this topic see Chu et al. 
(1995) or Razeghi and Batt (2002). Particularly, an extended review on foot type 
classification is presented in the latter work; mainly, methods that use visual non-
quantitative inspection, anthropometric values, footprint parameters and radiographic 
evaluation. 
2. Methods 
2.1 Left/right classification 
The first goal of the developed computational framework is to classify each input image 
as a left or a right foot. The step by step solution developed can be described as follows: 
(1) The algorithm starts by searching for the foot region in the input image, based on 
the pixel intensities. 
(2) Then, the foot is pre-scaled and centered in a square matrix to give it dimensions 
similar to those of the template images. This size normalization enables feet with 
different dimensions and defined using distinct pressure sensor arrays to be 
studied. 
(3) In this step, the pre-scaled and centered image is aligned with the template image 
for the left foot and also with the template image for the right foot. These two 
alignments are based on the maximization of cross-correlation (Oliveira et al., 
2010). (More about the templates images is described in section 2.3.) 
(4) Afterwards, the plantar pressure values of each of the two aligned images are 
normalized in order to have the same mean pressure as the corresponding template 
image. This normalization step eliminates the influence of the subject's weight on 
the image dissimilarity measure computed in the next step. 
(5) The sum of the absolute differences (SAD) between each of the two aligned and 
normalized images and the corresponding template images are computed. Finally, 
the input image is classified as a left or a right foot based on the minimal SAD 
value found. 
The flowchart of this classification algorithm is shown in Figure 1. 
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Figure 1: Diagram of the left/right foot classification algorithm. 
2.2 Footprint indices 
2.2.1 Definitions 
The AI is defined as the ratio between the areas of contact of the different parts of the 
foot, excluding the toes. Thus, it is given by the ratio of the area of the middle one-third 
of the footprint to the entire area, Figure 2: 
   
        
               
.        (1) 
To divide the toeless foot into the three regions (A, B and C) in Equation 1, the line from 
the tip of the second toe to the center of the heel, commonly known as "foot axis", needs 
to be defined (Figure 2). Afterwards, the toeless length (L) can be measured, and the 
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borders of the regions can be drawn perpendicularly to the foot axis, so as the width of 
each region is 3L  (Cavanagh and Rodgers, 1987). 
The MAI is quite similar to AI. The foot is divided into the same regions (Figure 2), but, 
instead of computing the ratio among the areas, the ratio of the sum of the pressures 
presented in the three regions is computed (Chu et al., 1995): 




CBAi
i
Bi
i
f
f
MAI ,        (2) 
where if  is the pressure denoted by pixel i of image foot f. 
 
Figure 2: Original plantar pressure image (on the left), the corresponding aligned and normalized plantar 
pressure image (in the center) and the segmented three characteristic foot regions plus toes from the 
normalized image (on the right). 
2.2.2 Computation of footprint indices 
To compute the footprint indices from an input image, the developed framework starts 
from the corresponding aligned and classified image and considers the original pixel 
intensities. Thus, the foot under analysis has a localization, orientation and size similar to 
the associated image template, but preserving the plantar pressure values. The footprint 
algorithm calculation can be divided into the following steps: 
(1) Image binarization: The pixels with an intensity higher than a threshold value are 
set to 1 (one) and the remainder to 0 (zero). This threshold value is defined in 
function of the minimum pressure value that the plantar pressure device used can 
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measure. For example, in the experimental evaluation described in section 2.5 the 
threshold value was set to 10 kPa for the images acquired by the EMED system 
and equal to 0.7 N/cm
2
 for the ones acquired using the Footscan system. 
(2) Toe removal: First, using a rough mask previously built from the associated 
template image (see section 2.3), most of the input image pixels of the toes are 
removed, with only the ones nearest the toeless forefoot remaining (region A, 
Figure 2). Then, in a fine mode, based on a local search in the region in which the 
toes possibly join the forefoot, the remaining pixels of the toes are removed by 
comparing the intensity of each pixel with the intensities of its neighbors. 
(3) Toeless foot segmentation: After the toe removing process, the length of the 
toeless foot is determined and the foot is divided into the characteristic regions A, 
B and C (Figure 2). It is important to notice that, as the template image was 
defined in such a way that its foot axis is parallel to the y-axis, then consequently 
the foot axis of the aligned image is also parallel to the y-axis. Thus, the lines that 
limit the three characteristic regions of the foot are parallel to the x-axis and, 
therefore facilitate any further assessment processes. 
(4) Calculation of indices: Since the image under evaluation is suitability binarized 
and segmented into the toes and the three characteristic regions (A, B and C), the 
computation of the AI and MAI is straightforward using Equations 1 and 2. 
The flowchart of this foot segmentation and footprint index computation algorithm is 
presented in Figure 3. 
2.3 Image templates 
As previously indicated, two template images are used to align and normalize the plantar 
pressure image under analysis: one for the right foot and another one for the left foot. It 
should be noted that these template images only need to be defined once for the entire 
population under study; however, they should be appropriately representative of the 
expected pressure distribution. 
In this work, the template image for the right foot was selected from the experimental 
data set in order to address a normal plantar pressure distribution. Then, the selected 
image was rotated so that the axis orientation of the represented foot would be parallel to 
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the y-axis image (Figure 4). Afterwards, the left foot template image was defined by 
mirroring the template image of the right foot. 
Simultaneously, to assist the toe removal process, a binary image mask was built from the 
template image for the right foot. Hence, this image mask was allotted the value 0 (zero) 
in the regions that do not belong to the aligned toeless foot, and 1 (one) for the reminding 
regions, including the border region between the toes and the toeless foot, Figure 4. The 
image mask for the left foot was obtained by mirroring the image mask previously built. 
These four reference images were then integrated in the computational framework and 
were successfully used in all the experimental tests that were carried out. They are 
described and discussed in the following sections. 
 
Figure 3: Diagram of the foot segmentation and arch indices computation algorithm. 
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Figure 4: Image template for right foot (on the left) and image mask used for rough toe removal (on the 
right). 
2.4 Implementation 
The proposed computational framework was fully implemented in C++, using Microsoft 
Visual Studio 8, and tested on a notebook PC with an AMD Turion 64 2.0 GHz 
microprocessor, 1.0 GB of RAM and running Microsoft Windows XP. 
2.5 Data set 
The data set was made up of 122 plantar pressure images: 10 peak pressure images 
acquired using a 0.5 m Footscan system (RSscan, Olen, Belgium) and 112 plantar 
pressure images acquired using an EMED system (Novel GmbH, Germany). The data set 
contained plantar pressure images from low arched, normal, and high arched feet. 
The data from the Footscan system was from 10 subjects (4 females, 6 males; 30.1±7.4 
years). The original images were vertically stretched by a factor of 1.5 to correct for non-
square sensor array spacing (5.08×7.62 mm/sensor). 
The data acquired by the EMED system included 56 peak pressure images and 56 static 
pressure images from 7 men (18.4±0.5 years) and 21 women (20.4±2.3 years). The static 
images were randomly chosen from the plantar pressure image sequences acquired from 
the subjects when in a static position. The EMED system used has a spatial resolution of 
2 sensors per cm
2
. 
2.6 Accuracy assessment 
To assess the accuracy of the left/right classification, the results obtained by the 
computational framework were compared to the traditional manual method results. 
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Two kinds of experiments were carried out: 1) Visual evaluation of the obtained results; 
namely, analyzing the results of feet alignment and segmentation for each of the 122 
plantar pressure images. 2) Comparison between the AI values obtained using the 
computational framework and the ones obtained by using the traditional manual method. 
In this comparison, 17 static plantar pressure images from right feet and 17 static plantar 
pressure images from left feet of 17 subjects were randomly chosen from the data set 
used. The manual evaluation of the AI was carried out by two individuals trained for the 
task, after printing each foot image on a sheet in real size. 
To assess the robustness of the computational framework to arbitrary foot orientations, all 
the 122 plantar pressure images were successively rotated 90º, 180º and 270º, and then 
each rotated image was classified, in terms of representing a left or right foot, and the 
associated AI was calculated. 
Since the differences between the AI values obtained by the manual method and the ones 
obtained by the computational framework follow a normal distribution, a One Sample t-
test was carried out to statistically evaluate the differences between the AI values. The 
null hypothesis was tested to verify if the mean difference (  ) between them is zero: 
00 : H ,         (3) 
01 : H ,         (4) 
NS
t
/
0


 ,         (5) 
where      and 34N  . 
3. Results 
3.1 Accuracy of the left/right classification 
All 122 plantar pressure images were correctly classified, either using the original images 
or using the rotated images. 
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3.2 Accuracy of the arch index computation 
Visual inspection confirmed that all plantar pressure images (both original and rotated) 
were properly segmented into the four regions: toes, forefoot, arch and heel. Figure 5 
shows four examples representing different foot shapes and the corresponding 
segmentations. 
 
Figure 5: Four examples of foot normalization and segmentation: the original foot (on the left); the 
normalized foot in terms of orientation, localization and size (in the middle left); the toeless region with its 
contour (in the middle right); the segmented foot (on the right). The plantar pressure images of the first row 
were acquired using the Footscan system, and the images of the other rows were acquired using the EMED 
system. 
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The differences between the AI values manually and automatically calculated from the 34 
static plantar pressure images under evaluation are given in Table 1. It should be noted 
that, in the case of the traditional manual method the AI values were obtained by 
averaging the corresponding values calculated by the two evaluators. 
For a significance of 0.05  , the critical value for the statistical t-test used is 
  69.105.033 t . Since for all tests we had 1.69t   (Table 2), we concluded that 0H  is 
accepted, i.e. there is no significant statistical difference between the AI values calculated 
manually and those given by the computational framework. Consequently, these results 
also prove the robustness of the framework to arbitrary foot orientations. 
Table 1: Mean AI values and differences between the AI values obtained by the manual 
method and the proposed computational framework. 
Arch index 
 Mean STD 
AI[manual]  0.059 0.081 
AI[framework (original images)] 0.060 0.080 
AI[framework (rotated images: 90º)] 0.060 0.080 
AI[framework (rotated images: 180º)] 0.059 0.080 
AI[framework (rotated images: 270º)] 0.059 0.080 
Arch index differences 
 Mean       STD      
AI[manual]  AI[framework (original images)] 0.0007 0.0073 
AI[manual]  AI[framework (rotated images: 90º)] 0.0007 0.0076 
AI[manual]  AI[framework (rotated images: 180º)] 0.0006 0.0072 
AI[manual]  AI[framework (rotated images: 270º)] 0.0007 0.0075 
Table 2: Statistical test values of the differences between AI values obtained by the 
manual method and the proposed computational framework, considering the null 
hypothesis,         , and the One Sample t-test,   
    
      
. 
 t  
AI[manual] vs AI[framework (original images)] 0.016 
AI[manual] vs AI[framework (rotated images: 90º)] 0.016 
AI[manual] vs AI[framework (rotated images: 180º)] 0.014 
AI[manual] vs AI[framework (rotated images: 270º)] 0.015 
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3.3 Processing time 
The average processing time required by the framework to classify and compute AI and 
MAI values of each of the 34 tested images was around 125 ms. All operational times 
from the initial reading of the images, the image processing and calculations to the saving 
of the results were taken into consideration. 
4. Discussion 
Concerning the left/right foot image classification, the results show that the computational 
framework is efficient, accurate and robust to arbitrary foot shapes and orientations. 
Additionally, the framework calculated the AI from the digital foot images very 
efficiently and the small differences compared with the manual evaluations (Tables 1 and 
2) were not statistically significant. The differences between the AI values of the original 
and rotated images obtained by the proposed computational framework were also 
insignificant (Tables 1 and 2), which means that the framework is very robust to arbitrary 
foot orientations. 
A comparison between the MAI values manually calculated versus the ones computed by 
the computational framework was not carried out. However, since this index is computed 
from the same regions used for AI and the values of the pixels used are maintained by the 
image transformations applied, the conclusions for AI are also valid for MAI. 
At a first glance, based on the AI values in Table 1 it appears that the population in this 
study has predominantly low arch feet. However, the main reason for so small AI values 
is that these values were obtained from plantar pressure images of subjects in a static 
position and, consequently, the middle foot / plantar pressure device contact is weaker 
than when the subjects are walking over it. 
Alignment quality is important for the accuracy of footprint indices. Therefore, at the 
initial development stage, different alignment strategies were tried out. The input foot 
image was aligned with one image template for each foot type: low arched, normal and 
high arched. Then, the alignment that led to the lowest SAD value was chosen. However, 
the experimental tests showed that similar results could be achieved using just the 
template image of the normal foot. Thus, since the developed framework should be as fast 
as possible, the simpler approach was adopted. Also in order to increase the framework 
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accuracy, we tried out a more accurate alignment algorithm (Oliveira and Tavares, 2011) 
than the cross-correlation based algorithm used in the tests here. Although the alignment 
quality was slightly improved, the AI values remained almost unaffected. Hence, also 
based on the requisite for high computational speed, we chose the cross-correlation based 
alignment algorithm (Oliveira et al., 2010). 
We chose the AI and MAI footprint indices because they are frequently adopted in foot 
classification. However, other footprint/pressure indices or statistical measurements can 
easily be assessed in an automated way from the aligned and segmented feet images. 
Finally, it should be pointed out that the robustness of the proposed computational 
framework to arbitrary foot orientations, shapes and dimensions, and its independence to 
the plantar pressure acquisition device carry significant advantages over the traditional 
methods and solutions. Hence, with the proposed computational framework, the 
study/characterization of the plantar pressure distribution of large populations can be 
easily, efficiently and robustly achieved, since no particular requirements are imposed in 
terms of foot orientation or characteristics of the devices. 
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Abstract 
This paper presents a methodology to align plantar pressure image sequences 
simultaneously in time and space. The spatial position and orientation of a foot in a 
sequence are changed to match the foot represented in a second sequence. Simultaneously 
with the spatial alignment, the temporal scale of the first sequence is transformed with the 
aim of synchronizing the two input footsteps. Consequently, the spatial correspondence of 
the foot regions along the sequences as well as the temporal synchronizing is 
automatically attained, making the study easier and more straightforward. In terms of 
spatial alignment, the methodology can use one of four possible geometric transformation 
models: rigid, similarity, affine or projective. In the temporal alignment, a polynomial 
transformation up to the 4
th
 degree can be adopted in order to model linear and curved 
time behaviors. Suitable geometric and temporal transformations are found by 
minimizing the mean squared error (MSE) between the input sequences. The 
methodology was tested on a set of real image sequences acquired from a common 
pedobarographic device. When used in experimental cases generated by applying 
geometric and temporal control transformations, the methodology revealed high accuracy. 
Additionally, the intra-subject alignment tests from real plantar pressure image sequences 
showed that the curved temporal models produced better MSE results (p<0.001) than the 
linear temporal model. This paper represents an important step forward in the alignment 
of pedobarographic image data, since previous methods can only be applied on static 
images. 
 
Keywords: biomechanics; geometric and temporal transformations; image registration; 
intra-subject alignment; plantar pressure. 
1. Introduction 
The foot and ankle provide the necessary support and flexibility for weight-bearing and 
weight-shifting. Plantar pressure measurements provide relevant information on the foot 
and ankle role during gait and other functional activities (Duckworth et al., 1982; Soames, 
1985). Although plantar pressure data is an important element in the assessment and 
prevention of ulceration of patients with diabetes (Duckworth et al., 1985; Actis et al., 
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2006) and peripheral neuropathy, the information derived can also assist in the diagnosis 
and rehabilitation of impairments associated with various musculoskeletal, 
integumentary, and neurological disorders. The information gathered can be used to 
define suitable rehabilitation programs through alterations of footwear (Actis et al., 2006; 
Actis et al., 2008), foot orthoses, exercise programs, and restrictions in the amount of 
weight-bearing (Rosenbaum and Becker, 1997; Putti et al., 2010). Additionally, from a 
research perspective, the information is also useful to address questions regarding the 
relationship between plantar pressure and lower-extremity posture (Orlin and McPoil, 
2000). 
Usually, pedobarographic data can be converted to a discrete rectangular array at a point 
in time or over a period of time, giving rising to static images or to image sequences. In 
addition, efficient and robust techniques of image processing and analysis can assist 
clinicians and researchers to extract relevant information from images. For instance, 
methods of image alignment, i.e. methods to optimally align or register homologous 
image entities, can help in identifying the main plantar pressure areas and foot type. 
Furthermore, image alignment may assist clinicians in making accurate comparisons of a 
patient’s plantar pressure distribution over time or between patients. 
There are some studies on the alignment of pedobarographic image pairs; for example, 
those based on: principal axes transformation (Harrison and Hillard, 2000); modal 
matching (Tavares et al., 2000; Bastos and Tavares, 2004; Pinho and Tavares, 2004; 
Tavares and Bastos, 2010); principal axes combined with a search based on the steepest 
descent gradient optimization algorithm (Pataky and Goulermas, 2008); optimization 
based on genetic algorithms (Pataky et al., 2008); foot size and foot progression angle 
(Keijsers et al., 2009); matching the contours represented in the input images (Oliveira et 
al., 2009); optimization of the cross-correlation or phase correlation computed in the 
frequency domain (Oliveira et al., 2010); and using a hybrid approach that combines a 
feature based solution with an intensity based solution (Oliveira and Tavares, 2011). 
The aforementioned solutions can only be used to align static pedobarographic images. 
Notwithstanding the value of the static information attained, when the footstep is 
considered in a natural progression, supplementary and pertinent information can be 
obtained, which may assist clinicians and researchers to carry out accurate studies on 
complete footsteps of patients before and after rehabilitation programs as well as making 
comparisons against well documented cases. In addition, the number of trials required to 
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obtain reliable representations of the
 
plantar pressure pattern is an important factor in 
dynamic data acquisition (McPoil et al., 1999). According to (Hughes et al., 1991), three 
to five walking trials enhances the reliability of the pressure measurement. As such, the 
spatio-temporal alignment of several trials of a subject can build a mean model image 
sequence automatically, which is more reliable than a single image sequence trial. 
Despite the relevance of a computational spatio-temporal alignment of dynamic 
pedobarographic image sequences, as far as we know, no efficient or accurate solution 
has been proposed. This paper tries to overcome this limitation by proposing an efficient, 
accurate and fast computational solution for the spatio-temporal alignment of dynamic 
pedobarographic image sequences. 
2. Methods 
At first glance, to carry out the temporal alignment of two plantar pressure image 
sequences, one may be led to think that the first and last footstep images, i.e. the first and 
last images representing the footstep plantar pressure, of one sequence, need to be linearly 
transformed in the first and last footstep images of the second sequence. However, this 
simple approach would discard the information in the intermediate images, i.e. the plantar 
pressure distribution over time. Thus, in the proposed methodology, the temporal 
alignment is based on the pressure distribution of all the images in the sequences. 
To align the footsteps represented in two image sequences the need for a time shift is 
evident, since the footsteps do not necessarily start at the same point of time in the two 
sequences, i.e. in the images with the same index in the sequences. In addition, subjects 
cannot be expected to walk at constant speeds, thus a linear time scaling is also needed. 
Furthermore, as small variations in speed can occur during footsteps, non-linear temporal 
transformations are required as well. Thus, linear and curved temporal transformations 
modeled by polynomials up to 4
th
 degree were integrated in the methodology. 
2.1 Methodology 
The developed methodology entails the following steps (Figure 1): 
(I) Build a peak pressure image representing the whole foot from each input image 
sequence; 
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(II) Compute the spatial transformation that aligns the two peak pressure images 
built; 
(III) Compute an initial temporal alignment based on the linear mapping of the first 
and last images of the two footsteps; 
(IV) Use an optimization algorithm to find the parameters of the spatial and temporal 
transformations that optimize a (dis)similarity measure computed from the two 
sequences, starting from the spatial and temporal transformations previously 
found; 
(V) Finally, perform the alignment of the input sequences in time and space using the 
optimal spatial and temporal transformations found. 
 
Figure 1: Proposed methodology for the spatio-temporal alignment of pedobarographic image sequences. 
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2.1.1 Peak pressure image 
Let S be a sequence of n plantar pressure images, where  , ,S x y i  represents the pixel 
intensity (i.e. the related pressure at the correspondent sensor) at the spatial position  ,x y  
of an image with index i  in the sequence S . Hence, the peak pressure image is given by 
     1,...,0:,,max,  niiyxSyxP . 
2.1.2 Initial spatial transformation 
The algorithm described in Oliveira and Tavares (Oliveira and Tavares, 2011) is used to 
align the two peak pressure images. This 2D alignment algorithm can be divided into two 
main steps: First, an initial alignment is obtained by maximizing the cross-correlation 
between the peak plantar pressure images (Oliveira et al., 2010). Afterwards, a 
multidimensional optimization algorithm is used to optimize the adopted (dis)similarity 
measure. The inputs of the optimization algorithm are the parameters of the initial 
geometric transformation computed in the previous step, and the outputs are the new 
parameters of the geometric transformation that optimize the (dis)similarity measure. 
2.1.3 Initial temporal shift and scaling 
The initial temporal transformation establishes a linear correspondence between the 
indexes of the images in the sequences to be aligned, and is found by considering that the 
first and last images of a footstep image sequence correspond to the first and last images 
of the second footstep image sequence, respectively. However, it should be noted that 
these first and last images of a footstep are not necessarily the initial and final images of 
the correspondent image sequence: Since, as we are only interested in images conveying 
relevant plantar information, found by evaluating their pixel intensity, the remainder 
images, e.g. the ones acquired before or after the interaction foot/ sensor plate, are 
discarded from the alignment process. 
Therefore, by considering the temporal transformation f  and the first, 1t  and 1s , and the 
last, mt  and ns , images of the footsteps to be aligned, we have   11 tsf   and  n mf s t . 
Consequently, the transformation that represents a shift and a linear time scaling is given 
by a 1
st
 degree polynomial as: 
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2.1.4 Final optimization 
The spatial and temporal transformations obtained in the previous steps are then used as 
the initial solution in a multidimensional optimization algorithm. Hence, from this 
solution the optimization algorithm searches simultaneously and concurrently for the 
parameters of the spatial and temporal transformations that optimize the desired 
(dis)similarity measure. The optimization algorithm used is based on Powell's method, 
and the line optimization is carried out following Brent’s method (Press et al., 2002). 
The spatial transformation model used to align the two input sequences can be rigid, 
similarity, affine or projective, and the time transformation can be modeled by 
polynomials up to the 4
th
 degree. The spatial transformation can be given in homogenous 
coordinates as: 
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where  1
T
x y  and  ' '
T
x y w  are the original and the transformed homogeneous 
coordinates. In this equation, a, b, c and d are parameters that represent the deformation, e 
and f stand for the spatial shift, and r and q define the projection point. For rigid, 
similarity and affine transformations, the parameters r and q are set equal to 0 (zero). 
The polynomial model adopted for the temporal transformation is given by: 
  01
2
2
3
3
4
4' aiaiaiaiaifi  ,     (3) 
where i  and 'i  are the image indexes in the original and transformed sequences, and 4a , 
3a , 2a , 1a  and 0a  are the coefficients of the 4
th
 degree polynomial. For lower degree 
polynomials, the higher degree coefficients are set as constants with a value equal to 0 
(zero). 
Two different schemes were set up to optimize the temporal alignment: an unconstrained 
and a constrained optimization scheme. In the former, all parameters of the adopted 
polynomial model can vary independently. In the latter, the first and last images of a 
footstep must map the first and last images, respectively, of the second footstep. 
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It should be noted that using the constrained optimization scheme, if a 1
st
 degree 
polynomial is chosen as the temporal transformation model, then only one solution exists 
(Equation 1) and the spatial optimization is performed solo. 
2.2 Dissimilarity measure 
In the results presented in this work, the MSE among the pixel intensity values was used 
as the dissimilarity measure; however, another intensity based measure could be 
considered. Let T and S be two discrete image sequences of N M Z   pixels. The 
adopted MSE is given as: 
     


N
x
M
y
Z
i
iyxSiyxT
ZMN
MSE
2
,,,,
1
.    (4) 
Thus, the lower the MSE value is, the better aligned the input image sequences are. 
2.3 Dataset 
The experimental dataset was acquired using an EMED system (Novel GmbH, Germany) 
with a spatial resolution of 2 sensors per cm
2
, and a pressure sensibility of 5 kPa with 
minimum threshold value of 10 kPa. The pressure measurement technology of this system 
offers good reliability for most force/pressure variables when a single measurement is 
used, and an excellent reliability when the mean value of three or more measurements is 
used (Hughes et al., 1991). 
The dataset of 168 image sequences was acquired at frequency rate of 25 frames per 
second from 28 subjects with three image sequences representing each foot of each 
subject at normal walking speed. The sample included 7 men (18.4±0.5 years, 173±7 cm, 
68.6±6.0 kg) and 21 women (20.4±2.3 years, 164±5 cm, 58.3±6.3 kg), who were selected 
according to: no history of recent osteoarticular or musculotendon injury of the lower 
limb or signs of neurological dysfunction which could affect lower limb motor 
performance; no history of lower limb surgery, of lower limb anatomical deformities, 
congenital or acquired, or any other disability that might in some way affect gait; absence 
of callus formation on plantar pressure surface (Young et al., 1992). 
Before the data acquisition, all subjects walked over the pedobarographic system several 
times until they felt comfortable under the experiment conditions. The subjects were 
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invited to walk at a normal pace along a walkway and were asked to look straight ahead 
while walking. Each subject performed two series of three trials. The order of the series 
was randomized, and it was guaranteed that only one foot had contact on the pressure 
system at a time. Normal speed was selected as a number of authors have shown that 
plantar pressure distribution is dependent upon walking speed (Rosenbaum et al., 1994; 
Morag and Cavanagh, 1999; Taylor et al., 2004). 
The study was conducted according to the ethical norms of the Institutions involved and 
the Declaration of Helsinki, and informed consent was obtained from all participants. 
2.4 Alignment accuracy assessment using control image sequences 
The alignment accuracy was assessed by applying a set of spatial and temporal control 
transformations to a real pedobarographic image sequence randomly chosen from the 
dataset. Afterwards, the transformed sequences were aligned with the original sequence. 
Then, the spatial and temporal transformations obtained were compared against the 
control transformations. The residual error (RE), that is, the square root of the mean 
squared difference between the expected position for each pixel and the estimated 
position from the proposed solution, was used to assess the accuracy. 
The temporal control transformations were chosen to simulate the natural speed variations 
that can occur on footsteps during normal walking, and the spatial control transformations 
were defined to simulate the walking along any direction. Additionally, to simulate the 
real behavior of pedobarographic systems, the transformed image sequences were pre-
processed before the alignment process: pixel intensities were rounded off to multiples of 
5 kPa (representing the addition of noise uniformly distributed between -2.5 and 2.5 kPa) 
and the intensities inferior to 10 kPa were set equal to 0 (zero). 
2.5 Alignment quality assessment using real image sequences 
In the tests regarding the quality assessment, just pairs of sequences of the same subject 
were aligned; that is, intra-subject image sequences alignment. Hence, the goal was to 
search for the geometric and temporal transformations that generate the best results, i.e. 
the minimum MSE value. In all alignment experiments, a rigid model was considered for 
the spatial alignment, since intra-subject alignment was to be performed. The accuracy 
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was statistically compared using two-sided t tests. Additionally, the alignment quality was 
also accessed by visual evaluation. 
Six different alignment experiments were done per subject, three per foot. Thus, there 
were 168 image sequence pairs in total for the intra-subject alignment experiments. 
2.6 Implementation 
The methodology developed was fully implemented in C
++
, using Microsoft Visual 
Studio 8, and tested on a PC notebook with an AMD Turion 64 2.0 GHz microprocessor, 
1.0 GB of RAM and running Microsoft Windows XP. 
In the experiments described in the next section, the image transformations were 
performed using bilinear interpolation resampling (Thévenaz et al., 2000). 
3. Results 
3.1 Accuracy assessment using control image sequences 
Table 1 shows the maximum RE obtained for all tests done using the spatial and temporal 
control transformations. The time scale of the control sequence was warped using four 
models:   ,5.015.11  iif    ,1204.0
2
2  iiif   5.0125.01.00025.0
23
3  iiiif
and    5sin34 iiif   where i is the image index in the original sequence (Figure 2), 
and, for each, ten rotation angles were used to warp the space domain: 5º, 41º, 77º, 
113º,…, 329º. This way, 40 warped control sequences were built. 
The temporal warp control transformations used were chosen in accordance to the 
expected walking speed variations. As can be seen in Figure 2, the functions used traduce 
the usual speed variations along footstep sequences; for instance, relatively to the original 
footstep sequence,  4f i  decreases the speed at the beginning of the footstep and 
increases the speed at the end. 
In the first experiment, the 10 image sequences warped by the selected rotation angles 
and the temporal transformation  1f i  were used. Then the developed alignment 
framework was successively configured to use each of the adopted temporal alignment 
models and optimization schemes. The higher RE values for each temporal 
MATCHING AND REGISTRATION OF STRUCTURES IN COMPUTATIONAL VISION: APPLICATIONS ON MEDICAL IMAGES  
- 216 - 
model/optimization scheme combination were stored. The following three experiments 
done were similar to this one, but using the sequences temporally warped by the functions
 2f i ,  3f i  and  4f i , instead (Table 1). 
 
Figure 2: Representation of the temporal warp functions used as control transformations in the temporal 
region of interest. 
3.2 Alignment quality assessment using real image sequences 
There are no reference values to evaluate the accuracy of the geometric and temporal 
transformations obtained from the alignment of real pedobarographic image sequences. 
Therefore, the alignment accuracy of the methodology was assessed from the MSE values 
(Figure 3). 
The intra-subject alignment tests were carried out using a rigid transformation model for 
the spatial alignment and all four polynomial temporal models with the constrained and 
unconstrained optimization schemes were used (Figure 3). Figure 4 shows an example of 
the alignment obtained from two pedobarographic image sequences. From this figure, one 
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can realize that the sequence aligned using a 4
th
 degree temporal transformation model 
with unconstrained optimization is visually more similar to the reference sequence than 
the sequence aligned using a 1
st
 degree temporal transformation model with constrained 
optimization. 
The average computational processing times for the intra-subject alignment with the 
unconstrained optimization scheme were: 2.1±0.6, 4.4±1.3, 8.1±2.5 and 11.2±4.7 
seconds, using 1
st
, 2
nd
, 3
rd
 and 4
th
 degree polynomials, respectively. Using the constrained 
optimization scheme instead, the processing times were: 0.9±0.3, 1.1±0.3, 2.7±0.9 and 
5.7±1.6 seconds, respectively. 
Table 1: Maximum residual errors obtained in the alignment of image sequences that 
were synthetically spatio-temporal warped. 
Applied temporal 
transformation 
Degree of the 
polynomial 
model used in 
the temporal 
alignment 
Unconstrained optimization Constrained optimization 
Maximum 
spatial RE 
[pixel] 
Maximum 
temporal RE 
[s] 
Maximum 
spatial RE 
[pixel] 
Maximum 
temporal RE 
[s] 
 1f i  
1 0.0017 0.0002 0.0367 0.0112 
2 0.0017 0.0002 0.0119 0.0083 
3 0.0017 0.0003 0.0071 0.0052 
4 0.0016 0.0003 0.0075 0.0049 
 2f i  
1 0.0629 0.0501 0.9018 0.2211 
2 0.0022 0.0002 0.0221 0.0124 
3 0.0021 0.0003 0.0183 0.0104 
4 0.0024 0.0020 0.0135 0.0073 
 3f i  
1 0.0096 0.0127 0.1154 0.0435 
2 0.0119 0.0080 0.0371 0.0200 
3 0.0024 0.0002 0.0031 0.0025 
4 0.0028 0.0014 0.0026 0.0019 
 4f i  
1 0.0228 0.0540 0.1161 0.0860 
2 0.0682 0.0340 0.0747 0.0485 
3 0.0061 0.0056 0.0188 0.0104 
4 0.0049 0.0030 0.0201 0.0095 
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Figure 3: Mean MSE values obtained by using each temporal transformation model in the alignment of 168 
pairs of real pedobarographic image sequences. (Only the pixels with non-zero value were used in the MSE 
calculus.) 
 
Figure 4: Two alignment examples from pedobarographic image sequences: In the first row, the sequence 
used as reference; in the second row, the sequence to be aligned; in the third row, the aligned sequence 
using a 1
st
 degree temporal transformation model with constrained optimization; and finally, in the last row, 
the aligned sequence using a 4
th
 degree temporal transformation model with unconstrained optimization. 
(To simplify the visualization, only half of all images are shown.) 
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4. Discussion 
The methodology proposed revealed to be very accurate in the spatio-temporal alignment 
of pedobarographic image sequences, mainly when the unconstrained optimization 
scheme is used, as is confirmed in Table 1. 
In the tests using the spatial and temporal control warp transformations and the 
polynomials of the 3
rd
 and 4
th
 degrees as temporal models, the maximum spatial RE 
values were equal to 0.0061 pixel (approximately 0.043 mm) and 0.021 pixel (around 
0.148 mm) considering the unconstrained and constrained optimization schemes, 
respectively (Table 1). The maximum temporal RE value was also very low when 
polynomials of 3
rd
 and 4
th
 degree were considered as temporal models together with the 
unconstrained optimization scheme (Table 1). 
The temporal RE values obtained on using the unconstrained optimization scheme were 
always inferior to the values obtained when the constrained optimization scheme was 
used. This was already expected, since the temporal scale is discrete (25 fps) and so, the 
first and last images of a footstep can be associated to any point of time in a period of 40 
ms. 
The visual evaluation of the resultant intra-subject alignments from the real image 
sequences showed that the curved temporal transformations are more suitable than the 
linear temporal transformation. In fact, in most cases, the visual similarity between the 
aligned sequences was superior when curved temporal models were used instead of the 
linear temporal model. In the remaining cases, the visual similarity between the aligned 
sequences was indistinguishable. 
By assessing the accuracy of the alignment results from real image sequences based on 
the MSE, we concluded that higher degree polynomials produced lower MSE values 
(p<0.001), independently of the optimization scheme used (Figure 3). From the mean 
MSE values presented in Figure 3, one can see that for each type of temporal 
transformation model adopted, the MSE values obtained using the unconstrained 
optimization scheme were lower (p<0.001) than the correspondent values obtained using 
the constrained optimization scheme. This is in agreement with the results obtained using 
the control transformations, which proves the superior accuracy of the unconstrained 
optimization scheme. Additionally, from Figure 3 one can realize that the mean MSE 
undertaken a small reduction with the increasing of the polynomial degree; however, an 
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exhaustive analysis on the experimental results revealed that in the alignment of some 
footsteps that reduction was significant. 
Although this methodology permits the use of similarity, affine and projective 
transformations, we did not use them in the experiments, since the goal was the alignment 
of pedobarographic image sequences from the same foot. Nevertheless, these non-rigid 
spatial transformations are useful in the alignment of image sequences from different feet. 
In this work, the MSE was used as the image dissimilarity measure to be minimized since 
in previous works it was shown to be very suitable for the alignment of plantar pressure 
images (Pataky et al., 2008; Oliveira and Tavares, 2011). Besides, the squared root of the 
MSE represents the mean pressure differences between the plantar pressure images that 
are relevant biomechanical information and important for statistical analysis. However, as 
already mentioned, other intensity based measures could be considered. 
Even using a not up-to-dated PC, the processing time was always quite low. Thus, the low 
processing time and the high accuracy guarantee that the proposed spatio-temporal 
alignment methodology is appropriate for pedobarographic image sequence studies in 
clinics or laboratories. 
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Abstract 
This paper presents an enhanced methodology to align plantar pressure image sequences 
simultaneously in time and space. The temporal alignment of the sequences is 
accomplished by using B-splines in the time modeling, and the spatial alignment can be 
attained by using several geometric transformation models. The methodology was tested 
on a dataset of 156 real plantar pressure image sequences (3 sequences for each foot of 
the 26 subjects) that was acquired using a common commercial plate during barefoot 
walking. In the alignment of image sequences that were synthetically deformed both in 
time and space, an outstanding accuracy was achieved with the cubic B-splines. This 
accuracy was significantly better )001.0( p  than the one obtained using the best 
solution proposed in our previous work. When applied to align real image sequences with 
unknown transformation involved, the alignment based on cubic B-splines also achieved 
superior results than our previous methodology )001.0( p . The consequences of the 
temporal alignment on the dynamic center of pressure (COP) displacement was also 
assessed by computing the intraclass correlation coefficients (ICC) before and after the 
temporal alignment of the three image sequence trials of each foot of the associated 
subject at six time instants. The results showed that, generally, the ICCs related to the 
medio-lateral COP displacement were greater when the sequences were temporally 
aligned than the ICCs of the original sequences. Based on the experimental findings, one 
can conclude that the cubic B-splines are a remarkable solution for the temporal 
alignment of plantar pressure image sequences. These findings also show that the 
temporal alignment can increase the consistency of the COP displacement on related 
acquired plantar pressure image sequences. 
 
Keywords: image registration; pedobarography; reliability; center of pressure; barefoot 
walking. 
1. Introduction 
Plantar pressure measurements provide information on the role of the foot and ankle 
during gait and other activities. The information can be used to define suitable 
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rehabilitation programs through alterations of footwear (Actis et al., 2006; Actis et al., 
2008), foot orthoses, exercise programs, and weight-bearing restrictions (Rosenbaum and 
Becker, 1997; Putti et al., 2010). The information can also assist in the diagnosis and 
rehabilitation of impairments associated with various musculoskeletal, integumentary, 
and neurological disorders. It is also important in the assessment and prevention of 
ulceration of patients with diabetes (Duckworth et al., 1985; Actis et al., 2008) and 
peripheral neuropathy. 
Generally, the plantar pressure data can be converted into a discrete rectangular array at a 
point in time or over a period of time, giving rising to static images or to image 
sequences. Traditional plantar pressure image analysis and comparisons have been 
conducted over discrete regions defined on the footprint. However, Pataky and coworkers 
(Pataky et al., 2008a) demonstrated that region discretization can corrupt the 
pedobarographic field data through conflation when arbitrary dividing lines 
inappropriately delineate smooth field processes. Thus, an alternative approach to 
compare plantar pressure images is to align them such that the homologous structures are 
optimally overlapped, and then to conduct statistical studies at a pixel level (Pataky, 
2008). 
In recent years, techniques of image alignment – a task also known as image registration 
– have been proposed for the alignment of plantar pressure images (Harrison and Hillard, 
2000; Bastos and Tavares, 2004; Pataky et al., 2008b; Keijsers et al., 2009; Oliveira et al., 
2009; Pataky et al., 2009; Oliveira et al., 2010; Oliveira and Tavares, 2011). In addition to 
allowing the automated analysis of the plantar pressure images at a pixel level, image 
alignment techniques can also be used to assist further studies. For instance, Oliveira and 
coworkers (Oliveira et al., 2012) proposed a framework to automatically classify the 
imaged foot as left or right, to segment the foot efficiently and quantify common foot arch 
indices. The framework developed is invariant to the foot orientation and placement and 
revealed a high robustness to different foot shapes. This is possible since the plantar 
pressure image is initially normalized in order to correct the foot orientation and 
placement by using image alignment techniques. Additionally, Pataky and collaborators 
(Pataky et al., 2011) used image alignment techniques to compute an unbiased plantar 
pressure template from a large set of sample images of young healthy adult subjects, and 
showed how the resultant template may be used effectively in clinical and scientific 
analyses. 
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The aforementioned image alignment solutions can only be used to align pairs of 2D 
plantar pressure images, usually a footprint or peak pressure image. When the footstep is 
considered in a natural progression, as in an image sequence, supplementary and pertinent 
information can be obtained, which may assist clinicians and researchers who are 
carrying out studies on footsteps or gait. 
The number of trials required to obtain reliable representations of the
 
plantar pressure 
pattern is an important factor in dynamic data acquisition (McPoil et al., 1999). 
According to Hughes and coworkers (Hughes et al., 1991), three to five walking trials 
enhances the reliability of the pressure measurements. As such, the spatio-temporal 
alignment of several trials of a subject can be used to build a mean model image sequence 
automatically, which is more reliable than a single image sequence trial, or to accomplish 
comparisons on a pixel-by-pixel basis among plantar pressure image sequences. 
This paper presents a significant improvement over our previous computational 
methodology (Oliveira et al., 2011) that has proven the feasibility and the advantages of 
the spatio-temporal alignment of plantar pressure image sequences. Geometric and 
temporal transformations were implemented in our previous work but now a free-form 
deformation based on B-splines is used to temporally align the input image sequences. B-
splines have been successfully applied on curved spatial image alignment problems; 
mainly cubic B-splines (Rueckert et al., 1999; Klein et al., 2007; Oliveira and Tavares, 
2012), which are very smooth and have a local influence; and so, good approximations of 
any differentiable curve can be built using such curves. In this work, two B-spline types 
were used: the linear B-splines, also known as 1
st
 degree B-splines, and the cubic B-
splines. 
Here, the temporal alignment of plantar pressure images based on B-splines is compared 
with the one obtained by using 1
st
 and 4
th
 degree polynomials (Oliveira et al., 2011). The 
1
st
 degree polynomial is the simplest solution that can be used in the temporal alignment. 
It is based on a linear function that makes the first and last images of an image sequence 
match the first and last images of a second image sequence, respectively. The 4
th
 degree 
polynomial model was also used in the comparison since it achieved the best temporal 
alignments in our previous work (Oliveira et al., 2011) that, as far as the authors know is 
the only work that addresses spatio-temporal alignment of plantar pressure image 
sequences. 
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Our previous work (Oliveira et al., 2011) showed that the spatio-temporal alignment can 
increase the similarity between plantar pressure sequences. However, we did not address 
the fact that the deformations introduced in the temporal scale can have a considerable 
influence on the behavior of dynamic variables related to the footstep involved. So in the 
present work two variables, one related to the medio-lateral and another related to the 
posterior-anterior dynamic displacement of the center of pressure, were defined and the 
consistency of these variables was assessed on three trials before and after the temporal 
alignment. 
2. Methods 
2.1 Dataset 
The experimental dataset was acquired using an EMED system (Novel GmbH, Germany) 
with a spatial resolution of 2 sensors per cm
2
, and a pressure sensibility of 5 kPa with a 
minimum threshold value of 10 kPa. The pressure measurement technology of this system 
offers good reliability for most force/pressure variables when a single measurement is 
used, and an excellent reliability when the mean value of three or more measurements is 
used (Hughes et al., 1991). 
The dataset was acquired at a frequency rate of 25 frames per second from 26 subjects 
during barefoot walking. The sample included 7 men (18.4±0.5 years old, 173±7 cm tall, 
weighing 68.6±6.0 kg) and 19 women (20.4±2.3 years old, 164±5 cm tall, weighing 
58.3±6.3 kg), who were selected according to: no history of recent osteoarticular or 
musculotendinous injury of the lower limb or signs of neurological dysfunction which 
could affect lower limb motor performance; no history of lower limb surgery, of lower 
limb anatomical deformities, congenital or acquired, or any other disability that might in 
some way affect gait. Each subject performed two series (one addressing the left foot and 
the other the right foot) of three trials, which gave a total of 156 image sequences. The 
order of the series was randomized, and it was guaranteed that only one foot had contact 
on the pressure system at a time. 
Before the data acquisition, all subjects walked over the pedobarographic system several 
times until they felt comfortable under the experiment conditions. The subjects were 
invited to walk at a normal pace along a walkway and were asked to look straight ahead 
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while walking. Normal walking speed was selected as a number of authors have shown 
that plantar pressure distribution is dependent upon walking speed (Rosenbaum et al., 
1994; Morag and Cavanagh, 1999; Taylor et al., 2004). 
The study was conducted according to the ethical norms of the Institutions involved and 
the Declaration of Helsinki, and informed consent was obtained from all participants. 
2.2 Methodology 
This work has made improvements on the work presented by Oliveira and co-workers 
(Oliveira et al., 2011) by including linear and cubic B-splines in the modeling of the 
temporal transformations to enhance the accuracy of the spatio-temporal alignments. The 
spatio-temporal alignment methodology can be divided into two main steps: pre-
alignment and final alignment based on the iterative optimization of the similarity 
measure (Figure 1). 
In this section, an introduction to uniform linear and cubic B-splines is presented, and 
then the spatio-temporal alignment methodology is described. Hereafter the unchanged 
image sequence is designated as "fixed", and the image sequence that is transformed to 
match the fixed sequence is designated as "moving". 
 
Figure 1: Diagram of the methodology used for the spatio-temporal alignment of plantar pressure image 
sequences. 
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2.2.1 Uniform linear and cubic B-splines 
B-splines are basis functions frequently used to approximate or interpolate a function 
based on a set of samples. For the one-dimensional (1D) case, let us define a real function 
f, and a set of real values it in the domain of f, also called knots, with mtttt  210 , 
and suppose that we know  itf  for all i. Hence, the goal is to determine a B-spline curve 
nS , where n is the degree of the B-spline, that approximates the function f based on the 
knots it  and corresponding values  itf . As already said, we used two B-spline types to 
approximate f: linear B-splines  1n  and cubic B-splines  3n  (Thévenaz et al., 
2000). Additionally, in the implementation, uniform B-splines, i.e., B-splines with 
equally spaced knots, were used; thus, for a given degree n, the basis B-splines functions 
are just shifted copies of each other. 
Linear B-splines are identical to the linear interpolation: if 1 ii ttt , then the value 
 tf  is computed based on the assumption that f connects the points   ii tft ,  and 
  11,  ii tft  through a straight line. And so to compute  tf , only the values of f at knots 
it  and 1it  are needed, and    ii tftS 1 . 
The cubic B-splines are not interpolating functions, i.e. the B-spline curve 3S  does not 
necessarily pass through points   00 , tft ,   11, tft , ...,   mm tft , . Besides, to estimate 
the value of f at a t between it  and 1it , it is necessary to know the values of f associated 
to the knots 1it , it , 1it  and 2it . 
In the alignment optimization problem, the values of function f at the knots are unknown. 
The goal is to estimate the values of a set of points iP  associated to the knots it  that give 
a B-spline curve that optimizes a similarity measure. For a normalized knot distance equal 
to 1 (one) and  1,  ii ttt , the linear B-spline 1S , can be given by: 
     










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1
i
i
i
P
P
tttS ,      (1) 
and the cubic B-spline 3S  as: 
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2.2.2 Spatio-temporal alignment 
To estimate the temporal transformation that optimizes a similarity measure between the 
two input image sequences, the first step is the definition of a set of knots, i.e., the it  
values, equally spaced in the temporal dimension. Then, a set of initial values for the 
control points iP  associated to the it  values is needed for the first estimation of the B-
spline curve nS . In this set up, the initial values of the control points iP  are computed 
using a linear temporal model. The position of the knots it  is defined in the initial setup 
and remains unchanged during the subsequent optimization process. Any distance 
between knots can be defined, since the value of t can always be normalized by the 
distance used. 
The initial spatial transformation is based on the alignment of the peak pressure images of 
both input image sequences (Oliveira et al., 2011): for both fixed and moving sequences, 
the 2D peak pressure images are built and spatially aligned, then the associated spatial 
transformation is used in the initial spatial pre-alignment of the sequences. 
Finally, the optimization algorithm searches simultaneously for the values of parameters 
of the spatio-temporal transformation that optimize the similarity measure between the 
fixed and transformed moving sequences. The parameters of the temporal transformation 
are the control points iP . Any change in the iP  values corresponds to modifications of the 
B-spline curve nS  and consequently, the associated temporal transformation. Here, the 
parameters of the spatial transformation are the rotation angle and the shift on x and y 
directions. The Powell's method (Press et al., 2007), combined with a line optimization 
based on Brent's method, is used as the optimization algorithm. The pixel intensity 
resampling is achieved by linear interpolation; and the mean squared error (MSE) of the 
pressure, represented in the corresponding pixels, is used as the similarity measure. The 
lower the MSE, the lower the mean pressure difference between the corresponding pixels 
of the two image sequences is, and consequently, the better the plantar pressure image 
sequences are aligned. 
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For sake of simplicity, the distance between knots is defined in terms of images instead of 
seconds. However, for the dataset used, the acquisition frequency is equal to 25 Hz, and 
so each image represents 40 milliseconds. 
2.3 Assess the alignment accuracy using control spatio-temporal 
deformations 
The spatio-temporal alignment accuracy was assessed by applying spatio-temporal 
control deformations to all plantar pressure image sequences and then aligning these 
sequences with the original ones. Afterwards, the spatio-temporal transformations 
obtained by our computational methodology were compared against the "gold standard" 
defined by the control deformation applied. The accuracy was evaluated by the mean 
difference of the image indexes and spatial position of the image pixels between the 
applied and obtained spatio-temporal transformations, and statistically compared using 
the paired t-test. 
2.4 Assess the alignment accuracy using real image sequences 
There is no gold standard to evaluate the accuracy of the temporal transformations 
obtained from the alignment of real plantar pressure image sequences. Thus, the 
alignment quality was assessed by the MSE values after the spatio-temporal alignment. 
Since the optimal spatio-temporal transformations are unknown, lower MSE values mean 
better alignments. 
For each temporal model selected, and for both feet of each subject, two alignments were 
made: sequences 2 and 3 were aligned with sequence 1. In total, there were 104 image 
sequence pairs aligned for each temporal model. In all alignment experiments, a rigid 
model was used in the spatial alignment, since intra-subject alignments were performed. 
The MSE was computed for all alignments, and the resultant values were statistically 
compared using the paired t-test. 
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2.5 Influence of the temporal alignment on the center of pressure 
trajectory 
To assess the influence of the temporal alignment on the reliability of the dynamic 
variables on the plantar pressure image sequences, we defined two variables, var1 and 
var2, both associated to the trajectory of the COP during footstep. 
Let us define  iCOP  as the position of the COP in image i relatively to the referential 
defined in Figure 2. Variable var1 is given by the ratio between the abscissa of the 
 iCOP  and the foot width w: 
 
w
iofabscissa
var
COP
1  .       (3) 
Variable var2 is given by the ratio between the ordinate of the  iCOP  and the foot length 
l: 
 
l
iofordinate
var
COP
2  .       (4) 
It should be noted that w, l and the foot axis are computed based on the footprint; thus, 
they remain constant for all images of a sequence. These variables were calculated using 
the computational solution proposed by Oliveira and collaborators (Oliveira et al., 2012). 
Six time instants equally spaced were chosen to resample the COP displacement along the 
footstep: 0% - initial foot contact, 18%, 36%, 54%, 72% and 90%. The consistency of 
both variables was assessed for each time instant by computing the ICCs, based on the 
three sequence trials addressing each foot of the subjects. 
The variables under analysis were first computed for the original image sequences. Then, 
the temporal alignments were performed by using the 4
th
 degree polynomial (Oliveira et 
al., 2011) and the B-spline models. After each alignment, the variables were computed for 
the aligned sequences. Finally, the ICCs of the variables for each time instant and each 
alignment type were computed. 
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Figure 2: Footprint overlaid by an image of a sequence and the representation of the coordinate system 
used to calculate the variables var1 and var2. 
2.6 Implementation 
The methodology developed was fully implemented in C++, using Microsoft Visual 
Studio 9, and tested on a PC notebook with an Intel i7 2.2 GHz microprocessor, 6.0 GB 
of RAM running Microsoft Windows 7. The statistical analysis was carried out using the 
Statistical Package for Social Sciences (SPSS) version 20.0 (SPSS Inc., Chicago, Illinois). 
3. Results 
3.1 Assess the alignment accuracy using control spatio-temporal 
deformations 
Two temporal deformations were used to simulate the natural variations on walking speed 
from trial to trail: a linear   iif 15.11  ; and a curved    3sin29.02 iiif  , where i is the 
image index in the original sequence. The natural foot position and orientation were 
simulated by applying a rigid transformation, defined by a rotation of -15 degree around 
the center of each image, to all image sequences. 
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Table 1 shows the mean difference of the image indexes and spatial position of the image 
pixels between the applied and obtained spatio-temporal transformations. For the 
temporal alignment, low differences were obtained when using the B-spline models. For 
the control temporal deformation 1f , the best result was obtained by using linear B-
splines with knot spacing equal to 1 (one) image )05.0( p , which was already expected 
since the applied temporal deformation was linear. On the other hand, when the temporal 
scale was deformed by the control deformation 2f , the best results were obtained by 
using cubic B-splines with knot spacing equal to 3 and 1 (one) )001.0( p . 
The spatial alignment achieved high accuracy for all models. For instance, when using 
cubic B-splines with a knot spacing equal to 3, the mean spatial error was 0.005 pixels for 
the control deformation 2f , which corresponds to 0.035 mm as the width of each image 
pixel was around 7.07 mm for the data acquisition device used. 
Table 1: Mean temporal and spatial errors obtained by applying the spatio-temporal 
control deformations:   iif 15.11   and    3sin29.02 iiif   for the temporal 
deformation, where i is the image index; and a rotation of -15 degrees was set for the 
spatial deformation. 
Spatio-temporal alignment 
model 
Applied spatio-temporal control deformations 
Rigid and 1f  Rigid and 2f  Rigid and 1f  Rigid and 2f  
Mean temporal error 
[images] 
Mean spatial error 
[pixels] 
Rigid, Polynomial of 1
st
 degree 0.360 1.434 0.043 0.089 
Rigid, Polynomial of 4
th
 degree 0.020 0.271 0.002 0.022 
Rigid, Linear B-spline (kd = 5) 0.016 0.157 0.002 0.012 
Rigid, Linear B-spline (kd = 3) 0.015 0.063 0.003 0.006 
Rigid, Linear B-spline (kd = 1) 0.001 0.014 0.002 0.008 
Rigid, Cubic B-spline (kd = 5) 0.014 0.018 0.002 0.005 
Rigid, Cubic B-spline (kd = 3) 0.005 0.003 0.002 0.005 
Rigid, Cubic B-spline (kd = 1) 0.004 0.003 0.003 0.007 
 
By using the 4
th
 degree polynomial, the mean temporal differences were high when the 
temporal scale was deformed by the control function 2f . This was due to the instability 
of this temporal alignment model and its difficulty to handle large deformations. In some 
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situations, the algorithm achieved a good temporal alignment while in other situations the 
alignment was inaccurate. 
Figure 3 shows an example of the temporal transformation from linear and cubic B-
splines. The distance between knots was set equal to 5 images to aid visualization, since 
when using lower distances, the curves obtained after the alignment overlapped the 
applied temporal deformation curve nearly perfectly, leading to almost visually 
indistinguishable differences. Also to aid the data visualization, only a set of dots was 
used to represent the cubic B-spline curve. As expected, the curve obtained using the 
linear B-spline is formed by straight line segments. For the cubic B-spline, the dots 
overlap the curve of the applied control deformation perfectly. 
 
Figure 3: Comparison between the applied and the obtained temporal control deformations using linear and 
cubic B-splines with a distance between knots equal to 5 images, respectively. 
3.2 Assess the alignment accuracy using real image sequences 
A comparison of the alignment quality of each temporal model used, given by the mean 
values of the MSE computed on the plantar pressure image sequences, is depicted in 
Figure 4. The experiments were carried out using a rigid transformation model for the 
spatial alignment and eight temporal models for the temporal alignment: 1
st
 and 4
th
 degree 
               ENHANCE SPATIO-TEMPORAL ALIGNMENT OF PLANTAR PRESSURE IMAGE SEQUENCES USING B-SPLINES 
- 239 - 
polynomial, and linear and cubic B-splines with distances between knots equal to 1, 3 and 
5 images. As shown by the graph in Figure 4, the results with B-splines were better than 
the ones found using the 1
st
 and 4
th
 degree polynomial models )001.0( p . The best 
results were reached by using the temporal model based on cubic and linear B-splines 
with a distance between knots equal to 1 (one) image, without any statistical significant 
differences between these two models )115.0( p . 
The assessment of the temporal transformations has revealed that by using a knot spacing 
equal to 1 (one), the temporal transformation can suffer from a lack of smoothness. 
Besides, in a small number of cases, the temporal transformation was not an ascent 
function in all domains. Figure 5 depicts one such case obtained by temporally aligning 
two footstep sequences of the same foot of a subject. 
The average computational processing time for the experiments described here was 
approximately 2.4 seconds for the alignment based on cubic B-splines with knot spacing 
equal to 1 (one); and 1.5 seconds for linear B-splines with knot spacing equal to 1 (one) 
and cubic B-splines with knot spacing of 3. For the remainder of the cases, the 
computational processing time was inferior to 1 (one) second. 
 
Figure 4: Mean MSE values obtained after the spatio-temporal alignment by using eight temporal 
transformation models. The values indicated are from 104 alignments per temporal model. (Only the pixels 
with non-zero values were used in the MSE calculation; kd means the distance between knots expressed in 
images.) 
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Figure 5: Comparison between the temporal transformation obtained by using cubic and linear B-splines 
with knot spacings of 1 and 3 images on the alignment of two footstep sequences of the same subject. 
3.3 Assessment of the influence of the temporal alignment on the 
reliability of the center of pressure trajectory 
The temporal alignments were also compared by computing the ICCs for the medio-
lateral and posterior-anterior displacement of the COP (Tables 2 and 3). Six time instants 
were chosen to resample the COP displacement using identical time intervals. The time 
instants selected were defined as a percentage of the total footstep duration, before the 
temporal alignment in the case of the original image sequences and after the temporal 
alignment in the other cases. Although the methodology developed computes the 
temporal and spatial alignments of the input image sequences simultaneously, in these 
experiments, only the temporal transformations were applied, since the variables var1 and 
var2 are invariants to foot position and orientation. Note that, since the time instants 
selected are computed as percentages of the total time, the values obtained for the original 
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sequences (Tables 2 and 3) are equal to the values that are obtained if a 1
st
 degree 
polynomial was used to temporally align the sequences. 
The values in Tables 2 and 3 show that the ICCs of both variables are higher after the 
temporal alignment than the ICCs of the variables of the original image sequences for all 
time instants selected. This means that the displacement of the COP is more similar from 
trail-to-trail after the temporal alignment than in the original image sequences. For the 
medio-lateral displacement (var1) there was a slight tendency for the ICCs to increase in 
most of the time instants when the knot spacing decreased. For the posterior-anterior 
displacement (var2), similar ICCs were obtained by aligning the image sequences using 
the 4
th
 degree polynomial and B-splines, and all were very high for all time instants 
selected. 
4. Discussion 
The methodology proposed revealed to be very accurate in the spatio-temporal alignment 
of plantar pressure image sequences; mainly, when cubic B-splines were used in the 
temporal modeling (Table 1). The accuracy of the temporal alignment considering both 
temporal control deformations was very high for the cubic and linear B-splines with a 
distance between knots equal to 1 (one) and 3 images. In these cases, the temporal error 
was around 0.2 milliseconds. 
The spatial alignment accuracy was very high in the experiments based on control spatio-
temporal deformations. The worst mean spatial error of any of the temporal models based 
on B-splines evaluated here was approximately equal to 0.08 mm, which corresponds to 
0.012 pixels and is several times inferior to the resolution of the acquisition device used. 
From these results, we can also conclude that an increase in the accuracy of the temporal 
alignment increases the accuracy of the spatial alignment. 
In our previous work, the alignment obtained using temporal control deformation was 
fine when the time scale was modulated by a 4
th
 degree polynomial (Oliveira et al., 2011). 
Here, the temporal alignment obtained with the 4
th
 polynomials failed for some sequences 
when the temporal control deformation was defined by function 2f . This happened 
because the control temporal deformation introduced by this function is very high and 
superior to the deformations used as the “gold standard” in our previous work. 
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Table 2: ICCs (average measures) of the medio-lateral displacement of the COP (var1) 
after temporal alignment. (kd means the distance between knots expressed in images.) 
 Time instant 
Temporal alignment model 0% 18% 36% 54% 72% 90% 
Original sequences 0.801 0.695 0.680 0.726 0.843 0.855 
Polynomial (4
th
 degree) 0.804 0.855 0.785 0.770 0.864 0.885 
Linear B-spline (kd = 5) 0.809 0.825 0.802 0.796 0.874 0.880 
Linear B-spline (kd = 3) 0.833 0.782 0.811 0.797 0.895 0.875 
Linear B-spline (kd = 1) 0.864 0.771 0.812 0.822 0.903 0.888 
Cubic B-spline (kd = 5) 0.822 0.728 0.794 0.784 0.880 0.871 
Cubic B-spline (kd = 3) 0.835 0.815 0.802 0.802 0.890 0.873 
Cubic B-spline (kd = 1) 0.860 0.746 0.815 0.828 0.902 0.891 
Table 3: ICCs (average measures) of the posterior-anterior displacement of the COP 
(var2) after temporal alignment. (kd means the distance between knots expressed in 
images.) 
 Time instant 
Temporal alignment model 0% 18% 36% 54% 72% 90% 
Original sequences 0.806 0.969 0.950 0.969 0.998 0.999 
Polynomial (4
th
 degree) 0.827 0.974 0.989 0.994 0.999 0.999 
Linear B-spline (kd = 5) 0.835 0.970 0.991 0.997 0.999 0.999 
Linear B-spline (kd = 3) 0.830 0.973 0.994 0.997 0.999 0.999 
Linear B-spline (kd = 1) 0.837 0.974 0.997 0.998 0.999 0.999 
Cubic B-spline (kd = 5) 0.817 0.965 0.991 0.996 0.999 0.999 
Cubic B-spline (kd = 3) 0.821 0.972 0.990 0.997 0.999 0.999 
Cubic B-spline (kd = 1) 0.831 0.970 0.995 0.998 0.999 0.999 
 
By assessing the accuracy of the alignments of real plantar pressure image sequences with 
the minimization of the MSE, we concluded that the B-splines produced better results 
than the 1
st
 and 4
th
 degree polynomials (Figure 4). The lowest MSE, which corresponds to 
the best alignment, was achieved by temporally aligning the sequences using cubic and 
linear B-splines with a distance between the knots equal to 1 (one) image )001.0( p . 
Although statistically significant in most of the cases, the differences among the MSE 
values were low for the six B-splines models used. 
The results show that for the spatio-temporal alignment, the methodology presented is 
more accurate and robust than our previous methodology (Oliveira et al., 2011), which, as 
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far as the authors know is the only methodology that so far has been published addressing 
the spatio-temporal alignment of plantar pressure image sequences. 
The experimental results revealed that, for the dataset used, the temporal alignment 
increased the similarity of the COP displacement on successive trials. This is confirmed 
by the increase of the ICCs relative to the ICCs of the original sequences, especially when 
the temporal alignment is carried out using B-splines. This was evident for the medio-
lateral displacement of the COP (Table 2). For the posterior-anterior displacement of the 
COP (Table 3), the ICCs were similar for the 4
th
 degree polynomial and the B-spline 
temporal models. We think this similarity was because the ICCs of the correspondent 
variable (var2) were very high, and thus it was very difficult to increase its value any 
further. 
In the experimental results, the smallest distance used between knots was 1 (one) image, 
which here corresponds to 40 milliseconds. However, as shown in Figure 5, in real cases, 
this spacing can give non smooth and non ascent temporal transformation functions 
without increasing the accuracy significantly relative to a knot spacing of 3 images. Thus, 
we conclude that the cubic B-splines with a knots spacing equal to 3 images, which 
corresponds to 120 milliseconds in our experiments, was the best compromise between 
accuracy, smoothness, robustness and processing speed for the dataset used. Although, 
we have only used integer distances between knots, any positive real value can be used. 
We have used B-splines of 1
st
 and 3
rd
 degree, since the first one is a good compromise 
between computational efficiency and accuracy, and the second is generally considered in 
the literature as the best solution, since cubic B-splines are very smooth, two times 
differentiable and very stable compared to other non linear B-splines. 
In this work, we used the COP displacement mainly to assess the influence of the 
temporal alignment on the dynamic behavior of the plantar pressure image sequences. It 
was not our intention to discuss the importance or application of the COP displacement, 
neither the ICCs values found for the population selected. In fact, the time instants were 
chosen to resample the COP displacement on identical time intervals, without any 
consideration for the position of the COP in the foot regions. For studies related to COP 
displacement, the reader is referred to (Han et al., 1999; Willems et al., 2005; Cock et al., 
2008; Goryachev et al., 2011). 
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The MSE was used as the image similarity measure to be optimized between the two 
input plantar pressure image sequences, since in previous works it was shown to be 
appropriate to align this kind of image (Pataky et al., 2008b; Oliveira and Tavares, 2011). 
However, other similarity measures could be used; for instance, if the exclusive or (XOR) 
(Oliveira and Tavares, 2011) is used, then the optimization algorithm searches for the 
alignment that best overlaps the footprint region represented in the corresponding images. 
Although this improved methodology permits the use of similarity, affine and projective 
spatial transformations, they have not been used in the experiments, since the goal was 
the alignment of plantar pressure image sequences from the same foot. Nevertheless, 
these non-rigid spatial transformations can be useful in the alignment of image sequences 
from different feet. 
Although the dataset used, which includes real data and synthetically generated data, is 
suitable to confirm the merits of our methodology, both in terms of accuracy and 
affectivity, its evaluation can be extended using a dataset addressing a more diversified 
population, including subjects from different age groups and patients with pathologies 
that could influence the plantar pressure walking pattern. The proposed methodology 
could be used for such work with larger groups, larger age brackets and even other bio-
structures, which would not only reinforce its robustness and accuracy, but also confirm 
that it facilitates other difficult and very time consuming studies. 
Finally, we can state that the methodology presented here could be very useful in clinics 
and laboratories involving plantar image sequence based diagnoses, mainly due to its high 
accuracy and low processing time. An immediate application is the alignment of plantar 
pressure image sequences for easy comparison. Another possible application is the 
building of a subject's mean plantar pressure image sequence, which is more reliable than 
a single image sequence trial. In this case, the temporal deformation curve obtained after 
the alignment process can be used to estimate the speed fluctuations on two plantar 
pressure image sequence trials representing a footstep and facilitate their study. Finally, 
another immediate application of this curve is its use as a criterion to accept or reject a 
plantar pressure image sequence trial to represent a footstep, based on a template image 
sequence. 
In spite of the focus of this work which was on the spatio-temporal alignment of plantar 
pressure image sequences, the methodology proposed can be suitably applied to spatio-
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temporal alignment of other types of 2D image sequences; mainly, to facilitate medical 
visualization and diagnosis of bio-structures in 2D image sequences. This application will 
be evaluated in the near future. 
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Abstract 
Purpose The purpose of the current paper is to present a computational solution to 
accurately quantify the binding potentials in DaTSCAN SPECT images and 
simultaneously measure the spatial dimensions of the basal ganglia (or basal nuclei). A 
statistical analysis based on a reference dataset selected by the user is also automatically 
run. 
Methods The quantification of the binding potentials here was based on regions of interest 
defined after the registration of the study with a template image. The computational 
solution was tested on a dataset of 38 DaTSCAN SPECT images: 28 images were from 
patients with Parkinson’s disease and the remainder from normal patients and was 
compared with manual quantification. 
Results The results revealed a high intraclass correlation coefficient between the manual 
and the automated quantification of the binding potentials (ICC = 0.980). The solution 
also showed an excellent robustness against different positions of the patient, as an almost 
perfect agreement between the binding potentials was found (ICC = 1.000). The mean 
processing time was around 6 seconds per study using a common pc notebook. 
Conclusions The solution developed can be extremely worthwhile for clinicians to 
evaluate DaTSCAN SPECT images due to its accuracy, robustness and speed. Besides, 
since the intra- and inter-observer variability of the manual calculation does not exist in 
automated solutions, the comparison between case studies and the follow-up of patients 
can be done more accurately and proficiently. The determination of the basal ganglia 
dimensions and the automatic comparison with the values of the population selected as 
reference is also important for the professionals working in this area. 
 
Keywords: Parkinson’s disease; basal ganglia analysis; image registration; image 
segmentation. 
1. Introduction 
Movement disorders are diseases caused by the degeneration of nigrostriatal neurons. 
Parkinson’s disease is characterized by progressive degeneration of nigrostriatal 
MATCHING AND REGISTRATION OF STRUCTURES IN COMPUTATIONAL VISION: APPLICATIONS ON MEDICAL IMAGES  
- 252 - 
dopaminergic neurons. Dopaminergic and benzodiazepine systems can be image-based 
studied with the use of 
123
I neuroligands. Dopamine transporter sites in the putamen and 
caudate nucleus of the basal ganglia can be studied with several cocaine analogue 
molecules labelled with 
123
I, such as 
123
I-CIT, 
123
I- altropane and 
123
I-FPCIT. Dopamine 
D2 receptors can be imaged with 
123
I-IBZM and 
123
IBF. 
123
I-FP-CIT is a 
radiopharmaceutical used in brain studies to evaluate the availability of dopamine 
transporters in the putamen and caudate nucleus, allowing investigation of the 
functionality of the nigrostriatal dopaminergic neurons. 
123
I-FP-CIT is available as 
DaTSCAN (GE Healthcare, UK). 
The reduction of dopamine transporters is detected in patients with Parkinson’s disease 
and also in patients with dementia with Lewy bodies (O’Brien et al., 2004). Based on a 
voxel-wise comparison using the Statistical Parametric Mapping Tool, Scherfler and co-
workers (Scherfler et al., 2005) showed differences between the dopamine transporter 
among patients with idiopathic Parkinson’s disease, patients in the early stages of the 
Parkinson-variant of multiple system atrophy (MSA-P) and a control group. Catafau and 
Tolosa (Catafau and Tolosa, 2004) showed the importance of the dopamine transporter 
SPECT images for the diagnosis of patients with clinically uncertain Parkinsonian 
syndromes. Further information on the diagnosis of Parkinson’s disease can be found in 
the works of Tolosa, Wenning and Poewe (Tolosa et al., 2006). 
The reduction of 
123
I-FP-CIT nigrostriatal uptake confirms Parkinson’s disease and 
discards other diseases, such as essential tremor or drug-induced Parkinsonism. Usually, 
these kinds of studies are qualitatively evaluated by visual inspection by qualified medical 
doctors. Several quantification methods have been developed to aid the visual inspection 
and to improve the success of the final diagnoses (Badiavas et al., 2011). Absolute 
quantification methods can be invasive and demand the minimization of common error 
sources, such as compensation of signal attenuation, signal scattering, diminished signal 
sensitivity, erroneous motions, partial volume effects and low spatial resolutions (Zaidi 
and Fakhri, 2008; Ritt et al., 2011). Furthermore, absolute quantification methods involve 
radiopharmaceutical kinetic modelling and arterial blood sampling, which are somehow 
not appropriated to a busy nuclear medicine unit. 
Semi-quantitative methods use dedicated computers and software solutions to analyze the 
information obtained and have as the main purpose the classification of patients according 
to different uptake patterns in the structures under study (Badiavas et al., 2011). These 
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methods can help to increase the signal sensitivity, improve the accuracy of the diagnose 
and evaluate the response to therapy more efficiently. 
Also semi-quantitative methods use specific to non-specific uptake ratios. Regions of 
interest (ROI) of the organs under study and non-specific uptake areas in the brain are 
used to calculate uptake ratios. Usually, the ROIs are defined by outlining the caudate and 
putamen, and a large ROI is defined by outlining the background of non-specific uptake. 
The ratio obtained is related to the post-synaptic and dopamine transporters availability. 
The positioning of the ROIs can be done manually by an expert, as in the pioneer work 
done by Costa and co-workers (Costa et al., 1990), or automatically; for instance, based 
on the anatomic information presented in magnetic resonance (MR) images or in 
functional SPECT images. 
The main goal of this paper is to present a fully automated methodology to help clinicians 
in the analysis of DaTSCAN SPECT images, based on the binding potentials and on the 
3D shape of the basal ganglia. The calculation of the binding potentials mimics the 
manual procedure carried out in many medical institutions, which is based on the 
placement of three regular 2D ROIs. 
Although some research has been done on the development of fully or partially automated 
methodologies for the computation of the binding potentials of 
123
I-IBZM or DaTSCAN 
SPECT images and their comparison (Habraken et al., 1999; Radau et al., 2000; Koch et 
al., 2005; Morton et al., 2005; Pöpperl et al., 2005; Buchert et al., 2006; Calvini et al., 
2007; Zubal et al., 2007; Mirzaei et al., 2010; Jensen et al., 2011), the computational 
solution proposed here is unique. Besides the computation of the binding potentials, the 
solution here determines the dimensions of the radioactive region associated to each basal 
ganglia. Additionally useful features integrated into the this solution include the 
computations of the z-scores of each measure relative to a reference dataset, and the 
building of a voxel-by-voxel z-score map of the case under evaluation comparatively to 
the reference dataset. The reference dataset can be of a normal or of a specific population. 
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2. Methods 
2.1 Dataset 
A dataset of 38 SPECT images of 38 patients (62 ± 10 years), 16 males and 22 females, 
was used. The 
123
I-FP-CIT imaging (DaTSCAN, GE Healthcare, UK) 
radiopharmaceutical was administered to all patients, after thyroid blocking using 
potassium iodide solution. The doses ranged from 148 to 185 MBq, and the images were 
obtained 3.5 to 4 hours post injection. 
The images were acquired using 3 different cameras, Infinia, Millenium MPR and 
Millenium MG (GE Healthcare). A 128×128 matrix was used, with a rotational radius 
inferior to 15 cm, 360º circular orbit, 128 projections and 30 seconds per view. The 
SPECT data was reconstructed using a Xeleris Workstation (GE Healthcare) by back 
projection filtering with Hann’s filter, with a critical frequency of 1.0, and corrected for 
attenuation by the Chang’s method (µ equal to 0.11/cm, and elliptic fitting with separate 
contours for each slice). 
Based on the medical report associated to each patient, 28 patients showed dopaminergic 
degeneration, and the remaining 10 were classified as normal. 
2.2 Automated quantification and analysis 
The novel computational solution can be divided into the following four main steps: (1) 
registration, i.e. alignment, of the 3D DaTSCAN SPECT image under study with a 
previously built template 3D DaTSCAN image; (2) computation of the binding potential 
for both left and right basal ganglia, based on pre-defined volumetric regions; (3) 
segmentation of both basal ganglia and consequent computation of related 3D geometric 
dimensions; (4) statistical analysis having a user-defined dataset as reference. These steps 
are further detailed in the next sections. 
2.2.1 Image registration 
The accuracy and robustness of the image registration step are crucial for the success of 
the computational solution. The key steps of the registration algorithm are depicted in 
Figure 1. 
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Figure 1: Diagram of the algorithm used to register the DaTSCAN SPECT images. 
Before starting the image registration process, the intensities of both images are rescaled 
by the transformation: 
   
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
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I
zyxI
zyxI
        
(1) 
where 'I  represents the intensity rescaled image, I the original image intensity, i.e. the 
counts associated to each voxel, and Imax the maximum intensity (maximum count) 
presented in I. The aim of this rescaling step is to increase the influence of the basal 
ganglia, which is associated to the highest counts, and to decrease the influence of other 
regions, which are associated to lower counts. A value higher than 1 (one) in the exponent 
value in Equation 1 reduces the intensity in the non basal ganglia regions relatively to the 
intensity of this region. However, that exponent cannot be very high; otherwise, the 
registration would fail when the differences between the intensity in the basal ganglia and 
the other regions of the head are very low. The experimental results have shown that the 
exponent value of 2.5 is appropriate for the optimization algorithm and similarity measure 
considered in the image registration process. 
Before the iterative optimization, an initial translational pre-registration step is done 
based on the first order moments of the images. Powell’s method (Press et al., 2007) is 
used as the multidimensional optimization algorithm, adopting a three level multi-
resolution strategy. The golden section method is integrated into the Powell’s method for 
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the line minimization. The goal of this optimization is to search for the geometric 
transformation that minimizes the similarity measure based on the sum of the squared 
differences (SSD) among the intensity values of the voxels of both input images. A rigid 
geometric transformation, which includes three displacements and three rotations, is used 
as the geometric transformation model. The internal image resampling is done by using 
linear interpolation. 
The iterative optimization algorithm stops when no significant improvement in the 
similarity measure can be achieved. Finally, by applying the optimal geometric 
transformation found, and using the Welch windowed sinc interpolation with a window 
radius equal to 4, the image under study is registered (Meijering et al., 1999). 
In the reconstruction of the registered images, the same voxel spacing and image origin 
are always used. As such, all registered images have the same coordinate system, and the 
basal ganglia are placed according to identical spatial positions and orientations. The 
registration algorithm is independent of the image voxel spacing, since the registration is 
based on the physical coordinates defined in the DICOM files. 
For further study on image registration and related issues, the works of Maintz and 
Viergever (Maintz and Viergever, 1998), Gholipour and co-workers (Gholipour et al., 
2007), and Oliveira and Tavares (Oliveira and Tavares, 2012) are suggested. 
2.2.2 Template DaTSCAN SPECT image 
To define the template DaTSCAN SPECT image used in the registration step, a normal 
image is selected and then manually registered. Then, a set of normal images is chosen 
and each of the images included is registered with the image previously manually 
registered. All registered images are then normalized to the same intensity scale. Finally, 
a mean normal image is built based on all the registered images, and adopted as the 
template. 
In the experimental results reported here, a voxel size of 4.42×4.42×4.42 mm
3
 was used 
for the template image; however, a different spacing could be adopted. It should be noted 
that the template DaTSCAN SPECT image just needs to be built once, and is used to 
register all DaTSCAN SPECT images, independently of the patients under study or the 
image acquisition parameters. 
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2.2.3 Computation of the binding potentials 
The manual quantification of the binding potential adopted in the computational solution 
is based on the positioning of three regular ROIs on a transaxial slice built by adding the 
slices that contain the basal ganglia region identified in the 3D DaTSCAN SPECT image. 
This method can be described as follows: (1) first, the observer does the manual 
orientation of the volumetric image; (2) then, based on the signal presented on the 
transaxial slices, the observer adds the slices that contain the basal ganglia, and in this 
way build a thick slice (2D image); (3) after that, the observer defines three regular 
rectangular ROIs with similar area on the slice built, one on the left basal ganglia, another 
on the right basal ganglia and a last one on the parieto-occipital posterior region that 
includes gray and white matter; (4) finally, each binding potential (left and right) is 
calculated as: 
BK
BKBG
BP


         
(2) 
where BG is the total counts in the ROI that contains the basal ganglia and BK the total 
counts within the ROI containing the parieto-occipital region. Both BG and BK are 
normalized by the number of pixels of the related region. The dimension of the ROIs on 
the basal ganglia is approximately 44×62 mm
2
 and on the parieto-occipital region is 
around 70×39 mm
2
. 
The automated computation of the binding potentials is similar to the manual computation 
previously described: (1) first, using the registration algorithm, the DaTSCAN image 
under study is geometrically registered with the template DaTSCAN image; (2) then, 
three volumetric ROIs are defined on the registered 3D image, and the total signal 
contained in each ROI is calculated and normalized by the number of voxels of each 
region; (3) finally, both binding potentials are computed using Equation (2). In the 
experiments, the volumetric ROIs on the xy-plane had approximately the same dimension 
as the ROIs considered in the manual methodology, and about 44 mm along the z-axis. 
The main differences between the manual and automated binding potential quantification 
methods are outlined in Table 1. 
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Table 1: Differences between the manual and automated quantification of the binding 
potentials from DaTSCAN SPECT images. 
Manual Automated 
The observer manually reoriented the 
DaTSCAN image based on experience. 
All images are registered based on a unique 
and stable objective criterion. 
The observer selects only the slices that 
visually seem to contain the basal ganglia. 
Thus, the number of slices depends on the 
observer criterion and on the image 
conditions. Even if the observer always 
selects the same number of slices, the same 
physical region is not always defined due to 
the discrete nature of the images and the 
different thicknesses of the slices. 
The physical dimension of the ROIs is 
constant, since all registered images are 
resampled with equal voxel spacing, and the 
same number of slices is always selected. 
The three 2D ROIs are placed where the 
observer thinks is most appropriated. 
Although the ROIs have the same physical 
dimensions, the number of the resampled 
pixels varies since the image is discrete; i.e., 
by moving the ROIs placement, the number of 
the pixels involved can be altered. 
The three 3D ROIs are always placed in the 
same physical positions. The optimal 
locations for the 3D ROIs are defined based 
on the template DaTSCAN image built. For 
all images, even when acquired using 
different gamma cameras with distinct 
resolutions, the ROIs have always the same 
physical dimensions and constant number of 
voxels, since the images are registered and 
resampled with the same spatial resolution.  
 
2.2.4 Basal ganglia segmentation 
To complement the analysis of the basal ganglia, in addition to the automated binding 
potential calculation, the computational solution is able to segment this structure in the 
image under study, i.e. extract the basal ganglia region from the input image, and 
compute useful geometric measures that can be used to characterize the segmented 
structure. It should be noted that the segmentation process is based on a functional image, 
and consequently, the region extracted might not correspond to the anatomical region of 
the basal ganglia; this is especially true for patients with Parkinson’s disease. 
The segmentation process is based on an intensity threshold; i.e., only voxels with 
intensity higher than a threshold value are considered as belonging to the basal ganglia. 
The main difficulty of this method is the definition of the optimal threshold value to be 
used. In the solution developed, the following equation is used to define that value: 
p
I
BK
Ithreshold 








max
max         (3) 
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where Imax represents the maximum counts in the image and BK  the mean counts in the 
parieto-occipital posterior region. As such, this equation guarantees that the image 
segmentation is invariant against linear intensity rescaling; i.e., the segmented image 
remains identical even if the image intensity values are multiplied by a constant factor 
(>0). Besides, the threshold value is automatically adjusted according to the maximum 
intensity presented in the input image and the mean intensity value in the parieto-occipital 
posterior region. Since maxIBK   the threshold is always a value higher than BK  and 
lower than Imax for 10  p . In the experiments performed a p value equal to 0.4 led to 
good results. 
In the segmentation process, a voxel spacing of approximately 1 mm is considered to 
assure the smoothness of the volumetric region extracted. Figure 2 presents three 
examples of the segmentation results obtained by the solution developed. 
After the segmentation process, the total volume of each basal ganglia and correspondent 
width, length and thickness (inferior-superior) are calculated automatically. The 
orientation adopted to compute the width, length and thickness is based on the template 
image, Figure 3. 
 
Figure 2: 3D views of segmented basal ganglia: on the left, the basal ganglia of the mean DaTSCAN image 
of the normal population; in the middle, the basal ganglia of a normal patient (case study); on the left, the 
basal ganglia of a patient with vascular Parkinsonism (case study). 
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Figure 3: Width, length and thickness of both sides of a basal ganglia segmented from a DaTSCAN SPECT 
image. 
2.2.5 Automated statistical analysis 
The computational solution developed does a statistical analysis automatically on the 
image under study relative to a dataset of images used as reference. If the statistics of the 
reference dataset are already available, then they are used in the comparison; otherwise, 
the computational solution computes the associated statistics. 
From the reference dataset, the computational solution computes the mean and standard 
deviation images, and the mean and standard deviation of the binding potentials and 
dimensions of the basal ganglia region. Based on those mean and standard deviation 
images, a voxel-by-voxel map is defined between the image under study and a z-score 
scale. The z-score mapping of the DaTSCAN SPECT image shown on the right side of 
Figure 2 is visible in Figure 4. 
2.3 Validation of the methodology 
To validate the computational methodology, three different procedures were carried out: 
(1) First, a visual evaluation of the image registration, ROI placement, and basal 
ganglia segmentation was performed by two experts. 
(2) Second, a set of 4 normal DaTSCAN images and 4 abnormal DaTSCAN images 
were randomly chosen to assess the robustness of the methodology against 
different patient positions. Then, the DaTSCANs were successively rotated 10 
degrees around each axis and then processed by the computational solution. To 
evaluate the agreement between the original and rotated DaTSCAN SPECT 
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images, the intraclass correlations coefficient (ICC) among the four trials (original 
and three rotated) was computed. It should be noted that each rotation also 
included implicitly a considerable displacement, since the rotations were applied 
relative to the origin point. 
(3) Finally, the manual and automatic binding potentials were compared. The manual 
binding potential quantification was performed by experts. The correlation 
between the values obtained by the computational solution and by the experts was 
assessed using the ICC and Pearson’s linear correlation coefficient. 
The statistical analysis was accomplished using SPSS 16.0 (SPSS Inc., Chicago, Illinois). 
 
Figure 4: Example of the results obtained by the computational solution: From left to right, a slice of the 
mean DaTSCAN image built, based on the dataset of a normal population used as reference; correspondent 
slice of the registered DaTSCAN image under study; image representing the intensity differences of the two 
latter slices; and finally, the visual representation of the z-score map relatively to the mean and standard 
deviation of the reference dataset (the z-scores are represented over the image under study, only z-scores 
higher than 2 are depicted and red color means a z-score superior to 5). The blue rectangles represent the 
ROIs used. 
2.4 Implementation 
The computational solution was fully implemented in C++ and tested on a notebook PC 
with an Intel I7-2670QM microprocessor, 6 GB of RAM, and running Microsoft 
Windows 7. Techniques of image processing and visualization were implemented with 
the help of the following free open source toolkits: CImg, Insight Toolkit (ITK) and 
Visualization Toolkit (VTK). 
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3. Results 
The computational methodology was visually evaluated by the experts using the complete 
experimental dataset defined. For each DaTSCAN SPECT image under study, the 
observers assessed the quality of registration, the placement of the volumetric ROIs, and 
the basal ganglia segmentation. Both observers agreed that the computational solution 
was highly effective in all cases. 
A very high consistency was obtained for the subset of patients in different positions. 
ICCs of 1.000, 1.000, 0.996, 1.000 and 1.000 were achieved for the binding potential, 
volume, width, length and thickness of the basal ganglia region, respectively. The very 
high ICCs obtained mean that there was an almost perfect agreement between the values 
obtained with the patients in the different positions. 
Table 2 shows the ICC and Pearson’s linear correlation coefficient (r) between the values 
obtained by the observers using the manual procedure and the values obtained by the 
computational solution. The values indicated that the correlation between the observers is 
slightly lower than the correlation between each observer and the computational solution. 
The highest correlation was obtained between the mean value from the two observers and 
the automatic solution. The scatter diagram in Figure 5 depicts that correlation. 
For the manual computation of the binding potentials, an expert usually needs 3 to 5 
minutes. On another hand, for the binding potential quantification and image 
segmentation, the computational solution needs only around 6 seconds. 
Table 2: Intra-class correlation coefficients (ICC) and Pearson’s linear correlation 
coefficients (r) between the experts and the computational solution for the quantification 
of the binding potentials. 
 ICC r 
Observer 1 vs Observer 2 0.943 0.955 
Observer 1 vs Computational solution 0.961 0.962 
Observer 2 vs Computational solution 0.970 0.981 
Observers’ average vs Computational solution 0.980 0.983 
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Figure 5: Scatter representation of the correlation between the binding potentials calculated by the 
computational solution and the mean values obtained by the observers. 
4. Discussion 
In the experimental tests, the ROIs always had the same dimensions, since any adjustment 
of the DaTSCAN image could make the comparison of DaTSCAN images over time 
impracticable. This is because the binding potential is affected by the dimension of the 
ROI used. 
In the image registration process, a rigid geometric transformation was adopted basically 
for two reasons: 1) the main intention was to simulate the manual procedure adopted for 
the computation of the binding potentials; 2) the DaTSCAN SPECT images do not have 
sufficient information to guarantee a robust and accurate registration of all possible 
images, especially for images with very low binding potentials. Besides, allowing scaling, 
for instance using affine geometric transformations, the size and shape of the basal 
ganglia are changed, which can cause erroneous binding potential results. 
The results show an excellent robustness of the solution developed against different 
positions of the patients. In fact, an almost perfect agreement between the values obtained 
with the patient in different positions was found, which is confirmed by the very high 
ICCs obtained. 
Although there are slight differences between the manual and the automated procedures, a 
high agreement was found between the mean values from the two observers and the 
automatic solution for the quantification of the binding potentials (ICC = 0.980). An 
interesting point is that, for the binding potentials, the correlation between each observer 
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and the computational solution is slightly higher than the correlation between the 
observers (Table 2). The highest correlation was obtained between the mean value 
attained from the two observers and the solution developed. The inter-observer 
correlation found is in agreement with previous results reported for the manual procedure 
(Pigden et al., 2002). 
Some authors have measured the dimension of the basal ganglia region in the direction of 
the shape axis (Lyra et al., 2010). Even though it is a valid solution, we opted to measure 
the dimensions of each basal ganglia in the same direction for all DaTSCAN images. This 
option was chosen since, mainly for patients with Parkinson’s disease, the shape of the 
region with the radioactive signal represented in the SPECT image varies considerably. 
Also, there is no guarantee that the lengths of the two shapes under comparison are in the 
same spatial measurement system, since each axis is adjusted accordingly to the shape. 
This is even more undesirable during patient follow-up. 
In this work, DaTSCAN SPECT images from different gamma cameras and with distinct 
spatial resolutions were used in the evaluation of the proposed solution; and for all of 
them the results were extremely consistent, which once again shows the reliability of the 
computational solution developed. Besides the dataset addressed in the results here, the 
computational solution was also successfully tested on DaTSCAN SPECT images 
acquired from other Institutions using other cameras, with and without signal filtering. 
Although in the examples presented in this work the DaTSCAN exams were only 
compared with a dataset of normal DaTSCAN, any dataset of DaTSCAN SPECT images 
can be considered as a reference for statistical comparison. Thus, a DaTSCAN image of a 
patient can be easily compared with any particular population. A future work project will 
be the assembly of big datasets representing different populations, for instance: healthy 
subjects, patients with idiopathic Parkinson's disease, patients with vascular Parkinson's 
disease and patients with essential benign tremors. Consequently, a DaTSCAN exam 
could be compared with the exams of different populations, and this way increase the 
confidence and the information available for the doctor to make his/her diagnose. 
The methodology presented was tested on DaTSCAN SPECT images, but we think it 
could also be successfully applied to 
123
I-IBZM SPECT images. This, will possibly be 
another future task. 
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To conclude, the computational solution developed revealed high accuracy and 
robustness for the analysis of normal and abnormal DaTSCAN SPECT images. 
Therefore, it can assist in the quantification of the binding potentials, obviously under the 
supervision of an expert. We also think that the z-score image and the 3D visualization of 
the segmented basal ganglia region and its quantification are of considerable value for 
medical diagnoses. Finally, the automatic comparison with the values of the population 
selected as reference can be of extraordinary significance for the professionals in this 
area. 
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