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We study a periodically driven nanowire with Rashba-like conduction and valence bands in the presence of
a magnetic field. We identify topological regimes in which the noninteracting system hosts zero-energy bound
states. We further investigate the effect of strong electron-electron interactions that give rise to parafermion
zero energy modes hosted at the nanowire ends. The first setup we consider allows for topological phases by
applying only static magnetic fields without the need of superconductivity. The second setup involves both
superconductivity and time-dependent magnetic fields and supports topological phases without fine tuning of the
chemical potential. Promising candidate materials are graphene nanoribbons due to their intrinsic particle-hole
symmetry.
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I. INTRODUCTION
Topological phases in condensed matter systems have been
at the center of attention over the past decade. So far most of
the studies on topological phases such as topological insulators
[1–13], Majorana fermions [14–36], and parafermions [37–
44] were focused on static systems. However, the dearth
of naturally occurring topological materials is stimulat-
ing new proposals to engineer systems with topological
phases.
External driving gives us a powerful tool to turn initially
nontopological materials into topological ones [45]. This is a
most promising approach for both condensed matter and cold
atom fields. Recently, there have been several studies in which
systems driven out of equilibrium give rise to a topological
Floquet spectrum [45–65]. The existence of exotic edge modes
have been demonstrated by direct observation in photonic
crystals [46,47]. The Floquet states have remarkably richer
structure than its static counterparts. There have been proposals
on various novel phases of Floquet systems such as Floquet
topological insulators [45,48–50], Floquet topological super-
fluids [51], and Floquet Weyl semimetals [48,52]. In this work,
we explore one of such phases, namely, Floquet fractional
topological insulators which exhibit fractional excitations.
This phase requires the presence of strong electron-electron
interactions [42,43,48], which is an interesting subject on its
own in driven systems [66,67].
In the first setup, we consider a Rashba nanowire (see Fig. 1)
driven by an oscillating electric field [E(t)] with frequency
matching the energy difference between the conduction and
valence bands. We note that our results are applicable to
any single-channel system such as semiconducting nanowires,
graphene nanoribbons, and nanotubes [68–83]. We show
that the topological zero energy bound states localized at
the nanowire ends can be realized by the mere presence
of a uniform static magnetic field without any need of
superconductivity. This proposal is attractive experimentally
as it avoids the detrimental combination of magnetic fields
and superconductivity. In the second setup, a one-band
Rashba nanowire with proximity-induced superconductivity
is subjected to a time-dependent magnetic field. This setup
has an important advantage over those with time-independent
magnetic fields [15,16] in that the chemical potential does
not need to be tuned close to the spin-orbit energy. For
both setups, we find topological bound states also in the
fractional charge regime. These setups not only provide a
proof-of-principle for fractional topological effects in Floquet
systems but also show great promise to be experimen-
tally implemented in realistic systems such as graphene
nanoribbons.
II. FLOQUET RASHBA NANOWIRE IN APPLIED
MAGNETIC FIELD
We consider a one-dimensional Rashba nanowire (see
Fig. 1) aligned along the x direction characterized by the spin-
orbit interaction (SOI) vector α, which points perpendicular
to the nanowire axis in the z direction. The corresponding
Hamiltonian is given by
H0 =
∑
ησ
η†ησ
(
−h¯
2∂2x
2m0
+ ασ∂x + δ1ηg
)
ησ . (1)
Here, m0 is the effective electron mass. The index η = 1 (η =
¯1) corresponds to the conduction (valance) band and σ = 1
(σ = ¯1) to spin up (down) states. The fermion operator ησ (x)
annihilates at position x an electron from the η band with
spin σ . In the valence band, we initially tune the chemical
potential μ close to the SOI energy Eso = h¯2k2so/2m0, where
kso = m0α/h¯2 is the SOI wave vector. The gap between valence
and conduction bands is g − 2Eso, as shown in Fig. 2(a). A
static and uniform magnetic field B is applied perpendicular
to the SOI vector (say, along the x direction) and results in the
Zeeman term
HZ = Z
∑
ησσ ′
†ησ (σx)σσ ′ησ ′ , (2)
where Z = gμBB is the Zeeman energy with g being the g
factor and μB the Bohr magneton.
Instead of making use of the standard scheme based on
superconductivity [14–16], we propose to drive the system
across the bulk gap by an oscillating electric field with
frequency ω. When h¯ω = g , a dynamical gap emerges
(playing the role of a superconducting gap).
We work in the Floquet representation [64,84]. To map
a time-dependent problem into a stationary one, we replace
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FIG. 1. One-dimensional Rashba nanowire (orange cylinder)
with the SOI vector α pointing in the z direction is aligned along
the x direction. The magnetic field B is chosen in the x direction. A
driving electric ac field E(t) of resonant frequency ω, resulting in the
coupling tF between bands, is applied in the transverse z direction.
In the topological regime Z > tF > 0, the system hosts zero energy
bound states (blue curves) at each wire end.
the initial time-dependent periodic Hamiltonian H (t) =
H (t + T ) by the Floquet Hamiltonian HF = H (t) − ih¯∂t .
The eigenstates of HF are given by the direct product of
the instantaneous eigenstates (|ν〉 ≡ |k〉⊗ |η〉⊗ |σ 〉) and the
set of periodic functions einωt , where the integer n defines
the nth Floquet replica. The matrix elements then become
〈ν1n1|HF |ν2,n2〉 = 〈ν1|H |ν2〉 + n1h¯ωδn1n2δν1ν2 . We consider
only the direct resonances between n = 0 and n = 1 involving
single photon absorption/emission processes, and we work
in first order approximation in the driving amplitude. The
Floquet term, which couples conduction and valence bands,
is given by Hd = tF
∑
ησ 
†
ηση¯σ , with the Floquet coupling
amplitude tF = eEdcv/2 being proportional to the interband
dipole term between conduction and valence band (dcv) and
to the amplitude of the applied electric field E [48]. Thus, in
the basis (11,1¯1,¯11,¯1¯1), the Floquet matrix assumes the
FIG. 2. The spectrum of the nanowire with band gap g − 2Eso
separating valence (η = ¯1) and conduction (η = 1) bands. The index
σ = 1 (σ = ¯1) refers to the spin up (spin down) band shown in
red (blue) color. The right- (Rησ ) and left-mover (Lησ ) fields are
introduced close to the Fermi level. (a) The chemical potential μ
is tuned to the SOI energy Eso and the driving frequency h¯ω = g
results in resonant scattering between the two bands. If the Zeeman
energy Z exceeds the Floquet amplitude tF , the system hosts zero
energy modes. (b) To obtain parafermions, we tune μ to Eso/9 and
readjust ω to h¯ω = g − 16Eso/9. The leading term in the magnetic
field HeeZ (green arrows) involves two backscattering events and
opens a partial gap in the spectrum only in the presence of strong
electron-electron interactions. The driving term Heed (yellow arrows)
commutes with HeeZ and can be ordered simultaneously in the RG
sense, leading to a fully gapped spectrum.
FIG. 3. Floquet spectrum [see Eq. (4)] of Rashba nanowire
driven by an electric field for Z/Eso = 0.6 and tF /Eso = 0.3. The
topological gap0 = 2|Z − tF | defined at k = 0 closes forZ = tF
signaling the topological phase transition. If tF > Z , there is one
zero energy bound state localized at each end of the nanowire.
form
HF =
⎛
⎜⎝
Ek + αk Z tF 0
Z Ek − αk 0 tF
tF 0 −Ek − αk Z
0 tF Z −Ek + αk
⎞
⎟⎠,
(3)
where Ek = h¯2k2/2m0. We note that g in the upper two
diagonal elements is canceled out by h¯ω. The spectrum of HF
(see Fig. 3) consists of four branches,
E2F± =
(
h¯2k2
2m0
)2
+ (αk)2 + 2Z + t2F
± 2
√
2Zt
2
F +
(
h¯2k2
2m0
)2
[(αk)2 + 2Z]. (4)
The gap 0 = 2|Z − tF | at k = 0 is zero only for Z = tF .
At all other values of wave vector k, the gap in the Floquet
spectrum is always finite. The closing of the gap 0 indicates
the topological phase transition point, where for Z < tF the
phase is trivial (ν = 0) while for Z > tF it is topological
(ν = 1), with ν being the corresponding topological invariant
characterizing the bulk inversion [85].
Next, we demonstrate that the system hosts zero-energy
modes localized at the wire ends. For simplification, we work
in the regime of strong SOI and linearize the Hamiltonian
HF [see Eq. (3)] at the Fermi surface [86,87] by representing
operators in terms of slowly-varying left (Lησ ) and right mover
fields (Rησ ) defined around the Fermi points kF = ±2kso and
kF = 0 (see Fig. 2) as
ησ = Rησ eiσkso(1+ησ ) + Lησ eiσkso(1−ησ ). (5)
The effective Hamiltonian density H is
written in terms of Pauli matrices in the basis
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(R11,L11,R1¯1,L1¯1,R¯11,L¯11,R¯1¯1,L¯1¯1) as
H = h¯υF ˆkτ3 + tF η1τ1 + Z(τ1σ1 + η3τ2σ2)/2, (6)
where υF is the Fermi velocity and ˆk the momentum operator
with eigenvalue k. We note that the system is assumed to
be in the weak driving regime with tF  g . The Pauli
matrices ηi (σi) act in upper-lower (spin) spaces (subspaces)
and τi act in right-left mover subspace. We note that H
belongs to the topological class DIII [85] with the time-reversal
(particle-hole) symmetry operator defined as UT = η2τ1σ3
(UC = σ2η2). Being of type Z2 in 1D, the system hosts single
zero-energy modes in the middle of the gap in the topological
phase unless symmetries are broken or even if, similarly to the
crystalline topological insulators [88–90], the symmetries are
not broken on average.
The corresponding Floquet spectrum is given by E1,± =
±
√
(h¯υF k)2 + t2F and E22± =
√
(h¯υF k)2 + (tF ± Z)2, where
E1,± is twofold degenerate. If Z > tF > 0, the system
is in the topological phase (as found above) and hosts
one zero-energy bound state with the localization lengths
ξt = h¯υF /tF and ξ− = h¯υF /(Z − tF ) at each wire end, see
Appendix A for details.
We note that if there is disorder in the nanowire which
locally breaks the particle-hole symmetry, for example, due to
random disorder in the on-site energy μ(x) = μ0 + δμ(x),
the fractional fermion bound states could be shifted away
from zero energy, as was already studied both analytically
and numerically in Ref. [91]. For example, if there is a
single local impurity at x0, this perturbation acts like a
level detuning and shifts the energy level proportionally
to the strength of impurity δμ(x0) and to the occupation
probability at the site of fluctuation (|f (x0)|2  1). If there
are many impurities in the nanowire, we assume a fluctuation
distribution such that
∫
dx δμ(x) = 0 but ∫ dx [δμ(x)]2 = 0
and characterized by the disorder correlation length ξd . The
ratio of the localization length of the bound state ξt,− and
ξd plays now an important role. In first order perturbation
theory (assuming weak disorder) the energy shift is given by
δE = ∫ dx|f (x)|2δμ(x) where the integration runs over the
entire wire. If ξd  ξt , disorder effects are averaged out in
the integration such that δE ≈ 0 and the bound state stays at
zero energy. In the opposite regime, ξd  ξt , one deals with
a quasiconstant local potential, which can give rise to a bias
between left and right ends of the nanowire. In this case the
bound state energy will be shifted correspondingly, resulting
in the right and left bound state being at different energies, and,
thus, the degeneracy will be lifted. However, we note that the
nanowires should be stable against such fluctuations, as local
differences in μ would lead to a charge redistribution, restoring
a uniform chemical potential in the nanowire. We further note
that in such situations the local shift of the chemical potential
can be compensated externally by tuning local gates.
Finally, it is worth mentioning that a slight asymmetry
between electron and hole bands, such as the one arising in
graphene if, for instance, the next nearest neighbor hopping is
taken into account [92], will not affect our result as long as
the energy difference due to this asymmetry stays smaller than
the gaps opened at the Fermi level. In this case, our effective
Hamiltonian is the same.
III. FLOQUET PARAFERMIONS
The topological phases can also be realized in an interacting
system, giving rise to fractional Floquet modes. For example,
if the chemical potential is moved down to μ1/3 = Eso/9, such
that the Fermi wave vectors are given by ±kso(1 ± 1/3), the
nanowire hosts parafermions as we show next. We note that
we work in the high frequency limit meaning that the driving
frequency ω is larger than the Fermi energy [45], and electron-
electron interactions can be treated with standard bosonization
techniques.
Similarly to the noninteracting model, we assume that the
Zeeman field is the dominant term and drives the system into
the topological phase. The term which conserves both spin and
momentum and is lowest order in Z is given by
HeeZ = gZ[(R†1¯1L11)(R
†
1¯1L1¯1)(R
†
11L11)
+ (R†
¯11L¯1¯1)(R
†
¯11L¯11)(R
†
¯1¯1L¯1¯1) + H.c.], (7)
where gZ ∝ Zg2B and gB is the electron-electron backscatter-
ing amplitude. This process involves the backscattering of two
electrons [42,43]. Again, the frequency of the driving term
matches the energy difference between the conduction and
valence bands, see Fig. 2(b). For weak driving, it is sufficient
to include electron-electron interactions inside each of the
two bands. The term, which commutes with HeeZ and satisfies
the momentum and energy conservation laws resulting in the
dynamic gap, is written as
Heet = gd [(R†11L¯11)(R†11L11)(R†¯11L¯11)
+ (R†
¯1¯1L1¯1)(R
†
¯1¯1L¯1¯1)(R
†
1¯1L1¯1) + H.c.], (8)
where gd ∝ tF g2B . We assume that Eqs. (7) and (8) are relevant
in the sense of the renormalization group (RG) theory either
due to their scaling dimensions or due to their initial amplitude
being of order one [41–44].
We first define standard bosonic fields φrησ as
Rησ = eiφ1ησ and Lησ = eiφ¯1ησ with the only nonvanish-
ing commutation relation given by [φrησ (x),φr ′η′σ ′(x ′)] =
iπrδrr ′δηη′δσσ ′sgn(x − x ′). However, the problem is described
better in terms of new bosonic fields ˜φrησ = (2φrησ − φr¯ησ )/3
with [ ˜φrησ (x), ˜φr ′η′σ ′(x ′)] = ir(π/3)δrr ′δηη′δσσ ′sgn(x − x ′).
The nonquadratic Hamiltonians HeeZ and Heet [see Eqs. (7)
and (8)] can be expressed in bosonized form as
HeeZ = 2gZ
∑
η
cos[3( ˜φηη ¯1 − ˜φη¯η1)], (9)
Heet = 2gd
∑
η
cos[3( ˜φ1ηη − ˜φ¯1η¯η)]. (10)
Next, aiming to find bound states, one needs to impose vanish-
ing boundary conditions which is best done by the following
unfolding procedure [42,43]. We enlarge the nanowire from
[0,L] to [−L,L] and define new fields such that the vanishing
boundary conditions are satisfied automatically,
χησ (x) =
{
˜φ
¯(ησ )ησ (x), x > 0
˜φ(ησ )ησ (−x) + π, x < 0 . (11)
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FIG. 4. The spectrum of the Rashba nanowire used in the second
model. The index η = 1 (η = ¯1) is for upper and lower band, σ =
1 (σ = ¯1) for spin up (red) [down (blue)]. The chemical potentials
μ1,¯1 and the driving frequency ω of field B(t) are chosen in such a
way that the smallest Fermi wave vectors of two effective subbands
coincide.
Next, we define the conjugated fields φ1 = 32
∑
ησ χησ , θ1 =
3
2
∑
ησ ησχησ , φ2 = 12
∑
ησ ηχησ , and θ2 = 12
∑
ησ σχησ . The
Hamiltonians take the form
HeeZ = 4gZ cos(θ1) cos(3θ2), x > 0, (12)
Heet = 4gd cos(θ1) cos(3φ2), x < 0. (13)
To minimize the energy for strong coupling, the fields get
pinned. Here, θ1 is uniform, θ1 = π ˆM , where ˆM is an
integer-valued operator. The second field cannot be pinned
uniformly and changes from θ2 = π (1 + ˆM + 2ˆl)/3 for x > 0
to φ2 = π (1 + ˆM + 2nˆ)/3 for x < 0, where ˆl and nˆ are
integer-valued noncommuting operators with [nˆ,ˆl] = 3i/4π .
The domain wall at x = 0 hosts a zero-energy parafermion
state [42,43] defined by the operator
α± = ei4π(nˆ±ˆl)/3, α3± = 1. (14)
We note here that coming back to the time-independent
laboratory frame, the energy of the bound states will stay at
zero but the many-body wave functions will be periodically
changing in time.
IV. FLOQUET RASHBA NANOWIRE PROXIMITY
COUPLED TO A SUPERCONDUCTOR
In the second model, we consider a one-band Rashba
nanowire proximity coupled to an s-wave superconductor. The
system is periodically driven by a time-dependent uniform
magnetic field B(t) of amplitude B0 and frequency ω applied
perpendicular to the SOI vector. We note that in the first
model, the chemical potential was assumed to be close to
the SOI energy. However, tuning of the chemical potential
gets challenging if the system is coupled to a superconductor.
Thus, our second model has an important advantage in that the
chemical potential just needs to be below the SOI energy level
[see Fig. 4] but does not need to be tuned to a particular value.
By adjusting ω of B(t), one can then tune the Floquet Zeeman
term to be resonant.
The Floquet driving takes place inside the same band. The
lower (upper) energy states are labeled by the index η = ¯1
(η = 1) and spin up (down) by σ = 1 (σ = ¯1). The chemical
potential μ
¯1 < 0 lies away from the SOI crossing. The
frequency ω of B(t) is chosen such that μ1 = h¯ω + μ¯1 satisfies
the resonance condition both in energy and momentum space,
see Fig. 4. The Fermi points in the two bands are given by
kFησ± = σkso ± kso
√
1 + (μη/Eso)]. The driving frequency
ω is determined by the condition kF ¯11− = kF1¯1+. Again, to
characterize the system, we linearize the Hamiltonian density
around the Fermi points and keep only slowly varying fields
[86]. The pairing term becomes
Hs =
∑
η
sc[R†η ¯1L
†
η1 − R†η1L†η ¯1 + H.c.], (15)
where sc is the proximity induced superconducting gap. The
resonant part of the Floquet term takes the form
Hd = tF
∑
η
[R†
η ¯1Lη¯1 + H.c.]. (16)
Here, tF = gμBB0 is the amplitude of the Zeeman coupling
in the Floquet representation.
The corresponding linearized Hamiltonian density belongs
to the topological class DIII [85] is given by
H = h¯υF ˆkτ3 + scτ1σ2δ2 + tF2 η1δ3(τ1σ1 + τ2σ2), (17)
where δi are the Pauli matrices acting in electron-hole space.
The spectrum reads E1,± = ±
√(h¯υF k)2 + 2sc and E22,± =√
(h¯υF k)2 + (tF ± sc)2, whereE1,± is four- andE2,± twofold
degenerate.
If the Floquet process dominates, 0 < sc < tF , the system
is in the topological phase and hosts two zero-energy Majorana
bound states at each of its ends protected by the effective time-
reversal symmetry, see Appendix B for details. In the presence
of strong electron-electron interactions, we repeat the same
bosonization procedure as described above, see Appendix C
for details. We find that this setup can also be brought into the
fractional topological regime and the many-body ground state
consists of Z3 parafermions.
V. CONCLUSIONS
We proposed two simple one-dimensional setups which
host zero-energy modes. In the first setup, we consider a single
Rashba nanowire with applied uniform static magnetic field
driven by a time-dependent electric field. An important feature
of this scheme is that no superconductivity is needed, and thus
no restrictions on the magnetic field strengths are required. Due
to their intrinsic particle-hole symmetry, promising candidates
for this setup are carbon nanotubes [68–71], graphene [72–76],
and other two-dimensional crystals [77–83]. For example, the
parameter estimates for metallic armchair graphene nanorib-
bons [75] are (kBT ,tF ,∗Z,Eso)=(10, 20, 50, 100) μeV,
which correspond to B = 0.5 T (applied say, along the
ribbon axis), ω = 50 GHz for E ≈ 40 mV/μm (dcv ≈ 1 nm)
applied transverse and in-plane. We note that the SOI can be
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generated by spatially rotating magnetic fields [75] or by using
functionalized graphene [76].
In the second setup, we consider a model relying on
superconductivity with the resonant driving achieved by
applying a time-dependent magnetic field. The advantage of
this one-band setup is the flexibility in the positioning of
the chemical potential. This feature is especially valuable for
semiconducting nanowires with large g factor and with weak
proximity-induced superconductivity [29,34]. The periodic
driving brings both systems from the trivial to the topological
phase. The systems can be tuned further from standard to
fractional topological phase if strong electron-electron interac-
tions are present, which leads in particular to the emergence of
parafermions. The potential realization of such systems could
be also in cold atoms or optical lattices. Relaxation and heating
effects [93,94] are of general concern in Floquet systems
[95,96]. It has been shown, however, that these harmful effects
can be suppressed by adiabatic buildup of the fractional state
[45] or by engineered baths [97].
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APPENDIX A: ZERO-ENERGY BOUND STATE WAVE
FUNCTIONS IN FLOQUET RASHBA NANOWIRE
WITH APPLIED MAGNETIC FIELD
Here we give the explicit wave function of the zero-energy
bound state of the Hamiltonian given by Eq. (6) in the main
text. As shown there, if Z > tF > 0, the system belonging to
the topological class DIII [85] is in the topological phase and
hosts one localized zero-energy state at each wire end. The
corresponding wave function of the state localized at the left
end (x = 0) is given in the basis (11,1¯1,¯11,¯1¯1) by
(x) = (f (x),if ∗(x),−if (x),−f ∗(x))T , (A1)
f (x) = e−x/ξt e−2iksox − e−x/ξ− , (A2)
with the localization lengths defined as ξt = h¯υF /tF and
ξ− = h¯υF /(Z − tF ). This state is a fractional fermion of
Jackiw-Rebbi type [98], and the topological band of our model
can be mapped in particular to the Su-Schrieffer-Heeger (SSH)
model [91,99]. Imposing the additional constraint that the
system is half-filled (conservation of particle number [100]),
such that only either the symmetric or the antisymmetric state,
which is formed by the left- and right-end fermion state, is
occupied, these fermions possess non-Abelian braid statistics
[91] and can be used for quantum computing schemes, similar
to Majorana zero modes. We note that this constraint reduces
the degeneracy of the many-body ground state from four to
two.
We further note that the particle-hole operator UC = σ2η2
commutes with the Hamiltonian given in Eq. (6) of the main
text. Thus, since the zero-energy bound state is nondegenerate,
it follows that (x) = Uc∗(x) (again, in complete analogy
to the SSH model [99]). Similar to the SSH model, our
system is topologically stable in the sense that the degeneracy
of the many-body ground state cannot be lifted by local
perturbations that respect the particle-hole symmetry. As was
pointed out in Ref. [101], the SSH model (as well as our
model) due to the intrinsic particle-hole symmetry resembles
the Bogoliubov-de Gennes Hamiltonian of a one-dimensional
topological superconductor hosting a nondegenerate single
Majorana fermion at each end of the nanowire.
APPENDIX B: MAJORANA FERMION WAVE FUNCTIONS
IN FLOQUET RASHBA NANOWIRE
WITH SUPERCONDUCTIVITY
The Rashba nanowire driven by time-dependent mag-
netic field hosts two Majorana modes if 0 < sc < tF .
The corresponding wave functions at the left wire end
at x = 0 are given in the basis composed of ησ
[(11,1¯1,†11,†1¯1,¯11,¯1¯1,
†
¯11,
†
¯1¯1)] by
MF1 = (f,if ∗,f ∗,−if,g,ig∗,g∗,−ig)T , (B1)
MF2 = (−if,−f ∗,if ∗,−f,−ig,−g∗,ig∗,−g)T ,
(B2)
f = e−x/ξ−eikF ¯11−x − e−x/ξ0e−ikF ¯11+x, (B3)
g = e−x/ξ−eikF11−x − e−x/ξ0e−ikF11+x. (B4)
Here the localization lengths are given by ξ0 = h¯υF /sc and
ξ− = h¯υF /(tF − sc). We note that the two Majorana fermion
wave functions are connected by an effective time-reversal
symmetry transformation, defined as the product of time
reversal and band inversion symmetry transformations and
given by UT = σ2τ1η3. Under this symmetry transformation
UT we find Rησ → (ησ )Lησ¯ and Lησ → (ησ )Rησ¯ , and thus
U
†
TH∗(−k)UT = H(k). Again, the system is in the topological
class DIII [85] and hosts one Kramers pair at each wire end
in the topological phase unless the symmetries are broken.
We note that, in contrast to Kramers pairs protected by the
time-reversal symmetry [102–114], the degeneracy of the
pair could potentially be lifted by a special type of disorder
[115,116]. Importantly, however, we note that fluctuations
in the chemical potential of the type Hd =
∑
ησ μd
†
ησησ
affect both subbands in the same way and Hd commutes
with UT . Thus, such fluctuations do not lift the degeneracy
of the Kramers pair. The terms that break the UT symmetry
but are not arising due to magnetic fields will be connected
to the coupling between the two subbands. A term that could
potentially break the degeneracy is given by Hd = σ2τ1η1.
Such terms could arise from ac electric fields (which preserve
time reversal invariance) combined with spin orbit interaction,
giving rise to electrically driven spin resonance (EDSR). Thus,
to minimize such instability effects care should be taken to
have only B-field components over the wire size when driving
the system.
APPENDIX C: PARAFERMIONS IN FLOQUET RASHBA
NANOWIRE WITH SUPERCONDUCTIVITY
Similar to the first model considered in the main text,
the periodically driven one-dimensional Rashba nanowire
155407-5
MANISHA THAKURATHI, DANIEL LOSS, AND JELENA KLINOVAJA PHYSICAL REVIEW B 95, 155407 (2017)
FIG. 5. The spectrum of the Rashba nanowire modified by the
proximity gap sc and time-dependent magnetic field B(t) in the
strong electron-electron interaction regime. The index η = 1 (η = ¯1)
is for upper (lower) band, σ = 1 (σ = ¯1) for spin up (red) [down
(blue)]. The leading term in driving HeeF (yellow arrows) involves two
momentum-conserving backscattering terms. The superconductivity
term Heesc (green arrows) commutes with HeeF (orange arrows),
therefore they can lead to simultaneous ordering of the corresponding
bosonic fields, resulting in the fully gapped energy spectrum with
zero-energy parafermion bound states localized at each wire end.
proximity coupled to a superconductor can also be brought
into the fractional topological regime. The frequency of the
ac magnetic field is chosen to be h¯ω = μ1 − μ¯1, where the
chemical potentials are fixed such that (kF ¯1¯1+ − kF ¯1¯1−) +
(kF11+ − kF11−) = (kF ¯1¯1+ − kF11−) or (kF ¯11+ − kF ¯11−) +
(kF1¯1+ − kF1¯1−) = (kF1¯1+ − kF ¯11−) [see Fig. 5(b)]. Again, we
assume that the driving term HeeF describes the dominant
process.
Hence, the leading order term that conserves momentum is
given by
HeeF = gF [(R†1¯1L¯11)(R
†
¯11L¯11)(R
†
1¯1L1¯1)
+ (R†
¯1¯1L11)(R
†
¯1¯1L¯1¯1)(R
†
11L11) + H.c.]. (C1)
The superconducting term which commutes with HeeF , is given
by
Heesc = gsc[(R†11L†1¯1)(R
†
11L11)(R1¯1L†1¯1)
+ (R†
¯11L
†
¯1¯1)(R
†
¯11L¯11)(R¯1¯1L
†
¯1¯1) + H.c.], (C2)
where gF ∝ tF g2B and gsc ∝ scg2B . We note that these terms
are possible only due to backscattering events of finite
strength gB . We use bosonic fields φrησ as Rησ = eiφ1ησ
and Lησ = eiφ¯1ησ with the only nonzero commutation rela-
tions given by [φrησ (x),φr ′η′σ ′(x ′)] = iπrδrr ′δηη′δσσ ′sgn(x −
x ′). The problem simplifies by using new fields, therefore intro-
ducing ˜φrησ = (2φrησ − φr¯ησ )/3 with [ ˜φrησ (x), ˜φr ′η′σ ′(x ′)] =
ir(π/3)δrr ′δηη′δσσ ′sgn(x − x ′). In terms of the new fields, the
nonquadratic Hamiltonian takes the form
Heesc = 2gsc
∑
η
cos[3( ˜φ1η1 + ˜φ¯1η ¯1)], (C3)
HeeF = 2gF
∑
η
cos[3( ˜φ1η ¯1 − ˜φ¯1η¯1)]. (C4)
Again, we double the system size and halve the number of
fields in order to satisfy vanishing boundary conditions at the
two ends of the system [42,43]. The new fields can be written
as
χ1η(x) =
{
˜φ1η1(x), x > 0
˜φ
¯1η1(−x) + π, x < 0 , (C5)
χ
¯1η(x) =
{
˜φ
¯1η ¯1(x), x > 0
˜φ1η ¯1(−x) + π, x < 0 . (C6)
Therefore, the Hamiltonian has the following form
Hee =
{
2gsc
∑
η cos[3(χ1η + χ¯1η)], x > 0
2gF
∑
η cos[3(χ1η¯ − χ¯1η)], x < 0 . (C7)
Next, we transform the chiral fields to conjugate fields φ’s
and θ ’s as χrη = [rφ2 + θ2 + η(rφ1 + θ1)/3]/2 and get
Hee =
{
4gsccos(θ1)cos(3θ2), x > 0
4gF cos(θ1)cos(3φ2), x < 0 . (C8)
To minimize the energy of the system [42,43], we find θ1 =
π ˆM (pinned uniformly over the entire wire), φ2 = π (1 + ˆM +
2nˆ)/3 for x < 0, and θ2 = π (1 + ˆM + 2ˆl)/3 for x > 0. Thus,
a domain wall is formed between two noncommuting fields,
namely φ2 and θ2, [φ2(x),θ2(x ′)] = −iπ/3sgn(x − x ′). This
gives the nonzero commutator [nˆ,ˆl] = 3i/4π , hence we define
two operators which commute with the Hamiltonian and are
at zero energy [42,43],
α1 = ei4π(ˆl−nˆ)/3; α¯1 = ei4π(ˆl+nˆ)/3. (C9)
These zero energy operators satisfy the parafermionic algebra:
α31 = α3¯1 = 1 and α1α¯1 = e−2iπ/3α¯1α1.
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