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Bohr-Sommerfeld quantization condition
for non-selfadjoint operators in dimension 2.
A. Melin* and J. Sjo¨strand**
Abstract. For a class of non-self-adjoint h-pseudodifferential operators in dimension 2, we determine all
eigen-values in an h-independent domain in the complex plane and show that they are given by a Bohr–
Sommerfeld quantization condition. No complete integrability is assumed, and as a geometrical step in our
proof, we get a KAM–type theorem (without small divisors) in the complex domain.
Re´sume´. Pour une classe d’ope´rateurs h-pseudodiffe´rentiels non-autoadjoints, nous de´terminons toutes
les valeurs propres dans un domaine complexe inde´pendant de h et nous montrons que ces valeurs propres
sont donne´es par une condition de quantification de Bohr-Sommerfeld. Aucune condition d’integrabilite´
comple`te est suppose´e, et une e´tape ge´ome´trique de la de´monstration est donne´e par un the´oreme du type
KAM dans le complexe (sans petits denominateurs).
0. Introduction.
In [MeSj] we developed a variational approach for estimating determinants of
pseudodifferential operators in the semiclassical setting, and we obtained many results
and estimates of some aesthetical and philosophical value. The original purpose of
the present work was to continue the study in a somewhat more special situation (see
[MeSj], section 8) and show in that case, that our methods can lead to optimal results.
This attempt turned out to be successful, but at the same time the results below are
of independent interest, so the relation to the preceding work, will only be hinted upon
here and there.
Let p(x, ξ) be bounded and holomorphic in a tubular neighborhood of R4 in
C4 = C2x×C
2
ξ . (The assumptions near ∞ will be of importance only in the quantized
case, and can then be be varied in many ways.) Assume that
R4 ∩ p−1(0) 6= ∅ is connected, (0.1)
On R4 we have |p(x, ξ)| ≥
1
C
, for |(x, ξ)| ≥ C, (0.2)
for some C > 0,
dRe p(x, ξ), d Im p(x, ξ) are linearly independent for all (x, ξ) ∈ p−1(0) ∩R4. (0.3)
It follows that p−1(0) ∩R4 is a compact (2-dimensional) surface. Also assume that
|{Re p, Im p}| is sufficiently small on p−1(0) ∩R4. (0.4)
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Here
{a, b} =
2∑
1
(
∂a
∂ξj
∂b
∂xj
−
∂a
∂xj
∂b
∂ξj
) = Ha(b)
is the Poisson bracket, and we adopt the following convention: We assume that p
varies in some set of functions that are uniformly bounded in some fixed tube as above
and satisfy (0.2), (0.3) uniformly. Then we require |{Re p, Im p}| to be bounded on
p−1(0) ∩R4 by some constant > 0 which only depends on the class.
If we strengthen (0.4) to requiring that {Re p, Im p} = 0 on p−1(0)∩R4, then the
latter manifold becomes Lagrangian and will carry a complex elliptic vector field Hp =
HRe p + iHIm p. It is then a well-known topological fact (and reviewed from the point
of view of analysis in appendix B of section 1) that p−1(0)∩R4 is (diffeomorphic to) a
torus. If we only assume (0.1)–(0.4), then Hp is close to being tangent to p
−1(0)∩R4
and the orthogonal projection of this vector field to p−1(0) ∩R4 is still elliptic. So in
this case, we have still a torus, which in general is no more Lagrangian.
In section 1 we will establish the following result:
Theorem 0.1. There exists a smooth 2-dimensional torus Γ ⊂ C4, close to p−1(0)∩R4
such that σ|Γ = 0 and Ij(Γ) ∈ R, j = 1, 2. Here Ij(Γ) =
∫
γj
ξ ·dx are the actions along
the two fundamental cycles γ1, γ2 ⊂ Γ, and σ =
∑2
1 dξj∧dxj is the complex symplectic
(2,0)-form.
If we form
L = {exp t̂Hp(ρ); ρ ∈ Γ, t ∈ C, |t| <
1
C
},
where t̂Hp = tHp+ tHp is the real vector field associated to tHp, then, as we shall see,
L is a complex Lagrangian manifold ⊂ p−1(0) and L will be uniquely determined near
p−1(0) ∩R4 contrary to Γ. As a matter of fact, we will show that there is a smooth
family of 2-dimensional torii Γa ⊂ p−1(0)∩R4 with σ|Γa = 0, depending on a complex
parameter a, such that the corresponding La form a holomorphic foliation of p
−1(0)
near p−1(0) ∩R4. The La depend holomorphically on a and so do the corresponding
actions Ij(Γa). We can even take one of the actions to be our complex parameter a.
It then turns out that Im dI2
dI1
6= 0, and this implies the existence of a unique value of
a for which Ij(Γa) ∈ R for j = 1, 2.
Theorem 0.1 can be viewed as a complex version of the KAM theorem, in a case
where no small denominators are present. As pointed out to us by D. Bambusi and S.
Graffi, the absence of small divisors for certain dynamical systems in the complex has
been exploited by Moser [Mo], Bazzani–Turchetti [BaTu] and by Marmi–Yoccoz.
The proof we give in section 1 finally became rather simple. Using special real
symplectic coordinates, we reduce the construction of the Γa to that of multivalued
functions with single-valued gradient (from now on grad-periodic functions) on a torus,
that satisfy a certain Hamilton-Jacobi equation. In suitable coordinates, this becomes
a Cauchy-Riemann equation with small non-linearity and can be solved in non-integer
Cm-spaces by means of a straight-forward iteration.
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The fact that Ij(Γ) ∈ R implies that there exists an IR-manifold Λ ⊂ C
4 (i.e. a
smooth manifold for which σ|Λ is real and non-degenerate) which is close to R
4 and
contains Γ. The reality of the actions Ij(Γ) is an obvious necessary condition and the
sufficiency will be established in section 1. When p(x, ξ)→ 1 sufficiently fast at ∞, Λ
will be a critical point of the functional
Λ 7→ I(Λ) :=
∫
Λ
log |p(x, ξ)|µ(d(x, ξ)), (0.5)
where µ is the symplectic volume element on Λ. This was discussed in [MeSj] and in
section 8 of that paper we also discussed the linearized problem corresponding to finding
such a critical point. The reason for studying the functional (0.5) is that I(Λ) enters in a
general asymptotic upper bound on the determinant of an h-pseudodifferential operator
with symbol p. Our quantum result below implies that this bound is essentially optimal.
Now let p(x, ξ, z) be a uniformly bounded family of functions as above, depending
holomorphically on a parameter z ∈ neigh (0,C) (some neighborhood of 0 in C). Let
P (z) = pw(x, hD, z) be the corresponding h-Weyl quantization of p, given by
pw(x, hD, z)u(x) =
1
(2πh)2
∫∫
e
i
h (x−y)·θp(
x+ y
2
, θ, z)u(y)dydθ. (0.6)
It is well known (see for instance [DiSj]) that P (z) is bounded: L2(R2) → L2(R2),
uniformly with respect to (z, h). Moreover, the ellipticity near infinity, imposed by
(0.2), implies that it is a Fredholm operator (of index 0 as will follow from the con-
tructions below). Let us say that z is an eigen-value if pw(x, hD, z) is not bijective.
The main result of our work is that the eigen-values are given by a Bohr-Sommerfeld
quantization condition. We here state a shortened version (of Theorem 6.3). Let
I(z) = (I1(z), I2(z)), where Ij(z) = Ij(Γ(z)) ∈ R and Γ(z) ⊂ p−1(0, z) is given by
Theorem 0.1. I(z) depends smoothly on z, since Γ(z) can be chosen with smooth
z-dependence.
Theorem 0.2. Under the above assumptions, there exists θ0 ∈ (
1
2Z)
2 and θ(z; h) ∼
θ0 + θ1(z)h + θ2(z)h
2 + .. in C∞(neigh (0,C)), such that for z in an h-independent
neighborhood of 0 and for h > 0 sufficiently small, we have
1) z is and eigen-value iff we have
I(z)
2πh
= k − θ(z; h), for some k ∈ Z2. (BS)
2) When I is a local diffeomorphism, then the eigen-values are simple (in a natural
sense) and form a distorted lattice.
Classically, the Bohr-Sommerfeld quantization condition describes the eigen-values
of self-adjoint operators in dimension 1. See for instance [HeRo], [GrSj] exercise 12.3.
In higher dimension Bohr-Sommerfeld conditions can still be used in the (quantum)
completely integrable case for self-adjoint operators and can give all eigen-values in
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some interval independent of h. See for instance [Vu] and further references given there.
This case is also intimitely related to the development of Fourier integral operator
theory in the version of Maslov’s canonical operator theory, [Mas].
When dropping the integrability condition, one can still justify the BS condition
and get families of eigen-values for self-adjoint operators by using quantum and clas-
sical Birkhoff normal forms, sometimes in combination with the KAM theorem, but
to the authors’ knowledge, no result so far describes all the eigen-values in some h-
independent non-trivial interval in the self-adjoint case. See Lazutkin [La], Colin de
Verdie`re [Co], [Sj4], Bambusi–Graffi–Paul [BaGrPa] Kaidi-Kerdelhue´ [KaKe], Popov
[Po1,2]. It therefore first seems that Theorem 0.2 (6.3) is remarkable in that it de-
scribes all eigen-values in an h-independent domain and that the non-self-adjoint case
(for once!) is easier to handle than the self-adjoint one. The following philosophical re-
mark will perhaps make our result seem more natural: In dimension 1, the BS-condition
gives a sequence of eigen-values that are separated by a distance ∼ h. In higher dimen-
sion n ≥ 2, this cannot hold in the self-adjoint case, since an h-independent interval
will typically contain ∼ h−n eigen-values by Weyl asymptotics, so the average separa-
tion between eigen-values is ∼ hn. In dimension 2 however, we can get a separation of
∼ h between neighboring eigen-values for non-self-adjoint operators, since the number
of eigen-values in some bounded open h-independent complex domain can be bounded
from above by O(h−2) by general methods.
In section 7, we study resonances of a Schro¨dinger operator, generated by a saddle
point of the potential and apply Theorem 6.3 and its proof. In this case, the resonances
in a disc of radius Ch around the corresponding critical value of the potential were
determined in [Sj2] for every fixed C > 0, and this result was extended by Kaidi–
Kerdelhue´ [KaKe] to a description of all resonances in a disc of radius hδ, with δ > 0
arbitrary but independent of h. We show that the description of [KaKe] extends to
give all resonances in some h-independent domain.
To prove Theorem 6.3, we use the machinery of FBI (here Bargman-) transfor-
mations and the corresponding calculus of pseudodifferential operators and Fourier
integral operators on weighted L2-spaces of holomorphic functions (see [Sj1,3], HeSj],
[MeSj]). This allows us to define spaces H(Λ) when Λ is an IR-manifold close to R4 in
such a way that H(R4) becomes the usual L2(R2) with the usual norm. Viewing pw
as an operator: H(Λ) → H(Λ), the corresponding leading symbol becomes p|Λ. We
apply this to the IR-manifold Λ(z) which contains Γ(z) and get a reduction to the case
when the characteristics of p (in Λ(z)) is a Lagrangian torus.
Contents of the paper:
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1. Construction of complex Lagrangian torii in p−1(0) in dimension 2.
We shall work in R4 = T ∗R2 and its complexification C4, equipped with the stan-
dard symplectic form σ =
∑2
j=1 dξj ∧ dxj . Let Γ ⊂ R
4 be a smooth two-dimensional
manifold, and assume that there exist real-valued real-analytic functions p1 and p2
defined in some tubular real neighborhood of Γ, which vanish on Γ and have linearly
independent differentials at every point of Γ. We shall assume that
σ|Γ is small, (1.1)
in the sense that |〈σ, t ∧ s〉| ≤ ǫ for all ρ ∈ Γ and all t, s ∈ Tρ(Γ) with |t|, |s| ≤ 1,
where ǫ > 0 is sufficiently small. Here we use the standard norm on R4. It is tacitly
assumed that nothing else degenerates when ǫ tends to 0; the tubular neighborhood
is independent of ǫ, and pj and all their derivatives satisfy uniform bounds there.
Moreover |p1| + |p2| is bounded from below by a strictly positive constant near the
boundary of the tubular neighborhood and we have a fixed lower bound on |λ1dp1 +
λ2dp2| uniformly in λ1, λ2 with |λ1|2 + |λ2|2 = 1. Under these additional uniformity
assumptions, (1.1) is equivalent to saying that the Poisson bracket {p1, p2} = 〈σ,Hp1 ∧
Hp2) is small (O(ǫ)) on Γ. Indeed, if ρ ∈ Γ, then the symplectic orthogonal space to
TρΓ is the space spanned by Hp1 , Hp2 and to say that the Poisson bracket is very small
is equivalent to saying that the tangent space and its symplectic orthogonal are close
to each other. (Alternatively, we may notice that there is a new symplectic form σǫ in
a tubular neighborhood of Γ with σǫ−σ = O(ǫ), σǫ|Γ = 0.) In what follows we extend
p1 and p2 to holomorphic functions in a complex neighborhood of Γ and complexify Γ
(the complexification is sometimes denoted ΓC). Then σ|ΓC
= O(ǫ) in a full complex
neighborhood of the original real manifold and with a new ǫ that we can take equal to
the square root of the previous one. Since the complex vector field Hp = Hp1 + iHp2 is
close to be tangent to Γ and Hp1 , Hp2 are linearly independent, it can be projected to
an elliptic vector field on Γ. It is then a well-known fact (that we recall in Appendix
B) that Γ is (diffeomorphic to) a torus.
We shall say that a multi-valued smooth function is grad-periodic if its differential
is single-valued. Let x1, x2 be grad-periodic, real and real-analytic on Γ such that
(x1, x2) induces an identification between the original torus and R
2/L for some lattice
L = Ze1 ⊕Ze2. Extend x1 to a real-analytic, grad-periodic (and real-valued) function
in a tubular neighborhood of Γ inR4 in such a way that dx1 vanishes on the orthogonal
plane of TρΓ (w.r.t. the standard scalar product on R
4) at every point ρ ∈ Γ. (We
could even get a unique extension by requiring that x1 be constant on the sets Lρ of
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points in the (small) tubular neighborhood, which are closer to ρ ∈ Γ than to any other
point in Γ.) If σ|Γ is sufficiently small, then |Hp1x1|+|Hp2x1| 6= 0, so Hx1 is transversal
to Γ. Let H ⊂ R4 be a real-analytic closed hypersurface in a tubular neighborhood of
Γ which contains Γ and is everywhere transversal to Hx1 . Extend x2 real-analytically
first to a grad periodic function on H, and then to a full tubular neighborhood in R4,
by requiring that
{x1, x2} = 0. (1.2)
We further extend x1 and x2 to grad-periodic holomorphic functions in a complex
neighborhood of Γ. This will allow us to identify ΓC with a complex neighborhood in
C2/L of R2/L. We notice that σ|ΓC
= f(x)dx1 ∧ dx2, where f(x) = O(ǫ) and f is
holomorphic in a full complex neighborhood of R2/L in C2/L. Since σ is exact and
O(ǫ) when restricted to Γ, there are real-analytic functions γ1 and γ2 on Γ, with values
in R (hence single-valued) such that
σ|Γ = d(γ1dx1 + γ2dx2), γ1, γ2 = O(ǫ), (1.3)
in the C∞-sense. Since the Hamilton fields Hx1 and Hx2 commute in view of (1.2) and
Jacobi’s identity and span a space transversal to Γ at every point of Γ, we may find
real-valued and real-analytic functions ξ1 and ξ2 in a neighborhood of Γ in R
4 such
that
ξj |Γ
= γj, Hxjξk = −δjk. (1.4)
Proposition 1.1. (x, ξ) are symplectic coordinates for R4 in a neighborhood of Γ.
Proof. Locally we may find (ξ˜1, ξ˜2) such that (x, ξ˜) are symplectic coordinates. Since
Hxj ξ˜k = −δjk = Hxjξk, it follows that ξj − ξ˜j = gj(x) is a function of x only. Then
2∑
1
dξj ∧ dxj −
2∑
1
dξ˜j ∧ dxj =
2∑
1
d(gj(x)) ∧ dxj . (1.5)
Since the restriction to Γ of the left-hand side vanishes in view of (1.3) and (1.4) it
follows that
∑2
1 d(gj(x)) ∧ dxj = 0. Hence
∑2
1 dξj ∧ dxj = σ. Since we know already
that (x1, x2) is a coordinate system for Γ it follows that (x, ξ) is a coordinate system
in a tubular neighborhood. #
In the coordinates (x, ξ), Γ takes the form
ξ = γ(x), γ = O(ǫ), x ∈ R2/L, (1.6)
where we view γ also as an L-periodic function in R2. Considering p = p1 + ip2 as a
function in the new coordinates we get
p(x, ξ) = p1(x, ξ) + ip2(x, ξ) (1.7)
=
2∑
1
aj(x)(ξj − γj(x)) +
∑
j,k
bj,k(x, ξ)(ξj − γj(x))(ξk − γk(x))
=
2∑
1
aj(x)ξj +O(|ξ − γ(x)|
2)− r(x), r(x) =
∑
aj(x)γj(x) = O(ǫ)
6
in the sense of holomorphic functions in a fixed tubular complex neighborhood of
R2x × {ξ = 0}. With this point of view p is L-periodic in x.
We look for torii Γφ in a complex neighborhood of Γ of the form
Γφ : ξ = φ
′(x), x ∈ R2/L, (1.8)
where φ is complex-valued and grad-periodic with ∇φ ∈ Cm for some 0 < m ∈ R \N.
We want Γφ ⊂ p−1(0), so φ has to satisfy the Hamilton-Jacobi equation
p(x, φ′(x)) = 0. (1.9)
Using (1.7) we can write this as
Zφ+ F (x, φ′(x)− γ(x))− r(x) = 0, (1.10)
where Z =
∑2
1 aj(x)
∂
∂xj
and F (x, ξ) = O(ξ2), r = O(ǫ). Look for φ in the form
φ = ǫ˜ψ, ǫ≪ ǫ˜≪ 1. (1.11)
Then ψ has to solve
Zψ +
1
ǫ˜
F (x, ǫ˜(ψ′ −
γ
ǫ˜
))−
r(x)
ǫ˜
= 0. (1.12)
We look for solutions ψ with ψ′ = O(1), and we rewrite (1.12) as
Zψ + ǫ˜G(x, ψ′ −
γ
ǫ˜
; ǫ˜)−
r(x)
ǫ˜
= 0, (1.13)
where
G(x, ξ; ǫ˜) =
1
ǫ˜2
F (x, ǫ˜ξ) (1.14)
is holomorphic and uniformly bounded with respect to ǫ˜ when |Imx|, |ξ| = O(1).
Changing the x-coordinates and L conveniently, we may (by applying Theorem
B.6), assume that
Z = A(x)
∂
∂x
, x = x1 + ix2, (1.15)
where A is real-analytic and non-vanishing. (We now view L as a lattice in C.) After
division by A(x), (1.13) becomes
∂ψ
∂x
+ ǫ˜G(x, ψ′ −
γ
ǫ˜
; ǫ˜)−
r(x)
ǫ˜
= 0 (1.16)
with new functions G = Gnew, r = rnew, obtained from the earlier ones by division by
A(x) (and therefore satisfying the same estimates as before).
We look for solutions ψ of the form
ψ = ψper + ax+ bx, (1.17)
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where ψper is periodic with respect to L and a, b ∈ C. We shall apply an iteration
procedure and get a corresponding solution by the choice of a ∈ D(0, 1), the unit disc.
So, let u(x) = ψper + bx belong to the space of grad-periodic functions on C/L with
antiholomorphic linear part. Then (1.16) becomes
∂u
∂x
+ ǫ˜Ga(x, u
′ −
γ
ǫ˜
; ǫ˜)−
r(x)
ǫ˜
= 0, (1.18)
where
Ga(x, ξ; ǫ˜) = G(x, ξ + adx; ǫ˜),
and dx denotes the complex cotangent vector given by the differential of x. Notice
that Ga depends holomorphically on a.
Fix m ∈ R+ \N, and solve (1.18) for u′ ∈ Cm by the natural iteration procedure
u0 = 0,
∂uj+1
∂x
+ ǫ˜Ga(x, u
′
j −
γ
ǫ˜
; ǫ˜)−
r(x)
ǫ˜
= 0, j ≥ 0. (1.19)
Write uj(x) = uj,per(x)+ bjx. If uj has already been determined, then considering the
Fourier series expansion of uj+1,per, we see that
bj+1 = −F(ǫ˜Ga(x, u
′
j −
γ
ǫ˜
; ǫ˜)−
r(x)
ǫ˜
)(0), (1.20)
where Fv(0) denotes the 0:th Fourier coefficient of the function v with respect to L.
We see that uj+1,per is uniquely determined modulo a constant through the equation
∂uj+1,per
∂x
+ ǫ˜Ga(x, u
′
j −
γ
ǫ˜
; ǫ˜)−
r(x)
ǫ˜
+ bj+1 = 0. (1.21)
For j = 0, we get b1 = O(ǫ˜ +
ǫ
ǫ˜
). Applying a basic result about the boundedness in
Cm(R2/L) of Calderon–Zygmund operators (see [BeJoSc]) and considering also Fourier
expansions, we get the bound
‖u′1,per‖Cm ≤ O(ǫ˜+
ǫ
ǫ˜
).
For j ≥ 1, we write
bj+1 − bj + ǫ˜F(Ga(x, u
′
j −
γ
ǫ˜
; ǫ˜)−Ga(x, u
′
j−1 −
γ
ǫ˜
; ǫ˜))(0) = 0 (1.22)
and
∂
∂x
(uj+1,per − uj,per) + ǫ˜(Ga(x, u
′
j −
γ
ǫ˜
; ǫ˜)−Ga(x, u
′
j−1 −
γ
ǫ˜
; ǫ˜)) + (bj+1 − bj) = 0.
(1.23)
From (1.22) we get
|bj+1 − bj | ≤ O(ǫ˜)(‖u
′
j,per − u
′
j−1,per‖Cm + |bj − bj−1|),
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and using this in (1.23) together with (1.22), we get
‖u′j+1,per − u
′
j,per‖Cm + |bj+1 − bj| ≤ O(ǫ˜)(‖u
′
j,per − u
′
j−1,per‖Cm + |bj − bj−1|).
(1.24)
So, if ǫ˜ (and ǫ) is small enough, our procedure converges to a solution
u = uper + bx (1.25)
of (1.18) with
‖u′per‖Cm + |b| = O(ǫ˜+
ǫ
ǫ˜
). (1.26)
Summing up we have for a given m:
Proposition 1.2. Let C ≥ 1 be large enough. For 0 < ǫ ≪ ǫ˜ small enough and for
|a| < 1, the equation (1.18) has a solution u of the form (1.25) with |b|+ ‖u′per‖Cm ≤
1/C. This solution is unique modulo constants and satisfies (1.26).
Proof of the uniqueness: Let uper+bx and u˜ = u˜per+ b˜x be two solutions of (1.18).
Then as above, we have
‖u′per − u˜
′
per‖Cm + |b− b˜| ≤ O(ǫ˜)(‖u
′
per − u˜
′
per‖Cm + |b− b˜|),
and the uniqueness follows. #
This means that we have solved (1.9) with
φ = ǫ˜(uper + ax+ bx), 0 < ǫ≪ ǫ˜≪ 1, (1.27)
where |a| < 1, and b, uper depend on the choice of a (and of ǫ˜). In (1.27) it is further
assumed that x1, x2 are chosen so that (1.15) holds.
We next show that φ′ depends holomorphically on a, and for that we again con-
sider (1.18), where we recall that Ga depends holomorphically on a. This is actually
immediate because the preceding iteration argument trivially extends to the case of
functions of a: u = uper(x, a) + b(a)x, with
D(0, 1) ∋ a 7→ (u′per(· , a), b(a)) ∈ C
m ×C (1.28)
holomorphic. Hence (after imposing the extra condition that Fuper(0) = 0) we have
Proposition 1.3. uper, b and hence φ depend holomorphically on a.
Now let p = pz depend holomorphically on a spectral parameter z ∈ D(0, 1) and
assume that pz = O(1) uniformly in some fixed tubular neighborhoood of R4. Assume
that p0 fulfills the assumptions of p above. Choose coordinates (x, ξ) as above for
p = p0. We now look for Γφ ⊂ p−1z (0) of the form (1.8), and (1.10) becomes:
Zφ+ F (x, φ′(x)− γ(x); z)− r(x, z) = 0, (1.29)
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where F (x, ξ; z), r(x, z) depend holomorphically on z. If we restrict the attention to
|z| < O(ǫ˜), then the previous considerations go through and we get a solution
φ = φa = φa,z(x) = ǫ˜(uper(x, z, a) + ax+ b(z, a)x) (1.30)
depending holomorphically on z, a with |z| < ǫ˜C , |a| <
1
C , and
‖u′per(· , z, a)‖Cm + |b| = O(1). (1.31)
We shall now extend φ to the complex domain in x. Let φ˜(x) ∈ Ck+1(C2) denote
an almost holomorphic extension of φ, where k is a positive integer and m has been
chosen larger than k. (Here we consider φ˜ as a grad-periodic function in R4.) Then
p(x, ∂xφ˜(x)) vanishes to the order k on R
2, and the corresponding manifold Λ
φ˜
=
{(x, ∂xφ˜(x)); x ∈ C2} is to that order a complex Lagrangian manifold at the points of
intersection with R2x ×C
2
ξ. This intersection is nothing else but Γφ in (1.8).
The complex Hamilton field Hp is transversal to R
2
x×C
2
ξ at the points of Γφ and
we form the flow out
Λφ = {exp t̂Hp(ρ); ρ ∈ Γφ, t ∈ C, |t| <
1
O(1)
}. (1.32)
Here t̂Hp = tHp + tHp is the real vectorfield (in the complex domain) which has the
same action as tHp as differential operators acting on holomorphic functions. Since
t̂Hp is tangential to Λφ˜ to the order k at Γφ, we see that Λφ is tangential to Λφ˜ there.
In particular TρΛφ is a complex Lagrangian space for every ρ ∈ Γφ. Since exp t̂Hp
are complex canonical transformations, the same fact is true for the tangent spaces
T
exp t̂Hp(ρ)
Λφ = (exp t̂Hp)∗TρΛφ at an arbitrary point exp t̂Hp(ρ) ∈ Λφ. Hence Λφ is
a complex Lagrangian manifold. Restricting the size of |t| in (1.32) we see also that
the projection Λφ ∋ (x, ξ) 7→ x is a holomorphic diffeomorphism, so Λφ is of the form
{ξ = φ′(x); |Imx| < 1O(1)} for a function φ which is a holomorphic extension of the
previously constructed one.
Let Λ ⊂ p−1(0) be a relatively closed complex Lagrangian manifold in a neigh-
borhood of p−1(0) ∩ R4 and assume that Λ contains a torus Γ which is ǫ̂-close to
p−1(0) ∩R4 in C1, for ǫ≪ ǫ̂≪ 1. Let (x, ξ) be the coordinates constructed above. If
ρ ∈ Γ, we know that TρΓ is ǫ̂-close to R2x×{ξ = 0}, so TρΛ is ǫ̂-close to C
2
x×{ξ = 0}.
Using that Λ is locally invariant under the ĈHp-flow, we see that Λ is of the form
{(x, φ′(x)); |Imx| < 1
C
} in a neighborhood of p−1(0)∩R4, where φ is holomorphic and
grad-periodic with φ′ = O(ǫ˜), ǫ˜ = O(ǫ̂1/2). Moreover, we have the eiconal equation
p(x, φ′(x)) = 0 and restricting it to R2, we get (1.9), and Proposition 1.2 shows that
φ = φa for some a. Hence in a neighborhood of p
−1(0) ∩R4, Λ coincides with Λφ in
(1.32).
The parameter dependence of φ in (1.27) behaves as expected: Clearly the holo-
morphic extension φ(x, a, z) depends in a C1-fashion of a (and possibly z), and we
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know that it is holomorphic in a and z when x is real. Then ∂φ∂a ,
∂φ
∂z are holomorphic
in x and vanish for real x. Consequently they vanish for all x. Summing up we have
shown:
Proposition 1.4. The function φ in (1.27) depends holomorphically on (x, a, z) in a
domain
|Imx| <
1
O(1)
, |α| <
1
C
, |z| <
ǫ
O(1)
.
We shall next show (in the z-independent case) that the Λφa form a complex
fibration of p−1(0) in a region where |ξ| < ǫ˜O(1) , |Imx| <
1
O(1) . Let first x be real.
From Propositions 1.2 and 1.3, we see that
∂
∂a
u′per,
∂
∂a
b = O(ǫ˜+
ǫ
ǫ˜
), (1.33)
and consequently for φ in (1.27), we get for the x-differential φ′x = dxφ:
∂
∂a
φ′x = ǫ˜dx+O(ǫ+ ǫ˜
2). (1.34)
In order to treat the case of complex x, we notice that the geometric arguments
leading to Proposition 1.4 together with the form
∑
aj(x)ξj+ ǫ˜
−1F (x, ξ− γ
ǫ˜
; ǫ˜)−r(x)/ǫ˜
for the Hamiltonian for ψ, show that u′per = O(ǫ˜ + ǫ/ǫ˜) also in the complex domain,
and hence by the Cauchy inequality (in a) that (1.34) holds also for |Imx| < 1
O(1)
.
This shows that
a 7→ φ′x ∈ (p(x, · ))
−1(0) (1.35)
is a local diffeomorphism and hence that the Λφa form a foliation of p
−1(0) ∩ {(x, ξ) :
|ξ| < ǫ˜
O(1)
, |Imx| < 1
O(1)
} in the natural sense. (Recall that ǫ˜ can be close to a fixed
constant so we get a foliation in {(x, ξ) : |ξ| < 1
O(1)
, |Imx| < 1
O(1)
}.)
We next consider the actions associated to a torus. Let γj(a) be a closed curve
in Γφa (assuming ǫ˜ > 0 fixed) which corresponds to ej in the natural way, where we
recall that Z = A(x) ∂
∂x
, x ∈ C/L, and take L = Ze1 ⊕ Ze2. If ω is a (1, 0)-form with
holomorphic coefficients, such that dω = σ near Γφa , then we define the actions
Ij(Γφa , ω) =
∫
γj(a)
ω. (1.36)
These only depend on the homotopy class of γj(a) in Γφa , and we can even deform γj(a)
from this set into the complex, provided that we stay inside the complex Lagrangian
manifold Λφa . Also notice that if ω˜ is another (1, 0)-form with the same properties,
then ∫
γ
ω −
∫
γ
ω˜
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only depends on the homotopy class of γ as a closed curve in the intersection of the
domains of definition of ω and ω˜. In particular,
Ij(Γφa , ω)− Ij(Γφa , ω˜) = Cj (1.37)
is a constant which is independent of a (and of z if we let p depend holomorphically
on z). If ω and ω˜ are both real in the real domain then Cj in (1.37) is real.
For the special x-coordinates above, we let ξ be the corresponding coordinates
constructed in the beginning of this section and we choose
ω˜ =
2∑
1
ξjdxj . (1.38)
Then
Ij(Γφa , ω˜) = φa(ej)− φa(0)
depends holomorphically on a, and from (1.11), (1.17) and Proposition 1.2 we get
Ij(Γφa , ω˜) = ǫ˜(aej + bej) = ǫ˜aej +O(ǫ+ ǫ˜
2). (1.39)
For ω we can choose the fundamental 1-form in the original coordinates on R4
(formally given by the right-hand side of (1.38) for these original coordinates (x, ξ)).
Thus
Ij(Γφa , ω) = Cj + ǫ˜aej +O(ǫ+ ǫ˜
2). (1.40)
From this we see that we can use, say, I1(Γφa , ω) ∈ Cj + D(0, ǫ˜/O(1)) as a new
holomorphic parameter instead of a. In the z-dependent case, we can replace the
parameters (a, z) by (I1, z) = (I1(Γφa , ω), z) and the correspondence (a, z) 7→ (I1, z) is
biholomorphic.
The advantage of using I1 instead of a as a parameter, is that the family Λφa is
now independent of the way we choose the coordinates (x, ξ) in the beginning of this
section, so we get an intrinsic parametrisation. From (1.40) it follows that
dI2
dI1
=
e2
e1
+O(ǫ˜+ ǫ/ǫ˜), (1.41)
so Im dI2dI1 6= 0, and we have a unique value a = O(ǫ˜+ ǫ/ǫ˜) for which I1 and I2 are both
real.
There are two related reasons why we want to select Γφa , with both I1 and I2
real. The first reason is geometric: Γφa is a small deformation of a real torus Γ ⊂ R
4
and we want to find an I-Lagrangian manifold Λ ⊂ C4 which is a small deformation of
R4 and which contains Γφa . If we have such a Λ, the cycles γj(Γφa), j = 1, 2 become
boundaries of some 2-dimensional discs Dj ⊂ Λ and we get
Ij(Γφa , ω) =
∫
γj
ω =
∫
Dj
σ ∈ R,
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since σ|Λ is real.
Conversely, let Γ˜ be a two-dimensional torus which is a small perturbation of Γ
with
σ|Γ˜ = 0, Im Ij(Γ˜, ω) = 0, j = 1, 2. (1.42)
We can construct an I-Lagrangian manifold Λ ⊃ Γ˜ as a small perturbation of R4 in
the following way: After applying a complex linear canonical transformation, we may
replace R4 by ΛΦ0 : ξ =
2
i
∂Φ0
∂x (x), x ∈ C
2, where Φ0 is a strictly plurisubharmonic
quadratic form (see [Sj1,3]), so that Γ˜ becomes a small perturbation of a torus Γ ⊂ ΛΦ0 .
The canonical 1-form ω is now transformed into some other globally defined 1-form ω˜
with holomorphic coefficients satisfying dω˜ = σ, but the actions Ij(Γ˜, ω˜) do not change
if we replace ω˜ by ξ · dx, so ∫
γj(Γ˜)
ξ · dx ∈ R, j = 1, 2. (1.43)
We can write this as ∫
γj(Γ˜)
(−Im (ξ · dx)) = 0, (1.44)
where −Im ξ · dx is a primitive of −Imσ, so −Im ξ · dx|Γ˜ is closed. (1.44) then implies
that it is exact:
−Im ξ · dx|Γ˜ = dφ, (1.45)
where φ is a smooth real-valued function on Γ˜. We now view φ as a function on the x-
space projection πx(Γ˜) of Γ˜, which is also a smooth torus and represent Γ˜ by ξ = ξ˜(x),
x ∈ πx(Γ˜). Then with the obvious identifications, (1.45) becomes
−Im (ξ˜(x) · dx)|πx(Γ˜)
= dφ, on πx(Γ˜). (1.46)
We can find real smooth extensions Φ of φ to C2x with an arbitrary prescription of the
conormal part of the derivative, so we can choose Φ satisfying
−Im (ξ˜(x) · dx) = dΦ(x), ∀x ∈ πx(Γ˜). (1.47)
This means that
−
1
2i
ξ˜(x)dx+
1
2i
ξ˜(x)dx = dΦ, x ∈ πx(Γ˜),
or that
ξ˜(x) =
2
i
∂Φ
∂x
(x), x ∈ πx(Γ˜). (1.48)
Since Γ˜ is close to Γ, ∂Φ
∂x
(x) is close to ∂Φ0
∂x
on πx(Γ˜), and we may choose the extension
Φ so that ∂Φ∂x −
∂Φ0
∂x is small everywhere. The I-Lagrangian manifold Λ = ΛΦ given by
ξ = 2i
∂Φ
∂x then has the desired properties when R
4 is replaced by ΛΦ0 , and applying
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the inverse of the above mentioned complex linear canonical transformation, we get
the desired Λ in terms of the original problem.
The second reason, why we want I1(Γφa , ω) and I2(Γφa , ω) to be real comes from
the Bohr-Sommerfeld, Einstein, Keller, Maslov quantization condition. The actions
Ij(Γφa , ω) coincide with the corresponding actions Ij(Λφa , ω), and if we want Λφa to
correspond to an eigenstate of some pseudodifferential operator with leading symbol p
and eigenvalue o(h), it is natural to impose a quantization condition of the type
Ij(Λφa , ω) = 2πkjh, kj ∈ Z, (1.49)
where we choose to ignore the Maslov indices, and where h > 0 is the small semi-
classical parameter. Since Λφa are not real Lagrangian manifolds (even after intro-
ducing Λ as a new real phase space), the quantization condition (1.49) will need an
entirely new justification.
Consider the case when p depends on z and choose w = I1(Λφα,z , ω) so that we
can use the simplified notation Λ(z,w) for Λφa,z . Also write ν = (z, w). Recall that
Im
dI2
dI1
6= 0 (1.50)
when z is kept constant. It follows that there is a unique smooth function z 7→ w(z) ∈ C
such that Ij(z, w(z)) are real for j = 1, 2, where we write Ij(z, w) = Ij(Λ(z,w), ω). We
will be interested in the property
z 7→ I(z, w(z)) = (I1(z, w(z)), I2(z, w(z)) ∈ R
2 is a local diffeomorphism. (1.51)
This is equivalent to the property
ν 7→ (I1(Λν), I2(Λν)) ∈ C
2 is locally biholomorphic. (1.52)
In fact, if δz ∈ C belongs to the kernel of the differential of the map (1.51) at some point,
then (δz, δw) with δw =
∂w
∂z δz+
∂w
∂z δz will belong to the kernel of the differential of (1.52)
at the corresponding point. Conversely if (δz, δw) is in the kernel of the differential
of (1.52) at some point (z, w) with w real (so that w = w(z)), then necessarily δw =
∂w
∂z
δz +
∂w
∂z
δz for some δz in the kernel of the differential of (1.51).
Example. Let p = p1(x1, ξ1) + ip2(x2, ξ2), where pj is real with p
−1
j (0) being a closed
curve in R2 on which dpj 6= 0. For E in a small complex neighborhood of 0, we put
Aj(E) =
∫
p−1
j
(E)
ξjdxj
and notice that these one dimensional actions are real for real E and that A′j(E) 6= 0.
With z, w ∈ C close to 0, we get the complex fibration
Λz,w = {(x, ξ) ∈ C
4; p1(x1, ξ1) = w, ip2(x2, ξ2) = z − w}.
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Then
I1(Λz,w) = A1(w), I2(Λz,w) = A2(
z − w
i
),
and we see that (1.51) and (1.52) hold.
Appendix A: Reduction of elliptic vectorfields on a torus.
Let Z be a smooth complex elliptic vectorfield on T2 = (R/Z)2. After left multi-
plication by a non-vanishing function and possibly reversal of one of the coordinates,
we may assume that with z = x1 + ix2:
Z =
∂
∂z
+ g
∂
∂z
, ‖g‖∞ < 1, g ∈ C
∞. (A.1)
Let
H1 = {u = az + v; a ∈ C, v ∈ H1per, v̂(0) = 0}, (A.2)
where
Hkper = {v ∈ H
k
loc(R
2); v(x+ γ) = v(x), ∀γ ∈ Z2}
and v̂(k) is the kth Fourier coefficient and Hs is the standard Sobolev space. Let
H0 = H0per, and let ‖ · ‖ denote the L
2 norm on the torus (i.e. the H0per norm) if
nothing else is specified. We choose the norm in H1 with
‖u‖2H1 = |a|
2 + ‖
∂v
∂z
‖2 = |a|2 + ‖
∂v
∂z
‖2, (A.3)
for u = az + v ∈ H1. Since ∂
∂z
(az + v) = a+ ∂v
∂z
(orthogonal sum), we see that
‖
∂u
∂z
‖H0 = ‖u‖H1 . (A.4)
Moreover ∂∂z : H
1 → H0 is surjective, so in view of (A.4) it is unitary. It is also clear
that ∂∂z : H
1 →H0 is of norm 1:
‖
∂u
∂z
‖H0 ≤ ‖u‖H1 . (A.5)
Since ‖g ∂∂z ‖H1→H0 < 1, we see that Z : H
1 → H0 is bijective with inverse Z−1
satisfying
‖Z−1‖H0→H1 ≤
1
1− ‖g‖∞
.
Consider the function
u = z − Z−1(g) ∈ z +H1. (A.6)
It is clear that
Zu = 0, (A.7)
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and u is the unique function in z +H1 which is annihilated by Z. It follows that the
kernel of Z, acting on {u = linear function+ v; v ∈ H1per, v̂(0) = 0}, is of dimension 1.
Lemma A.1. Zu 6= 0 everywhere.
Proof. Zu cannot be identically zero since otherwise we would have both Zu = 0 and
Zu = 0, implying that u is constant; which is impossible.
We have
[Z, Z] = aZ − aZ (A.8)
for some a ∈ C∞per. Then ZZu = −aZu, so
(Z + a)(Zu) = 0. (A.9)
It is well known that if v is a null solution of a 1st order elliptic equation on a connected
domain and v is not identically zero, then v cannot vanish to infinite order at any point,
and (by looking at Taylor expansions) the zeros are all isolated. We can apply this
to v = Zu. We also see that the argument variation of Zu, along a small positively
oriented circle around a zero is equal to 2πk for some finite integer k > 0. Let Γ = ∂Ω,
where Ω = z0 + (]0, 1[+i]0, 1[) and z0 is chosen so that Zu has no zeros on Γ. If Zu
has at least one zero in T2, then it has a zero in Ω and var arg Γ(Zu) > 0. This is in
contradiction with the fact that Zu is periodic and hence that var arg Γ(Zu) = 0. It
follows that
Zu 6= 0, (A.10)
#
If we view u as a map R2 → R2, it follows from (A.7,10), that the corresponding
Jacobian is everywhere 6= 0. It follows that u = u1 + iu2 is a diffeomorphism from C
to C. Let
u(z + 1)− u(z) =: e1, u(z + i)− u(z) =: e2. (A.11)
Then e1, e2 are R-linearly independent, and we let L = Ze1+Ze2 be the corresponding
lattice. Using that u : C → C is a diffeomorphism, we see that the induced map
[u] : T2 → C/L is bijective. (Only the injectivity needs to be checked: Let x, y ∈ T2
with [u](x) = [u](y) := u0. We can find corresponding points x˜, y˜, u˜0 ∈ C, such that
u(x˜) = u˜0, u(y˜) = u˜0 + k1e1 + k2e2, kj ∈ Z. Then u(y˜ − k1 − k2i) = u˜0, so by the
injectivity of u, we have x˜ = y˜ − k1 − k2i and hence x = y.)
If f(w) is a C1 function on C, then
Z(f(u(z))) =
∂f
∂w
Zu+
∂f
∂w
Z(u) = Z(u)
∂f
∂w
.
In other words, if we let lower ∗ indicate push forward of vectorfields, then
u∗(Z) = Z(u)
∂
∂w
, [u]∗(Z) = Z(u)
∂
∂w
. (A.12)
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Conversely, if L˜ is some lattice and [t] : T2 → C/L˜ a diffeomorphism corresponding to
a grad periodic function t with
t∗(Z) = F
∂
∂w
, F 6= 0 everywhere, (A.13)
then
Z(t) = 0. (A.14)
Since t ∈ Cz +H1, we know that ∃ 0 6= α ∈ C such that t = αu. Consequently,
L˜ = αL. (A.15)
Actually, we can see this more directly, by considering the biholomorphic map [u][t]−1.
It follows from our constructions that if Z depends smoothly (real-analytically)
on an additional parameter w, then so does u.
Appendix B: 2-dimensional manifolds with elliptic vector fields.
Let M be a smooth compact connected 2-dimensional manifold with an elliptic
(complex) vector field Z. We shall see that M is diffeomorphic to a torus C/L in such
a way that Z maps to a multiple of ∂∂z . Clearly Z :H
1(M) → H0(M) is a Fredholm
operator. Let indZ = dimN (Z)−codimR(Z) = dimN (Z)−dimN (Z∗) be the index,
where Z∗ denotes the adjoint of Z with respect to some positive density on M . Recall
that the kernels N (Z), N (Z∗) are contained in C∞(M), since Z and Z∗ are elliptic.
Lemma B.1. indZ = 0.
Proof. Clearly indZ∗ = −indZ. On the other hand Z∗ = −Z + f for some f ∈
C∞(M) and since the index is stable under changes of the lower order part:
indZ∗ = ind (−Z) = indZ = indZ.
Here the last equality follows from the fact that N (Z) = N (Z), R(Z) = R(Z). Then
indZ = −indZ∗ = −indZ, and hence indZ = 0. #
Because of the ellipticity, there is a unique a ∈ C∞(M), such that
[Z, Z] = aZ − aZ. (B.1)
Lemma B.2. P := −(Z + a)Z is a real differential operator.
Proof.
P − P = (Z + a)Z − (Z + a)Z = [Z, Z]− (aZ − aZ) = 0.
#
Let us identify M with the zero section in T ∗M and let p = p1 + ip2 be the
principal symbol of Z. Then pj are linear in ξ and dp1, dp2 are independent at the
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points of M ⊂ T ∗M . Let λ(dx) be the Liouville measure on M induced by p1, p2, so
that
λ(dx) ∧ dp1 ∧ dp2 = dxdξ at the points of M, (B.2)
where dxdξ denotes the symplectic volume. The principal symbol of Z is p(x,−ξ) =
−p(x, ξ), so if we take the principal symbols of (B.1), we get
{p, p} = iap− iap. (B.3)
We use this to compute the Lie derivative LHp(λ(dx)): Since LHp(dxdξ) = 0, we get
from (B.2), (B.3) at ξ = 0:
LHp(λ) ∧ dp ∧ dp+ λ ∧ dp ∧ LHpdp = 0,
LHp(λ) ∧ dp ∧ dp+ λ ∧ dp ∧ d{p, p} = 0,
LHp(λ) ∧ dp ∧ dp− iaλ ∧ dp ∧ dp = 0.
Hence
LHp(λ) = iaλ on ξ = 0. (B.4)
But the restriction of Hp to ξ = 0, can be identified with iZ, so (B.4) gives
LZ(λ) = aλ on M. (B.5)
Let A∗ and tA denote the adjoint and the transpose of A in L2(M,λ(dx)). From (B.5),
we get
Lemma B.3. Z∗ = −(Z + a), tZ = −(Z + a).
Proof. We start with the general fact that∫
M
LZ(uλ(dx)) = 0,
for all u ∈ C∞(M). Using (B.5), we get∫
M
(Z + a)uλ(dx) = 0. (B.6)
Replace u by uv: ∫
M
((Zu)v + u(Z + a)v)λ(dx) = 0. (B.7)
It follows that tZ = −(Z + a), Z∗ = tZ = −(Z + a). #
We also have Z
∗
= −(Z + a). Lemma B.2 gave us the real operator
P = −(Z + a)Z = −(Z + a)Z. (B.8)
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Lemma B.3 shows that the operator is self-adjoint and ≥ 0:
P = Z
∗
Z = Z∗Z. (B.9)
Moreover it is an elliptic 2nd order operator. From (B.9) it is easy to see that
N (P ) = N (Z) = N (Z) = C1. (B.10)
The last equality follows from the other equalities since Zu = 0, Zu = 0 implies that
u is constant.
By a more direct argument, we have
Proposition B.4. Let f ∈ C∞(M). If u 6≡ 0, (Z + f)u = 0, then u(x) 6= 0 for every
x ∈M . We have dimN (Z + f) ≤ 1.
Proof. Applying a classical result of Aronsjajn about the strong uniqueness of null-
solutions of second order elliptic equations, we know that u cannot vanish to ∞ order
at any point. Let x0 be a zero and choose local coordinates x1, x2 centered at x0, such
that
Z =
1
2
(
∂
∂x1
−
1
i
∂
∂x2
) +O(|x|)(
∂
∂x1
,
∂
∂x2
).
Let m be the order of vanishing of u at x0, so that u(x) = um(x) +O(|x|m+1), where
um(x) is a homogeneous polynomial of degree m. Then we get
∂um
∂z
= 0,with z = x1 + ix2,
so um(x) = Cz
m for some C 6= 0. Hence x0 is an isolated zero. Moreover, var argγu =
2πm, if γ is a simple closed loop around x0 (contained in the coordinate neighborhood)
which is positively oriented with respect to the directions (ReZ, ImZ). We can now
triangulateM in such a way that every zero of u is in the interior of one of the triangles.
If ∆ is one of the triangles, then var arg∂∆u ≥ 0 with strict inequality precisely when
D contains a zero of u. Since every boundary segment is common to two different
triangles, but with opposite orientations, we see that
∑
∆
var arg∂∆u = 0,
when we sum over all the triangles in the triangulation. It follows that u cannot have
any zeros.
The second statement is now clear: Let 0 6= u0 ∈ N (Z + f), so that u0 is ev-
erywhere different from 0. Let u ∈ N (Z + f) and let x0 ∈ M . Then v(x) :=
u(x) − u(x0)u0(x0)u0(x) belongs to N (Z + f) and vanishes at one point (x0). The first
part of the proposition implies that v vanishes identically, and hence that u is a con-
stant multiple of u0. This shows that the dimension of N (Z + f) is at most equal to
1. #
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Proposition B.5. There exists a non-vanishing function b ∈ C∞(M) such that
[bZ, bZ] = 0.
Proof. We develop the commutation relation to solve and get:
0 = bb[Z, Z] + b[Z, b]Z + b[b, Z]Z
= bb(aZ − aZ) + bZ(b)Z − bZ(b)Z
= (bba− bZ(b))Z − (bba− bZ(b))Z
= b(ab− Z(b))Z − b(ab− Z(b))Z,
so b should solve
(Z − a)b = 0. (B.11)
Notice that if (B.11) holds for some non-vanishing b, then
Z
1
b
= −
1
b2
Z(b) = −a
1
b
,
so
(Z + a)
1
b
= 0, i.e. Z∗c = 0, c =
1
b
. (B.12)
Conversely, (B.12) implies (B.11).
We have seen that Z has index 0 and has a 1-dimensional kernel. Then the same
holds for Z∗ and Proposition B.4 shows that N (Z∗) is generated by a non-vanishing
function c. It suffices to take b = 1/c. #
Theorem B.6. There exists a diffeomorphism κ : C/L→M such that bZ corresponds
to ∂∂z . Here L = Ze1⊕Ze2 is a lattice (so that e1, e2 ∈ C are R-linearly independent).
Proof. Write bZ = 1
2
(ν1 + iν2), where ν1, ν2 are real commuting vector fields which
are pointwise linearly independent. Fix a point x0 ∈M and consider the map
K : C ≃ R2 ∋ x 7→ exp(x1ν1 + x2ν2)(x0) ∈M.
Notice that exp(x1ν1 + x2ν2) = exp(x1ν1) ◦ exp(x2ν2) = exp(x2ν2) ◦ exp(x1ν1) by
commutativity. Let
L = {x ∈ R2;K(x) = x0}.
L is a discrete Abelian subgroup of R2 and hence of the form 0, Ze with e 6= 0, or
a lattice Ze1 ⊕ Ze2 with e1, e2 R-linearly independent. K induces a diffeomorphism
κ : R2/L→M , so R2/L must be compact and hence L is a lattice. Clearly the inverse
image of bZ is 12(
∂
∂x1
+ i ∂∂x2 ) =
∂
∂z with z = x1 + ix2. #
2. Review of Fourier integral operators between HΦ spaces.
We shall not review all the aspects of Fourier integral operator calculus (see [MeSj]
for a similar discussion), and for simplicity, we restrict the attention to the Toeplitz
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(or Bergman projection) point of view. Let Φ be a smooth real-valued function defined
near some point x0 ∈ Cn. Assume that Φ is strictly plurisubharmonic (s.pl.s.h.). Then
ΛΦ := {(x,
2
i
∂Φ
∂x
(x)); x ∈ neigh (x0,C
n)} (2.1)
is I-Lagrangian and R-symplectic. Assume that Γ ⊂ ΛΦ is a smooth Lagrangian
submanifold (i.e. Lagrangian for the real symplectic form σ|ΛΦ ). If we identify Γ with
its projection πxΓ in C
n then on Γ the fundamental 1-form ξ · dx can be identified
with ω = 2
i
∂Φ|Γ and hence this is a closed one-form in Γ. Here
Imω = −dΦ, (2.2)
so Imω is exact. We notice that πxΓ is totally real. In fact, if u ∈ Cn and u, iu are
both tangential to πxΓ at a point x, then
U1 = (u,
2
i
(Φ′′xx(x)u+ Φ
′′
xx(x)u)) and U2 = (iu,
2
i
(Φ′′xx(x)iu+Φ
′′
xx(x)iu))
are both tangential to Γ at (x, 2i
∂Φ(x)
∂x ). It follows that
0 = σ(U1, U2) = σ(U1, U2 − iU1) = 4〈Φ
′′
xx(x)u, u〉, (2.3)
which implies that u = 0. Locally in πxΓ we may then find a primitive φ of ω and
extend φ(x) to an almost analytic function in Cn so that ∂φ(x) = O(dist (x, πxΓ)
∞).
Then at the points of πxΓ, we have dφ =
2
i
∂Φ, so at those points, we get
d Imφ =
1
2i
(
2
i
∂Φ+
2
i
∂Φ) = −dΦ.
After modifying φ by an imaginary constant (assuming Γ connected) we have that
Imφ + Φ vanishes to the second order on Γ. Since this function is s.pl.s.h. it follows
that
Φ(x) + Imφ(x) ∼ dist (x, πx(Γ))
2 near πx(Γ). (2.4)
Let Φ˜(y) be a second smooth s.pl.s.h function defined near y0 ∈ Cn. Let ξ0 =
2
i
∂Φ
∂x
(x0), η0 =
2
i
∂Φ˜(y)
∂y
(y0), and let κ : neigh ((y0, η0),ΛΦ˜) → neigh ((x0, ξ0),ΛΦ) be a
smooth canonical transformation (with ΛΦ, ΛΦ˜ considered as real symplectic mani-
folds).
On C2nx,ξ×C
2n
y,η, we choose the complex structure for which holomorphic functions
are holomorphic in (x, ξ; y, η) in the usual sense. A corresponding ”holomorphic”
symplectic form is then given by
dξ ∧ dx− dη ∧ dy. (2.5)
We notice that the form (2.5) and the more standard form dξ ∧ dx − dη ∧ dy have
the same restriction to ΛΦ × ΛΦ˜, since dη ∧ dy|ΛΦ˜
is real. The manifold ΛΦ × ΛΦ˜ is
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I-Lagrangian and R-symplectic for the form (2.5), and we can view it as a ”ΛF ” for
our non-standard structure, with F = Φ(x) + Φ˜(y), since it can be represented as
ξ =
2
i
∂Φ
∂x
(x), −η =
2
i
∂Φ˜
∂y
(y).
The earlier discussion for Lagrangian manifolds can then be applied with Γ equal
to graph (κ), and we conclude that there is a function ψ(x, y) such that
∂x,yψ vanishes to infinite order on πx,y(Γ), (2.6)
∂xψ(x, y) =
2
i
∂Φ
∂x
(x), ∂yψ(x, y) =
2
i
∂Φ˜
∂y
, for (x, y) ∈ πx,y(Γ), (2.7)
Φ(x) + Φ˜(y) + Imψ(x, y) ∼ dist ((x, y), πx,y(Γ))
2. (2.8)
When Φ˜ = Φ and κ = id is the identity, we can choose ψ(x, y) to be the unique
function (up to O(|x−y|∞)), which satisfies (2.6) and ψ(x, x) = 2iΦ(x). In the general
case, we deduce from (2.6), (2.7) that on πx,y(Γ):
dψ =
2
i
∂Φ
∂x
(x)dx+
2
i
∂Φ˜
∂y
dy. (2.9)
If we restrict ψ to πx,y(Γ) and identify it with a function on Γ, we get
d(ψ|Γ) = ξdx− ηdy, (x, ξ; y, η) ∈ Γ. (2.10)
Since ξdx and ηdy are primitives of σ|ΛΦ
and σ|Λ
Φ˜
respectively, we can interpret (2.10)
as stating that ψ|Γ is a generating function for κ. For the moment, we make a local
discussion and all our domains can be assumed to be simply connected. Later this will
no more be the case and we have to consider what happens when we follow the locally
defined function ψ around a closed loop in Γ, of the form γ̂ = {(κ(ρ), ρ); ρ ∈ γ}, where
γ is a closed loop in the domain of κ in Λ
Φ˜
. We have
Im (ξdx)|ΛΦ
= Im(
2
i
∂Φ) = −dΦ,
which is exact, since we will always require Φ and Φ˜ to be single valued. Similarly
Im (ηdy)|Λ
Φ˜
is exact. Hence
∫
γ̂
dψ =
∫
κ◦γ
Re (ξdx)−
∫
γ
Re (ηdy). (2.11)
So the undeterminacy in ψ is real (as can also be seen from (2.8)) and following ψ
around a closed loop as above, ψ changes by a real constant, which is the difference of
two real actions.
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The implementation of Fourier integral operators is now fairly routine, and we
will not go into all the details. (See [Sj1].) Formally such an operator is of the form
Au(x) = h−n
∫
e
i
hψ(x,y)a(x, y; h)u(y)e−
2
h Φ˜(y)L(dy), (2.12)
where L(dy) is the Lebesgue measure and a is a symbol of order m in 1/h:
∇kx,ya = Ok(1)h
−m, (2.13)
∂xa, ∂ya = O(h
−mdist ((x, y), πx,y(Γ))
∞ + h∞). (2.14)
See also section 3 of [MeSj].
3. Formulation of the problem in HΦ and
reduction to a neighborhood of ξ = 0 in T ∗Γ0.
Let Φ0 be a s.pl.s.h. quadratic form on C
n. Let P (x, ξ; h) be holomorphic and
bounded in a tubular neighborhood V of ΛΦ0 and assume that
|P (x, ξ; h)| ≥
1
C
, (x, ξ) ∈ V, |(x, ξ)| > C. (3.1)
Also assume (for simplicity) that
P ∼
∞∑
0
hkpk(x, ξ), (3.2)
in the space of bounded holomorphic functions on V . Then |p0(x, ξ)| ≥ 1/C, (x, ξ) ∈ V ,
|(x, ξ)| > C.
If we take the Weyl quantization, we know (see [Sj3], [MeSj]),that
Pw(x, hDx; h) = O(1) : HΦ0 → HΦ0 , (3.3)
where
HΦ0 := Hol(C
n) ∩ L2(Cn; e−2Φ0/hL(dx)), (3.4)
and Hol(Cn) denotes the space of holomorphic (entire) functions on Cn.
Since Φ0 is a quadratic form, we can infer (3.3) solely from the fact that P is a
symbol of class S0 on ΛΦ0 , i.e. from the fact that ∇
k(P|ΛΦ0
) = Ok(1) for every k ∈ N.
However the fact that P is bounded and holomorphic in a tubular neighborhood of
ΛΦ0 allows us to consider other weights as well. Let Φ ∈ C
1,1(Cn;R) (the space of
C1 functions with Lipschitz gradient) with Φ− Φ0 bounded and sup |
∂Φ
∂x −
∂Φ0
∂x | small
enough. Then,
Pw(x, hDx; h) = O(1) : HΦ → HΦ, (3.5)
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where HΦ is defined as in (3.4). In fact, in the standard formula,
Pw(x, hDx; h)u =
1
(2πh)n
∫∫
( x+y
2
,ξ)∈ΛΦ0
e
i
h (x−y)ξP (
x+ y
2
, ξ; h)u(y)dydξ, (3.6)
we deform to the contour
ξ =
2
i
∫ 1
0
∂Φ
∂x
(tx+ (1− t)y)dt+
i
C
x− y
〈x− y〉
, 〈x〉 = (1 + |x|2)1/2. (3.7)
In the following, we also assume for simplicity that Φ ∈ C∞, that ∇kΦ is bounded
for every k ≥ 2, and that Φ is uniformly s.pl.s.h. We also assume that n = 2 and that
there is a smooth Lagrangian torus Γ ⊂ ΛΦ, such that pΦ = p0|ΛΦ
satisfies
p−1Φ (0) = Γ, (3.8)
dpΦ, dpΦ are independent at every point of Γ. (3.9)
Let Γ0 = (R/2πZ)
2 be the standard 2 torus and view Γ0 as a maximally totally
real submanifold of X := Γ0+ iR
2. In X×C2 (equipped with the standard symplectic
form) we consider
ΛΦ1 : ξ =
2
i
∂Φ1
∂x
, Φ1(x) =
1
2
(Imx)2. (3.10)
Φ1 is s.pl.s.h. so ΛΦ1 is I-Lagrangian and R-symplectic. According to section 1 and
the beginning of section 2, there is a smooth ”real” canonical transformation:
κ : neigh(Γ,ΛΦ)→ neigh(Γ0 × {0},ΛΦ1), (3.11)
mapping Γ onto Γ0×{0}. Let ψ(ξ, y) be a corresponding function defined as in section
2 for (x, y) in a neighborhood of πx,y(graph(κ)). Strictly speaking, it is clear how to
define ψ locally up to a constant and up to a function which vanishes to infinite order
on πx,y(graph (κ)). To see that we can get a corresponding grad-periodic function,
we first define ψ on the projection of the graph of κ with dψ single-valued, then
let α denote a single-valued almost holomorphic extension of this differential. For
(x, y) ∈ neigh (πx,y(graph (κ))), let γx,y : [0, 1] → C4 be the shortest segment from
a point γx,y(0) in the projection of the graph to γx,y(1) = (x, y), and put ψ(x, y) =
ψ(γx,y(0)) +
∫
γx,y
α. Then ψ is grad-periodic and Imψ is single-valued.
Let γj, j = 1, 2 be fundamental cycles in Γ, so that κ ◦ γj are fundamental cycles
in Γ0 × {0}. Define γ̂j = {(κ(ρ), ρ); ρ ∈ γj}. Then (2.11) is applicable and gives:∫
γ̂j
dψ = −
∫
γj
Re (ηdy) = −Ij(Γ), (3.12)
where the last equality defines the action Ij(Γ), which does not depend on the choice
of global primitive of σ|ΛΦ
, since ΛΦ is diffeomorphic to R
4. Here as in (2.11) we view
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ψ as a function on graph(κ). Since dψ is single valued, this means that if we start
from a point (x, y) close to some point (x0, y0) ∈ (Γ0 × πy(Γ)) ∩ πx,y(graph(κ)), and
follow a closed curve [0, 1] ∋ t 7→ (x(t), y(t)) which remains close to πx,y(graph(κ)) and
with x(t) close to a fundamental cycle γ0,j in Γ0, then we get a new value of ψ(x, y):
”ψ(x(1), y(1))” satisfying
ψ(x(1), y(1)) = ψ(x(0), y(0))− Ij(Γ). (3.13)
We now implement κ by a Fourier integral operator of the form (2.12) with a of
class S0cl(neigh(πx,y(graph(κ)))):
a(x, y; h) ∼
∞∑
0
aj(x, y)h
j in C∞(neigh(πx,y(graph(κ)))), (3.14)
with aj of class C
∞, and
∂xaj , ∂yaj = O(dist((x, y), πx,y(graph(κ)))
∞). (3.15)
We also choose a elliptic, i.e. with a0 non-vanishing. (Notice that unlike ψ, a is single
valued.)
Let U ⊂ ΛΦ, V ⊂ ΛΦ1 be small neighborhoods of Γ and Γ0 × {0} respectiveley,
with κ(U) = V . Then putting a suitable cutoff in (2.12) (equal to 1 near the projection
of the graph of κ and replacing Φ˜ by Φ), we get an operator
A = O(1) : L2(π(U); e−2Φ/hL(dy))→ L2h(π(V ); e
−2Φ1/hL(dx)),
where the subscript h indicates that we have a space of multi-valued Floquet periodic
functions v:
v(x(1)) = e−iIj(Γ)/hv(x(0)), (3.16)
if [0, 1] ∋ t 7→ x(t) is a closed curve which is close to a jth fundamental cycle in Γ0.
We also see that ‖∂Au‖L2
h
≤ O(h∞)‖u‖L2 .
The complex adjoint A∗ will be a Fourier integral operator associated to κ−1 by
the same general procedure, and it is a routine matter to see that a can be chosen so
that A∗A, AA∗ are formally the orthogonal projections
L2(π(U); e−2Φ/hL(dy))→ H(π(U),Φ), L2h(π(V ); e
−2Φ1/hL(dx))→ Hh(π(V )),Φ1),
where H(π(U),Φ) := Hol(π(U))∩L2(π(U); e−2Φ/hL) and Hh is defined similarly. (See
[MeSj].) This implies that if u ∈ H(π(U),Φ) and U˜ ⊂⊂ π(U), then
‖A∗Au− u‖
L2(U˜ ,e−2Φ/hL(dy))
= O(h∞)‖u‖L2(π(U),e−2Φ/hL(dy)),
and similarly for AA∗.
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We also have Egorov’s theorem which permits us to find Q ∈ S0cl(V ) such that if
q0 is the leading symbol, then
q0 ◦ κ = p0, (3.17)
Qw(x, hDx)A ≡ AP
w, A∗Qw ≡ PwA∗, (3.18)
in the sense that
‖(QwA− APw)u‖
L2
h
(V˜ ;e−2Φ/hL(dx))
≤ O(h∞)‖u‖H(U;Φ),
when V˜ ⊂⊂ π(V ), and similarly for the second relation. Here Qw is defined as in (3.6)
after replacing Q by (χQ)(x+y2 , ξ; h), where χ is suitable cut-off, and where we identify
Γ0 + iR
2 with C2/(2πZ 2).
Finally we shall take a unitary transform
B : H(Γ0 + iR
2,Φ1)→ L
2(Γ0), (3.19)
and similarly on the corresponding spaces of Floquet-periodic functions, that will be
the inverse of a Bargman transform. Since Φ1 only depends on Im z, we may view this
function also as a function on C2. We recall that the Bargman transform
Tu(z; h) = C2h
− 3
2
∫
e−
1
2h (z−y)
2
u(y)dy =
∫
k(z − y; h)u(y)dy, (3.20)
(with the last equality defining the kernel k in the obvious way) is unitary: L2(R2)→
H(C2,Φ1) for a suitable C2 > 0. The inverse is given by T
−1 = T ∗, with
T ∗v(x; h) = C2h
− 3
2
∫
e−
1
2h (z−x)
2− 2hΦ1(z)v(z)L(dz) =
∫
k(z − x; h)e−
2
hΦ1(z)v(z)L(dz).
(3.21)
If we identify L2h(Γ0) with the θ-Floquet periodic locally square integrable functions,
for θ = (I1(Γ)/2πh, I2(Γ)/2πh) onR
2, and viewHh(Γ0+iR
2,Φ1) similarly, we see that
T generates an operator B∗ from L2h(Γ0) to θ-Floquet periodic holomorphic functions
on C2, given by
B∗u(z) =
∫
R2
k(z − y; h)u(y)dy =
∫
y∈E
∑
ν∈(2πZ)2
k(z − y + ν)ei〈θ,ν〉u(y)dy, (3.22)
where E ⊂ R2 is a fundamental domain for (2πZ)2 (so u(z + ν) = e−i〈θ,ν〉u(z),
ν ∈ (2πZ)2). Put
ℓ(z, y) =
∑
ν∈(2πZ)2
k(z − y + ν)ei〈θ,ν〉 (3.23)
so that
ℓ(z + ν, y) = e−i〈θ,ν〉ℓ(z, ν), ℓ(z, y + ν) = ei〈θ,ν〉ℓ(z, y).
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The adjoint B is given by
Bv(x) =
∫
z∈E+iR2
ℓ(z, x)e−2Φ1(z)/hv(z)L(dz) =
∫
k(z − x)v(z)e−2Φ1(z)L(dz),
(3.24)
so B coincides with T ∗. Recall that T ∗T = 1 on L2(R2). It is easy to see that this
relation extends to L2h(Γ0) and we get
BB∗ = 1. (3.25)
To check that B∗B is also the identity on Hh(Γ0 + iR
2,Φ1), we first recall that
TT ∗ is the identity on H(C2,Φ1) and when we compute TT
∗ in a straight forward
manner, we get the orthogonal projection: L2(C2, e−2Φ1/hL(dz))→ H(C2,Φ1):
TT ∗v(z) =
∫∫
k(z − y; h)k(w − y; h)v(w)e−2Φ1(w)/hL(dw)dy
= C˜h−2
∫
e
2
hψ1(z,w)v(w)e−
2
hΦ1(w)L(dw),
where
ψ1(z, w) = −
1
8
(z − w)2 (3.26)
is the unique function which is holomorphic in z, antiholomorphic in w and satisfies
ψ1(z, z) = Φ1(z). Recall that −Φ1(z)+2Reψ1(z, w)−Φ1(w) ∼ −|z−w|2, so TT ∗ is a
bounded operator on Hh(Γ0+iR
2,Φ1). If u is a normalized element of this space, then
by solving a correcting d-bar problem for χ( x
R
)u(x), we see that there is a sequence of
functions uR ∈ H(C2,Φ1), R = 1, 2, .., with ‖uR‖H(C2,Φ1) = Oh(1)R
1/2, such that
‖u− uR‖L2(B(0,R/2),e−2Φ1/hL(dx)) ≤ Oh(1)e
−R/C0h,
for some C0 > 0. Using that TT
∗uR = uR, we see that TT
∗u = u. Hence B∗B = 1.
We have then checked that B∗B = 1, BB∗ = 1, so B is unitary.
We recall that B is associated to a canonical transformation from ΛΦ1 to T
∗(Γ0).
This allows us to view the previously defined κ also from a neighborhood of Γ in ΛΦ to
a neighborhood of Γ0 ×{0} in T ∗Γ0. We therefore have a Egorov’s theorem and using
U := BA, we get an equivalence between classical h-pseudodifferential operators acting
in H(π(U),Φ) and h-pseudodifferential operators microlocally defined near ξ = 0 in
T ∗Γ0, acting on Floquet periodic functions u(x), satisfying:
u(x+ ej) = e
−iIj(Γ)/hu(x), (3.27)
where e1 = (2π, 0), e2 = (0, 2π).
Let L2θ(Γ0) be the subspace of L
2
loc(R
2) of θ-Floquet periodic functions: u(x−k) =
eiθ·ku(x), k ∈ (2πZ)2, θ ∈ (R/Z)2.
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Proposition 3.1. Let Pw = Pw(x, hDx; h) : HΦ → HΦ be defined as in the beginning
of this section and assume that Γ ⊂ ΛΦ is a Lagrangian torus satisfying (3.8), (3.9).
Then there exists a smooth canonical diffeomorphism κ : neigh (Γ,ΛΦ) → neigh (Γ0 ×
{0}, T ∗Γ0) with κ(Γ) = Γ0, where Γ0 = (R/2πZ)2 is the standard torus.
Moreover, there exists an operator U : HΦ → L2I/2πh(Γ0) with the following prop-
erties:
1) ‖U‖L(HΦ,L2I/2pih(Γ0)) = O(1), uniformly, when h→ 0.
2) U is concentrated to graph (κ) in the sense that if N ∈ N and χ1 ∈ S(T ∗Γ0, 1),
χ2 ∈ C∞b (C
2) are independent of h and
suppχ1 × suppχ2 ∩ {κ(y, η), y); (y, η) ∈ neigh (Γ,ΛΦ)} = ∅,
then
〈hD〉Nχw1 (x, hD) ◦ U ◦ΠΦ ◦ χ2 = O(h
∞) : L2(e−2Φ/hL(dx))→ L2I/2πh(Γ0).
Here ΠΦ is the orthogonal projection L
2(e−2Φ/hL(dx))→ HΦ (see [MeSj]).
3) U is microlocally unitary: For every χ2 ∈ C∞0 (neigh (πx(Γ),C
2)), independent of h,
we have (U∗U − 1)ΠΦχ2 = O(h
∞) : L2(e−2Φ/hL(dy))→ L2(e−2Φ/hL(dy)). For every
χ1 ∈ C∞0 (neigh (Γ0 × {0}, T
∗Γ0)), independent of h, we have (UU
∗ − 1)χw1 (x, hD) =
O(h∞) : L2I/2πh(Γ0)→ L
2
I/2πh(Γ0).
4) We have a Egorov’s theorem: ∃Q(x, ξ; h) ∼ q0(x, ξ) + hq1(x, ξ) + .. ∈ S(T ∗Γ0, 1),
with q0 ◦ κ = p0 in neigh (Γ,ΛΦ), such that QwU = UPw microlocally, i.e. (QwU −
UPw)ΠΦχ2 = O(h
∞), χw1 (Q
wU − UPw) = O(h∞), for χ1, χ2 as in 3).
5) If P, Φ depend smoothly on z ∈ neigh (0,C), then we can find U, κ depending
smoothly on z in a possibly smaller neighborhood of 0.
4. Spectrum of elliptic first order differential operators on Γ0.
Let P = Z + q be a first order elliptic differential operator on Γ0 with smooth
coefficients, Z denoting the vector field part. After applying a diffeomorphism, we may
assume that
P = A(x)
∂
∂x
+ q(x), (4.1)
on C/L, L = Ze1 ⊕ Ze2, where e1, e2 are R linearly independent and A ∈ C∞(C/L)
is non-vanishing. Further, q ∈ C∞(C/L), and this function will later depend on a
spectral parameter. It will be convenient to introduce B(x) = 1/A(x). The equation
Pu = v becomes
(
∂
∂x
+Bq)u = Bv. (4.2)
Let φ ∈ C∞(C/L) and conjugate by eφ:
e−φ(
∂
∂x
+Bq)eφe−φu = Be−φv,
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i.e.
(
∂
∂x
+ (
∂φ
∂x
+Bq))(e−φu) = Be−φv. (4.3)
Let φ be the periodic solution (unique up to a constant) of
∂φ
∂x
+Bq = B̂q(0), (4.4)
where B̂q is the Fourier transform, defined on the dual lattice
L∗ = Ze∗1 ⊕ Ze
∗
2, 〈e
∗
j , ek〉R2 = 2πδj,k. (4.5)
Then (4.3) becomes
(
∂
∂x
+ B̂q(0))(e−φu) = Be−φv. (4.6)
We want to solve (4.2) (⇔ (4.6)) in the space of θ-Floquet periodic functions,
where θ ∈ C/L∗, that is in the space of functions satisfying the condition
u(x− ℓ) = ei〈ℓ,θ〉R2u(x), ∀ℓ ∈ L. (4.7)
Writing θ ≡ θ1e∗1 + θ2e
∗
2 modL
∗, we get
u(x− ej) = e
2πiθju(x), (4.8)
so the relation between θ in (4.7) and the Ij(Γ) in (3.27) is given by
θj ≡
Ij(Γ)
2πh
modZ. (4.9)
Let Hkθ (C/L) denote the space of θ-Floquet periodic functions on C, which are of class
Hkloc (standard Sobolev spaces). The Fourier series representation of such a function
(with convergence at least in the sense of distributions) becomes
f(x) =
∑
ν∈L∗−θ
f̂(ν)ei〈ν,x〉R2 =
∑
ν∈L∗−θ
f̂(ν)e
i
2
(νx+νx), (4.10)
where we used that 〈ν, x〉R2 = Re νx in the last step. The corresponding expression
for ∂f∂x becomes:
∂f
∂x
=
∑
ν∈L∗−θ
i
2
νf̂(ν)e
i
2
(νx+νx). (4.11)
We now consider (4.2), (4.6) for u ∈ H1θ , v ∈ H
0
θ , and identify Fourier coefficients,
(
i
2
ν + B̂q(0))(ê−φu)(ν) = F(Be−φv)(ν), ν ∈ L∗ − θ, (4.12)
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where we write Fu = û. We get,
Proposition 4.1.
(a) If 2i B̂q(0)− θ 6∈ L
∗, then P in (4.1) is bijective H1θ → H
0
θ .
(b) If 2i B̂q(0) − θ ∈ L
∗, then P in (4.1) is a Fredholm operator of index 0 with one-
dimensional kernel given by
Ker (P ) = C exp[(B̂q(0)x− B̂q(0)x) + φ(x)],
where φ solves (4.4).
Before continuing, let us compute e∗1, e
∗
2. We have(
e1 e1
e2 e2
)(
e∗1 e
∗
2
e∗1 e
∗
2
)
= 4πI,
so (
e∗1 e
∗
2
e∗1 e
∗
2
)
= 2π
2i
e1e2 − e1e2
1
i
(
e2 −e1
−e2 e1
)
=
2π
Im (e1e2)
1
i
(
e2 −e1
−e2 e1
)
.
Hence
e∗1 =
2π
iIm (e1e2)
e2, e
∗
2 = −
2π
iIm (e1e2)
e1. (4.13)
Next we introduce a complex spectral parameter z and let q be of the form
q(x, z) = q0(x) + zr(x). (4.14)
The z dependence is chosen to be linear, since the situation we examine in this section
is the linearized case. Let us call the spectrum of P , the set of values z for which P
is not invertible (case (b) in the proposition). Then the spectrum of P is the set of
values z that satisfy
2
i
B̂q0(0) + z
2
i
B̂r(0)− θ ∈ L∗, (4.15)
or equivalently
2
i
B̂q(0, z) ∈ θ + L∗, (4.15′)
and we get a non-degenerate (affine) lattice precisely when
B̂r(0) 6= 0. (4.16)
5. Grushin problem near ξ = 0 in T ∗Γ0.
In the original problem, we shall restrict the spectral parameter z to some small
disc. Performing the reduction of section 3, we are led to the operator
Q = Qwz (x, hD) = Q
w(x, hD, z)
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on Γ0 = T
2 with semiclassical Weyl symbol:
Q(x, ξ, z; h) ∼ q0(x, ξ, z) + hq1(x, ξ, z) + h
2q2(x, ξ, z) + .., |ξ| ≤ O(1), (5.1)
with
q0(x, 0, z) = 0, (5.2)
and q0, q1, q2, .. depend smoothly on z. Further, we have the ellipticity property:
|q0(x, ξ, z)| ∼ |ξ|. (5.3)
In the region |ξ| ∈]hδ,O(1)], for δ > 0 close to 0, we shall invert Qwz by ellipticity.
In the region |ξ| ≤ hδ, we shall use 2nd microlocalization, which here only amounts to
considering our operators in the ”h = 1” quantization, after a cosmetic multiplication
by h−1. The corresponding symbol (for the h = 1 quantization) is then
1
h
Q(x, hξ, z; h) ∼ Q0(x, ξ, z) + hQ1(x, ξ, z) + h
2Q2(x, ξ, z) + .. , (5.4)
where the RHS is obtained by Taylor expanding at ξ = 0 and regrouping terms ac-
cording to powers of h. We get
Q0(x, ξ, z) =
2∑
j=1
∂q0
∂ξj
(x, 0, z)ξj + q1(x, 0, z), (5.5)
while the higher Qj will involve higher order Taylor expansions. Qj is a polynomial of
degree at most j + 1 in ξ, and in particular,
Qj ∈ S
j+1
1,0 (T
∗Γ0). (5.6)
The expression (5.4) shall be considered only in the region |hξ| ≤ hδ, i.e. for |ξ| ≤ hδ−1,
so (5.4) is a well-defined asymptotic sum for h → 0 of symbols in S11,0. The operator
Q0(x,Dx, z) is precisely of the type studied in the preceding section, the ellipticity
follows from (5.3).
From section 4 and Appendix A of section 1 we recall that Q0(x,Dx, z) can
be reduced by a change of variable to A(x, z) ∂∂x + q(x, z) on C/L(z), where A, q, L
depend smoothly on z, and that this operator: H1θ → H
0
θ is invertible when θ 6∈
2
i
F(B(·, z)q(·, z))(0) + L∗(z) (with B = 1/A) and otherwise it has one dimensional
kernel and cokernel. It will also be useful to recall that Q0 can be further simplified
by conjugation to
Q0(x,Dx, z) = Q0 =
∂
∂x
+ θ0(z), (5.7)
where
θ0(z) =
2
i
B̂q(0, z). (5.8)
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A simplified version of the discussion below shows that 1hQz : H
1
θ → H
0
θ is invert-
ible (microlocally in |ξ| ≤ O(1)), when dist (θ, θ0(z)+L∗(z)) ≥ 1/O(1). We concentrate
on the more interesting case when this distance is small. Since θ is really defined only
modulo L∗(z), we decide to think of θ as a complex number close to θ0(z).
Let eθ(x) = ce
−iθ·x with · indicating that we take the R2 scalar product, and
c = c(z) is chosen to normalize eθ(x) in H
0
θ (C/L(z)). Then
Q0(θ, z) =
(
Q0(z) R−,θ
R+,θ 0
)
: H1θ ×C→ H
0
θ ×C (5.9)
is bijective, where
R+,θu = (u|eθ), R−,θu− = u−eθ. (5.10)
We denote the inverse by
E0(θ, z) =
(
E0(θ, z) E0+(θ, z)
E0−(θ, z) E
0
−+(θ, z)
)
. (5.11)
This depends smoothly on z and analytically on θ. By Beals’ lemma, we know that
E0 ∈ Op1(S
−1
1,0). (5.12)
Moreover,
E0+(θ, z)v+ = v+e
0
+(θ, z), E
0
−(θ, z)v = (v|e
0
−(θ, z)), (5.13)
where e0± ∈ C
∞
θ , and E
0
−+ ∈ C with
|E0−+(θ, z)| ∼ |θ − θ0(z)|, θ0(z) :=
2
i
B̂q(0). (5.14)
More explictily, using (5.7), we have e0+ = e
0
− = eθ, E
0
−+(θ, z) =
iθ
2 − B̂q(0). Recall or
notice that Q0(z) : H
1
θ → H
0
θ is invertible precisely for θ 6= θ0 and that the inverse is
given by E0(θ, z)−E0+(θ, z)E
0
−+(θ, z)
−1E−(θ, z).
Now put
Q(θ, z) =
(
1
h
Qz(x, hDx; h) R−,θ
R+,θ 0
)
(5.15)
formally as an operator H1θ ×C→ H
0
θ ×C, so that (in view of (5.4))
Q(θ, z) ∼
∞∑
0
hjQj(θ, z), (5.16)
with
Qj(θ, z) =
(
Qj(x,Dx, z) 0
0 0
)
, j ≥ 1. (5.17)
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For simplicity, we assume that the same conjugation that simplified Q0 to the form
(5.7) has been applied to h−1Qz. We invert Q formally by the asymptotic Neumann
series
E = E0 − E0(Q−Q0)E0 + E0(Q−Q0)E0(Q−Q0)E0 − .. (5.18)
=
∞∑
0
(−1)kE0((Q−Q0)E0)
k =
∞∑
0
(−1)k(E0(Q−Q0))
kE0.
Write Qh =
1
hQz(x, hDx; h). Then
(Q−Q0)E0 =
(
(Qh −Q0)E0 (Qh −Q0)E0+
0 0
)
, (5.19)
and for k ≥ 1:
((Q−Q0)E0)
k =
(
((Qh −Q0)E0)k ((Qh −Q0)E0)k−1(Qh −Q0)E0+
0 0
)
. (5.20)
The general term in the series (5.18) becomes
(−1)kE0((Q−Q0)E0)
k = (5.21)(
(−1)kE0((Qh −Q0)E0)k (−1)k(E0(Qh −Q0))kE0+
(−1)kE0−((Qh −Q0)E
0)k (−1)kE0−((Qh −Q0)E
0)k−1(Qh −Q0)E
0
+
)
.
Here (Qh−Q0)E0, E0(Qh−Q0) are (h = 1) pseudodifferential operators with symbols
in hS11,0 + h
2S21,0 + .. . ((Qh −Q0)E
0)k, (E0(Qh −Q0))k then have their symbols in
hkSk1,0+h
k+1Sk+11,0 + .. . It follows that E
0((Qh−Q0)E0)k has its symbol in hkS
k−1
1,0 +
hk+1Sk1,0+.. . Moreover, (E
0(Qh−Q0))kE0+v+ = v+e
k
+, with e
k
+ in h
kC∞θ +h
k+1C∞θ +..
and similarly for E0−((Qh−Q0)E
0)k. Finally E0−((Qh−Q0)E
0)k−1(Qh−Q0)E0+ belongs
to hkC+ hk+1C+ .. . Using all this in the asymptotic series (5.18), we get
E =
(
E(θ, z) E+(θ, z)
E−(θ, z) E−+(θ, z)
)
, (5.22)
where
– E(θ, z) is a 1-pseudodifferential operator with symbol in S−11,0 + hS
0
1,0 + ...
– E+v+ = v+e+, E−u = (u|e−), with e± ∈ C
∞ + hC∞ + h2C∞ + ...
– E−+(θ, z) ∈ C+ hC + h2C+ .., more explicitly,
E−+(θ, z) ∼ E
0
−+(θ, z) + hE
1
−+(θ, z) + .. . (5.23)
Formally, the spectrum of Pwz (acting on θ-Floquet functions) will be the set of values
z for which E−+(θ, z) = 0.
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We will now sum up the discussion of this section, and for that it will be convenient
to return to the case of the standard torus Γ0. Then the dual lattice ”L
∗(z)” is simply
Z2 and Q0(z) in (5.5) will be invertible H
1
θ (Γ0)→ H
0
θ (Γ0) precisely when
θ 6∈ θ0(z) + Z
2, (5.24)
where θ0(z) ∈ R2 depends smoothly on z.
Proposition 5.1. Let C > 0 be a sufficiently large constant.
1. For dist (θ, θ0(z)+Z
2) ≥ 1/C, z ∈ neigh (0,C), there exists an operator F (θ, z; h) =
O(1) : H0θ → H
0
θ such that:
1a) F is pseudolocal in the sense that 〈hD〉Nχ1(x, hD)Fχ2(x, hD)〈hD〉N = O(hN ) :
H0θ → H
0
θ for every N ∈ N and all χj ∈ C
∞
b (T
∗Γ0), j = 1, 2, independent of h with
(suppχ1 × suppχ2) ∩ (diag (T ∗Γ0)2 ∪ (Γ0 × {0})2) = ∅.
1b) There is a neighborhood V ⊂ T ∗Γ0 of Γ0×{0} such that
1
hQF−1)χ
w, χw( 1hQF−1)
= O(h∞) : H0θ → H
0
θ , for every χ ∈ C
∞
0 (V ), independent of h. The same holds with
F 1hQ instead of
1
hQF . (Notice that these compositions are welldefined modO(h
∞) :
H0θ → H
0
θ .)
2. For dist (θ, θ0(z)+Z
2) ≤ 1/C, we may assume (by Z2-periodicity in θ) that θ ∈ R2,
|θ − θ0(z)| ≤ 1/C. Then we have rank one operators R+,θu = (u|eθ,z), R−,θu− =
u−fθ,z, R+,θ : H
0
θ → C, R−,θ : C → H
0
θ , with eθ,z, fθ,z ∈ H
0
θ ∩ C
∞
b depending
smoothly on θ, z, independent of h, and a bounded operator
E =
(
E(θ, z; h) E+(θ, z; h)
E−(θ, z; h) E−+(θ, z; h)
)
= O(1) : H0θ ×C→ H
0
θ ×C,
with the following properties:
2a) E is pseudolocal as in 1a.
2b) If χ ∈ C∞b (T
∗Γ0) is independent of h and Γ0 × {0} ∩ suppχ = ∅, then for every
N ∈ N: 〈hD〉NχwE+ = O(h∞) : C→ H0θ , E−χ
w〈hD〉N = O(h∞) : H0θ → C.
2c) E−+ has the asymptotic expansion (5.23) with |E0−+(θ, z)| ∼ |θ − θ0(z)|.
2d) E is an inverse of Q in (5.15) in the sense that
(QE − 1)
(
χw 0
0 1
)
,
(
χw 0
0 1
)
(QE − 1) = O(h∞) : H0θ ×C→ H
0
θ ×C,
for all χ ∈ C∞0 (V ), independent of h. Here V is as in 1b and we can replace QE by
EQ in the preceding estimates.
6. The main result.
Let Φ0 be a strictly plurisubharmonic quadratic form on C
2 and let P (x, ξ) =
P (x, ξ, z; h) be a bounded holomorphic function in a tubular neighborhood of ΛΦ0 ,
which depends holomorphically on z ∈ neigh (0,C), with the asymptotic expansion
P (x, ξ, z; h) ∼
∞∑
k=0
pk(x, ξ, z)h
k, (6.1)
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in the space of such functions. Later, it will be convenient to assume that the subprin-
cipal symbol vanishes:
p1(x, ξ, z) = 0. (6.2)
Also assume ellipticity near infinity:
|p(x, ξ, z)| ≥ 1/C, (x, ξ) ∈ ΛΦ0 , |(x, ξ)| ≥ C, (6.3)
where p = p0. (The boundedness assumption above could easily be replaced by some
other symbol type condition, provided of course that we modify the ellipticity assump-
tion accordingly.)
Assume for z = 0, that Σ = p−1(0) ∩ ΛΦ0 is smooth, connected and that
dpΛΦ0 , dpΛΦ0
are linearly independent on Σ. (6.4)
Further assume that
{pΛΦ0 , pΛΦ0} is small on Σ, (6.5)
where we adopt the convention of section 1, that we have uniformity in the other
assumptions. Recall also from section 1, that this implies that Σ is a smooth torus.
Notice that the assumptions above will also be fulfilled for p = p(·, z) when z is close
enough to 0.
In section 1, we showed that p(·, z)−1(0) contains a smooth torus Γ(z), which is
close to Σ and such that
σ|Γ(z) = 0, (6.6)
Ij(Γ(z), ω) ∈ R, j = 1, 2, (6.7)
where ω = ξ1dx1+ξ2dx2 and Ij(Γ(z), ω) is the corresponding action along the jth fun-
damental cycle in Γ(z). (Any other global primitive of σ gives the same actions.) Γ(z)
is not unique, but thanks to (6.7) its image in the quotient space M(z) of p(·, z)−1(0)
by the action of Hp(·,z), is unique. The full preimage of this image is a complex La-
grangian manifold Λ˜(z) which is also uniquely determined and which can be viewed as
a complexification of the totally real manifold Γ(z). This is Λφ in (1.32).
It is easy to see that Γ(z) can be chosen to depend smoothly on z. Also thanks to
(6.7), we have Γ(z) ⊂ Λz, where Λz = ΛΦz is an IR-manifold close to ΛΦ0 and we can
view Γ(z) as a Lagrangian submanifold of this real symplectic manifold. Λz can also
be chosen to depend smoothly on z, and we may assume that Φz − Φ0 = O(1)
Let Ij(z) = Ij(Γ(z), ω), I(z) = (I1(z), I2(z)) ∈ R2. Let P (z) = Pw(z) =
Pw(x, hDx, z; h) be the corresponding Weyl quantization which acts on HΦz . Let U =
U(z), Q = Qw(z) be as in Proposition 3.1, and depend smoothly on z ∈ neigh (0,C).
Then Q0 = Q0(x,Dx, z) : H
1
θ (Γ0) → H
0
θ (Γ0) (c.f. (5.4)) is invertible precisely when
θ 6∈ θ0(z)+Z2, where θ0 ∈ R2 depends smoothly on z (cf. (5.14)). We also recall from
section 3, that we will naturally have θ = I(z)/(2πh). We first consider the case when
dist (
I(z)
2πh
, θ0(z) + Z
2) ≥
1
C
. (6.8)
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Let χ2 ∈ C
∞
0 (neigh (πx(Γ(0)),C
2)) be equal to 1 in a neighborhood of πxΓ(0). As an
approximate right inverse to h−1Pw(z), we take
J := hΠΦGΠΦ(1− χ2) + ΠΦU
∗FUΠΦχ2, (6.9)
where F = F (z) is given by Proposition 5.1, with θ = I(z)/(2πh), and G = G(z) is an
asymptotic inverse to Pw away from πx(Γ) in the sense of To¨plitz operators in section
3 of [MeSj], and ΠΦ is the orthogonal projection L
2(e−2Φ/hL(dx))→ HΦ. Then
PwΠΦGΠΦ(1− χ2) = ΠΦ(1− χ2) +O(h
∞) : HΦ → HΦ.
On the other hand, if we use local unitarity of U , the pseudolocality of F and 4)
of Proposition 3.1, we get
1
h
PwΠΦU
∗FUΠΦχ2 ≡ ΠΦU
∗ 1
h
QwFUΠΦχ2
≡ ΠΦU
∗UΠΦχ2 ≡ ΠΦχ2 modO(h
∞) : HΦ → HΦ.
It follows that
1
h
Pw(z)J ≡ ΠΦ = 1 modO(h
∞) : HΦ → HΦ. (6.10)
(Most of our operators as well as Φ depend on z, and this dependence is always smooth.)
In the same way we can show that
K = ΠΦ(1− χ2)ΠΦhG+ΠΦχ2ΠΦU
∗FU (6.11)
satisfies
K
1
h
Pw ≡ 1 modO(h∞) : HΦ → HΦ. (6.12)
We conclude that under the assumption (6.8), the operator 1
h
Pw : HΦ → HΦ has an
inverse which is uniformly bounded, when h→ 0.
We now consider the case when
dist (
I
2πh
, θ0(z) + Z
2) ≤
1
C
, (6.13)
for some large fixed C > 0. Let k be the point in Z2 such that
|k +
I
2πh
− θ0(z)| ≤
1
C
.
We apply the second part of Proposition 5.1 with θ = k + I/(2πh). Let E , R+, R− be
as there. Consider
P(z) =
(
1
h
P (z) ΠΦR˜−(z)
R˜+(z) 0
)
: HΦz ×C→ HΦz ×C, (6.14)
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with
R˜+ = R+U, R˜− = U
∗R−. (6.15)
As an approximate right inverse to P, we take (with E,E±, E−+ as in (5.22))
E˜r =
(
hΠΦGΠΦ(1− χ2) + ΠΦU∗EUΠΦχ2 ΠΦU∗E+
E−U E−+
)
=:
(
E˜ E˜+
E˜− E˜−+
)
. (6.16)
We need to check that{
1
hPE˜ +ΠΦR˜−E˜− ≡ 1,
1
hPE˜+ +ΠΦR˜−E˜−+ ≡ 0,
R˜+E˜ ≡ 0, R˜+E˜+ ≡ 1,
(6.17)
modulo terms that are O(h∞) in operator norm:
1
h
PE˜ +ΠΦR˜−E˜− ≡ ΠΦ(1− χ2) +
1
h
PΠΦU
∗EUΠΦχ2 +ΠΦU
∗R−E−U
≡ ΠΦ(1− χ2) + ΠΦU
∗ 1
h
QEUΠΦχ2 +ΠΦU
∗R−E−U
≡ ΠΦ(1− χ2) + ΠΦU
∗ 1
h
QEUΠΦχ2 +ΠΦU
∗R−E−UΠΦχ2
≡ ΠΦ(1− χ2) + ΠΦU
∗UΠΦχ2 ≡ ΠΦ
= 1,
1
h
PE˜+ +ΠΦR˜−E˜−+ ≡
1
h
PΠΦU
∗E+ +ΠΦU
∗R−E−+
≡ ΠΦU
∗(
1
h
QE+ +R−E−+) ≡ ΠΦU
∗0 = 0,
R˜+E˜ ≡ R+UΠΦχ2(hΠΦGΠΦ(1− χ2) + ΠΦU
∗EUΠΦχ2)
≡ 0 +R+UU
∗EUΠΦχ2 ≡ R+EUΠΦχ2 ≡ 0,
R˜+E˜+ ≡ R+UΠΦU
∗E+ ≡ R+E+ ≡ 1.
So,
PE˜r = 1 +O(h
∞). (6.18)
Similarly, we check that
E˜ℓP = 1 +O(h
∞), (6.19)
where
E˜ℓ =
(
ΠΦ(1− χ2)ΠΦhG+ΠΦχ2ΠΦU∗EU ΠΦU∗E+
E−U E−+
)
. (6.20)
We sum up the discussion so far:
Proposition 6.1. Under the preceding assumption, there exists a smooth map
neigh (0,C) 7→ θ0(z) ∈ R2, such that if we fix C > 0 large enough:
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1) For dist (I(z)/(2πh), θ0(z)+Z
2) ≥ (2C)−1, h−1Pw(z) : HΦz → HΦz has a uniformly
bounded inverse.
2) For
dist(I(z)/(2πh), θ0(z) + Z
2) < 1/C, (6.21)
the operator P(z) in (6.14) has a uniformly bounded inverse
F(z) =
(
F (z) F+(z)
F−(z) F−+(z)
)
: HΦz ×C→ HΦz ×C. (6.22)
Modulo terms that are O(h∞) in operator norm, we have
F+(z) ≡ U
∗(z)E+(k +
I(z)
2πh
, z; h), (6.23)
F−(z) ≡ E−(k +
I(z)
2πh
, z; h)U(z),
F−+(z) ≡ E−+(k +
I(z)
2πh
, z; h),
where k ∈ Z2 is the point with |k − θ0(z) + I(z)/(2πh)| < 1/C, and E+, E−, E−+ are
given in Proposition 5.1.
From (6.23) and (5.23) we get the following asymptotic expansion in case 2) of
the proposition:
F−+(z; h) ∼ E
0
−+(k +
I(z)
2πh
, z) + hE1−+(k +
I(z)
2πh
, z) + ... , (6.24)
valid in the sense that
|RN (z; h)| ≤ CNh
N+1, (6.25)
where
RN (z; h) = F−+(z; h)−
N∑
0
hjEj−+(k +
I(z)
2πh
, z). (6.26)
We shall next see that (6.24) can be differentiated with respect to z in the natural
sense. Indeed, it is clear that ∇jzP(z) = O(h
−j) in operator norm for j = 0, 1, 2, ..., so
if we use that
∇zF(z) = −F(z)∇zP(z)F(z) (6.27)
and similar more elaborate expressions for ∇jzF(z), we see that
∇jF(z) = O(h−j) (6.28)
in operator norm for j = 0, 1, 2, .... In particular,
∇jzF−+(z; h) = O(h
−j), (6.29)
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and the same estimate holds for each of the terms in (6.23). It follows that
(h∇z)
jRN (z; h) = O(1). (6.30)
Now combine (6.25,30) with elementary convexity estimates for the derivatives to
conclude that
(h∇z)
jRN (z; h) = O(h
N+1−ǫ),
for every ǫ > 0 (after an arbitrarily small increase of the constant C in (6.21)). Since
RN (z; h) = h
N+1EN+1−+ (k −
I(z)
2πh
, z) +RN+1(z; h),
we get
(h∇z)
jRN (z; h) = O(h
N+1), (6.31)
for every j = 0, 1, 2, .... So we have proved that (6.24) can be differentiated with respect
to z as many times as we want, in the natural way.
In this context, it may be of some interest to notice that F−+ is holomorphic in z
after multiplication by a non-vanishing factor. Indeed, from (6.27) and the fact that
∂zP
w(z) = 0, we get
∂zF−+ + F−(∂zΠΦR˜−(z))F−+ + F−+(∂zR˜+)F+ = 0.
Since F−+ is scalar, this simplifies to
(∂z + v(z))F−+(z) = 0, v(z) = F−(∂zΠΦR˜−(z)) + (∂zR˜+(z))F+. (6.32)
If ∂zV (z) = v(z) (and this equation can always be solved after increasing C in (6.21)),
we get
∂z(e
V (z)F−+) = 0. (6.33)
Since ∇jzv = O(h
−1−j), j ≥ 0, we can restrict the attention to some disc of radius ch
(after fixing k after (6.23)) and get
∇jzV = O(h
−j), j ≥ 0. (6.34)
(Make the change of variable: z = z0 + hw.)
We recall a general fact about Grushin problems, namely that Pw(z) is invertible
precisely when F−+(z) is. We will say that z = z0 is an eigen-value of z 7→ Pw(z) if
Pw(z0) is non-invertible. For such an eigen-value, we define the corresponding multi-
plicity m(z0) to be the order of z0 as a zero of the holomorphic function e
V F−+. In
the appendix A to this section we show that this multiplicity does not depend on the
way we construct the Grushin problem and also that it is the order of z0 as a zero of
detPw(z) in case P (z)− 1 is of trace class.
We shall next use the assumption (6.2) and show that we have θ0(z) = Const. ∈
( 12Z)
2. We shall do this by studying Floquet periodic WKB solutions in a neighborhood
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of πx(Σ), and we start by reviewing some facts for such solutions when working with the
Weyl quantization for the corresponding pseudodifferential operators. (C.f. Appendix
a in [HeSj2].)
Recall that the Weyl quantization of a symbol p on R2n is given by:
pw(x, hDx)u(x) =
1
(2πh)n
∫∫
e
i
h (x−y)·θp(
x+ y
2
, θ)u(y)dydθ. (6.35)
Let φ(x) a smooth and real function. (The adaptation to the complex environment
will be quite immediate.) Then
e−
i
hφ(x)pw(x, hDx)e
i
hφ(x)u(x) = (6.36)
1
(2πh)n
∫∫
e
i
h ((x−y)·θ−(φ(x)−φ(y)))p(
x+ y
2
, θ)u(y)dydθ.
Employ the Kuranishi trick: φ(x)− φ(y) = (x− y) · Φ(x, y), with
Φ(x, y) =
∫ 1
0
∂φ
∂x
(tx+ (1− t)y)dt,
and notice that
Φ(x, y) =
∂φ
∂x
(
x+ y
2
) +O((x− y)2).
Then,
e−
i
hφ(x)pw(x, hDx)e
i
hφ(x)u = (6.37)
1
(2πh)n
∫∫
e
i
h (x−y)·(θ−Φ(x,y))p(
x+ y
2
, θ)u(y)dydθ =
1
(2πh)n
∫∫
e
i
h (x−y)·θp(
x+ y
2
, θ + Φ(x, y))u(y)dydθ.
Here
p(
x+ y
2
, θ + Φ(x, y)) = p(
x+ y
2
, θ +
∂φ
∂x
(
x+ y
2
)) +O((x− y)2), (6.38)
and it follows easily (by double integration by parts with respect to θ for the contribu-
tion from the remainder) that the h-Weyl symbol of e−
i
hφ(x)pw(x, hDx)e
i
hφ(x) is equal
to p(x, θ + ∂φ∂x (x)) +O(h
2).
Suppose that φ solves the eikonal equation
p(x,
∂φ
∂x
(x)) = 0. (6.39)
We look for a smooth function a(x), independent of h, such that
e−
i
hφ(x)pw(x, hDx)e
i
hφ(x)a(x) = O(h2), (6.40)
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and get
pwφ (x, hDx)a(x) = O(h
2), (6.41)
where
pφ(x, ξ) = p(x, ξ +
∂φ
∂x
(x)). (6.42)
Write
pφ(x, ξ) =
n∑
1
∂pφ
∂ξj
(x, 0)ξj +O(ξ
2). (6.43)
The remainder will give an O(h2) contribution to (6.41) and the Weyl quantization of
the sum is
1
2
n∑
1
(
∂pφ
∂ξj
(x, 0) ◦ hDxj + hDxj ◦
∂pφ
∂ξj
(x, 0)) =
h
i
(ν(x,
∂
∂x
) +
1
2
div (ν)), (6.44)
where ν(x, ∂∂x ) =
∑ ∂pφ
∂ξj
(x, 0) ∂∂xj can be identified with the restriction of Hp to Λφ:
ξ = φ′(x). The equation (6.41) therefore boils down to the transport equation
(ν(x,
∂
∂x
) +
1
2
div (ν))a = 0. (6.45)
As in [Ho¨Du] the last equation can also be written in terms of the Lie derivative of ν
acting on a half density:
Lν(a(x)(dx1..dxn)
1/2) = 0. (6.46)
Recall that Λ˜(z) ⊂ p(·, z)−1(0) is a complex Lagrangian manifold which can be
viewed as a complexification of Γ(z). We can represent Λ˜(z) by
ξ =
∂φ
∂x
(x, z), x ∈ neigh (πx(Σ)), (6.47)
where φ is grad periodic, smooth in both variables, holomorphic in z and (cf. (2.4))
satisfies
Φ(x, z) + Imφ(x, z) ∼ dist (x, πxΓ(z))
2, (6.48)
where Φ(·, z) = Φz, Λz = ΛΦz . If γ1, γ2 ⊂ πx(Γ(z)) are two fundamental cycles, we
also have
varγjφ(·, z) = Ij(z), p(x,
∂φ
∂x
(x, z), z) = 0, (6.49)
with Ij(z) = Ij(Γ(z), ω). We look for a multivalued holomorphic symbol a(x) = a(x, z)
(being the leading term in an asymptotic expansion) such that
Pw(x, hDx, z; h)(
1
h
a(x, z)eiφ(x,z)/h) = O(h)eiφ(x,z)/h. (6.50)
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As reviewed above, (6.50) is equivalent to the transport equation
Lν(a(x)(dx1 ∧ dx2)
1/2) = 0, (6.51)
where ν ≃ Hp|Λ˜(z)
. We only want to solve (6.51) to infinite order on πx(Γ(z)) which is
maximally totally real, so we can restrict (6.51) to this torus by interpreting ν ≃ Hp
as a complex vector field here. Once (6.51) is solved on the submanifold, we get it to
infinite order there, by taking almost holomorphic extensions.
Recall from section 1 that there is a diffeomorphism
Q : Γ(z)→ C/L(z), (6.52)
depending smoothly on z such that
ν ≃ Hp = A
∂
∂Q
, (6.53)
where A = A(Q, z) is smooth and non-vanishing.
Write a(x)(dx1 ∧ dx2)1/2 = b(Q)(dQ1 ∧ dQ2)1/2, Q = Q1 + iQ2. We notice that
(dx1 ∧ dx2)1/2
(dQ1 ∧ dQ2)1/2
is not necessarily single valued, but θ1-Floquet periodic for some θ1 ∈
1
2
L∗. Then
(6.51) becomes
LA ∂
∂Q
(b(dQ1 ∧ dQ2)
1/2) = 0,
and more explicitly
A
∂
∂Q
b+
1
2
∂
∂Q
(A)b = 0, (6.54)
since divA ∂
∂Q
= ∂
∂Q
A. (6.54) can also be written
∂
∂Q
(A1/2b) = 0, (6.55)
where we notice that A1/2 is α-Floquet periodic for some α ∈ 12L
∗.
We restrict the attention to solutions u = h−1aeiφ/h of (6.50) which are multi-
valued but ω-Floquet periodic in the sense that
u(Γ−1j (x), z) = e
2πiωju(x, z), j = 1, 2, ω = (ω1, ω2) ∈ R
2/Z2,
where Γj is the natural action of the fundamental cycle γj on the covering space of
neigh (πx(Γ(z)),C
2). Then,
a(Γ−1j (x), z) = e
i(2πωj−Ij(z))/ha(x, z),
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so the restriction of a(·, z) to πx(Γ(z)) is ω−I(z)/(2πh) Floquet periodic if we identify
πx(Γ(z)) with the standard torus Γ0. Then b(Q, z) is ω −
I(z)
2πh + θ1 Floquet periodic
(as a function on Γ0) and hence A
1/2b is ω − I(z)2πh − θ2 Floquet periodic for some
θ2 ∈ (
1
2Z)
2. We now require that a be non-vanishing. Then from (6.55), we see that
A1/2b is periodic and hence ω − I(z)2πh − θ2 ≡ 0, modZ
2:
ω =
I(z)
2πh
+ θ2 in R
2/Z2. (6.56)
Since U(z) is pseudolocal, we can define U(z)u mod O(h∞) as a θ2-Floquet peri-
odic function on Γ0 which is microlocally concentrated to a small neighborhood of the
zero-section of T ∗Γ0 with the property that ‖U(z)u‖Hθ2 ∼ h
−1. From (6.50), we get
Qw(x, hDx, z; h)(U(z)u) = O(h) in Hθ2 .
This implies that we are not in the case 1) of Proposition 5.1 for any C > 0 and
consequently (since θ2, θ(z) are independent of h), that θ2 ≡ θ(z) modZ2. We have
proved under the assumptions above, in particular (6.2):
Proposition 6.2. θ0 in Proposition 6.1 is independent of z and belongs to (
1
2Z)
2.
We have proved most of our main theorem below. The result will be most com-
plete, under the additional assumption (1.51):
z 7→ (I1(z), I2(z)) ∈ R
2 is a local diffeomorphism. (6.57)
Theorem 6.3. Let Pw(z) : HΦ0 → HΦ0 satisfy (6.1–5), where Φ0 is a strictly plurisub-
harmonic quadratic form on C2, and define I(z) = (I1(z), I2(z)) as after (6.7). Let
θ0 ∈
1
2Z
2 be defined as above. There exists θ(z; h) ∼ θ0 + θ1(z)h + θ2(z)h2 + .. in
C∞(neigh (0,C)), such that for z in an h-independent neighborhood of 0 and for h > 0
sufficiently small, we have:
1) z is an eigen-value (i.e. Pw is non-bijective) iff we have
I(z)
2πh
= θ(z; h)− k, for some k ∈ Z2. (6.58)
2) If I is a local diffeomorphism then the eigenvalues form a distorted lattice and they
are of the form z(k; h) = z0(k; h)+O(h2), k ∈ Z2, where z0(k; h) is the solution of the
approximate BS-condition:
I(z0(k; h))
2πh
= θ0 − k. (6.59)
These eigen-values have multiplicity 1 as defined after (6.34).
Let
Zk = {z ∈ neigh (0,C); |
I(z)
2πh
+ k − θ0| <
1
3
}, k ∈ Z2,
43
so that the Zk are mutually disjoint and all eigen-values have to belong to the union
of the Zk and so that every eigen-value in Zk has to be a solution of (6.58) with the
same value of k. Let Z˜k be a connected component of Zk.
3) Assume (for a given sufficiently small h) that not every point of Z˜k is an eigen-
value. Then the set of eigen-values in Z˜k is discrete and the multiplicity of such an
eigen-value z (solving (6.58)) is equal to var argγ(
I(w)
2πh +k−θ(w; h)) ∈ {1, 2, ..}, where γ
is the oriented boundary of a sufficiently small disc centered at z. Here the orientation
in the I is obtained from identifying the θ-plane with C so that we have the expression
for E0−+(θ, z) after (5.14).
Proof. For k ∈ Z2, let
Ωk(h) = {z ∈ neigh (0,C); |
I(z)
2πh
+ k − θ0| <
1
C
},
for some fixed and sufficiently large C > 0. Then according to Proposition 6.1, all
eigen-values of Pw(z) are contained in the union of the Ωk(h). Moreover the Ωk(h)
are mutually disjoint, and for k 6= ℓ, we have that dist (Ωk(h),Ωℓ(h)) ≥ c|k − ℓ|h, for
some constant c > 0.
From (6.24) and the fact that this also holds in the C∞-sense, we see that there
exists a smooth function
E−+(θ, z; h) ∼ E
0
−+(θ, z) + hE
1
−+(θ, z) + ..., h→ 0,
defined for θ ∈ neigh (0,C), such that
F−+(z; h) = E−+(k +
I(z)
2πh
, z; h), z ∈ Ωk(h). (6.60)
As remarked after (5.14), we may assume, with a suitable identification of the
I-plane and C, that
E0−+(θ, z) =
i
2
(θ − θ0), (6.61)
where θ0 = θ0(z) now denotes the complex number which is identified with the previous
θ0. We equip the I-plane with the corresponding orientation.
Let θ(z; h) be the unique zero close to θ0, of the function θ 7→ E−+(θ, z; h). Then
θ is smooth in z and has an asymptotic expansion as in the theorem. Clearly z ∈ Ωk(h)
is an eigen-value iff k + I(z)2πh = θ(z; h), i.e. iff (6.58) holds. This proves 1).
The implicit function theorem gives everything in the statement 2) except perhaps
that the eigen-values are simple. From (6.60) it is clear however that the eigen-values
z(k; h) must be simple zeros of the holomorphic function eV (z;h)F−+(z; h) in (6.33), so
2) holds.
We now make the assumptions of 3) and identify the I-plane with C as in (6.61).
In view of (6.60), and Taylor’s formula for θ 7→ E−+(θ, z; h), we get for w ∈ Z˜k ∩ Ωk:
F−+(w; h) = E−+(k +
I(w)
2πh
, w; h)− E−+(θ(w; h), w; h) (6.62)
= A(w; h)(k +
I(w)
2πh
− θ(w; h)) +B(w; h)(k+
I(w)
2πh
− θ(w; h)),
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where A,B are smooth in w with bounded derivatives to all orders. Moreover |A| ∼ 1,
|B| ≪ |A|. Let z ∈ Z˜k be an eigen-value (necessarily in Ωk, and let γ be as in 3). From
(6.62) and the fact that A dominates over B, it follows that F−+ and k+
I(w)
2πh −θ(w; h)
have the same argument variation along γ, and 3) follows. #
We next compute the differential and the Jacobian of the map z 7→ (I1(z), I2(z))
and show that (6.57) ((1.51)) is equivalent to the property (4.16). We fix some value
of z, say z = 0. Choose grad-periodic coordinates Q1, Q2 on Γ(0), so that
Hp = A(Q)
∂
∂Q
on Γ(0) ≃ C/L, L = Ze1 ⊕ Ze2, (6.63)
where A(Q) 6= 0 ∀Q. Extend Q1, Q2 to grad-periodic functions in a neighborhood of
Γ(0) in ΛΦz=0 , and let P1, P2 be corresponding ”dual” coordinates, vanishing on Γ(0),
so that (Q1, Q2;P1, P2) are symplectic coordinates near Γ(0).
Then
p =
1
2
A(Q)(P1 + iP2) + zr(Q) +O(P
2) +O(z2),
where r = ∂p∂z (·, 0). Γ(z) can be represented by
P = ∇Qg(Q, z),
where g = O(z) is grad-periodic and
p(Q,∇Qg, z) = 0,
so that
A(Q)
∂g
∂Q
+ zr(Q) = O(z2). (6.64)
Let Jj(z) be the actions in Γ(z) with respect to P1dQ1 + P2dQ2. By Stokes’ formula,
Ij − Jj is independent of z and since the difference is real for z = 0, we know that
Jj(z) are real. From this and (6.64) we see that
g = b(z)Q+ b(z)Q+ gper +O(z
2), (6.65)
where gper is periodic and
b(z) = −zr̂/A(0), (6.66)
where the hat denotes Fourier transform on C/L(0): r̂/A = F(r/A). It follows that
Jj(z) = b(z)ej + b(z)ej +O(z
2). (6.67)
The map in (6.57) has the same differential as that of the map z 7→ (J1(z), J2(z)), and
we get for z = 0:
dI1 ∧ dI2 = (e1db+ e1db) ∧ (e2db+ e2db) = (e1e2 − e1e2)db ∧ db,
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so for z = 0:
det
∂(I1, I2)
∂(z1, z2)
= 2i(e1e2 − e1e2)|F(
∂zp
A
)(0)|2. (6.68)
The equivalence of (6.57) and (4.16) follows.
For z = 0, let λp,0 be the Liouville measure on Γ(0) defined by
λp,0 ∧ dRe p ∧ dIm p = µ,
where µ = 12σ
2 is the symplectic volume element on ΛΦz=0 . In our special coordinates,
we have
p =
1
2
A(Q)(P1 + iP2) +O(P
2),
for z = 0, and the Liouville measure becomes λp,0 = 4|A|
−2L(dQ). The Hamilton field
of Hp on Γ(0) is Hp = A(Q)
∂
∂Q
, which has the adjoints
H∗p = −
∂
∂Q
◦A(Q), H†p = −|A|
2 ∂
∂Q
◦
1
A
,
with respect to the measures L(dQ) and λp,0(dQ) respectively. Using that the volume
of C/L = Γ(0) with respect to L(dQ) is equal to | i2 (e1e2 − e1e2)|, we see that the
1-dimensional kernel of H†p in L
2(Γ(0), λp,0(dρ)) is spanned by the normalized element
f := |2i(e1e2 − e1e2)|
−1/2A,
and a straight forward calculation from (6.68) gives for z = 0
| det
∂(I1, I2)
∂(z1, z2)
| = |
∫
∂zpfλp,0(dρ)|
2 =
∫
|(1− Π)∂zp|
2λp,0(dρ), (6.69)
where in the last expression we used the notation of (8.38) in [MeSj], so that 1− Π is
the orthogonal projection onto the kernel of H†p in L
2(λp,0).
Assuming (6.57), the density of eigenvalues, given in 2) of the theorem, is
1
(2πh)2
(| det
∂(I1, I2)
∂(z1, z2)
|+ o(1)), h→ 0.
Assume that P (·, z) → 1 sufficiently fast at ∞, so that detPw is well defined. Since
the eigenvalue z(k; h) is a simple zero of this determinant and ∂z∂z log |z| =
π
2
δ, z(k; h)
will give the contribution π2 δ(z−z(k; h)) to ∂z∂z log | detP
w(z)| and hence in the sense
of distributions (or even the weak measure sense), we have
∂z∂z log | detP
w(z)| =
1
(2πh)2
(
π
2
|
∫
p−1(·,z)(0)
∂zpf(z)λp,0(dρ)|
2 + o(1)), (6.70)
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where we now let f vary with z in the obvious sense. This is in perfect agreement
with (8.38) of [MeSj], where we computed ∂z∂zI(z) for an (infinitesimal) majorant
(2πh)−2(I(z) + o(1)) of log | detPw(z)|.
Appendix A: Remark on multiplicities.
Let Ω ⊂ C be open and simply connected. Let H be a complex Hilbert space and
let
P(z) =
(
P (z) R−(z)
R+(z) 0
)
: H×CN → H×CN
depend smoothly on z ∈ Ω and be bijective for all z. Assume that
dP (z) =
∂P
∂Re z
dRe z +
∂P
∂Im z
dIm z
is of trace class locally uniformly in z. Write
P(z)−1 = E(z) =
(
E(z) E+(z)
E−(z) E−+(z)
)
.
Recall that P (z) is invertible precisely when E−+(z) is and that we have
P (z)−1 = E(z)− E+(z)E−+(z)
−1E−(z). (A.1)
Proposition. Let γ ⊂ Ω be a closed C1-curve along which P (z) (or equivalently
E−+(z)) is invertible. Then
tr (
1
2πi
∫
γ
P (z)−1dP (z)) = tr (
1
2πi
∫
γ
E−+(z)
−1dE−+(z)). (A.2)
Proof. From dE = −EdPE , we get
−dE = EdPE +E+dR+E + EdR−E−, (A.3)
−dE+ = EdPE+ +E+dR+E+ + EdR−E−+,
−dE− = E−dPE +E−+dR+E +E−dR−E−,
−dE−+ = E−dPE+ + E−+dR+E+ + E−dR−E−+.
We get,
trP−1dP = tr (EdP )− tr (E+E
−1
−+E−dP ).
Here by the cyclicity of the trace and the last equation in (A.3):
− tr (E+E
−1
−+E−dP ) = −tr (E
−1
−+E−dPE+)
= tr (E−1−+dE−+) + tr (E
−1
−+E−+dR+E+) + tr (E
−1
−+E−dR−E−+)
= tr (E−1−+dE−+) + tr (dR+E+) + tr (E−dR−).
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It follows that
tr (P−1dP ) = tr (E−1−+dE−+) + ω, (A.4)
with
ω = tr (EdP ) + tr (dR+E+) + tr (E−dR−). (A.5)
If we assume that P is holomorphic, then E will be holomorphic and ω will be a (1,0)-
form with holomorphic coefficient, hence closed, and the Proposition follows, since Ω
is simply connected.
In the general case it suffices to verify that ω is still closed, as we shall now do.
Using the obvious calculus of differential forms with operator coefficients, we get:
dω = tr (dE ∧ dP )− tr (dR+ ∧ dE+) + tr (dE− ∧ dR−).
Use (A.3):
−dω =tr (EdPE ∧ dP ) + tr (E+dR+E ∧ dP ) + tr (EdR−E− ∧ dP ) (A.6)
−tr (dR+ ∧ EdPE+)− tr (dR+ ∧E+dR+E+)− tr (dR+ ∧EdR−E−+)
+tr (E−dPE ∧ dR−) + tr (E−+dR+E ∧ dR−) + tr (E−dR−E− ∧ dR−).
The cyclicity of the trace implies that if µ is an operator 1-form, with trace class
coefficients, then trµ ∧ µ = 0. It follows that the 1st, 5th and 9th terms of the right
hand side of (A.6) vanish:
tr (EdPE ∧ dP ) = tr (EdP ∧EdP ) = 0,
tr (dR+ ∧ E+dR+E+) = tr (dR+E+ ∧ dR+E+) = 0,
tr (E−dR−E− ∧ dR−) = tr (E−dR− ∧ E−dR−) = 0.
The terms no 2 and 4, no 3 and 7 as well as no 6 and 8 cancel each other mutually,
becauce the cyclicity of the trace implies that tr (µ1 ∧ µ2) = −tr (µ2 ∧µ1) for operator
1-forms with one factor of trace class, and hence
tr (E+dR+E ∧ dP ) = tr (E+dR+ ∧ EdP ) = tr (dR+ ∧ EdPE+)
tr (EdR− ∧E−dP ) = −tr (E−dP ∧EdR−),
tr (dR+ ∧ EdR−E−+) = tr (E−+dR+ ∧ EdR−).
Thus dω = 0 and we get the proposition in the general case. #
Now drop the assumption that dP (z) be of trace class, but assume that there
exists an invertible operator Q(z) which depends smoothly on z such that d(Q(z)P (z))
is locally uniformly of trace class. Then we have the invertible Grushin operator:
(
Q(z)P (z) Q(z)R−(z)
R+(z) 0
)
, with inverse
(
EQ−1 E+
E−Q
−1 E−+
)
.
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The equation (A.2) then holds, if we replace P by QP in the left hand side. Notice
that if we add the assumption that Q(z)P (z) − 1 be of trace class, then (A.2) (with
QP replacing P ) gives
var argγ det(Q(z)P (z)) = var argγ(det(E−+(z)). (A.7)
Assume that P (z) is invertible for z0 6= z ∈ neigh (z0,C), but that P (z0) is not
invertible. Then it is easy to see that there exists an operator K of finite rank such
that P (z0)+K is invertible, and hence also that P (z)+K is invertible for z in a small
neighborhood of z0. Put Q(z) = (P (z) +K)
−1. Then Q(z)P (z) − 1 = −Q(z)K is of
finte rank and hence of trace class, so (A.7) applies. Let
m(z0) =
1
2πi
var argγ(detQ(z)P (z)), (A.8)
where γ is the oriented boundaryof a small disc centered at z0. (A.7) shows that this
integer is independent both of the choice of Q and of the Grushin problem, and by the
definition this will be the multiplicity of z0 as an ”eigen-value” of z 7→ P (z). In the
main text, P (z) depends holomorphically on z and then have m(z0) ≥ 1.
Appendix B: Modified ∂-equation for (I1(z), I2(z)).
We recall from section 1, that we have a holomorphic map
neigh ((0, 0),C2) ∋ (z, w) 7→ I(z, w) = (I1(z, w), I2(z, w)) ∈ C
2, (B.1)
with I(0, 0) ∈ R2 and with
Im (∂wI1∂wI2) 6= 0. (B.2)
Let (f1(z, w), f2(z, w)) be holomorphic, non-vanishing such that
f1(z, w)∂wI1(z, w) + f2(z, w)∂wI2(z, w) = 0. (B.3)
This implies that
f1(z, w)dI1 + f2(z, w)dI2 = g(z, w)dz, (B.4)
where g(z, w) is holomorphic.
From (B.2) it follows (as we saw in section 1) that there is a unique smooth
function: neigh (0,C) ∋ z 7→ z(w) ∈ neigh (0,C), such that
I(z, w(z)) ∈ R2. (B.5)
Indeed, this follows from the implicit function theorem, for if we formally make in-
finitesimal increments to z, w, we get
∂zIj δz + ∂wIj δw = ∂zIj δz + ∂wIj δw,
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{
∂wI1 δw − ∂wI1 δw = −∂zI1 δz + ∂zI1 δz,
∂wI2 δw − ∂wI2 δw = −∂zI2 δz + ∂zI2 δz,
(B.6)
and notice that
det
(
∂wI1 −∂wI1
∂wI2 −∂wI2
)
= −2iIm (∂wI1∂wI2) 6= 0.
Treating δw, δw as independent variables, we see that (B.6) has a unique solution
(δw, δw) ∈ C
2 for a given δz ∈ C, and it is easy to that δw has to be the complex
conjugate of δw. The existence of the smooth function w(z) in (B.5) therefore follows
from the implicit function theorem.
Let Jj(z) = Ij(z, w(z)). (In the main text, we simply write Ij(z) = Ij(z, w(z)).)
Restricting (B.4) to the submanifold, given by w = w(z), we get
f1dJ1 + f2dJ2 = gdz, (B.7)
with fj = fj(z, w(z)), g = g(z, w(z)). Taking the antilinear part of this relation, we
get
f1∂J1 + f2∂J2 = 0, ∂ = ∂z. (B.8)
This can also we written
∂(f1(J1 − J
0
1 ) + f2(J2 − J
0
2 ))− ((∂f1)(J1 − J
0
1 ) + (∂f2)(J2 − J
0
2 )) = 0, (B.9)
where J0j are arbitrary real constants. Put
u = f1(J1 − J
0
1 ) + f2(J2 − J
0
2 ). (B.10)
Using (B.2) and (B.3), we see that the two real functions J1, J2 can be recovered from
u by means of the formula,


J1 − J
0
1 =
1
2iIm (f1f2)
(f2u− f2u),
J2 − J
0
2 =
1
2iIm (f1f2)
(−f1u+ f1u).
(B.12)
(Notice that (f1, f2) = a(∂wI2,−∂wI1) for some non-vanishing a, so that Im (f1f2) 6=
0.) Then (B.9) gives
∂u+ au+ bu = 0, (B.13)
for some smooth functions a, b.
This equation is not C-linear, but there is undoubtedly a strong uniqueness result
for differential inequalities, which can be applied to show that if u is not identically
equal to 0, then u cannot vanish to infinite order at any point. Being too lazy to check
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this in the litterature, we show this differently: Treating u and u∗ = u as independent
functions, we get {
∂u+ a(z)u+ b(z)u∗ = 0,
∂u∗ + b(z)u+ a(z)u∗ = 0,
(B.14)
which is an elliptic system with real-analytic coefficients. Hence u is real-analytic and
cannot vanish to infinite order at any point without vanishing identically.
If u is not identically 0, let z0 be a zero of u and write the Taylor expansion as
u(z) = pm(z − z0) +O(|z − z0|
m+1),
where pm 6= 0 is a homogeneous polynomial of degree m. Substitution into (B.13)
shows that pm is holomorphic, so
u(z) = C(z − z0)
m +O(|z − z0|
m+1), C 6= 0. (B.15)
This means that the map
neigh (0,C) 7→ J(z) = (J1(z), J2(z)) ∈ R
2 (B.16)
is either constant or takes any given value J0 only at isolated points, and if z0 is such
a point, then
|J(z)− J0| ∼ |z − z0|
m. (B.17)
Write (B.12) as
J(z)− J0 = F (z)
(
Re u
Imu
)
, (B.18)
where F is a smooth invertible 2× 2-matrix. Then from (B.15), we get
∂J(z)
∂(Re z, Im z)
= F (z0)
∂(Reu, Imu)
∂(Re z, Im z)
+O(|z − z0|
m), (B.19)
where the first term to the right is O(|z − z0|m−1) and has an inverse which is O(|z −
z0|1−m). From this, we see that the critical points of J are isolated if J is not identically
constant, and that
det
∂J(z)
∂(Re z, Im z)
is either ≥ 0, ∀z, or ≤ 0, ∀z. (B.20)
This means that we can introduce a natural orientation on the (J1, J2)-plane such that
the differential of J becomes orientation preserving. We can then define the multiplicity
of a solution z0 of J(z) = J
0 by
m(z0) =
1
2π
var argγ(J(z)− J
0), (B.21)
where γ is the positively oriented boundary of a small disc centered at z0.
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In the main text of section 6, we write Ij(z) instead of Jj(z). It is also clear from
our discussion, that the orientation of the J-plane is the same as the one we got in the
proof of Theorem 6.3 from (6.61).
7. Saddle point resonances.
Consider the operator
P = −
h2
2
∆ + V (x), x ∈ R2, (7.1)
where V is a real-valued analytic potential, which extends holomorphically to a set
{x ∈ C2; |Imx| < 1C 〈Rex〉}, with V (x)→ 0, when x→∞ in that set. The resonances
of P can be defined in an angle {z ∈ C; −2θ0 < arg z ≤ 0} for some fixed θ0 > 0 as
the eigen-values of P|eiθ0Rn . In [HeSj], they were also defined as the eigen-values of P :
H(ΛG, 1)→ H(ΛG, 1) with domain H(ΛG, 〈ξ〉2), and below we shall have the occasion
to recall some more about that approach. (Such a space consists of the functions u such
that a suitable FBI-transformation Tu belongs to a certain exponentially weighted L2
space.)
Let E0 > 0. Let p(x, ξ) = ξ
2 + V (x). We assume that the union of trapped
Hp-trajectories in p
−1(E0)∩R4 (see [GeSj]) is reduced to a single point (x0, ξ0). Nec-
essarily, ξ0 = 0 and after a translation, we may also assume that x0 = 0. (Recall
for instance from [GeSj] that a trapped trajectory is a maximally extended trajectory
which is contained in a bounded set.) It follows that 0 is a critical point for V and
that V (0) = E0. Assume,
0 is a non-degenerate critical point of V, of signature (1,−1). (7.2)
After a linear change of coordinates in x and a corresponding dual one in ξ, we may
assume that
p(x, ξ)− E0 =
λ1
2
(ξ21 + x
2
1) +
λ2
2
(ξ22 − x
2
2) +O((x, ξ)
3), (x, ξ)→ 0. (7.3)
Under the assumptions above, but without any restriction on the dimension and
without the assumption on the signature in (7.3), the second author ([Sj2]) determined
all resonances in a disc D(E0, Ch) for any fixed C > 0, when h > 0 is small enough.
(See also [BrCoDu] for the barrier top case.) Under the same assumptions plus a
diophantine one on the eigen-values of V ′′(0), Kaidi and Kerdelhue´ [KaKe] determined
all resonances in a disc D(E0, h
δ) for any fixed δ > 0 and for h > 0 small enough. In
the two dimensional case, their diophantine condition follows from (7.2), and we recall
their result in that case.
Theorem 7.1. ([KaKe]). Under the assumptions from (7.1) to (7.2), let λj > 0 be
defined in (7.3). Fix δ > 0. Then for h > 0 small enough, the resonances in D(E0, h
δ)
are all simple and coincide with the values in that disc, given by:
z = E0 + f(2πh(k− θ0); h), k ∈ N
2, (7.4)
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where θ0 = (−
1
2 ,
1
2) ∈ (
1
2Z)
2 is fixed, and f(θ; h) is a smooth function of θ ∈
neigh (0,R2), with
f(θ; h) ∼ f0(θ) + hf1(θ) + h
2f2(θ) + .. , h→ 0, (7.5)
in the space of such functions. Further,
f0(θ) =
1
2π
(λ1θ1 − iλ2θ2) +O(θ
2).
The purpose of this section is to show that the description (7.4) extends to all
resonances in a fixed disc D(E0, r0) with r0 > 0 small but independent of h, provided
that we avoid arbitrarily small angular neighborhoods of ]0; +∞[ and −i]0,+∞[. The
main ingredient of the proof will be Theorem 6.3, that we will be able to apply after
some reductions, using [HeSj], [KaKe].
As in [KaKe], we choose an escape function (in the sense of [HeSj]) G which
is equal to x2ξ2 in a neighborhood of (x, ξ) = (0, 0) and such that HpG > 0 on
p−1(E0) \ {(0, 0)}. Then for a small fixed t > 0, we take an FBI-transformation as in
[HeSj] which is isometric:
T :
{
H(ΛtG, 1)→ L2(C2; e−2φ/hL(dx)),
H(ΛtG, 〈ξ〉2)→ L2(C2, m2e−2φ/hL(dx)).
(7.6)
Here m ≥ 1−O(h) is a weight which is independent of h to leading order and m ∼ 1
in any fixed compact set. Moreover, φ is a smooth real-valued function. For possibly
only technical reasons, T has to take its values in L2(..) ⊗ C3 rather than in L2(..),
but as noticed in [KaKe], we may modify the definition of T in such a way that the
last two components of Tu vanish identically in a neighborhood Ω of 0 ∈ C2, the point
corresponding to (x, ξ) = (0, 0), and so that the first component of Tu(x) is given
by a standard Bargman transformation in that neighborhood and is consequently a
holomorphic function of x. We can also arrange so that φ is a strictly plurisubharmonic
quadratic form in Ω. Hence Tu ∈ Hφ(Ω) := L2φ(Ω) ∩ Hol (Ω), where Hol (Ω) is the
space of holomorphic functions on Ω and L2φ(Ω) = L
2(Ω; e−2φ(x)/hL(dx)).
Kaidi and Kerdelhue´ showed that there exists a uniformly bounded operator
V : Hφ(Ω)→ Hψ(Ω˜),
which is a metaplectic operator, i.e. a Fourier integral operator as in [Sj1] with
quadratic phase and constant amplitude, with an almost inverse (the lack of exact-
ness being due to the fact that we do not work on all of C2 and consequently get cutoff
errors) U = O(1) : Hψ(Ω˜)→ Hφ(Ω) with the following properties:
(1) Ω˜ is a neighborhood of 0 and ψ is a strictly plurisubharmonic quadratic form.
(2) If φ− ≤ φ ≤ φ+ are smooth, and φ± are sufficiently close to φ in C2 and equal
to φ outside some neighborhood of 0, then there exist ψ− ≤ ψ ≤ ψ+ with analogous
properties, such that {
1− UV = O(1) : Hφ+(Ω)→ Hφ−(Ω),
1− V U = O(1) : Hψ+(Ω˜)→ Hψ−(Ω˜).
(7.7)
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(3) If we choose φ± with φ−(0) < φ(0) < φ+(0), then ψ−(0) < ψ(0) < ψ+(0).
(4) There exists an analytic h-pseudodifferential operator
Qw(x, hDx; h) = Hψ/ψ+/ψ− → Hψ/ψ+/ψ−
with symbol Q(x, ξ; h) ∼ q0(x, ξ) + hq1(x, ξ) + ..., holomorphic in a neighborhood of
the closure of {(x, 2i
∂ψ
∂x (x)); x ∈ Ω˜} such that
QwV T − V TP = O(1) : H(ΛG+ , 〈ξ〉
2)→ Hψ−(Ω˜). (7.8)
Here we extend φ± to be equal to φ outside Ω and define
H(ΛG± , 〈ξ〉
2) = {u ∈ H(ΛG, 〈ξ〉
2); Tu ∈ L2(C2;m2e−2φ±/hL(dx)).
The spaces H(ΛG± , 1) are defined similarly. For simplicity, we have also introduced a
new G; Gnew = tGold, so that t = 1 from now on. Q
w is realized by means of choices
of ”good” integration contours as in [Sj1].
(5) We have
q0(x, ξ) = iλ1x1ξ1 + λ2x2ξ2 +O((x, ξ)
3). (7.9)
Later on we shall also use that we have a local quasi-inverse S to T with
S = O(1) : Hφ/φ+/φ−(Ω)→ H(ΛG/G+/G− , 〈ξ〉
2), (7.10)
1− TS = O(1) : Hφ+(Ω)→ Hφ−(Ω). (7.11)
(6) A last feature of the reduction in [KaKe] is that there exists a strictly plurisubhar-
monic smooth function φ˜ on Ω˜, equal to ψ outside any previously given fixed neigh-
borhood of 0, with
φ˜(x) =
1
2
|x|2 in some neighborhood of 0, (7.12)
q0(x,
2
i
∂φ˜
∂x
) 6= 0, x ∈ Ω˜ \ {0}. (7.13)
Moreover, φ˜ can be chosen with ψ − φ˜ arbitrarily small in C1-norm.
Notice that for x in a region, where (7.12) holds, we have
q0(x,
2
i
∂φ˜
∂x
) = λ1|x1|
2 − iλ2|x2|
2 +O(|x|3). (7.14)
We shall next discuss the invertibility of Qw−z for |z| small, by applying Theorem
6.3. For that, it will be convenient to globalize the problem. We recall that φ˜ = ψ =
ψ+ = ψ− = a quadratic form in Ω˜ \ neigh (0), and we extend these functions to all of
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C2, so that they keep the same properties. Extend Q to a symbol in S0(Λ
φ˜
) = C∞b (Λφ˜)
with the asymptotic expansion
Q(x, ξ; h) ∼ q0(x, ξ) + hq1(x, ξ) + ... (7.15)
in that space, and so that
|q0(x, ξ)| ≥
1
C
, (7.16)
outside a small neighborhood of (0, 0).
Let χ ∈ C∞b (C
2 ×C2) with 1|x−y|≤ 1
2C
≺ χ ≺ 1|x−y|≤ 1C , where we write f ≺ g for
two functions f, g, if supp f ∩ supp (1− g) = ∅. Put
Qwχ (x, hDx; h)u =
1
(2πh)2
∫∫
e
i
h (x−y)·θQ(
x+ y
2
, θ; h)χ(x, y)u(y)dydθ, (7.17)
where we integrate over a contour of the form
θ =
2
i
∂φ˜
∂x
(
x+ y
2
) + iC(x)(x− y),
where C(x) ≥ 0 is a smooth function which is > 0 near x = 0 and with compact
support in Ω˜. Then,
Qwχ = O(1) : Hφ˜/ψ/ψ+/ψ−
(C2)→ L2
φ˜/ψ/ψ+/ψ−
(C2), ∂Qwχ = O(h
∞) : Hψ+ → L
2
ψ− .
(7.18)
Let Πψ− = (1 − ∂
∗
(∆
(1)
ψ−
)−1∂) : L2ψ−(C
2) → Hψ−(C
2) be the orthogonal projection
(see [MeSj], [Sj3]), and put
Qw = Πψ−Q
w
χ . (7.19)
Then Qw = O(1) : H
φ˜/ψ/ψ+/ψ−
→ H
φ˜/ψ/ψ+/ψ−
, Qw −Qwχ = O(h
∞) : Hψ+ → L
2
ψ−
.
Consider the change of variables x = µx˜, hδ ≤ µ ≤ 1, for 0 < δ < 12 . Formally, we
get
1
µ2
Qw(x, hDx; h) =
1
µ2
Qw(µ(x˜, h˜D
x˜
); h), h˜ =
h
µ2
. (7.20)
The corresponding new symbol is
1
µ2
Q(µ(x˜, ξ˜); h) ∼
1
µ2
q0(µ(x˜, ξ˜)) + h˜q1(µ(x˜, ξ˜)) + µ
2h˜2q2(µ(x˜, ξ˜)) + .. . (7.21)
Write φ˜(x)/h = φ˜µ(x˜)/h˜, with
φ˜µ(x˜) =
1
µ2
φ˜(x) =
1
µ2
φ˜(µx˜). (7.22)
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It follows that,
Λ
φ˜µ
= {µ−1(x, ξ); (x, ξ) ∈ Λ
φ˜
}. (7.23)
The same change of variables in (7.17) gives (with x = µx˜)
Qwχ (x, hDx; h)u =
1
(2πh˜)2
∫∫
e
i
h˜
(x˜−y˜)·θ˜Q(µ(
x˜+ y˜
2
, θ˜); h)χ(µ(x˜, y˜))u(µy˜)dy˜dθ˜, (7.24)
where the integration is now along the contour
θ˜ =
2
i
∂φ˜µ
∂x˜
(
x˜+ y˜
2
) + iC(µx˜)(x˜− y˜).
Recall from (7.9) that q0 vanishes to the 2nd order at (0, 0) and let q0(x, ξ) =
q0,2(x, ξ)+q0,3(x, ξ)+ ... be the Taylor expansion at (0, 0), so that q0,j is a homogenous
polynomial of degree j. Then for (x˜, ξ˜) in a µ-independent neighborhood of (0, 0), we
get
1
µ2
q0(µ(x˜, ξ˜)) = q0,2(x˜, ξ˜) + µq0,3(x˜, ξ˜) + µ
2q0,4(x˜, ξ˜) + .. . (7.25)
This expansion actually holds in a µ−1-neighborhood of (0,0), and outside such a
neighborhood, we know that µ−2|q0(µ·)| is of the order of µ−2, while ∇k(µ−2q0(µ·)) =
O(µ−2+k). The sum of the other terms in the right hand side of (7.21) is O(h˜) together
with all its derivatives.
From (7.22), we see that ∇2φ˜µ varies in a bounded set in C∞b , when µ → 0, and
in view of (7.12), we know that
φ˜µ(x˜) =
1
2
|x˜|2, (7.26)
for µx˜ in a neighborhood of (0, 0). Consider the restriction of q0,2 to Λφ˜µ
∩neigh ((0, 0)).
Let w ∈ C with
1
2
< |w| < 2, −
π
2
+ ǫ0 < argw < −ǫ0, (7.27)
for some small but fixed ǫ0 > 0. Then if p0 = p0,2|Λφ˜µ
, we see from (7.14) that
p0(x˜, ξ˜)− w = 0⇒
{
dRe p0, dIm p0 are independent,
and {Re p0, Im p0} = 0, at (x˜, ξ˜).
(7.28)
Here the bracket is the Poisson bracket on the IR-manifold Λ
φ˜µ
and the linear inde-
pendence is uniform with respect to µ.
Let p = µ−2q0(µ(·))|Λφ˜µ
. Then from (7.25), (7.28), we get
p(x˜, ξ˜)− w = 0⇒
{
dRe p, dIm p are independent,
and {Re p, Im p} = O(µ), at (x˜, ξ˜).
(7.29)
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Again the independence is uniform with respect to µ.
This means that we can apply Theorem 6.3 to µ−2Qw(x, hDx; h)− w, when µ is
small and we use h˜ as the new semi-classical parameter. Indeed, all the assumptions
are then fulfilled in a fixed neighborhood of (0, 0). Outside such a neighborhood, the
symbol is only defined on Λ
φ˜µ
, but elliptic and of a sufficiently good class to guarantee
invertibility there. We also need to recall how Theorem 6.3 is connected to a Grushin
problem. (To have a better notational agreement with Theorem 7.1, we replaced θ, k
by −θ,−k in (6.58).)
Proposition 7.2. For w in the domain (7.27), µ−2Qw(x, hDx; h)− w : Hφ˜µ
→ H
φ˜µ
is non-invertible precisely when
w = K(2πh˜(k − θ0), µ; h˜), (7.30)
for some k ∈ Z2. Here θ0 ∈ (
1
2Z)
2 is fixed.
K(θ, µ; h˜) ∼ K0(θ, µ) + h˜
2K2(θ, µ) + h˜
3K3(θ, µ) + .. , (7.31)
where K0(·, µ) is the inverse of the action map
w 7→ I0(w, µ) (7.32)
which is a diffeomorphism from a neighborhood of the closure of the domain (7.27)
onto a neighborhood of its image. Kj depend smoothly on (θ, µ).
If
dist (w,K(2πh˜(Z2 − θ0), µ; h˜)) ≥
h˜
2C
, (7.33)
then the inverse of µ−2Qw−w is of norm ≤ h˜−1eO(µ)/h˜. More precisely, we can define
weights ψ˜µ, with ψ˜µ − φ˜µ of uniformly compact support in C2 \ {0}, and = O(µ) in
C∞, depending smoothly on µ (and also on w), such that
(
1
µ2
Qw − w)−1 = O(
1
h˜
) : H
ψ˜µ
→ H
ψ˜µ
,
when (7.33) holds.
If
|w −K(2πh˜(k − θ0), µ; h˜)| <
h˜
C
, for some k ∈ Z2, (7.34)
then there exist operators
R+(w, µ : h˜) : Hψ˜µ
→ C, R−(w, µ; h˜) : C→ Hψ˜µ
, (7.35)
depending smoothly on w, µ, such that the corresponding norms of ∇jwR± are O(h˜
−j)
and such that ( 1
h˜
( 1µ2Q
w − w) R−
R+ 0
)
: H
ψ˜µ
×C→ H
ψ˜µ×C
(7.36)
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has a uniformly bounded inverse
E =
(
E E+
E− E−+
)
. (7.37)
Here E−+(w, µ; h˜) has an asymptotic expansion as in (6.24) where θ 7→ E0−+(θ, w, µ)
has a simple zero at 0.
We notice that the eigen-values w are even functions of µ (if we make the change
of variables also for negative µ) and to infinite order in h˜, they are smooth in µ. Hence
K(2πh(k − θ0), µ; h) = K(2πh(k − θ0),−µ; h) +O(h
∞),
from which we deduce that Kj(θ, µ) = Kj(θ,−µ), j = 0, 1, 2, .. .
Introduce the Taylor expansion in µ:
Kj(θ, µ) ∼
∞∑
ℓ=0
Kj,ℓ(θ)µ
2ℓ. (7.38)
In (7.20) we put x˜ = λy˜, and obtain the isospectral operator
λ2
1
(µλ)2
Qw(µλ(y˜,
h˜
λ2
D
y˜
); h). (7.39)
The eigen-values are given by
λ2K(2π
h˜
λ2
(k − θ0), λµ;
h˜
λ2
) +O(h∞),
so we get
K(2πh˜(k − θ0), µ; h˜) = λ
2K(2π
h˜
λ2
(k − θ0), λµ;
h˜
λ2
) +O(h˜∞), (7.40)
for λ ∼ 1, |µ| ≤ 1, k ∈ Z2, and w = K(2πh˜(k − θ0), µ; h˜) in the region (7.27).
Combining this with (7.31), we get successively for j = 0, 1, 2, ...:
h˜jKj(θ, µ) = λ
2Kj(
θ
λ2
, λµ)
( h˜
λ2
)j
,
for θ in a domain with K0(θ, µ) in the domain (7.27). Dividing by h˜
j , we get
Kj(θ, µ) = (λ
2)1−jKj(
θ
λ2
, λµ). (7.41)
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This relation can be used to extend the definition to a domain
0 ≤ |θ|µ2 ≤
1
C
, |θ| 6= 0, (7.42)
with K0(θ, 0) in the domain (7.27). Indeed, if (θ, µ) satisfies (7.42), then we can take
λ ∼ |θ|1/2 and notice that |λµ| ≤ 1. Also notice that
Kj(θ, 1) = µ
2(1−j)Kj(
θ
µ2
, µ). (7.43)
Combining (7.38), (7.41), we get
Kj,ℓ(θ) = λ
2(1−j+ℓ)Kj,ℓ(
θ
λ2
), (7.44)
so Kj,ℓ is positively homogeneous of degree 1− j + ℓ.
The scaling argument above allows us to describe all eigen-values z of
Qw(x, hDx; h) in a domain
hδ < |z| <
1
C1
, −
π
2
+ ǫ0 < arg z < −ǫ0, (7.45)
for 0 < δ < 1/2, by
z = µ2K(2π
h
µ2
(k − θ0), µ;
h
µ2
) +O(h∞), (7.46)
where we choose µ > 0 with |z|/µ2 ∼ 1.
We now return to the operator P in (7.1). Let z be as in (7.45) and consider the
most interesting case when
|
z
µ2
−K(2πh˜(k − θ0), µ; h˜)| ≤
h˜
C
, for some k ∈ Z2, (7.47)
where µ is given as after (7.46) and h˜ = h/µ2. We shall need the Grushin problem
evocated in Proposition 7.2, but now for simplicity for the unscaled operator
1
h
(Qw − z) =
1
h˜
(
1
µ2
Qw − w), w =
z
µ2
:
(
1
h
(Qw − z) R−
R+ 0
)
: H
ψ˜
×C→ H
ψ˜
×C. (7.48)
This is the same as in (7.36) except that we work in the original unscaled variables
x = µx˜, so ψ˜(x) = ψ˜µ(x˜). Then ψ˜ = φ˜+O(µ3) with ψ˜ = φ˜ outside a µ-neighborhood
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of 0. Recall that φ˜ = ψ outside a fixed neighborhood of 0. Also recall that ψ˜ is a small
perturbation of ψ and that ψ˜ = ψ outside a small neighborhood of 0.
From the fact that (7.48) is globally bijective with a bounded inverse, we deduce
that if u ∈ H
ψ˜
(Ω˜), u−, v+ ∈ C and
1
h
(Qw − z)u+R−u− = v, in Ω˜, R+u = v+, (7.49)
then
‖u‖
H
ψ˜
(Ω˜2)
+ |u−| ≤ O(1)(‖v‖H
ψ˜
(Ω˜3)
+ |v+|) +O(e
−1/Ch)(‖u‖
H
ψ˜
(Ω˜)
+ |u−|). (7.50)
Here we let
Ω0 ⊂⊂ Ω1 ⊂⊂ Ω2 ⊂⊂ Ω3 ⊂⊂ Ω
be neighborhoods of 0 and Ω˜j be the corresponding neighborhoods of 0 in C
2 such
that Ω˜j = πxκV (π
−1
x Ωj ∩Λφ), where κV is the canonical transformation associated to
V . We may assume that ψ˜, φ˜, ψ coincide outside Ω˜1. In (7.50) it is understood that
we realize Qw on H
ψ˜(Ω˜)
(see [Sj1]) and the last term in (7.50) takes into account the
corresponding boundary effects.
We let H˜(1) be the space H(ΛG, 1) equipped with the norm
‖u‖
H˜(1)
= ‖V Tu‖
H
ψ˜
(Ω˜)
+ ‖Tu‖L2
φ
(C2\Ω1). (7.51)
We will see that this is a norm and that we get a uniformly equivalent norm if we
replace Ω1 by Ω0 or Ω2. We define H˜(〈ξ〉2) analogously.
We shall study the global Grushin problem{
1
h (P − z)u+ SUR−u− = v
R+V Tu = v+,
(7.52)
for u−, v+ ∈ C, u ∈ H˜(〈ξ〉2), v ∈ H˜(1).
Apply V T to the first equation,{
1
h
(Qw − z)V Tu+R−u− = V Tv + w,
R+V Tu = v+,
(7.53)
where
w =
1
h
(QwV T − V TP )u+ (1− V U)R−u− + V (1− TS)UR−u−. (7.54)
Here we notice that we may assume that
|ψ˜ − ψ| ≤ ǫ0, (7.55)
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for ǫ0 > 0 fixed and arbitrarily small, provided that we restrict the spectral parameter
to a sufficiently small h-independent disc. Combining (7.54) and the earlier estimates
on QwV T − V TP , 1− V U , 1− TS, U , V , we see that
‖w‖
Hψ(Ω˜3)
≤ O(1)e−1/Ch(‖Tu‖Hφ(Ω) + |u−|), (7.56)
where C does not depend on ǫ0 in (7.55). Applying this and (7.50) (with u, v replaced
by V Tu, V Tv) to (7.53), we get the ”interior” estimate
‖V Tu‖
H
ψ˜
(Ω˜2)
+ |u−| ≤ O(1)(‖V Tv‖H
ψ˜
(Ω˜3)
+ |v+|+ e
− 1Ch ‖Tu‖Hφ(Ω)). (7.57)
On the other hand, if we restrict the the spectral parameter to a sufficiently small
(h-independent) disc, we get from [HeSj]:
‖m2Tu‖L2
φ
(C2\Ω1) ≤ O(1)(‖Tv‖Hφ(C2\Ω0) + e
− 1Ch |u−|+ e
− 1Ch ‖Tu‖Hφ(Ω0)). (7.58)
Indeed, we can apply the [HeSj] theory to the space H(〈ξ〉2,ΛG+), defined to be
H(ΛG, 〈ξ〉2) as a space, and with the norm ‖m2Tu‖L2
φ+
, where φ+ − φ ≥ 0 is small in
C∞, strictly positive on Ω0 and equal to 0 in a neighborhood of C
2 \Ω1. We then see
that P − z is elliptic in this space away from a small neighborhood of (0, 0), and (7.58)
follows.
If we use
Tu = UV Tu+ (1− UV )Tu,
we get
‖Tu‖Hφ(Ω1) ≤ O(1)(e
ǫ0/h‖V Tu‖
H
ψ˜
(Ω˜)
+ e−1/Ch‖Tu‖Hφ(Ω)). (7.59)
Here the last term can be replaced by e−1/Ch‖Tu‖Hφ(Ω\Ω1) when h is small. Moreover,
it is clear that
‖V Tu‖
H
ψ˜
(Ω˜\Ω˜2)
= ‖V Tu‖
Hψ(Ω˜\Ω˜2)
≤ O(1)‖Tu‖Hφ(Ω\Ω1). (7.60)
It follows that
‖V Tu‖
H
ψ˜
(Ω˜2)
+ ‖Tu‖Hφ(Ω\Ω1) ∼ ‖V Tu‖H
ψ˜
(Ω˜)
+ ‖Tu‖Hφ(Ω\Ω1), (7.61)
and similarly with ‖Tu‖Hφ(Ω\Ω1) replaced by ‖m
2Tu‖Hφ(Ω\Ω1). Now add (7.57), (7.58)
and use (7.61):
‖m2Tu‖L2
φ
(C2\Ω1) + ‖V Tu‖H
ψ˜
(Ω˜)
+ |u−| ≤ (7.62)
O(1)(‖V Tv‖
H
ψ˜
(Ω˜)
+ ‖Tv‖L2
φ
(C2\Ω2) + |v+|+ e
−1/Ch‖Tu‖L2
φ
(C2)).
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Here we can absorb the contribution from ‖Tu‖L2
φ
(C2\Ω1) to the last term, and get
‖m2Tu‖L2
φ
(C2\Ω1) + ‖V Tu‖H
ψ˜
(Ω˜)
+ |u−| ≤ (7.63)
O(1)(‖V Tv‖
H
ψ˜
(Ω˜)
+ ‖Tv‖L2
φ
(C2\Ω2) + |v+|+ e
−1/Ch‖Tu‖Hφ(Ω1)).
Now use (7.59) to estimate the last term. We can assume that ǫ0 < 1/2C and get
with a new constant C:
‖m2Tu‖L2
φ
(C2\Ω1) + ‖V Tu‖H
ψ˜
(Ω˜)
+ |u−| ≤ (7.64)
O(1)(‖V Tv‖
H
ψ˜
(Ω˜)
+ ‖Tv‖L2
φ
(C2\Ω2) + |v+|).
We have then proved:
Proposition 7.3. Let z be in the region (7.47) and (7.45) with |z| < r and r > 0
small enough. Then the problem (7.52) has a unique solution (u, u−) ∈ H˜(〈ξ〉
2) × C
for every (v, v+) ∈ H˜ ×C, satisfying
‖u‖
H˜(〈ξ〉2)
+ |u−| ≤ O(1)(‖v‖H˜(1) + |v+|). (7.65)
Indeed, it is clear that (7.52) is Fredholm of index 0 and (7.64) implies injectivity.
(7.65) is just an equivalent form of (7.64).
Proposition 7.4. Under the assumptions of Proposition 7.3, let
F =
(
F F+
F− F−+
)
be the inverse of (
1
h(P − z) SUR−
R+V T 0
)
.
Then
∇kz(F−+ − E−+) = O(h
∞) for every k ∈ N. (7.66)
Proof. It is easy to see that ∇kzF−+, ∇
k
zE−+ are O(h
−N(k)), for every k ∈ N with
some N(k) ≥ 0, so it suffices to verify (7.66) for k = 0. Let u˜ = E+v+, u− = E−+v+,
|v+| = 1, so that
1
h
(Q− z)u˜+R−u− = 0, R+u˜ = v+. (7.67)
Put u = SUu˜. Then
1
h
(P − z)u+ SUR−u− =
1
h
(PSU − SUQ)u˜.
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Here in analogy with (7.8), we have
PSU − SUQ = O(1) : Hψ+(Ω˜)→ H(ΛG−)→ H˜(1), (7.68)
and u˜ is exponentially small in Hψ+(Ω˜), so
1
h
(P − z)u+ SUR−u− = v, ‖v‖H˜(1) = O(e
−1/Ch). (7.69)
Similarly,
R+V Tu = v+ +R+(V TSU − 1)u˜ =: v+ + w+ (7.70)
and (V TSU − 1)u˜ is exponentially small in H
ψ˜
(Ω˜), so |w+| = O(e
−1/Ch). It follows
form this and Proposition 7.3 that
u− = F−+v+ + F−+w+ + F−v = O(e
−1/Ch),
and the proposition follows since u− = E−+v+. #
It is now clear that (7.46) describes all eigen-value of P in the domain (7.45).
If we further restrict the attention to
hδ2 < |z| < hδ1 , −
π
2
+ ǫ0 < arg z < −ǫ0, (7.71)
with 0 < δ1 < δ2 < 1/2, then µ in (7.46) is O(hδ1/2) and we can apply the Taylor
expansion (7.38). Then (7.46) becomes
z ∼ µ2
∞∑
1
∞∑
ℓ=0
( h
µ2
)j
Kj,ℓ(2π
h
µ2
(k − θ0))µ
2ℓ. (7.72)
Now use that Kj,ℓ is homogeneous of degree 1− j + ℓ to get the eigen-values in (7.71)
on the form
z ∼
∞∑
j=0
∞∑
ℓ=0
Kj,ℓ(2πh(k − θ0))h
j , k ∈ Z2. (7.73)
From Theorem 7.1 (of [KaKe]) we know on the other hand that the eigen-values
in (7.71) are given by
z ∼
∞∑
j=0
hjfj(2πh(k˜ − θ0)), k˜ ∈ Z
2, (7.74)
where fj ∈ C∞(neigh (0,R2)) (with the same neighborhood for every j. Here k˜ is not
necessarily equal to k for the same eigen-value but if we start with some fixed small h
and then let h→ 0, we see tht k˜ = k + k0, where k0 is constant. Approximating fj(θ)
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for θ = 2πh(k˜−θ0) by the Taylor expansion at θ = 2πh(k−θ0), we get a representation
(7.74) with new fjs for j ≥ 1, where we may assume that k˜ = k.
If we introduce the Taylor expansion of each fj at 0, we see that (7.74) takes the
form
z ∼
∞∑
j=0
∞∑
ℓ=0
hjK˜j,ℓ(2πh(k − θ0)), (7.75)
where K˜j,ℓ is a homogeneous polynomial of degree 1−j+ℓ (which vanishes for 1−j+ℓ <
0).
Let Fj,ℓ = Kj,ℓ − K˜j,ℓ, so that Fj,ℓ(θ) is smooth and positively homogeneous of
degree 1− j+ ℓ in the angle V , defined by −π2 + ǫ0 < argF0,0(θ) < −ǫ0. We then know
that
∞∑
j=0
∞∑
ℓ=0
hjFj,ℓ(2πh(k − θ0)) = O(h
∞), (7.76)
for 2πh(k − θ0) ∈ V with hδ2 < |2πh(k − θ0)| < hδ1 . We restrict the attention to the
domain |2πh(k − θ0)| ∼ hδ, where we are free to choose δ in ]0,
1
2 [, and let h → 0 for
each fixed δ. We shall show that Fj,ℓ = 0 by induction in alphabetical order in (j, ℓ).
Assume that we already know that Fj,ℓ = 0 for j < j0 and for j = j0, ℓ < ℓ0. Here
(j0, ℓ0) ∈ N2. Then (7.76) gives
Fj0,ℓ0(2πh(k − θ0)) = O(1)max(h
δ(2−j0+ℓ0), h1−δj0), (7.77)
for k ∈ Z2 with θ := 2πh(k − θ0) in V and |θ| ∼ hδ. In this region ∇Fj0,ℓ0 =
O(1)hδ(−j0+ℓ0) and (7.77) implies that
Fj0,ℓ0(θ) = O(1)max(h
1+δ(ℓ0−j0), h2δ+δ(ℓ0−j0), h1−δj0) = O(1)hδ(2+ℓ0−j0), (7.78)
if δ > 0 is small enough depending on (ℓ0, j0), and for |θ| ∼ hδ, θ ∈ V . Since Fj0,ℓ0 is
homogeneous of degree 1+ ℓ0− j0, we see that Fj0,ℓ0 = 0 in V . Consequently, we have
Proposition 7.5. Kj,ℓ(θ) is a homogeneous polynomial of degree 1 + ℓ − j (equal to
0 for 1 + ℓ− j < 0).
Using this, we get
Proposition 7.6. Kj(θ, 1) extends to a smooth function in a j-independent neighbor-
hood of 0.
Proof. We study the asymptotics when V ∋ θ → 0, using (7.38), (7.41) and get with
µ2 ∼ |θ|:
Kj(θ, 1) = µ
2(1−j)Kj(
θ
µ2
, µ) ∼
∑
ℓ≥max(0,j−1)
µ2(1−j)Kj,ℓ(
θ
µ2
)µ2ℓ
∼
∑
ℓ≥max(0,j−1)
Kj,ℓ(θ), θ → 0.
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This expansion is also valid after differentiation and since Kj,ℓ are polynomials, we see
that (7.38) is the Taylor expansion of a smooth function in a neighborhood of 0. #
We now return to the description (7.46) of the resonances of P in (7.45) and use
(7.41):
z ∼
∞∑
j=0
µ2Kj(
2πh(k − θ0)
µ2
, µ)
hj
µ2j
=
∞∑
j=0
Kj(2πh(k − θ0), 1)h
j. (7.79)
With fj(θ) = Kj(θ, 1), we get from this, Theorem 7.1 and the identification of the
different ks in (7.73), (7.74):
Theorem 7.7. The description of the resonances in Theorem 7.1 extends to the set
of z in (7.45), provided that C1 there is sufficiently large as a function of ǫ0 > 0 and
that h > 0 is small enough.
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