Purpose: The aim of this paper was to illustrate the value of the new metric effective detective quantum efficiency (eDQE) in relation to more established measures in the optimization process of two digital mammography systems. The following metrics were included for comparison against eDQE: detective quantum efficiency (DQE) of the detector, signal difference to noise ratio (SdNR), and detectability index (d ) calculated using a standard nonprewhitened observer with eye filter. Methods: The two systems investigated were the Siemens MAMMOMAT Inspiration and the Hologic Selenia Dimensions. The presampling modulation transfer function (MTF) required for the eDQE was measured using two geometries: a geometry containing scattered radiation and a low scatter geometry. The eDQE, SdNR, and d were measured for poly(methyl methacrylate) (PMMA) thicknesses of 20, 40, 60, and 70 mm, with and without the antiscatter grid and for a selection of clinically relevant target/filter (T/F) combinations. Figures of merit (FOMs) were then formed from SdNR and d using the mean glandular dose as the factor to express detriment. Detector DQE was measured at energies covering the range of typical clinically used spectra. Results: The MTF measured in the presence of scattered radiation showed a large drop at low spatial frequency compared to the low scatter method and led to a corresponding reduction in eDQE. The eDQE for the Siemens system at 1 mm −1 ranged between 0.15 and 0.27, depending on T/F and grid setting. For the Hologic system, eDQE at 1 mm −1 varied from 0.15 to 0.32, again depending on T/F and grid setting. The eDQE results for both systems showed that the grid increased the system efficiency for PMMA thicknesses of 40 mm and above but showed only small sensitivity to T/F setting. While results of the SdNR and d based FOMs confirmed the eDQE grid position results, they were also more specific in terms of T/F selection. For the Siemens system at 20 mm PMMA, the FOMs indicated Mo/Mo (grid out) as optimal while W/Rh (grid in) was the optimal configuration at 40, 60, and 70 mm PMMA. For the Hologic, the FOMs pointed to W/Rh (grid in) at 20 and 40 mm of PMMA while W/Ag (grid in) gave the highest FOM at 60 and 70 mm PMMA. Finally, DQE at 1 mm −1 averaged for the four beam qualities studied was 0.44 ± 0.02 and 0.55 ± 0.03 for the Siemens and Hologic detectors, respectively, indicating only a small influence of energy on detector DQE. Conclusions: Both the DQE and eDQE data showed only a small sensitivity to T/F setting for these two systems. The eDQE showed clear preferences in terms of scatter reduction, being highest for the grid-in geometry for PMMA thicknesses of 40 mm and above. The SdNR and d based figures of merit, which contain additional weighting for contrast and dose, pointed to specific T/F settings for both systems.
INTRODUCTION
The most commonly used metric of detector performance is the detective quantum efficiency (DQE), 1-4 a parameter that describes how effectively a detector captures the incident signal-to-noise ratio (SNR) relative to an ideal detector. DQE places detector efficiency on an absolute scale and gives an idea of the imaging potential of the detector. 4 While an accurate assessment of detector DQE under well-defined conditions is important, this metric is measured in scatter free conditions and is of limited use for the assessment or optimization of complete imaging systems. Wagner et al. 5 applied the DQE concept to scatter rejection devices and compared scatter rejection efficiency of a scanning multiple slit assembly to that of a conventional antiscatter grid. Papers that have built on the scatter DQE concept include the work of Sorenson and Floch 6 who study the influence of air gap on scatter DQE, while Aslund et al. 7 compared scatter DQE for grid systems, slot scan systems, and multislit assemblies. Nietzel 8 explored the influence of scattered radiation rejection techniques on SNR for digital radiography.
More recently, Siewerdsen and Jaffray 9 included the influence of scattered radiation on DQE in a cascaded linear system model for a general x-ray imaging geometry. When comparing two digital chest imaging systems, respectively utilizing conventional antiscatter grid and slot scan scatter rejection methods, Samei et al. 10, 11 modified (detector) DQE by the primary transmission of the antiscatter device (e.g., the grid) and the scatter fraction to give an effective DQE. This was later refined as the effective DQE (eDQE) by including the influence of focus unsharpness on system efficiency. 12, 13 In similar work, Kyprianou et al. 14 introduced the generalized modulation transfer function (GMTF) and generalized DQE (GDQE), and applied these measures to a microangiography imaging system. Although a number of studies have reported eDQE results for general diagnostic systems, 12, 13, 15 no eDQE data have been reported for digital mammography systems. This is an important area of study given that the use of grids or other scatter reduction techniques may change or be revised in emerging mammographic techniques such as digital breast tomosynthesis. A first aim of this work was therefore to describe a practical measurement methodology for eDQE in mammography and subsequently apply this to the evaluation of two mammography systems. The eDQE measurements were made as a function of poly(methyl methacrylate) (PMMA) thickness, target/filter (T/F) setting, and grid position. The potential of eDQE for system optimization was then assessed by comparison against more established metrics. These included the detector DQE, measured at a range of typical clinical beam energies, and two established figures of merit: signaldifference-to-noise ratio (SdNR) (Refs. 16 and 17) and detectability index (d ) as described in ICRU Report 54. 18 The SdNR is a commonly used parameter when searching for optimal settings in digital imaging systems, [19] [20] [21] [22] while the detectability index has been applied to the image quality assessment of general radiography, 23 mammography, [24] [25] [26] dual energy imaging 27 and volume imaging systems. 28 These parameters can be combined with a measure of patient dose to form a figure of merit (FOM)-these FOMs therefore contain a weighting for both signal (and task, for the detectability index FOM) and patient dose. The overall aim of the work was to discuss the relative value of all the metrics, and in particular the role of the eDQE, in the assessment of system operating points.
MATERIALS AND METHODS

2.A. X-ray units
Two full field digital mammography (FFDM) systems were used in this study, a Siemens MAMMOMAT Inspiration (Siemens AG Healthcare, Erlangen, Germany) and a Hologic Selenia Dimensions (Hologic, Massachussetts). The Siemens system uses an a-Se detector with 85 μm pitch and a selenium layer thickness of 200 μm. The pixel matrix is 2816 × 3584 pixels for the 240 × 300 mm images. This system utilizes three different T/F combinations (Mo/Mo, Mo/Rh, and W/Rh), has a nominal focal spot dimension of 0.3 mm, a source-to-image receptor (SID) of 650 mm, and the source to breast support table distance (STD) is 633 mm. The Hologic system is equipped with an amorphous selenium (a-Se) detector with a 70 μm pitch and a selenium layer of thickness 250 μm. The pixel matrix is 3328 × 4096 pixels for the 240 × 290 mm images. For standard projection mammography, the system utilizes two T/F combinations, W/Rh and W/Ag. Nominal focal spot dimension is 0.3 mm, the SID distance is 700 mm, and STD is 675 mm. Both systems can operate with and without the antiscatter grid in place. The grids themselves differ in architecture. The Hologic system has a High Transmission Cellular grid (HTC) with a ratio of 4:1, copper septa and 23 lines/cm, 29 while the Siemens system uses the more typical linear grid, with a ratio of 5:1, lead septa and strip density of 31 lines/cm.
2.B. Detector response
The detector response curves are required for linearization of the DICOM grayscale images prior to calculation of the image quality metrics. Although these two systems have a linear response, linearization removes any offset that may be present that would confound measurement of DQE or eDQE. Detector response was measured for four thicknesses of poly(methyl methacrylate) (PMMA) (20, 40, 60 , and 70 mm) for all available T/F combinations on each system. For a given T/F and PMMA thickness combination, the tube voltage selected was that programmed by the automatic exposure control (AEC) for that PMMA thickness. The compression paddle was used to support the PMMA blocks close to the tube exit port, hence beam filtration at a given PMMA thickness for the response function includes additional attenuation from the compression paddle (approximately 2 mm polycarbonate 19 ). This geometry is shown in Fig. 1(a) ; source to dosemeter distances were 62.8 and 67.6 cm for the Siemens and Hologic systems, respectively. The antiscatter grid was removed for the detector response measurements and air kerma at the detector was measured with a Barracuda MPD dosemeter. This is a solid state detector that has been calibrated explicitly for Mo/Mo, Mo/Rh, W/Rh, and W/Ag T/F combinations; calibration is traceable to a national standard. Pixel values (PV) were measured using a 5 × 5 mm region of interest (ROI) placed 6 cm from the chest wall edge and centered left-right, from DICOM "For Processing" images. The PV was then plotted against air kerma at the detector to give the detector response curve for a given thickness and T/F combination; these were used to linearize the PV data before any further calculation was performed. An additional response curve, measured with 2 mm Al filtration placed at the x-ray tube and a beam quality of 28 kV W/Rh, was used to linearize the images for the scatter-free MTF measurements [geometry given in Fig. 1 (a)-but using 2 mm Al at the x-ray tube].
2.C. Effective detective quantum efficiency (eDQE)
The eDQE (Ref. 13 ) was evaluated for all T/F combinations for the four PMMA thicknesses, 20, 40, 60, and 70 mm, for both systems. The tube voltage used for each thickness was that selected by the AEC; the equation used was
where u is the spatial frequency scaled to the object plane, MTF(u ) is the presampling modulation transfer function, SF is the scatter fraction, NNPS(u ) is the normalized noise power spectrum, TF is the narrow beam transmission factor of PMMA, E is the prephantom exposure corrected to the detector plane, and q is the number of photons μGy −1 mm −2 . Equation (1) is written such that it is analogous to the standard equation for detector DQE [Eq. (2)] but with some important differences. First, the MTF in the numerator is measured at the object position to include x-ray source geometric unsharpness. The term (1−SF) 2 corrects for contrast loss due to scatter and hence the numerator can be thought of as the total system MTF. In the standard equation for DQE [Eq. (2) ], the term K · q gives the total number of x-ray photons per unit area at the detector entrance plane. In the equation for eDQE, this is replaced by the term E · TF · q and thus the detector-grid-cover combination is treated as the "image receptor" 13 and correction is only made for object transmission (and not grid transmission) when estimating the number of photons at the image receptor. The parameters required for the estimation of eDQE are described in Secs. 2.C.1-2.C.5.
2.C.1. Presampling modulation transfer function
The presampling MTF was measured using a version of the edge method 25, 30 for three different geometries in order to examine the influence of MTF method on the eDQE. First, the edge was placed on top of PMMA blocks (dimension 18 × 24 cm) [ Fig. 1(b) ] to give what could be considered the standard MTF geometry for an eDQE measurement. 13 This was done for a PMMA of thickness 40 mm using a beam quality of 28 kV and W/Rh with no additional filtration. From this setup, presampling MTF was calculated using a 40 × 40 mm region to extract the edge PV data. Two different low scatter geometries were then considered: (1) edge placed on the breast support table (it was not possible to place the edge at the detector entrance) to measure the presampling detector MTF [MTF d (u)] and (2) edge supported at different heights (d = 20, 40, 60, and 70 mm) above the table, but without PMMA. To generate this edge image, a steel plate of dimension 100 × 100 mm and thickness 1 mm with machined straight edges was supported using square (2 × 2 cm) plastic blocks of different thicknesses; the MTF plate was centered on the blocks such that the blocks were completely shielded from the x-ray field [see Fig. 1(c) ]. Beam quality was 28 kV, W/Rh with 2 mm Al placed at the x-ray tube. We refer to this as the "free-in-air MTF."
For all MTF measurements, the edge was angled slightly (1
• -3 • ) against the pixel matrix, a 40 × 40 mm region of interest was extracted from the edge image and differentiated in order to find the edge position. A first-order polynomial curve was applied to the maximum values of the differentiated edge image and the fitted coefficients were used to calculate the angle of the edge. The PV data in the extracted ROI were reprojected using a subpixel binning factor of 0.2 to form a composite edge spread function (ESF) that is sampled more finely than the native image pixel spacing. The ESF was then differentiated to form the line spread function (LSF), and the MTF was calculated by taking the modulus of the fast Fourier transform (FFT) of the LSF and normalizing to the value of the zero spatial frequency bin. The low scatter MTF images were acquired at a detector air kerma of approximately 500 μGy, while the edge on PMMA images were acquired at approximately 170 μGy at the detector.
2.C.2. Scatter fraction
The scatter fraction SF was estimated by the beam stop method using six Pb disks of diameter ranging from 4 to 30 mm, as described by Carton et al. 31 In brief, the primary radiation component was estimated by placing the PMMA at the output of the tube using a narrow beam geometry to produce a low scatter image. Using the same configuration, the Pb disks were positioned in the beam at the detector and the pixel values behind the disk were used to estimate the detector glare component. Finally, acquiring full field images with the PMMA blocks placed at the detector, without Pb disks, gave the total signal (primary, glare, and scatter components). The total signal was the mean PV in the same region of interest where primary radiation and glare were estimated. Consequently, subtracting the pixel values of the scatter free configuration images and the pixel values representing detector glare from the total signal gave the scattered radiation component. All the SF values used were taken from previous work by Salvagnini et al. 
2.C.3. Normalized noise power spectrum
The NNPS required in the eDQE estimation was calculated from images of a given thickness of PMMA (dimension 18 × 24 cm) acquired using automatic exposure control to set the mean PV. These measurements were made for grid-in and grid-out acquisitions. The algorithm used to estimate the noise power spectrum (NPS) is described in Ref. 20 , NPS was calculated over a region of 512 by 512 pixels, using records of 256 by 256 pixels extracted with an overlap of 50% in both xand y-directions. A 2D polynomial surface was fitted to and subtracted from the region before ROI extraction. The squared modulus of each Fourier transformed ROI was added to the final ensemble and the final NPS estimate was taken from a radial average of the ensemble (including the 0
• and 90
• spatial frequency axes), as the NPS was found to be isotropic for both systems. Dividing by (mean PV) 2 of the linearized region from which the NPS was calculated gave the NNPS. In order to reduce uncertainty on the NNPS, two NNPS curves were estimated from two adjacent 512 by 512 pixel regions for each image. The centre of each region was approximately 85 mm from the chest wall edge and within 50 mm of the image centre in the left-right direction. The two resulting curves were then averaged to give the final NNPS curve; the same region positions were used for all images.
2.C.4. Narrow beam transmission factor of PMMA
Narrow beam transmission factor (TF) was measured by placing the Barracuda MPD on the detector cover and collimating the x-ray beam to be slightly larger than the MPD. The PMMA was placed at the output of the x-ray tube, supported by the compression paddle. Three acquisitions were then averaged to give air kerma with PMMA in the beam and three further acquisitions averaged to give air kerma with no PMMA; this was repeated for all the T/F combinations at the tube potential of interest [see Fig. 1(a) ]. The ratio of the measured air kerma with and without PMMA gave the narrow beam transmission factor.
2.C.5. Prephantom exposure and number of photons
The term "prephantom exposure" [E in Eq. (1)] was estimated as follows. First, x-ray tube output per unit tube current-time product (mA s) was measured for a given kV and T/F combination using the geometry in Fig. 1 (1)] was calculated from these images. The mA s value for the AEC exposure was used with the x-ray tube output per mA s (and distances STD and h 1 ) to calculate E , the prephantom exposure at the surface of the PMMA without back-scattered radiation. This was then corrected by the inverse square law using distances h 1 and h 2 to give the prephantom exposure corrected to the detector entrance surface, E. Finally, q, the number of photons μGy −1 mm −2 was calculated using the data of Boone et al. 33 The photon spectrum of interest (kV, T/F setting including added system filtration, e.g., 50 μm Rh and added PMMA) was simulated and then the corresponding air kerma calculated for this x-ray beam using the photon to air kerma conversion factors. 34 Normalizing for air kerma gave the number of photons per unit air kerma (in units of μGy −1 mm −2 ) for the x-ray beams under study.
2.D. DQE of the x-ray detector
The detective quantum efficiency was used to examine the detector performance at a range of beam quality settings covering energies expected during clinical operation. This was achieved by changing tube voltage, T/F setting, and PMMA thickness. The detector DQE was calculated from Eq. (2) given by Dainty and Shaw:
where MTF d (u) is the presampling detector MTF (measured without scattering material present and edge placed on the breast support table), K is air kerma at the detector input plane, and q is the number of photons μGy −1 mm −2 for a given beam quality. The NNPS for a particular beam quality was calculated from the homogenous flood images used to measure the detector response. Given that detector exposure can influence detector DQE, 35 flood images were acquired using an air kerma at the detector similar to that for an AEC exposure. The target detector air kerma at the detector was 100 μGy, giving mean linearized PV values for the DQE flood images of 99.0 ± 2.7 and 96.4 ± 1.2 μGy for the Hologic Selenia and Siemens Inspiration, respectively. A region of dimension 1024 × 1024 pixels was extracted from the DI-COM flood image, linearized to air kerma using the detector response and then a 2D secnd-order polynomial surface was fitted to and subtracted from this region. The NPS was calculated from 256 × 256 pixel ROIs extracted in a halfoverlapping pattern from the region and the axial NPS sectioned from seven bins on each side of the 0
• axes. 36 The DQE curve was binned to 0.5 mm −1 spatial frequency bins to give the final result.
2.E. Figures of merit
An established measure of system image quality is the detectability index, described in ICRU Report 54 (Ref. 18 ) and calculated from measurements of signal and noise. In this work we use a version of the nonprewhitening (NPW) detectability index, modified by Burgess to include an eye-filter model 37 to give the nonprewhitened observer with eye filter (NPWE) model. Burgess et al. 38 showed that the NPWE can successfully model the detection performance of human observers in backgrounds containing mammographic structures. Recently, Monnin et al. 26 showed that the NPWE detectability index (d ), calculated for circular disc signal templates of diameter 0.1 and 0.25 mm, closely followed threshold contrastdetail results for a wide range of mammography systems, for a phantom of 50 mm PMMA. The detectability index of Monnin et al. 26 was therefore calculated for all the beam quality settings and PMMA thicknesses used for the eDQE evaluations, using data taken from the same AEC acquired images used in the calculation of eDQE:
In this equation, the term u is the spatial frequency defined at the detector plane, 26 as opposed to the scaling of spatial frequency to the object plane used for eDQE. MTF d (u) is the detector modulation transfer function, NNPS(u) is the normalized noise power spectrum, and VTF(u) is the Visual Transfer unction. The VTF given by Kelly 39 was used for a nominal image magnification of 1.5 and viewing distance of 400 mm. 26 The signal was defined for a disc of 0.1 mm diameter using Eq. (4),
where J 1 (u) is a Bessel function of the first kind and d is the object diameter. The 0.1 mm diameter disc was chosen for a number of reasons. First, we assume a circular object of this diameter is a reasonable approximation to the smallest microcalcifications and hence represents a typical and important task for mammography imaging systems. Second, considerable emphasis is placed on this disc diameter when specifying image quality in mammography using the European Guidelines. 40 Finally, a recent study has compared detection of simulated microcalcifications against imaging performance specified using the 0.1 and 0.25 mm discs in the CDMAM test and found close agreement between these methods. 41 Measurement of detector MTF is described in Sec. 2.C.1 while the NNPS was measured as in Sec. 2.C.3. The contrast, C, was measured using a 10 × 10 mm Al square of thickness 0.2 mm, placed 60 mm from the chest wall side of the detector, and centered in the left-right direction. Contrast was calculated as described in the European Guidelines 40 using the mean pixel values of five ROIs (each subdivided in four equal size regions), one placed on the Al region and the other four placed in the background as defined in Eq. (5):
In this equation, PV Bkg is the pixel value of an ROI in the PMMA (background) and PV Al is the pixel value of a ROI positioned on the Al. The index i indicates the four regions inside each ROI, while the index j indicates the four ROIs, each a square of side 5 mm. The contrast term in Eq. (3) is therefore not primary contrast associated with the task function but rather the large area contrast, intended to characterize the influence of beam energy and scattered radiation on the contrast of some nominal target object (an aluminum square here). For quantum noise limited systems, the value of d will depend on the square root of the acquisition dose, and hence the FOM Ref. 17 was formed from d squared divided by the mean glandular dose (MGD). The method of Dance et al. 42, 43 was used to calculate MGD,
where K is the incident air kerma at the upper surface of the PMMA, measured without backscatter, the factor g is the incident air kerma to mean glandular dose conversion factor for a glandularity of 50%, the factor c corrects for the difference in breast composition from 50% glandularity, and the factor s corrects for the x-ray spectrum used. In addition to the detectability index, an SdNR based figure of merit was also calculated. Compared to d , the SdNR is a relatively simple, spatial frequency independent metric of system image quality, however, a number of previous studies looking at optimal spectral selection in mammography [19] [20] [21] [22] have used this parameter. For comparison against these studies and the detectability index method, SdNR was calculated using Eq. (7): As with d , the FOM was formed by taking the square of SdNR divided by MGD. 17 The values of d and SdNR were calculated for all the target/filter combinations and for the four tube potential/thickness settings explored.
2.F. Assessment of uncertainties and repeatability
In order to assess the short term stability and repeatability of the different metrics, the measurements for the 28 kV W/Rh T/F setting at 40 mm PMMA were repeated on five consecutive days. This was done for the Hologic Dimensions unit as access to this system was easiest. Each day, all the data required for the calculation of the metrics were acquired, including: x-ray tube output for the response functions (with 40 mm PMMA and with 2 mm Al), x-ray tube output for the MGD, flood images as a function of mA s for the response functions, the narrow beam transmission factor, and images from which SdNR, d , and the NNPS for eDQE were calculated. Also acquired was one image of the steel plate for the MTF, placed on the breast support table and a further image of the plate at 40 mm above the table. The one exception was for the scatter fraction; values for the SF were randomly sampled assuming normal distributions with a mean of 0.029 and standard deviation of 0.011 (grid in) and mean SF of 0.359 and standard deviation 0.007 (grid-out). 32 The uncertainties are expressed as standard deviation over the five measurements divided by the mean value to give the coefficient of variation (cov). Figure 2 shows measured detector presampling MTF curves (averaged from results of the left-right and frontback directions across the detector), along with MTF curves acquired at 40 mm above the breast support table without PMMA scatter (free-in-air MTF) and with PMMA scatter (grid out). The cov for the MTF curves varied according to spatial frequency, from 0.18% at 1 mm −1 to 3.9% at the Nyquist frequency (7.1 mm −1 ); the cov averaged up to the Nyquist frequency was 2.0%. The detector presampling MTF curves indicate similar intrinsic sharpness properties for the two a-Se detectors at 5 mm −1 with MTF values of 0.49 and 0.50 for the Siemens and Hologic, respectively. However, above 6 mm −1 the Hologic has the higher presampling MTF, possibly due to the smaller pixel spacing (improved pixel sampling aperture). Some reduction in MTF for the free-inair MTF at 40 mm is seen, even more noticeable at spatial frequencies above 5 mm −1 , due to the position of the edge above the table, as the extended size of the focus starts to play a role in system sharpness. There is no appreciable low frequency drop (LFD) for the free-in-air MTF. Also shown in this figure is the MTF curve, calculated from the 40 × 40 mm ROI, at the same height above the table but with PMMA present. A strong LFD is seen due to the presence of scattered radiation 14, 32 -this reduces the MTF and hence would also reduce the eDQE, should this MTF be used.
RESULTS
The measured transmission fractions, scatter fractions, and exposure data that were used to calculate eDQE for the Siemens and Hologic systems are given in Tables I and II , respectively. Figure 3 shows the influence of MTF method on the eDQE for four PMMA thicknesses investigated, calculated using these results (SF, TF, q, and E). Data are presented just for the Siemens system, for the grid-out geometry, as the results for the Hologic system showed the same trends. This figure shows consistent results between the three MTF geometries, with detector MTF giving the highest eDQE, as might be expected, and the MTF estimated with the edge on top of the PMMA (40 × 40 mm ROI) giving the lowest eDQE. This is due to the absence of focus blurring effects and scatter in the detector MTF and to the strong influence of scatter (large LFD) in the MTF in the images with scatter from PMMA. The eDQE calculated using the free-in-air MTF is between these two extremes, lying closer to the eDQE calculated from the detector MTF. Figures 4 and 5 graph the eDQE for the two digital mammography systems, for 20-70 mm and for grid-in and grid-out conditions. In these figures, eDQE was calculated with the free-in-air MTF at corresponding heights. Table III gives eDQE at 1 mm −1 and these data can be used to examine which T/F combination gives the maximum value of eDQE for a given PMMA thickness. The repeatability error (cov) on these data is approximately 5.8%, e.g., for an eDQE value of 0.25 ± 0.015 (0.245 to 0.265). For the Siemens system at 20 mm of PMMA, no particular T/F combination or grid setting could be considered optimal in terms of eDQE (given the repeatability error of approximately 6%). The data in Fig. 4 and Table III show that the grid-in geometry emerges as giving the higher eDQE value, as PMMA thickness increases from 40 to 70 mm, probably due to the influence of increased scattered radiation (higher SF) on system efficiency. At 60 and 70 mm PMMA, the W/Rh T/F combination gives the highest eDQE values. For the Hologic at 20 mm PMMA, there is no particular T/F combination or grid position that gives the highest eDQE ( Fig. 5 and Table IV ). This follows the results for the Siemens system and suggests that both systems could be operated without an antiscatter grid for thinner breasts (i.e., use approximately the same detector exposure but with a breast dose reduced by the grid transmission factor). This is in line with findings of other studies 44, 45 where some dose reduction was predicted for thinner breasts for FFDM systems. For a given grid position, there is no significant difference in eDQE for the W/Rh and W/Ag T/F combinations. As with the Siemens system, when PMMA thickness is increased from 40 to 70 mm, the grid-in geometry produces significantly higher eDQE values. Hence, for both systems, the grid makes an important contribution to system efficiency at larger PMMA thicknesses. Tables III and IV show that the SdNR FOM data follow those calculated using d , supporting the correspondence established in previous work. 26 The results of Monnin et al. 26 were acquired for just one PMMA thickness (50 mm) with antiscatter grid used, while the data here have shown that this correspondence exists for a far wider range of PMMA thicknesses and for grid-in and grid-out geometries. Given this correspondence, and the fact that values of d are comparable between systems while SdNR data are specific to a given system, analysis of optimized settings can be based on d based FOM only.
In Tables III and IV , the FOM data can be compared against the eDQE data, to see how the different metrics characterize the optimal T/F and grid settings for the two systems. For the Siemens system, the FOM points to Mo/Mo without grid as the optimal setting for 20 mm PMMA, although differences between this setting and the others was on average just 7% (measured repeatability error in terms of cov was approximately 3.7% for this FOM). For 40 mm PMMA, W/Rh with grid and without grid have the highest FOM. At 60 and 70 mm PMMA, W/Rh with grid clearly emerges as the optimal setting. These results follow the general trends seen in eDQE, in that only small differences in FOM are seen between the T/F combinations and grid positions for 20 mm PMMA and that the grid-in geometry is clearly preferred at 60 and 70 mm. The main difference is that the FOM clearly points to the W/Rh setting, while differences between T/F combinations are smaller for the eDQE data. With the Hologic system, W/Rh used with grid gives the highest FOM for TABLE II. PMMA thickness, tube potential, scatter fraction (SF) estimated with and without the grid For the Hologic Selenia system. These values are common for all the T/F combinations. Number of photons μGy −1 mm −2 (q), transmission factor (TF), and prephantom exposure corrected at the detector plane (E) for the AEC mode with and without the grid for each T/F combination are also shown. The cov data for TF, SF (grid in), SF (grid out), and E are 0.4%, 67%, 2.0%, and 0.9%. 20 and 40 mm PMMA thicknesses while for 60 and 70 mm PMMA this switches to the W/Ag combination, again for the grid-in case. The FOM data and the eDQE metrics both point to using the grid for 40, 60, and 70 mm PMMA, although at 20 mm PMMA the eDQE data do not show a significant difference. Again, the FOM results give clear differences between the T/F combinations within the measurement uncertainties, while eDQE does not separate T/F setting for a given grid position. Given that eDQE includes a measure of scattered radiation in the form of a scatter fraction, this would suggest that the MGD is strongly influencing the choice of optimal T/F setting for the FOM. The eDQE curves for the Siemens system show a strong reduction in eDQE below ∼1 mm −1 , a result seen to some extent in the eDQE data of Samei et al. and in the results of Bertolini et al. 15 and Ertan et al. 46 for general diagnostic detectors. The reduction in eDQE is a result of an increase in NNPS at low spatial frequencies and is an indication of low spatial frequency noise in the images. Figure 6 shows increased noise power at spatial frequencies below 1 mm
for the Siemens, compared to the grid-out mode and also compared against the Hologic grid-in result. The opposite behavior is seen for the Hologic system, where NNPS below 0.5 mm −1 is higher for grid-out than grid-in, leading to a small reduction in eDQE below 0.5 mm −1 for the grid-out case (Fig. 5) . This behavior may be related to the flat field corrections applied on these units. For example, if flat field corrections are acquired only for the grid-in geometry but then applied to images acquired with the grid removed, this may introduce some grid related structured noise to the flat field corrected image. Figure 6 also shows a spike at 3.1 mm sharp drop in eDQE at 3.1 mm −1 for the grid-in results. Again, the opposite behavior was found for the Hologic unit. This system has a cellular grid that produces peaks in the NNPS at 1.5 mm −1 for the grid-out NNPS leading to a slight reduction in eDQE at 1.5 mm −1 (Fig. 5) . Detector DQE curves, measured for a range of settings that cover the practical energy range and A/F settings and with approximately 100 μGy at the detector entrance plane, are presented in Figs. 7(a) and 7(b) for the Siemens and Hologic systems, respectively. For the Siemens data, only small differences are seen in DQE at 1 mm −1 as the beam energy changes from approximately 18.1 to 23.1 keV, 33 with an average at 1 mm −1 of 0.44 ± 0.02 (averaged over the four beam qualities). A similar pattern is seen for the Hologic system [ Fig. 7(b) ]: mean x-ray beam energy changes from 19.6 to 24.6 keV as PMMA thickness is increased from 20 to 70 mm and DQE at 1.0 mm −1 is 0.55 ± 0.03. These data show that changes in mean energy have only a small influence on detector imaging performance as characterized using DQE. These results are consistent with an earlier study 47 and are probably related to the slow change in mass energy transfer coefficient with energy for amorphous selenium over this region of the mammography energy range. Judged solely in terms of detector DQE, and given the 5.0% repeatability error on the DQE data, no particular tube potential and T/F setting could be considered optimal for a given PMMA thickness. The DQE results explain, to some extent, the small differences in eDQE found between the T/F settings for each system, for a given grid position. These results also suggest that decisions regarding grid use will be more influential in terms of system imaging performance compared to T/F settings considered here. 
DISCUSSION
4.A. Influence of MTF measurement method on eDQE
In Eq. (1), the multiplication of MTF(u ) by (1 -SF) is intended to give total system MTF, 13 i.e., a combination of detector and system unsharpness (via the MTF) and contrast reduction due to scattered radiation. Samei et al. 13 note that scattered radiation introduced a 4% drop in MTF for the geometry and scattering object used, leading to an 8% error in eDQE. However, Figure 2 shows that scatter contamination for some of the geometries considered in this work can be much larger. Measurement of MTF in the presence of scattered radiation introduces a drop in the MTF curve at low spatial frequencies related to the scatter fraction present in the image. 14, 32 As an example, the 30% reduction in MTF (Fig. 2 ) would lead to a 50% error in eDQE. Hence, using an MTF measured with scatter and the (1 -SF) factor to account for scatter in Eq. (1) will overestimate the influence of scattered radiation on the efficiency of the system and lead to an underestimate of eDQE. The free-in-air MTF was therefore considered a better choice for eDQE calculation as the effects of scattered radiation and focal spot blurring are explicitly separated; the remaining eDQE results were calculated using the free-in-air MTF.
4.B. Comparison of eDQE: Mammography systems versus general x-ray systems
Figures 4 and 5 show that peak eDQE for these digital mammography systems ranges between 15% and 35%, which is higher than the typical figures of 2% to 10% for digital radiographic systems. 13, 15, 46 A number of factors contribute to this. First, detector sharpness characterized by the presampling detector MTF is higher for the two mammography systems compared to typical MTF curves for diagnostic detectors: the MTF at 2 mm −1 is typically in the range 0.20-0.25 for a CsI based diagnostic detector. 13, 15, 44, 48 This can be contrasted with figures of 0.83 and 0.80 for the detector MTF at 2 mm −1 for the Siemens and Hologic systems, respectively. The smaller focal spot size for the mammography systems (typically 0.3 mm nominal) compared to general diagnostic systems (1.3 mm nominal) can be expected to give less geometric unsharpness for the mammography systems, despite the differences in imaging geometry. For example, a mammography system with a source-image receptor distance (SID) of 650 mm, geometric unsharpness for an object 60 mm above the detector is approximately 0.03 mm for a 0.3 mm focus. This can be compared with a geometric unsharpness of 0.16 mm for a general diagnostic system with a 1.3 mm focus and SID of 1800 mm, for an object 200 mm above the detector. In combination with the reduced detector MTF, this will lead to lower total system sharpness for general diagnostic detectors and hence a lower eDQE.
A further parameter influencing eDQE is the scatter fraction. The magnitude of the scatter fraction depends on the field of view, thickness and composition of scattering material, geometry (air gap), the x-ray energy, and the absorption properties of the image receptor. [49] [50] [51] For the general diagnostic systems, Ertan et al. 46 reported a SF of about 0.4 and 0.6 with and without grid respectively, Samei et al. 13 give a SF of approximately 0.3 while Bertolini et al. 15 give scatter fractions in the range 0.4-0.5. These values were obtained for tube voltages between 70 and 120 kV, using chest phantoms designed from PMMA or acrylic and Aluminium. The Food and Drug Administration (FDA) chest phantom used by Ertan et al. 46 and Samei et al. 13 contains a total of 73 mm PMMA and 4.1 mm Al, while the American National Standards Institute (ANSI) phantom in the work of Bertolini et al. 15 is composed of 10.16 mm PMMA and 3 mm Al. The SF data used for two mammography systems range from 0.010 to 0.157 for 20 mm PMMA for the grid-in geometry; for the grid-out case, SF values vary between 0.211 and 0.529 for 70 mm PMMA. Only a small x-ray energy dependence is expected for SF, 49, 50 hence the lower values in mammography when compared to general x-ray applications are probably due to the smaller thicknesses of scattering material and the smaller field of view used for mammography compared to the general radiography/chest technique.
4.C. Expected applicability of eDQE to digital breast tomosynthesis
Most current digital breast tomosynthesis (DBT) systems do not include an antiscatter grid when acquiring the projection images. 52 Hence we would expect reduced system efficiency for DBT systems at thicker breasts. In fact, system efficiency will be further reduced due to the influence of x-ray focus motion on system MTF, an effect that increases at positions higher in the breast. 53 The eDQE methodology offers a useful means of comparing the system efficiency of standard projection mammography with antiscatter grid against DBT projection images, acquired with no antiscatter grid and tube motion unsharpness. The eDQE data presented here for standard projection mammography with and without grid may form reference data for future eDQE measurements applied to DBT systems.
4.D. Optimal working points obtained with SdNR
The results of the SdNR based FOM in the present study can be compared against earlier work using SdNR by Williams et al. 22 and Baldelli et al., 54 although these studies used breast simulating materials covering a range of glandularities meaning that this is not a like-for-like comparison. Baldelli et al. 54 examined targets in a CIRS phantom imaged on sheets of varying glandularity (thicknesses of 40, 50, and 60 mm) using an earlier version of the Hologic Selenia. They found W/Rh (grid in) to be the optimal spectrum at these thicknesses and suggested that W/Ag would probably be optimal for thicknesses greater than 60 mm. Both Williams et al. 22 and Toroi et al. 21 found that W/Rh (grid in) was the optimal spectrum for the Siemens Novation system (an earlier version of the Siemens Inspiration using a different a-Se detector). Williams et al. 22 studied thicknesses of 30, 50, and 70 mm of breast simulating material, while Toroi et al. 21 used 20, 40, 50, 60 , and 70 mm of PMMA. Good agreement is therefore seen between our optimal FOM results and those found in earlier papers for similar systems.
4.E. Limitations of SdNR and d based FOMs
The FOMs used in this study should be independent of dose given the square root dose dependency of SdNR and d . In practice, this is only the case if the system is operated in an exposure region where quantum noise dominates the image statistics. The images from which SdNR and d were calculated were acquired under AEC control. Both systems have AECs designed to hold PV approximately constant as a function of object thickness. For example, for the Siemens unit, mean PV for the W/Rh setting (grid in) is 250 ± 7.5 as PMMA thickness is increased from 20 to 70 mm. The corresponding figure for the Hologic system is 436 ± 22. In order to examine whether x-ray quantum noise was indeed the dominant noise source at these detector exposure levels, noise component analysis was performed on the images used to measure detector response, using the polynomial model described by Burgess. 55 Briefly, this model assumes that image noise (variance) belongs to one of three basic noise components: additive noise, e.g., from electronic noise (does not scale with detector exposure), x-ray quantum noise (variance scales with exposure), and fixed pattern noise (variance scales with exposure squared). Given that the SdNR and d FOMs are calculated from the variance and NNPS, respectively, the noise component analysis was applied separately to the variance and the NNPS. Images were linearized to air kerma using the measured response functions and variance plotted against linearized pixel value. A 2nd order polynomial curve was fitted to the variance [Eq. (8a)]:
From this curve fit, the coefficients e, q, and fp are taken to represent electronic, quantum, and fixed pattern noise, respectively. A similar procedure was applied to the noise power spectrum, 56 also calculated from the detector response images using the method in Sec. 2.D. Before applying the polynomial curve fit [Eq. (8b)], the normalization was removed from the NNPS by multiplying the NNPS by K 2 , where K 2 is the linearized pixel of the flood image from which the NNPS was calculated. The noise components were then expressed as a percentage of the total noise in order to examine the extent to which quantum noise dominated the images. Figure 8 plots results of the noise component analysis using variance and NPS at 1 mm −1 for W/Rh T/F setting, with PMMA thickness as a parameter, for the Siemens and Hologic systems. The shaded gray regions in these graphs show the average linearized pixel value (K ) of the AEC images from which the SdNR and d FOMs were calculated-this lies in the range 70-100 μGy for both systems. Figures 8(a) and 8(b) show that quantum noise accounts for between 70% and 90% of total noise, whether analyzed by variance or NPS at 1 mm −1 (NPS at 5 mm −1 gave similar results). No fixed pattern noise was present according to the polynomial model, using either variance or NPS. Figures 8(c) and 8(d) show quantum noise typically makes up 75%-90% of the total image noise for the Hologic system. Both the variance and NPS results indicate some fixed pattern noise for this system, with the NPS giving a higher fraction (up to ∼40%) for the 2 and 4 cm PMMA data. For both systems, there is good correspondence between the variance and NPS noise component. While this might be expected to some extent given that the NPS is the spatial frequency decomposition of the variance, there are potential differences between the two parameters-e.g., in detrending applied when calculating the NPS and different size image areas used. If we accept the simplifying assumptions of the polynomial model, then these results show quantum noise limited operation for both systems and hence that the FOM is not limited by other noise sources.
A further potential limitation of the FOMs is the use of the 0.1 mm diameter disc as the task function for the d measure, leading to the possibility of aliasing influencing the results, as 0.1 mm is close to the pixel size of the two detectors. The work of Segui and Zhao 24 compared NPWE model predictions, calculated with and without aliased signal spectra, against contrast-detail data acquired using the CDMAM (Artinis bv, The Netherlands) phantom. They found no significant difference between the measured data and the aliased and unaliased spectra. Furthermore, a recent study 26 found good agreement between the NPWE model and threshold contrast measured with the CDMAM test object for the 0.1 mm diameter disc, for a range of mammography systems, including the Siemens Inspiration and Hologic Dimensions system in this work.
4.F. System optimization using eDQE versus the FOM approach
While a comparison can be made between "optimal" working points found using the eDQE and d metrics, we must remember that they are not identical parameters. The eDQE enables comparisons between systems, 13 with potentially different imaging geometries (geometric unsharpness), detector efficiencies and scatter rejection efficiencies. The eDQE metric does this without making assumptions about the imaging task and the dose model used and hence, in some sense, eDQE enables a neutral comparison in terms of sharpness, noise and scatter. Furthermore, as with the DQE, eDQE places system efficiency on an absolute scale, allowing absolute comparisons across systems. However, there has been emphasis on evaluation of imaging systems by their ability to perform the tasks for which they were designed 9, 18, 57 and the detectability index is well suited for this purpose. Compared to eDQE, the d based FOM [as implemented using Eq. (3)] includes a weighting for large area signal contrast, spatial frequency dependent task function and patient dose. The data in Tables III and IV show that inclusion of this additional information leads to more specific optimal system settings when using the FOM. Where eDQE favored the grid in geometry but did not specify a particular T/F, the FOM was more specific, for example giving W/Rh (grid in) as "optimal" for the Siemens at 40 mm PMMA and above. This suggests that the d FOM is better suited to searching the parameter space of a specific system for optimal settings than eDQE. Further work is required to examine whether the d data are directly comparable between systems, although there is some evidence that d can give measures on an absolute scale. 26 One limitation of the detectability calculation, as implemented by Monnin et al. 26 and in this study, is the use of detector presampling detector MTF in Eq. (3) and the scaling to the detector input plane. This is valid for systems with small geometric unsharpness (as is generally the case for mammography systems) but would not apply for cases with large geometric unsharpness, such as DBT systems. This equation should be modified to use an MTF that includes x-ray source unsharpness [such as that used for the eDQE measurement, without scatter (Sec. 2.C)].
One could therefore envisage a hierarchy of parameters used to evaluate systems and their constituent components: first, the DQE offers an estimate of detector efficiency on an absolute scale, measured under well-defined conditions 36 [geometry (focus unsharpness and field size), energy and detector exposure]. The eDQE includes detector efficiency but then adds an evaluation of focus unsharpness for the chosen system geometry and the scatter rejection method-thereby enabling system comparisons on an absolute scale. Finally, a d based FOM would enable the search for an optimal operating point for a specific system. We note that d itself, while capturing important aspects of system performance for a given task, remains removed to some extent from clinical image quality.
A link can be established between the eDQE data and the d based FOM, by calculating the effective noise equivalent quanta (eNEQ) from the eDQE result, including a measure of contrast [Eq. (5)] and then expressing this quantity per unit MGD. This was examined previously for the Siemens Inspiration 58 and close correspondence was seen between eNEQ modified for contrast and dose and the d FOM. The same investigation was also done for the Hologic system, with the same conclusion (results available but not shown).
CONCLUSIONS
This study proposes the use of an MTF measured "freein-air" (without scattering object) for the eDQE, calculated from an edge test object located at specified heights above the detector. With regards to DQE, only a small dependence on mean energy was found for both detectors, over the whole range of clinical beam qualities. As with the detector DQE, the eDQE data showed only a small dependence on T/F setting but allows the investigation of scatter reduction on system efficiency. For both systems, no significant difference in eDQE for the grid-in and grid-out geometries was seen at 20 mm PMMA, while for PMMA thickness of 40 mm and above, eDQE was higher for the grid-in position. With regard to grid position, there was general agreement between the eDQE data and the parallel approach using SdNR and d based FOMs. In contrast to the eDQE results, the FOM data point to specific optimal T/F settings for the different PMMA thicknesses. For the Siemens, this was Mo/Mo (grid-out) at 20 mm PMMA and W/Rh (grid-in) at 40, 60, and 70 mm PMMA. With the Hologic system, the FOM data gave W/Rh (gridin) at 20 and 40 mm of PMMA; at 60 and 70 mm PMMA the W/Ag (grid-in) setting gave the highest FOM. This study has illustrated the use, relative value, and limitations of DQE, eDQE, SdNR, and a task based FOM in the characterization of mammography system imaging performance.
