ABSTRACT This paper surveys the contributions of ve mathematicians | Eugenio
Introduction
One of the most fruitful ideas in the theory of matrices is that of a matrix decomposition or canonical form. The theoretical utility of matrix decompositions has long been appreciated. More recently, they have become the mainstay of numerical linear algebra, where they serve as computational platforms from which a variety of problems can be solved.
Of the many useful decompositions, the singular value decomposition | that is, the factorization of a matrix A into the product U V H of a unitary matrix U a diagonal matrix and another unitary matrix V H | has assumed a special role. There are several reasons. In the rst place, the fact that the decomposition is achieved by unitary matrices makes it an ideal vehicle for discussing the geometry of n-space. Second, it is stable; small perturbations in A correspond to small perturbations in , and conversely. Third, the diagonality of makes it easy to determine when A is near to a rank-degenerate matrix; and when it is, the decomposition provides optimal low rank approximations to A. Finally, thanks to the pioneering e orts of Gene Golub, there exist e cient, stable algorithms to compute the singular value decomposition.
The purpose of this paper is to survey the contributions of ve mathematicians | Eugenio Beltrami (1835{1899), Camille Jordan (1838{1921), James Joseph Sylvester (1814{1897), Erhard Schmidt (1876{1959), and Hermann Weyl (1885{ 1955) | who were responsible for establishing the existence of the singular value decomposition and developing its theory. Beltrami, Jordan, and Sylvester came to the decomposition through what we should now call linear algebra; Schmidt and Weyl approached it from integral equations. To give this survey context, we will begin with with a brief description of the historical background.
Is is an intriguing observation that most of the classical matrix decompositions predated the widespread use of matrices: they were cast in terms of determinants, linear systems of equations, and especially bilinear and quadratic forms. , u 0 , u 00 , u 000 , etc. are linear functions of x, y, z, etc. However, the second function, u 0 , is independent of x; the third, u 00 , is independent of x and y; the fourth, u 000 is independent of x, y, and z, and so on. The last function u ( ?1) depends only on the the last of the unknowns x, y, z, etc. Moreover, the coe cients are the components of the vector u = Rx.
Gauss was also able to e ectively obtain the inverse of a matrix by a process of eliminatio inde nita, in which the system of equations y = Ax is transformed into the inverse system x = By. Gauss's skill in manipulating quadratic forms and systems of equations made possible his very general treatment of the theory and practice of least squares.
Other developments followed. Cauchy 6, 1829] established the properties of the eigenvalues and eigenvectors of a symmetric system (including the interlacing property) by considering the corresponding homogeneous system of equations. In 1846, Jacobi 25] gave his famous algorithm for diagonalizing a symmetric matrix, and in a posthumous paper 26, 1857] he obtained the LU decomposition by decomposing a bilinear form in the style of Gauss. Weierstrass 50, 1868] established canonical forms for pairs of bilinear functions | what we should today call the generalized eigenvalue problem. Thus the advent of the singular value decomposition in 1873 is seen as one of a long line of results on canonical forms.
We will use modern matrix notation to describe the early work on the singular value decomposition. Most of it slips as easily into matrix terminology as Gauss's description of his decomposition; and we shall be in no danger of anachronism, provided we take care to use matrix notation only as an expository device, and otherwise stick close to the writer's argument. The greatest danger is that the use of modern notation will trivialize the writer's accomplishments by making them obvious to our eyes. On the other hand, presenting them in the original scalar form would probably exaggerate the obstacles these people had to overcome, since they were accustomed, as we are not, to grasping sets of equations as a whole, With a single author, it is usually possible to modernize notation in such a way that it corresponds naturally to what he actually wrote. Here we are dealing with several authors, and uniformity is more important than correspondence with the original. Consequently, throughout paper we will be concerned with the singular value decomposition
where A is a real matrix of order n, In summarizing the contributions I have followed the principle that if you try to say everything you end up saying nothing. Most of the works treated here are richer than the following sketches would indicate, and the reader is advised to go to the sources for the full story. (2:6) Note that the derivation, as presented by Beltrami, assumes that , and hence A, is nonsingular. 1 Beltrami now argues that the two functions (2.5) and (2.6) are identical because they are polynomials of degree n that assume the same values at = i (i = 1; : : : ; n) and the common value det 2 (A) at = 0, an argument that presupposes that the singular values are distinct and nonzero. 1 However, it is possible to derive the equations without assuming that A is nonsingular; e.g., U T AA T = V T A T = 2 U T , the rst equality following on multiplying (2.2) by A T , and the second on substituting the transpose of (2.3). Thanks to Ann Greenbaum for pointing this fact out. Beltrami is now ready to give an algorithm to determine the diagonalizing transformation.
Find the roots of the equation (2.5).
2. Determine U from (2.4). Here Beltrami notes that the columns of U are determined up to factors of 1, which is true only if the i are distinct. He also tacitly assumes that the resulting U will be orthogonal, which also requires that the i be distinct.
3. Determine V from (2.2). This step requires that be nonsingular.
Discussion. From the foregoing it is clear that Beltrami derived the singular value decomposition for a real, square, nonsingular matrix having distinct singular values. His derivation is the one given in most textbooks, but it lacks the extras needed to handle degeneracies. It may be that in omitting these extras Beltrami was simplifying things for his student audience, but a certain slackness in the exposition suggests that he had not thought the problem through.
Jordan 28, 29, 1874]
Camille Jordan can fairly be called the codiscoverer of the singular value decomposition. Although he published his derivation a year after Beltrami, it is clear that the work is independent. In fact, the \M emoire sur les formes bilin eaires" treats three problems, of which the the reduction of a bilinear form to a diagonal form by orthogonal substitutions is the simplest. Similarly the maximum is also , so that = .
Jordan now observes that is determined by the vanishing of the determinant
The other two are to reduce a form by the same substitution of both sets of variables and to reduce a pair of forms by two substitutions, one for each set of variables. Jordan notes that the former problem had been considered by Kronecker 31, 1866] in a di erent form, and the latter by Weierstrass 50, 1868] . 3 Jordan's argument is not very clear. Possibly he means to say that for some constants and we must have dx T Ay + x T Ady = dx T x + dy T y, from which the subsequent equations follow from the independence of dx and dy. Discussion. In this paper we see the sure hand of a skilled professional. Jordan proceeds from problem to solution with economy and elegance. In nitesimal iteration. Sylvester rst proposed this method as a technique for showing that a quadratic form could be diagonalized, and he later extended it to bilinear forms. It is already intricate enough for quadratic forms, and we will con ne ourselves to a sketch of that case.
Sylvester proceeds inductively, assuming that he can solve a problem of order n ? 1. Thus for n = 3 he can assume the matrix is of the form Sylvester now claims that an in nite sequence of these in nitesimal transformations will reduce one of f or g to zero, or will reduce the problem to one of the special cases.
Discussion. These are not easy papers to read. The style is opaque, and Sylvester ponti cates without proving, leaving too many details to the reader. The mathematical reasoning harks back to an earlier, less rigorous era.
The fact that Sylvester sent a note to Comptes Rendu, the very organ where Jordan announced his results a decade and a half earlier, makes it clear that he was working in ignorance of his predecessors. It also suggests the importance he attached to his discovery, since a note in Comptes Rendu was tantamount to laying claim to a new result.
Sylvester was also working in ignorance of the iterative algorithm of Jacobi
25, 1846] for diagonalizing a quadratic form. The generalization of this algorithm
to the singular value decomposition is due to Kogbetliantz 30] . It is not clear whether Sylvester intended to ignore second order terms in his iteration or whether he regards the diagonalization as being composed of an (uncountably) in nite number of in nitesimal transformation. Though the preponderance of his statements favor the latter, neither interpretation truly squares with everything he writes. In the rst, small, but nite, terms replace the zeros previously introduces, so that a true diagonalization is not achieved. The second has the avor of some recent algorithms in which discrete transformations are replaced by continuous transformations de ned by di erential equations (for applications of this approach to the singular value decomposition see 7, 9]). But Sylvester does not give enough detail to write down such equations.
Schmidt 39, 1907]
Our story now moves from the domain of linear algebra to integral equations, one of the hot topics of the rst decades of our century. In his treatment of integral equations with unsymmetric kernels, Erhard Schmidt (of Gram{Schmidt fame) introduced the in nite dimensional analogue of the singular value decomposition. But he went beyond the mere existence of the decomposition by showing how it can be used to obtain optimal, low-rank approximations to an operator. In doing so he transformed the singular value decomposition from a mathematical curiosity to an important theoretical and computational tool.
Symmetric Kernels. Schmidt's approach is essentially the same as Beltrami's; however, because he worked in in nite dimensional spaces of functions he could not appeal to previous results on quadratic forms. Consequently, the rst part of his paper is devoted to symmetric kernels. Discussion. Schmidt's two contributions to the singular value decomposition are its generalization to function spaces and his approximation theorem. Although Schmidt did not refer to earlier work on the decomposition in nite dimensional spaces, the quote following (5.1) suggests that he knew of its existence. Nontheless, his contribution here is substantial, especially since he had to deal with many of the problems of functional analysis without modern tools.
An important di erence in Schmidt's version of the decomposition is the treatment of null-vectors of A. In his predecessors' treatments they are part of the substitution that reduces the bilinear form x T Ay to its canonical form. For Schmidt they are not part of the decomposition. The e ect of this can be seen in the third term of (5.4), which in the usual approach is zero but in Schmidt's approach can be nonzero. The crowning glory of Schmidt's work is his approximation theorem, which is nontrivial to conjecture and hard to prove from scratch. Schmidt's proof is certainly not pretty | we will examine the more elegant approach of Weyl in the next section | but it does establish what can properly be termed the fundamental theorem of the singular value decomposition.
6. Weyl 51, 1912] An important application of the approximation theorem is the determination of the rank of a matrix in the presence of error. If A is of rank k andÃ = A + E, then the last n ? k singular values ofÃ satisfỹ The inequality (6.1) is actually a perturbation theorem for the zero singular values of a matrix. Weyl's contribution to the theory of the singular value decomposition was to develop a general perturbation theory and use it to give an elegant proof of the approximation theorem. Although Weyl treated integral equations with symmetric kernels, in a footnote on Schmidt's contribution he states, \E. Schmidt's theorem, by the way, treats arbitrary (unsymmetric) kernels; however, our proof can also be applied directly to this more general case." Since here we are concerned with the more general case, we will paraphrase Weyl's development as he might have written it for unsymmetric matrices. This inequality is equivalent to (5.3) and thus establishes the approximation theorem.
Discussion. Weyl 
Envoi
With Weyl's contribution, the theory of the singular value decomposition can be said to have matured. The subsequent history is one of extensions, new discoveries, and applications. What follows is a brief sketch of these developments yet to come.
Extensions. Autonne 2, 1913] extended the decomposition to complex matrices.
Eckart and Young 12, 1936], 13, 1939] extended it to rectangular matrices and rediscovered Schmidt's approximation theorem, which is often (and incorrectly) called the Eckart{Young theorem.
Nomenclature. 7 The term \singular value" seems to have come from the literature on integral equations. A little after the appearance of Schmidt's paper, Bateman 4, 1908] refers to numbers that are essentially the reciprocals of the eigenvalues of the kernel as singular values. Picard 37, 1910] In his investigation of the geometry of n-space, Jordan 27,  Unitarily Invariant Norms. A matrix norm k k U is unitarily invariant if kU H AVk U = kAk U for all unitary matrices U and V . A vector norm k k g is a symmetric gauge function if kPxk g = kxk g for any permutation matrix and kjxjk g = kxk g . Von Neumann 49, 1937] showed that to any unitarily invariant norm k k U there corresponds a symmetric gauge function k k g such that kAk U = k( 1 ; : : :; n ) T k g ; i.e., a unitarily invariant norm is a symmetric gauge function of the singular values of its argument.
Approximation Theorems. Schmidt's approximation theorem has been generalized in a number of directions. Mirsky 33, 1960] showed that A k of (5.2) is a minimizing matrix in any unitarily invariant norm. The case where further restrictions are imposed on the minimizing matrix are treated in 10, 17, 38] .
Given matrices A and B, The Procrustes problem, which arises in the statistical method of factor analysis, is that of determining a unitary matrix Q such that kA ? BQk is minimized (for the name see 24, 1962] ). Green 20, 1952] and Sch oneman 40, 1966] Rao 38, 1980] considers the more general problem of minimizing kPA ? BQk, where P and Q are orthogonal.
Principal Components. An alternative to factor analysis is the principal component analysis of Hotelling 22, 1933] . Speci X is proportional to . It follows that the matrixV obtained from the singular value decomposition of X is an estimate V. Hotelling 23, 1936 ] also introduced canonical correlations between two sets of random variables that bears the same relation to the generalized singular value decomposition as his principal components bear to the singular value decomposition.
Inequalities Involving Singular Values. Just as Schmidt did not have the last word on approximation theorems, Weyl was not the last to work on inequalities involving singular values. The subject is too voluminous to treat here, and we refer the reader to the excellent survey with references in 21, Ch. 3]. However, mention should be made of a line of research initiated by Weyl 52, 1949] relating the singular values and eigenvalues of a matrix.
Computational Methods The singular value decomposition was introduced into numerical analysis by Golub and Kahan 18, 1965] , who proposed a computational algorithm. However, it was Golub 19, 1970] who gave the algorithm that has been the workhorse of the past two decades. Recently, Demmel and Kahan 11, 1990] have proposed an interesting alternative.
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