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Introduction

33
Whole-building airflow simulations are required in applications such as natural ventilation 34 design, coupled building airflow and energy simulation, smoke control, and air quality diagnosis 35 in a building. These simulations generally use multi-zone models [1] . However, the models can 36 provide only very limited airflow information because of the assumption that a room within a 37 building can be treated as a single homogeneous node. Computational Fluid Dynamics (CFD) 38 models, on the other hand, can perform detailed airflow simulations, but the use of CFD for 39 whole-building airflow simulations is too computationally expensive [2] . Between CFD models 40 and multi-zone models, researchers have also developed intermediate models for whole-building 41 airflow simulations. Zonal models [3] are typical intermediate models that can achieve a balance 42 between reduced computing costs and the level of detail required in airflow simulations. 43 Additionally, by using very coarse grids, coarse-grid CFD models [4] can provide more detailed 44 airflow simulations at a competitive computing speed with respect to zonal models, and they are 45 expected to replace zonal models in the future [2] . Fast Fluid dynamics (FFD), a recently 46 developed intermediate model that can provide reliable simulations of indoor airflows at a speed 47 that is about 15 times faster than CFD models, currently has great potential for performing 48 whole-building airflow simulations [5, 6] . Because FFD is also a grid-based model, reducing the 49 grid number can further enhance the computing speed of FFD simulations. Coarse-grid FFD 50 would be an ideal tool for performing whole-building airflow simulations at a greatly reduced 51 computing cost. 52
Although a coarse grid could significantly reduce the computing time of FFD simulations, it may 53 cause problems in the representation of the boundary conditions encountered in building airflow 54 simulations. For example, many heat sources in buildings are of small physical size, such as 55 computers, desk lamps, occupants, etc. Using a very large mesh cell to represent a small-sized 56 heat source would result in the prediction of lower energy intensity in the cell and smaller 57 buoyancy forces from the heat source. Coarse-grid FFD would thus tend to under-predict the 58 plume flow generated by the heat source and would not accurately predict buoyancy-driven 59 ventilation and room air temperature distribution. Because buoyancy-driven ventilation is a 60 major feature of high-performance building systems, such as displacement ventilation and 61 buoyancy-driven natural ventilation systems, correct prediction of buoyancy-driven ventilation 62 and room air temperature distribution is essential with coarse-grid FFD. 63
Thus it is necessary to improve the representation of small heat sources with large cells. In CFD 64 models, simulations are normally performed on fine grids, which allows CFD models to avoid 65 the aforementioned problem. Instead, to reduce the complexities of representing heat sources in 66 simulations, it is still necssary for CFD models to apply simple heat source geometries or use 67 replacement boundary conditions [7] . (1) ,  , and then FFD is implicitly solved using the diffusion equation (5) By assuming axisymmetric temperature and velocity profiles and by using the similarity rule and 141 constant entrainment ratio in the fully developed plume region, Eqs. (6) and (7) were developed 142 to describe the excess temperature and plume flow rate, respectively, for a thermal plume 143 generated by a point heat source [9] . 144
where P c is the convective heat generation rate from the heat source, z the distance between a 147 cross-section in the plume and the top surface of the heat source, z v the distance between the 148 virtual start point of the plume and the top surface of the heat source, k v the flow rate coefficient, 149 and k T the excess temperature coefficient, as shown in Figure 1 . Although the heat sources in 150 buildings are generally not point sources and the generated themal plumes are not always fully 151 developed, researches found that it was possible to apply Eqs. (6) and (7) 
where , i cell F is the body force term in the heat source cell and t  the time step size. When the 174 momentum source term in the cell is incorporated the plume velocity at the cell can be corrected 175 to be the same as that in the analytical model. 176
For integration with the energy equation, the plume model was used to adjust the air temperature 177
at the heat source cell because FFD underestimates the heat source temperature when a very 178 coarse grid is used. To minimize the impact of the temperature correction on the energy 179 conservation in the domain, the correction was applied in the advection process and before the 180 energy conservation correction of the semi-Lagragian scheme. Therefore, a three-step approach 181 was applied to solve the advection equation for energy transport: 182 for the heat source would have a lower mean air temperature than that in the actual plume. 234
Because of the reduced air temperature, the plume flow rate was also lower, and there was less 235 air entrainment from the surroundings. However, with the plume model as depicted in Figure  236 3(a), the predicted air entrainment was much greater. Because the energy intensity was reduced 237
in the large heat source cell, FFD without the plume model predicted an unrealistically low air 238 temperature in the plume region, as illustrated by Figure 3b ). For example, the air temperature in 239 the plume region was even lower than that at ceiling level. The model correctly predicted the 240 high air temperature near the ceiling that was caused by the rising thermal plume, as shown in 241 Figure better with the experimental data, except in the region near the floor. Because the temperature 254 gradient near the floor was high, the grid resolution used by coarse-grid FFD was too low to 255 accurately reflect the large temperature variation in this region. Fine-grid FFD provided a 256 slightly better prediction of the temperature profile near the floor. Due to the averaging of the 257 temperature at the same hight, the discrepency between the temperature profiles predicted by two 258 models was not as apprant as observed in locations (P6-P9) were similar, but they are not presented here because of the limited space 296 available in this paper. Coarse-grid FFD without the plume model could not correctly predict the 297 air temperature profiles as compared with the experimental data. Because the thermal plumes 298
were artificially weakened by the use of a large cell to represent the heat sources, the amount of 299 energy transported to the upper part of the room was significantly reduced. Thus, in the upper 300 part of the office the predicted air temperature was lower than that measured experimentally. 301
However, the use of the plume model to represent heat sources improved the accuracy of the 302 coarse-grid FFD in simulating the buoyancy flows driven by the heat sources and thus provided a 303 better prediction of the vertical air temperature profiles. In addition, the simulation results proved 304 the viability of combining several adjacent heat sources into a single heat source so that the 305 plume model could be used. Interestingly, coarse-grid FFD can predict the air temperature 306 profiles with accuracy similar to that of fine-grid FFD. 307 test chamber and environmental chamber were of very high insulation value, they were 319 considered to be adiabatic. Jiang and Chen measured the vertical air temperature profiles at five 320 different locations, as shown in Figure 8 (b), as well as the ventilation rates in the test chamber. 321 Table 2 shows the enclosure surface temperatures of the laboratory as measured by Jiang and 322
Chen. 323 weaker-than-actual thermal plume predicted by the cell that was much larger than the heater. 343
Because the buoyancy flow generated by the heater was the primary driving force for the airflow 344 in the chamber, correct simulation of the thermal plume was crucial for the prediction of the 345 ventilation rate through the door opening. Table 3 compares the ventilation rates computed by  346 coarse-grid FFD with and without the plume model and by fine-grid FFD, with the experimental 347 data. Some uncertainties were observed in the measured data for this case. They resulted from 348 instabilities in the natural ventilation system, which caused the ventilation rate to vary from 9.18 349 to 12.6 ACH. Because of the reduced heat source intensity in the large heat source cell, a small 350 plume was predicted by the coarse-grid FFD without the plume model. As a result, the predicted 351 ventilation rate was low in comparison with the lowest measured ventilation rate. Both the 352 coarse-grid FFD with the plume model and the fine-grid FFD can accurately predict the 353 ventilation rate caused by the thermal plume from the heater in the chamber. Coarse-grid FFD 354 with the plume model predicted a ventilation rate that was equal to the mean value in the 355 experiment. 356 
Buoyancy-driven natural ventilation in an atrium 360
This study also applied FFD to the simulation of buoyancy-driven natural ventilation in an 361 atrium, which is a major feature of modern natural ventilation designs for buildings. A tool that 362 predicts the ventilation rate of buoyancy-driven airflow through an atrium with reasonable 363 accuracy would effectively help architects improve natural ventilation designs. To test the 364 performance of coarse-grid FFD in simulating atrium-assisted natural ventilation, this study 365 simulated buoyancy-driven natural ventilation flows in a single-storey space connected to an 366 atrium [27] . 367 was developed from experimental data that should be quite reliable. The ventilation rate (Q v ) was 387 normalized by the volume flow rate (Q H ) of a pure thermal plume at ceiling height, and the 388 atrium outlet size (A u ) was normalized by the squared height (H 2 ) of the building. As the size of 389 the atrium outlet increased, the natural ventilation rate also increased. For coarse-grid FFD 390 without the plume model, the predicted ventilation rate was significantly lower than that 391 calculated by the analytical model. Because the heat source was represented by a very large cell, 392 the predicted temperature at the heat source cell were likely to have been much lower, and the 393 buoyancy force much smaller, than they would be in reality. As a result, coarse-grid FFD without 394 the plume model could not predict the natural ventilation rate well. Coarse-grid FFD with the 395 plume model was able to predict a flow rate that was close to that predicted by CFD. The FFD-396 predicted ventilation rate also agreed with that from the analytical model. Therefore, the plume 397 model can effectively improve the accuracy of coarse-grid FFD for simulating buoyancy-driven 398 natural ventilation. 399 Table 4 shows that the coarse grid could significantly reduce computing time, by 5 to 50 times 420 according to the coarseness of the grid. On the other hand, the coarse grid produced slightly large 421 errors, but they do not seem to be critical for our applications. In a decision as to whether or not 422 to use FFD, computing time is a much more critical factor than computing accuracy. Coarse-grid 423
FFD with the plume model had errors that were similar to those of fine-grid FFD. Without the 424 plume model, the errors could be quite large, as shown in Table 4 . 425 Table 4 Coarse-grid FFD with the plume model was also able to accurately predict the ventilation rate in 442 buoyancy-driven natural ventilation cases. The accuracy was comparable to that of fine-grid 443 FFD, CFD, or an analytical model developed from experimental data. 444
The computing time for coarse-grid FFD with and without the plume model was a small fraction 445 of that for fine-grid FFD for all the cases tested. The coarse-grid number was actually the 446 minimum necessary for representing room air distribution. At the same time, the significant 447 reduction in grid number did not lead to a much larger error than that of fine-grid FFD, 448 especially for coarse-grid FFD with the plume model. 449 450
