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1. INTRODUCTION 
In this paper, we derive some relationships for the Jacobi polynomials, which can be useful for 
solution of integral equations with Abel's and Riesz's kernel, and for the solution of fractional- 
order differential equations by expanding an unknown function in a series of appropriate Jacobi 
polynomials. Such an approach, known as the method of orthogonal polynomials [1], preserves 
natural asymptotics of solution. However, it can be used only if a spectral relationship for a 
corresponding integral operator is known. The purpose of this paper is to provide some new 
spectral relationships, in addition to those listed in [2~ Appendix I, Table A]. 
The main result is given by Theorem 1, from which a number of relationships are obtained by 
fixing the parameters appropriately. 
There are different generalizations (e.g., [3-7]) of conventional integer-order differentiation and 
integration preserving a semi-group roperty (DnDrnf = D'~+mf or I~Imf = In+mr). In this 
paper, we consider the Riesz fractional potential [7] in Section 2, and the Riemann-Liouvilte 
fractional differentiation and integration [6] in Section 3. 
The following notations are used in the paper: 
• pFq (b: a262 ...... aPbq z I~ is the hypergeometric function; 
• F(z) is the Euler gamma function; 
• B(x, y) is the Euler beta function; 
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• P~'3(t) is the Jacobi polynomial; and 
• Q~Z(t)  = (1 - t)"(1 + t)~P,~,3(t). 
2. R IESZ FRACTIONAL POTENTIAL  
An integral operator with the kernel Ix - t[ -~ is called the Riesz potential operator [7]. 
THEOREM 1. I ra  > --1, /3 > --1, 0 < v < 1 and V is an arbitrary real number, then for -1  < 
x < I holds 
/_11 (sign(x-t)-F tan(~)~ Q~gZ(t)~l. s in~r(v -~/2) (b l (x )+s inzr (V+~/2- /3 ) (b2(x)  
tan ~ ] ~ -~ F(~) sin ~ cosvTr 
re=O,  1 ,2 , . . . ,  
' (~) 
where 
~ROOF. 
¢1(x) = r (m +~ + 1) r (m+ ~)r( /3-  ~+ 1)(-1)m 
2-~-3+~-1F (m + a +/3 - v + 2) m! 
X2Fl(m÷v,  z / -m-o~- /3 -1  __l~x) 
- /3+v 
F (m +/3 + 1) F (~ - /3 - 1) (-1) m+l O2(x) = 
2-~ (1 + z) ~-~-~ 
X 2.F1 (?Tt÷/3--~--1, --?'~--Ot I~X)  
/3 -v+2 
To prove this statement, let us consider the following integral 
(2) 
(3) 
jf_ 
l 
S(x) = k(x - t )Q~3(t )  dr, 
1 
Ix]_<l, Re (a, /3) > - l ,  m=0,1 ,2 , . . . ,  (4) 
where the function k(z) is defined by 
j~0 °° 
k(z) = e i~'r s~- le  izs ds, 0 < ~ < 1. (5) 
Substituting (5) into equation (4), interchanging the order of integration, using the Rodrigues 
formula for the Jacobi polynomials and integrating by parts, we obtain 
J (x)  = ( - i )  m B (m + fl + 1, m + a + 1) e~'r2 m+~+~+l (m!) -1 
~°°sm+~_1e~(l+~)81Fl(  m+/3+1 I ) (6) 
x 2m+a+/3+2 -2 i s  ds. 
Evaluating integral (6) with the help of [8, formula 6.9(9)] and then using [9, formula 2.10(2)], 
we find 
d(z )  = e~'( ' -~/2)Ol(X)  + e ~( '+~/2-~) O2(z), (7) 
where (I)l(x) and cb2(x) are given by (2) and (3). 
On the other hand, with the help of [8, formulas 6.5(1) and 6.5(21)], integral (5) can be 
expressed in the form 
b' 
(8) 
Substituting (8) into (4), taking into account equation (7) and separating the imaginary part, 
we obtain (1), which ends the proof of Theorem 1. (Consideration ofthe real part after replacing ~/ 
with "r + 1/2 leads to the same final expression.) 
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COROLLARY 1.1. / fa  > --1, fl > --1 and 0 < v < 1, then for -1  < x < 1 holds 
//Q~ Z(t)dt COS Y-~ (I)1(35) + COS 71" ( / / /2 -- ]~) ~2 (X) 1 ~-~  "~] v - -  F(/]) cos ~ , m = 0, I ,2 , . . . ,  
where (1)1(32) and q52(x) are the same as in Theorem 1. 
PROOF. This is a part icular case of Theorem 1 for 3` = 1/2. 
CORALLY 1.2. I ra  > --1, 3 > --1 and 0 < v < 1, then for -1  < x < 1 holds 
_1 sign (x - t) - sin ~-~q51(z) + sin 7r (v/2 - j3) 6p2(x )
1 Ix ---t-~ Q~Z(t) dt = F(@ sin ~ , m = 0, 1 ,2 , . . . ,  
where ~l(x )  and ~2(x) are the same as in Theorem 1. 
PROOF. This is a particular case of Theorem 1 for 3' = 0. 
THEOREM 2. (Spectral relationship for a generalized Riesz potential.) I f  0 < v < 1, 7 is an 
arbitrary real number, and r and k are integer numbers such that r > -1  + 7 - v/2, k > 
-1  - 7 - v/2,  then for -1  < x < 1 holds 
1 tan (7r3`) Q~+~/2+~'~+~/2+k(t) 
/ -1  (s ign (x - t )+ tan-------~) ~t~ dt 
"n" ( -1 )  "+k+l sinTr (7 -- v/2) 2~+k+lF(rn + v) p'r+./2-r-1,--r+./2-k-1. , 
PROOF. Indeed, taking in (1) /3 = 3' + v/2 + k (in this case, the second term in (1) disappears) 
and c~ = -7  + v/2 + r (due to this choice (I)l(X) becomes a polynomial),  we obtain (9), which 
completes the proof of Theorem 2. 
Theorem 2 is a generalization of Popov's  formula [2, formula A-6.3, p. 298]. 
COROLLARY 2.1. (Spectral relationship for the classical Riesz potentiaL) I f0  < v < 1, and r 
and k are integer numbers such that r > - (v  + 1)/2, k > - (v  + 3)/2, then for -1  < x < 1 holds 
f l Q~-l)/2+r,(v+l)/2+k(t ) 7l" ( -1 )  ~ 2r+k+lF (rn + v) p(,_l)/2_~,(,_3)/2_k(x~ 
1 -~:V  dt= re!r(/]) cos ~ m+r+k+l  \ " (10)  
m+r+k+l  >0. 
PROOF. This is a particular case of Theorem 2 for 3' = 1/2. 
In the general case, the Jacobi polynomials in the r ight-hand side of equations (9) and (10) are 
the Jacobi polynomials orthogonal with nonintegrable weight function [10]. 
In order to consider the classical Jacobi polynomials, we require, in addition to conditions of 
Corol lary 2.1, 
v- I  v -3  
- - - r  >- -1 ,  - - -k>- l .  (11) 
2 2 
There is only one pair of values for r and k, which simultaneously satisfies the conditions of 
Corol lary 2.1 and (11): r = 0, k = -1 .  In this case, equation (10) takes the following simple 
form. 
COROLLARY 2.2. IfO < 11 < I ,  then for - i  < x < 1 holds 
1 iT -V  = cos  ' 
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COROLLARY 2.3. I f  0 < u < 1, and r and k are integer numbers such that r > -1  - u/2, 
k > -1  - u/2, then for -1  < x < 1 holds 
j f _ l  sign (x  t) ~/2+~ /2+k 7r ( -1)  ~ 2r+k+lF (m + u) l:)u/2_r_l,u/2_k_ 1Qm ' (t) dt = (x) 1 Ix -t l"  m! F(u) sin ~ " m+~+/¢+1 , 
m+r÷k+l>>_O.  
PROOF. This is a particular case of Theorem 2 for 7 = 0. 
There are four particular cases of Corollary 2.3 for classic Jacobi polynomials, namely 
( i)  ~ = k = -1 ;  
(ii) r=- l , k=0;  
(iii) r = 0, k = -1;  and 
(iv) r=k=0,  
but only three of them are different, because (ii) and (iii) lead to the same formula. We have the 
following corollary. 
COROLLARY 2.4. I f0  < u < 1, then [or -1  < x < 1, the following formulas are valid: 
_1 sign (x - t) 
1 Ix ---t-~ Q~2-1" /2 -1( t )  dt = 
/ /  sign (xt~ t) ,12,12 
1 i x Qm ' (t) dt - 
f_l sign(__x_t t) u/2-1u/2 
1 I x Qm ' ( t )  d t  - 
7rF(m + u) pV/2,~/21x ~ 
2m!r(u) s in~ m-1 t J, 
27rF(m + u) p~/2_l,u/2_lfx~ 
m!r(u) sin ~ m+l ~ J, 
rcF(m + u) p~/2, . /2_ l (x)  ' 
m[r(u) sin -~ 
m = 1, 2 ,3 , . . . ,  (12) 
rn = 0, 1 ,2 , . . . ,  (13) 
m = 0 ,1 ,2 , . . . .  (14) 
Taking in (12) and (13) u --* 1, we obtain the well-known formulas of the Hilbert transform 
of weighted Chebyshev polynomials of the first and the second kind [9, formulas 10.12(47) and 
10.12.(48)], and weighted Jacobi polynomials PmU2't/2(x) [2, formula A-12.4, p. 3o4]. 
3. R IEMANN-L IOUVILLE  FRACTIONAL 
INTEGRATION AND DIFFERENTIAT ION 
THEOREM 3. / f0  < u < 1, and r and k are integer numbers such that r > u - 1, k > -1  - u, 
then for -1  < x < 1 holds 
/~z r,u+k Qm (t) rr ( -1)  r+l 2r+k+lr(m + u) nu-r-l,-k-X, , 
1 --~=7-~ dt= m!F(u)sin(urt) rm+~+k+ 1 ~x), m = o, 1, 2 . . . . .  (15)  
PROOF.  This is a particular case of Theorem 2 for 7 = u/2. 
In the general case, the Jacobi polynomials in the right-hand side of equation (15) are Jacobi 
polynomials orthogonal with nonintegrable weight function [i0]. 
To  consider the classical Jacobi polynomials, we  must  have, in addition to conditions of Theo-  
rem 3, 
u - r -1  > -1,  -k -1  >-1 .  (16) 
There is only one pair of values for r and k, which simultaneously satisfies conditions of Theorem 3
and (16): r = 0, k = -1.  In this case, equation (15) becomes the following. 
COROLLARY 3.1. If0 < u < i, then for -1  < x < 1 holds 
f f f  o,~-1 r r r (m+ u) Qm (t) dt = (17) 1 (x - t)" m[F(u) sin(urn) P~-l '°(x)" m = O, 1, 2 , . . . .  
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Taking u = 1 - A (0 < A < 1) and performing obvious substitutions of variables, we obtain 
f0 y Q~-~ (2T -- 1) ~r (,~ - A + 1) 
~y5 T--~ :'~ dr  = 2~m! P (1 - A) sin (ATr) P~'° (2Y  - 1), (18) 
m =0,1 ,2  . . . .  , (0<y< 1). 
Up to a constant multiplier, the integral in the left-hand side of (18) is the Riemann-Liouvil le 
fractional integral of order A, defined by (e.g., [6,7]) 
~Dy~y(y)=a I~f (y )_  1 fa  y 7.)A_ 1 F(A) (y - : ( r )  dr, (y > a).  (19) 
Using this notation, we can rewrite equation (18) as follows. 
THEOREM 4. I[0 < A < I, then for 0 < t < 1 holds 
F (m - A + 1) pro),,0(2 t -  1), m = 0, 1 ,2 , . . . .  (20) -A 0,-A oDt Qm (2 t -1 )= 2~m! 
COROLLARY 4.1. I/C0 < A < 1, then for 0 < t < 1 holds 
2~m! 0--A 0D~P~,° (2t -1 )  - r (m_~+l )  Q;~ (2t -1) ,  m=0,1 ,2 , . . . .  (21) 
PROOF. Applying operator of fractional differentiation on both sides of equation (20) and using 
the well-known property (e.g., [6,7]) 
oD~t (oDt~ f ( t ) )  = f ( t ) ,  
we obtain equation (21). 
COROLLARY 4.2. I f  O < n -- 1 < p < n, n is integer, then for 0 < t < 1 holds 
r (m+p+l )  pv, n (2 t _ l ) ,  ( re>n) ,  
P O,p--n -- -- oD t Qm (2t - 1) = 2n-Pro! (22) 
0, (m < n). 
PROOF. Differentiating both sides of equation (20), n times with respect to t and using [9, 
formula 10.8(17)], we obtain 
F (m+n-A+l )  ,~-x,n 
dt--- ~dn oDt -~ ~o-.xt2tk _ 1) = -~r~. Pm-~ (2t - 1), (m _> n), (23) 
0, (m < ~). 
In the left-hand side we recognize the Riemann-Liouville fractional derivative (e.g., [6,7]) of order 
p = n - A. This allows us to rewrite equation (23) a.s (22). 
THEOREM 5. [ fa>- - l , /3>- - i  andA>O,  then fo rO< t < 1 holds 
oDZ~QT;~(2t - 1) = (-1)'~r(~)r(m + Z + 1) 2a+z 
r(Z + ~ + 2)m! 
x( l _ t )a+xt~+A2F l ( -m+A,  c~+~+m+A+l  )~3+A+1 t , (24) 
m = 0, 1, 2 , . . . .  
PROOF. Taking in (1) 7 = u/2 we obtain 
f sinTr (u -/~) 
1 (x - t) -~ Q~£Z(t) dt = F(u) sin (Tvu) ¢2(X) (25) 
Substituting now (3) into (25), setting u = 1 - A and using [9, formula 2.9(2)] we obtain (24). 
~k 10-1-E 
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4. CONCLUDING REMARKS 
Theorems 2-4 open the way to solution of integral equations with Pdesz's and Abel's kernel 
and fractional differential equations, by the method of orthogonal polynomials [1]. From the 
point of view of this method, Theorems 2-4 provide so-called spectral relationships, which in a 
general case (complete integral equation) allow reduction of an ill-posed integral equation of the 
first kind to well-posed linear algebraic systems of the second kind. For characteristic equations, 
this method allows us to obtain explicit solutions. Some of spectral relationships obtained in [2, 
Appexdix I] by the other method can be obtained as particular cases of Theorems 2-4. 
On the other hand, Theorems 2-4 may be interpreted as singular-value decompositions of 
corresponding integral operators of convolution type in L2 spaces with weights, as has been done 
for some particular cases for a semi-infinite and finite interval in a recent paper [11]. 
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