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Abstract 
We consider the following resource constrained scheduling problem. We are given m identical 
processors, s resources R,, , R, with upper bounds b, , , b,, n independent jobs T,, , T, 
of unit length, where each job Tj has a start time rjE N, requires one processor and an amount 
Ri( j)E (0, 1) of resource R,, i = 1,. , s. The optimization problem is to schedule the jobs at 
discrete times in N subject o the processor, resource and start-time constraints o that the latest 
scheduling time is minimum. Multidimensional bin packing is a special case of this problem. 
Resource constrained scheduling can be relaxed in a natural way when one allows the 
scheduling of fraction of jobs. Let C,,, (resp. C) be the minimum schedule size for the integral 
(resp. fractional scheduling). While the computation of Cop, is a NP-hard problem, C can be 
computed by linear programming in polynomial time. In case of zero start times R&k and 
Schmidt (1983) showed for the integral problem a polynomial-time approximation within 
(m/2)C,,, and de la Vega and Lueker (1981), improving a classical result of Garey et al. (1976), 
gave for every E > 0 a linear time algorithm with an asymptotic approximation guarantee of 
(s + E) c,,, . The main contributions of this paper include the first polynomial-time algo- 
rithm approximating Cop, for every EE(O, 1) within a factor of 1 + E for instances with 
hi = Q(E-‘log(Cs)) for all i and m = Q(ce2 log C), and a proof that the achieved approximation 
under the given conditions is best possible, unless P = NP. Furthermore, in some cases we give 
for every fixed c( > 1 a parallel 2a-factor approximation algorithm. 
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1. Introduction 
Resource constrained scheduling with start times is the following problem. The 
input is 
asetY={T,,..., 7’,} of independent jobs. Each job Tj needs one time unit for its 
completion and cannot be scheduled before its start time ‘1, YjE N. 
asetY=(P,,..., P,} of identical processors. Each job needs one processor. 
a set 9 = {RI, . . . , R,) of limited resources. This means that at any time all 
resources are available, but the available amount of each resource Ri is bounded by 
bier, i= l,...,S. 
Fori= l,..., s,j= l,..., n let Ri( j) be O/l resource requirements saying that every 
job Tj needs Ri(j) units of resource Ri during its processing time. For a job TjE F 
and a time z E k4 let Xjz be the O/l variable which is 1 iff job Tj is scheduled at time z. 
Given a valid schedule let C,,, be the lastest completion time defined by 
C max = max {Z 1 Xjz > 0, j = 1, . . . , ?l>, 
The combinatorial optimization problem is: 
Definition 1.1 (Resource constrained scheduling). 
(i) (Integral Problem) Find a schedule, that is a O/l assignment for all variables Xjz, 
subject o the start time, processor and resource constraints uch that CIEN xjZ = 1 
for all jobs Tj and C,,, is minimum. Let C,,, denote this minimum. 
(ii) (Fractional Problem) Find a fractional schedule, that is an assignment of each Xjz 
to a rational number in the closed interval [0, l] subject to the start time, 
processor and resource constraints o that CzoN xjr = 1 for all jobs T, and C,,, is 
minimum. Let C denote this minimum. We call C,,, the (integral) optimal and 
C the fractional optimal schedule.’ 
According to the standard notation of scheduling problems the integral problem can 
be formalized as Plres *a 1, rj, pj = 11 C,,,. This notation means: the number of 
identical processors is part of the input (P I), resources are involved (res), the number 
of resources and the amount of every resource are part of the input (res . .), every job 
needs at most 1 unit of a resource (res . . l), start times are involved (rj), the processing 
time of all jobs is equal 1 (pj = 1) and the optimization problem is to schedule the jobs 
as soon as possible (IC,,,). 
The integral problem is NP-hard in the strong sense, even if rj = 0 for all 
j = 1, . . . , n, s = 1 and m = 3 [S], while the fractional problem can be solved by linear 
programming in polynomial time (as we shall see in the next section). An interesting 
‘Note that by definition the fractional optimal schedule C is an integer, only the assignments of jobs to 
times are rational numbers. 
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special case of resource constrained scheduling is the following generalized version of 
the multidimensional bin packing problem. 
Definition 1.2 (Bin packing problem BIN (1, d)). Let d, n, liE N, i = 1, . . . , d, and let 
1 = (11, . . . , ld). Given vectors ui, . . . , U,E [0, lld, pack’ all vectors in a minimum 
number of bins such that in each bin B and for each coordinate i, i = 1, . . . , d, 
c v,sBOij < li. Define LR = rmax, ~i~,(l/li)C~=, Uijl. (Observe that LR is the min- 
imum number of bins, if fractional packing is allowed.) 
BIN (1, d) is the multidimensional bin packing problem, and BIN (1, 1) is the 
classical bin packing problem. The intention behind the formulation with a bin size 
vector 1 is to analyse the relationship between bin sizes and polynomial-time approxi- 
mability of the problem. 
1.1. Previous work 
The known polynomial-time approximation algorithms for resource constrained 
scheduling with zero start times (problem class P 1 res ... , rj = 0, pj = 1 I C,,,) are due 
to Garey et al. [7] and Rock and Schmidt [20]. Garey et al. constructed with the 
First-Fit-Decreasing heuristic a schedule of length CFFD which asymptotically is 
a (s + f)-factor approximation, i.e. there is a non-negative integer Co such that 
c rFD d Copt(s + 3) for all instances with C ,,,,t > Cc,. De la Vega and Lueker [25] 
improved this result presenting for every E > 0 a linear-time algorithm which achieves 
an asymptotic approximation factor of s + E. Rock and Schmidt showed, employing 
the polynomial-time solvability of the simpler problem with two processors (problem 
class P21 res ... , rj = 0, pj = 1 1 C,,,) an [m/2]-factor polynomial-time approxima- 
tion algorithm. Thus for problems with small optimal schedules or many resource 
constraints resp. processors these algorithm have a weak performance. Note that all 
these results are based on the assumption that the start times of all jobs are zero. For 
example, Rock and Schmidt’s algorithm cannot be used, when non-zero start times 
are given, because the problem P2lres .. 1, rj, pj = 11 C,,, is NP-complete, so their 
basis solution cannot be constructed in polynomial time, unless P = NP. In [23] we 
showed a 2-factor approximation algorithm for resource constrained scheduling 
problems, when the resource bounds and the number of processors are in Q(log(Cs)), 
and proved for this class that a polynomial-time p-approximation algorithm for 
p < 1.5 cannot exist, unless P = NP. Since this non-approximability result was 
derived with a reduction to the NP-complete problem of deciding if a schedule of 
length 2 does exist or not, we conjectured that for other instances with large optimal 
schedules better approximations might be possible. We will show that this conjecture 
is true in a comprehensive sense. 
2Packing simply means to find a paritioning of vectors in a minimum number of sets so that the vectors in 
each partition ( = bin) satisfy the upper bound conditions of the definition. 
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1.2. The results 
As the one main result we present a polynomial-time approximation algorithm for 
resource constrained scheduling with non-zero start times (problem class P2 1 res . . 1, 
rj, pj = 1 1 C,,,): For every E > 0, (1I.s)~ N, an integral schedule of size at most 
[(l + E)C,,,~] can be constructed in strongly polynomial time, provided that all 
resource bounds bi are at least [3(1 + s)/s2] log(8Cs) and the number of processors is 
at least [3(1 + s)/s2]10g(8C). As a surprising consequence a schedule of length 
Copt + 1 can be constructed in polynomial-time,3 whenever bi 2 3C(C + l)log(8Cs) 
for all resource bounds bi and m 2 3C(C + l)log(8C). This approximation guarantee 
is independent of the number of processors or resources. 
Our proof techniques fall in the general scheme of randomized rounding and 
derandomization [21,18,19]. The randomized rounding technique introduced in 
this paper differs from [18], because we have to generate an integral solution which 
must be feasible with respect to both, equality constraints and packing constraints. 
The leading idea to meet these constraints is to consider the following relaxation: We 
keep the equality and packing constraints, but enlarge the optimal fractional schedule 
in an appropriate way and perform randomized rounding on the enlarged schedule. 
Furthermore, for derandomization an algorithmic version of the Angluin-Valiant 
inequality for multivalued random variables [23] is invoked. 
One might wonder, if under the assumptions bi~S1(Y2 log(G)) for all i and 
rnECI(c -210g C) the scheduling problem is interesting enough. In other words, are 
such problems solvable in polynomial time? The answer is negative: Under the 
hypothesis P # NP our approximation is best possible. Among others it is shown that 
for the problem without start times and under the above conditions on the upper 
bounds of the resources and on the number of processors, given an optimal fractional 
schedule of length C and a feasible integral schedule of length C + 1, it is NP-complete 
to decide whether or not there exists an integral schedule of size C. 
In conclusion, both results together precisely determine the border of approxi- 
mability for resource constrained scheduling. Since multidimensional bin packing is 
a special case of resource constrained scheduling, all approximation results carry over. 
Furthermore, applying Berger and Rompel’s [4] extension of the method of log’n- 
wise independence to multivalued random variables, we can parallelize our algorithm 
in special cases: Let z > l/log n. We get an NC-algorithm which guarantees for every 
constant CI > 1, a 2r’0gac’/C < 2a-factor approximation, but unfortunately under the 
much more restrictive conditions m, bi > a(a - 1)-‘n’i2+rrlog3n(s + 1)]1’2 for all 
i = l,..., s. Recently we proved this result under less restrictive lower bounds for the 
resource bounds and the number of processors [24]. Such ugly conditions on the 
resource bounds are due to the estimation of higher moments required by the method 
3Note that C is at most of the sum of n and the maxmum start time, hence the factor log(G) is within the 
size of the problem input. 
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of log’n-wise independence. We leave open the question, if for E > 0 there exists a parallel 
(1 + &)-factor approximation algorithm for problems with m, bi E Q(E-‘log(ns)). 
The paper is organized as follows. In Section 2 we study a general system of integer 
inequalities related to resource constrained scheduling, show under which circumstan- 
ces an integral solution can be constructed via derandomization, and apply the results 
to resource constrained scheduling. In Section 3 it is proved that the achieved 
approximation is optimal, unless P = NP. In Section 4, as an example, the multi- 
dimensional bin packing problem is discussed. In Section 5 we give the NC-approxi- 
mation algorithm and show in the appendix Section 6 how the NC-derandomization 
scheme of [4] can be applied to our problem. 
2. Integral solvability of inequality systems 
In this section we introduce a system of inequalities and equalities of which resource 
constrained scheduling with start times is a special case. It will be shown how an 
integral solution to such a system can be constructed in polynomial time, when 
a fractional solution to the system, which arises by scaling the right-hand side of the 
inequalities of the initial system by some factor in (0, l), is given. In other words, we 
start with a fractional solution for the system with tighter constraints and randomly 
round the fractional solution to an integral one for the initial system. It will turn out 
that the integral solution is feasible, because the fractional solution satisfies tighter 
inequalities, thus enough room is left for rounding. In this section we first consider the 
general frame work of inequality systems and then work out its application to 
resource constrained scheduling with start times. A general approach how to con- 
struct integral solutions for linear inequality and equality systems via derandomiz- 
ation can be found in [22]. 
2.1. Inequality systems and derandomization 
Let f, n, N be non-negative integers. Let A = (aij) be an s*x n matrix with O/l 
componentsandletb~~~.Foravectorxj~{O,1}N,j=1,...,n,andfork=1,...,N 
let Xjk be its kth component. Let x (k) be the vector of all the kth components, i.e. 
XCk) = (Xlk . > > x&). Let rj E { 1, . , N} be numbers which will later play the role of 
start times. Consider the following system of linear inequalities 
2.2. hequality system (IS) 
Ax’~’ < h, Vk = 1 , . . . . N, 
I(Xjl(l = 1,Vj = l,..., n, 
xjE{O, l}N, Vj = 1, . , n, (1) 
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Xjk=O, tlk<rj, Vj=l,..., n, 
XW = (x lk, ...> x,k), Vk = 1, . . . , N. 
Resource constrained scheduling with non-zero start times fits in the system (IS) as 
follows: Consider the processors as an additional resource R,+1 with requirements 
R,+,(j) = 1 for all j = 1, . . . . n and with resource bound m. Let R = (Ri( j))ij be the 
resource constraint matrix, set A = R and take for the right-hand side of the first 
inequality in (IS) the vector whose components are the resource bounds. Then, the 
problem of finding a minimum N such that (IS) has a solution is equivalent o the 
problem of finding a valid schedule of minimum length. In consequence, deciding 
the solvability of (IS) is a NP-complete problem. But a key observation is that (IS) can 
be solved, if the same system with a tighter right-hand side, say (1 + E)- lb instead of 
b is fractionally solvable (E > 0). Let us define the a-version of (IS) for parameters 
O<&<l. 
2.3. Anequality system (IS(&)) 
AX(~) <(1 + &)-lb, Vk = 1, . . . . N, 
IIXj)I1 = 1,Vj = l,..., n, 
XjE(O,l}N, Yj=l,..., n, 
xjk = 0, V k < rj, vj = 1, . . . , n, 
xCk) = (xlk 2 ...> x,k), Vk = 1, . . . , N. 
We need the following parameters. Let s1 be an integer with s1 6 s^ and define 
b _3(l+s) ~ log(4si N) and b,, 2 = 
3(1 + 8) 
&,l - 
E2 
~ log (4(s^ - sl) N). E2 
(2) 
A word to the motivation of these parameters. Later we will take the number of 
resources for s1 and s + 1 for S: The reason is that we wish to distinguish between the 
lower bound conditions for the number of processors and the other resource bounds. 
In fact, with s^ = s + 1 and s1 = s, b,, 2 is small than b,, 1, so a less restrictive lower 
bound for the number of processors is required. 
Theorem 2.1 (Rounding Theorem). Let 0 < E 6 1. Let s1 and b,,< (i = 1,2) be as in (3). 
Suppose that bi 2 b,,l for all i = 1, . . , ~1 and bi 2 ba,2 for all i > ~1. Suppose that 
u =(u1,..., a,) with UjE [0, 11” is afractional solutionfor the E-inequality system IS(a). 
Thenavectorx =(x1,..., x,) with xjE (0, l}” satisfying system (IS) can be constructed 
in O(Ns^n’log(N&)) time. 
For the proof we need the following derandomization result which is an algorithmic 
version of the Angluin-Valiant inequality for multivalued random variables. Let $, n, 
N be non-negative integers. We are given n mutually independent random variables 
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Xj with values in {l,..., N} and probability distribution Prob(Xj = k) = lj, for all 
j=l,..., n,k=l,... , N and CF= 1 x”jk = 1. Suppose that the lj, are rational numbers 
with 0 f Zjk < 1. Let Xj, denote the random variable which is 1, if Xj = k and is 0 else. 
For i = 1, . . . , s* and j = 1, . , n let wij be O/l weights. For i = 1, . . , s* and k = 1, . . . , N 
define the sums ~ik by ~ik = CJ= r WijXjk. Let 0 < Bik < 1 be rational numbers. Let 
lE( * ) denote the expectation operator and define the event Eik by 
$ik d E($ik)(l +  bik). 
Let (Eik) be a collection of s^N such events. Put 
(4) 
f(Pik) = exp( - ‘“,‘ik)). 
By the Angluin-Valiant inequality [16, Theorem 5.71 we have for all k = 1, . . . , N and 
all i = I,...,.? 
Proposition 2.2. Let EFk be the complement of the event E$. Then P[EFk] <f(fiik). 
Thus P(UikEE) 6 If=, I:= 1 f(Pik). Let US assume that this is bounded away from 
one, i.e. 
jl k$lfCii.) d l - Y (6) 
for some 0 < y < 1. The following theorem is a special case of the algorithmic version 
of the Angluin-Valiant inequality for multivalued random variables (Theorem 2.13 
in [23]). 
Theorem 2.3 (Srivastav and Stangier [23]). Let 0 < y < 1 and let Eik be events defined 
as above satisfying inequality (6). Then P(nf= 1 n:= 1 Eik) b y and a vector 
x E If= 1 C:=, Eik can be constructed in O(Nin’log(Nin/y))-time. 
We are ready to prove Theorem 2.1. 
Proof of Theorem 2.1. Set [N] = { 1, . . . , N}. Let X1, . . . , X, be mutually independent 
random variables with values in [IN] defined by P[Xj = k] = Ujk, kE [N]. For 
j= l,..., n and k E [N] let Xjk be the O/l random variable which is 1 if Xj = k and 
0 else. Furthermore, for each ke [N] let XCk’ denote the vector (XI&., .. . , x&). For 
i = 1, . . . , .? and k E [N] define the sums ~ik by 
$‘ik = (AXck’)i = i aijXjk> 
j=l 
and let Eik be the event 
$ik d (1 + a)(1 + E))rbi 
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Let EFk denote the complement of the event Eik. Since bi B b,, 1 for 1 6 i 6 s1 and 
bi 2 be,2 for s1 + 1 < i 6 S: we have by the Angluin-Valiant inequality [16] 
PCE%I Lexp(- &)G&. 
where p = s1 or ,u = s* - s1 resp. 4 Hence p[UikEFJ < i. With y = 4 we invoke the 
algorithmic Angluin-Valiant inequality for multivalued random variables (The- 
orem 2.3) and construct in O(AJ&? log(N&)) time vectors x1, . . . , x, satisfying the 
conditions xj E (0, l}“, llxj )/ 1 = 1 for allj = 1, . . . , n and AX(~) 6 b for all k = 1, . . . , N. 
Observe that the start time conditions xjk = 0 for all k < rj and all j = 1, . . . , n are 
automatically satisfied, because by definition of the fractional solution Uj we have 
ujk = 0 for all k < rj and all j = 1, . . . , n. (in other words, the random variables Xj are 
assigned to k < rj with probability equal 0) 0 
In order to show the claimed approximation guarantee for resource constrained 
scheduling we proceed as follows. In the first step we solve the linear programming 
relaxation of the integer program associated to resource constrained scheduling. Now 
an integer schedule can be generated in principle with our rounding theorem 
(Theorem 2.1). Since the rounding theorem can be applied only if a fractional solution 
within the small resource bound vector (1 + &)-lb is available, in the second step we 
have to show the existence of such a solution. 
2.4. Generating fractional solutions 
Let r,,,:= maXj=l,,,, ,n ]. I. W.1.o.g. we may assume that rj < j for all j = 1, . . . , n. 
(Otherwise, if k > 1 is the smallest integer such that rk > k, one can schedule job T1 at 
time 1, . . . , job Tk_ 1 at time k - 1 and the problem reduces trivially.) Hence, the 
maximal schedule length is at most n, thus C 6 C,,, 6 IZ. The fractional optimal 
schedule C can be found in polynomial time using standard arguments (see for 
example [12]): Start with an integer c < n and check whether the LP 
i Ri(j)xj, 6 biy V'Ri~~, ZE{l,...,ri}, 
j=l 
4A direct application of the Angluin-Valiant bound gives only exp( - c21E(rJi~)/3(1 + a)). To obtain (7) 
the following trick is helpful: Note that lE(+rk) $ bi. We define a random variable Z with fE(Z) = bi. Suppose 
that X1,..., X, are independent O/l random variables and put X = X1 + ... + X,. Suppose that 
lE(X) < b. Let b’ = Lb - lE(X) J and p = b - E(X) - b’. Let Y,, , Ybr be independent O/l random vari- 
ables with lE(Y,) = p and lE(Yj) = 1 for all j > 1. Then the random variable Z = X + Y satisfies lE(Z) = b 
and trivially Z > X. We have for every fie(O, 11: 
P(X 7 b(1 + j?)) < P(Z > b(1 + 8)) < e-ba’i3. 
The last inequality holds because E(Z) = b and thus the Angluin-Valiant bound is applicable to Z 
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Xjz=O, VTjEF, Z<Yj or z > c”, 
XjZE[O, 11, VTjEcF, VZ~E{~,...,II} 
(8) 
has a solution. Using binary search we can find C along with fractional assignments 
(zjz) solving at most log n such LPs. Hence C can be computed in polynomial time, if 
we use standard polynomial-time LP algorithms. Our goal is to find an integral 
solution using the rounding theorem (Theorem 2.1). But at this moment we cannot 
apply it, because the rounding theorem requires the existence of a fractional solution 
within the tighter resource bound b/(1 + E) while C and the assignments (1,) are 
feasible only within the bound b. It should be intuitively clear that given a fractional 
solution within the resource bound b and a fractional schedule of length C, a 
new fractional solution within b/(1 + E) can be constructed by enlarging the length 
of the schedule to some C, > C. In detail: Let E > 0 with (~/E)E N. Consider the time 
interval (l,...,r(l + E)C]}. D fi e ne a new fractional solution as follows. Call 
{C+ l,...,r(l +E)C] the s-compressed image of (l,...,C}. Put 6 = l/(1 +E) and 
CI = e+C]. Set 
z = {l,...,r(l +E)~lj, 
IO={1 ,..., C} and Z;={C+l,..., C+r&]}. 
So Z = Z,uZ”, . The new fractional assignments x*jj are 
6.?j, for ZEZ,, 
A . Xj[.= C 
1 HiZjj, for lGZ”,. 
(9) 
It is instructive to state the randomized rounding algorithm behind the rounding 
theorem (Theorem 2.1) for resource constrained scheduling explicitly. Here is the 
algorithm: 
Algorithm RANDOM-SCHEDULE 
Schedule the jobs at times selected by the following randomized procedure: 
(a) Cast n mutually independent device each having N = r (1 + .s)C] faces where the 
zth face of thejth die corresponding to job Tj appears with probability Xljl. (The 
faces stand for the scheduling times) 
(b) Schedule for each j = 1,. . . , n the jobs Tj at the time selected in step (a). 
The following lemma shows that the new fractional schedule is feasible. 
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Lemma 2.4. The vectors x^j = (~jl, . . . , xhjN), j = 1, . . . , n, form a fractional solution for 
resource constrained scheduling with start times, (1 + e)-‘rn processors and resource 
bound vector (1 + E)- lb. 
Proof. First observe that the start-time conditions are satisfied: because rj 6 C we 
have rjE I0 and therefore jZj[ = 65Zjl for all 1 < rj. But for such 1 by definition of the 
fractional solution, )zj, = 0, hence $jl = 0. To the resource constraints: We regard the 
processor constraint as an additional resource R s+ I with requirement 1 and bound m. 
Consider an arbitrary resource Ri, i = 1, . . . , s + 1. 
The resource constraints are satisfied, because for 1 E I0 we have 
and for 1~ I; 
f: Ri(j)ij, = i c aRi(j)Zjt 6 ~.Cbi < 6bi. 
j=l j=lt=l 
Furthermore for all jobs Tj, 
The derandomized version of the algorithm RANDOM SCHEDULE simply is: 
Algorithm SCHEDULE: Determine by the rounding theorem (Theorem 2.1) for 
each job its scheduling time. 
Theorem 2.5. For every E > 0 with (l/c) E N, the algorithm SCHEDULEfindsfor the 
resource constrained scheduling problem with start times a valid integral schedule of size 
at most r (1 + E)CJ in polynomial time, provided that m 2 (3(1 + E)/E2)r log@C))1 and 
bi > (3(1 + E)/E2)rlog(8Cs))lfor all i = 1, . . , s. 
Proof. As above let N = r (1 + E)CJ. Consider the inequality system (IS) where 
A = (Ri( j))ij is the (s + 1) x n resource requirement matrix and the resource R,+ 1 
represents the processors with requirements 1 for all jobs and bound b,, 1 = m. The 
assertion of the theorem is equivalent o the problem of finding a solution to (IS). 
By Lemma 2.4 the vectors il, . . , i, with ijg [0, llN and C,“= 1Gjk = 1 form a frac- 
tional solution to the c-inequality system IS(E). We invoke the rounding theorem 
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(Theorem 2.1) with s^ = s + 1 and s, = s: Since 
h. > 3(li;+ E) r log(8Cs) 1 3 iA2 ~ri0g(4s,iv)1, vi = i ,..., s 
and 
m = b,+l 2 v r log(8C)l B vrlog(4N) 1, 
the hypothesis of Theorem 2.1 are satisfied and we can find in deterministic poly- 
nomial time a solution for the inequality system (IS). 0 
With E = 1 we get our result from [23]: 
Corollary 2.6. If m > 61 log(8C))l and bi 2 61 log(8Cs) 1 for all i = 1, . . . , s, then 
a schedule of size at most 2C can be found in deterministic polynomial time. 
And with E = l/C we infer ~ as it will be shown in the next section - the optimal 
approximation. 
Corollary 2.7. Zf m > 3C(C + l)r log(8C))l and bi 3 3C(C + l)r log(8Cs) 1 ,for all 
i = 1, . . . , s, then a schedule of size at most C + 1 can be found in deterministic 
polynomial time. 
Remark 2.8. (a) Note that we have a strongly polynomial approximation algorithm, 
because on the one hand the optimal fractional schedule C can be computed with the 
strongly polynomial LP algorithm of Tardos [24] ((R,) is a O/l matrix) and on the 
other hand derandomized rounding is a strongly polynomial algorithm. 
(b) So far we have considered O/l resource requirements. But all results carry over 
to the case of rational requirements from the closed interval [0, 11, when the resource 
bounds are as large as required by Theorem 2.5. This helps to handle integer re- 
source requirements R;(j) with bounds bi. On can reduce the problem to fractional 
resource requirements by scaling: compute for every resource Ri the number 
R,,,(i) = maxTBY Ri( j), set Ri(j)’ = Ri(j)/R,ax(i) and bj = bJR,,,(i). 
(c) For scheduling of unrelated parallel machines results of similar flavour have 
been achieved by Lenstra et al. [12] and Lin and Vitter [13]. Lenstra et al. [12] gave 
a 2-factor approximation algorithm for the problem of scheduling independent jobs 
with different processing times on unrelated processors and also proved that there is 
no p-approximation algorithm for p < 1.5, unless P = NP. Lin and Vitter [13] 
considered the generalized assignment problem and the problem of scheduling of 
unrelated parallel machines. For the generalized assignment problem with resource 
constraint vector b they could show for every E > 0 a 1 + F approximation of the 
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minimum assignment cost, which is feasible within the enlarged packing constraint 
(2 + l/&)b. 
3. Non-approximability 
In this section we consider the processors as an additional resource. Under the 
assumption bi = Q(C* log(&)) for all i we have constructed in Section 2 an integral 
schedule of size at most C + 1. This is very close to the optimal solution, because C,,, 
is either C or C + 1. We will show for all fixed C > 3 that even under the assumption 
bi = s2(C2 log(Cs)) for all i it is NP-complete to decide whether Copt = C + 1 or 
C,,, = C. (For C = 2 we refer to [23]). 
In the remainder of this section we consider the “simpler” problem with zero start 
times. The following results show the NP-completeness of resource constrained 
scheduling under different conditions. In Theorem 3.1 we consider bi = 1 for all i and 
O/l resource requirements R,(j). Theorem 3.2 covers the case of bi = sZ(log(Cs)) for all 
i and O/l resource requirements. In Theorem 3.3 we include the case of some R,(j) 
being fractional, i.e. R,(j) E (0, 1, +}, and bi = R(C* log(Cs)) for all i. 
Theorem 3.1. Under the assumptions that there exists afractional schedule of size C 3 3 
and an integral schedule of size C + 1, bi = 1 for all i = 1, . . . , s and Ri( j) E (0, l} for all 
i=l,..., s and j = 1, . . . , n, it is NP-complete to decide whether or not there exists an 
integral schedule of size C 
Proof. We give a reduction to the chromatic index problem which is NP- 
complete [lo]. The following is known about the chromatic index x’(G) of a graph G. 
Let A(G) be the maximal vertex degree in G. Then by Vizing’s theorem [26] 
A(G) < x’(G) 6 A(G) + 1 and an edge colouring with A(G) + 1 colours can be con- 
structuted in polynomial time. But it is NP-complete to decide whether there exists 
a colouring that uses A(G) colours, even for cubic graphs, i.e. A(G) = 3 [lo]. Therefore 
the edge colouring problem is NP-complete for any Jixed A 2 3. 
Now to the reduction. Let G = (V, E) be a graph with 1 I/ I = v, /_!?I = p and 
deg(u) < A for all v E V. We construct an instance of resource constrained scheduling 
as follows. Introduce for every edge eEE exactly one job T, and consider p = [El 
identical processors. Let us freely call the edges jobs and vice versa. For every node 
VE I/ define a resource R, with bound 1 and resource/job requirements 
R,(e) = 
1 if uEe, 
0 if v$e. 
It is straightforward to verify that there exists a colouring that uses A colours if and 
only if there is a feasible integral schedule of size A. Furthermore, there is a fractional 
schedule of size C = A: Simply set x,, = l/A for all z = 1, . . . , A. q 
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In Corollary 2.6 we assumed hi = Q(log(Cs)) for all i. We did not respect this 
condition in the reduction above. In the next two theorem it is shown how this 
assumption can be included. 
Theorem 3.2. Under the assumption that there exists a fractional schedule of size C > 3 
and an integral schedule of size C + 1, bi = Q(log(Cs))for all i = 1, . . . , S, R,(j) E (0, 1) 
for all i = 1,. . . , s and j = 1, . . . , n, and C isfixed, it is NP-complete to decide whether or 
not there exists an integral schedule of size C. 
Proof. Let G = (I/, E) be a graph with v = ) I/ 1, p = 1 E 1 and maximum vertex degree 
A. We follow the pattern of the proof of Theorem 3.1, but instead of representing each 
edge of the graph G by one job, we consider 2KA jobs where K = logp. To keep the 
calculation simple let us assume that K is an integer (the proof carries over also to 
K = [log ~1 with minor changes of constants). For each e E E let us introduce 2K red 
jobs 
T;(e), . . , T&de) 
and 2K(A - 1) blue jobs 
Me), . . . . T&U - &). 
In the following we will call jobs corresponding to an edge e simply e-jobs. In total we 
have p2KA jobs. Considering p2KA identical processors, the processor constraint is 
trivially satisfied. For every node UE I/ let R, be a resource with bound 2K and 
introduce for every edge e E E a resource R, also having bound 2K. The requirements 
are: every red job T:(e) needs one unit of resource R,, if edge F is incident with node u. 
All other jobs including the blue jobs T,b(e) do not need resource R,. Every red or blue 
job needs one unit of its corresponding edge-resource R,. Hence in a feasible schedule 
of size A all jobs corresponding to an edge must be scheduled in packets of size 2K. 
The crucial observation is: 
If we can ensure that all red jobs corresponding to the same edge are scheduled at 
the same time, then we can define a scheduling time for this edge and can argue as in 
the proof of Theorem 3.1, where we showed that it is as hard to find a schedule of size 
A as to determine the existence of an edge colouring with A colours. 
To ensure that all red jobs corresponding to the same edge are scheduled at the 
same time let us introduce a new resource type: 
For every edge e, every red job T:(e) and every K-element subset S of blue jobs 
corresponding to e, define a resource R,:,,,,, with bound K and the following 
requirements: Each job from the set Su{ T:(e)} needs one unit of RT;teI,S and all the 
other jobs do not need resource RT:(e,,S. Observe that the number of such resources is 
2Kp( 2K(;- “). 
236 A. Srivastav, P. Stangier / Discrete Applied Mathematics 79 (1997) 223-245 
We are ready to show: 
Claim 1. The edges of G can be coloured with A colors, ifand only if the above defined 
scheduling problem has a schedule of length A. 
Proof. Suppose that the edges of G can be coloured with A colors taken from the set 
Z={l,..., A}. For each eE E schedule all red jobs Tf(e) at the time corresponding to 
the color of e, say z,E.Z and schedule the blue jobs T,b(e) in packets of 2K at the 
remaining times z # z,, ZEZ. It is easily verified that this is a feasible schedule. 
Suppose we are given a schedule of length A. First observe that all red jobs Tf(e) 
corresponding to the same edge e must be scheduled at the same time. This can be seen 
as follows. For every edge e we have 2KA e-jobs distributed over A scheduling times. 
Due to resource R, with bound 2K at every time exactly 2K jobs must be scheduled. 
Now assume for a moment that there is an edge eO so that not all red e,-jobs are 
scheduled at the same time. Then there exists a time z. E Z so that at least K blue 
e,-jobs and at least one red e,-job is scheduled at time zo. But this leads to a violation 
of the bound of some resource R,;,,,, s: Let So be an arbitrary subset of the blue eo-jobs 
and let Tf(eo) be a red e,-job scheduled at time zo. The requirement of resource 
RT;(eOJ, SO at time z. is K + 1, but its bound is K, thus the schedule is not feasible. This 
proves the claim. 
Now we can colour every edge with the (unique) scheduling time of the red jobs 
corresponding to the edge. Following the proof of Theorem 3.1 it is easily verified that 
this is a feasible edge colouring. 
Next, we show that there is a fractional schedule of size A and an integral schedule 
of size A + 1. Since the chromatic index of G is at most A + 1, we can define an 
integral schedule of this size as in the proof of Claim 1. Furthermore, it is easily 
checked that the setting Xjz = l/A for all jobs Tj and times ZEZ defines a fractional 
schedule of size A. Thus we may take C = A. 
Finally, it remains to show that bi = sZ(log(Cs)) for all i = 1, . . . , s. W.1.o.g. let us 
assume that 2 6 v < p. The number of of resources  is 
6 2p + 2p log p 22d’0gp < /PA, 
hence Cs 6 p74, K > (1/7A)log(Cs) and because A is fixed, b = sZ(log(Cs)) for 
all i. 0 
In the next theorem we invoke fractional resource requirements. 
Theorem 3.3. Under the assumptions that there exist a fractional schedule of size C > 3 
and an integral schedule of size C + 1, biEL?(C’log(Cs)) for all resource bounds, C is 
fixed and Ri( j) E (0, f, 1) for all i, j, it is NP-complete to decide whether or not there 
exists an integral schedule of size C. 
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Proof. We reduce the problem to the chromatic index problem. Let G = (V, E) be 
a graph with v = 1 V 1, p = 1 E) and maximum vertex degree A. Put K = 15 d210g (p). 
For simplicity assume that K is an integer. For every edge e E E we consider 2K red 
and 2K(d - 1) blue jobs denoted by 
T;(e), . . . , T&&4 and Th9, . . . , TicA - 1&). 
Again we consider 2pKA identical processors. Hence the processor constraint is 
trivially satisfied. Let F denote the set of all jobs, F-, the set of red jobs, Fb the set of 
blue job, FJe) the set of red jobs corresponding to an edge e, F,,(e) the set of blue jobs 
corresponding to an edge e and F(e) = Fr(e)uFb(e). 
Resource R,: For every node DE I/ let R, be a resource with bound 2K and require- 
ments 
I 
1 if Tj = T;(e), 
R,(j I= and edge e contains node v, 
0 else. 
Resource R,: This resource ensures that no more than 2K jobs corresponding to the 
same edge e can be scheduled at the same time. Its bound is 2K and the requirements 
are 
R,(j) = 
1 if Tj = T:(e) or Tj = T F(e), 
0 else. 
Resource Ri,.: This resource has fractional requirements. For every red job T/(e) 
choose exactly one other red job g(T:(e)) corresponding to e as follows. Put 
g(T f(e)) = T[+ 1 (e) if i < 2K and put g(T&(e)) = T;(e). Let us call g(T:(e)) the buddy 
of T/(e). For every red job T:(e) let Ri,e be a resource with bound K and requirements 
1 if T{(e) = T:(e), 
i if TjeF(e) - {g(T{(e))}, 
0 else. 
Claim 2. G has an edge colouring with A colours, if and only if the above de$ned 
scheduling problem has a schedule of length A. 
Suppose that the edges of G can be coloured with A colors taken from the set 
z = {l,..., A}. For each e E E schedule all red jobs T/(e) at the time corresponding to 
the colours of e, say z~EZ, and schedule the blue jobs T:(e) in packets of 2K at the 
remaining times z # z,, z E Z. Set xjz = 1, if job Tj is scheduled at time z, and 0 else. It 
is straightforward to check that this schedule does not violate the bounds of the 
resources R, and R,. Now let e E E and T;(e) E Fr(e) be an arbitrary job. Consider the 
resources Rio, e. Let z E Z. For z = z, we have 
T~yRio,exj=e = C RiO,eXjz, = 1 + 3(2K - 2) = K, 
I T,E.%) - idT:o(e))~ 
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and for z # z, 
T;YRI,,eXj, = 
I 
T E$ (e,Ri,,exj, = %2K) = KY 
I b 
and the first part of the claim is proved. 
Suppose now that we have a feasible schedule of length A. We show that it is 
impossible to schedule the red jobs corresponding to the same edge at different times. 
Then we can again argue as in the proof of Theorem 3.1 taking the scheduling time of 
the red jobs corresponding to an edge as the colour of the edge. 
Assume for a moment that there is an edge e. E E and a time zc, in a schedule of size 
A so that I red jobs corresponding to e. with 1 6 f < 2K are scheduled at time zo. 
Since due to resource ReO at every time exactly 2K e,-jobs must be scheduled, exactly 
2K - I blue e,-jobs must be scheduled at time zo. Since there are strictly less than 2K 
red eo-jobs scheduled at time zo, there is a (red) job T6(eo) scheduled at time zo, but 
whose buddy is not scheduled at time zo. Then the requirement for resource RiO,e, at 
time z. is 
and the schedule requires more than K units of resource RiO,e, in contradiction to the 
feasibility assumption. Hence all red jobs corresponding to an edge must be scheduled 
at the same time. 
Finally, one may check as in the proof of Theorem 3.2 that there is a fractional 
schedule of size A and an integral schedule of size A + 1. Thus we can set C = A. 
We show biES1(C210g(Cs)) for all resource bounds. We have introduced 
n = 2KpA jobs and s = v + .D + 2Kp resources. W.1.o.g. assume that 2 6 v < ,u. With 
K = 15A210g(p) we have s 6 16p4, thus Cs < 16$ which implies C310g(Cs) < 
9C210gp<K, thus biEQ(C210g(Cs))forall i= l,...,~. t-J 
4. Multidimensional bin packing 
Consider the general multidimensional bin packing problem BIN (1, d) as defined in 
the introduction. Since BIN@ d) is nothing else than the resource constrained sched- 
uling problem with as many processors as jobs, d resources with O/l requirements, 
resource bounds bi = li for all i = 1, . . , d and zero start times, all the approximation 
and non-approximability results proved for scheduling are valid for BIN@, d). 
Theorem 2.5 implies 
Corollary 4.1. Let & > 0 with (l/e)E N. rfli > (3(1 + &)/&2)r10g(8nd)lfor all i, then we 
canjnd in 0(n3dlog(nd)) time a bin packing with L bins such that L < [(l + E)L,~, 1. 
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Let us briefly compare this with previous approximation guarantees. The First-Fit 
heuristic gives a 2-factor approximation for BIN(l, l), and using this result one can 
construct a solution for BIN(l, d) within 2dL,,, in polynomial time [S]. A similar 
argumentation shows a (1 + l/l)d factor approximation for BIN(Z, d), when Ii = 1 for 
all i = 1, . . . , d. Thus, good approximations must beat these factors. The results of 
Garey et al. 183 for resource constrained scheduling (which we have already discussed 
in the introduction) applied to bin packing show the existence of an integer LO such 
that L FFD d (d + i)Lopt for all instances with L OP, b LO. De la Vega and Lueker [2.5] 
gave for every 0 < E < 1 a linear time algorithm A, with asymptotic approximation 
guarantee LJIr 6 (d + &)L,,,. 
5. Parallel scheduling and bin packing 
In this section we consider s + 1 resources R1 , . . , R,, I where resource R, + 1 rep- 
resents the processors. There is no obvious way to achieve the approximation 
guarantee of Theorem 2.5 in NC. In this section we will show that at least in some 
special cases there is an NC approximation algorithm. The algorithm is based on the 
method of log’n-wise independence. The important steps are: 
1. Fractional scheduling in parallel. We wish to apply randomized rounding using 
log”(n)-wise independence and therefore first have to generate an appropriate prob- 
ability distribution in NC. Sequentially this is easy: solve the linear programming 
relaxation of the integer programming formulation of our scheduling problem and the 
fractional assignments of jobs to times will define the right distribution. Unfortu- 
nately, linear programming is P-complete! But fortunately, due to the fact that the 
start times are zero, we have (as for the bin backing problem) a formula for the optimal 
fractional schedule. 
2. Schedule enlargement. Define C’ = max, ii d s + 1 {(l/bi)C,“, 1 R;(j)} and C = r C’l. 
Observe that C is the length of an optimal fractional schedule. In the sequential 
framework we defined for a > 1 the enlarged schedule length d by d = r&l. Here, in 
the parallel setting, d must be a power of a prime. This is, as we shall see, required by 
the analysis of the method of k-wise independence, in particular we need GF(d) to be 
a field. Thus we define for every CI > 1 
hence d > 2ctC. The fractional assignments of jobs to times are XIjz = l/d for all 
j=l,..., n,z=l,..., d. Note that this assignment defines a valid fractional schedule, 
even with tighter resource bounds 
j= 1 
for all i = 1, . . , s + 1, z = l,...,d. 
(II) 
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3. Rounding in NC is performed with the parallel conditional probability method 
for multivalued random variables (Theorem A.2). 
First, C can be computed in parallel with standard methods. 
Lemma 5.1. The size C of an optimal fractional schedule can be computed with O(ns) 
ERE W-PRAM-processors in O(log (ns)) time. 
The main result of this section is 
Theorem 5.2. Let c1 > 1, z > l/logn and suppose that bi 2 c((c( - 1)) 1n1’2+r 
Jw for all i = 1,. . , s + 1. Then there is an NC-algorithms that runs on 
O(n(ns)“‘+ ’ ) parallel processors andfinds in 0((log(ns)/z)4)) time a schedule ofsize at 
most 2r’0g(Uc)1 < 2aC. 
Define k-wise independent, uniformly distributed random variables Xi, . . . , X, with 
values in {l,...,d},5 and functions fiz (i = 1, . . . , s + 1, z = 1, . . . , d) and F as in 
Theorem 6.2. 
Lemma 5.3. Let k = rlog3n(s + l)/zlogn)j. Then 
IE 
( 
l/k 
C If&X,, . . . . XJk G n1’2+~rlog3n(s + 1)11’2. 
iz 1 
Proof. Using an analogue of the Chernoff bound due to Alon and Spencer (Corollary 
A7, [2] we can show exactly as in Berger and Rompel [4], proof of Corollary 2.6, 
If c IfdXl, . ..3 X,)1” d 2(k/2)!(n/2)k’2. 
iz 
(12) 
Robbins exact Stirling formula shows the existence of a constant yn with 
1/(12n + 1) d yn ,< 1/12n so that n! = (n/ey,/%eYn ([6, p. 4]), thus n! < 3(n/e)“&. 
Furthermore, for all k 3 2, 2@(4e)- k’2 ,< 1 With this bounds the right-hand side of . 
inequality (12) becomes 3(k/n)“‘. The claimed bound now follows by summing over 
alli=l,..., s+l,z=l,..., d and taking the (l/k)th root. 0 
Proof of Theorem 5.2. Put s’ = s + 1, k = r (log 3ns’/zlog n)] and let d be as defined in 
(lo), so d < 2aC < 2an. Thus for fixed a we have dk = O(nk) (we are not interested in 
large values of c(). In the notation of Theorem A.2, n^ = s‘nk+l. By Theorem A.2 we can 
‘In Theorem 6.2 we used a slightly different notation: the Xj’s take on values in the set {0, , d - 1). But 
this is only a convention. 
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construct integers z?i, . . . ,2,, where xlj E { 1, . . . , d} for all j such that 
F(i ,,...,~,)6IE(F(X,,...,X,)) 
holds, using 
O(max(dk, n*)) = O(nk+ls’) = O(n(ns)‘i’+‘) 
parallel processors in 
0(k410g4 Iz $ k’log n log d + k log n log s’) = 0((log(ns)/z)4) 
(13) 
time. To complete the proof we must show that the vector (2,) . , 2,) defines a valid 
schedule. This is seen as follows. By definition of the function F we have for all 
resources Ri and z = 1, . . , d 
(14) 
(the last inequality follows from Lemma 5.3). Hence, using (14), (11) and the assump- 
tion on the hi’s, we get for all resources Ri and all times z = 1, . , d 
$l Ri(j)xjz G Ii1 Ri(j)(xj=-i)i + jlRi(ili 
\n < 1’2+rrlog3ns’1’12 + hi/a 
~ (1 - l/~)bi + hi/a = bi, 
and the theorem is proved. 0 
For multidimensional bin packing Theorem 5.2 implies a 2a-factor approximation 
algorithm in NC. 
Remark 5.4. The reason why we have to assume bi = Sl)(n1’2+rfi) is due to the 
estimation of the kth moments. Improvements of this method with the goal to show 
a 2c+factor (or even better) NC-algorithm under the weaker assumption bi = Q(log ns) 
would be interesting. This would match the (presently) best sequential approximation 
guarantees. 
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Appendix. Multivalued random variables and log’n-wise independence 
Derandomization for log’ n-wise independent multivalued random variables has 
already been discussed by Berger and Rompel[4]. Here we briefly point out how their 
framework can be applied to our problem and fix the work and time bounds. 
Let n = 2”’ - 1 for some n’~ N. A representation of GF(2”‘) as a n’-dimensional 
algebra over GF(2) can be explicitly constructed using irreducible polynomials for 
example the polynomials given in [14, Theorem 1.1.281. Let bi, . . . , b, be the n non- 
zero elements of GF(2”‘) in such an irreducible representation and let B = (bij) the 
following n x r y 1 matrix over GF(2”‘) 
B = I 
1 b, b: 
1 b2 b; 
1 b3 b; 
. . . . . . . . 
1 1 6, b,3 
I.. b;-’ - 
bk,-’ 
bj-’ . 
b:-’ 
B can be viewed as a n x e matrix over GF(2) with e = 1 + r (k - 1)/2 1 r log(n + l)] = 
O(k log n). The matrix B is the well-known parity check matrix of binary BCH codes. 
Note that any k row vectors of B are linearly independent over GF(2) [15]. Alon et al. 
[l] showed that k-wise independent O/l random variables can be constructed from 
mutually independent O/l random variables using a BCH-matrix. The extension to 
multivalued random variables goes as follows. 
Let Y1, . . . , Y, be independent and uniformly distributed random variables with 
valuesinQ={O,..., d - l}, HEN. Let Y be the vector Y = (Yi,..., Y,) and define 
s1 valued random variables Xi, . . . , X, by Xi = (BY)imodd for all i = 1, . . . , n. With 
X=(X1,..., X,) we can briefly write X = BY modd. The following lemma follows 
from the extension of Theorem 2.8 in [4] to multivalued random variables (see 
Section 4.2 of [4]). 
Lemma A.l. The random variables X1, . . . , X, are k-wise independent and uniformly 
distributed. 
We consider the following class of functions F, arising in the analysis of resource 
constrained scheduling, for which an NC algorithm constructing vectors with F-value 
less than (resp. greater than) the expected value E(F(X1, . . . , X,)) can be derived. 
Let k, d be as above. Note that we assume k to be an even integer and d to be 
a power of some prime number, say a power of 2. This is necessary, since we shall need 
the fact that GF(d) i;: a field . (In Section 5 we have specified d in (lo).) Let (Rij) be the 
resource constraint matrix where we consider the processors as a resource, so (Rij) is 
a (s + 1) x n-matrix. To simplify the notation put s’ = s + 1. For integers xj, 
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ZE{l,..., d - l} let Xjz be the indicator function which is 1 if Xj = z and 0 otherwise. 
For i = 1, . . . . s’, ZEQ and integers .Y~E Sz, j = 1, . . . , n, define the functions ,fi, by 
fizh,..., xn) = i Rij(xj* - lid), (A.11 
j= 1 
and set 
F(x l,..., X,)=CISiz(X1,~..,X”)lk. 64.2) 
iz 
Theorem A.2. Put n* = nk+ ’ s’. Let X 1, . . , X, be k-wise independent random variables 
withvaluesinSZ={O,...,d- l}d$ d e ne as in Lemma A.1 and let F be as in (A.2). Then 
with O(max(dk, nk+l s’)) parallel processors we can construct integers xi, . . . , XL E 52 and 
2 1, ..‘, x*, E CJ in O(k4 log4 n + k2 log n log d + k log n log s’) time such that 
(i) F(x’ I>...,.&)> UF(X,,...,X,)), 
(ii) F(z?,, . . . , k) f WXI, . . . , X,1). 
Proof. It suffices to prove (i). Let I be the set of all k tuples (pl, . . , /$) with 
/?jE{l,...,n}. F or 
g~z) by 
i = l,..., s’,z~S2 and integers xjEs2, j = l,..., n, define functions 
g~“(Xl, . ) X,) = Rij(Xj, - l/d), 
and define for a k-tuple PEZ, the product function g$” by 
k 
gb”‘(xl) . . . ) x,) = n g;yxl, . ..) x,). 
j=l 
Then 
F(x 1, . ..) x,) = 1 c gF)(x1, . . . ) x,). 
iz BEI 
Note that this sum has at most n^ terms. The random variables X1, . . . , X, by definition 
have the form Xj = (BY)j mod d. Therefore we may restrict us to the computation of 
values for the Yi’S. The conditional probability method goes as follows: Suppose that 
for some 1 < t d e we have computed the values Y1 = yl, . . . , Y,_ 1 = y,_ 1 where 
yjEO,j= l,..., t - 1. Then choose for Yt the value yt E Sz that maximizes the function 
w-tV’(X, ,... ,X,)lyl,...,y,-~,Y,=w). (A.3) 
After e steps this procedure terminates and the output is a vector y = ( yl, . . . , yl) with 
yjC!R (j= l,..., /). Then the vector x’ = (xi, . . . , XL) with components 
xi = (By)jmodd is the desired solution. For 1 d t < ~5 it will be convenient to use 
the following notation: put Y,:=(Y,,..., YJ. yt:=(yl,...,y,) and Y::= 
(Y,+1,..., y,),Y::=(Y,+l,..., yc). We are done, if we can compute the conditional 
expectations E(F(Xl, . . , X,) 1 Y, = yt) within the claimed time and work bounds. 
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By linearity of expectation, it is sufficient o compute for each triplet (i, z, fi), 1 < i 6 s’, 
z E Q, /I E I the conditional expectations 
E($‘(X,, . . . 2 XJIK =Yt). (A.4) 
Let 2 be the k x 8 matrix whose rows are the rows of B with row indices PI, . . . , Pk. Let 
i1 (resp. AZ) be the first t (resp. last / - t) columns of 2. Then 
E(&‘(X,, . ..) X,)1 I: = yt) = C @(x)Pr [AY = x 1 Y, = y,]. (A.3 
EC2 
And for every fixed XEQ~ 
Pr[;3Y = XI Y =y,] = Pr[izY: = x - AI~J 
2 - *onk(AZ) = 
i 
if AI,e =x-Z1yt, 
0 otherwise. 
(The last equality follows from [4, Sections 3.1 and 4.21). Now we are able to estimate 
the running time and work space. For every j3 E I we can compute rank(iz) (in GF(d)) 
in 0(e3) time. For every x E Qk the solvability of the linear system A2 YF = x - iIut 
can be tested in O(e3) time. Since we have dk vectors x, we can compute E($‘) for 
every 1 < t < e, 1 < i < s’ and 0 6 z < d - 1 with dk parallel processors in 0(e3 + 
log(dk)) = 0(e3 + k logd) time. Then we compute for every y,, 1 6 t < e, the expecta- 
tion lE(F(X1, . . . , X,) 1 Y = J+) in O(log fi) time using O(A) parallel processors. Finally, 
that yt~ Q which maximizes (A.3) can be computed finding the maximum of the 
d conditional expectations in O(logd) time with O(d) processors. The maximum 
number of processors used is O(max(dk, n^)) = O(max(dk, nk+‘s’)) and the total 
running time over all e steps is 
O(Qe3 + klogd + log6 + logd)) 
= 0(k410g4n + k’lognlogd + klognlogs’). l--J 
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