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Abstract
Mixtures of experts have become an indispensable tool for flexible modelling in
a supervised learning context, and sparse Gaussian processes (GP) have shown
promise as a leading candidate for the experts in such models. In the present
article, we propose to design the gating network for selecting the experts from
such mixtures of sparse GPs using a deep neural network (DNN). This combina-
tion provides a flexible, robust, and efficient model which is able to significantly
outperform competing models. We furthermore consider efficient approaches to
computing maximum a posteriori (MAP) estimators of these models by iteratively
maximizing the distribution of experts given allocations and allocations given ex-
perts. We also show that a recently introduced method called Cluster-Classify-
Regress (CCR) is capable of providing a good approximation of the optimal solu-
tion extremely quickly. This approximation can then be further refined with the
iterative algorithm.
1 Introduction
Gaussian processes (GPs) are key components of many statistical and machine learning models. In
a Bayesian setting, they provide a probabilistic approach to model unknown functions, which can
subsequently be used to quantify uncertainty in predictions. An introduction and overview of GPs
in machine learning is given in [38].
In regression tasks, the GP is a popular prior for the unknown regression function, f : x → y, due
to its nonparametric nature and tractability. It assumes that the function evaluated at any finite set
of inputs (x1, . . . , xN ) is Gaussian distributed with mean vector (µ(x1), . . . , µ(xN )) and covari-
ance matrix with elements K(xi, xj), where the mean function µ(·) and the positive semi-definite
covariance (or kernel) functionK(·, ·) represent the parameters of the GP.
While GPs are flexible and have been successfully applied to various problems, limitations exist.
First, typically parametric forms are specified for µ(·) and K(·, ·), which crucially determine prop-
erties of the regression function, such as spatial correlation, smoothness, and periodicity. This limits
the model’s ability to recover changing behavior of the function, e.g. different smoothness levels
across the input space. Second, GP models suffer from a high computational burden, due to the need
to invert large or dense covariance matrices.
Mixtures of experts (MoEs) provide a framework to address both issues. First introduced in [19],
MoEs probabilistically partition the input space into regions, and within each region, a local expert
specifies the conditional model for the output y given the input x. A gating network is used to map
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the experts to local regions of the input space. Thus, any simplifying assumptions of the experts need
only hold locally within each region and scalability is enhanced as each expert only considers its
local region. When employing GPs as experts, this allows the model to 1) infer different behaviors,
such as smoothness and variability, within each region and 2) address the computational burden
through local approximations that only require inversion of smaller matrices based on local subsets
of the data.
In this paper, our contribution is threefold. First, we construct a novel MoE model that combines
the expressive power of deep neural networks (DNNs) and the probabilistic nature of GPs. While
powerful, DNNs lack the probabilistic framework and sound uncertainty quantification of GPs, and
there has been increased interest in recent years in combining DNNs and GPs to benefit from the
advantages and overcome the limitations of each method, see e.g. [17, 39, 18, 7] to name a few.
Specifically, we use GP experts for smooth, probabilistic reconstructions of the unknown regres-
sion function within each local region, while employing DNNs for the gating network to flexibly
determine the local regions. To further enhance scalability, we combine the local approximation of
GPs through the MoE architecture with low-rank approximations using an inducing point strategy
[35]. This combination leads to a robust and efficient model which is able to outperform competing
models.
Second, we provide a connection between optimization algorithms commonly used to estimate
MoEs and the recently introduced method called Cluster-Classify-Regress (CCR) [3]. Lastly, this
novel connection is used to obtain an ultra-fast, accurate approximation of the proposed deep mix-
ture of sparse GP experts.
2 Methodology
For independent and identically distributed data (y1, . . . yN ), mixturemodels are an extremely useful
tool for flexible density estimation due to their attractive balance between smoothness and flexibil-
ity. When additional covariate information is present and the data consists of input-output pairs,
{(xi, yi)}
N
i=1, MoEs extend mixtures by modelling the mixture parameters as functions of the in-
puts. This is achieved by defining the gating network, which probabilistically partitions the input
space into regions, and by specifying the experts, which characterize the local relationship between
x and y. This results in flexible framework which has been employed in numerous applications; for
a recent overview, see [11].
Specifically, the MoE model assumes that outputs are independently generated as:
yi|xi ∼
L∑
l=1
gl(xi; θc)N(yi | fr(xi; θ
l
r), σ
2 l
r ) for i = 1, . . . , N, (1)
where gl(·; θc) is the gating network with parameters θc; fr(·; θ
l
r) is the local regression function
with parameters θlr; and L represents the number of experts. For simplicity, we focus on the case
when y ∈ R and employ a Gaussian model for the experts, although this may generalized for other
data types. MoEs can be augmentedwith a set of allocation variables z = (z1, . . . , zN), where zi = l
if the ith data point is generated from the lth expert. Letting y = (y1, . . . , yN ) and x = (x1, . . . , xN ),
the augmented model is
p(y|x, z) =
N∏
i=1
N(yi | fr(xi; θ
zi
r ), σ
2 zi
r ) =
L∏
l=1
∏
i:zi=l
N(yi | fr(xi; θ
l
r), σ
2 l
r ) ,
p(z|x) =
N∏
i=1
gzi(xi; θc) =
L∏
l=1
∏
i:zi=l
gl(xi; θc) ,
and (1) is recovered after marginalization of z. Thus, the gating network (g1(·; θc), . . . , gL(·; θc)),
which maps the input space X ⊆ Rd to the L − 1 dimensional simplex, is a classifier that reflects
the relevance of each expert at any location x ∈ X .
Various formulations have been proposed in literature for both the experts and gating networks,
ranging from simple linear models to flexible non-linear approaches. Examples include (generalized)
linear or semi-linear models [20, 40], splines [33], neural networks [4, 1], Gaussian processes [37,
2
31], tree-based classifiers [12], and others. In this work, we combine sparse GP experts with DNN
gating networks to flexibly determine local regions and provide a probabilistic and nonparametric
model of the unknown regression function.
2.1 Sparse Gaussian process experts
Mixtures of GP experts have proven to be very successful [37, 31, 27, 41, 29, 10]. In particular, they
overcome limitations of stationary Gaussian process models by reducing the computational com-
plexity through local approximations and allow different local properties of the unknown function
to handle challenges, such as discontinuities, non-stationarity and non-normality. In this case, one
assumes a GP prior on the local regression function with hyperparameters θlr = (µ
l, ψl):
fr(·; θ
l
r) ∼ GP(µ
l,Kψl),
where µl is the local mean function of the expert (for simplicity, it assumed to be constant) and ψl
are the parameters of the covariance functionKψl , whose chosen form and hyperparameters encap-
sulate properties of the local function such as the spatial correlation, smoothness, and periodicity.
While GP experts are appealing due to their flexibility, intrepretability and probabilistic nature, they
increase the computational cost of the model significantly. Indeed, given the allocation variables z,
the GP hyperparameters, which crucially determine the behavior of the unknown function, can be
estimated by optimizing the log marginal likelihood:
log(p(y|x, z)) =
L∑
l=1
log
(
N(yl | µl,KlNl + σ
2 l
r INl)
)
,
where yl and xl contain the outputs and inputs of the lth cluster, i.e. yl = {yi}zi=l and x
l =
{xi}zi=l; µ
l is a vector with entries µl;KlNl represents the Nl ×Nl matrix obtained by evaluating
the covariance function Kψl at each pair of inputs in the l
th cluster; and Nl is number data points
in the lth cluster. This however requires inversion of Nl ×Nl matrices, which scales O(
∑L
l=1N
3
l ).
While this reduces the computational complexity compared with standard GP models which scale
O(N3), it can still be costly.
To improve scalability, one can resort to approximate methods for GPs, including sparse GPs based
on a set of inducing points or pseudo inputs [35, 36, 5], the predictive process approach used in
spatial statistics [2], basis function approximations [6], or sparse formulations of the precisionmatrix
[25, 13, 8], among others (see [15] for a recent review of approaches in spatial statistics and [38, Chp.
8] for a review of approaches in machine learning). In the present work, we employ an inducing point
strategy, assuming the local likelihood of the data points within each cluster factorizes given a set of
Ml < Nl pseudo-inputs x˜
l = (x˜l1, . . . , x˜
l
Ml
) and pseudo-targets f˜ l = (f˜ l1, . . . , f˜
l
Ml
);
p(yl|xl, x˜l, f˜ l) =
∏
i:zi=l
N(yi|µ̂
l
i, σ̂
2 l
i ), (2)
where
µ̂li = µ
l + (klMl,i)
T (KlMl)
−1(f˜ l − µl),
σ̂2 li = σ
2 l
r +Kψl(xi, xi)− (k
l
Ml,i
)T (KlMl)
−1klMl,i,
whereKlMl is theMl ×Ml matrix with elementsKψl(x˜
l
j , x˜
l
h) and k
l
Ml,i
is the vector of lengthMl
with elementsKψl(x˜
l
j , xi). This corresponds to the fully independent training conditional (FITC) ap-
proximation [30]. After marginalization of the pseudo-targets under the GP prior f˜ l ∼ N(µl,KlMl),
the pseudo-inputs x˜l and hyperparameters (µl, ψl) can be estimated by optimizing the marginal
likelihood:
log(p(y|x, z, x˜)) =
L∑
l=1
log
(
N(yl | µl, (KlMlNl)
T (KlMl)
−1KlMlNl +Λ
l + σ2 lr INl)
)
, (3)
whereKlMlNl is theMl×Nl matrix with columns k
l
Ml,i
andΛl is the diagonal matrix with diagonal
entriesKψl(xi, xi)− (k
l
Ml,i
)T (KlMl)
−1klMl,i. This strategy allows us to reduce the complexity to
O(
∑L
l=1NlM
2
l ).
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2.2 Deep neural gating networks
GP experts have been combined with different gating networks, including tree-based [12], naive
Bayes [29], and GP [37] classifiers. In order to flexibly determine the local regions, especially in
multivariate input spaces, while also retaining scalable inference, we employ the expressive power
of DNNs. Specifically, we define the gating network by a feedforward DNN with a softmax output:
gl(x; θc) =
exp(hl(x; θc))∑L
j=1 exp(hj(x; θc))
,
where hl is the l
th component of h : Rd → RL, defined by
h( · ; θc) = ηJ (ηJ−1(· · · η1( · ; θ
1
c ) · · · ; θ
J−1
c ); θ
J
c ) ,
with ηj : R
dj−1 → Rdj (d0 = d, dJ = L) the j
th layer of a neural network
ηj( · ; θ
j
c) : x 7→ ηj(x; θ
j
c) = ReLU(Ajx+ bj) ,
where ReLU(x) = max{0, x} is the element-wise rectifier, and θjc = {Aj, bj} comprises the
weights Aj ∈ R
dj×dj−1 and biases bj ∈ R
dj for level j = 1, . . . , J .
Deep neural gating networks have been used in literature but are typically combined with DNN
experts [4, 1]. The mixture density network [4] uses this gating network but parametrizes both
the local regression function and variance of the Gaussian model in (1) by DNNs. This offers
considerable flexibility beyond standard DNN regression, but significant valuable information can
be gained with GP experts. Specifically, as the number of data points in each cluster is data-driven,
DNN experts may overfit due to small cluster sizes. Instead, GP experts probabilistically model the
local regression function, avoiding overfitting and providing uncertainty quantification.
3 Inference
We focus on maximum likelihood estimation (MLE) of the model parameters (θc, θr, σ
2
r ), which
can be considered a special case of maximum a posteriori (MAP) estimation in the Bayesian model
with vague priors pi(θc, θr, σ
2
r) ∝ 1. For GP experts, this is often called maximum marginal like-
lihood estimation or type II MLE of the GP hyperparameters (θlr, σ
2 l
r ), as the local GP regression
functions are marginalized. For sparse GP experts, we have the additional parameters (x˜l, f˜ l). The
pseduo-inputs x˜l are treated as hyperparameters to be optimized, and while pseudo-targets f˜ l can be
analytically integrated out, we also estimate f˜ l and discuss how this leads to faster inference.
First note that directly optimizing the log posterior is challenging due to identifiability issues of
mixtures. While an expectation-maximization (EM) algorithm can be used, we instead focus on the
faster maximization-maximization (MM) strategy [24] to optimise the augmented log posterior:
log(pi(θc, θr, σ
2
r , z, f˜ |y,x, x˜)) =const.+
N∑
i=1
log(gzi(xi; θc)) +
N∑
i=1
log(N(yi | µ̂
zi
i , σ̂
2 zi
i ))
+
L∑
l=1
log(N(f˜ l | µl,KlMl)). (4)
This is an iterative conditional modes algorithm [22] that alternates between optimizing the alloca-
tion variables z and the model parameters. It guaranteed to never decrease the log posterior of the
augmented model and therefore will converge to a fixed point [24]. However, it is susceptible to
local maxima, which can be alleviated with multiple restarts of random initializations.
3.1 Maximization-maximization
The MM algorithm iterates over the following two steps: 1) optimize the allocation variables:
z = argmax
l∈{1,...,L}N
log pi(l|θ,x,y) , (5)
4
and 2) optimize the parameters:
θ = argmax
θ∈Θ
log pi(θ|z,x,y) , (6)
where θ consists of all model parameters θc, θr, σ
2
r , f˜ , x˜.
While the pseudo-targets f˜ can be marginalized, in the first step, this would result in the allocation:
z = argmax
l∈{1,...,L}N
N∑
i=1
log(gli(xi; θc)) +
L∑
l=1
log
(
N(yl | µl,Σl)
)
,
where Σl = (KlMlNl)
T (KlMl)
−1KlMlNl + Λ
l + σ2 lr INl . As the local likelihood no longer fac-
torizes, N sequential steps would be required to estimate z through an iterative conditional modes
algorithm, allocating each data point based on the conditional Gaussian likelihood given the data
points currently allocated to each cluster.
However, we can significantly reduce the computational cost by also estimating f˜ . Specifically, in the
second step of the MM algorithm (6), we first estimate the GP hyperparameters and pseudo-inputs
by optimizing the log marginal likelihood in (3) and then estimate f˜ l with its posterior mean:
E[f˜ l | θlr, σ
2 l
r , x˜
l,yl,xl] = KlMl(Q
l
Ml
)−1
(
KlMlNl(Λ
l + σ2 lr INl)
−1yl + µl
)
,
where QlMl = K
l
Ml
+KlMlNl(Λ
l + σ2 lr INl)
−1(KlMlNl)
T . Plugging this into the local likelihood
(2), the first step of the MM algorithm is:
z = argmax
l∈{1,...,L}N
N∑
i=1
log(gli(xi; θc)) +
N∑
i=1
log
(
N(yi | f̂r(xi; θ
li
r ), λ
li
i + σ
2 li
r )
)
,
where
f̂r(xi; θ
l
r) = µ
l + (klMl,i)
T
[
(QlMl)
−1
(
KlMlNl(Λ
l + σ2 lr INl)
−1yl + µl
)
− (KlMl)
−1
µ
l
]
, (7)
λli = Kψl(xi, xi)− (k
l
Ml,i
)T (KlMl)
−1klMl,i . (8)
Thus, the allocation can be done in parallel across the N data points:
zi = argmax
l∈{1,...,L}
log(gl(xi; θc)) + log(N(yi|f̂r(xi; θ
l
r), λ
l
i + σ
2 l
r ).
Optimization of the gating network and expert parameters can also be done in parallel, both between
each other as well as across l = 1, . . . , L for the experts. Specifically, the optimal gating network
and expert parameters are respectively:
θc = argmax
θ∈Θc
L∑
l=1
∑
i:zi=l
hl(xi; θc)−
N∑
i=1
log
(
L∑
l=1
exp(hl(xi; θc))
)
,
(θlr, σ
2 l
r , x˜
l) = argmax
θ∈Θr,σ2∈R+,x˜∈RMl×d
log
(
N(yl | µl, (KlMlNl)
T (KlMl)
−1KlMlNl +Λ
l + σ2 lr INl)
)
.
3.2 An ultra-fast approximation: CCR
The MM algorithm iterates between clustering (5) and in parallel classification and regression (6).
This closely resembles the CCR algorithm recently introduced in [3]. The important differences are
that 1) CCR is a one pass algorithm that does not iterate between the steps and 2) CCR approximates
the clustering in the first step of the MM algorithm by a) re-scaling the data to emphasize the output
y in relation to x and b) subsequently applying a fast clustering algorithm, e.g. k-means [14] or
DB-scan [9], to jointly cluster the rescaled (y, x). We also note that the original formulation of
CCR performs an additional clustering step so that the allocation variables used by the regression
correspond to the prediction of the classifier; this is equivalent to the clustering step of the MM
algorithm in (5) including only the term associated to the gating network.
This novel connection allows us to view CCR as a fast, one-pass approximation to the MM algo-
rithm for MoEs and therefore construct an ultra-fast approximation of the proposed deep mixture
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of sparse GP experts based on the CCR algorithm. As shown in the following section, CCR pro-
vides a good, fast approximation for many numerical examples. If extra computational resources
are available, the CCR solution can be improved through additional MM iterations (i.e. it provides
a good initialization for the MM algorithm). However, in our examples, we notice that the potential
for further improvement is limited. We find that MM with random initialization also produces a
reasonable estimate for this model after two iterations; we refer to this algorithm as MM2r. It is fast,
but we will see that it takes approximately 2-3 times longer than CCR.
3.3 Complexity considerations
Suppose we parameterize the DNNwith pc parameters, and each of the sparse GP experts is approxi-
mated withMl pseudo-inputs. The MM algorithm described in Section 3.1 incurs a cost per iteration
of clustering the N points given the current set of parameters (5). This cost is O(N
∑L
l=1M
2
l ),
and it is parallel in N . The algorithm also incurs a cost per iteration of classification with N
points and L regressions using N1, . . . , NL points, where N =
∑L
l=1Nl (6). These operations
can also be done in parallel. The cost for the classification is O(Npc) assuming that the number
of epochs for training is O(1). The cost for the regressions is O(
∑L
l=1M
2
l Nl). Hence the to-
tal cost for (6) is O(Npc +
∑L
l=1M
2
l Nl), which can be roughly bounded by O(NPmax), where
Pmax = max{pc,M
2
1 , . . . ,M
2
L}. Randomly initialized MM cannot be expected to provide reason-
able results after one pass, however with sparse GP models the first iteration provides a significant
improvement which is also sometimes reasonable. Ignoring parallel considerations, the total cost
for 2-pass MM (MM2r) is O(2Npc +
∑L
l=1M
2
l (2Nl +N)).
For CCR, the cost is the same for the second step (6), while the first step is replaced with K-means,
which incurs a cost of O(NL). The latter iterates between steps which can be parallelized in differ-
ent ways. The total cost of CCR is henceO(N(pc+L)+
∑L
l=1M
2
l Nl) = O(NPmax). This is a one
pass algorithm, which often provides acceptable results. The overhead for MM2r vs. CCR for our
model is then roughlyO((Pmax−L)N). More precisely it isO(N(pc−L)+
∑L
l=1M
2
l (N +Nl)).
3.4 Prediction
There are two approaches that can be employed to predict y∗ at a test value x∗. Hard allocation
based prediction first allocates the test point based on the optimised classifier/gating network:
z∗ = argmax
l∈{1,...,L}
log(gl(x
∗; θc)), (9)
and then predicts based on this regression/expert (given in (7)):
y∗ = f̂r(x
∗; θz
∗
r ).
Instead, soft allocation based prediction is based on a weighted combination of the regres-
sions/experts with weights given by the classifier/gating network:
y∗ =
L∑
l=1
gl(x
∗; θc)f̂r(x
∗; θlr).
Soft-allocation may be preferred in cases when there is not a clear jump in the unknown function,
thus allowing us to smooth the predictions in regions where the classifier is unsure. Similarly, the
variance or density of the output or regression function can also be computed at any test location
to obtain measures of uncertainty in our predictions. In cases when the density of the output may
be multi-modal, looking at point predictions alone is not useful. In this setting, the soft density
estimates are preferred, allowing one to capture and visualise the multi-modality.
4 Numerical Experiments
In this section, we perform a range of experiments to highlight the flexibility of our model and com-
pare the accuracy and speed of the MM and CCR algorithms. For the sparse GP experts, we use
the isotropic squared exponential covariance function with a variable number of inducing pointsMl
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Table 1: R2 test accuracy (%) on the five datasets for our model with the CCR, MM, and MM2r
algorithms and the FastGP and MDN benchmarks.
Model CCR MM MM2r FastGP MDN
Motorcycle 75.44 86.17 75.64 75.02 73.13
Nasa 96.11 96.88 96.41 88.34 87.49
Higdon 99.94 99.99 99.97 99.88 95.31
Bernholdt 98.88 99.99 91.40 96.25 90.68
χ 94.67 97.86 97.71 93.66 91.87
Table 2: Wall-clock time (in seconds) on the five datasets for our model with the CCR, MM, and
MM2r algorithms and the FastGP and MDN benchmarks. The number of iterations required for the
MM algorithm is reported in the last column.
Model CCR MM FastGP MM2r MDN
Motorcycle 3.76 198.46 29.15 21.69 62.72
Nasa 37.09 1854.89 455.57 87.11 304.22
Higdon 32.98 362.18 92.64 81.99 124.68
Bernholdt 290.85 2615.85 1490.83 491.62 1876.66
χ 1956.47 7826.47 2643.65 3982.64 9834.35
based on the cluster sizes. The pseudo-inputs x˜l are initialized via K-means and the GP hyperparam-
eters are initialized based on the scale of the data. The number of experts L is determined apriori
using the elbow method to compare the K-means clustering solution of the rescaled (y, x) across
different values of L. The DNN gating network has three hidden layers of 200, 40, and 30 neurons,
and a quadratic regularization is used with a value of 0.001 for the penalization parameter. The
adaptive stochastic gradient descent solver Adam [21] is used to optimize the model weights and
biases, with a validation fraction of 0.1 and a maximum of 1000 epochs. The GPML toolbox [32]
and the Deep Learning toolbox [26] are used to train the experts and gating network respectively.
The code can be found at commented Github link, along with further results and experiments.
4.1 Datasets
Our experiments range from small to large datasets of varying dimension and complexity. First, the
motorcycle dataset [34] consists of N = 133 measurements with d = 1. Second, the NASA dataset
[12] comes from a computer simulator of a NASA rocket booster vehicle with N = 3167; we focus
on modelling the lift force as a function of the speed (mach), the angle of attack (alpha), and the
slide-slip angle (beta), i.e. d = 3. Our third experiment is the Higdon function [16, 12]; N = 1000
data points are generated by xi ∼ U[0, 20] and yi ∼ N(f(xi), 0.1
2), with
f(x) =
{
sin(pix
5
) + 0.2 cos(4pix
5
) x < 10
x
10
− 1 x ≥ 10
}
. (10)
Next, N = 1000 points are generated from the Bernholdt function [3]; in this case, X = [−4, 10]2
and f(x) = g(x1)g(x2), where g(x) is the smooth piece-wise constant function studied in [28].
Lastly, the χ dataset comes from the critical gradient model of [3, 23] with d = 10 andN = 300000.
We split all datasets into train-test sets of 80% and 20%. The computer specifications are: Model
= Dell Optiplex 790; Operating System = Windows 10 Enterprise 64-bit; Processor = Intel(R)
Core(TM) i5-2400, CPU@ 3.10 GHz, 3101 Mhz, 4Cores(s), 4 Logical Processors; RAM =
16.00GB.
4.2 Results
For our model, we compare the MM algorithm with the ultra-fast CCR and MM2r approximations.
The MM algorithm is initialized at the CCR solution and iterates until the reduction in the R2 is
below a threshold of 0.0001 or a maximum number of iterations is reached. Benchmarks include the
mixture of GP experts [FastGP 29] and mixture density networks [MDN 4].
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Figure 1: Box plots for the error between the observed output and predictions for all experiments.
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Figure 2: Soft allocation predictions with our model for the motorcycle and Higdon datasets, with
the gray area representing two standard deviations from the predictions.
First, we observe that CCR and MM2r have similar test accuracy (Table 1), but CCR reduces wall-
clock time (Table 2) by a factor of 2-3 for all experiments. The CCR solution can be further refined
through MM iterations to improve test accuracy (Table 2); however this comes at a higher computa-
tional cost. Compared with state-of-the-art GP and neural network benchmarks, our model has the
highest test accuracy in all experiments considered; this is further investigated in Figure 1, which
highlights the more disperse errors of FastGP and MDN. While the test accuracy is reduced with
the CCR approximation compared with the MM solution, CCR still offers improvements over the
benchmarks and large gains in speed.
Lastly, we highlight that our model provides uncertainty quantification for both the unknown func-
tion and predictions. Figure 2 displays the soft-allocation predictions together with the standard
deviation for the motorcycle and Higdon datasets. In both cases, the data (in red) is contained within
gray region, suggesting that the model also provides good empirical coverage.
5 Conclusion
We have proposed a novel MoE, which combines powerful DNNs to flexibly determine the local
regions and sparse GPs to probabilistically model the local regression functions. Through various
experiments, we have demonstrated that this combination provides a flexible, robust model that is
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able to recover challenging behaviors such as discontinuities, non-stationarity, and non-normality. In
addition, we have established a novel connection between the maximization-maximization algorithm
and the recently introduced CCR algorithm. This allows us to obtain an ultra-fast approximation
that significantly outperforms competing methods. Moreover, in some cases, the solution can be
further refined through additional MM iterations. While we focus on the proposed deep mixture
of sparse GP experts, this connection can be generally applied to other MoE architectures for fast
approximation.
Broader Impact
This new MoE model is applicable to general supervised learning tasks and thanks to the fast ap-
proximation, can be used when the computational budget is limited or the dataset is large. While
we focus on regression tasks with real-valued inputs, this can be generalized to multivariate outputs
or other input and output types, through appropriate specification of the local supervised learning
model and choice of the kernel function. The sound uncertainty quantification provided by the
method is becoming increasingly beneficial in many applications. For example, in health datasets,
it is important to take into account not only point predictions but also uncertainty estimates when
making decisions.
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