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This paper discusses the effects of the existence of natural and/or exogenously imposed 
thresholds in firm size distributions, on estimations of the relation between firm size and 
variance in firm growth rates. We explain why the results in the literature on this relationship 
are not consistent. We argue that a natural threshold (0 number of employees or 0 total sales) 
and/or the existence of truncating thresholds in the dataset, can lead to upwardly biased 
estimations of the relation. We show the potential impact of the bias on simulated data, 
suggest a methodology to improve these estimations, and present an empirical analysis based 
on a comprehensive dataset of Dutch manufacturing and service firms. The only stable relation 
between firm size and growth rate variance is negative regardless of how we define the 
measure of firm growth. 
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1. Introduction 
Several studies on industrial dynamics and firm growth in particular, highlight that the variance 
in growth rates decreases with increasing firm size. This result was observed especially in studies 
that find a “reversion to the mean” pattern of firm growth: small firms grow faster than large 
firms and consequently the variance in growth rates decreases as firm size increases. A negative 
relation between firm size and growth rate variance would be in accordance with this growth 
pattern, and would contradict the predictions of the Law of Proportionate Effects that the size of a 
firm and its growth rate are independent. Meyer and Kuh (1957) were the first to observe this 
negative relation, which was confirmed by other researchers using different datasets over 
different time periods, for example Hymer and Pashigian (1962), Stanley et al. (1996), Amaral et 
al. (1997), Amaral et al. (1998), Bottazzi and Secchi (2003., 2006), Matia et al. (2004). 
According to Axtell (2001, p. 1820), the fact that "the standard deviation in growth rates falls 
with initial firm size according to a power law" places "important limits on models of firm 
dynamics". Studies where size is approximated by total sales or numbers of employees focus only 
on the growth of medium and large firms. Works that includes small firms in the analyses, in 
particular Bottazzi, Cefis and Dosi (2002), Perline, Axtell and Teitelbaum (2006) and Bottazzi et 
al. (2007), find either no relation or find a positive relation, between firm size and growth rate 
variance. Coad (2008, p. 2) argues that the reason why Bottazzi et al. (2007) fail to find any 
significant relationship between firm size and firm growth rate “could well be due to the fact that 
the firms analyzed in Bottazzi et al. (2007) are smaller than those firms in the empirical analyses 
discussed above”. Perline, Axtell and Teitelbaum (2006, p. 8) observe that, beyond the possible 
economic explanations, a simple statistical phenomenon emerges when medium or small firms 
are included in the sample: “The high concentration of small establishments […] highlights the 
issue of establishments (or corporations in other studies) that exit from a longitudinal database 
because they drop to size 0”.  
 
The researcher’s need for a cross-section (or a panel) of firm growth rates measured between two   3
time periods (e.g. two adjacent years) generally implies that firms must persist over two time 
periods i.e. all the firms that exited the market in the time between the two observations are 
generally excluded from the database. The effect of this is negligible in a sample of large and/or 
publicly traded firms, but can become important when micro and small firms are being 
considered. The problem of dropouts does not depend only on real exits, but also on the existence 
of an exogenous threshold in the data collection process, which means that data are collected only 
for firms whose size exceeds a given threshold. A common example is industry panel datasets 
that supply data only on firms with at least 10 or 20 employees. Annual production statistics such 
as those produced by national statistical offices (e.g. CBS in the Netherlands, ISTAT in Italy) 
provide data on firms with a minimum of 20 employees; the Community Innovation Surveys 
(CIS) collect data on representative samples of firms with at least 10 or 20 employees (the 
different thresholds depend on the country). In these data, an exit from the database may not 
correspond to a real exit from the market, but only to a decrease in the number of a firm’s 
employees below the threshold. An example here is the database used by Bottazzi et al. (2007), 
who analyse Italian firms with at least 20 employees. When number of employees is used as a 
proxy for size, they find a clear positive relation between size and growth rate variance. This 
might be explained by the fact that for each two-year time span considered to compute firm 
growth rates, the same firm must have at least 20 employees in both years in order to be included 
in the analysis. On the basis of this example we would suggest that the existence of a “database 
threshold” of 20 employees, as in Coad (2007), Bottazzi et al. (2007) and Bottazzi et al. (2009), 
could have the same effect as the “natural threshold” of 1 employee described in Perline, Axtell 
and Teitelbaum (2006). In other words, it is immaterial whether dropouts are caused by real 
market exits or database exits: in both cases there is an upward bias in the estimation of the 
relation between firm size and growth rate variance. 
 
In our study, we highlight the problems that arise when estimating the relation between size and 
growth rate variance on panel databases of firms. We argue that the presence of a left-truncation 
of the firm size empirical distribution, a truncation that may be due to a natural or endogenous 
threshold (e.g. zero when size is proxied by the number of employees) or to an exogenous   4
threshold when data are collected only for firms above a certain threshold (as in the cases of 
databases that do not include micro and small firms), causes an upward bias in the estimation. We 
propose an improved methodology to avoid this problem, based on the method suggested by 
Perline, Axtell and Teitelbaum (2006). We apply this methodology to an empirical analysis of 
manufacturing and services firms in the Netherlands to show how the impact of slight differences 
in procedures can have a dramatic impact on results. 
 
The paper is structured as follows. Section 2 describes the model to be estimated. Section 3 
defines the three cases that may emerge if firms exit the panel dataset during the two consecutive  
periods on which firm growth is calculated. Section 4 uses a simulation to provide a numerical 
example. Section 5 describes an alternative methodology to avoid estimation bias and in Section 
6 this methodology is applied to a Dutch panel dataset of manufacturing and service firms. 
Section 7 concludes. 
 
2. The model 
In this study, the main variables of interest are the size of the firm and the firm’s rate of growth. 
For each firm j and each year t, we approximate the size  () j St by 1 plus the number of employees  
(we add 1 to allow for logarithmic transformations, since self-employment is treated as a firm 
with 0 employees). Following previous studies, for example Bottazzi et al. (2007), Bottazzi et al. 
(forthcoming), Coad (2007), and Coad and Hölzl (2009), the rate of growth of firm size is 
calculated as the difference in the log size across two consecutive years, namely 
 
  ( ) log( ( )) log( ( 1)) jj j gt St St =− −                                 (1) 
 
The literature commonly tests the relation between firm size and variance in growth rates to   5
divide a sample of firms into several equi-populated size classes. The relation between firm size 
and variance in growth rates then is measured by estimating the model 
 
  ii i yx α βε =+ +                                                   (2) 
where  i x  and  i y  respectively are average size and the log standard deviation of growth rates 
computed within the size class i, and  i ε  is an error term. Size and variance in growth rates are 
correlated in case the slopeβ  is different from zero. 
 
3. Source of the bias  
To illustrate the problem that can arise in the presence of endogenous or exogenous thresholds we 
assume a very simple scenario in which firms can have only two sizes. Suppose our sample 
contains two equipopulated groups of  A n firms. All the  A1 A nn = firms belonging to the first 
group, called A1, have a size equal to  A1 x , and all the  A2 A nn =  firms belonging to the second 
group, called A2, have a size equal to A2 x , with  A1 A2 x x < . Suppose that the stochastic process 
generating firm growth, as defined in (1), is the same for all firms, and the real distribution of the 
relative frequencies of growth rates between periods 1 and 2, for each size class, is standard 
normal. Then, for each group the logarithm of the standard deviation of the growth rates is equal 
to 0, that is, there is no relation between firm size and the variance in growth rates. 
 
CASE A: the researcher can observe all firms in both of years 1 and 2, i.e. no firms exit the 
observed set.  
For our two-point case, the estimation of (2) provides the slope 












                                (3) 
 
where  A β  properly indicates that there is no relation between firm size and variance in growth 
rates. 
 
CASE B: the researcher can observe only the firms whose size in both periods is larger than 
a given threshold, and where size classes are not redefined if some firms have exited the 
observed set in year 2.  
Suppose now that we cannot observe firms whose size is smaller than a given threshold  A1 x τ < . 
In this case, we are not able to observe (in period 2) all the firms from the first group with a 
growth rate smaller than  1A 1 log( ) log( ) x κ τ =−  nor all firms in the second group whose growth 
rate is smaller than  2A 2 log( ) log( ) x κ τ = − .  
As a consequence, the observed growth rate distributions are standard normal truncated, 
respectively at  1 0 κ <  for the first group (which we call B1 after the truncation) and at  2 0 κ <  for 
the second group (called B2 after the truncation), where  12 κ κ > . The group B1 is composed of 
B1 A1 nn <  firms, and the group B2 of   B2 A2 nn <  firms. Notice that  B1 B2 nn <  as  12 κκ > . 
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where κ  is the negative truncation point in the distribution, 
2
3 [1 ( )] C κ +  is the integral of a chi-
square density function with three degrees of freedom over the two branches (κ ,0) and(0, ) +∞ , 
and  () 1 / 2( 1 () ) c κπ κ ⎡⎤ =− Φ ⎣⎦ ,  () Φ⋅ being the standard normal cumulative distribution function. 
Barr and Sherrill (1999) find that V(Z) is decreasing with κ , as depicted in Figure 1. In our case,   7
substituting respectively  1 κ  and  2 κ  in (4) for each size class we obtain the respective variances 
1 () VZ  and  2 () VZ , where  1 () VZ < 2 () VZ  as  1 κ > 2 κ . The log standard deviations used to estimate 
model (2) now become  B1 1 log ( ( )) yV Z =  and  B2 2 log ( ( )) yV Z = , where  B1 B2 yy < , and the 
corresponding average sizes will be  B1 A1 x x =  and  B2 A2 x x = . The observed slope is now positive 
and equal to  
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,                                   (5) 
 
which does not properly measure the real phenomenon, suggesting instead the existence of a 
positive relation between firm size and variance in growth rates. 
 
CASE C: the researcher can observe only firms whose size is in both periods above a given 
threshold, and where size classes are redefined after some firms have exited the observed 
set in year 2, in order to have equipopulated size classes after firm exits. 
 
Suppose that, after the truncation and thus after some firms are excluded from the original 
population, we redefine the size classes in order to keep them equipopulated. We assume that 
there will be a larger number of exits from the group of firms with an initial size  A1 x  than from 
the group with an initial size  A2 x . Given that the redefinition of the size classes must still be 
based on initial firm size, some firms, randomly chosen from those with an initial size equal to 
A2 x , must move from the second to the first size class (with the firms with an initial size  A1 x ), 
leaving the remaining group of the firms with an initial size equal to  A2 x  in the second class.  
We now have two new groups. Group C2 is composed of the firms from group B2 that survived 
the truncation and were not reclassified into the first group; the growth rate distribution of C2 is 
still normal truncated in  2 κ  (then  C2 B2 yy = ) and the average size value  C2 x  associated with the 
group is exactly equal to  B2 A2 x x = . Group C1, then, is composed of the “surviving” firms from   8
group B1 plus some firms from group B2. Its average size value  C2 x is a weighted average of  A1 x  
and  A2 x , thus  C2 C1 B2 C1 B2 B1 A2 A1 0 x xxxxxxx <−=−<−=−; since its growth rate distribution 
results from the sum of the two truncated normal distributions  1 Z  and  2 Z , the corresponding log 
standard deviation  C1 y should be lower than zero (i.e. lower than for a normal distribution), and 
should be between  B1 y  and  B2 y . Thus (see Figure 2), the observed slope  C β  will be positive (i.e. 
upward biased), but whether it is lower or higher than  B β will depend on the value of the 
derivative of (4) with respect toκ , given the position of the threshold in our dataset.  
We provide a numerical example for the previous three cases by running a simulation.  
 
4. The simulation 
We assume that the two original groups, A1 and A2 respectively, include firms whose size is 
equal to  A1 5 x =  and  A2 10 x = . We cannot observe firms whose size becomes smaller than 1. 
Between periods 1 and 2, the distribution of the growth rates (meant as log size differences) is 
normal with standard deviation equal to σ . Table (1) presents the results for different values of 
σ .
1 Each result is the arithmetic mean of 1,000 replications of the simulation for each given 
value of σ  between 2.0 and 3.5, in 0.1 steps. Figure 2 shows that the slope  A β , obtained if we do 
not consider the truncation, is close to zero, which is to be expected since growth rate 
distributions do not depend on size. The slope  B β , obtained when we cannot observe those firms 
whose size has become lower than 1, is always positive. The slope  C β , obtained when we cannot 
observe those firms whose size has become lower than 1, and when after the truncation we have 
made the two size classes equipopulated, is still positive although slightly lower than  B β .  
 
We have shown that the existence of a truncation (the same for both periods) creates a positive 
bias in the estimation of coefficient β  in equation (2). This is because we cannot observe small 
firms that experience very low (high in absolute value) growth rates, thus creating selection bias 
                                                 
1 Simulations were performed using the Matlab software package. The program code is available on request.   9
in our sample. Indeed, if the smallest size admitted into the database is 1, a firm of size  1(1 ) St −  
at time t can have only a growth rate that is larger than  1 log ( 1) St − − , a firm of size  2(1 ) St −  can 
have only a growth rate that is larger than  2 log ( 1) St − − , and so on. This is akin to implicitly 
imposing that the stochastic process of growth is different for each firm, and the associated 
probability density distribution is always left truncated with a left truncation that depends on the 
initial size of the firm. If in the subsampling procedure, we approximate these probability 
distributions by means of the frequency distributions of the growth rates within each subsample, 
and then estimate the subsample variances of growth rates, we are implicitly maintaining the 
arbitrary assumption of a left-truncation in the growth rate distribution, where the left-truncation 
moves according to firm size. 
 
5. Alternative methodology 
In empirical terms, the truncation can derive from reality (firms cannot have less than zero 
employees) or from exogenously imposed thresholds in the construction of the database (e.g. if 
the database collects data only on firms with at least 10 or 20 employees, such as the CIS for all 
European countries). To limit the biases deriving from truncation, we suggest the exclusion from 
the dataset of firms that are below a given size threshold M (slightly higher than the threshold 
already imposed on the data) at time t-1, and that the remaining firms are used to build the 
balanced sample of growth rates between time t-1 and time t. Notice that our artificial threshold is 
applied only at time t-1: no constraint on firm size should be imposed at time t. In the next 
section we describe the calibration of M in order to reduce the number of firms excluded from the 
dataset. The resulting distribution of growth rates is not bounded from above because, in theory, a 
firm could grow indefinitely and still belong to the sample, and is not strictly bounded from 
below because the firm would have to experience a very low negative growth rate (high in 
absolute value) in order to approach the natural (or endogenous) threshold of zero employees or 
any exogenous threshold imposed by the database construction. This methodology extends the 
proposal in Perline, Axtell and Teitelbaum (2006) to simply exclude from the regression the first 
size class (i.e. associated with the smallest average size).    10
 
We also suggest an alternative way to measure growth rates to lower the bias associated with the 
left-truncation of the growth rate distribution. Using logarithmic differences, as in some of the 
studies already referred to, is useful in terms of such properties as the additivity of growth rates 
over time; however, it causes the lower boundary of the growth rate distribution to become closer 
to zero as the average size of the firms under analysis become smaller, which exacerbates the 
problem of endogenous and exogenous thresholds. As we will see in the empirical analysis, 
alternative definitions of growth rates, such as the weighted difference of the plain size 
 
()
() ( 1 )
()
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   ,      (7) 
 
which confines the growth rate distribution between -2 and 2, allows us to adopt a lower value of 
the artificial threshold M, and to remove the bias without loss of too many data. While the 
definition in eq.1 is adopted by most of the literature on firm growth rates, an application in the 
same context of the definition in eq.7 can be found in Davis et al. (2006). 
In order to test our methodology and to get an approximate value for M, we conduct the empirical 
analysis. 
 
6. The empirical analysis 
The data in this paper were collected by the Centraal Bureau voor de Statistiek (CBS) and stem 
from the Business Register of enterprises. The Business Register database includes all firms 
registered for fiscal purposes in the Netherlands in the year considered. The population includes 
firms with zero employees, referred to as self-employment. We consider growth rates between 
2002 and 2003 for all Dutch firms in manufacturing and services (approximately 60,000 
manufacturing and 1 million services firms), considered separately, that is, as belonging to two 
different macro-sectors..  
   11
The first part of the analysis is performed using firm growth rates calculated as log size 
differences (eq. 1). In a first step, we exclude from the sample all firms with less than M 
employees at time t-1 (i.e. in year 2002) and retain all the remaining firms that still exist at time t 
(i.e. in 2003). M is an integer value varying between 0 and 20 and we consider all the cases 
between 0 and 20: when M is equal to 0 no firms are excluded by the artificial threshold, we 
retain all firms that exist in 2002 and 2003.  
In a second step we estimate the relation between firm size and growth rate variance (eq.2) by 
minimizing the Least Absolute Deviation of the error terms  i ε , assuming that the residuals are 
Laplace distributed as in Bottazzi, Cefis, Dosi and Secchi (2007).
2  
Table 2 shows that the estimated coefficient β seems to decrease with M, with a clear tendency to 
move from positive to negative values as the threshold increases. Our methodology consists of 
excluding from the database firms whose number of employees is, at time t-1, below a threshold  
M, letting M increase until the estimated coefficient is stable (i.e. keeping the smallest M for 
which the estimated β  finds a plateau). It should be possible to achieve stability for a reasonably 
small  M, in our case M=9 for the manufacturing and service sectors. If estimation of the 
coefficient  β  does not stabilize at small values of M, model (3) is probably misspecified (i.e. 
there are nonlinearities in the relation being studied). 
The second part of the analysis repeats the above procedure but using firm’s growth rates as 
weighted size differences, that is, calculated according (eq.7). Table 3 shows that the main results 
obtained using weighted size differences are much less dependent on the artificial threshold 
imposed at time t-1: we obtain negative values for services at most values of M, and negative 
values for manufacturing at all values of M. In other words, it would seem that using the 
definition of growth rates expressed in (eq.7) allows us to choose a very low threshold M which 
inevitably excludes a much smaller number of firms from the database and produces an unbiased 
estimation of the coefficient of the relation between firm size and variance in growth rates. 
                                                 
2 The variables used in the regressions were built using the R software package. The LAD regressions were run using 
the qreg function of the Stata software package.   12
Figures 3 and 4, which refer to growth rates computed respectively as log size differences (eq.1) 
and as weighted size differences (eq.7), graphically summarize the relation between the 
estimation of the coefficient β  and the artificial threshold M. It is immediately clear that in both 
cases the estimation of this coefficient becomes insensitive to the artificial threshold M after this 
threshold becomes sufficiently high, but that while in the first case, stability is achieved after 
excluding all firms with less than nine employees, in the second case stability is achieved after 
excluding firms with less than two employees for manufacturing, and less than 3 employees for 
services. Therefore, our methodology would suggest a threshold M=9  in the first case, and 
thresholds of M=2 for manufacturing and M=3 for services, in the second case. 
Our methodology allows us to observe that the relationship between firm size and variance in 
firm’s growth rates is stable only for negative values of the coefficient. A positive relation is due 
only to the effects of truncation derived from the existence of endogenous and/or exogenous 
thresholds that bias the estimation upwards. This result is robust regardless of how firm growth 
rates are defined, although the use of weighted size differences, as proxy for growth rates, allow 
us to choose a very low artificial threshold, and thus to exclude fewer firms than when log size 
differences are used. 
In our view, the contrasting results (i.e. the null or positive relationship between firm size and 
variance in growth rates) in the literature are caused by truncation problems exacerbated by the 





We have discussed some of the biases that can arise when estimating the relation between firm 
size and variance in growth rates. We focused in particular on the problem of dropouts when 
endogenous and/or exogenous thresholds truncate the firm size distribution, that is, when micro 
firms are included in the analysis or when the dataset considers only firms whose size is above a 
certain threshold. This problem was highlighted by Perline, Axtell and Teitelbaum (2006), but is   13
ignored in most of the literature. However, it seems to be a determinant in explaining the 
contrasting evidence from previous studies, that is, that the variance in firms’ growth rates 
decreases or increases with firm size. After pointing to the biases that can derive from a truncated 
firm’s size distribution, from a theoretical perspective, we suggested a simple methodology to 
estimate the relation between firm size and variance in firm growth rates that avoids these biases. 
We tested our methodology using two different definitions of firm growth rates, on the 
population of manufacturing and service firms in the Netherlands. 
The results show that the methodology we propose allows us to observe how the estimated 
coefficients of the size-growth rate variance relation change depending on the firm size threshold. 
We suggest using an artificial threshold M that can increase until the estimated coefficient is 
stable and retaining the lowest M for which the estimated β  finds a plateau.  
Our results show also that using firm growth rates defined as weighted size differences reduces 
the bias that arises from truncation and that using our methodology excludes a much smaller 
number of firms, to obtain an unbiased coefficient of the firm size-growth rate relation.  
Our empirical analysis shows there is a stable, negative relationship between firm size and 
variance in growth rates: the dynamics of smaller firms is characterized by a stronger turbulence. 
Most previous studies show a positive relationship, but this is due to the presence of 
natural/endogenous and exogenous thresholds in the firm size distributions. 
   14
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Table 1: Simulated ( A β ) and estimated ( B β , C β ) values for the relation between 
size and log standard deviation of growth rates ( () log g σ ) 
 
 
           
σ   A β   B β   C β  
      
2.00 0.000094 0.016486 0.016267 
2.10 0.000037 0.015990 0.015759 
2.20 -0.000045 0.015434 0.015195 
2.30 -0.000022 0.014975 0.014818 
2.40 -0.000085 0.014506 0.014308 
2.50 0.000065 0.014249 0.014079 
2.60 0.000024 0.013808 0.013629 
2.70 -0.000013 0.013453 0.013294 
2.80 -0.000036 0.013063 0.012902 
2.90 -0.000047 0.012664 0.012555 
3.00 -0.000050 0.012265 0.012128 
3.10 -0.000052 0.012010 0.011859 
3.20 -0.000103 0.011484 0.011309 
3.30 -0.000028 0.011421 0.011292 
3.40 0.000066 0.011180 0.011001 
3.50 0.000111 0.010869 0.010751 
σ b β c β σ σ b β c β b β b β  17
 
 
Table 2: Empirical relation between size and growth rate variance:  
growth rates as log size differences. 
 
                          
   Manufacturing Services 
                          
                          
Threshold M  Coefficient Standard  error t-ratio  p-value Coefficient Standard  error  t-ratio  p-value
                          
0 0.230674  0.0725512 3.18 0.004 0.2062013 0.0684692  3.01 0.006
1 0.2639847  0.0556176 4.75 0 0.4570136 0.023385  19.54 0
2 0.171481  0.0429158 4 0.001 0.3309451 0.0695685  4.76 0
3 0.0394362  0.0657523 0.6 0.555 0.2090258 0.0694974  3.01 0.006
4 -0.0201472  0.0545533 -0.37 0.715 0.0998723 0.0581483  1.72 0.099
5 -0.0199713  0.039089 -0.51 0.614 0.0807111 0.0452961  1.78 0.088
6 -0.0979089  0.0718298 -1.36 0.186 0.0690582 0.037816  1.83 0.081
7 -0.1411341  0.0602617 -2.34 0.028 0.0010362 0.0635136  0.02 0.987
8 -0.156124  0.0729555 -2.14 0.043 -0.024666 0.0402654  -0.61 0.546
9 -0.2203155  0.0491147 -4.49 0 -0.1058003 0.0253304  -4.18 0
10 -0.2025012  0.0343726 -5.89 0 -0.1140678 0.0387135  -2.95 0.007
11 -0.2400626  0.0493007 -4.87 0 -0.1062662 0.0154259  -6.89 0
12 -0.263497  0.0494163 -5.33 0 -0.1112175 0.0410291  -2.71 0.012
13 -0.2076971  0.0474368 -4.38 0 -0.1283899 0.0208001  -6.17 0
14 -0.2164968  0.0640041 -3.38 0.003 -0.1125624 0.0458423  -2.46 0.022
15 -0.2920069  0.0523248 -5.58 0 -0.1472411 0.0275546  -5.34 0
16 -0.2044645  0.0453665 -4.51 0 -0.0638025 0.0419402  -1.52 0.142
17 -0.2138333  0.0500104 -4.28 0 -0.0471097 0.0377778  -1.25 0.225
18 -0.2699747  0.0786009 -3.43 0.002 -0.0198923 0.0393109  -0.51 0.618
19 -0.1955001  0.062721 -3.12 0.005 -0.0832989 0.0258271  -3.23 0.004
20 -0.2154891  0.0848024 -2.54 0.018 -0.060316 0.0324907  -1.86 0.076
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Table 3: Empirical relation between size and growth rate variance:  




                          
   Manufacturing  Services 
                      
                       
Threshold  Coefficient  Standard error t-ratio  p-value Coefficient  Standard error  t-ratio  p-value
                       
0 -0.0003496  0.0007301 -0.48 0.637 0.0037164 0.0006175  6.02 0
1 -2.79E-08  0.0007055 0 1 0.0028246 0.000593  4.76 0
2 -0.0008141  0.0002126 -3.83 0.001 0.0007106 0.0003575  1.99 0.059
3 -0.0008908  0.0001913 -4.66 0 -0.0001123 0.0001708  -0.66 0.517
4 -0.0006529  0.0001598 -4.08 0 -0.0002659 0.0001339  -1.99 0.059
5 -0.0006385  0.0000992 -6.43 0 -0.0003142 0.0000508  -6.18 0
6 -0.0007816  0.000163 -4.79 0 -0.0002884 0.0000569  -5.07 0
7 -0.0007569  0.0002326 -3.25 0.003 -0.0003079 0.0001076  -2.86 0.009
8 -0.0006967  0.0002711 -2.57 0.017 -0.0003331 0.0000959  -3.47 0.002
9 -0.0006581  0.0002302 -2.86 0.009 -0.0002723 0.0000981  -2.77 0.011
10 -0.0005728  0.0001412 -4.06 0 -0.0002288 0.0000655  -3.49 0.002
11 -0.0006626  0.0002395 -2.77 0.011 -0.0002284 0.0000898  -2.54 0.018
12 -0.0006369  0.0002146 -2.97 0.007 -0.0001954 0.0000592  -3.3 0.003
13 -0.0005606  0.0001754 -3.2 0.004 -0.0002095 0.0000867  -2.42 0.024
14 -0.0005767  0.0002266 -2.55 0.018 -0.0001454 0.0000537  -2.7 0.013
15 -0.0005211  0.0001483 -3.51 0.002 -0.000152 0.0000508  -2.99 0.007
16 -0.0004817  0.0001501 -3.21 0.004 -0.0001051 0.0000264  -3.99 0.001
17 -0.0011216  0.0003538 -3.17 0.004 -0.0001023 0.0000261  -3.92 0.001
18 -0.00038  0.0001994 -1.91 0.069 -0.0000873 0.0000263  -3.32 0.003
19 -0.0011174  0.0002984 -3.75 0.001 -0.0000877 0.0000188  -4.66 0
20 -0.0003689  0.000111 -3.32 0.003 -0.0000597 0.0000301  -1.98 0.059  19
 
 
Figure 1 Relation between truncation point and observed variance. (our elaboration 
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Figure 2: Difference between real ( A β ) and observed ( B β , C β ) slope 
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Figure 3: Growth rates as log size differences. Relation between estimated β  
















Figure 4: Growth rates as weighted size differences. Relation between estimated 
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