A one-step computation is presented whose intrinsic paradoxical nature prevent it from being reduced to SAT despite the fact that it is certainly decidable and in the class P. This counter-example to the NP-completeness property is a member of an infinite class of languages SySBP D, those languages defined by the programs written in fuzzy logic programming [192] . Other elaborate examples are given together with meta-interpreter implementations for the SySBP D class. Then, the P vs. NP problem definition is reformulated on the new Turing SySBPD machine. A proof of the Continuum Hypothesis being "False" is presented, thus overturning the classical formal independence result of Gödel and Cohen. The overall result of the counter-example class to the NP-completeness property together with the Continuum Hypothesis being "False" is that ZFC is inconsistent!
Introduction
There is a vast literature with large number of results in both "Mathematical Fuzzy Logic" and "Fuzzy Logic Programming", (see the references). Mathematical fuzzy logic systems were developed by Hajek , Esteva [117, [120] [121] [122] [123] [124] [125] [126] , Godo [134] [135] [136] [137] [138] [139] [140] [141] [142] [143] [144] [145] [146] and others. Systems like BL, Lukasiewicz, Gödel and Product logics have been formulated with various rigorous properties and have become standard. Fuzzy logic programming and possibilistic logic programming systems in the works of Godo and Alsinet et al. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , Vojtas et al. [219] [220] [221] [222] [223] were developed with large number of soundness and completeness results with interesting properties. Variations as the multi-adjoint logic programming was developed by Medina et al. [200] [201] [202] [203] . The huge number of results is clear and of course this is not an exhaustive listing.
The first use of truth constants in the language syntax first appeared in Pavelka's logic [209] as early as 1979. Before that, truth was expressed only in the language semantics as in Lukasiewicz and Kleene many-valued logics. Pavelka extended Lukasiewicz logic with rational truth constants. Novak [205] [206] [207] [208] , in his weighted inference systems developed a syntax of pairs: (formula, truth value). Expansions of other logics with truth constants in Esteva et al. 2000 , and recently in Esteva et al. 2006 [114-116,118] , and Savicky et al. 2006 [215] . In 2007, truth constants appeared in Esteva et al. [119] . The work of Straccia et al. [37, 38, 197, 213, 217] in fuzzy description logics employed truth constants as well. So, the idea of having a truth constant in the language syntax is well-established.
A counter-example to the NP-completeness property written in F LP [192] language is presented. A class of infinite number of languages is characterizedSySBP D. Each element in this class constitutes a counter-example as well. A one-step computation L is introduced to motivate the presentation. Theorem 1 establishes the paradox and theorem 2 shows that L is decidable and L ∈ P . Theorem 3 establishes the counter-example and shows that SAT is NOT NPcomplete!
The SySBPD F LP Paradox
First, the classical definition of an Herbrand interpretation and an Herbrand model are recalled. Second, it is shown that if truth constants are allowed in the language syntax in the sense of [192] , then every Herbrand interpretation of any F LP language is a model iff it is not a model, except for the case when F LP collapses to classical logic, i.e. µ = "0" or µ = "1". This is the "SyntacticoSemantical Bi-Polar Disorder F LP Paradox".
Definition 1: Let L be a language over an alphabet Σ containing at least one constant symbol. The set U L of all ground terms constructed from functions and constants in L is called the Herbrand universe of L. The set B L of all ground atomic formulas over L is called the Herbrand base of L.
Definition 2:
The Herbrand interpretation I L for a language L is a structure I L ≡< I c , I f , I p > whose domain of discourse is U L where:
1. ∀c ∈ L : c is a constant:
f is a function symbol of arity n, and t 1 , t 2 , . . . , t n are terms:
3. ∀p ∈ L : p is a predicate of arity n:
Theorem 1: Let L be the classical logic program consisting of the single (ground) fact:
and let c n = µ ∈ [0, 1] be a truth constant. If I L is an Herbrand interpretation for L, then I L is a model iff it is not a model (unless µ = "0" or "1", i.e. F LP collapses into classical logic).
Proof:
L is a model iff it is not a model
A Counter-Example to the NP-completeness Property
Consider an F LP program (when F LP is mentioned in this paper, it is meant as defined in [192] ). The definition of a fuzzy atom in F LP is:
Where µ ∈ [0, 1] is the truth constant. This atom is a classical one despite the weight attached to it. Consider the F LP program consisting of one fact:
Age-About-21(John,0.9)←
The syntax of this program constitutes a well-formed formula of classical logic programming. Consider the goal:
This goal succeeds with two contradictory truth values, namely "1" and "0.9". In computation theory terms, this logic program is a Turing machine M that codes the input string "John" with both "Yes" and "No" at the same time. One for the truth value µ = "1" and the other for µ = "0.9", and vice versa. In other words, if the Turing machine halts in the q accept state, its tape symbols imply that it is in the q reject state. On the other hand, if it halts in the q reject state, its tape symbols imply that it is in the q accept state. This is the SySBP D "Syntactico-Semantical Bi-Polar Disorder" paradox. Since the atom in F LP is a classical one despite the weight attached to it, it is both classical and fuzzy. So, the SySBP D paradox is due to the fact that:"p is fuzzy iff p is not fuzzy", where p is an atom of F LP . The syntax/semantics dichotomy is bi-polarity, and the paradox is the undesirable disorder.
Theorem 2: Let L be the language defined by the above program, then L is decidable and L ∈ P .
Proof:
As in [50] , t M (w) denotes the number of steps in the computation of M on input w, and T M (n) the worst case run time of M:
where Σ n is the set of all strings over Σ of length n. Let M be the Turing machine associated with the one step computation defined above, clearly:
The computation M on any input to the above program certainly halts and L ∈ P .
Theorem 3: SAT is NOT NP-complete! Let L over an alphabet Σ be the language defined by the F LP program above, then L can NEVER be reduced to SAT, hence SAT is not NP-complete! Proof:
4. x ∈ L ⇒ ∀x, x is both accepted AND rejected by M.
5. y ∈ SAT ⇒ ∀y, y is either accepted OR rejected by M.
7. ⇒ L can NEVER be reduced to SAT.
⇒ SAT is NOT NP-complete!
Corollary: Cook's Theorem ∧ Theorem 2 ⇒ ZF C is Inconsistent! Proof:
1. Cooks's Theorem: SAT is NP-complete.
Theorem 1:
SAT is NOT NP-complete.
The SySBP D Class of Counter-Examples
The language L above constitutes a counter-example for the NP-completeness property. In fact, there is not only one such language but an infinite class of languages, recalling examples in [192] in the context of this paper:
Example 5.1 [192] :
Here, we have three predicate symbols, namely, Student, Mature-Student and Age-About-21. The n-ary predicate symbol becomes an n-ary+1 if the predicate is a fuzzy one. This is to allow for the µ indicating the membership value. Obviously, Mature-Student and Age-About-21 are fuzzy predicates. Now, we consider the goal ← Mature-Student(John,µ). This will unify the head of the first rule with unification (x = John, µ = µ). Thus, resulting into two subgoals, the first Student(John) which succeeds. The other subgoal is Age-About-21(John,µ) which succeeds with the value µ = 0.9 for John. It is obvious that the predicate Mature-Student leads to the same SySBP D paradox as the Age-About-21 did above.
Example 5.2 [192] :
It is obvious that the predicate Good-Credit-Customer leads to the same SySBP D paradox as the Age-About-21 did above.
Example 5.3 [192] :
Consider the fuzzy goal ← p(m, n, 0.3) which unifies with the first fuzzy rule giving the two fuzzy sub-goals, where the success of each leads to the SySBP D paradox:
The fuzzy subgoal (1) unifies with R3 and succeeds while the second fuzzy subgoal unifies with R4 and results with another two fuzzy subgoals with the second being µ r ≥ 0.3 resulting in the goal ← (t, 0.3) which succeeds when unifying with R6. As a result, the original goal ← p(m, n, 0.3) succeeds as far as matching with rule R1 is considered. When matching with rule R2, two fuzzy subgoals are generated, they are (where the success of each -again -leads to the SySBP D paradoxand this situation recurs):
The first successfully matches with R3 and the second as well with R5. So, the original fuzzy goal succeeds in this case. Now consider the fuzzy goal ← p(m, n, 0.2) when matching with R1, two fuzzy subgoals are generated, namely:
The first fuzzy subgoal of (1) ← q(m, µ q 1 ) unifies with R3 giving µ q = 0.3 and as a result the second fuzzy subgoal µ q ≥ 0.2 succeeds. For the second fuzzy subgoal ← r(n, µ r ), µ r ≥ 0.2, we have only rule R4 which unifies successfully resulting in the goal ← (t, 0.2) which succeeds when unifying with R6. As a result, the original fuzzy goal ← p(m, n, 0.2) succeeds. When matching with R2, two fuzzy subgoals are generated, namely:
The first subgoal matches with R3 and succeeds. The second fuzzy subgoal matches with R5 and succeeds. Now consider a fuzzy goal with a variable µ, i.e. ← p(m, n, µ), matching with R1, we get:
The first matches with R3 and µ q = 0.3, thus solving µ ≤ 0.3. The second will unify with rule R4 then rule R6 returning µ ≤ 0.4. The original goal succeeds with (µ ≤ 0.3) ∧ (µ ≤ 0.4). Thus µ ≤ 0.3. When matching with rule R2, two fuzzy subgoals are generated:
The first matches with R3 giving µ ≤ 0.3. The second matches with R5 giving µ ≤ 1. The original goal succeeds with
Thus, µ ≤ 0.3. Thus, the SySBP D paradox is generated and re-generated in this simple program.
3. SySBPD Implemented: 3.1 An F LP Meta-Interpreter: Sun-Unix (IC-Prolog)
In this section, a meta-interpreter is presented to the SySBP D class. The metainterpreter is implemented in IC-Prolog. Given the rule:
It can be read declaratively or procedurally:
1. The declarative reading states that: for a certain value of the variable x, p 1 should be true to a level µ p 1 ≥ µ q 1 .
2. The procedural reading states that: for a fuzzy goal ←< p 1 (m), 0.3 > to succeed, the fuzzy subgoal ←< q(m), 0.3 > must succeed. Further, for the fuzzy goal ←< p(m), 0.4 >, the fuzzy sub-goal q(m, 0.4) must succeed.
So, as far as execution is concerned, both values of µ are instantiated in the fuzzy rule with the same constant level in the goal and then attempt succeeding the fuzzy sub-goal. Then, using the meta-interpreter, the rule is rewritten as follows:
). Now, consider the fuzzy goal ←< p 1 (m), V >, where V is a variable. Now, the system is queried to what maximum level this fuzzy goal can be satisfied. This is done via the meta-interpreter predicate solve(A) which becomes ← solve(p 1 (m, V )). The system predicates functor and arg are used. When rewriting the fuzzy logic programs in IC-Prolog or standard Prolog, care should be taken as the semantics associated with fuzzy logic programs are different than that of standard Prolog. For instance, given the fact < q(m), 0.3 >←, in fuzzy logic programming, it is considered as a fuzzy fact. q is said to be true to a level µ where 0 < µ ≤ 0.3. In standard Prolog, the goal ← q(m, 0.25) would return the answer "No". So, to write a fuzzy fact in Prolog, it should be written as:
During execution within the Prolog model, the answers conform to the given semantics. Now, the extended rules are extended with a factor f ∈ [0, 1] doubting the rule:
For the goal ←< p 1 (x), 0.3 > to succeed, the fuzzy goal ← q(x, µ q ) must succeed at least with the value 0.3/0.9. To do this in standard Prolog, the fuzzy fact and the fuzzy rule are rewritten as follows:
which will lead to the intended meaning. Now, if the predicate q happens to be in the body of two fuzzy rules with different f factors, a different rewriting of the facts is required. For instance, one obtains the following two rules and two facts: ′ , then F act1 ′ , this would be fine. But if a fuzzy goal matches with R2 ′ , the q fuzzy subgoal must have f = 0.7 not 0.9. Thus, given the same predicate occurring in the body of two fuzzy rules with different f factors, it should be renamed when rewriting. As a result, the predicate q is renamed in R2 to h, and one obtains two fuzzy facts F act1 ′ and F act2 ′′ corresponding to Fact 1 in the original program: 
SySBPD Implications
The P vs. N P Problem
The problem certainly survives the SySBP D class of counter-examples to the NP-completeness property. However, a polynomial-time algorithm for SAT no longer implies P = NP . Nor the non-existence of such an algorithm would imply P = NP . In its basic informal definition:"Whether easy recognition of a solution implies easy finding one", the problems survives as it always had been. However, the precise definition of the class P is divided into two (disjoint) classes P SySBP D and P N onSySBP D , written simply as P SyS and P N onSyS :
for some Turing machine M which runs in polynomial time} The SySBP D could have members across the entire arithmetic hierarchy. Since the fuzzy logic programs [192] are classical, they have the complete Turing hierarchy computational capability. The usual hierarchy nicely presented in [190] MUST be augmented with the class SySBP D as in the attached figure, resulting in lots of class separation questions. It is obvious that the counter-example to the NP-completeness property is also a counter-example to c.e.-completeness. The same proof above showing SAT not to be NP-complete can be used to prove that HP is NOT c.e.-complete. However, it is undecidable. The new complexity hierarchy -incorporating the SySBP D class describes computable languages on the Turing SySBPD machine. While the Turing machine had only two halting states: q accept and q reject , the Turing SySBPD machine is a Turing machine that has the following halting states:
1. q accept : M halts in q accept and only q accept , i.e. no paradoxical halting.
2. q reject : M halts in q reject and only q reject , i.e. no paradoxical halting.
3. q SySBP D . M halts in the state q SySBP D when it halts in q accept iff it halts in q reject , i.e. M halts paradoxically.
The above (reviewed) definition of the class P is on the Turing SySBPD machine.
SySBPD Implications The Continuum Hypothesis ZFC Set Theory
Let L be a fuzzy program written in F LP whose fuzzy atom p(t 1 , t 2 , . . . , t n , µ) is fuzzy iff it is not fuzzy (as in [192] ). The notation |V alid(L)| denotes the cardinality of the class of valid formulas of L. Since F LP is classical, we are sure that |V alid(L)| = ℵ 0 . But we know that F LP is (paradoxically) fuzzy, then 
where c is the cardinality of the continuum. The following proof directly demonstrates that the Continuum Hypothesis is "False" and ZF C is inconsistent.
Theorem 4:
Proof:
The proof is as follows:
9. ⇒ ¬CH.
10. ZF C is consistent ⇒ CH is formally indepdent (Gödel [133] & Cohen [48] ).
11. ¬CH ⇒ CH is formally dependent.
12. ⇒ ZF C is Inconsistent!
Conclusions
The question P =? NP has the following possiblities:
4. Formally Independent.
5. Both Independent and Dependent.
However, the empirical non-existence of polynomial-time algorithms for the used to be NP-complete problems would still associate the property with intractability. Nevertheless, the existence or non-existence of such algorithms would not resolve the P vs. NP problem which -in its original formulation -does not exist! 
