Anomaly characterization from tomographic measurements is of interest in a wide range of fields. In this paper we address the problems of single anomaly detection and localization which we formulate as hypothesis testing problems. While the optimal hypothesis test is easy to formulate, it is computationally infeasible due to the overwhelming number of hypotheses which must be considered. We propose the multzscale hypothesis test (MSHT) as an efficient suboptimal alternative. We show how to find decision statistics to achieve maximal composite hypothesis distinguishability for the composite hypothesis tests which comprise the MSHT.
INTRODUCTION
In many applied problems tomographic data are used to study properties of the interior of objects. Such problems arise in a wide range of fields including medical imaging, geophysical remote sensing, radio astronomy, non-destructive testing, etc. [l] . In many cases, the ultimate goal is not to reconstruct a detailed image of the region under investigation but is to characterize (e.g., detect, locate) regions which are, in some sense, anomalous. Often only limited or noisy data are available to accomplish this objective.
Many approaches to the anomaly characterization problem begin with image reconstruction. Anomalous 
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Boston University Bloston, MA regions are then analyzed by post-processing this image. Reconstruction is not necessarily the best way to attack the problem, however, since it may not make optimal use of the data. In fact, it can make the problem harder. For example, in limited data or high noise cases, reconstruction introduces streaking artifacts which are themselves anomalous. Finally, reconstruction is a computationally non-trivial task and, in light of the above, is computationally wasteful when the ultimate goal is the far more modest one of anomaly characterization.
A major challenge, therefore, is to develop methods to characterize anomalies directly from tomographic data. In this paper we present methods for detecting and locating a single atnomaly without image reconstruction. We view these problems as ones of change detection The possible changes (anomalies) relative to a statistically known background form a finite set of hypotheses: X = {Elz}:;'.
The anomaly detection and localization problems, therefore, are hypothesis testing problems on the set X.
While the form of i,he optimal M-ary hypothesis test is clear, even for ,simple classes of anomalies it requires far too many hypotheses for reasonable execution. Our alternative is to conduct a sequence of small composite hypothesis tests. This sequence can be viewed as a scale recursion in hypothesis space. At coarser scales, relatively large numbers of hypotheses are discarded so that at finer scales attention is focussed on relatively small subsets of the global set of hypotheses. Each composite hypothesis test in the sequence is associated with subsets of 3-1 (composite hypotheses) and decision statistics. These subsets and statistics are designed so that the resulting sequence of tests zooms in on the correct hypothesis via a multiscale search over the set IFI We call this multiscale search a multzscale hypotheszs test (MSHT) n This approach is similar to the one introduced in [a] for geophysical inverse problems based on scattered radiation mea,surements. The structure of t,he composite hypothesis tests employed in [Z] is motivated by a desire to effect spatial zooming. The sequence of hypotheses corresponds to a nested sequence of regions in the image domain and at each stage of the search a finer scale region is considered. The form of the statistics employed in each composite hypothesis test has a natural matched filter interpretation. However, while intuitively natural, these statistics are in no sense optimal are not the best statistics for all problems.
We extend the work in [Z] by taking a broader perspective of multiscale hypothesis testing. We recognize that the efficacy of a MSHT relies upon the ability to distinguish between composite hypotheses. Achieving such distinguishability is most difficult at the coarsest scale of a MSHT. Therefore, the choice of decision statistics is of crucial importance. We shall introduce a method to ,find statistics which achieve maximal composite hypothesis distinguishability.
. ELEMENTS OF MULTISCALE HYPOTHESIS TESTING
A multiscale hypothesis test consists of a sequence of composite hypothesis tests. Each test in the sequence consists of composite hypotheses which form a cover for some subset of 3-t. A decision statistic is associated with each composite hypothesis. Each test in the sequence is given an index which we call scale. At a given scale, one (or several) composite hypotheses are selected for finer scale investigation on the basis of these statistics (e.g., the one associated with the maximum statistic value is selected, others are discarded). The range of the covers (i.e., the subset of ? i which the composite hypotheses cover) becomes smaller in cardinality as the scale index increases. At the coarsest scale a cover is defined for all of 3-1. The finest scale consists of a cover for just a proper subset of 7-1. Some of the H; E IH are not included in the composite hypotheses at an intermediate scale. Those which are not included are said to have been discarded. Any hypothesis, H;, which has been discarded cannot ultimately be selected as the one which we think is true. The efficiency of a MSHT is achieved by discarding many Hi at each scale.
An example is illustrated in Figure 1 . At each scale in the tree shown a choice is made between two composite hypotheses (written in italics) based 011 two statistics. The chosen composite hypothesis is indicated with an arc with an arrow. The superscripts on the composite hypotheses and statistics indicate the scale. Notice that the subset of IH for which a cover is defined at scale k is precisely the subset which is contained in the composite hypothesis which has been selected at scale k -1. The elements of a MSHT discussed above and illustrated in Figure 1 apply equally to the case where an arbitrary number of composite hypotheses N ( k ) are defined at scale k .
The challenge in designing a MSHT is to select good covers and statistics for every scale and for every possible sequence of decisions. These covers and statistics should be selected so that the resulting sequence of composite hypothesis tests effectively zooms in on the true hypothesis via the multiscale search on the domain 3-t. We shall have more to say about choosing good statistics in Section 4.
MODELS AND ASSUMPTIONS
We assume that the N x N field, f , for which we have to- The projection of the field f is modeled by a linear transformation using a matrix, T, which captures a discrete representation of the line-integral projections. Finally, zero-mean white Gaussian measurement noise, n, with known intensity X is added to the projection data. Our observation equation and associated models are: 
MSHT METHODS FOR ANOMALY DETECTION AND LOCALIZATION
A multiscale hypothesis test possesses two main high level characteristics: the form of the covers (the composite hypotheses) and the form of the statistics. (Actually there is a third characteristic, the number of composite hypotheses selected at each scale. However, for brevity and clarity we ignore this degree of freedom in this paper and focus on the case in which only one is selected at each scale.) In this section we formulate a MSHT for the anomaly detection and localization problems. The form of the covers we use is motivated by the work of Miller and Willsky in [a] and are chosen to effect spatial zooming. In particular, the composite hypotheses are associated with spatially contiguous regions of the image domain. Having fixed the form of the composite hypotheses, we propose and solve an optimization problem for the statistics. This problem aims to provide statistics with maximal composite hypothesis distinguishability as discussed in Section 1. For clarity of presentation we shall restrict our discussion to the coarsest scale composite hypothesis test of a MSHT. The processing at subsequent scales is similar. 
We discuss the form of the statistics next
Optimized Statistics
In this section we are concerned with finding a lanear statistic 1, = ayg to associate with composite hypothesis ' H, for each i. We wish this statistic to provide maximal composite hypothesis distinguishability. Toward this end, we formulate an optimization problem to choose the linear weight vector a, so that &, is, on average, as large as possible when ' H, is true (i.e., it contains the true hypothesis) and as small as possible otherwise. Before introducing the problem, we make the following definitions and observations. Define the conditional mean and variance of the statistic e, as
Notice that the conditional mean is linear in a, while the conditional variance is quadratic in a,. Also note that the conditional variance is independent of 1.
The optimization problem we consider is
where A, = { ( j , k)IH, E ' H, and Hk # E,}. Reading from right to left, we see that in this Optimization problem we consider the difference between two standarddeviation-normalized conditional means. One element in the difference is mZ3 which we want to be large since we constrain H7 E 7-1,. The other element in the difference is m , k which we want to be small since we constrain HI, # ' H,. Therefore, we want the difference to be large. Taking the worst case difference (with the min), we maximize this with respect to a. Plugging in definitions, the optimization problem is Using Lagrange duality theory it can be shown that this problem is equivalent to a quadratic program which is easily solved using off-the-shelf software (e.g., MAT-LAB'S *() function). One such quadratic pivgiairi must be solved for each composite hypothesis at each scale. However, this processing can be done once offline.
Detection and Localization Algorit,hm
The coarsest scale of the MSHT has already been specified. It is at this scale that the detection decision is made. If X O is selected then it is determined that no anomaly exists and no further processing is done. If, on the other hand, 'Ho is not selected then the region corresponding to the composite hypothesis which has been selected is subdivided with four overlapping regions (analogous to the subdivisions at the coarsest scale). Since, in this case, it has already been determined that an anomaly exists, there is no null hypothesis at the second and higher scales. This decision-directed, scalerecursive search continues until a pre-specified scale has been reached (in practice we stop at the scale corresponding to subdivisions of size smaz). Alternatively a stopping criterion which depends on the statistic values may be employed.
CONCLUSION
In this paper we have introduced the MSHT, an efficient suboptimal alternative to a computationally infeasible M-ary hypothesis test. consideration of the general structure of the MSHT has led us an optimization problem whose solution is a statistic which provides maximum composite hypothesis distinguishability. We have also shown how to apply the MSHT framework with optimized statistics to the single anomaly detection and localization problems from tomographic projections. Our other work in this area (which could not be provided here due to space limitations) includes the computation of performance bounds, the investigation of anomaly ambiguity, examples of the application of our methods to the tomography problem, and investigation of the computational complexity of our algorithm as compared to the optimal M-ary hypothesis test.
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