Abstract: This paper presents a vehicle detection and tracking method to tackle the challenge brought by object distortion in perspective images. The aspect of the method is to normalize the shape and size of a vehicle wherever it is in the camera view, and to transform the camera image into an enhanced anti-perspective domain to achieve real time detection with robust tracking performance. Furthermore, with the presented method, several applications can be benefited such as vehicle recognition and car plates identification.
Introduction
Traffic video surveillance is an application of image acquisition through the use of a camera, transmission, control, display and other equipment and control software for fixed area monitoring, tracking and information processing traffic management information systems, including video transmission and video processing. Vehicle detection is the preparative operation for the application later, such as vehicle recognition or classification, and vehicle speed estimation. When capturing vehicles traveling on a highway, normally images are obtained in a perspective form, which may generate a distorted result for the vehicles. Distorted vehicle images will challenge subsequent detection, tracking and classification or recognition operations. For example, in Figure 1 , the car at the remote end cannot be detected while the car near the camera is double detected. In order to detect distorted vehicle images in a perspective view, one possible method is to train a detector detecting a warped vehicle image to detect profile faces while a lot of training samples on profile faces should be collected, which may cause the detector to be bigger and more complex than the current ones. In addition, previous work in the vehicle detection does not touch the distortion problem in perspective images in our scenarios [1] [2] [3] [4] [5] [6] .
Therefore, this paper presents another method to normalize the shape and size of a vehicle based on an enhanced anti-perspective image.
The rest of this paper is divided into four parts. Section 2 focuses on the algorithm design and implementation details. And, the experiment results are presented in Section 3. Accordingly, Section 4 illustrates some related applications. Finally, Section 5 summarizes the work and concludes for the future directions. Figure 2 , the algorithm can be performed according to three main operations: anti-perspective transform, determine scale factor and scale transform. The perspective image is transformed to an anti-perspective image. And after the scale factor is determined based on the anti-perspective image input, the anti-perspective image is enhanced with various scale factors using on different parts of the image.
Algorithm

Anti
Anti-perspective Transformation.
For or the images of the video, an anti-perspective transform is a combination of a 2D scale, a rotation, and a translation transformation which can be described as Equation (1) . Begin with a correspondence map (u k ; v k ) T to (x k ; y k ) T for vertices numbered cyclically k = 0; 1; 2; 3. All coordinates are assumed to be real (finite). To compute the forward mapping matrix, assuming that i = 1, eight equations in the eight unknown a-h can be generated, shown in Equation (3) and (4).
for k = 0; 1; 2; 3. This can be rewritten as an 8x8 system, shown in Equation (5). 
This linear system can be solved using Gaussian elimination or other methods for the forward mapping coefficients a-h. Figure 3 show the anti-perspective image transformation result from of the red line area in Figure  1 . 
Scale Factor Determination.
The determination of a scale factor (SF) includes a radial scale factor (RSF) and a tangential scale factor (TSF) relative to the traffic direction. In this example, only RSF is used since the camera is installed on the radial direction of traffic flow. If the camera is not installed on the radial or tangential direction of traffic flow (but a perspective direction), both RSF and TSF should be used.
The methods to calculate RSF and TSF are the same but are provided the corresponding directions. Figure 4 illustrates a method for RSF calculation. RSF and TSF are calculated independently. They can be set by experience or by calculation. The scale factor calculation is based on the anti-perspective transform output.
The image after the anti-perspective transform is divided into n parts (P 1 , P 2 …P n ). When n is an even number, RSF n/2-1 =1. When n is an odd number, RSF (n+1)/2 =1. The size of n parts can equal each other or not.Take the frame difference result when there is only one object moving in the vehicle view. The vehicle (object) length L i is defined by the object length measured by pixels when the rear of the object is inside Pi. If n is an even number, when n+1>i>n/2, RSF i = L i /L n/2-1 , and when n/2>i>0, RSF i = L n/2-1 /L i . If n is an odd number, when n+1>i>(n+1)/2, RSF i = L i /L (n+1)/2 , and when (n+1)/2>i>0, RSF i = L (n+1)/2 /L i . In this example, as shown in Figure 4 , RSF 1 is equal to 0.5; RSF 2 is equal to 0.6; RSF 3 is equal to 0.8; RSF 4 is equal to 1; RSF 5 is equal to 1.2; RSF 6 is equal to 1.8; and RSF 7 is equal to 2.2. For each sub-image P i , (i=1…,7 for the example in figure 4 ), P i is extended in the radial direction by RSF i . In this example, no tangential scale transform is used (i.e, TSF i =1 for i = 1,…,7). 
Scale Transformation.
The scale transform module receives the anti-perspective image and outputs the enhanced anti perspective image. In details, the scale transform includes the radial scale transform and the tangential scale transform according to the vehicle shooting direction. The methods to perform the radial scale transform and the tangential scale transform are the same as noted above. For each sub-image Pi, (i=1…,7 in this example), Pi is extended in the radial direction by RSF i . In this case, no tangential scale transform is used. Figure 5 illustrates a method for the scale transform. Referring to Figure 5 , since the traffic direction in the example is only radial, RSF will be used for illustration in the following descriptions. The image after the anti-perspective transform operation is divided into n parts (P 1 , P 2 … P n ). When n is an even number, RSF n/2-1 =1, and when n is an odd number, RSF (n+1)/2 =1. The size of n parts can be equal to each other or not. RSF of the middle strip is always set to 1. But for the other parts, the RSF values are different from 1 according to the calculations (as shown in our current example) or according to manual configurations based on experience. 
Experiments
Several experiments are performed using the videos captured in the real scenarios shown in Figure  1 . The average distribution of the detection box size is shown in Figure 6 . In details, the noise in an initial distribution of the detection box size is reduced. The vehicle detector can detect vehicles among the many different possible vehicle sizes (i.e., different bounding box sizes of the detected vehicles) which is with a distribution (e.g., from 24~120 pixel size). After the anti-perspective transform, the vehicle detector detects vehicles in an anti-perspective transform image 110 in a relatively narrow range, (e.g., from 60~110 pixel size), which means the distribution of the size range is narrowed to half. Based on the distribution of the size range, it is possible to set an optimal detection range, which may speed up the detection more than two times, (e.g., from 14.86 frames/second to 31.64 frames/second in Figure 7) . Figure 8 illustrates a benefit of generating enhanced anti-perspective images from original perspective images for tracking of vehicles on the highway. In the enhance image, the cars at the remote end can be detected and therefore will be tracked easily. With increased tracking time, more chances of recognition of the vehicle type and details become available. In addition, the car near the camera is detected only once. Accordingly, the double-counting problem is solved. Figure 9 . Vehicle recognition application. Figure 9 illustrates an example of vehicle recognition by using a landmark localization method based upon input from the vehicle-face landmark detector 34 in which the features of the detection object will be extracted for analysis. Referring to Figure 9 , aided by the landmark localization method, features, such as a vehicle's license plate and a vehicle's nameplate position based upon input from the vehicle-face landmark detector can be extracted in a more accurate way. This approach can assist with the vehicle recognition process as described in the following paragraph.
Applications
Our method for landmark localization of a vehicle uses a feature mapping function and a linear projection. Mainly due to the perspective image, the current detection and localization algorithms have difficulty handling heavy deformations. Once the image of the vehicle is transformed an into anti-perspective image, some fast localization methods, such as a random forests based regression algorithm with local features can work efficiently on vehicle landmark localization, which may simplify vehicle classification or recognition in later stages. Referring to Figure 10 , given a vehicle image I, there is a ground truth shape S corresponding to this vehicle image. t forests are trained (with several binary trees) to get a feature mapping function Φ t (I, S t−1 ) for each tree to generate local features. Here t also means that t stages are trained, and n forests are trained (here n forests are equal to n experts) in each stage. The error of the last stage ∆S t is calculated from ground truth and previous stage estimated shape S t−1 , and also defined as the target shape increments {∆S t = S − S t−1 }. The shape error ∆S is relative to shape-indexed features. The shape-indexed features are used for construction of a binary tree and then local features are generated from the leaves of a binary. A linear projection matrix W t is trained to get the feature mapping between the local binary feature and shape error ∆S by linear regression. The learned linear projection (regression) matrix W t is described as the visualized matrix. All the elements in the visualized matrix are the learned weights from linear regression processing. From the visualized matrix, the estimated shape S t-1 and ground truth shape S. In addition, our enhanced anti perspective image will help locating license plates of vehicles in highway. In details, the landmark localization method can be used to determine a vehicle plate localization area. It is a significant challenge to detect a vehicle's license plate where the vehicles are on a highway moving at normal speeds and a camera captures images of the vehicles across more than six lanes. Besides, it is a time consuming process to locate small and blurred vehicles' license plates in large images. In light of the landmark localization, the computation time can be reduced to 1/10 of that in prior art methods. On the other hand, creating a false positive is another challenge in the process of locating vehicles' license plates. For instance, a vehicle's fan is near the vehicle's license plate and therefore may trigger the false positive detection. Therefore, the landmark localization for the vehicle's license plate area can give a more robust criterion for locating the vehicle's license plate, which means among all the detected potential objects, the one which is closer to the landmark localized area will be the best one. 
Summary
This paper illustrates our algorithm design, implementation and related application with enhanced anti-perspective image transformations. Accordingly, vehicle detection and tracking performance are improved, particularly in environments where vehicles are high in volume and traveling at high speeds, such as on a highway. In addition, the benefits on vehicle recognition and car plates detection are studied as well.
One important direction of the following work is to adopt the illustrated method in fog computing. According to Reference [7] , fog computing is a horizontal, system-level architecture that distributes computing, storage, control and networking functions closer to the users along a cloud-to-thing continuum. Video analytics algorithms can be located on fog nodes close to the cameras, and therefore take advantage of the heterogeneous processor capability of fog, running parts of the video analytics algorithm on conventional processors or accelerators. Accordingly, the system response time to abnormal cases can be reduced. In addition, the bandwidth to transmit the video will be saved.
