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SUMMARY
Optimal control under uncertainty has been one of the central research topics in the
control community for decades. While a number of theories have been developed to con-
trol a single state from an initial state to a target state, in some situations, it is preferable
to simultaneously compute control commands for multiple states that start from an ini-
tial distribution and converge to a target distribution. This dissertation aims to develop a
stochastic optimal control theory that, in addition to the mean, explicitly steers the state
covariance. Specifically, we focus on the control of linear time-varying (LTV) systems
with additive Gaussian noise. The task is to steer a Gaussian-distributed initial system
state distribution to a target Gaussian distribution, while minimizing a state and control
expectation-dependent quadratic cost under probabilistic state constraints. Notice that, in
such systems, the system state keeps being Gaussian distributed. Because Gaussian distri-
butions can be fully described by the first two moments, the proposed optimal covariance
steering (OCS) theory allows us to control the whole distribution of the state and quantify
the effect of uncertainty without conducting Monte-Carlo simulations. We propose to use
a control policy that is an affine function of filtered disturbances, which utilizes the results
of convex optimization theory and efficiently finds the solution.
After the OCS theory for LTV systems is introduced, we extend the theory to vehicle
path planning problems. While several path planning algorithms have been proposed, many
of them have dealt with deterministic dynamics or stochastic dynamics with open-loop un-
certainty, i.e., the uncertainty of the system state is not controlled and, typically, increases
with time due to exogenous disturbances, which may lead to the design of potentially con-
servative nominal paths. A typical approach to deal with disturbances is to use a lower-level
local feedback controller after the nominal path is computed. This unidirectional depen-
dence of the feedback controller on the path planner makes the nominal path unnecessarily
conservative. The path-planning approach we develop based on the OCS theory computes
the nominal path based on the closed-loop evolution of the system uncertainty by simul-
taneously optimizing the feedforward and feedback control commands. We validate the
performance using numerical simulations with single and multiple vehicle path planning
problems.
Furthermore, we introduce an optimal covariance steering controller for linear systems
with input hard constraints. As many real-world systems have input constraints (e.g., air-
craft and spacecraft have minimum/maximum thrust), this problem formulation will allow
us to deal with realistic scenarios. In order to incorporate input hard constraints in the
OCS theory framework, we use element-wise saturation functions and limit the effect of
disturbance to the control commands. We prove that this problem formulation leads to a
convex programming problem and demonstrate the effectiveness using simple numerical
examples.
Finally, we develop the OCS-based stochastic model predictive control (CS-SMPC)
theory for stochastic linear time-invariant (LTI) systems with additive Gaussian noise sub-
ject to state and control constraints. In addition to the conventional terminal cost and termi-
nal mean constraints, we introduce terminal covariance constraints in the stochastic model
predictive control theory. The OCS theory efficiently computes the control commands that
satisfy the terminal covariance constraints. The key benefit of the CS-SMPC algorithm is
its ability to ensure stability and recursive feasibility of the controlled system. In addi-
tion, thanks to the efficient OCS theory, the proposed CS-SMPC theory is computationally
less demanding than previous SMPC approaches. In order to verify the effectiveness, the




1.1 Motivation and Previous Work
Optimal control under uncertainty has been one of the central research topics in the con-
trol community for decades. While a number of theories have been developed to control
a single state from an initial state to a target state while minimizing a cost or objective
function [1, 2], in some situations, it is preferable to simultaneously compute control com-
mands for multiple states that start from an initial distribution to a target distribution. One
typical example is the spacecraft powered descent guidance (PDG) problem, in which one
needs to compute the sequence of the control command to guide the spacecraft, which
finished its entry maneuver, to the landing point of the surface of the planet. While the
original PDG problem is a non-convex programming problem, the approach in [3, 4] con-
verted it to a convex programming problem and demonstrated that one can minimize the
fuel consumption and compute fuel-optimal trajectories. While this approach is powerful
and can computationally efficient thanks to the convex programming formulation, the ap-
proach uses a deterministic spacecraft dynamics with fixed initial state and fixed terminal
state. In reality, however, the initial state of the spacecraft at the descent maneuver is the
state after the entry maneuver has ended, which is affected by the disturbance from the
atmosphere and localization error. Therefore, it is hard to know a priori the exact initial
state of the spacecraft starting its PDG maneuver. In addition, the PDG maneuver is also
affected by noise such as the atmospheric disturbance and the model mismatch of the real
and simulation vehicle dynamics. One way of dealing with these problems, similarly to
other real-world systems, is to “close the loop” by using feedback from measurements.
Unfortunately, because this additional feedback control is not incorporated in the analy-
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sis, this approach implies that the guaranteed satisfaction of the constraints based on the
analysis with deterministic dynamics may not hold anymore, Instead of using deterministic
dynamics, one can use stochastic dynamics and take into account the system uncertainty a
priori. In addition, the initial and terminal states can be modeled using probabilistic dis-
tributions instead of single deterministic values [5]. The resulting problem is a stochastic
probability distribution control problem, in which one computes the control commands to
steer the system state density distribution from a given initial distribution to a target distri-
bution. This stochastic control problem of steering the probability density function (PDF)
can be regarded as a dynamic formulation of the optimal mass transport problem [6, 7].
It is worth noticing that the evolution of the state PDFs follow either Liouville or Fokker-
Planck-Kolmogorov partial differential equation (PDE), and the optimal control of these
PDEs have been investigated by resent research works [8, 9, 10, 11].
The problem of steering the system state distribution is related to a wide variety of
control and path-planning applications. In robotics, the problem of moving a swarm of
robots from a initial spatial configuration to a target configuration in finite time can be
formulated as a density control problem [12, 13, 14]. Another example is a closed-loop
cooling system for the gravitational wave detector [15, 16]. Both of these applications are
more natural to specify state distributions rather than fixed values.
While stochastic optimal control theory is a vast and active area of research, in this
work, we focus on the optimal control problem of state variable under linear (possibly)
time-varying dynamics with additive Gaussian noise. The optimal covariance steering the-
ory steers the system state, which is a random variable sampled from a Gaussian distri-
bution, to a prescribed target Gaussian distribution, while minimizing a state and control
expectation-dependent cost. In addition to the boundary condition, we consider chance
constraints, which restricts the maximum probability of violating the constraints to be less
than a pre-specified threshold. This chance-constrained optimal covariance control problem
is relevant to a wide range of control and planning task [17]. Although this problem set up
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seems simple, we are able to derive a number of theoretically interesting properties of the
control algorithm. Notice that, because a Gaussian distributed state governed by such sys-
tems remains Gaussian distributed, and because a Gaussian distribution is fully described
by the mean and the covariance, we can regard our controller as a density controller that
steers a initial Gaussian distribution to a target Gaussian distribution. This problem formu-
lation is clearly different from classical optimal controllers such as linear quadratic control
of a linear system under additive Gaussian noise [18, 19], in which the final state covari-
ance is obtained as a by-product of the solution and usually not controlled to a pre-specified
value. In our problem setting, our objective is to more actively control the state covariance
to a target value, and we simultaneously control the mean of the system state to a target
value, implying that we are steering the system state PDF.
1.1.1 Covariance Control Theory
The problem of controlling the state covariance of control systems dates back to the late
1980s [20, 21]. The authors of [20, 21] identified the state feedback gains of a linear time-
invariant system such that the state covariance converges to a pre-specified value. In this
thesis, we refer to this infinite-horizon covariance control theory as the covariance assign-
ment theory. Notice that the original covariance assignment theory does not consider any
optimality of the control action. The covariance assignment theory has been extensively
studied both for continuous and discrete time systems [22, 23, 24, 25]. In [26], the op-
timality of control actions was first introduced to the covariance assignment controllers,
and the minimum effort controller was designed both for continuous and discrete linear
systems. Notice that these works dealt with only infinite-horizon case.
The finite-horizon version of the covariance assignment control problem has recently
been investigated in [27, 28, 29], relating to the problems of Shrödinger bridges [30] and
the optimal mass transport [31]. These works showed that, if the control input channels
are disrupted by the diffusion term, with some mild assumptions, it is always possible to
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achieve the target probability in finite time, and the minimum effort solution is given in a
state feedback form. When the control input and the diffusion channels are different, the
solution exists when a Schrödinger nonlinear system is solvable, but to find the solution,
one needs to use a soft constraint on the target distribution, e.g., using the Wasserstein
distance [32] or to use numerical optimization methods [33]. Notice that these works dis-
cussed the covariance control of continuous-time systems.
Figure 1.1 illustrates the finite-horizon case of optimal covariance control problem,
where the control commands to steer the initial Gaussian distribution N (µ0,Σ0) to the
target Gaussian distribution N (µf ,Σf ) are computed.
Figure 1.1: A schematic of the finite horizon optimal covariance control problem.
For discrete-time systems, the authors of [34, 35] developed covariance control theo-
ries that dealt with fixed reciprocal dynamics [36] and connected two prescribed probability
densities at the endpoints of a prescribed finite time. In addition, the authors of [37] char-
acterized the noise process that steers the state of a discrete-time stochastic linear system
4
from a given initial Gaussian distribution to another given terminal Gaussian distribution
at a pre-specified time step. The approach proposed in [38] computes the control com-
mands by showing that the finite covariance control problem solution can be seen as a
linear quadratic controller with a particular terminal weight, which can be computed using
a backward-propagated discrete-time dynamic Riccati equation. An interesting approach
was proposed by the author of [39, 40], where instead of steering the covariance to the exact
target value, one can steer the system state covariance to a value that is smaller than the tar-
get. In fact, this operation is a convex relaxation of the terminal covariance constraint [41].
By doing so, one can utilize a convex programming solver and efficiently compute the con-
trol commands. The approach we propose in this thesis follows a similar approach and
incorporates some constraints. For example, we use chance constraints [42] to impose the
maximum probability of state/control constraint violations, which can be reformulated as
convex second-order cone constraints with mild technical assumptions. The more detailed
descriptions about the description of this thesis is provided later in Section 1.2 in this chap-
ter.
1.1.2 Vehicle Path Planning under Uncertainty
Vehicle path planning problems have been an active research topic for decades [43]. Among
the existing literature, sampling-based algorithms, such as the rapidly-exploring random
trees (RRT) [44], have been popular for solving motion planning problems subject to con-
straints. Variants of RRT ([45, 46]) have been proposed that offer asymptotic optimality
guarantees. However, in general, these approaches deal with deterministic dynamics and
cannot directly address uncertain systems.
In order to solve path planning problems under uncertainty, several approaches have
been proposed, such as finite cone cover method [47], chance-constrained rapidly explor-
ing random trees (RRT) methods [48, 49], mixed-integer programming approaches [42,
50], and chance-constrained dynamic programming [51]. The authors of [50] used mixed
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integer linear programing (MILP) for their path planning [52] under non-convex chance
constraints, and the algorithm successfully changed the path depending on the allowed
probability of collision. Figure 1.2 illustrates the results from [50]. While they changed
the trajectory based on the allowed probabilistic threshold, as we steer the covariance, our
approach will be able to pick the more aggressive trajectory with less variance. Locally
convexifying the non-convex state constraints is another approach [53], and a stochastic
MPC framework that uses this approach is proposed in [54]. These approaches consider
only the open-loop dynamics of the covariance, i.e., the covariance of the system state is not
controlled and, typically, increases with time due to the exogenous disturbances. In order to
add robustness, state-feedback closed-loop feedback controllers are applied after the nomi-
nal path is computed. Alternatively, it is more natural to consider the closed-loop evolution
of the covariance for path planning. Notice that there are several path planning algorithms
that use the term “closed-loop” (see, e.g., [55, 56]). Those works are sampling-based meth-
ods, and instead of sampling in the control space, they take samples from the output space
in order to handle differential constraints. It is worth noticing that their approach is dealing
with deterministic dynamics and does not consider any uncertainty.
Recently, path-planning problems with closed-loop covariance dynamics have been ad-
dressed in the literature, such as [57, 58, 53, 59, 60]. Among these, the work of Vitus
and Tomlin [59] is most closely related to our work, as it also uses mixed-integer pro-
gramming (MIP) to deal with non-convex domains. MIP approaches have been actively
investigated for path-planning problems in non-convex state constraint environments for-
mulated as mixed-integer linear programming (MILP) [52, 61], mixed-integer quadratic
programming (MIQP) [62], and mixed-integer semi-definite programming (MISDP) prob-
lems [63]. Vitus et al. [64] dealt with a path-planning problem with closed-loop dynamics
of the covariance using the so-called Tunnel-MILP approach, which decomposes a non-
convex environment into convex polygons and solves the optimal control problem through
these convex polygons. In this formulation, integer variables indicate in which polygon the
6
(a) Path planning.
(b) Monte Carlo simulation.
Figure 1.2: An example of chance-constrained vehicle path planning with open-loop dy-
namics; from [50].
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state variable belongs to at each time step. This is computationally more efficient than other
MIP approaches, which typically use separate integer variables for each face of every ob-
stacle. While the original Tunnel-MILP approach could not cope with constraint violations
between time steps, the authors of [65] proposed a new constraint such that two consecu-
tive system states have to belong to the same convex polygon in order for the system state
to remain in the same polygon between consecutive time steps, implying no collision with
obstacles.
The approach proposed in this thesis extends these previous works by adding the el-
ement of actively controlling the state covariance to achieve less conservative paths. In
addition, unlike previous MIP-based approaches, the proposed approach has the control
on the terminal state distribution. Specifically, in this paper we utilize the closed-loop dy-
namics of the covariance to compute a collision-free path under non-convex state chance
constraints and steer the state to a pre-specified Gaussian distribution, and at the same time,
minimize a quadratic cost that depends on the expectation of the state and control.
1.1.3 Input Hard Constrained Optimal Covariance Steering
It is worth noticing that, while a number of covariance controllers have been proposed,
many of them do not consider any input constraints. In fact, they cannot deal with input
hard constraints, because they are affine functions of the state or the disturbance, which are
both unbounded, and the control commands become unbounded as well. Thus, they cannot
satisfy input hard constraint specifications. Such a situation occurs in many real-world
scenarios. For example, in aircraft [66] or spacecraft [67] control problems the control
command values have physical restrictions such as minimum/maximum thrust.
To the best of our knowledge, input hard constraints have not been discussed in the
framework of optimal covariance steering theory, while input soft constraints have been
investigated by several prior works. For example, the controller proposed in [39, 40] can
deal with input constraints that impose a maximum value of the expectation of quadratic
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functions of the control inputs such as
E[u>k Rcuk] ≤ c,
where k is the time index, Rc is a positive definite matrix, and c > 0 is a scalar. In addition,
the controller developed in [67] deals with the maximum probability of control constraint
violation, namely, input chance constraints of the form
Pr(uk /∈ U) ≤ c,
where U ⊂ Rnu is the feasible input set. Our formulation of the input constraint is different
than these approaches, in the sense that we directly impose hard constraints on the input.
Inspired by the approach in [68, 69], we propose to use a saturation function into our OCS
controller [70] to impose input hard constraints.
1.1.4 Stochastic Model Predictive Control
Model predictive control (MPC), often also referred to as receding horizon control, has
been an active research topic both in academia [71] and industry [72, 73], because of the
ability to deal with complex constraints while yielding near-optimal performance. In the
standard MPC framework, one solves a finite-horizon optimal control problem and executes
the first element of the computed optimal control sequence. At the next time step, one
solves another finite-horizon optimal control problem with the updated initial condition. By
doing so, MPC implicitly closes the loop and achieves stability, assuming certain additional
conditions hold [74]. Some variants of MPC such as the explicit MPC [75, 76, 77] and the
hybrid MPC [78] have been developed, and the area of application has been extended.
The above mentioned MPC approaches have been developed for deterministic systems,
and thus, they lack systematic approaches to deal with uncertainties that lie in the system.
In order to overcome this difficulty, robust MPC (RMPC) and stochastic MPC (SMPC)
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theories have been developed (see e.g., [79, 80, 81] for an extensive literature review.).
Robust MPC approaches assume deterministic uncertainties, which lie in a bounded
set. For example, min-max MPC [82] computes the control command that can deal with
the worst-case scenario from the system uncertainty. Another RMPC approach is the tube-
MPC [83]. The control policy of the tube-MPC separates the controller to a mean controller
and a feedback controller that is proportional to the deviation from the expected state value
with stabilizing state feedback gain, and thus achieves asymptotic stability to a set [84].
RMPC approaches ignore the probabilistic nature of the disturbance. In order to ex-
plicitly deal with the probability distribution of the system uncertainty, SMPC has been
developed. As open-loop controllers have difficulty in dealing with disturbances, gener-
ally, feedback policies are optimized instead of the control sequence alone for SMPC prob-
lems. Although there is no unique way to classify the numerous SMPC approaches [80],
the most common approaches are the stochastic-tube and the affine-parameterization ap-
proaches. Other approaches such as the scenario-based approach [85] are outside the scope
of this current manuscript.
In the stochastic-tube approach [86, 87, 88, 89, 90, 91], the system state is decomposed
to the deterministic and random components. The random component is controlled using
a state feedback controller with a pre-computed stabilizing gain, and only the additional
control command to steer the deterministic component, which is the offset to the feedback
controller, is computed online. By doing so, the stochastic-tube approach succeeded in
avoiding the optimization over arbitrary feedback policies for the SMPC. This approach
was used for the control of an autonomous vehicle control problem [92]. Although this ap-
proach reduces computational complexity, it is difficult and requires some time-consuming
trial-and-error to compute a-priori a state feedback gain that is not too conservative espe-
cially when some constraints have to be satisfied.
In order to overcome this problem of the off-line computation of the reasonable feed-
back gain, the affine parameterization approach has been investigated [69, 93]. In the affine
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parameterization approach, both the feedback gain and the deterministic component are
design variables and have to be simultaneously optimized online. Figure ?? illustrates
the difference between the two approaches. The stochastic-tube MPC approach knows
the future state uncertainty evolution apriori because the feedback gain is pre-computed,
and it tries to control the mean state so that, until the end of the horizon, the predicted
state satisfy the given constraints. On the other hand, the affine parameterization approach
simultaneously computes the feedback gains and the open-loop control sequens so that so-
lutions satisfy the constraints. As a result, the affine parameterization approach leads to
less conservative controllers that tend to operate closer to the boundaries, thus increasing
performance. It is known that the state feedback parameterization approach leads to a non-
convex programming problem [94, 95, 96], and one needs a relaxation of the constraints
to make the problem convex, which may make the result unnecessarily conservative. The
SMPC approach in [93] employs the disturbance feedback parameterization control policy,
which can be shown to be equivalent to the state feedback parameterization policy [97].
This disturbance feedback parameterization approach is later extended to accommodate in-
put hard constraints [98, 99, 69, 68], which is difficult to satisfy for the stochastic tube and
state feedback parameterization approaches.
It is worth noticing that SMPC uses chance constraints and imposes a maximum prob-
ability of state/output constraint violation [100, 101]. When using the stochastic-tube ap-
proach, because the feedback gain is pre-computed, the chance constraints can be converted
to linear inequality constraints, while when using the affine parameterization approach,
because of the online computation of the feedback gains, the chance constraints can be
converted to second-order cone constraints. Some applications of SMPC include building
climate control [102], autonomous vehicle control [92], and bacterial fermentation con-
trol [68].
Many research works on SMPC achieve recursive feasibility and convergence by as-
suming a bounded probability distribution of the disturbance, e.g., a truncated Gaussian
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distribution. SMPC approaches dealing with unbounded disturbance distributions have
been proposed by several researchers [68, 95, 103]. For example, the approach proposed
in [95] uses a state-feedback parameterization approach, which leads to the need to solve
a non-convex programming problem. Specifically, the system state covariance dynam-
ics with state feedback controller becomes non-convex and needs convex relaxation tech-
niques [94]. Thus, this approach may have difficulty in computing the system covariance
at each time step. The approach we propose in this article overcomes this difficulty by
utilizing the results from the newly developed finite horizon optimal covariance steering
control theory [66, 70].
1.2 Thesis Statement and Contributions
In this dissertation, we aim to develop an optimal covariance steering theory which si-
multaneously steeers the mean and the covariance of the LTV system state to pre-scribed
target values. It has been known that, if the dynamics is linear and no constraints exist,
one can decouple the mean and the covariance dynamics and independently optimize the
control commands to each mean and covariance steering subproblems. However, we show
that if some constraints exist, the mean and the covariance trajectories couple, and one
needs to simultaneously optimize the mean and the covariance trajectories to obtain the
best performance. The key ingredients of the proposed optimal covariance controller is the
convex relaxation of the terminal covariance constraint and the incorporation of the prob-
abilistic state chance constraints. By doing so, we can formulate a convex programming
problem. Specifically, the terminal covariance constraint is formulated as a linear matrix
inequality (LMI), and the state chance constraints are formulated as second-order cone con-
straints. One can solve further formulate the problem as a semidefinite programming (SDP)
problem, which can be efficiently solved using primal-dual interior point methods.
The contributions of this dissertation are as the following.
• With respect to the state-of-the-art covariance steering theories: Many preceding al-
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gorithms separated the mean and the covariance steering problems and focused on
the development of system state covariance controls. This problem setup holds only
when there exists no state constraints. If a state constraint becomes active, the mean
and the covariance trajectories couple, and thus, the theories that only considers co-
variance dynamics does not work well. The approach we propose in this dissertation
has the ability to consider such scenarios. By introducing the chance constraints, the
proposed approach is able to compute the optimal mean and covariance trajectories
that minimize the cost function while satisfying the state constraints. Specifically,
we assume that the feasible state space can be represented as a combination of the
linear inequalities and is convex. Then, we are able to convert the chance constraint
to second-order cone constraints, which allows us to simultaneously compute the
mean and covariance steering commands using a convex programming solver. To
our knowledge, this work is the first to incorporate state chance constraints into the
covariance steering theory framework.
• With respect to the state-of-the-art vehicle path-planning algorithms: Over the years,
several vehicle path-planning algorithms have been proposed, but many of them deal
with deterministic dynamics or with open-loop stochastic dynamics, i.e., the uncer-
tainty of the system state is not controlled and, typically, increases with time due to
exogenous disturbances. This approach may lead to potentially conservative nominal
paths. The vehicle path-planning algorithm based on the optimal covariance steer-
ing theory is a computationally efficient method that simultaneously optimizes the
feedforward and feedback control actions, and thus, allows us to compute the closed-
loop evolution of the system state. Therefore, the nominal paths computed from the
proposed approach is expected to be less conservative than open-loop stochastic path
planning approaches.
• The input hard constraint is incorporated in the optimal covariance steering theory
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for the first time. Inspired by recent research works on stochastic model predictive
approaches that deal with input-hard constraints, we propose to incorporate input-
hard constraints to the optimal covariance steering theory.
• With respect to the previous stochastic MPC methods; The proposed covariance-
steering-based stochastic model predictive control (CS-SMPC) assures the recursive
feasibility and stability by imposing the maximum terminal covariance along with
properly designing terminal cost and constraints. These properties of the CS-SMPC
hold even when the noise is additive Gaussian, which previous SMPC algorithms had
difficulty to deal with and avoided the problem by assuming the noise was truncated
Gaussian and proved the properties. In addition, the proposed CS-SMPC algorithm
develops a new approach to compute the system state covariance dynamics, which
is computationally more efficient than previous SMPC approaches such as the state
feedback or disturbance feedback affine parameterization approaches.
1.3 Thesis Organization
The remainder of this thesis is organized as follows.
• Chapter 2 introduces notation and definitions used throughout this dissertation. In
addition, it provides a brief overview of the relevant theoretical background related
to convex optimization theory.
• In Chapter 3 we introduce the optimal covariance steering problem under state chance
constraints, and we propose an approach that conducts convex relaxation of the orig-
inal non-convex programming problem and efficiently finds the solution.
• Chapter 4 extends the framework of the optimal covariance steering theory to ve-
hicle path planning problems with stochastic dynamics. The approach proposed in
Chapter 3 is modified so that it can deal with non-convex state chance constraints. In
addition, we apply the algorithm to multiple vehicle path planning problems.
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• Chapter 5 is devoted to the case when the system has input hard constraints. While
the optimal covariance steering controller in chapter 3 was developed without any
input constraints, many real-world scenarios have control constraints such as mini-
mum/maximum thrust of aircraft and spacecraft. Thus, this extension will allow us
to solve more realistic problems.
• Chapter 6 develops a new stochastic model predictive control algorithm for con-
strained linear time invariant systems based on the optimal covariance steering the-
ory (CS-SMPC). Previous research works on SMPC assume that the additive noise
is bounded and prove the recursive feasibility and stability of the closed-loop sys-
tem. The proposed approach imposes the maximum system state covariance using
the optimal covariance steering controller. Then, we are able to achieve the recursive
feasibility and the guaranteed stability of the closed-loop system even when the noise
is unbounded Gaussian. In addition, we apply the CS-SMPC algorithm to the control
of an autonomous vehicle.





In this chapter we introduce the notation and acronyms used throughout this thesis. In
addition, we briefly review the basics and important facts about the convex programming
theory [41, 104, 105].
2.1 Symbols and Acronyms
In this thesis, we develop a stochastic optimal control theory, which we call the optimal
covariance steering theory. Throughout this paper, we use the following terminology to
distinguish our approach from others.
1. Optimal covariance steering: The proposed approach we develop in this thesis.
2. Optimal covariance control: Other optimal control methods that control the state
covariance.
3. Covariance assignment: the method developed for infinite horizon case.
2.1.1 Notation
The notation we use in this thesis is quite standard as listed in Tables 2.1- 2.5.
Table 2.1: Logic Operators.
A⇒ B If A is true then B is true
A⇔ B If A is true if and only if B is true
2.1.2 Acronyms
The list of acronyms used throughout this thesis is provided in Table 2.6.
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Table 2.2: Sets.
R Set of real numbers
Rn Set of real vectors with n elements
Rn×m Set of real matrices with n rows and m columns
Table 2.3: Algebraic Operators.
A> Transpose of a matrix A
A−1 Inverse of matrix A
A+ Moore-Penrose pseudo-inverse of a matrix A
trA Trace of a matrix A
detA Determinant of a matrix A
A > 0 Each element of A is positive
A ≥ 0 Each element of A is non-negative
A  0 Matrix A is symmetric and positive definite, i.e., x>Ax > 0, ∀x 6= 0
A  0 Matrix A is symmetric and positive semidefinite, i.e., x>Ax ≥ 0, ∀x 6= 0
|x| Euclidian norm of vector x ∈ Rn, |x| =
√
x>x
‖A‖2 Induced two norm of matrix A, ‖A‖2 = supx 6=0
|Ax|
|x|
‖A‖F Frobenius norm of matrix A, ‖A‖F =
√
tr(AA>)
0n,m Zero matrix with n rows and m columns
In Identity matrix with m rows and n columns
diag(a0, . . . , an) the diagonal matrix with diagonal elements ai, i ∈ {0, n} scalars
blkdiag(A0, . . . , An) the block diagonal matrix with diagonal elements Ai, i ∈ {0, n} matrices
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Table 2.4: Set Operators.
∅ The empty set
: “Such that”
P \ Q Set difference, P \ Q = {x : x ∈ P and x /∈ Q}
P ⊆ Q Set P is a subset of Q, x ∈ P ⇒ x ∈ Q
P ⊂ Q Set P is a strict subset of Q, x ∈ P ⇒ x ∈ Q and ∃x ∈ (Q \ P)
P ∩Q Set intersection, P ∩Q = {x : x ∈ P and x ∈ Q}
P ∪ Q Set union, P ∪Q = {x : x ∈ P or x ∈ Q}⋃R−1
r=0 Pr Union of R sets Pr,
⋃R
r=0Pr = {x : x ∈ P0 or . . . or x ∈ PR−1}
Table 2.5: Probability Operators.
Pr(x) Probability of x
Pr(x|y) Probability of x conditioned on y
E(x) Expectation of x
E(x|y) Expectation of x conditioned on y
N (µ,Σ) Gaussian distribution with mean µ and (co)variance Σ




CS-SMPC Covariance-Steering-based Stochastic Model Predictive Control
DP Dynamic Programming
LMI Linear Matrix Inequality
LP Linear Programming
LQR Linear Quadratic Regulator
LTI Linear Time Invariant
LTV Linear Time Variant
MILP Mixed Integer Linear Programming
MIQP Mixed Integer Quadratic Programming
MPC Model Predictive Control
OCS Optimal Covariance Steering
QCQP Quadratically Constrained Quadratic Programming
QP Quadratic Programming
RMPC Robust Model Predictive Control
SDP Semi-definite Programming
SOCP Second-order Cone Programming




The proposed optimal covariance steering is based on the convex optimization theory [41].
In this section, we list some important facts on convexity [41, 104].
Definition 1. A set S ∈ Rs is convex if
λx1 + (1− λ)x2 ∈ S, (2.1)
for all x1 ∈ S, x2 ∈ S, and λ ∈ [0, 1].
Definition 2. A function f : S → R is convex if
f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2), (2.2)
for all x1 ∈ S, x2 ∈ S, and λ ∈ [0, 1].
Definition 3. A function f : S → R is strictly convex if
f(λx1 + (1− λ)x2) < λf(x1) + (1− λ)f(x2), (2.3)
for all x1 ∈ S, x2 ∈ S, and λ ∈ [0, 1].
Definition 4. A function f : S → R is concave if S is convex and −f is convex.
Fact. If the Hessian of a twice differentiable function f : S → R satisfies, for all x ∈ S,
∇2f(x)  0, (2.4)
then the function f is strongly convex.
Fact. If f(x) is convex, then Sα = {x ∈ S : f(x) ≤ α} is convex ∀α ∈ R.
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Fact. If f1, . . . , fN are convex functions, then,
∑N
i=1 αifi is a convex function ∀αi ≥ 0,
i = 1, . . . , N .
Fact. If f(x) is convex, then f(Ax+ b) is convex on {x : Ax+ b ∈ dom(f)}
Fact. A linear function f(x) = α>x+ β is both convex and concave.
Fact. A quadratic function f(x) = x>Qx+ α>x+ β is convex if and only if Q  0.
Fact. Let x∗ be the local optimal solution of a convex programming problem. Then x∗ is
also a global optimal solution.
2.2.2 Optimization Problem Description
In this thesis, an optimization problem is formulated as follows. Let x ∈ Rs be the vector
collecting the decision variables.
min f(x), (2.5)
subject to gi(x) ≤ 0, i = 1, . . . ,m, (2.6)
hj(x) = 0, j = 1, . . . , n, (2.7)
where f : Rs → R, gi : Rs → R, and hj : Rs → R are real-valued functions. Specifically,
we refer to f , gi, and hj as the cost function, inequality constraints, and equality constraints,
respectively. The remainder of this section introduces some of the most major convex
programming problems [41, 105].
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Linear Programming
A standard form linear programming (LP) problem has an equality constraint and an element-
wise non-negativity constraint on x ∈ Rs:
min c>x, (2.8)
subject to Ax = b, (2.9)
x ≥ 0, (2.10)
where c ∈ Rs and A ∈ Rn×s, and b ∈ Rn.
Quadratic Programming
A quadratic programming (LP) problem can be formulated with a convex quadratic cost




x>Px+ q>x+ r, (2.11)
subject to Gx ≤ h, (2.12)
Ax = b, (2.13)




A second-order cone programming (SOCP) problem is formulated as follows,
min f>x, (2.14)
subject to |Aix+ b| ≤ c>i x+ di, i = 1, . . . ,m (2.15)
Fx = g, (2.16)
where x ∈ Rs is the design variable while f ∈ Rs, Ai ∈ Rmi×s, bi ∈ Rmi , ci ∈ Rs, di ∈ R,
F ∈ Rn×s, and g ∈ Rn are constant. The constraint (2.15) is called a second-order cone
constraint.
Quadratically Constrained Quadratic Programming













i x+ ri ≤ 0, i = 1, . . . ,m (2.18)
Fx = g, (2.19)
where x ∈ Rs is the design variable while Pi ∈ Rs×s, qi ∈ Rs, F ∈ Rn×s, and g ∈ Rn
are constant for i = 0, . . . ,m. Notice that in order for a QCQP problem to be convex, all
P0, . . . , Pm have to be symmetric and positive definite.
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Semidefinite Programming
A standard form semidefinite programming (SDP) has linear equality constraints and a ma-
trix non-negativity constraint on the symmetric matrix variable X ∈ Rn as the following.
min tr CX, (2.20)
subject to tr AiX = 0, i = 1, . . . ,m, (2.21)
X  0, (2.22)
where C,A1, . . . , Am ∈ Rn×n are symmetric.
Remark
Among the approaches introduced above, SDP is the most general and LP is the most spe-
cific problem formulation [41, 105]. The relationship among the approaches is illustrated
in Fig. 2.1.
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LP QP SOCP QCQP SDP
Convex Programming
Figure 2.1: Relationship among the convex programming problems.
25
CHAPTER 3
OPTIMAL COVARIANCE STEERING THEORY
In this chapter we formulate the finite-horizon optimal covariance control problem for a
stochastic, linear, and time-varying system in discrete-time subject to state chance con-
straints. This problem setup is the basis for the other problem setups discussed later in this
thesis.
Specifically, Section 3.1 formulates the optimal covariance steering problem under state
chance constraints with the introduction of the assumptions and the mathematical prelimi-
naries we utilize throughout this thesis. After formulating the problem, in Section 3.2, we
first discuss the case when there does not exist any state constraints. Through this discus-
sion, we aim at demonstrating the need for simultaneously optimizing the mean and the
covariance steering trajectories. The main result of this chapter is provided in Section 3.3,
where we introduce a novel optimal covariance steering controller that utilizes the con-
vex relaxation of the original problem and is computationally efficient. The effectiveness
of the proposed controller is verified through numerical examples in Section 3.4. Finally,
Section 3.5 provides a brief summary of this chapter.
3.1 Problem Formulation
In this chapter, we deal with the following discrete-time stochastic linear system with (pos-
sibly time-varying) additive Gaussian noise
xk+1 = Akxk +Bkuk +Dkwk, (3.1)
where k = 0, 1, . . . , N − 1 denotes the time step, x ∈ Rnx is the state, u ∈ Rnu is the
control input, and w ∈ Rnw is a zero-mean independently and identically distributed (i.i.d.)
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Gaussian noise with unit covariance. Namely,
E[wk] = 0, E[wk1w>k2 ] = Inwδk1,k2 , (3.2)
where δk1,k2 is the Kronecker’s delta function. In addition, the following condition holds
E[xk1w>k2 ] = 0, 0 ≤ k1 ≤ k2 ≤ N − 1. (3.3)
The initial state x0 is a random vector that is drawn from the multi-variate normal
distribution
x0 ∼ N (µ0,Σ0), (3.4)
where µ0 ∈ Rnx is the initial state mean and Σ0 ∈ Rnx×nx is the initial state covariance.
In this work, we assume that Σ0  0. Our objective is to steer the trajectories of the
system (3.1) from this initial distribution to a target Gaussian distribution
xN ∼ N (µf ,Σf ), (3.5)
where µf ∈ Rnx and Σf ∈ Rnx×nx at a given time step N , while minimizing the cost
function









where Qk  0 and Rk  0 for all k = 0, . . . , N − 1. In this work, we assume that Σf  0.
The state is subject to some constraints
xk ∈ X , k = 0, . . . , N, (3.7)
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where X ⊆ Rnx is a feasible state set. Throughout this work, we assume that the set X is






x : α>x,ix ≤ βx,i
}
, (3.8)
where αx,i ∈ Rnx and βx,i ∈ R. In addition, Ns is the number of state constraints. Notice
that, since the system noise wk in (3.1) is possibly unbounded, the state may be unbounded
as well. Therefore, we probabilistically formulate the state constraints (3.7) as chance
constraints
Pr(xk ∈ X ) ≥ 1− εx, k = 0, . . . , N − 1, (3.9)
where, as we explain later, this work sets εx ∈ (0, 0.5).
In summary, the optimal covariance steering problem is formulated as follows.
Problem 1 (Optimal Covariance Steering under State Chance Constraints).










xk+1 = Akxk +Bkuk +Dkwk, x0 ∼ N (µ0,Σ0),
xN ∼ N (µf ,Σf ),
Pr(xk ∈ X ) ≥ 1− εx.
In addition, the optimal covariance steering problem is illustrated in Fig. 3.1.
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Figure 3.1: Optimal covariance steering problem under state chance constraints.
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3.1.1 Preliminaries
In order to solve Problem 1, we provide the alternative description, which will be instru-
mental to solve the problem. It follows from the system dynamics (3.1) that, at each time
step k, we explicitly represent the system state xk as a function of the initial state x0, con-
trol sequence, and disturbance sequence, as follows. Let Ak1,k0 , Bk1,k0 , and Dk1,k0 , where
k1 > k0, denote the transition matrices of the state, input, and the disturbance from step k0
to step k1 + 1, respectively, as follows
Ak1,k0 = Ak1Ak1−1 · · ·Ak0 , (3.11a)
Bk1,k0 = Ak1,k0+1Bk0 , (3.11b)
Dk1,k0 = Ak1,k0+1Dk0 . (3.11c)
















Then xk can be equivalently computed from
xk = Ākx0 + B̄kUk−1 + D̄kWk−1, (3.13)
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where
Āk = Ak−1,0, (3.14a)
B̄k =
[





Dk−1,0 Dk−1,1 · · · Dk−1
]
. (3.14c)









Then, it is straightforward to derive the following form of the concatenated state vector
X = XN ∈ R(N+1)nx
X = Ax0 + BU +DW, (3.16)
where U = UN−1 ∈ RNnu , W = WN−1 ∈ RNnw , and the matrices A ∈ R(N+1)nx×nx ,











0 0 · · · 0
B0 0 · · · 0












0 0 · · · 0
D0 0 · · · 0





DN−1,0 DN−1,1 · · · DN−1

. (3.17b)
Note that the following properties hold.
E[x0x>0 ] = Σ0 + µ0µ>0 , (3.18a)
E[x0W>] = 0, (3.18b)
E[WW>] = INnw . (3.18c)







Q̄ = blkdiag(Q0, Q1, . . . , QN−1, 0) ∈ R(N+1)nx×(N+1)nx , (3.20)
R̄ = blkdiag(R0, R1, . . . , RN−1) ∈ RNnu×Nnu . (3.21)
Since Qk  0 and Rk  0 for all k = 0, 1, . . . , N − 1, it follows that Q̄  0 and R̄  0.
We can rewrite the terminal target Gaussian distribution constraint (3.5) as






where EN ∈ Rnx×(N+1)nx is introduced such that xN = ENX . Specifically, for all k =
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0, . . . , N ,
Ek =
[
0nx,knx , Inx , 0nx,(N−k)nx
]
∈ Rnx×(N+1)nx , (3.23)
and thus xk = EkX . Using this notation, we can also rewrite the state chance con-
straints (3.9) as
Pr(EkX ∈ X ) ≥ 1− εx. (3.24)
So far, we have introduced the following equivalent form of Problem 1
Problem 2 (Optimal Covariance Steering under State Chance Constraints (Con-
verted)).













Pr(EkX ∈ X ) ≥ 1− εx.
Notice that, in general, Problem 1 (and equivalently, Problem 2) is difficult to solve for
an optimal infinite dimensional control policy. In this thesis, in order to make the problem
tractable, we use an affine feedback control policy and convert the Problem 2 to a convex
programming problem. This approach makes the solution sub-optimal, and thus, finding a
computationally more efficient control approach is a possible future research topic.
3.2 No Chance Constraint Case
Before discussing the optimal covariance steering theory with chance constraints, we intro-
duce the case without chance constraints. In such cases, it is possible to decouple the mean
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and the covariance steering optimization problems.
3.2.1 Separation of Mean and Covariance Problems
First, it follows immediately from an equivalent form of xk in (3.13) that
µk , E[xk] = Ākµ0 + B̄kŪk, (3.26)
where Ūk = E[Uk]. Furthermore, by defining
Ũk , Uk − Ūk, x̃k , xk − µk, (3.27)
and using (3.13), the following equation holds for x̃k
x̃k = Ākx̃0 + B̄kŨk + D̄kWk. (3.28)
Furthermore,
Σk , E[x̃kx̃>k ],
= E
[(
Ākx̃0 + B̄kŨk + D̄kWk
)(
Ākx̃0 + B̄kŨk + D̄kWk
)>]
,
= ĀkE[x̃0x̃>0 ]Ā>k + ĀkE[x̃0Ũ>k ]B̄>k + B̄kE[Ũkx̃>0 ]Ā>k + B̄kE[ŨkŨ>k ]B̄>k
+ D̄kE[WkW>k ]D̄>k + D̄k−1E[Wk−1Ũ>k ]B̄>k + B̄kE[ŨkW>k−1]D̄>k−1.
Note that the evolution of the mean µk from (3.26) depends only on Ūk, whereas the evo-
lution of x̃k and Σk depend solely on Ũk and Wk. This separation of the state variable from
xk to µk and Σk can be applied to every time step k.
Similarly, it follows from (3.16) and (3.26) that
X̄ , E[X] = Aµ0 + BŪ , (3.29)
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and from (3.28) that
X̃ , X − E[X] = Ax̃0 + BŨ +DW. (3.30)














+ Ū>R̄Ū , (3.31b)
= Jµ(X̄, Ū) + JΣ(X̃, Ũ), (3.31c)
where
Jµ(X̄, Ū) = X̄
>Q̄X̄ + Ū>R̄Ū , (3.32)
and









It follows that the original optimization problem in terms of (X,U) is equivalent to two
separate optimization problems in terms of (X̄, Ū) and (X̃, Ũ) with optimization costs
(3.32) and (3.33), respectively.
We have therefore shown the following result.
Proposition 1. Let the system (3.16), the initial and terminal state constraints (3.4) and
(3.5), and the objective function (3.6). The control sequence U∗ that solves this optimiza-




min Jµ(X̄, Ū) = X̄
>Q̄X̄ + Ū>R̄Ū
subject to X̄ = Aµ0 + BŪ ,
E0X̄ = µ0, ENX̄ = µf ,
(3.34)
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and Ũ∗ is the solution of the optimization problem
Covariance Steering










subject to X̃ = Ax̃0 + BŨ +DW
E0E[X̃X̃>]E>0 = Σ0, ENE[X̃X̃>]E>N = Σf .
(3.35)
The rest of this section introduces the methods to solve these two subproblems.
3.2.2 Optimal Mean Steering
The solution to the optimal mean steering subproblem (3.34) is summarized in the follow-
ing proposition.










whereR = B>Q̄B + R̄.
Proof. Since the terminal constraint is µf = ENX̄ = ĀNµ0 + B̄N Ū we can write the
Lagrangian as
L(Ū , λ) = X̄>Q̄X̄ + Ū>R̄Ū + λ>(µN − ĀNµ0 − B̄N Ū) (3.37)
= (Aµ0 + BŪ)>Q̄(Aµ0 + BŪ) + Ū>R̄Ū + λ>(µN − ĀNµ0 − B̄N Ū), (3.38)
where λ ∈ Rnx . The first-order optimality condition yields
∇ŪL = 2(B>Q̄B + R̄)Ū + 2B>Q̄Aµ0 − B̄>Nλ = 0. (3.39)
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Thus,




whereR = B>Q̄B + R̄ is invertible because of the second-order optimality condition
∇ŪŪL = B>Q̄B + R̄  0. (3.41)
In order to find the optimal value of λ we substitute equation (3.40) into the terminal con-
straint to obtain







B̄NR−1B̄>Nλ = µN − ĀNµ0 − B̄NR−1B>Q̄Aµ0. (3.43)
Note that rank(B̄NR−1B̄>N) = rank(R−1/2B̄>N). Also, since the system is controllable, it
follows that rank(B̄N) is full row rank, i.e., rank(B̄N) = nx [38]. In addition, since R is
invertible, rank(R−1/2) = Nnu. It follows from Corollary 2.5.10 in [106] that




nx ≤rank(B̄NR−1B̄>N) ≤ min {Nnu, nx} = nx
Thus, the matrix (B̄NR−1B̄>N) is full rank and invertible. Therefore,
λ = 2(B̄NR−1B̄>N)−1
(
µN − ĀNµ0 − B̄NR−1B>Q̄Aµ0
)
. (3.44)
By substituting in (3.40) the expression for the optimal mean steering controller, the ex-
pression (3.36) follows.
By comparing (3.36) with the corresponding controller in [38] we have the following
immediate result.
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Corollary 1. The minimum-effort mean-steering optimal controller introduced in [38] is a
special case of the optimal controller (3.36).
Proof. The result directly follows by plugging Q̄ = 0, R̄ = I into Eq. (3.36).
3.2.3 Optimal Covariance Steering
While many previous works have attempted to solve the optimal covariance-steering prob-
lem, the majority of them deals with a minimum effort cost function such as







Bakolas [39] addressed the case with the more general L2-norm cost function Eq. (3.6) by





E>N  ΣN . (3.46)
By making the problem convex, it can be efficiently solved using standard convex pro-
gramming solvers. At the same time, but independently, Halder and Wendel [32] solved a
problem with a similar terminal covariance constraint using a soft constraint on the terminal
state covariance under continuous-time dynamics.
3.3 Proposed Approach
In the previous section, we discussed the case when no state chance constraint exists. In this
section, we propose a new optimal covariance steering controller that can deal with state
chance constraints. Specifically, the proposed controller takes the form of affine parameter-
ization approach, and we simultaneously optimize the mean and the covariance trajectories
in order to deal with the coupling between the mean and the covariance. The main result of
this chapter is summarized in the following theorem.
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Theorem 1. The following control policy
uk = vk +Kkyk, (3.47)
where vk ∈ Rnu , Kk ∈ Rnu×nx , and yk ∈ Rnx is given by
yk+1 = Akyk +Dkwk, (3.48a)
y0 = x0 − µ0, (3.48b)
results in a convex programming formulation of Problem 2 (and equivalently, Problem 1).
Proof. The control sequence vector U can be represented as

















. . . 0
KN−1 0

∈ RNnu×(N+1)nx . (3.50b)
Using the matrices in (3.17), it is straightforward to derive the following expression of the
sequence vector for y
Y = Ay0 +DW, (3.51)
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and thus,
U = V +K (Ay0 +DW ) . (3.52)
Because E[y0] = 0 and E[W ] = 0, it follows that E[U ] = V . Thus, it follows from (3.16)
that
X̄ = E[X] = Aµ0 + BV, (3.53)
X̃ = X − E[X] = (I + BK) (Ay0 +DW ) . (3.54)
The cost function may be rewritten as
J(X̄, X̃, V, Ũ) = tr(Q̄E[X̃X̃>]) + tr(R̄E[Ũ Ũ>]) + X̄>Q̄X̄ + V >R̄V, (3.55)
where Ũ = U − V . Defining
ΣY = AΣ0A> +DD> (3.56)
we can further convert the cost function into
J(V,K) = (Aµ0 + BV )>Q̄(Aµ0 + BV ) + V >R̄V
+tr
[(





Note that we used the following facts: E[y0W>] = 0, and E[WW>] = INnw . In addition,
we reformulate the terminal constraint as
µf = EN (Aµ0 + BV ) , (3.58a)
Σf = EN(I + BK)ΣY (I + BK)>E>N . (3.58b)
Note that V steers the mean and K steers the covariance to the target values µf and Σf ,
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respectively. Because the terminal covariance constraint is non-convex, similarly to [107],
we relax the covariance equality constraint to the following inequality constraint.
Σf  EN(I + BK)ΣY (I + BK)>E>N , (3.59)
which, using the Schur complement, can be rewritten as
 Σf EN(I + BK)S
S>(I + BK)>E>N I
  0, (3.60)
where SS> = ΣY .
Finally, the chance constraint can be formulated as follows. As we discussed, we as-
sume that the feasible state space X can be represented as a convex polytope (3.8). As
shown in [108], using Boole’s inequality [109], under this assumption, we convert the
chance constraint to
Pr(α>x,iEkX < βx,i) ≥ 1− px,i, (3.61)
M∑
j=1
px,i ≤ εx. (3.62)
Notice that α>x,iEkX is a scalar random variable sampled from univariate Gaussian distribu-
tion. Therefore, we can analytically write the probability of satisfying one state constraint
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as
Pr(α>x,iEkX < βx,i) =
1√














 βx,i − α>x,iEkX̄√
α>x,iEk(I + BK)ΣY (I + BK)>E>k αx,i
 ≥ 1− px,i,
(3.64)
where Φ is the cumulative distribution function of the standard normal distribution, which is
a monotonically increasing function, and thus its inverse function Φ−1() exists. Therefore,
βx,i − α>x,iEkX̄√
α>x,iEk(I + BK)ΣY (I + BK)>E>k αx,i
≥ Φ−1 (1− px,i) . (3.65)
This inequality leads to the following form
α>x,iEkX̄ − βx,i +
√
α>x,iEk(I + BK)ΣY (I + BK)>E>k αx,iΦ
−1(1− px,i) ≤ 0, (3.66)
which is equivalent to the following
α>x,iEkX̄ − βx,i +
∣∣S>(I + BK)>E>k αx,i∣∣Φ−1(1− px,i) ≤ 0. (3.67)
Notice that if we set px,i as a design variable, this constraint becomes a non-convex multi-
plicative constraint, and the entire problem becomes difficult to solve. Thus, in this work,
we fix px,i ∈ (0, 0.5) to keep Φ−1(1 − px,i) > 0. Then, (3.67) is a convex second-order
cone constraint in terms of V and K.
In summary, we have converted Problems 1 and 2 to the following convex programming
problem.
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Problem 3 (OCS Problem under State Chance Constraints).
min J(V,K) = (Aµ0 + BV )>Q̄(Aµ0 + BV ) + V >R̄V
+ tr
[(






µf = EN (Aµ0 + BV ) , Σf EN(I + BK)S
S>(I + BK)>E>N I
  0,
α>x,iEkX̄ − βx,i +
∣∣S>(I + BK)>E>k αx,i∣∣Φ−1(1− px,i) ≤ 0.
Remark 1. Previous works on chance-constrained stochastic optimal control [110, 108,
92] assumed some prior knowledge about the covariance, which implies that the future state
covariance is computed a priori, and thus, (3.67) is a linear inequality constraint. However,
as we are interested in the covariance steering problem, the future state covariance is a
function of our design variable K, and thus (3.67) becomes a second-order cone constraint.
Remark 2. Instead of (3.57), it is possible to separately design the cost functions for the
mean and covariance steering as
J(V,K) = Jm(V ) + Jv(K), (3.69)
where Jm(V ) = (Aµ0 + BV )>Q̄m(Aµ0 + BV ) + V >R̄mV and Jv(K) = tr[((I +
BK)>Q̄v(I + BK) +K>R̄vK)ΣY ].
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3.4 Numerical Simulations
In this section we validate the proposed approach in Theorem 1 using simple numerical
examples. We use YALMIP [111] with MOSEK [112] to solve the relevant optimization
problems.
We consider the path-planning problem for a vehicle under the following time-invariant








∈ R4, uk =
ax
ay




1 0 ∆t 0
0 1 0 ∆t
0 0 1 0













, D = 0.01I4, (3.71)
where ∆t is the time-step size, and we set ∆t = 0.2. Figure 3.2 illustrates the problem
setup. The red circle denotes the 3σ error of the initial state distribution of x and y coordi-
nates. The magenta circle denotes the 3σ error of the terminal state distribution of x and y
coordinates. Specifically, the initial condition is
µ0 =
[
−10 1 0 0
]
, Σ0 = diag(0.05, 0.05, 0.01, 0.01), (3.72)
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while the terminal constraint is
µf =
[
0 0 0 0
]
, Σf = diag(0.01, 0.01, 0.001, 0.001). (3.73)
The green dotted lines indicate the state constraints. Specifically,
0.2(x− 1) ≤ y ≤ −0.2(x− 1). (3.74)
The vehicle has to remain in the region between the two lines while moving from the
red to the magenta regions. Such a “cone”-shaped constraint is seen in many engineering
applications, e.g., the instrument landing for aircraft, spacecraft rendezvous, and drone-
landing on a moving platform. The probabilistic threshold for the violation of chance
constraints was specified a priori, and we set px,i = 5.0 · 10−4 for i = 0, 1.
The cost matrices are set to
Qk = diag(0.5, 4.0, 0.05, 0.05), (3.75a)
Rk = diag(20, 20). (3.75b)
Notice that this problem is infeasible if we do not control the state covariance. For in-
stance, Figure 3.3 shows the results controlled only by an optimal mean steering controller.
The blue ellipses are the predicted 3σ confidence region of the system state, and gray lines
are the 100 sample trajectories. As the state covariance grows, it is impossible to find a
feasible solution to this problem that will guarantee the satisfaction of chance constraints.
Before discussing the case with chance constraints, we discuss the case without chance
constraints, which is illustrated in Fig. 3.4. By introducing the covariance steering, the
uncertainty of the future trajectory successfully reduced.
Finally, Fig. 3.5 illustrates the results of the proposed state chance-constrained OCS
approach. The error ellipses successfully change their shapes and avoid collision with the
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constraints while maintaining the terminal covariance constraints to be less than the target
state covariance. The difference from Fig. 3.4 indicate the coupling between the mean and
covariance steering controls.
Figure 3.2: Problem Setup for the numerical simulation.
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(a) N = 5 case. (b) N = 10 case.
(c) N = 20 case. (d) N = 30 case.
(e) N = 40 case. (f) N = 50 case.
Figure 3.3: Results by a mean steering controller with various N settings.
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(a) N = 5 case. (b) N = 10 case.
(c) N = 20 case. (d) N = 30 case.
(e) N = 40 case. (f) N = 50 case.
Figure 3.4: Results by a OCS controller without state chance constraints with various N
settings.
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(a) N = 5 case. (b) N = 10 case.
(c) N = 20 case. (d) N = 30 case.
(e) N = 40 case. (f) N = 50 case.




In this chapter we addressed the optimal covariance steering problem for stochastic discrete-
time linear time-varying systems subject to chance constraints. Because the mean and the
covariance trajectories couple when state constraints exist, we need to design a controller
that simultaneously optimizes the state mean and covariance trajectories. We proposed a
novel stochastic optimal control policy that can be categorized as an affine parameteriza-
tion approach. The proposed controller is an affine function of a filtered disturbance, and
the entire problem is converted to a convex programming problem. We demonstrated the
effectiveness of the proposed approach using numerical simulations.
In the following sections, we start from Theorem 1 and deal with various situations,
namely under non-convex state chance constraints (Chap. 4) and under input hard con-
straints (Chap. 5). In addition, we apply the proposed approahc to stochastic model predic-
tive control (Chap. 6).
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CHAPTER 4
VEHICLE PATH PLANNING USING OPTIMAL COVARIANCE STEERING
In this chapter, we apply the optimal covariance steering controller developed in Theory 1
in Chapter 3 to the problem of vehicle path planning in the presence of obstacles and
uncertainties. By steering the state covariance, we aim to mitigate the conservativeness
of the ensuing path. To this end, we need to deal with non-convex state constraints. We
represent the feasible state space as a union of overlapping convex feasible subspaces and
formulate the entire problem as a mixed-integer convex programming problem.
Section 4.1 formulates the problem based on the discussions in Chapter 3. Then, we
introduce the proposed path planning algorithm in Section 4.2. The effectiveness of the
algorithm is verified using numerical simulations in Section 4.3. The proposed approach
can also be applied to the multi-vehicle path planning. Finally, we discuss the proposed
approach and provides a summary of this chapter in Section 4.4.
4.1 Problem Statement
We follow an identical problem set up to the one in Chapter 3, namely discrete-time
stochastic linear time-varying system (3.1), with the i.i.d. additive Gaussian assump-
tion (3.2), the Gaussian distributed initial state (3.4) and target state (3.5), and the quadratic
cost function (3.6). In this chapter, we extend the problem setup in Chapter 3) and consider
non-convex state chance constraints so that we can design nominal trajectories that avoid
collisions with obstacles using the optimal covariance steering theory. This extension will
allow us to apply the optimal covariance steering algorithm to more versatile scenarios.
Specifically, in this chapter, we consider the following state chance constraints
Pr(xk ∈ X ) ≥ 1− εx, k = 0, . . . , N − 1. (4.1)
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The feasible state set X ⊂ Rnx , we discuss in this Chapter, is non-convex owing to the






where XΩ,X1, . . . ,XNobs ⊂ Rnx are (typically) polytopes and Nobs is the number of obsta-
cles.
In summary, we wish to solve the following stochastic optimal control problem.
Problem 4 (Vehicle Path Planning Problem).










xk+1 = Akxk +Bkuk +Dkwk, x0 ∼ N (µ0,Σ0),
xN ∼ N (µf ,Σf ),






Similarly to the approach in Chapter 3, because Problem 4 is not instrumental to solve,
we use an equivalent description and try to solve the following.
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Problem 5 (Vehicle Path Planning Problem (Converted Form)).



















4.2 Optimal Covariance Control with Obstacles
In this section, we propose a novel approach to efficiently deal with non-convex state
chance constraints in the optimal covariance control framework.
We start by representing the non-convex set of obstacle-free states as the union of a










{x : α>r,ix ≤ βr,i}, (4.6)
where αr,i ∈ Rnx and βr,i ∈ R. Let now the Boolean matrixM ∈ {0, 1}NR×(N−1), where
Mr,k = 1 implies that the state at time steps k and k+1 belongs toRr with high probability.
Note that, because of the noise, the state constraints need to be probabilistically formulated,
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i.e., using chance constraints. Namely,
Mr,k = 1⇒

Pr (xk ∈ Rr) ≥ 1− ε,
Pr (xk+1 ∈ Rr) ≥ 1− ε,
(4.7)
where 0 < ε 1. By imposing the following constraint,
NR−1∑
r=0
Mr,k = 1, (4.8)
we ensure that, with high probability, the state is collision-free at time step k. As there
can be overlaps between sub-regions, the state variables at steps k and k + 1 can belong to
multiple regions. Thus, the implication is only one directional [63].
The main result of this chapter is summarized in the following lemma.
Lemma 1. Using the controller in Theorem 1 and givenRr in (4.6), the conditions
Pr (xk ∈ Rr) ≥ 1− ε,
Pr (xk+1 ∈ Rr) ≥ 1− ε,
(4.9)
are converted to second-order cone constraints.
Proof. BecauseRr is as in (4.6), following a similar discussion to the proof of Theorem 1,
one can convert
Pr (xκ ∈ Rr) ≥ 1− ε, (4.10)
where κ ∈ {k, k + 1}, to the following
α>r,iEκ (Aµ0 + BV )− βr,i +
∣∣S>(I + BK)>E>κ αr,i∣∣Φ−1(1− ε) ≤ 0. (4.11)
where i = 0, . . . ,Mr − 1. This inequality is a second-order cone constraint in terms of V
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and K.
Finally, we reformulate Problem 5 into the following mixed-integer convex program-
ming problem summarized in Problem. The element-wise constraints on V and K were
introduced to expedite the solution. Note that, although MIP problems are, in general, NP-
hard, a number of tools have been recently developed in the literature to efficiently solve
such problems. In the following section, using simple numerical examples, we demonstrate
that our problem setup can be efficiently solved with current MIP solvers.
Problem 6 (Vehicle Path Planning using Optimal Covariance Steering Theory).
min
V,K
J(V,K) = (Aµ0 + BV )>Q̄(Aµ0 + BV ) + V >R̄V
+ tr
[(






µf = EN (Aµ0 + BV ) , Σf EN(I + BK)S
S>(I + BK)>E>N I
  0,
Vmin ≤ V ≤ Vmax,





α>r,iEk (Aµ0 + BV )− βr,i +
∣∣S>(I + BK)>E>κ αr,i∣∣Φ−1(1− ε) ≤ 0,
α>r,iEk+1 (Aµ0 + BV )− βr,i +
∣∣S>(I + BK)>E>κ αr,i∣∣Φ−1(1− ε) ≤ 0.
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4.3 Numerical Simulations
In this section we validate the proposed algorithm using simple numerical examples. We
consider the path-planning problem for a vehicle under the same dynamics and disturbance
as the numerical simulations in Chap. 3. The vehicle dynamics is as in (3.71) with ∆t =
0.2. In this section, we use the following cost function
J(V,K) = tr
((




+ (Aµ0 + BV )> Q̄mean (Aµ0 + BV ) + V >R̄meanV, (4.13)
where
Q̄mean = blkdiag(Q0,m, Q1,m, . . . , QN−1,m, 0), (4.14a)
R̄mean = blkdiag(R0,m, R1,m, . . . , RN−1,m), (4.14b)
Q̄cov = blkdiag(Q0,v, Q1,v, . . . , QN−1,v, 0), (4.14c)
R̄cov = blkdiag(R0,v, R1,v, . . . , RN−1,v), (4.14d)
with
Qk,m = diag(0.5, 4.0, 0.05, 0.05), (4.15a)
Rk,m = diag(20, 20), (4.15b)
Qk,v = 04×4, (4.15c)
Rk,v = diag(200, 200), (4.15d)
for all k = 0, . . . , N − 1.
Similarly to Chapter 3, we use YALMIP [111] and MOSEK [112]. In order to reduce
the search space and the computational time, we restricted the control vector and gain
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matrix as
−100 ≤ K ≤ 100, (4.16a)
−100 ≤ V ≤ 100. (4.16b)
It is worth noticing that, although we manually divide and represent the entire feasible
region as a union of convex polytopes, algorithms are available to automatically conduct
the same job such as [113].
4.3.1 ZigZag
Here, we consider the case illustrated in Fig. 4.1, where the optimal paths go through
between the two obstacles and draw zigzagging lines. The mean and the covariance of the
















and we are interested in steering the system state distribution to the target Gaussian distri-
















We set the number of time steps to N = 10 and the probability threshold to ε = 1e− 3.
We first illustrate, in Fig. 4.2, the results generated by an open-loop stochastic path
57
Figure 4.1: Problem Setup for the first scenario.
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planner, which corresponds to the case with the feedback gain always zero, i.e., K = 0.
In addition, this approach cannot impose the terminal covariance constraint. Each ellipse
denotes the error ellipse corresponding to 3σ, and blue line indicates the mean trajectory,
or the nominal path. Gray lines are trajectories starting from 100 randomly-picked differ-
ent initial conditions. Because the path planner cannot shrink the covariance, or cannot
consider the future feedback control, the future state covariance keeps increasing its size.
Hence, the nominal path needs to obtain large margins to the obstacles and thus becomes
conservative.
Figure 4.2: Results from open-loop stochastic path planning approach.
Figure 4.3 illustrates the solution generated by the proposed path planner based on the
optimal covariance steering theory. Because the state covariance shrinks, the nominal path
can take smaller margins to the obstacles than the ones in Fig. 4.2. In order to compute this
solution, we used five rectangle sub-regions to represent the feasible region (see Fig. 4.4).
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Figure 4.3: Results from the proposed approach.
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Figure 4.4: Representation of the feasible state subsets.
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4.3.2 Double-Slit Obstacle
We consider the case illustrated in Fig. 4.5, where we need to find the trajectory to go from
left to right through one of the two “slits.” Notice that going through the top slit takes
smaller detour and costs less than going through the bottom slit. However, the top slit is
narrower than the bottom one.
Figure 4.5: Problem setup.
The initial condition is









while the terminal constraint is








We set N = 20.
First, for comparison, we conduct only mean steering as shown in Fig. 4.6. In this
case, the covariance is not controlled, and thus, the terminal covariance constraint cannot
be satisfied. Since the initial covariance is large and state covariance keeps growing due to
the disturbance, the mean steering controller cannot find any feasible solutions that guide
the trajectory through the top slit, and the path has to go through the larger but further away
bottom slit as illustrated in Fig. 4.6.
The result of the proposed approach is illustrated in Fig. 4.7. The controller shrinks the
state covariance and successfully computes an optimal path that goes through the narrow
top slit. In order to compute this solution, we used the rectangular-shaped sub-regions
shown in Fig. 4.8.
We also conducted another numerical simulation with slightly different setup as illus-
trated in Fig. 4.9, where the top slit is much narrower than the one in Fig. 4.5. As illustrated
in Fig. 4.10, the algorithm found that the cost of shrinking the error ellipses and going
through the top slit is higher than going through the lower slit. In order to compute this
path, we used the rectangular-shaped sub-regions shown in Fig. 4.11.
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Figure 4.6: Mean steering trajectory with open-loop covariance dynamics.
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Figure 4.7: Proposed approach with closed-loop covariance dynamics.
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(a) Region 1 (b) Region 2
(c) Region 3 (d) Region 4
Figure 4.8: Representation of the feasible region.
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Figure 4.9: Problem setup.
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Figure 4.10: Solution of the proposed approach.
4.3.3 Cluttered Environment
Next, we consider the case illustrated in Fig. 4.12, where we compute the optimal collision-
free trajectory in a somewhat cluttered environment. The initial condition is
µ0 = [−10, 0.1, 0, 0], Σ0 = diag(0.05, 0.05, 0.001, 0.001), (4.21)
while the terminal constraint is
µN = [0, 0, 0, 0], ΣN = diag(0.01, 0.01, 0.001, 0.001). (4.22)
We set N = 20.
We first show the results of a mean steering controller in Fig. 4.13. The controller finds
that the “corridor” between y = 0 and y = 1 is too narrow, and the path needs to detour to
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(a) Region 1 (b) Region 2
(c) Region 3 (d) Region 4
Figure 4.11: Representation of the feasible region.
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Figure 4.12: Problem Setup.
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the top region. In contrast, the proposed approach shrinks the covariance and successfully
follows the shortest corridor while satisfying the non-convex state constraints as shown in
Fig. 4.14.
Figure 4.13: Mean steering trajectory with open-loop covariance dynamics.
4.3.4 Multi-Vehicle Path Planning
Here, we use multiple vehicles that are moving on a flat plane, and we compute the optimal
path planning for each vehicle to reach a pre-specified goal region. As each vehicle has to
avoid collisions with other vehicles, the feasible state space is non-convex. A number of
research works such as [52, 61, 59] attempted to solve this problem, but to our knowledge,
none of them have achieved the steering of covariance of the state variables to the pre-
specified values.
We assume that the number of vehicles we steer is Nv. The vehicle dynamics of each
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Figure 4.14: Proposed approach with closed-loop covariance dynamics.
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where the matrices A, B, and D are the the same matrices as in (3.71) with ∆t = 0.2. In



























Then we follow the same process described in Section 4.2. We use the cost function in
(3.69) and the cost function weights are chosen as Q̄mean = 0, Q̄cov = 0, R̄mean =
blkdiag(R0, R1, . . . , RN−1) with Rk = blkdiag(R1k, . . . , R
Nv
k ) and R
i
k = diag(1, 1),
and R̄cov = blkdiag(Rcov,0, Rcov,1, . . . , Rcov,N−1) withRcov,k = blkdiag(R1cov,k, . . . , R
Nv
cov,k)
Ricov,k = diag(1, 1) for k = 0, . . . , N − 1 and i = 1, . . . , Nv. We also set the horizon to
N = 20 and the probability threshold to ε = 1.0× 10−3.
2-Vehicle Case
In this scenario, we steer two vehicles from a pre-specified initial distribution to a pre-
specified goal distribution as illustrated in Fig. 4.15. Figure 4.15a denotes the initial dis-
tribution of the vehicles, and Figure 4.15b illustrates the target distributions. The task
here is to steer Vehicle 1 from the left distribution in Fig. 4.15a to the right distribution
in Fig. 4.15b while steering Vehicle 2 from the right distribution in Fig. 4.15a to the left
distribution in Fig. 4.15b. Specifically, the initial state distributions of Vehicles 1 and 2 are
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given as N (µ10,Σ10) and N (µ20,Σ20), where
µ10 = [−1, 0, 0, 0]>, Σ10 = diag(0.05, 0.05, 0.001, 0.001), (4.25)
and
µ20 = [1, 0, 0, 0]
>, Σ20 = diag(0.05, 0.05, 0.001, 0.001). (4.26)
In addition, the target distributions for Vehicles 1 and 2 are N (µ1f ,Σ1f ) and N (µ2f ,Σ2f ),
where
µ1f = [1, 0, 0, 0]
>, Σ1f = diag(0.01, 0.01, 0.001, 0.001), (4.27)
and
µ2f = [−1, 0, 0, 0]>, Σ2f = diag(0.01, 0.01, 0.001, 0.001). (4.28)
As this scenario is symmetric, we denote the non-convex state space as the union of the
feasible convex subspace as illustrated in Fig. 4.16. The feasible region of Vehicle 1 is
blue, and the feasible region of Vehicle 2 is red. Informally speaking, Vehicle 1 drives the
bottom part while Vehicle 2 drives the top part of the plane.
Figure 4.17(a) shows the results. The blue ellipses are the state covariance of Vehicle 1
and the red ones are the error ellipses of Vehicle 2. The covariance is minimal when they
get very close to each other in the middle. After they pass the middle point, the collision
avoidance does not need to be considered. Thus, the state covariance enlarged as far as the
terminal covariance constraint is smaller than the pre-specified target values. Note that, if
we only steer the mean and do not control the covariance of the state variable, we cannot














Figure 4.17: Results of two-vehicle collision avoidance using covariance steering.
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3-Vehicle Case
Figure 4.18 illustrates the setup of this scenario. In this scenario, the initial distributions of
Vehicles 1, 2, and 3 are N (µ10,Σ10), N (µ20,Σ20), and N (µ30,Σ30), where
µ10 = [−1, 0, 0, 0]>, Σ10 = diag(0.005, 0.005, 0.001, 0.001), (4.29)
µ20 = [1, 0, 0, 0]
>, Σ20 = diag(0.005, 0.005, 0.001, 0.001), (4.30)
µ30 = [0, 0.8, 0, 0]
>, Σ30 = diag(0.005, 0.005, 0.001, 0.001). (4.31)
Furthermore, the target distributions are N (µ1f ,Σ1f ), N (µ2f ,Σ2f ), and N (µ3f ,Σ3f ), where
µ1f = [1, 0, 0, 0]
>, Σ1f = diag(0.001, 0.001, 0.001, 0.001), (4.32)
µ2f = [−1, 0, 0, 0]>, Σ2f = diag(0.001, 0.001, 0.001, 0.001), (4.33)
µ3f = [0,−0.8, 0, 0]>, Σ3f = diag(0.001, 0.001, 0.001, 0.001). (4.34)
In order to represent the non-convex state space with the union of convex state space,
we first solve this problem with deterministic setting, i.e., no covariance dynamics and
disturbances are concerned. Specifically, we use the mixed-integer programming-based
approach proposed in [61] with safety margin 0.5 in both x and y directions. The results
of this deterministic path programming is illustrated in Fig. 4.19(a). The blue, red, and
cyan lines indicate the trajectories of Vehicles 1, 2, and 3, respectively. In addition, asterisk
shows the vehicle positions at time steps k = 0, N/2, and N . Then, we compute the
Voronoi diagram [114] from the vehicle positions at time steps k = 0, N/2, and N as
illustrated in Fig. 4.19(b), 4.19(c), and 4.19(d).
Remark 3. As Voronoi cells are convex, we can extend this approach to scenarios that use
more than 3 vehicles.
Figure 4.20(a) shows the results. The blue, red, and cyan ellipses are the error ellipses
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of Vehicles 1, 2, and 3, respectively. Again, the error ellipses are minimal when they get
close in the middle, and after they pass the middle point, the error ellipses enlarged, and
the terminal covariance converged to values that are smaller than the target. The difference
between the proposed approach and the one in [61] is that the proposed approach has a more
systematic way of obtaining safety margins to other vehicles than only pre-specifying some
constants to x− and y− directions. Note that, if we only steer the mean and do not control
the covariance of the state variable, the resulting trajectories do not go into the middle
portion of the space as illustrated in Fig. 4.20(b).
4.4 Discussion and Summary
The proposed approach is a non-trivial extension of Theorem 1, where we addressed the
problem of optimal covariance steering under convex state chance constraints and cannot
deal with non-convex state chance constraints. In order to apply covariance steering to path
planning problems, a different approach was needed. Deterministic path-planning algo-
rithms typically use Boolean variables to indicate collision with obstacles. As a result, the
problem is converted to a mixed-integer programming problem [52]. It is known, however,
that this approach typically needs separate integer variables for each face of each obstacle,
which leads to a large computational overhead. Here, we employed instead an approach
similar to [63, 64], in which integer variables indicate in which sub-region the state variable
exists at each time step, leading to a much lower computational cost.
One point we need to stress is that, because we represent the feasible state space as the
union of feasible convex sub-regions, the solution may become conservative. Figure 4.21
shows the solution in Fig. 4.9 around (x, y) = (−6,−1) (close to the lower left corner
of the middle obstacle). The green areas are the feasible regions, and the red area is the
obstacle. The black lines indicate the edges of the sub-regions. The error ellipse touches
these boundaries, but it does not touch the corner of the obstacle, which indicates that




Figure 4.18: Problem setup for two-vehicle path planning.
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(a) Results of determinsitic approach and vehicle posi-
tions at time steps k = 0, N/2 and N .
(b) Regions 1
(c) Regions 2. (d) Regions 3.




Figure 4.20: Results of two-vehicle collision avoidance using covariance steering.
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owing to the requirement that this error ellipse needs to belong to both Regions 1 and 2
(see Fig. 4.11). The decomposition in (4.5) is not unique. In the scenarios we tested, we
observed that the performance depends not so much on the number of obstacles, but rather
on the way the state space is represented as the union of convex sub-regions. The clearance
between obstacles and length of the optimal path does not seem to affect the performance
significantly. An interesting question would be to find the “best” decomposition to a union
of convex sets for our problem.
Figure 4.21: Zoom up of the solution illustrated in Fig. 4.10.
In summary, in this chapter, we have addressed the problem of optimal covariance
steering under non-convex state chance constraints. We proposed to solve this problem by
converting the original problem into a mixed-integer convex programing problem, which
can be efficiently solved using an optimization solver. In our numerical simulations, the
proposed algorithm successfully found collision-free paths. To the best of our knowledge,
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this is the first work to solve the optimal covariance steering problem with non-convex
state chance constraints. Future work includes the investigation of an effective approach
to separate the feasible state space to a union of convex sets. Also, the application of the




INPUT HARD CONSTRAINED OPTIMAL COVARIANCE STEERING
In this chapter, we investigate the optimal covariance steering theory for systems with input
hard constraints. While it is natural to consider probabilistic state chance constraints, i.e., to
consider the maximum probability of constraint violation, control constraints are difficult
to be formulated probabilistically, because it is hard to interpret what control actions to
take when the control command violates the constraints. Thus, for control constraints,
hard constraints are preferable. The optimal covariance steering controller we developed in
Theorem 1 in Chapter 3 was an affine function of filtered disturbance. It is worth noticing
that the control command computed from this approach can be unbounded and thus cannot
satisfy input hard constraints. In this chapter, we introduce a covariance steering approach
subject to simultaneous state chance and input hard constraints.
The organization of this chapter is as the following. In Section 5.1, we formulate the
input-hard constrained optimal covariance steering problem, which is based on the results
in Chapter 3. We propose a novel optimal covariance steering controller in Section 5.2 and
validate the approach using numerical simulations in Section 5.3. Finally, we provide a
brief summary of this chapter in Section 5.4.
5.1 Problem Formulation
This section formulates the input-hard constrained optimal covariance steering problem.
We consider the following discrete-time stochastic linear time-varying system with additive
uncertainty,
xk+1 = Akxk +Bkuk + wk, (5.1)
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where x ∈ Rnx is the state, u ∈ Rnu is the control input, and w ∈ Rnx is a zero-mean white
Gaussian noise with the properties,










where δk1,k2 is Kronecker’s delta function. In addition, Ak, Bk, and Dk are known system
matrices having appropriate dimensions. We also assume that the state and control inputs
are subject to the constraints
xk ∈ X , uk ∈ U , (5.3)
for all k ≥ 0, where X ⊆ Rnx and U ⊆ Rnu are convex sets. Throughout this chapter, we













u : α>u,ju ≤ βu,j
}
, (5.5)
where αx,i ∈ Rnx and αu,j ∈ Rnu are constant vectors, and βx,i ∈ R and βu,j ∈ R are
constant scalars. In addition, Ns and Nc denote the number of state and control constraints,
respectively. Notice that, since the system noise in (5.1) is possibly unbounded, the state
may be unbounded as well. Thus, we formulate the state constraints xk ∈ X probabilisti-
cally, as chance constraints, as follows
Pr(xk ∈ X ) ≥ 1− ε, k = 0, . . . , N (5.6)
86
where ε ∈ [0, 0.5). We keep the second set inclusion in (5.3) since for the control inputs,





≤ px,i, i = 0, . . . , Ns − 1, (5.7)
where px,i are pre-specified such that
Ns−1∑
i=0
px,i ≤ ε. (5.8)
The initial state x0 ∈ Rnx is a random vector that is drawn from a normal distribution
according to
x0 ∼ N (µ0,Σ0), (5.9)
where µ0 ∈ Rnx and Σ0 ∈ Rnx×nx . We assume that Σ0  0.
Our objective is to design a control sequence {u0, . . . , uN−1} that steers the system
state xk to a target Gaussian distribution at time step N , that is,
xN ∼ N (µf ,Σf ), (5.10)
where µf ∈ Rnx , Σf ∈ Rnx×nx . We assume that Σf  0 and wish to minimize the
following state and control expectation-dependent quadratic cost









where Qk  0 and Rk  0 for k = 0, . . . , N − 1.
In summary, the following is the problem we solve in this chapter.
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Problem 7 (Input Hard Constrained Optimal Covariance Steering).















≤ px,i, ∀i ∈ [0, Ns − 1], (5.12c)
α>u,juk ≤ βu,j, ∀j ∈ [0, Nc − 1], (5.12d)
xN = xf ∼ N (µf ,Σf ). (5.12e)
Remark 4. It is assumed that system (5.1) is controllable in the absence of constraints and
disturbances, that is, xf is reachable from x0 for any xf ∈ Rnx , provided that wk = 0 for
k = 0, . . . , N − 1. This assumption implies that given any xf ∈ Rnx and x0 ∈ Rnx , there
exists a sequence of control inputs {u0, . . . , uN−1} that steers x0 to xf in the absence of
disturbances or any constraints.
Remark 5. The system dynamics (5.1) looks different from (3.1) in the previous Chapters 3
and 4. It is worth noticing that these two system dynamics are equivalent because of our
previous assumption on the noise (3.2). This chapter uses (5.1) with (5.2) because, as
we see later in this chapter, it is simpler and easier to describe the proposed approach for
input-hard constrained case.
5.2 Proposed Approach
In this section, we propose a novel algorithm that solves Problem 7. Similarly to the ap-
proaches in Chapters 3 and 4, we first convert the problem to the following equivalent
form.
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Problem 8 (Input Hard Constrained Optimal Covariance Steering (Converted)).












α>u,jFkU ≤ βu,j, (5.13d)







Q̄ = blkdiag(Q0, . . . , QN−1, 0) ∈ R(N+1)nx×(N+1)nx ,
R̄ = blkdiag(R0, . . . , RN−1) ∈ RNnu×Nnu ,
Ek =
[
0nx,knx , Inx , 0nx,(N−k)nx
]
∈ Rnx×(N+1)nx , k = 0, . . . , N
Fk =
[
0nu,knu , Inu , 0nu,(N−1−k)nu
]
∈ Rnu×Nnu , k = 0, . . . , N − 1,
such that xk = EkX and uk = FkU . In addition, the matrices A ∈ R(N+1)nx×nx ,
B ∈ R(N+1)nx×Nnu , and D ∈ R(N+1)nx×Nnx are defined accordingly.
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Note that
E[x0x>0 ] = Σ0 + µ0µ>0 , (5.14a)










 , ΣW . (5.14c)
Notice that terminal covariance equality constraint (5.13f) is non-convex. Thus, simi-
larly to the previous chapters, we relax (5.13f) and instead, solve the following problem.
Problem 9 (Relaxed Input Hard Constrained Optimal Covariance Steering ).












α>u,jFkU ≤ βu,j, (5.15d)






In order to solve Problem 9, we propose a novel control policy that is summarized in
the following theorem, which is the main result of this chapter. This control policy is a
nontrivial extension of the approach in Theorem 1 and is inspired from the approach in [68,
69]
Theorem 2. The following control law
uk = vk +Kkzk, (5.16)
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where zk is governed by the following dynamics
zk+1 = Azk + ϕ(wk), (5.17a)
z0 = ϕ(ζ0), ζ0 = x0 − µ0, (5.17b)
where ϕ(·) : Rd 7→ Rd is an element-wise symmetric saturation function, the sth entry of
which is
ϕs(ζs) = max (−ζmaxs ,min (ζs, ζmax)) , (5.18)
where ζmaxs > 0 is a predetermined value, converts Problem 9 to the following Problem 10.
Problem 10 (Input Hard Constrained OCS Problem).






+ (Aµ0 + BV )>Q̄(Aµ0 + BV ) + V >R̄V (5.19a)
subject to












>σ ≤ h, (5.19c)
HFkK[A D] = Ω>S, (5.19d)
Ω ≥ 0, (5.19e)
























 ΣW E[Wϕ(W )>]







XX = ΣXX , (5.21)



























In addition, S ∈ R2(N+1)nx×(N+1)nx and σ ∈ R2(N+1)nx are constant. Specifically, for
i = 1, . . . , (N + 1)nx
S2i−1 = e
>
2i−1, S2i = −e>2i, (5.24a)
σ2i−1 = ζ
max




where Si denotes the ith row of S, and ei ∈ R2(N+1)nx is a unit vector with ith element 1.
Proof. It follows from (5.17a) and (5.17b) that







 ∈ R(N+1)nx , (5.26)
In addition, the concatenated control sequence vector U is represented as
U = V +KZ, (5.27)
and thus,
U = V +K(Aϕ(ζ0) +Dϕ(W )). (5.28)
Since the saturation function (5.18) is an odd function and ζ0 is zero-mean Gaussian





















where ρ(ζ) denotes the Gaussian probability distribution function. Similarly,
E[ϕ(W )] = 0, (5.29)
and hence,
E[U ] = V, Ũ = U − E[U ] = K(Aϕ(ζ0) +Dϕ(W )).
Thus,
X̄ = E[X] = Aµ0 + BV, (5.30)
X̃ = X − E[X]
= A(x0 − µ0) + B(U − V ) +DW,



























E[Ũ Ũ>] = KΣUUK>. (5.33)
Following the discussion in Chapter 3, it can be shown that the cost function (5.15a) may
be written as
J(V, Ũ) = tr(Q̄E[X̃X̃>]) + X̄>Q̄X̄ + tr(R̄E[Ũ Ũ>]) + V >R̄V. (5.34)
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+ (Aµ0 + BV )>Q̄(Aµ0 + BV ) + tr
(
R̄KΣUUK
>)+ V >R̄V. (5.35)
In addition, using (5.30) and (5.32), the terminal state constraints can be written as





















Note that according to Lemma 4 in the Appendix, ΣXX is positive semidefinite.
The state chance constraint (5.15c) can be formulated as follows. First, notice that
α>j EkX is a univariate random variable with mean α
>
x,iEkE[X] and variance α>x,iEkE[X̃X̃>]E>k αx,i.
It follows from the Chebyshev-Cantelli inequality (Lemma 5 in the Appendix) that
Pr
(














α>x,iEkE[X̃X̃>]E>k α>x,i ≤ βx,i,
is satisfied, which is, from (5.30) and (5.31), equivalent to a second order cone constraint
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in terms of V and K (5.19b).
Finally, we rewrite the input hard constraint (5.15d) as follows. Using (5.23), we first
rewrite (5.15d) to the following equivalent form
HFkU ≤ h. (5.37)
Then, using (5.28), this inequality is further converted to







 ≤ h. (5.39)




 ≤ σ. (5.40)
It follows from the discussion in [68] that the constraint (5.39) can be converted to
HFkV + Ω
>σ ≤ h, (5.41a)
HFkK[A D] = Ω>S, (5.41b)
Ω ≥ 0, (5.41c)
where Ω ∈ R2(N+1)nx×Nc is a design variable. In summary, we have converted Problem (9)
to Problem (10).
Note that the values of E[ζ0ϕ(ζ0)>], E[ϕ(ζ0)ϕ(ζ0)>], E[Wϕ(W )>], and E[ϕ(W )ϕ(W )>]
can be obtained using Monte Carlo or Lemma 3 in the Appendix.
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Remark 6. When designing uk in (5.16), the value of zk can be obtained from zk−1 and
ϕ(wk−1). The noise wk−1 is obtained from the system dynamics (5.1), i.e.,
wk−1 = xk − Ak−1xk−1 −Bk−1uk−1, (5.42)
and thus, ϕ(wk−1) can be computed before computing the value of uk at time step k.
5.3 Numerical Simulation
In this section we validate the proposed algorithm using a numerical example. We consider
the same path-planning problem for a vehicle under the double integrator time-invariant
dynamics in Section 3.4 in Chapter 3. The feasible state space is
0.2(x− 1) ≤ y ≤ −0.2(x− 1).
The mean and the covariance of the initial and target terminal distributions are set to
µ0 = [−10, 1, 0, 0], Σ0 = diag(0.05, 0.05, 0.01, 0.01),
µf = [0, 0, 0, 0], Σf = diag(0.025, 0.025, 0.005, 0.005).
The cost function weights are chosen as
Q = diag(0.5, 4.0, 0.05, 0.05), R = diag(20, 20).
The horizon is set to N = 20 and the probability threshold to px,i = 0.05 for i = 0, 1.
Finally, we restrict the maximum acceleration at Umax = 2.9 m/s2 along each axis, i.e.,
‖uk‖∞ ≤ Umax, (5.43)
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for k = 0, . . . , N − 1. We also set the saturation function (5.18) to be saturated when the
input exceeds the 3σ values. We employ YALMIP [111] to model the problem and the
MOSEK [112] solver for the relevant optimization problems.
We first show the results when the controller from Chapter 3 is used. Figure 5.1 il-
lustrates the results. The trajectories are depicted in Fig. 5.1(a), and they satisfy the state
chance constraints. However, the controller cannot deal with input hard constraints, and as
shown in Fig. 5.1(b), the acceleration value violates the constraint (5.43). The cost for this
scenario is 2,285.
Next, we show the results when the newly developed optimal covariance steering con-
troller in Theorem 2 is used. Figure 5.2 depicts the results. As shown in Fig. 5.2(a), state
chance constraints are satisfied, and, unlike the control profiles in Fig. 5.1(b), the control
profiles depicted in Fig. 5.2(a) satisfy the input hard constraint (5.43). The cost for this
constrained scenario is 2,301, which is, as expected, a bit larger than the cost for the un-
constrained case owing to the additional input constraint.
5.4 Summary
In this chapter, we have developed a novel optimal covariance steering controller that can
deal with state chance constraints and input hard constraints. Similarly to the approaches
in the previous chapters, we converted the original OCS problem to a convex programing
problem. The input hard constraints are formulated using saturation functions to limit
the effect of possibly unbounded disturbance. In our numerical simulations, the proposed
algorithm successfully found the optimal paths while satisfying the input constraints.
Future work includes the application of the algorithm to more complex systems such as
the Mars powered descent guidance and self-driving vehicle control problems. In addition,
extending the framework to time-varying environment is also an interesting research topic.
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(a) Trajectory.




















(b) Input accelerations from Monte Carlo simulation with randomly selected 100 sam-
ples. Red dashed lines indicate ±2.9m/s2
Figure 5.1: Results when input is constraint free.
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(a) Trajectory.




















(b) Input accelerations from Monte Carlo simulation with randomly selected 100 sam-
ples. Red dashed lines indicate the acceleration bounds ±2.9m/s2.
Figure 5.2: Results when input constraints are imposed.
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CHAPTER 6
STOCHASTIC MODEL PREDICTIVE CONTROL USING OPTIMAL
COVARIANCE STEERING
In this chapter, we develop the optimal covariance steering-based stochastic model pre-
dictive control (CS-SMPC) theory for stochastic linear time-invariant (LTI) systems with
additive Gaussian noise subject to probabilistic state and control constraints. In addition to
the conventional terminal cost and terminal mean constraints, we introduce terminal covari-
ance constraints in the stochastic model predictive control theory. The optimal covariance
steering theory efficiently computes the control commands that satisfy the terminal covari-
ance constraints.
In Section 6.1, we formulate the CS-SMPC problem followed by the introduction of
some mathematical preliminaries in Section 6.2. In Section 6.3 we introduce the proposed
CS-SMPC approach and prove stability and recursive feasibility of the closed-loop system.
The effectiveness of the proposed approach is demonstrated with a simple two-dimensional
dynamics and an self-driving vehicle control examples in Section 6.4. Finally, Section 6.5
provides a brief summary of the proposed CS-SMPC approach.
6.1 Problem Statement
In this section we formulate the general SMPC problem and introduce the necessary math-
ematical preliminaries along with the optimal covariance steering background theory used
in the proposed approach.
In this chapter, Ek[·] = E[·|xk] denotes the expectation conditioned on the measured




We consider the following discrete-time stochastic linear time-invariant (LTI) system with
additive noise,
xk+1 = Axk +Buk +Dwk, (6.1)
where k is the time-step index, x ∈ Rnx is the state, u ∈ Rnu is the control input, and
w ∈ Rnw is a zero-mean independently and identically distributed (i.i.d.) Gaussian noise.
In addition, A ∈ Rnx×nx , B ∈ Rnx×nu , and D ∈ Rnx×nw are system matrices. The noise
wk has the following properties,






= Inwδk1,k2 , (6.2)
where δk1,k2 is the Kronecker delta function. Note that the previous assumption is not
stringent because the covariance of the added disturbance is DD>, which we can be tuned







= 0, 0 ≤ k1 ≤ k2, (6.3)
which stems from causality considerations.
Furthermore, it is assumed that the state and control inputs are subject to the constraints
xk ∈ X , uk ∈ U , (6.4)
for all k ≥ 0, whereX ⊆ Rnx and U ⊆ Rnu are convex sets containing the origin. Through-
out this chapter, we assume that the sets X and U are convex polytopes, represented as the
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u : α>u,ju ≤ βu,j
}
, (6.6)
where αx,i ∈ Rnx and αu,j ∈ Rnu are constant vectors, and βx,i ∈ R and βu,j ∈ R are
constant scalars. In (6.5) and (6.6), Ns and Nc denote the number of state and control
constraints defining the polytopes, respectively. Notice that, since the system noise w is
possibly unbounded, the state may be unbounded as well. Thus, we formulate the state
constraints xk ∈ X probabilistically, as chance constraints
Pr(xk ∈ X ) ≥ 1− εx, (6.7)
where εx ≥ 0 is the maximum probability of constraint violation. In this chapter we restrict
the range of εx to the interval εx ∈ [0, 0.5). Using Boole’s inequality [109], (6.5) and (6.7)





≥ 1− px,i, (6.8)
for all i = 0, . . . , Ns − 1, where px,i are such that
Ns−1∑
i=0
px,i ≤ εx, (6.9)
where px,i ∈ [0, 0.5) for all i = 0, . . . , Ns− 1. Similarly, by replacing the second inclusion
in (6.4) with the chance constraint
Pr(uk ∈ U) ≥ 1− εu, (6.10)
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≥ 1− pu,j, (6.11)
Nc−1∑
j=0
pu,j ≤ εu, (6.12)
where pu,j ∈ [0, 0.5) for all j = 0, . . . , Nc−1. Finally, we assume perfect state information




Our objective is to design a control sequence {u0, u1, . . .} that minimizes the follow-
























≥ 1− pu,j, j = 0, . . . , Nc − 1, (6.14d)
where Q  0 and R  0.
Remark 7. It is worth noticing that, as discussed in [115, 68], SMPC with input hard
constraints is not possible if the disturbance is unbounded and the system is not Schur




The SMPC aims to solve the infinite-horizon optimal control problem (6.14) by solving, at
each time step k, the following finite horizon optimal control problem, instead.
min
uk|k,...,uk+N−1|k









+ Jf (xk+N |k), (6.15a)
subject to










≥ 1− pu,j, j = 0, . . . , Nc − 1, (6.15d)
where t = k, . . . , k +N − 1 and N is the horizon.
The notation xt|k denotes the state at time step t predicted at time step k ≥ 0 where
t ≥ k. The variables µk and Σk in (6.15b)) are the mean and the covariance of the state xk,
and assumed to be given at step k.
We denote the optimal solution to (6.15) as {u∗k|k, . . . , u∗k+N−1|k}. At time step k, we
apply u∗k|k to the system (6.1), i.e., uk = u
∗
k|k. Then, at time step k + 1, we solve the finite
horizon optimal control problem (6.15) again, with the new initial condition
xk+1|k+1 = xk+1 = Axk +Bu
∗
k|k +Dwk, (6.16)
which leads to a receding horizon control strategy that solves the original infinite horizon
optimal control problem (6.14). The function Jf (·) : Rnx 7→ R is a terminal cost that
needs to be designed properly to ensure stability [74]. In this chapter, we show that optimal
covariance steering theory helps us choose an appropriate expression for Jf (·) and solves
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Problem (6.15) efficiently and robustly.
6.2 Mathematical Preliminaries of Optimal Covariance Steering
In this section, we introduce the basic theory behind optimal covariance steering controller
design under state and control chance constraints, which will be applied to solve the SMPC
problem. In the discrete-time optimal covariance steering problem setup, we wish to steer
the state distribution of system (6.1) from an initial Gaussian distribution
x0 ∼ N (µ0,Σ0), (6.17)
to a prescribed Gaussian distribution at a given time step N , i.e.,
xN = xf ∼ N (µf ,Σf ). (6.18)
























≥ 1− pu,j, j = 0, . . . , Nc − 1, (6.19d)
xN = xf ∼ N (µf ,Σf ), (6.19e)
for k = 0, . . . , N − 1, where we assume that Σ0  0 and Σf  0. In addition, wk,
px,i, and pu,j are as in Chapter (6.2), (6.9), and (6.12) respectively.
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Henceforth, we make the following assumptions.
Assumption 1. The pair (A,B) in (6.1) is controllable.
Assumption 2. All control channels are corrupted by noise, that is, R(B) ⊆ R(D). This
assumption along with Assumption 1 ensures that the pair (A,D) is controllable.
Assumption 3. The horizonN ≥ nx. This assumption implies that theN -step reachability
matrix
[
AN−1D AN−2D . . . AD D
]
. (6.20)
is full row rank. Thus, along with Assumption 1, ensures that xf is reachable from x0
for any xf ∈ Rnx , provided that wk = 0 for k = 0, . . . N − 1 with no state and control
constraints. This assumption implies that, given any xf ∈ Rnx and x0 ∈ Rnx , there
exists a sequence of control inputs {u0, . . . , uN−1} that steers x0 to xf in the absence of
disturbances or any constraints.
In order to proceed, we need the following lemma.




















≥ 1− pu,j, (6.21d)







Q̄ = blkdiag(Q, . . . , Q, 0) ∈ R(N+1)nx×(N+1)nx ,




0nx,knx , Inx , 0nx,(N−k)nx
]
∈ Rnx×(N+1)nx , k = 0, . . . , N,
Fk =
[
0nu,knu , Inu , 0nu,(N−k−1)nu
]
∈ Rnu×Nnu , k = 0, . . . , N − 1,
and thus xk = EkX and uk = FkU .
Proof. The proof is straightforward from the discussion in Chapter 3. Note also that, be-
cause Q  0 and R  0, it follows that Q̄  0 and R̄  0.
The following theorem shows that Problem (6.21) can be relaxed to a convex program-
ming problem.
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along with the control law
uk = vk +Kkyk, (6.23)
where vk ∈ Rnu , Kk ∈ Rnu×nx , and yk ∈ Rnx from
yk+1 = Ayk +Dwk, (6.24a)
y0 = x0 − µ0, (6.24b)










+ (Aµ0 + BV )>Q̄(Aµ0 + BV ) + V >R̄V. (6.25a)
subject to
α>x,iEk(Aµ0 + BV )− βx,i + |S>(I + BK)>E>k αx,i|Φ−1(1− px,i) ≤ 0,
(6.25b)
α>u,jFkV − βu,j + |S>K>F>k αu,j|Φ−1(1− pu,j) ≤ 0, (6.25c)
µf = EN(Aµ0 + BV ), (6.25d)
Σf  EN(I + BK)Σy(I + BK)>E>N , (6.25e)
for i = 0, . . . , Ns − 1 and j = 0, . . . , Nc − 1, where
















and where Φ−1(·) is the inverse function of the cumulative distribution function of
the standard normal distribution.
Proof. All the steps to convert Problem (6.21) to Problem (6.25) have already been dis-
cussed in the previous chapters, except for the conversion from (6.21d) to (6.25c). Thus,
we only need to outline the step of converting (6.21d) to (6.25c).
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Using the control law (6.23), the control sequence vector U is represented as
U = V +KY, (6.26)
where Y =
[
y>0 · · · y>N
]>
∈ RNnx . It follows from (6.24) that
Y = Ay0 +DW, (6.27)
and thus, using the facts that E[y0] = 0, E[y0y>0 ] = Σ0, and E[y0W>] = 0, one obtains
E[Y ] = 0, E[Y Y >] = Σy. (6.28)
Therefore,
E[U ] = V, E[Ũ Ũ>] = KΣyK>, (6.29)
where Ũ = U − E[U ]. The inequality (6.21d) can be rewritten as
Pr
(
α>u,jFk(V +KY ) ≤ βu,j
)
≥ 1− pu,j. (6.30)




>F>k αu,j . Thus, inequality (6.30) becomes
Pr
(

















 βu,j − α>u,jFkV√
α>u,jFkKΣyK
>F>k αu,j
 ≥ 1− pu,j. (6.31)
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Using the inverse function of Φ(·), we obtain




−1(1− pu,j) ≤ 0, (6.32)
which can be readily converted to (6.25c).
As Problem (6.25) is convex, one can efficiently solve the problem using a convex
programming solver.
Since px,i ∈ [0, 0.5) and pu,j ∈ [0, 0.5), the constraints (6.25b) and (6.25c) are convex.
Since Problem (6.25) is convex, one can efficiently solve the problem using a convex pro-
gramming solver. Specifically, because the terminal covariance constraint (6.25e) can be
converted to a linear matrix inequality (LMI),
 Σf EN(I + BK)S
S>(I + BK)>E>N I
  0, (6.33)
a semidefinite programming (SDP) solver such as Mosek [112] is needed.
6.3 CS-SMPC Design
In the previous section, we introduced the optimal covariance steering controller under
state and control chance constraints. We are now ready to discuss the CS-SMPC algorithm,
followed by a proof of recursive feasibility and guaranteed stability.
6.3.1 CS-SMPC Formulation
In this section, we solve Problem (6.14) approximately by solving Problem (6.15) at each
time step in a receding horizon manner. Specifically, at time step k, we wish to solve the













+ Ek[xk+N |k]>PmeanEk[xk+N |k],
(6.34a)
subject to















∈ X µf , (6.34e)
Ek
[
(xk+N |k − E[xk+N |k])(xk+N |k − E[xk+N |k])>
]
 Σf , (6.34f)
where µk ∈ Rnx , Σk ∈ Rnx×nx , Pmean ∈ Rnx×nx , X µf ⊂ Rnx , and Σf ∈ Rnx×nx are
given.
Problem (6.34f) is illustrated in Fig. 6.1. At each time step, the predicted system state
and the predicted control have to satisfy the constraints. In addition, at the end of the
horizon, the state mean has to be in a subset X µf , denoted by a yellow polytope, and the
system covariance has to be smaller than Σf , denoted by the yellow ellipse in Fig. 6.1.
Problem (6.34) results from Problem (6.15) by setting
Jf (x) = E[x]>PmeanE[x], (6.35a)
along with the state terminal constraints (6.34e) and (6.34f). Adding terminal constraints is
a common methodology to ensure recursive feasibility and stability for MPC [74]. In this
section, we show that, by properly designing the terminal parameters of Problem (6.34),
i.e., X µf , Σf , and Pmean, we can achieve recursive feasibility and guaranteed stability.
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Figure 6.1: A schematic describing the proposed CS-SMPC approach.
We start from the following theorem that converts Problem (6.34) to a more convenient
form to solve.
Theorem 4. Given µk, X µf , Σf  0, and Pmean  0, and using the following control law
ut|k = vt|k +Kt|kyt|k, (6.36a)
where vt|k ∈ Rnu , Kt|k ∈ Rnu×nx , and yt ∈ Rnx from
yt+1|k = Ayt|k +Dwt, (6.36b)
yk|k = xk|k − µk|k, (6.36c)

















+ |S>(I + BK)>E>t−kαx,i|Φ−1(1− px,i)− βx,i ≤ 0,
(6.37b)





∈ X µf , (6.37d)
Σf  EN(I + BK)Σy(I + BK)>E>N , (6.37e)
for all i = 0, . . . , Ns − 1, j = 0, . . . , Nc − 1, and t = k, . . . , k +N − 1, where


































Proof. The proof follows directly from the discussion in Section 6.2.
As discussed in Section 6.2, Problem (6.37) can be efficiently solved using a SDP
solver. The remaining issue is whether Problem (6.37) is always feasible or not. To this
end, we need to properly design the initial and terminal conditions.
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Initial Condition Strategy
In this work, we assume that, at time step k = 0, Problem (6.37) is feasible subject to the
following initial condition
µ0 = x0, (6.38a)
Σ0 = 0. (6.38b)
Notice that, as we assume perfect state measurement, the value of x0 is available. Contrary
to the deterministic MPC case, here we are dealing with unbounded additive noise, the state
variable may be unbounded as well, and thus Problem (6.37) can become infeasible if we
always set
µk = xk, (6.39a)
Σk = 0. (6.39b)
In order to keep Problem (6.37) feasible for all time steps k ≥ 1, several approaches have
been proposed to deal with this problem [95, 68, 91]. In this work we follow a similar
initialization strategy to the one in [95], and set µk and Σk according to Algorithm 1. Notice
that the choice of line 4 in Algorithm 1 is the result when SMPC implicitly closes the loop,
while the choice in line 6 is does not use the most recent measurement and thus it can be
regarded as an open-loop control. It follows from this strategy that it is necessary for line 6
to be always feasible. To this end, we need to properly design the terminal constraints. In
[95], the authors defined Σf  0 as the steady-state solution of the following discrete-time
Lyapunov equation
Σf = (A+BKLQR)Σf (A+BKLQR)
> +DD>, (6.40)
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where KLQR is the infinite-horizon LQR gain. Because KLQR is determined from the Q
and R matrices in (6.34a), this approach results in Σf being an implicit function of Q and
R and not of the terminal penalty. Thus, it is difficult to tune the matrix Σf except by trial
and error. The approach we propose in this work utilizes the results from the covariance
assignment theory to allow Σf to be chosen independent from theQ andR matrices as long
as Σf is assignable.
Algorithm 1: Initial Condition Update Strategy
1 if k = 0 then
2 Set µ0 = x0 and Σ0 = 0 and solve (6.37) ;
3 else
4 Set µk = xk,Σk = 0 and try to solve (6.37) ;
5 if Infeasible then
6 Set µk = µ∗k|k−1,Σk = Σ
∗
k|k−1 and solve (6.37) ;
7 uk ← u∗k|k;
Covariance Assignment Theory
Before introducing how we choose X µf , Σf , and Pmean, we introduce the following results
from the covariance assignment theory [25, 26].
Definition 5 (Assignable Covariance). The state covariance Σ  0 is assignable to the
closed-loop system
xk+1 = (A+BK̃)xk +Dwk, (6.41)
if Σ satisfies
Σ = (A+BK̃)Σ(A+BK̃)> +DD>, (6.42)
where K̃ is a state-feedback gain.
SinceR(B) ⊆ R(D) and (A,D) is controllable, it follows that the pair (A+BK̃,D) is
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controllable as well. Since the pair (A,B) is controllable, if K̃ is stabilizing, the matrix Σ
in (6.42) is positive definite. Conversely, if Σ  0 is pre-specified, from Lyapunov stability
theory, any K̃ that satisfies (6.42) is stabilizing. Such Σ and K̃ can be computed as follows.
Proposition 3 ([25]). The set of assignable state covariances Σ can be parameterized by
the following set of linear matrix inequalities (LMIs)
(I −BB+)(Σ− AΣA> −DD>)(I −BB+) = 0, (6.43a)
Σ  0, (6.43b)
Σ  DD>, (6.43c)
where B+ denotes the Moore-Penrose pseudoinverse of B.
Proposition 4 ([25]). If Σ  0 is an assignable covariance matrix, then all state-feedback





G>2 S−1Σ − A
+ (Inu −B+B)Z, (6.44)
where T is an arbitrary orthogonal matrix, SΣS>Σ = Σ, Z ∈ Rnu×nx is an arbitrary matrix,
and G1 and G2 are defined from the singular-value decompositions
(I −BB+)(Σ−DD>)1/2 = LΛG>1 , (6.45a)
(I −BB+)ASΣ = LΛG>2 , (6.45b)
where L, G1, and G2 are orthogonal matrices, and Λ = diag(σ1, . . . , σr, 0, . . . , 0) with
σ1 ≥ σ2 ≥ . . . ≥ σr > 0.
Remark 8. It is worth noticing from [25] that, if A is nonsingular and B is full column
rank, then the rank r in (6.45) is computed from r = nx−nu. In addition, Inu−B+B = 0,
and thus the second term in (6.44) vanishes.
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We are now ready to prove the recursive feasibility and guaranteed stability of the
closed-loop system with the proposed CS-SMPC algorithm in (6.37). Let us denote the
optimal cost of Problem (6.37) at time step k by J∗N(xk|k) and the associated optimal con-
trol sequence by
{u∗k|k, . . . , u∗k+N−1|k} = {v∗k|k +K∗k|kyk|k, . . . , v∗k+N−1|k +K∗k+N−1|kyk+N−1|k}, (6.46)
which generates the corresponding optimal state sequence {x∗k|k, x∗k+1|k . . . , x∗k+N |k}. Since
we are dealing with systems having additive uncertainty, it is difficult to design a control
law that ensures the mean square stability of the state [87]. Instead, and similarly to [88],
we will show that the average of the stage cost value is bounded from above.
Theorem 5. Suppose that Σf satisfies (6.43), µf satisfies µf ∈ X µf , where the set X
µ
f ⊂
Rnx is a positively invariant set [104] such that, for any µ ∈ X µf ,
(A+BK̃)µ ∈ X µf , (6.47a)
α>x,iµ+ |S>αx,i|Φ−1(1− px,i)− βx,i ≤ 0, i = 0, . . . , Ns − 1 (6.47b)
α>u,jK̃µ+ |S>K̃>αu,j|Φ−1 (1− pu,j)− βu,j ≤ 0, j = 0, . . . , Nc − 1, (6.47c)
where K̃ is derived from (6.44), and Pmean is the solution of the following discrete-time
Lyapunov equation
(A+BK̃)>Pmean(A+BK̃)− Pmean +Q+ K̃>RK̃ = 0. (6.48)
Then, the solution of Problem (6.37) ensures recursive feasibility and stability. Namely, the
following two properties hold:
a) If Problem (6.37) is feasible at time step k, i.e., the control sequence (6.46) sat-
isfies (6.37b), (6.37c), (6.37d), and (6.37e), then Problem (6.37) is feasible for all
k + n, where n ≥ 1.
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where `max > 0.
Proof. In order to simplify notation, henceforth we will rewrite the cost function JN in (6.34a)
as
JN(xk|k;uk|k, . . . , uk+N−1|k) =
k+N−1∑
t=k
`(xt|k, ut|k) + Jf (xk+N |k), (6.50)
where





and Jf (·) is as in (6.35a).
In order to prove recursive feasibility, it is sufficient to show that, given that Prob-
lem (6.37) is feasible at time step k, it is feasible at time step k + 1. To this end, we con-
sider Problem (6.37), or equivalently Problem (6.34), with the following control sequence
of length N
u = {v∗k+1|k +K∗k+1|kyk+1|k, . . . , v∗k+N−1|k +K∗k+N−1|kyk+N−1|k, K̃x∗k+N |k}, (6.52)
where the first N − 1 elements are derived from the optimal control sequence at time step
k in (6.46), and the last step is a covariance assignment control with gain as in (6.44). This
control sequence steers the state trajectory from x∗k+1|k to
x = {x∗k+1|k, . . . , x∗k+N |k, (A+BK̃)x∗k+N |k +Dwk+N}. (6.53)
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Note that the control sequence (6.52) can be separated to the mean control sequence
{v∗k+1|k, . . . , v∗k+N−1|k, K̃µ∗k+N |k}, (6.54)
and the covariance steering sequence
{K∗k+1|kyk+1|k, . . . , K∗k+N−1|kyk+N−1|k, K̃(x∗k+N |k − µ∗k+N |k)}. (6.55)
Since the state sequence (6.53) follows the same path as the solution at time step k, we only
need to check the satisfaction of the constraints (6.34c) (6.34d) (6.34e), and (6.34f) at the
end of the horizon.
We first show that the state mean at the end of the horizon satisfies the terminal mean
constraint (6.34e). The first N − 1 mean control subsequence in (6.54) steers µ∗k+1|k to
µ∗k+N |k. Because of the fact that µ
∗
k+N |k ∈ X
µ




k+N |k ∈ X
µ
f . (6.56)
Thus, the constraint (6.34e) is satisfied at the end of the horizon.
Next, we show that the terminal covariance constraint (6.34f) is satisfied at the end of
the horizon. Note that the firstN−1 covariance control subsequence in (6.55) steers Σ∗k+1|k





In addition, since Σf is designed to be assignable, it follows from (6.42) that
Σf = (A+BK̃)Σf (A+BK̃)
> +DD>. (6.58)
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It then follows from (6.57), (6.58), and the fact that Σ∗k+N |k  Σf , that
Σk+N+1|k  Σf , (6.59)
which indicates the satisfaction of the condition (6.34f) at the end of the horizon.
The remaining constraints needed to be satisfied are (6.34c) and (6.34d). Note that,
because of (6.56),
α>x,iµk+N+1|k + |S>αx,i|Φ−1(1− px,i)− βx,i ≤ 0, i = 0, . . . , Ns − 1, (6.60)
holds. In addition, because εx ∈ [0, 0.5), it follows that px,i ≤ 0.5, and thus, Φ−1(1−px,i) ≥




−1(1− px,i)− βx,i ≤ 0, i = 0, . . . , Ns − 1, (6.61)
which means that (6.34c) is satisfied at the end of the horizon. Following a similar discus-




>αu,j|Φ−1 (1− pu,j)− βu,j ≤ 0, j = 0, . . . , Nc − 1.
(6.62)
Thus, we have shown that, given that Problem (6.37) is feasible at time step k, the con-
trol sequence in (6.54) leads to the satisfaction of all the constraints in Problem (6.37)
and (6.34). The remaining issue is to show that the proposed control policy uk+N |k =
vk+N |k +Kk+N |kyk+N |k reproduces the same control input as uk+N |k = K̃x∗k+N |k. This can
be achieved by letting
K̃µ∗k+N |k = vk+N |k +Kk+N |kA
Nyk|k, (6.63a)
K̃(x∗k+N |k − µ∗k+N |k) = Kk+N |k(yk+N |k − ANyk|k), (6.63b)
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where
yk+N |k = A
Nyk|k +
[






If yk+N |k 6= ANyk|k, by letting
Kk+N |k = K̃(x
∗
k+N |k − µ∗k+N |k)
1
|yk+N |k − ANyk|k|2
(yk+N |k − ANyk|k)>, (6.65a)
vk+N |k = K̃µ
∗
k+N |k −Kk+N |kANyk|k. (6.65b)
yields the desired result. If, on the other hand, yk+N |k = ANyk|k, it follows from (6.64) that
yk+N |k − ANyk|k =
[





 = 0, (6.66)
and hence,
x∗k+N |k = A
Nxk|k +
[





















Thus x∗k+N |k can be computed deterministically from the control inputs. In this case,
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we can thus choose
vk+N |k = K̃x
∗
k+N |k, (6.68a)
Kk+N |k = 0. (6.68b)
So far, we have shown the recursive feasibility of the closed-loop system with CS-






N(xk|k)− `(xk|k, u∗k|k) + `(x∗k+N |k, K̃x∗k+N |k)
− Jf (x∗k+N |k) + Jf ((A+BK̃)x∗k+N |k +Dwk+N). (6.69)
We first show that
J∗N(x
∗





It follows from (6.35a) that
Jf (x
∗















Furthermore, it follows from (6.51) that
`(x∗k+N |k, K̃x
∗
k+N |k) = µ
∗>
k+N |k(Q+ K̃






Thus, using the conditions (6.48) and (6.42), it follows from (6.69) that
JN(x
∗
k+1|k,u)− J∗N(xk|k) + `(xk|k, u∗k|k)
= `(x∗t+N |t, K̃x
∗
k+N |k)− Jf (x∗t+N |t) + Jf ((A+BK̃)x∗t+N |t +Dwt+N),
= µ∗>t+N |t
(
































inequality (6.70) holds. It then follows from (6.70) that
`(xk|k, u
∗









































Since J∗N(·) has a finite lower bound, the right-hand-side of this inequality is bounded from
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which leads to (6.49).
Remark 9. As (6.44) indicates, the gain matrix K̃ that satisfies (6.42) is not unique. Thus,








which can be derived by setting T = I and Z = 0.
Remark 10. We choose X µf to be the maximal positively invariant set for the mean system
dynamics
µk+1 = Aµk +Bvk, (6.74)








>αu,j|Φ−1 (1− pu,j)− βu,j ≤ 0, j = 0, . . . , Nc − 1. (6.75b)
Such a set can be computed efficiently from the results in [104].
Remark 11. Because the eigenvalues ofA+BK̃ lie inside the unit ball andQ+K̃RK̃  0,
it follows from (6.48) that Pmean  0, and thus, the cost function (6.34a) is convex.
Remark 12. In fact, the matrix Σf that satisfies (6.40) is an assignable covariance with a
corresponding state-feedback gain KLQR.
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6.4 Numerical Simulation
In this section we validate the proposed algorithm using two numerical examples. In the
first example, we clarify the benefit of CS-SMPC using a problem with simple dynam-
ics. In the second example, we demonstrate that CS-SMPC can be applied to control an
autonomous vehicle. We use YALMIP [111] along with the MPT3 toolbox [116] to com-
pute the maximal invariant sets and with MOSEK [112] to solve the relevant optimization
problems.
6.4.1 Illustrative Example with 2D Dynamics
In this section, we demonstrate the benefit of CS-SMPC using a numerical example similar




 , B =
 0.1 0
0.05 0.01








. Notice that the eigenvalues of the
A matrix lie outside the unit disk (λ1,2 = 1.0 ± i 0.098). Figure 6.2 shows 100 sample
trajectories of the uncontrolled system. The trajectories follow increasingly large spiral
paths.







≥ 1− 10−3, (6.77)
for all k = 0, 1, . . .. We wish to minimize the cost function in (6.14) with the following
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while satisfying the constraints. Figure 6.3 shows the results of 100 sample trajectories us-
ing a controller with the infinite-horizon LQR gain corresponding to (6.78). As LQR con-
trollers do not take into account any constraints, the majority of the trajectories in Fig. 6.3
violate the state constraint (6.77).
We first apply the MPC approach proposed in [95] with some modifications. The nec-
essary modifications along with the difference between our approach and [95] are summa-
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Figure 6.3: System state trajectories controlled by an LQR controller
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rized as follows. The terminal cost in [95] is
min
uk|k,uk+1|k,...,uk+N−1|k
JN(xk;uk|k, uk+1|k, . . . , uk+N−1|k) =
Ek
[








where QN is the solution of the following discrete-time algebraic Riccati equation
A>QNA−QN − A>QNB(B>QNB +R)−1B>QNA+Q = 0. (6.80)
In [95], the covariance at the horizon is bounded from above by the solution of the discrete-
time Lyapunov equation (6.40). The terminal mean set in [95] X̄ µf is the positive invariant
set such that
(A+BKLQR)µ ∈ X̄ µf , ∀ µ ∈ X̄
µ
f . (6.81)
The control policy in [95] involves a feedback of the state deviation from the mean, which
leads to the following covariance dynamics
Σt+1|k = (A+BKt|k)Σt|k(A+BKt|k)
> +DD>, (6.82)
which is non-convex due to the coupling between Kt|k and Σt|k. The authors of [95] men-
tioned in [117] that they used the following convex relaxation technique proposed in [94]
with the mild assumption that Σt|k  0 for all t > k,
Σt+1|k  (A+BΘt|k)Σ−1t|k (A+BΘt|k)
> +DD>, (6.83)
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  0, (6.84)
where Θt|k = Kt|kΣt|k is a new design variable. However, in this example, we observed
that this relaxation led to imprecise computation of the covariance, implying a difficulty
in properly assessing the state chance constraint (6.77). Instead, we use the disturbance
feedback approach used in [93, 68], where the control input is an affine function of the past
disturbance sequence




which is known to lead to a convex formulation of the covariance dynamics [97].
We assume that the problem is feasible with initial condition µ0 = x0,Σ0 = 0. In
order to maintain feasibility we use the approach in Algorithm 1 for k ≥ 1. Figure 6.4(a)
illustrates 100 sample trajectories of the system controlled by (6.85) with horizon N = 10.
The trajectories successfully avoid the constraint and converge to the origin.
The proposed CS-SMPC algorithm with the same horizon length is also applied to the
system. Figure 6.4(b) shows 100 sample trajectories. We used the same terminal target
covariance as the one in (6.40). Similarly to the trajectories in Fig. 6.4(a), the trajectories
successfully satisfy the constraint and converge to the origin. The main difference between
the two methods is the computational cost. As shown in Fig. 6.5, the CS-SMPC algorithm
exhibits faster computational speed. This superior performance is due to the difference in
the control approach formulation. The CS-SMPC algorithm uses the current value of the y
variable, and thus, the K matrix in (6.37) is block diagonal, while the disturbance feedback
controller (6.85) uses the past disturbance sequence, implying that a lower block triangular
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matrix is needed (see [93, 97]), which leads to more computations.
6.4.2 Self-Driving Vehicle Control
The previous simple numerical example illustrated the computational benefits of the CS-
SMPC approach stemming from the convexity of the problem formulation and the block
diagonal structure of the feedback gain matrix. In this section, we validate the efficacy
of the proposed CS-SMPC algorithm with a more realistic example of a vehicle driving
around a road circuit.
The key benefit of using CS-SMPC for this example is illustrated in Fig. 6.6. A de-
terministic MPC approach, as shown in Fig. 6.6(a), neglects the effect of stochastic distur-
bances, and thus, a safety margin to the constraint boundaries is needed. It thus requires
trial-and-error to find reasonable values to achieve good performance while not violating
the constraints. Figure 6.6(b) shows an example of a planned trajectory using a stochastic
MPC controller with open-loop vehicle dynamics. Since the effect of noise increases with
time, it is difficult to have a long time horizon. Stochastic tube-MPC uses closed-loop ve-
hicle dynamics as shown in Fig. 6.6(c). As the stabilizing gain of a stochastic tube-MPC
is generally constant, the resulting state covariance converges to a constant value. In addi-
tion, a priori calculation of appropriate values of the feedback gains is not straightforward
and requires trial and error. Fig. 6.6(d) illustrates the benefit of the proposed CS-SMPC
approach. By directly controlling the covariance of the system state, the mean trajectory is
steered to the inner edge of the road, which leads to a better performance for a race car that
is trying to minimize lap time.
We use the linearized bicycle model assuming constant longitudinal vehicle speed [118]
shown in Fig. 6.7. The continuous dynamics is described as follows.
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(a) Trajectories from the controller in [95] with some modifications.












(b) Trajectories from the CS-SMPC approach.











Figure 6.5: Mean and standard deviation of the computation time of each method. The
time is normalized by the computation time of the disturbance feedback method.
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(a) Deterministic MPC. (b) Stochastic MPC with open-loop vehicle dynamics.
(c) Stochastic MPC with closed-loop constant gain ve-
hicle dynamics.
(d) Stochastic MPC with closed-loop time-varying
gain vehicle dynamics.
Figure 6.6: Comparison of MPC approaches for vehicle control example. Each figure
shows a planned trajectory for a race car using different MPC approaches. The bold lines
indicate the mean trajectories, and the shaded areas represent 1-ε confidence regions. By
directly controlling the covariance, it is possible to design more aggressive controllers that
operate closer to the constraints.
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CoM
Figure 6.7: Bicycle model. (xI , yI) is the inertial frame, and (xB, yB) is the body frame.
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ėψ(t) = r(t)− Vxρ(t), (6.86c)
ėy(t) = Vxβ(t) + Vxeψ(t). (6.86d)
The state variables in (6.86) are the side-slip angle β, the vehicle yaw rate r, the heading
angle error eψ, and the lateral deviation error ey. The inputs to the system are the front
wheel angle δ and the curvature of the road centerline ρ, which is a function of the distance
along the road centerline s. In this model, since we assume constant longitudinal velocity, it
follows that s(t) = Vxt, and thus, ρ can be regarded as a function of time only. The system
parameters are listed in Table 6.1 along with the numerical values used in this example.
Note also that the vehicle direction angle ψ can be computed from
ψ̇(t) = r(t). (6.87)
The vehicle dynamics (6.86) can be represented as an LTI system.
ẋ(t) = Acx(t) +Bcu(t) + Ccρ(t), (6.88)
where x =
[
β r eψ ey
]>
∈ R4 and u = δ ∈ R. Using zero-order hold with ∆t =
0.5 sec, we represent the discretized LTI dynamics as
xk+1 = Axk +Buk + Cρk. (6.89)
Setting (6.89) as the nominal dynamics, our interest is to control the following stochastic
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dynamics
xk+1 = Axk +Buk + Cρk +Dwk, (6.90)
where D = diag(0.01, 0.01, 0.01, 0.01) using the CS-MPC framework. The noise term
represents modeling errors and the disturbance from the ground. The geometry of the road
circuit is depicted in Fig. 6.8. The vehicle starts from the origin and drives around the track
counter-clockwise. The state constraint is to keep the vehicle on the road and the system















for all k ≥ 0. Notice that, although the road circuit in Fig. 6.8 is non-convex in the
global coordinate frame, the state constraint (6.91) is convex. We set βmax = 0.1 rad,
βmin = −0.1 rad, rmin = −1.5 rad/s, rmax = 1.5 rad/s, eψ,min = −0.5 rad, eψ,max = 0.5 rad,
ey,min = −2 m, and ey,max = 2 m. In addition, the steering wheel angle is restricted to
δmin ≤ uk ≤ δmax, (6.92)
for all k ≥ 0. In this work we set δmin = −0.25 rad and δmax = 0.25 rad. We set
px,i = 1.0 × 10−3 and pu,j = 1.0 × 10−3 for all i and j in this example. The length of the
horizon is set to N = 8, which corresponds to 4 sec. The cost matrices are set as
Q = diag(10−2, 0, 10−2, 10−8), R = 1. (6.93)
We chose these values to have the vehicle minimize the control energy while fully utilizing
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Table 6.1: Vehicle parameters and values. (CoM: the center of mass of the vehicle).
Notation Meaning Used numerical value
m Vehicle mass 1,653 kg
Iz Vehicle yaw inertia 2,765 kgm2
Vx Longitudinal velocity 15 m/s
`F Distance from CoM to the front axle 1.402 m
`R Distance from CoM to the rear axle 1.646 m
Cf Front tire cornering stiffness 42 kN/rad
Cr Rear tire cornering stiffness 81 kN/rad
the width of the road.
Note that, unlike the previous example in Section 6.4.1, the approach in [95] does not
work for this scenario, because the terminal covariance in (6.40) becomes
Σf =

0.0001 −0.0000 0.0000 0.0002
−0.0000 0.0001 −0.0001 −0.0072
0.0000 −0.0001 0.0005 −0.0003
0.0002 −0.0072 −0.0003 26.9796

, (6.94)
and the variance of ey is too large and X µf becomes null due to the constraint (6.91)). Since
Σf in (6.40) is an implicit function of the Q and R matrices, the only way to satisfy the
constraint is by changing the Q and/or R weight matrices in the cost. Specifically, for this
problem, one has to choose a larger value in the (4,4) component of the Q matrix, which
eventually makes the vehicle stay on the centerline of the road. This will require trial-and-
error, till a suitable value for Q44 is found. The CS-SMPC approach, on the other hand,
allows us to directly shape Σf so that the state satisfies the probabilistic constraints at the
end of the horizon. This also results in the mean state of the vehicle operating closer to the
road boundaries, thus making full advantage of the available operational region.
We also compared against a deterministic MPC controller. Specifically, if we ignore
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Figure 6.8: Geometry of the road circuit.






k Ruk) + x
>
NQpxN , (6.95)
where Qp is the solution of the following discrete-time algebraic Riccati equation
A>QpA− A>QpB(B>QpB +R)−1B>QpA+Q = Qp. (6.96)
In addition, the terminal state xN is constrained to be in the maximal control invariant set.
The initial condition of the state is set to zero. The resulting trajectory without noise is
depicted in Fig. 6.9. However, if noise is added to the system, this controller cannot satisfy
the constraints as the vehicle gets too close to the inner edge of the road since the controller
does not consider the additive noise. This case demonstrates the benefits of the stochastic
control formulation.
Next, we present the result with the proposed CS-SMPC approach. In order to deter-
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Figure 6.9: Result of Deterministic MPC without noise.
mine the terminal covariance, we first solve the following problem to obtain an assignable
covariance.
min ‖Σf − Σdf‖F , (6.97a)
subject to (6.43), (6.97b)
where Σdf is a desired terminal covariance computed as the terminal covariance when the
system is controlled by an LQR controller. Specifically, the covariance dynamics is
Σt+1|k = (A+BKLQR)Σt|k(A+BKLQR)
> +DD>, (6.98)
Σk|k = 0, (6.99)
and we set Σk+N |k = Σdf . In this example, the values of Σ
d
f and Σf were computed as
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0.0001 −0.0000 0.0000 0.0001
−0.0000 0.0001 −0.0001 −0.0026
0.0000 −0.0001 0.0004 0.0087





0.0001 −0.0000 0.0000 0.0001
−0.0000 0.0002 −0.0001 −0.0023
0.0000 −0.0001 0.0002 −0.0002
0.0001 −0.0023 −0.0002 0.3640

.
Using this value of Σf , we compute K̃ based on (6.73) and Pmean based on (6.48). Fig-
ure 6.10 shows 100 sample trajectories controlled by the CS-SMPC algorithm. The vehicle
successfully satisfies the constraints and stays on the road.
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6.5 Discussion and Summary
In this chapter, we introduced a novel stochastic model predictive control scheme for con-
strained linear systems with additive Gaussian noise. The proposed approach makes use of
the recently developed finite horizon optimal covariance steering theory, which converts the
original stochastic optimal control problem at each iteration of the MPC algorithm to a de-
terministic convex programming problem. In addition to the conventional terminal cost and
terminal mean constraints, we introduced terminal covariance constraints in the stochastic
model predictive control theory and showed that the CS-SMPC approach ensures recursive
feasibility and guaranteed stability even when the system has unbounded additive Gaussian
noise. In addition, in the numerical simulations, we showed that the approach of covari-
ance steering to compute future state covariance is more precise and computationally more
efficient than the previously proposed approaches in the literature.
Future work include the investigation of CS-SMPC with measurement noise. In addi-




In this chapter, we provide a brief summary of the contribution of this thesis in Section 7.1.
Furthermore, future work and open problems are introduced in Section 7.2.
7.1 Contributions
In this thesis, we have presented a novel stochastic optimal control algorithm, the optimal
covariance steering (OCS) theory. Unlike conventional optimal control approaches that
controls a single state, the proposed OCS theory computes the control commands simul-
taneously for the state mean and the state covariance. Because we focus on the control of
linear systems with additive Gaussian noise, the state variable remains Gaussian distributed.
Thus, since a Gaussian distribution can be fully described by the first two moments, the pro-
posed OCS theory allows us to control the whole state distribution and quantify the effect
of uncertainty without conducting computationally demanding Monte-Carlo simulations.
In the following, we provide the list of specific contributions of this dissertation.
1. Incorporation of State Constraints to Optimal Covariance Steering Theory
(a) First work that solves covariance steering problem with state chance constraints.
i. Utilization of convex optimization theory.
ii. Problem reformulation as a semidefinite programming problem.
(b) Proof of the coupling between the state mean and covariance trajectories when
state constraints exist.
i. Demonstration of the reason simultaneously optimizing the mean and co-
variance trajectories are preferable.
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ii. Analytical treatment of the state chance constraints with polytopic feasible
state space and additive Gaussian noise assumptions.
(c) Proposition of an efficient control policy.
i. Relaxation of the nonconvex terminal covariance constraint.
ii. Proposition of a novel affine parameterization approach for stochastic op-
timal control.
2. Application of the Optimal Covariance Steering Theory to Path Planning Problems
(a) Nontrivial extension of the optimal covariance steering theory to incorporate
non-convex state constraints.
i. Problem formulation as a mixed-integer convex programming problem.
ii. Introduction of an efficient approach that represents the non-convex feasi-
ble state space as a union of over-lapping convex state sub-spaces.
(b) Application to path planning with closed-loop prediction.
i. Simultaneous optimization of feedforward and feedback control actions.
ii. Analytical computation of feasible nominal paths without using sampling-
based approaches.
iii. Extension to multi-vehicle path planning under uncertainty.
3. Introduction of Input Hard Constraints to Optimal Covariance Steering
(a) Utilized element-wise saturation functions to limit the effect of unbounded dis-
turbance to the control command.
i. Minor modification to the original formulation with additional linear equal-
ity and inequality constraints.
ii. Introduction of the Chebyshev-Cantelli inequality to deal with chance con-
straints with non-Gaussian state distributions.
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(b) Demonstration of the approach with a more realistic scenario such as the control
of aircraft that has minimum and maximum thrust.
i. Probabilistic state chance constraints.
ii. Deterministic input hard constraints.
4. Application to Stochastic Model Predictive Control Theory
(a) First work to apply the optimal covariance steering theory to stochastic model
predictive control for linear systems with additive unbounded Gaussian noise.
i. Incorporation of terminal covariance constraints in addition to conventional
terminal cost and terminal mean constraints.
ii. Efficient computation of control commands that satisfy the constraints by
utilizing the OCS theory.
iii. A new method that can be categorized as an affine parameterization ap-
proach.
(b) Proof of the following properties of the proposed CS-SMPC algorithm.
i. Recursive feasibility.
ii. Guaranteed stability.
(c) Application to an autonomous driving problem.
i. Design of terminal maximal covariance based on covariance assignment
theory.
ii. Demonstration of the efficiency of the algorithm.
7.2 Future Work and Open Problems
The idea of steering the covariance encompasses new research directions. Specifically, as
future research directions, we can propose the following:
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7.2.1 Optimal Risk Allocation for Optimal Covariance Steering
In this thesis, we converted state chance constraints to second-order cone constraints. This
conversion was possible with the assumption that the probabilistic threshold values were
pre-specified constant. In some scenarios, however, this setting may be restrictive, and
one may want to use joint state chance constraint setting and formulate the probabilistic
thresholds to be design variables, the value of which are optimally assigned. There are a
number of algorithms proposed to optimally allocate risk for chance-constrained optimal
control problem [119, 102, 120, 121, 68]. Notice that this problem formulation makes
the state chance constraint a non-convex multiplicative constraint, and thus, many local
optima exist. It will be interesting to investigate a fast algorithm to find a local minimum
or a method to find the global minimum for the joint state chance constrained optimal
covariance steering.
7.2.2 Variable Horizon Optimal Covariance Steering
The optimal covariance steering theories we have developed so far have assumed that the
terminal time step N is given a priori. There are some situations that involve the difficulty
of pre-determining the terminal time step. The approach in [122] introduced a binary design
variable in the objective function and penalized the length of the horizon for the problem of
control energy minimization. A similar approach can be applied to the optimal covariance
steering problem as follows. We deal with the following cost function















With a sufficiently large constant M ∈ R, we deal with the state mean dynamics as








for all k = 0, . . . , N − 1. These conditions imply that the state mean has to follow the dy-
namics when k ≤ N∗, where N∗ is the optimal step size, but when k > N∗, the state mean
does not have to follow the dynamics. The terminal mean constraint can be represented as
µk ≤ µf + (1− bk)M,
µk ≥ µf − (1− bk)M,
which is equivalent to
µk =

µf , if k = N∗,
free, otherwise.
Similarly, the terminal covariance constraint can be formulated as
(1− bk)M + 1− ‖S(I + BK)>E>k Σ
−1/2
f ‖ ≥ 0.
While the approach above can solve some problems, we found that this approach is
computationally demanding. A more computationally efficient approach is preferable.
7.2.3 Optimal Covariance Steering with Measurement Noise
A natural extension of the optimal covariance steering theory is to incorporate measurement
noise. A covariance controller for such system has been proposed in [107], which requires
all the state information from the initial time step. By modifying the proposed OCS theory
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in this thesis, which requires only the current value of the filtered noise, we will be able to
design a computationally more efficient controller. In addition, stochastic model predictive
control with measurement noise is also a major research topic [80, 81], and the OCS theory
with measurement noise is also expected to contribute to this research community.
7.2.4 Path Planning under Uncertainty using Optimal Covariance Steering
The path planning algorithm we discussed in Chapter 4 has some room for improvement.
One interesting extension is to combine the algorithm with a sampling based method. For
example, the work in [48, 49] proposed the chance-constrained RRT and RRT∗ algorithms.
These approaches consider only the open-loop trajectories of the state and future corrective
action to the nominal path was not considered. Thus combing the RRT algorithm with
the optimal covariance steering method is expected to generate less conservative nominal
trajectories.
7.2.5 Swarm Control using Optimal Covariance Steering
The problem of moving a swarm of robots from a initial spatial configuration to a target
configuration in finite time can be formulated as a density control problem [12, 13, 14].
In fact, such multi-robot control approaches have been implemented [123, 124] and the
effectiveness has been demonstrated [125]. It will be interesting to apply the OCS theory
to compute density functions that optimally controls a swarm of robots and experimentally
validate the performance.
7.2.6 Optimal Covariance Steering Theory for Linear Systems with Multiplicative Noise
An interesting research topic is the optimal covariance steering theory for linear systems
with multiplicative noise. Such systems are of interest for financial applications, e.g., stock
price dynamics can be represented as a linear system with multiplicative noise [126, 127].
While stochastic model predictive control of such systems has been attempted by a number
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of researchers, e.g., [94, 128], to the author’s knowledge, covariance steering theory has not
been developed for linear systems with multiplicative noise. The system can be described
as the following.







where {wk,i} ∈ R (i = 1, . . . , q) are independent and identically distributed (i.i.d.) Gaus-
sian noise with zero-mean unit variance, i.e.,
E [wk,j] = 0, E [wk1,i1wk2,i2 ] =

1, if k1 = k2 & i1 = i2,
0, otherwise.
Notice that the system dynamics can be also described as
xk+1 = Ãkxk + B̃kuk,








It will be interesting to import some results from the stochastic model predictive control
research and solve the optimal covariance steering problem for systems with multiplicative
noise.
7.2.7 Optimal Covariance Steering-based ADAS or Human Robot Interaction
Last, but not least, the application of the CS-SMPC algorithm to advanced driver assist
systems (ADAS) and investigate human robot interaction will be an interesting research
topic. Similar to the work in [129, 130], a haptic-shared ADAS can be a good application
for the CS-SMPC as it can efficiently compute the future closed-loop motion of the system.
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Specifically, we can consider the following system.
xk+1 = Akxk +Bkuk +Dkwk + gk,
where gk is the nominal prediction of the human control to the system, which can be pre-
dicted based on some algorithms [131], and we can regard the term Dkwk as the error be-
tween the actual and the predicted human control actions. As the new algorithm considers
the uncertainty in the system, this formulation allows the ADAS to compute the most ap-
propriate commands by taking into account human corrective actions, where human drivers
are expected to be more robustly and properly assisted than when deterministic systems are
employed. Furthermore, the following are possible applications.
7.2.8 Corrective Steering while Obstacle Avoidance
The work in [132] computed supportive actions while avoiding obstacles using a stochastic-
tube MPC algorithm. While the authors of [132] claimed that the approach computed the
smallest corrective steering action needed to satisfy the safety constraints, this approach
assumed that the feedback gain is a constant, which leads to conservativeness and the al-
gorithm may execute some unnecessary corrective actions. The CS-SMPC approach is
able to compute time-varying feedback gains efficiently and is expected to produce less
conservative results.
7.2.9 ADAS for Aggressive Driving
Vehicle power-sliding is one of the maneuvers that only skilled drivers can deal with,
and there are a number of works on autonomously conduct such aggressive maneuvers,
e.g., [133]. An interesting topic is the development of an ADAS that supports the driver
only when necessary, and the capability of efficiently computing the closed-loop future ve-
hicle motion by the CS-SMPC will play a key role. Applying this approach to aggressive
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driving will enhance the safety of the road by assisting the driver in emergency situations
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APPENDIX B
SUPPLEMENTARY MATERIAL FOR CHAPTER 5
Lemma 3. If a random variable z ∈ R is sampled from a Gaussian distribution N (0, σ2z)
and the saturation function ϕ(·) is such that
ϕ(z) =

ζ if ζ ≤ z,
z if − ζ ≤ z ≤ ζ,
−ζ if z ≤ −ζ,
(B.1)

























where Φ(·) is the error function.


































































which leads to (B.3).















 ΣW E[Wϕ(W )>]





where Σ0 = E[ζ0ζ>0 ] and ΣW = E[WW>]. Then, ΣXX  0.
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(x>DW + y>Dϕ(W ))2
]
≥ 0.
It follows that ΣXX  0.
Lemma 5 (Chebyshev-Cantelli inequality [134]). Let z ∈ R be a random variable with
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mean µz and variance Σz. Then, for any c ≥ 0, the following inequality holds





In this section, we describe the derivation of the new chance constraints in more detail. It
follows from Lemma 5 that the following inequality on the random scalar variable α>j EkX
holds
Pr(α>j EkX ≥ α>j EkE[X] + c) ≤
α>j EkE[X̃X̃>]E>k α>j
α>j EkE[X̃X̃>]E>k α>j + c2
, (B.5)
which is equivalent to
Pr(α>j EkX ≤ α>j EkE[X] + c) > 1−
α>j EkE[X̃X̃>]E>k α>j
α>j EkE[X̃X̃>]E>k α>j + c2
, (B.6)
In addition, because of (5.15c), we are interested in
Pr(α>x,iEkX ≤ βx,i) ≥ 1− px,i, (B.7)
We wish to compute c > 0 that satisfies
px,i =
α>j EkE[X̃X̃>]E>k α>j





















> 1− px,i. (B.10)






α>x,iEkE[X̃X̃>]E>k α>x,i ≤ βx,i, (B.11)




This chapter provides sample MATLAB codes of covariance steering. For comparison, the
main.m file runs the mean steering and the covariance steering without chance constraints






4 % Set Horizon
5 Ncands = [5, 10, 20, 30, 40, 50];
6 lenN = length(Ncands);
7 SolverTime = zeros(1, lenN);
8 SolverTimeMS = zeros(1, lenN);
9 SolverTimenoChance = zeros(1, lenN);
10 objValue = zeros(1, lenN);
11 objValueMS = zeros(1, lenN);
12 objValuenoChance = zeros(1, lenN);
13 drawProblemSetup(3*lenN+1);
14 for i = 1:lenN
15 PS = loadProblemSetup(Ncands(i));
16 % Solve Mean Steering Problem
17 [SolverTimeMS(i), objValueMS(i)] = SolveMS(PS,3*i−2);
18 % Solve Covariance Steering Problem ignoring Chance Constraints
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19 [SolverTimenoChance(i), objValuenoChance(i)] = SolveOCSnoChance(PS
,3*i−1);
20 % Solve Covariance Steering Problem





3 PS = loadProblemSetup(1);






8 x = linspace(−12,1);
9 plot(x,−1/5*x + 1/5,'g−.','linewidth',2);










1 % This function returns the problem setup (PS) given the length of the
2 % horizon N.
3
4 function PS = loadProblemSetup(N)
5 PS.N = N;
6 % Initial condition
7 PS.mu0 = [−10;1;0;0];
8 PS.Sigma0 = blkdiag(0.05,0.05,0.01,0.01);
9 % Terminal Condition
10 PS.muf = [0;0;0;0];
11 PS.Sigmaf = blkdiag(0.01,0.01,0.001,0.001);
12 % Linear System
13 dt = 0.2;
14 PS = defineDynamics(PS, dt);
15 % Probability threshold
16 PS.alpha = [1 5 0 0;
17 1 −5 0 0]';
18 PS.beta = 1;
19 PS.delta = 0.0005;
20 % Objective function
21 PS = makeCost(PS, blkdiag(0.5,4,0.05,0.05),blkdiag(20,20));
22 % Make Large Matrices
23 PS = makeLargeMatrices(PS);
24 end
25
26 function PS = defineDynamics(PS, dt)
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27 PS.nx = 4;
28 PS.nu = 2;
29 PS.nw = 4;
30 PS.A = [1 0 dt 0;0 1 0 dt;0 0 1 0;0 0 0 1];
31 PS.B = [dt^2/2 0; 0 dt^2/2;dt 0; 0 dt];
32 PS.D = 0.01*eye(PS.nx);
33 end
34
35 function PS = makeCost(PS,Q0,R0)
36 Q = [];
37 R = [];
38 for i = 1:PS.N
39 Q = blkdiag(Q,Q0);
40 R = blkdiag(R,R0);
41 end
42 Q = blkdiag(Q,zeros(PS.nx));
43 PS.Q = Q;
44 PS.R = R;
45 end
46
47 function PS = makeLargeMatrices(PS)
48 nx = PS.nx;
49 nu = PS.nu;
50 nw = PS.nw;
51 N = PS.N;
52 A = PS.A;
53 B = PS.B;
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54 D = PS.D;
55 ScriptA = eye(nx);
56 ScriptB = zeros(nx,nu*N);
57 ScriptD = zeros(nx,nw*N);
58 for k = 1:N
59 ScriptA = [ScriptA; A*ScriptA(end−nx+1:end,:)];
60 ScriptB = [ScriptB; A*ScriptB(end−nx+1:end,1:(k−1)*nu) B zeros
(nx,(N−k)*nu)];
61 ScriptD = [ScriptD; A*ScriptD(end−nx+1:end,1:(k−1)*nw) D zeros
(nx,(N−k)*nw)];
62 end
63 PS.ScriptA = ScriptA;
64 PS.ScriptB = ScriptB;
65 PS.ScriptD = ScriptD;
66 end
solveMS.m
1 % This file solves the mean steering problem.
2 % State chance constraints and terminal covariance constraints are NOT
imposed.
3
4 function [time,obj] = SolveMS(PS,fignum)
5 N = PS.N;
6 nx = PS.nx;
7 nu = PS.nu;
8 ScriptA = PS.ScriptA;
9 ScriptB = PS.ScriptB;
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10 % Define optimization variables
11 V = sdpvar(nu*N,1);
12 % Useful matrices
13 EN = [zeros(nx,N*nx) eye(nx)];
14 % System Dynamics
15 EX = ScriptA * PS.mu0 + ScriptB * V;
16 % Define constraints
17 Constraints = [];
18 % Boundary condition
19 Constraints = [Constraints, EN*EX == PS.muf];
20 % Objective Function
21 Objective = EX'*PS.Q*EX + V'*PS.R*V;
22 % Solve the Problem
23 options = sdpsettings('solver','mosek');
24 sol = optimize(Constraints,Objective,options);
25 % Get performance measure values
26 time = sol.solvertime;
27 obj = value(Objective);
28 % Extract and display value
29 V = value(V);
30 K = [];
31 for i = 1:N
32 K = blkdiag(K,zeros(nu,nx));
33 end





1 % This file solves the OCS problem WITHOUT state chance constraints
2 function [time,obj,NonZeroElements] = SolveOCSnoChance(PS,fignum)
3 N = PS.N;
4 nx = PS.nx;
5 nu = PS.nu;
6 ScriptA = PS.ScriptA;
7 ScriptB = PS.ScriptB;
8 ScriptD = PS.ScriptD;
9 % Define optimization variables
10 V = sdpvar(nu*N,1);
11 K = [];
12 for i = 1:N
13 K = blkdiag(K,sdpvar(nu,nx));
14 end
15 K = [K,zeros(nu*N,nx)];
16 % Useful matrices
17 SigmaY = ScriptA*PS.Sigma0*ScriptA'+ScriptD*ScriptD';
18 IplusBK = eye((N+1)*nx)+ScriptB*K;
19 EN = [zeros(nx,N*nx) eye(nx)];
20 S = computeS(SigmaY);
21
22 % System Dynamics
23 EX = ScriptA * PS.mu0 + ScriptB * V;
24 Z = EN*IplusBK*S;
25
26 % Define constraints
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27 Constraints = [];
28 % Boundary condition
29 Constraints = [Constraints, EN*EX == PS.muf];
30 Constraints = [Constraints, [PS.Sigmaf Z; Z' eye((N+1)*nx)] >= 0];
31 % Objective Function
32 Objective = EX'*PS.Q*EX + V'*PS.R*V + trace((IplusBK'*PS.Q*
IplusBK + K'*PS.R*K)*SigmaY);
33 % Solve the Problem
34 options = sdpsettings('solver','mosek');
35 sol = optimize(Constraints,Objective,options);
36 % Get performance measure values
37 time = sol.solvertime;
38 obj = value(Objective);
39 NonZeroElements = nnz(value(V)) + nnz(value(K));




1 % This file solves the OCS problem with state chance constraints
2 function [time,obj] = SolveOCS(PS,fignum)
3 N = PS.N;
4 nx = PS.nx;
5 nu = PS.nu;
6 ScriptA = PS.ScriptA;
7 ScriptB = PS.ScriptB;
8 ScriptD = PS.ScriptD;
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9 % Define optimization variables
10 V = sdpvar(nu*N,1);
11 K = [];
12 for i = 1:N
13 K = blkdiag(K,sdpvar(nu,nx));
14 end
15 K = [K,zeros(nu*N,nx)];
16 % Useful matrices
17 SigmaY = ScriptA*PS.Sigma0*ScriptA'+ScriptD*ScriptD';
18 IplusBK = eye((N+1)*nx)+ScriptB*K;
19 EN = [zeros(nx,N*nx) eye(nx)];
20 S = computeS(SigmaY);
21
22 % System Dynamics
23 EX = ScriptA * PS.mu0 + ScriptB * V;
24 Z = EN*IplusBK*S;
25
26 % Define constraints
27 Constraints = [];
28 % Boundary condition
29 Constraints = [Constraints, EN*EX == PS.muf];
30 Constraints = [Constraints, [PS.Sigmaf Z; Z' eye((N+1)*nx)] >= 0];
31 % Chance Constraints
32 Constraints = chanceConstraints(Constraints,EX,S,IplusBK,PS);
33 % Objective Function
34 Objective = EX'*PS.Q*EX + V'*PS.R*V + trace((IplusBK'*PS.Q*
IplusBK + K'*PS.R*K)*SigmaY);
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35 % Solve the Problem
36 options = sdpsettings('solver','mosek');
37 sol = optimize(Constraints,Objective,options);
38 % Get performance measure values
39 time = sol.solvertime;
40 obj = value(Objective);




45 function Constraints = chanceConstraints(Constraints,EX,S,IplusBK,PS)
46 a = PS.alpha;
47 b = PS.beta;
48 ICDF = norminv(1−PS.delta);
49 nx = PS.nx;
50 for k = 1:PS.N
51 Ek = [zeros(nx,k*nx) eye(nx) zeros(nx,(PS.N−k)*nx)];
52 for j = 1:2







2 function S = computeS(SigmaY)
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3 [L,D] = ldl(SigmaY);





3 nx = PS.nx;
4 nu = PS.nu;
5 nw = PS.nw;
6 N = PS.N;
7 EX = PS.ScriptA*PS.mu0 + PS.ScriptB*V;
8 rng(0);
9 for mc = 1:MCnum
10 x0_MC = PS.mu0 + sqrtm(PS.Sigma0)*randn(nx,1);
11 U = zeros(nu,N);
12 x_MC = zeros(nx,N+1);
13 y_MC = zeros(nx,N+1);
14 x_MC(:,1) = x0_MC;
15 y_MC(:,1) = x0_MC − PS.mu0;
16 for k = 1:N
17 U(:,k) = V((k−1)*nu+1:k*nu) + K((k−1)*nu+1:k*nu,(k−1)*nx
+1:k*nx) * y_MC(:,k);
18 w = randn(nw,1);
19 x_MC(:,k+1) = PS.A*x_MC(:,k) + PS.B*U(:,k) + PS.D*w;






24 nominal = value(EX);








31 IplusBK = eye((N+1)*nx)+PS.ScriptB*K;
32 SigmaY = PS.ScriptA*PS.Sigma0*PS.ScriptA'+PS.ScriptD*PS.ScriptD';
33 SX = IplusBK*SigmaY*IplusBK';
34 for k = 0:N
35 Ek = [zeros(nx,k*nx) eye(nx) zeros(nx,(PS.N−k)*nx)];
36 muk = Ek*nominal;




40 x = linspace(−12,1);
41 plot(x,−1/5*x + 1/5,'g−.','linewidth',2);
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[12] B. Açıkmeşe and D. S. Bayard, “Markov chain approach to probabilistic guid-
ance for swarms of autonomous agents,” Asian Journal of Control, vol. 17, no. 4,
pp. 1105–1124, 2015.
[13] S. Bandyopadhyay, S.-J. Chung, and F. Y. Hadaegh, “Probabilistic swarm guid-
ance using optimal transport,” in 2014 IEEE Conference on Control Applications,
Antibes, France, 2014, pp. 498–505.
[14] L. C. Pimenta, N. Michael, R. C. Mesquita, G. A. Pereira, and V. Kumar, “Control
of swarms based on hydrodynamic models,” in IEEE International Conference on
Robotics and Automation, Pasadena, CA, 2008, pp. 1948–1953.
[15] A Vinante, M Bignotto, M. Bonaldi, M Cerdonio, L Conti, P. Falferi, N Liguori, S
Longo, R Mezzena, A Ortolan, et al., “Feedback cooling of the normal modes of a
massive electromechanical system to submillikelvin temperature,” Physical review
letters, vol. 101, no. 3, p. 033 601, 2008.
[16] M. Bonaldi, L Conti, P De Gregorio, L Rondoni, G Vedovato, A Vinante, M Big-
notto, M Cerdonio, P. Falferi, N Liguori, et al., “Nonequilibrium steady-state fluc-
tuations in actively cooled resonators,” Physical review letters, vol. 103, no. 1,
p. 010 601, 2009.
[17] A. Geletu, M. Klöppel, H. Zhang, and P. Li, “Advances and applications of chance-
constrained approaches to systems optimisation under uncertainty,” International
Journal of Systems Science, vol. 44, no. 7, pp. 1209–1232, 2013.
[18] K. J. Åström, Introduction to Stochastic Control Theory, R. Bellman, Ed. Academic
Press New York and London, 1970.
[19] W. H. Fleming and R. W. Rishel, Deterministic and stochastic optimal control.
Springer Science & Business Media, 2012, vol. 1.
[20] A. F. Hotz and R. E. Skelton, “A covariance control theory,” in IEEE Conference
on Decision and Control, vol. 24, Fort Lauderdale, FL, 1985, pp. 552–557.
[21] A. Hotz and R. E. Skelton, “Covariance control theory,” International Journal of
Control, vol. 46, no. 1, pp. 13–32, 1987.
[22] T Iwasaki and R. E. Skelton, “Quadratic optimization for fixed order linear con-
trollers via covariance control,” in American Control Conference, Chicago, IL,
1992, pp. 2866–2870.
[23] J.-H. Xu and R. E. Skelton, “An improved covariance assignment theory for dis-
crete systems,” IEEE transactions on Automatic Control, vol. 37, no. 10, pp. 1588–
1591, 1992.
176
[24] K. Yasuda, R. E. Skelton, and K. M. Grigoriadis, “Covariance controllers: A new
parametrization of the class of all stabilizing controllers,” Automatica, vol. 29,
no. 3, pp. 785–788, 1993.
[25] E. Collins and R Skelton, “A theory of state covariance assignment for discrete
systems,” IEEE Transactions on Automatic Control, vol. 32, no. 1, pp. 35–41, 1987.
[26] K. M. Grigoriadis and R. E. Skelton, “Minimum-energy covariance controllers,”
Automatica, vol. 33, no. 4, pp. 569–578, 1997.
[27] Y. Chen, T. T. Georgiou, and M. Pavon, “Optimal steering of a linear stochastic
system to a final probability distribution, Part I,” IEEE Transactions on Automatic
Control, vol. 61, no. 5, pp. 1158–1169, 2016.
[28] Y. Chen, T. Georgiou, and M. Pavon, “Optimal steering of a linear stochastic system
to a final probability distribution, Part II,” IEEE Transactions on Automatic Control,
vol. 61, no. 5, pp. 1170–1180, 2016.
[29] Y. Chen, T. T. Georgiou, and M. Pavon, “Optimal steering of a linear stochastic
system to a final probability distribution, Part III,” IEEE Transactions on Automatic
Control, vol. 63, no. 9, pp. 3112–3118, 2018.
[30] E. Schrödinger, Über die Umkehrung der Naturgesetze. Verlag Akademie der Wis-
senschaften in Kommission bei Walter de Gruyter u. Company, 1931.
[31] L. V. Kantorovich, “On the transfer of masses,” in Dokl. Akad. Nauk. SSSR, vol. 37,
1942, pp. 227–229.
[32] A. Halder and E. D. Wendel, “Finite horizon linear quadratic Gaussian density reg-
ulator with Wasserstein terminal cost,” in American Control Conference, Boston,
MA, 2016, pp. 7249–7254.
[33] E. Bakolas, “Optimal covariance control for stochastic linear systems subject to
integral quadratic state constraints,” in American Control Conference, Boston, MA,
2016, pp. 7231–7236.
[34] A Beghi, “On the relative entropy of discrete-time markov processes with given
end-point densities,” IEEE Transactions on Information Theory, vol. 42, no. 5,
pp. 1529–1535, 1996.
[35] B. C. Levy and A. Beghi, “Discrete-time gauss-markov processes with fixed recip-
rocal dynamics,” Journal of Mathematical Systems Estimation and Control, vol. 7,
pp. 55–80, 1997.
177
[36] B. Jamison, “Reciprocal processes: The stationary gaussian case,” The Annals of
Mathematical Statistics, vol. 41, no. 5, pp. 1624–1630, 1970.
[37] I. G. Vladimirov and I. R. Petersen, “State distributions and minimum relative
entropy noise sequences in uncertain stochastic systems: The discrete-time case,”
SIAM Journal on Control and Optimization, vol. 53, no. 3, pp. 1107–1153, 2015.
[38] M. Goldshtein and P. Tsiotras, “Finite-horizon covariance control of linear time-
varying systems,” in IEEE Conference on Decision and Control, Melbourne, Aus-
tralia, 2017, pp. 3606–3611.
[39] E. Bakolas, “Optimal covariance control for discrete-time stochastic linear systems
subject to constraints,” in IEEE Conference on Decision and Control, Las Vegas,
NV, 2016, pp. 1153–1158.
[40] ——, “Finite-horizon covariance control for discrete-time stochastic linear systems
subject to input constraints,” Automatica, vol. 91, pp. 61–68, 2018.
[41] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge university press,
2004.
[42] L. Blackmore, M. Ono, and B. C. Williams, “Chance-constrained optimal path
planning with obstacles,” IEEE Transactions on Robotics, vol. 27, no. 6, pp. 1080–
1094, 2011.
[43] S. M. LaValle, Planning Algorithms. Cambridge, UK: Cambridge University Press,
2006.
[44] S. M. LaValle, “Rapidly-exploring random trees: A new tool for path planning,”
Iowa State University, Tech. Rep., 1998.
[45] S. Karaman and E. Frazzoli, “Sampling-based algorithms for optimal motion plan-
ning,” The International Journal of Robotics Research, vol. 30, no. 7, pp. 846–894,
2011.
[46] O. Arslan and P. Tsiotras, “Use of relaxation methods in sampling-based algorithms
for optimal motion planning,” in IEEE International Conference on Robotics and
Automation, Karlsruhe, Germany, 2013, pp. 2421–2428.
[47] M. P. Vitus, Z. Zhou, and C. J. Tomlin, “Stochastic control with uncertain param-
eters via chance constrained control,” IEEE Transactions on Automatic Control,
vol. 61, no. 10, pp. 2892–2905, 2016.
178
[48] B. Luders, M. Kothari, and J. How, “Chance constrained RRT for probabilistic ro-
bustness to environmental uncertainty,” in AIAA Guidance, Navigation, and Control
Conference, Toronto, Canada, 2010, p. 8160.
[49] B. D. Luders, S. Karaman, and J. P. How, “Robust sampling-based motion plan-
ning with asymptotic optimality guarantees,” in AIAA Guidance, Navigation, and
Control Conference, Boston, MA, 2013, p. 5097.
[50] S. C. Pinto and R. J. Afonso, “Risk constrained navigation using MILP-MPC for-
mulation,” IFAC-PapersOnLine, vol. 50, no. 1, pp. 3586–3591, 2017.
[51] M. Ono, M. Pavone, Y. Kuwata, and J Balaram, “Chance-constrained dynamic pro-
gramming with application to risk-aware robotic space exploration,” Autonomous
Robots, vol. 39, no. 4, pp. 555–571, 2015.
[52] A. Richards, T. Schouwenaars, J. P. How, and E. Feron, “Spacecraft trajectory plan-
ning with avoidance constraints using mixed-integer linear programming,” Journal
of Guidance, Control, and Dynamics, vol. 25, no. 4, pp. 755–764, 2002.
[53] S. Patil, J. Van Den Berg, and R. Alterovitz, “Estimating probability of collision
for safe motion planning under Gaussian motion and sensing uncertainty,” in Inter-
national Conference on Robotics and Automation, St. Paul, MN, 2012, pp. 3238–
3244.
[54] D. Lenz, T. Kessler, and A. Knoll, “Stochastic model predictive controller with
chance constraints for comfortable and safe driving behavior of autonomous vehi-
cles,” in IEEE Intelligent Vehicles Symposium, Seoul, South Korea, 2015, pp. 292–
297.
[55] Y. Kuwata, J. Teo, S. Karaman, G. Fiore, E. Frazzoli, and J. How, “Motion plan-
ning in complex environments using closed-loop prediction,” in AIAA Guidance,
Navigation and Control Conference, Honolulu, HI, 2008, p. 7166.
[56] O. Arslan, K. Berntorp, and P. Tsiotras, “Sampling-based algorithms for optimal
motion planning using closed-loop prediction,” in IEEE International Conference
on Robotics and Automation, IEEE, Singapore, 2017, pp. 4991–4996.
[57] J. Van Den Berg, P. Abbeel, and K. Goldberg, “LQG-MP: Optimized path planning
for robots with motion uncertainty and imperfect state information,” The Interna-
tional Journal of Robotics Research, vol. 30, no. 7, pp. 895–913, 2011.
[58] A. Bry and N. Roy, “Rapidly-exploring random belief trees for motion planning
under uncertainty,” in IEEE International Conference on Robotics and Automation,
Shanghai, China, 2011, pp. 723–730.
179
[59] M. P. Vitus and C. J. Tomlin, “Closed-loop belief space planning for linear, Gaus-
sian systems,” in IEEE International Conference on Robotics and Automation,
Shanghai, China, 2011, pp. 2152–2159.
[60] A.-A. Agha-Mohammadi, S. Chakravorty, and N. M. Amato, “FIRM: Sampling-
based feedback motion-planning under motion uncertainty and imperfect measure-
ments,” The International Journal of Robotics Research, vol. 33, no. 2, pp. 268–
304, 2014.
[61] T. Schouwenaars, B. De Moor, E. Feron, and J. How, “Mixed integer programming
for multi-vehicle path planning,” in European Control Conference, Porto, Portugal,
2001, pp. 2603–2608.
[62] D. Mellinger, A. Kushleyev, and V. Kumar, “Mixed-integer quadratic program tra-
jectory generation for heterogeneous quadrotor teams,” in IEEE International Con-
ference on Robotics and Automation, 2012, pp. 477–483.
[63] R. Deits and R. Tedrake, “Efficient mixed-integer planning for UAVs in cluttered
environments,” in IEEE International Conference on Robotics and Automation,
Seattle, WA, 2015, pp. 42–49.
[64] M. P. Vitus, S. L. Waslander, and C. J. Tomlin, “Locally optimal decomposition for
autonomous obstacle avoidance with the tunnel-MILP algorithm,” in IEEE Confer-
ence on Decision and Control, Cancun, Mexico, 2008, pp. 540–545.
[65] R. Deits and R. Tedrake, “Footstep planning on uneven terrain with mixed-integer
convex optimization,” in IEEE/RAS International Conference on Humanoid Robots,
Madrid, Spain, 2014, pp. 279–286.
[66] K. Okamoto, M. Goldshtein, and P. Tsiotras, “Optimal covariance control for stochas-
tic systems under chance constraints,” IEEE Control Systems Letters, vol. 2, no. 2,
pp. 266–271, 2018.
[67] J. Ridderhof and P. Tsiotras, “Minimum-fuel powered descent in the presence of
random disturbances,” in AIAA Guidance, Navigation, and Control Conference,
San Diego, CA, 2019.
[68] J. A. Paulson, E. A. Buehler, R. D. Braatz, and A. Mesbah, “Stochastic model
predictive control with joint chance constraints,” International Journal of Control,
pp. 1–14, 2017.
[69] P. Hokayem, E. Cinquemani, D. Chatterjee, F. Ramponi, and J. Lygeros, “Stochas-
tic receding horizon control with output feedback and bounded controls,” Automat-
ica, vol. 48, no. 1, pp. 77–88, 2012.
180
[70] K. Okamoto and P. Tsiotras, “Optimal stochastic vehicle path planning using co-
variance steering,” IEEE Robotics and Automation Letters, 2019.
[71] D. Q. Mayne, “Model predictive control: Recent developments and future promise,”
Automatica, vol. 50, no. 12, pp. 2967–2986, 2014.
[72] S. Di Cairano and I. V. Kolmanovsky, “Real-time optimization and model predic-
tive control for aerospace and automotive applications,” in 2018 American Control
Conference, Milwaukee, WI, 2018, pp. 2392–2409.
[73] U. Eren, A. Prach, B. B. Koçer, S. V. Raković, E. Kayacan, and B. Açıkmeşe,
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