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Abstract: Digital images may suffer from fixed value impulse noise due to several causes. The noise significantly degrades
the quality of the image, which may affect the subsequence image processing. Therefore, a noise reduction technique is
required to restore the image. In this paper, a new method, which is called improvement of quantized adaptive switching
median filter (IQASMF), has been proposed to reduce the fixed value impulse noise from gray-scale digital images. The
implementation of IQASMF has five processing blocks. The first processing block is the noise detection block, where the
noise pixel candidates are detected based on the intensity value. Then estimation of the local noise density is done by the
second processing block. Next, the third processing block filters the corrupted pixel candidates with filters of predefined
size, depending on the local noise density. After that, the noise mask is updated in the fourth processing block. Finally,
the fifth processing block processes the noise residuals from the third processing block by using a size adaptive filter.
Experimental results from twenty standard gray-scale images of various sizes have shown that IQASMF has the ability
to restore images for up to 99% of the impulse noise corruption. As compared with the other five median filter-based
methods, from the measures of mean squared error (MSE) and structural similarity index (SSIM), it is shown that the
performance of IQASMF is equivalent to the performance of other methods at low and medium levels of corruption.
However, at high corruption levels, IQASMF has demonstrated the best performance in terms of MSE and SSIM. The
outputs from IQASMF also have the best visual appearance.
Key words: Fixed value impulse noise, noise removal, noise reduction, median filter, salt-and-pepper noise

1. Introduction
The quality of a digital image can be significantly degraded by noise. Among the common noise types that
normally corrupt digital images is impulse noise [1]. There are several sources that can generate impulse noise in
digital images. Among them are malfunctioning camera sensors, faults in analog to digital conversion, failure of
memory locations in digital storage, interference of noise during data transmission, and bit errors in transmission
[2, 3].
Fixed value impulse noise is a subset of impulse noise. This noise is also known as salt-and-pepper noise
or data-drop noise [4]. The corruptions of this noise happen at random locations in the image, by replacing the
original pixel with noise. The noise intensities are presented by two extreme values. The noise with maximum
value appears as a white dot on the image (i.e. salt), whereas the noise with minimum value appears as a
black dot (i.e. pepper) [5, 6]. This type of impulse noise can severely degrade the quality of the image, which
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may affect subsequent processes such as segmentation, detection, and classification, due to information lost [2].
Therefore, a noise reduction technique is required to improve the quality of the image [2, 7].
Several methods have been proposed by researchers to reduce the impulse noise level in digital images.
The median filter is one of the popular methods for this purpose. The standard median filter (SMF) was
introduced by Tukey in 1971 [8]. This nonlinear filter works by using a sliding window approach, where the
center pixel value defined by the sliding window is being replaced by the median value of the samples within
this window. However, the performance of the SMF is low when the corruption level is more than 60%. This
is due to the fact that the number of noise-free pixels is inadequate for a good filtering result, where the noisy
pixel value may be selected as the median value for this case [3, 9, 10]. For a high corruption level, a better
SMF filtering performance can be obtained by using bigger filter sizes. However, bigger filter sizes will introduce
distortions into the image [11]. Besides, the SMF also inevitably removes thin lines and blurs the image, even
at low corruption levels. This is because the SMF creates unnecessary modifications to noise-free pixels since it
processes all pixels of an image, regardless of whether a pixel is a noisy pixel or a noise-free pixel [12].
As the SMF suffers from severe drawbacks, several improvements to it have been proposed to overcome
these problems. Some researchers have suggested the use of artificial intelligence (AI) in reducing impulse noise
in digital images. Researchers have utilized fuzzy approaches [13–16], artificial neural networks (ANNs) [17–19],
and support vector machines (SVMs) [20] for reducing the impulse noise levels in digital images. However,
AI-based approaches normally have high complexity, are complicated as they involve many parameters, and
require longer processing time. Some of the AI-based methods also need a huge number of input images for
their training phase.
Switching median approaches, sometimes called decision-based approaches, have been introduced so that
only noisy pixels will be processed by the filter [2, 7, 15, 21–25]. Generally, a switching median filter has two
stages. The first stage is the noise detection stage, in which the filter inspects each pixel to identify noisy pixel
candidates. The second stage is the noise cancellation stage, wherein the filter processes only the noisy pixels
and sends the noise-free pixels directly to the output image. Other improvements of the SMF are by employing
an adaptive median filter (AMF) [22, 23, 26]. The AMF allows the filter to change its size according to the
local noise density. A small filter is used in regions with low noise density, whereas a bigger filter is used in
regions with higher noise levels. The AMF is regularly utilized in the second stage of the switching median
filter. Although the median value is commonly used for restoration purposes, some methods include the mean
[26] or mode [27] values in their restoration stage.
In this paper, a new fixed value impulse noise reduction technique is proposed. This method is called
improvement of quantized adaptive switching median filter (IQASMF). The organization of this paper is as
follows: the proposed method is explained in Section 2. Then, in Section 3, experimental results and discussions
are presented. Finally, the conclusion of the study is offered in Section 4.

2. Proposed method
The proposed method, IQASMF, is modified from the quantized adaptive switching median filter (QASMF)
[23]. We choose QASMF as our basis for the new method because QASMF is simple and has shown a good
performance in reducing fixed value impulse noise. Similar to QASMF, IQASMF is also within the switching
and adaptive median filter frameworks.
Figure 1 presents the block diagram for IQASMF, showing how each block in this proposed method
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interacts with the others and how the inputs for each block are obtained. As shown by this diagram, the input
of IQASMF is the damaged image D, which is a gray-scale image corrupted by fixed value impulse noise. The
size of image D is M × N pixels, where M is the image height and N is the image width. It is worth noting
that the dimensions of α1 , α2 , β , E, and F are also M × N pixels.

rd

3 block:
Preliminary noise
filtering using
quantized filter size

Damaged
image D

Estimated
clean
image E

5th block:
Secondary noise
filtering using
expandable filter size

Filtered
image F

Noise mask α2
1st block:
Noise detection

Noise
mask
α1

2nd block:
Estimation of local
noise density

Noise
density
β

4th block:
Update noise mask

Figure 1. Block diagram of the proposed method, IQASMF.

IQASMF is constructed by five basic processing blocks. The first processing block of IQASMF is the
noise detection block, where IQASMF will identify possible noisy pixel candidates from image D. The output
from this processing block is binary mask α1 . This noise mask is then used in the second processing block
of the method, where the local noise density will be estimated. In this processing block, the noise density is
determined by using a window of size 3 × 3 pixels. The output of this stage is noise density matrix β . After the
β matrix has been generated, the third processing block will be executed. In this processing block, image D
will be filtered by using a quantized filter size. The filter size used at coordinates (y, x) is chosen among three
predefined filter sizes, and the selection is based on the local noise density, indicated by β(y, x) . In addition to
β , this stage also requires α1 as it needs this information to select noise-free pixels to obtain the restoration
value. Unlike QSAMF, the restorative value used by IQASMF is obtained from the local mean and median
values. The output from the third processing block is an estimation of the clean image E. As there are still
noise pixel candidates not processed by the third processing block, the noise mask need to be updated. The
fourth processing block is used to generate a new binary mask, α2 , to indicate the noise pixel candidates that
are not filtered by the third processing block. Then α2 and E will be fed to the fifth processing block for the
secondary noise filtering using an expandable filter size. The output of this filter is the filtered image F. The
following subsections will describe the execution of each processing block in more detail.
2.1. Processing block 1: noise detection
The input for this processing block is the damaged image D. The noise detection scheme utilized in this proposed
method, IQASMF, is the same as the one used in QASMF [23]. In this noise detection scheme, the pixel at
coordinates (y, x) on image D, D(y, x), is considered as a fixed value impulse noise candidate if its intensity
value is 0 or L − 1, where L is the intensity level of the image (i.e. L is equal to 256 for a gray-scale image).
This is because the intensity values of the fixed value impulse noise always take these two extreme values.
This processing block will generate one binary mask, α1 , to indicate the locations of the noise pixel
candidates. Value 1 is used to indicate a noise pixel candidate, whereas value 0 is for noise-free pixels. This
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binary mask is defined as follows:
{
α1 (y, x) =

1 : D(y, x) = 0 or D(y, x) = L − 1
0 :
otherwise

(1)

Binary mask α1 will be used from the second processing block to the fourth processing block of IQASMF.
2.2. Processing block 2: estimation of the local noise density
The input for this processing block is the binary noise mask α1 . Based on this binary mask, this stage will do
the estimation of the local impulse noise density by using a window of size 3 × 3 pixels. This estimation is then
stored in matrix β . The content of this matrix is defined as:
y+1
∑

β(y, x) =

x+1
∑

(2)

α1 (y, x)

j=y−1 k=x−1

Based on this equation, the range of β(y, x) is from 0 to 9, where 0 value indicates a clean image patch while
9 indicates a 100% corrupted image patch.
The same as the implementation of this stage in QASMF [23], β(y, x) can be obtained from the local
histogram, hβ . Because α1 is a binary image, the local histogram used only contains two bins, which are
hβ (y, x, 0) for intensity 0 and hβ (y, x, 1) for intensity 1. Then, the value of β(y, x) is corresponding to
hβ (y, x, 1). In order to speed up the process, the same as in QASMF [23], manipulation of how the local
histogram is created is used to speed up the calculation of β(y, x). When the pixel is shifted one pixel to
the right, the method only needs to eliminate one column (i.e. three pixels) on the left side and updates the
histogram with only one column (i.e. three pixels) from the right side. By using this manipulation, instead of
considering nine pixels for every window shift, the histogram only needs to consider six pixel values.
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(a) Window at coordinates (24, 43)
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(b) Window at coordinates (24, 44)

Figure 2. Example for creation of local histogram.

An example is given in Figure 2. As shown in Figure 2a, at coordinates (24, 43) , the local histogram
contents are as follows: hβ (24, 43, 0) = 3 and hβ (24, 43, 1) = 6 . Therefore, at these coordinates, β(24, 43)
is equal to 6, which is taken from the value of hβ (24, 43, 1). Then, when the 3 × 3 window slides one pixel
to the right, the histogram can be updated by just considering the shaded matrix cells in Figure 2b. The
content of the gray shaded cells on the left (i.e. the gray shaded cells in column 42) will be eliminated from the
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histogram, whereas the gray shaded cells on the right (i.e. the gray shaded cells in column 45) will be added
to the histogram. Therefore, at these new coordinates, hβ (24, 44, 0) = hβ (24, 43, 0) − (2) + 0 = 3 − (2) + 0 = 1
and hβ (24, 44, 1) = hβ (24, 43, 1) − (1) + 3 = 6 − (1) + 3 = 8 . Thus, β(24, 44) is equal to 8.
Let us assume that the origin of the image is at coordinates (1, 1). At the origin, we create the local
histogram by considering all elements defined by the sliding window. Then, for every odd numbered row, we
set the window to slide from left to right direction. On the other hand, we set the window to slide from right
to left direction for every even numbered row. When the x -coordinate is equal to 1 or N , the window slides
one pixel to the lower row. By using this arrangement, only the histogram at the origin needs to inspect all the
window’s elements, whereas other local histograms are created simply by considering two columns or two rows
from this window.
2.3. Processing block 3: preliminary noise filtering
The inputs for this third processing block are the binary noise α1 , the noise density matrix β , and the
damaged image D. The main purpose of this processing block is to filter noise pixel candidates that are not
located in highly corrupted areas, which are the pixels with α1 (y, x) = 1 and β(y, x) < 9 . In this processing
block, IQASMF follows the same approach used by QASMF [23] by exploiting a set of quantized window sizes
for filtering purposes. Therefore, the filtering method used is more of a switching approach than an adaptive
approach. Instead of expanding the window from smaller to bigger size, this third processing block only switches
its filter among a set of predefined window sizes. Besides, as the noise pixel candidates in highly corrupted
areas will only be processed in the last processing block, small window sizes are adequate for the processing in
this third processing block. Small window sizes have advantages in terms of processing time and preservation
of local contents.
This processing stage filters each noise pixel candidate with α1 (y, x) = 1 and β(y, x) ≤ 9 by using a
square window of size w × w pixels. The value for w at filtering position (y, x) is selected based on the value
of β(y, x) . The size of window w is set by using

3
w= 5

7

the following equation [23]:
:
:
:

β(y, x) = 1
2 ≤ β(y, x) ≤ 7 .
β(y, x) = 8

(3)

Unlike QASMF [23], which utilizes the local median value as its restorative value, the restorative value
r(y, x) of IQASMF is calculated by using the formula from the improved progressive switching median filter
(IPSMF) [21]:
r(y, x) = (m(y, x) + µ(y, x)) /2

(4)

Here, m(y, x) is the local median value and µ(y, x) is the local mean value. In this processing block, the
restorative value r(y, x) is determined by using the neighboring noise-free pixels enclosed within the filter of
size w × w pixels (i.e. pixels with α1 (y + j, x + k) = 0 , where −⌊w/2⌋ ≤ j, k ≤ ⌊w/2⌋ ).
The values of both m(y, x) and µ(y, x) can be obtained from the local histogram. Therefore, the same
as QASMF [23], IQASMF constructs three local histograms h3 , h5 , and h7 , which correspond to filters of size
3 × 3 pixels, 5 × 5 pixels, and 7 × 7 pixels at every (y, x) coordinates. The implementation of this processing
block is shown by the flow chart in Figure 3.
The utilization of local histograms for the calculations of m(y, x) and µ(y, x) may reduce the processing
time needed, especially when image D is highly corrupted. As shown previously by the example in Figure 2,
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corresponding windows.
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Update histograms h3, h5, and h7 by removing noise-free
pixels (i.e., α1(j,k)=0) from the corresponding top row, and
add noise-free pixels from the corresponding bottom row.
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METHOD 3:
Update histograms h3, h5, and h7 by removing noise-free
pixels (i.e., α1(j,k)=0) from the corresponding left column,
add noise-free pixels from the corresponding right column.
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x=N-3?
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METHOD 4:
Update histograms h3, h5, and h7 by removing noise-free
pixels (i.e., α1(j,k)=0) from the corresponding top row, and
add noise-free pixels from the corresponding bottom row.

End
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METHOD 5:
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Figure 3. Flowchart for the preliminary noise filtering process.
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the creation of the local histogram can be sped up by updating the local histogram with relevant components
only. However, as this method requires that the local histogram move only one pixel at every propagation of
the window, as shown in Figure 3, the three local histograms (i.e., h3 , h5 , and h7 ) are updated at all (y, x)
coordinates, regardless of whether the coordinates belong to noise-free or noise pixel candidate.
Figure 3 shows that the local histograms are being updated using five methods, depending on the direction
in which these histograms move. These five methods are similar to each other, except for the rows or columns
involved in the updating process. The flowchart for each method is shown in Figure 4. These flowcharts show
that h3 , h5 , and h7 are updated independently of each other.

Start

Create a 7 × 7 square region,
defined by (j,k) = (y-3,x-3) to (y+3,x+3).
If the pixel is noise-free pixel (α1(j,k)=0),
add this pixel to h7, i.e.,
h7(D(j,k))←h7(D(j,k))+1

Create a 5 × 5 square region,
defined by (j,k) = (y-2,x-2) to (y+2,x+2).
If the pixel is noise-free pixel (α1(j,k)=0),
add this pixel to h5, i.e.,
h5(D(j,k))←h5(D(j,k))+1

Create a 3 × 3 square region,
defined by (j,k) = (y-1,x-1) to (y+1,x+1).
If the pixel is noise-free pixel (α1(j,k)=0),
add this pixel to h3, i.e.,
h3(D(j,k))←h3(D(j,k))+1

End

(a) Method 1: Initialization ofthe histograms

Start

For k from 1 to 7:
At the top row (i.e., j1=y-4), find
noise-free pixel (α1(j1,k)=0)
and remove them from h7,
i.e., h7(D(j1,k))←h7(D(j1,k))-1
At the bottom row (i.e., j2=y+3), find
noise-free pixel (α1(j2,k)=0)
and add them to h7,
i.e., h7(D(j2,k))←h7(D(j2,k))+1

For k from 2 to 6:
At the top row (i.e., j1=y-3), find
noise-free pixel (α1(j1,k)=0)
and remove them from h5,
i.e., h5(D(j1,k))←h5(D(j1,k))-1
At the bottom row (i.e., j2=y+2), find
noise-free pixel (α1(j2,k)=0)
and add them to h5,
i.e., h5(D(j2,k))←h5(D(j2,k))+1

For k from 3 to 5:
At the top row (i.e., j1=y-2), find
noise-free pixel (α1(j1,k)=0)
and remove them from h3,
i.e., h3(D(j1,k))←h3(D(j1,k))-1
At the bottom row (i.e., j2=y+1), find
noise-free pixel (α1(j2,k)=0)
and add them to h3,
i.e., h3(D(j2,k))←h3(D(j2,k))+1

End

(b) Method 2: Initialization ofthe histograms for even numbered rows

Start

For j from x-3 to x+3:
At the left column (i.e., k1=x-4), find
noise-free pixel (α1(j,k1)=0)
and remove them from h7,
i.e., h7(D(j,k1))←h7(D(j,k1))-1
At the right column (i.e., k2=x+3), find
noise-free pixel (α1(j,k2)=0)
and add them to h7,
i.e., h7(D(j,k2))←h7(D(j,k2))+1

For j from x-2 to x+2:
At the left column (i.e., k1=x-3), find
noise-free pixel (α1(j,k1)=0)
and remove them from h5,
i.e., h5(D(j,k1))←h5(D(j,k1))-1
At the right column (i.e., k2=x+2), find
noise-free pixel (α1(j,k2)=0)
and add them to h5,
i.e., h5(D(j,k2))←h5(D(j,k2))+1

For j from x-1 to x+1:
At the left column (i.e., k1=x-2), find
noise-free pixel (α1(j,k1)=0)
and remove them from h3,
i.e., h3(D(j,k1))←h3(D(j,k1))-1
At the right column (i.e., k2=x+1), find
noise-free pixel (α1(j,k2)=0)
and add them to h3,
i.e., h3(D(j,k2))←h3(D(j,k2))+1

End

(c) Method 3: Histogram moves in left-to-right direction

Start

For k from N-6 to N:
At the top row (i.e., j1=y-4), find
noise-free pixel (α1(j1,k)=0)
and remove them from h7,
i.e., h7(D(j1,k))←h7(D(j1,k))-1
At the bottom row (i.e., j2=y+3), find
noise-free pixel (α1(j2,k)=0)
and add them to h7,
i.e., h7(D(j2,k))←h7(D(j2,k))+1

For k from N-5 to N-1:
At the top row (i.e., j1=y-3), find
noise-free pixel (α1(j1,k)=0)
and remove them from h5,
i.e., h5(D(j1,k))←h5(D(j1,k))-1
At the bottom row (i.e., j2=y+2), find
noise-free pixel (α1(j2,k)=0)
and add them to h5,
i.e., h5(D(j2,k))←h5(D(j2,k))+1

For k from N-4 to N-2:
At the top row (i.e., j1=y-2), find
noise-free pixel (α1(j1,k)=0)
and remove them from h3,
i.e., h3(D(j1,k))←h3(D(j1,k))-1
At the bottom row (i.e., j2=y+1), find
noise-free pixel (α1(j2,k)=0)
and add them to h3,
i.e., h3(D(j2,k))←h3(D(j2,k))+1

End

(d) Method 4: Initialization ofthe histograms for odd numbered rows

Start

For j from x-3 to x+3:
At the right column (i.e., k1=x+4), find
noise-free pixel (α1(j,k1)=0)
and remove them from h7,
i.e., h7(D(j,k1))←h7(D(j,k1))-1
At the left column (i.e., k2=x-3), find
noise-free pixel (α1(j,k2)=0)
and add them to h7,
i.e., h7(D(j,k2))←h7(D(j,k2))+1

For j from x-2 to x+2:
At the right column (i.e., k1=x+3), find
noise-free pixel (α1(j,k1)=0)
and remove them from h5,
i.e., h5(D(j,k1))←h5(D(j,k1))-1
At the left column (i.e., k2=x-2), find
noise-free pixel (α1(j,k2)=0)
and add them to h5,
i.e., h5(D(j,k2))←h5(D(j,k2))+1

For j from x-1 to x+1:
At the right column (i.e., k1=x+2), find
noise-free pixel (α1(j,k1)=0)
and remove them from h3,
i.e., h3(D(j,k1))←h3(D(j,k1))-1
At the left column (i.e., k2=x-1), find
noise-free pixel (α1(j,k2)=0)
and add them to h3,
i.e., h3(D(j,k2))←h3(D(j,k2))+1

(e) Method 5: Histogram moves in right-to-left direction

Figure 4. Procedures of updating the local histograms.
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Unlike QASMF [23], in this third processing block, IQASMF does not process noise pixel candidates (i.e.
pixels with α1 (y, x) = 1 and β(y, x) < 9 ) that are located near the image’s border. This modification is done
for two reasons. First, at the image border, the filtering window will be clipped because portions of this window
are outside the image region. Therefore, although the size of the window is defined as w × w pixels, the area
covered by this window at the image border is less than w2 pixels. Therefore, fewer samples than expected may
give an inaccurate restorative value r(y, x) at the image’s border. The second reason is that if the window used
to obtain β(y, x) (see Eq. (2)) is being clipped at the image border, the noise pixel candidate that is completely
surrounded by other noise candidates will have a β(y, x) value that is lower than 9. Therefore, mistakes in
assigning the window size based on Eq. (3) may happen if we do not ignore the pixels on the image border.
The origin of the image is located at coordinates (y, x) equal to (1,1). Based on Eq. (3), the largest value
for w is 7. Therefore, to avoid any window clipping, the third processing block of IQASMF does not process
any noise pixel candidates that are located within three pixels (defined by using chessboard distance) from the
border. Hence, as shown in Figure 3 and Figure 4, the third processing block of IQASMF only processes noise
pixel candidates (i.e. pixels with α1 (y, x) = 1 and β(y, x) < 9 ) in the rectangle region defined by coordinates
(4, 4) to (M − 3, N − 3). The output from this processing block is the estimation of the clean image E. This
image is defined as:

D(y, x) : (x < 4) or (x > N − 3) or (y < 4) or (y > M − 3)
α1 (y, x) = 0 or β(y, x) = 9
E(y, x) = D(y, x) :

r(y, x) :
otherwise

(5)

2.4. Processing block 4: update of the noise mask
The input for this fourth processing block is the binary noise mask α1 and the noise density matrix β . This
processing block will generate a new binary noise mask, α2 . The aim of this processing block is to identify
noise pixel candidates that are not yet filtered by the third processing block. The same as in QASMF [23],
during the preliminary noise filtering in the third processing block, the process ignores noise pixel candidates
with β(y, x) equal to 9. However, unlike QASMF, in this proposed method, the third processing block does not
process any noise pixel candidates that are located within three pixels (defined by using chessboard distance)
from the border. Therefore, α2 is generated using the following formula:

α1 (y, x) : (x < 4) or (x > N − 3) or (y < 4) or (y > M − 3)
1
:
D(y, x) = 0 or D(y, x) = L − 1
α2 (y, x) =

0
:
otherwise

(6)

2.5. Processing block 5: secondary noise filtering
The input for this last processing block is the estimated clean image E and the binary noise mask α2 . The
purpose of this processing block is to filter out the noise residues from the third processing block. In this
processing block, an adaptive filtering approach is utilized, where the size of the window is expanding from
small to larger size, until there are at least n noise-free samples contained in the region defined by that window.
Unlike QASMF [23], which sets n equal to 8 and initializes the filter size based on a certain formula, IQASMF
sets n to 5 and initializes the filter size to 3 × 3 pixels. These modifications are done to allow smaller filter
sizes to be utilized; thus, more local details can be preserved. The flowchart for this processing block is shown
in Figure 5.
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x=1
y←y+1

Start

x←x+1
No

Input:

No

Noise mask, α2
Estimated clean image, E
Temporary variables:
Histogram, H
Sample count n
Window's radius d
Local mean, μ(x,y)
Local median, m(x,y)
Output:
Filtered image, F

x = N?

α2(y,x)=1?

No
Yes

y = M?

Yes

End

Yes
Calculate
m(y,x) and μ(y,x)
from H.
E(y,x) = [m(y,x)+μ(y,x)]/2

d=1
k=1
j←j+1

k←k+1

w=2d+1
n=0
reset H
j=y-d
k=x-d

α2(j,k)=0?

k=x+d?

No

No

No
No

Yes

j=y+d?

Yes

Yes

x=1 and y=1

n < 5?
Yes

H(E(j,k))←H(E(j,k))+1
n ←n+1

d←d+1

Figure 5. Flowchart for the secondary noise filtering process.

The output of this processing block is the filtered image F. This image is defined as:
{
F (y, x) =

E(y, x) :
r(y, x) :

α2 (y, x) = 0
otherwise

(7)

Here, r(y, x) is the restorative value for coordinates (y, x). Unlike QASMF, where set r(y, x) is equal to the
local median value for the coordinates (i.e. m(y, x)), IQASMF uses Eq. (4) for its r(y, x), which combines
the local median value (i.e. m(y, x) ) with the local mean value (i.e. µ(y, x)). These values are determined
from the noise-free pixels in the filtering window of size w × w (i.e. pixels with α2 (y + j, x + k) = 0 , where
−⌊w/2⌋ ≤ j, k ≤ ⌊w/2⌋ ).
3. Results and discussion
This section has been divided into three subsections. Subsection 3.1 presents our experimental setup. This
subsection also discusses the test images used in this work. Then Subsection 3.2 evaluates the performance of
IQASMF based on two measures. Subsection 3.3 evaluates the results based on visual inspection.
3.1. Experimental setup
In this study, twenty standard gray-scale images of various sizes have been used as the testing images. These
images have been obtained from the miscellaneous databases of the Signal and Image Processing Institute,
University of Southern California (USC) [http://sipi.usc.edu/database/database.php?volume=misc]. They are
considered as noise-free and clean images and are labeled as image C. These images are then contaminated with
impulse noise, ranging from noise density 0% to 99%, with a step size of 1%, to obtain the damaged image D.
Then five impulse noise reduction methods have been used to benchmark the performance of IQASMF. These
methods are adaptive weighted mean filter (AWMF) [27], based on pixel density filter (BPDF) [26], different
applied median filter (DAMF) [25], noise adaptive fuzzy switching median filter (NAFSM) [13], and quantized
adaptive switching median filter (QASMF) [23].
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3.2. Quantitative evaluations
In this section, two reference-based measures are used to compare the performance of the proposed method
(IQASMF) with AWMF [27], BPDF [26], DAMF [25], NAFSM [13], and QASMF [23]. The reference images
used for these measures are images C from Subsection 3.1. The first measure is the mean square error (MSE).
MSE is used as an indicator of restoration performance. If the image is of size M × N pixels, MSE is defined
as:
∑M ∑N
2
y=1
x=1 |F (y, x) − C(y, x)|
MSE =
(8)
M ×N
Here, F is the filtered image, which is the output from the filtering process. A good noise filtering method will
produce image F that is similar to image C. Therefore, a good filtering method should produce a small MSE
value.
Figure 6 presents the plot of the average MSE values, which are obtained from twenty test images, versus
the noise corruption level. As shown in Figure 6a, at very low corruption levels (i.e. corruption levels of 0%
to 24%), IQASMF is the second best method, after DAMF [25]. It is worth noting that at 0% corruption, all
methods have a nonzero value of average MSE. This indicates that there are modifications of noise-free pixels
by the methods. However, at this corruption level, the average MSE values by BPDF [26], DAMF [25], NAFSM
[13], and IQASMF are relatively lower than the one by AWMF [27] and QASMF [23]. From Figure 6b and
Figure 6c, it is shown that for corruption levels from 25% to 74%, the performance of IQASMF is the third best,
after AWMF [27] and DAMF [25]. However, as shown in Figure 6d, IQASMF is the best method for highly
corrupted images. As shown in Figure 7, IQASMF has the lowest MSE values for corruption levels that are
above 90%.
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Figure 6. The average MSE values, obtained from twenty test images, versus the noise corruption level.

589

IBRAHIM and ABDALAMEER/Turk J Elec Eng & Comp Sci

Average MSE value

1800
AWMF [27]
QASMF [23]
IQASMF (Proposed method)

1600
1400
1200
1000
800
600
400
200
89

90

91

92

93
94
95
96
Noise density (%)

97

98

99

Figure 7. The average MSE values from AWMF [27], QASMF [23], and IQASMF for high corruption levels.

The second measure used in this work is the structural similarity index (SSIM) [28]. The SSIM is defined
as:
SSIM =

(2µF µC + c1 ) + (2σF C + c2 )
2 +c )
+ µ2C + c1 ) + (σF2 + σC
2

(9)

(µ2F

Here, c1 and c2 are two constants, and µF , µC , σF , σC , and σF C are the average intensity values, standard
deviation values, and cross-covariance values for image F and image C, respectively. The default value for c1
is 0.01 × 255)2 and the default value for c2 is (0.03 × 255)2 . The range of SSIM is from 0 to 1, where a good
method should produce SSIM values near 1.
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The plots of the average SSIM values, which are obtained from the twenty test images, versus the noise
corruption level are shown in Figure 8. From Figure 8a, similar to the observation obtained from the MSE
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Figure 8. The average SSIM values, obtained from twenty test images, versus the noise corruption level.
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measure, IQASMF is the second best method after DAMF [26] for low corruption levels. From Figure 8b and
Figure 8c, IQASMF is the third best method for noise corruption between 25% to 74%. From Figure 8d, it is
shown that IQASMF has the highest SSIM value for corruption levels of more than 90%.

3.3. Qualitative evaluation
In this section, some of the output images are presented to judge the appearance of the restored image F. Figure
9 shows the performance of the methods for a corruption level of 69%. The original image is shown in Figure
9a, while the corrupted image is shown in Figure 9b. Figure 9c shows the output from AWMF [27], Figure 9d
shows the output from BPDF [26], Figure 9e shows the output from DAMF [25], Figure 9f shows the output
from NAFSM [13], Figure 9g shows the output from QASMF [23], and Figure 9h shows the output from the
proposed method, IQASMF. In Figure 9, almost all methods are able to remove the fixed value impulse noise.
The results from AWMF [27], DAMF [25], QASMF [23], and IQASMF are almost the same as for the original
image shown in Figure 9a. Although the structure can be observed in Figure 9d, BPDF [26] introduces some
distortions to the image. NAFSM [13] produced the most blurred image, as shown in Figure 9f.
Figure 10 shows the performance of the methods for a corruption level of 84%. The original image is
shown in Figure 10a, while the corrupted image is shown in Figure 10b. Figure 10c shows the output from
AWMF [27], Figure 10d shows the output from BPDF [26], Figure 10e shows the output from DAMF [25],
Figure 10f shows the output from NAFSM [13], Figure 10g shows the output from QASMF [23], and Figure
10h shows the output from the proposed method, IQASMF. In Figure 10, the results from AWMF [27], DAMF

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 9. Performance of the methods at 69% noise corruption. (a) “Aerial” of size 256 × 256 pixels, as the clean input
image C. (b) The corresponding damaged image D. (c) Result from AWMF [27]. (d) Result from BPDF [26]. (e) Result
from DAMF [25]. (f) Result from NAFSM [13]. (g) Result from QASMF [23]. (h) Result from IQASMF (the proposed
method).
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Figure 10. Performance of the methods at 84% noise corruption. (a) “Sailboat on lake” of size 512 × 512 pixels, as the
clean input image C. (b) The corresponding damaged image D. (c) Result from AWMF [27]. (d) Result from BPDF
[26]. (e) Result from DAMF [25]. (f) Result from NAFSM [13]. (g) Result from QASMF [23]. (h) Result from IQASMF
(the proposed method).

[25], QASMF [23], and IQASMF are similar to the original image shown in Figure 10a. However, some minor
distortions can be observed at the edges of the tree trunks in Figure 10c and in Figures 10e–10h. With the
increase of the corruption level, the distortions by BPDF [26] are becoming more severe, as shown in Figure
10d.
Figure 11 shows the performance of the methods for a corruption level of 99%. The original image is
shown in Figure 11a, while the corrupted image is shown in Figure 11b. Figure 11c shows the output from
AWMF [27], Figure 11d shows the output from BPDF [26], Figure 11e shows the output from DAMF [25],
Figure 11f shows the output from NAFSM [13], Figure 11g shows the output from QASMF [23], and Figure 11h
shows the output from the proposed method, IQASMF. Figure 11 is the case of extreme fixed value impulse
noise corruption. As shown in this figure, BPDF [26] has completely failed to restore the image. DAMF [25]
and NAFSM [13] are only able to restore the image in some image patches only. Good restoration results
are produced by AWMF [27], QASMF [23], and IQASMF, as can be observed in Figures 11c, 11g, and 11h,
respectively. As compared with Figure 11c, sharper output images are shown in Figures 11g and 11h. However,
distortions on the image border are observed in Figure 11g. Therefore, the output from IQASMF is considered
the best output for this case.
4. Conclusion
In this work, a new method, which is IQASMF, has been successfully developed. This method is an improvement
of QASMF [23]. Modifications have been done in the third, fourth, and fifth processing blocks. With these
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Figure 11. Performance of the methods at 99% noise corruption. (a) “Male” of size 1024 × 1024 pixels as the clean
input image C. (b) The corresponding damaged image D. (c) Result from AWMF [27]. (d) Result from BPDF [26]. (e)
Result from DAMF [25]. (f) Result from NAFSM [13]. (g) Result from QASMF [23]. (h) Result from IQASMF (the
proposed method).

slight modifications, the experimental results have shown that the proposed method has outperformed QASMF
and other methods, especially for highly corrupted cases. When restoring highly corrupted images, compared
with the other five methods, IQASMF produces lower MSE values, higher SSIM values, and results with better
appearances.
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