In this paper, we are concerned with the numerical solution for the backward fractional Feynman-Kac equation with non-smooth initial data. Here we first provide the regularity estimate of the solution. And then we use the backward Euler and second-order backward difference convolution quadratures to approximate the Riemann-Liouville fractional substantial derivative and get the first-and second-order convergence in time. The finite element method is used to discretize the Laplace operator with the optimal convergence rates. Compared with the previous works for the backward fractional Feynman-Kac equation, the main advantage of the current discretization is that we don't need the assumption on the regularity of the solution in temporal and spatial directions. Moreover, the error estimates of the time semi-discrete schemes and the fully discrete schemes are also provided. Finally, we perform the numerical experiments to verify the effectiveness of the presented algorithms.
Introduction
The Feynman-Kac equation describes the distribution of the functionals of the trajectories of the particles, where the functional is defined as A = t 0 U[x(τ)]dτ with x(t) being a trajectory of a particle and U(x) a prescribed function depending on specific applications [17] . There are two kinds of Feynman-Kac equations: one is for the forward Feynman-Kac equation, governing the joint probability density of the functional and position; and another one is for the backward equation, just focusing on the distribution of the functionals. If the particles are with power-law waiting time and/or jump length distribution(s), the governing equations for the distribution of the functionals are so-called fractional Feynman-Kac equations [2, 4, 27] , since the fractional substantial derivative is involved in the equations. More generalizations of the Feynman-Kac equations include the models governing the distribution of the functionals of the particles undergoing the reaction and diffusion processes and of the particles with multiple internal states [15, 28, 29] .
Here we solve the following backward fractional Feynman-Kac equation, presented in [4] , describing the functional distribution of the particles with power-law waiting time, i.e.,
G(x 0 , ρ,t) = 0, (x 0 ,t) ∈ ∂ Ω × (0, T ], (1.1) where G(x 0 , ρ,t) = ∞ 0 G(x 0 , A,t)e −ρA dA and G(x 0 , A,t) is the joint probability density function of finding the particle on A at time t with the initial position of the particle at x 0 ; ρ is the Fourier pair of A; α ∈ (0, 1); ∆ stands for Laplace operator; Ω is a bounded domain and U(x 0 ) is assumed to be bounded inΩ in this paper; T is a fixed final time; 0 D 1−α,x 0 t denotes the Riemann-Liouville fractional substantial derivative, whose definition [18] is
2) where 0 D α t denotes the Riemann-Liouville fractional derivative with the definition [24] 
α ∈ (0, 1).
So far there have been many works for fractional partial differential equations, including the finite difference method, finite element method, spectral method, and so on [1, 3, 7, 8, 9, 10, 14, 19, 25] , but there are relatively less researches on solving fractional Feynman-Kac equation numerically [6, 11, 12, 13, 23] . The main reasons are that fractional substantial derivative is a time-space coupled non-local operator and the equation covers the complex parameters which bring about many challenges on regularity and numerical analyses. To our best knowledge, numerical approximation on fractional substantial derivative is given in [5] ; Ref. [11] numerically solves the forward and backward fractional Feynman-Kac equations with the assumptions that the solution is regular, U(x 0 ) is a positive constant, and Re(ρ) > 0 (Re(ρ) means the real part of ρ); Ref. [13] presents the H 1 error estimate for the backward fractional Feynman-Kac equation with U(x 0 ) > 0 and Re(ρ) > 0; Ref. [12] provides an efficient time-stepping method to solve the forward fractional Feynman-Kac equation and makes error analysis in the measure norm. In this paper, we use the finite element method in space and convolution quadrature introduced in [20, 21] in time to solve the backward fractional Feynman-Kac equation (1.1). The main contributions are as follows.
-We first provide Sobolev regularity for the solution of Eq. (1.1), i.e., Theorem 2.1 gives that the solution
Compared with the previous works [6, 11, 13] , we construct numerical scheme without any assumption on the regularity of solution in temporal and spatial directions. -Then we modify the approximation of the Riemann-Liouville fractional derivative got by convolution quadrature to approximate the Riemann-Liouville fractional substantial derivative, which skillfully overcome the trouble brought by the non-commutativity of the Riemann-Liouville fractional derivative and e −tρU (x 0 ) in error estimate for fully discrete scheme, i.e., e −tρU ( a suitable modify based on the Laplace transform representation of solution is presented to guarantee the accuracy of second-order backward difference scheme (3.9) (see Sec. 3). -Besides, motivated by the error estimate in space in [3, 16] , a general idea is to get the estimate of the difference between ((β τ,1 (z)) α + A)(β τ,1 (z)) α−1 G 0 (x 0 ) and ((β τ,1 (z)) α + A h )(β τ,1 (z)) α−1 P h G 0 (x 0 ) (for their detailed definitions, see Sec. 3 and Sec. 4). Generally, the sufficient regularity on U(x 0 ) is required to ensure the accuracy of the approximation. Here, we use P h (e −tρU (x 0 ) G 0 (x 0 )) for the fully discrete scheme (4.1) in Sec. 4 instead of e −tρU (x 0 ) P h G 0 (x 0 ), which weakens the requirement of regularity on U(x 0 ) to keep the accuracy of the numerical scheme. -Finally, we provide a complete error analysis for the proposed numerical scheme and obtain the optimal convergence rates in L 2 -and H 1 -norm.
The rest of the paper is organized as follows. We first provide some preliminaries and a regularity estimate for the solution of Eq. (1.1) in Sec. 2. Section 3 presents the approximation of the Riemann-Liouville fractional substantial derivative by backward Euler and second-order backward difference convolution quadratures and gives the error estimates of the time semi-discrete schemes. In Sec. 4, we use the finite element method to discretize the Laplace operator and provide the error estimate for the fully discrete scheme with the non-smooth initial data. In Sec. 5, we verify the effectiveness of the algorithm by numerical experiments. We conclude the paper with some discussions in the last section.
Preliminaries
First, we introduce A = −∆ with a zero Dirichlet boundary condition. For any r ≥ 0, denote the spaceḢ
where (λ j , ϕ j ) are the eigenvalues ordered non-decreasingly and the corresponding eigenfunctions (normalized in the L 2 (Ω ) norm) of operator A. ThusḢ 0 (Ω ) = L 2 (Ω ),Ḣ 1 (Ω ) = H 1 0 (Ω ), andḢ 2 (Ω ) = H 2 (Ω ) H 1 0 (Ω ). For κ > 0 and π/2 < θ < π, we define sectors Σ θ and Σ θ ,κ in the complex plane C as
and the contour Γ θ ,κ is defined by
oriented with an increasing imaginary part, where i denotes the imaginary unit and i 2 = −1. Then we denote · as the operator norm from L 2 (Ω ) to L 2 (Ω ) and define G(t) and G 0 as G(x 0 , ρ,t) and G 0 (x 0 ) respectively in the following. Throughout this paper, C denotes a generic positive constant, whose value may differ at each occurrence; and let ε > 0 arbitrary small.
Similar to the skill used in [6, 11, 13] , Eq. (1.1) can also be converted into
Then we recall the Laplace transform for the fractional substantial derivative. Lemma 2.1 ( [18] ) The Laplace transform of the Riemann-Liouville fractional substantial derivative with α ∈ (0, 1) is given by
and the Laplace transform of the Caputo fractional substantial derivative with α ∈ (0, 1) is given by
where β (z, x 0 ) = (z + ρU(x 0 )) and '˜' stands for taking the Laplace transform. And in the following we denote β (z) as β (z, x 0 ).
According to Lemma 2.1, the solution of Eq. (2.1) can be written as
(2.2) Remark 2.1 By the definition of β (z), it is easy to see that
Before we provide the regularity estimate for the solution of Eq. (2.1), the following lemma about β (z) is also needed.
Lemma 2.2 ([12])
Let U(x 0 ) be bounded inΩ . By choosing θ ∈ π 2 , π sufficiently close to π 2 and κ > 0 sufficiently large (depending on the value |ρ| U(x 0 ) L ∞ (Ω ) ), we have the following results:
(1) For all x ∈ Ω and z ∈ Σ θ ,κ , we have β (z) ∈ Σ 3π 4 , κ 2 , and
3)
where C 1 and C 2 denote two positive constants. So β (z) 1−α and β (z) α−1 are both analytic function of z ∈ Σ θ ,κ .
(2) The operator ((β (z)) α + A) −1 : L 2 (Ω ) → L 2 (Ω ) is well-defined, bounded, and analytic with respect to z ∈ Σ θ ,κ , satisfying
(2.1), then we have the estimate
Proof Taking inverse Laplace transform and L 2 (Ω ) norm on both sides of (2.2), according to Lemma 2.2, we have
Applying A on both sides of (2.2), taking inverse Laplace transform, and acting L 2 (Ω ) norm on both sides, from Lemma 2.2, there is
Using interpolation properties [13] leads to
Temporal discretization and error analysis
In this section, we first use the backward Euler and second-order backward difference convolution quadratures introduced in [20, 21] to discretize the Riemann-Liouville fractional substantial derivative and get the first-and second-order schemes in time. Then we provide the complete error analysis. Let the time step size τ = T /N with N ∈ N, t i = iτ, i = 0, 1, . . . , N, and 0 = t 0 < t 1 < · · · < t N = T . Firstly, we use the relationship between Caputo fractional derivative and Riemann-
Backward Euler scheme and error estimate
We use backward Euler convolution quadrature to discretize the time fractional substantial derivative and get the first-order accuracy in time. Introduce G n as the numerical approximation of solution G(x 0 , ρ,t n ). Then we can obtain the temporal semi-discrete scheme
Multiplying ζ n on both sides of the first formula of (3.2) and summing n from 1 to ∞ lead to
Simple calculation implies
which is followed by (3.3). Furthermore, we have
Using Cauchy's integral formula yields
, and the second equality follows by taking ζ = e −zτ . Deforming the contour
Next, we provide a lemma about β τ,1 (z) defined in (3.5).
, there exists a positive constant τ * (depending on θ and κ) such that the following estimates hold when τ ≤ τ * :
Here, Im(z) means the imaginary part of z and Re(z) the real part of z.
(3) For the real number γ, the following estimate holds
Theorem 3.1 Let G(x 0 , ρ,t) and G n be the solutions of Eqs. (2.1) and (3.2) respectively and assume G 0 ∈ L 2 (Ω ). Then we obtain
Proof Subtracting (3.6) from the inverse Laplace transform of (2.2), we have
For I, using Lemma 2.2, there is
As for II, one can split it into
Then by Lemmas 2.2, 3.1 and the fact
Second-order backward difference scheme and error estimate
In this subsection, we use second-order backward difference convolution quadrature to discretize the time fractional substantial derivative and obtain the second-order accuracy in time. Similarly, introduce G n as the numerical approximation of the solution G(x 0 , ρ,t n ), and let
According to (2.2), we havẽ
By Cauchy's integral formula, there exists the second-order temporal semi-discrete scheme
Multiplying ζ 1 and ζ n on both sides of the first and second formulas of (3.9) respectively and summing them lead to
According to (3.7) and (3.10), after some simple calculations, we get
which can be further written as
By Cauchy's integral formula, there is and deform the contour
(3.13) Now, we provide a lemma about β τ,2 (z) defined in (3.12) .
Lemma 3.2 Let U(x 0 ) be bounded inΩ . By choosing θ ∈ ( π 2 , π) sufficiently close to π 2 and κ > 0 sufficiently large (depending on |ρ| U(x 0 ) L ∞ (Ω ) ), there exists a positive constant τ * (depending on θ and κ) such that the following estimates hold when τ ≤ τ * :
(2) The operator ((β τ,2 (z)) α + A) −1 : L 2 (Ω ) → L 2 (Ω ) is well-defined, bounded, and analytic with respect to z ∈ Σ τ θ ,κ , satisfying
(3) For the real number γ, there is
Proof First there are the facts [12] :
(3.14)
Then we prove the boundedness of |β τ,2 (z)|. Choosing κ ≥ 2|ρ| U(x 0 ) L ∞ (Ω ) and using Taylor's expansion yield that, for z ∈ Σ τ θ ,κ ,
where the fact |z| ≥ κ for z ∈ Σ τ θ ,κ is used. Thus the inequality |β τ,2 (z)| ≤ C|z| holds. Next, we prove C|z| ≤ |β τ,2 (z)| for z ∈ Σ τ θ ,κ in two cases. If τ|β (z)| is smaller than some constant, then we use Taylor's expansion (with |O(τβ (z))| < 1 2 , due to the smallness of τ|β (z)| assumed):
where we have used κ ≥ 2|ρ| U(x 0 ) L ∞ (Ω ) again and that |z| ≥ κ for z ∈ Σ τ θ ,κ . If τ|β (z)| is larger than the constant, then (3.14) implies
Thus, under the conditions κ ≥ 2|ρ| U(x 0 ) L ∞ (Ω ) and τ < π κ+1 , we have proved that
which leads to (according to Lemma 3.3 provided in the following)
From β τ,2 (z) ≥ C|z|, we have β τ,2 ∈ Σ π/2+ε,C|κ| , which results in the second conclusion of this Lemma by using the resolvent estimate [16] . As for the third conclusion, there is
If τ|β (z)| ≤ 1/2, by Taylor's expansion, we have
As for τ|β (z)| > 1/2, we have
Thus the third conclusion is reached.
Next we provide a lemma about δ τ,2 (e −zτ ) defined in (3.7). Lemma 3.3 Let U(x 0 ) be bounded inΩ and L = |ρ| U(x 0 ) L ∞ (Ω ) . There exist positive constants θ 0 ∈ π 2 , 5π 8 , τ 0 , and c 0 such that if θ ∈ π 2 , θ 0 and τ ∈ (0, τ 0 ], then
Here Im(z) means the imaginary part of z.
Proof Obviously, if |z| = 0 and arg(z) = 0, then we have arg (δ τ,2 (e −zτ )) = 0. If |z| = 0, arg(z) = ϕ ∈ (0, θ ], and 0 ≤ Im(z) ≤ π/τ + L, then ω = τ|z| sin(ϕ) ∈ (0, π + Lτ] and it's easy to see that (1) if ω ∈ (0, π], then arg (δ τ,2 (e −zτ )) ∈ [0, π);
(2) if ω ∈ (π, π + Lτ], then there exists a constant c 0 such that arg (δ τ,2 (e −zτ )) ∈ [−c 0 τ, 0).
For (2), the conclusion can be directly obtained. For (1), if ω = π, then arg(δ τ,2 (e −zτ )) = 0 and (3.15) holds. Introduce ϕ = arg(z) and r = e −τ|z|cos(ϕ) . When ω ∈ (0, π) and ϕ ≤ π 2 , i.e., r ≤ 1, then we have cot arg δ τ,2 (e −zτ ) = 3/2 − 2r cos(ω) + r 2 cos(2ω)/2 2r sin(ω) − r 2 sin(2ω)/2
Thus arg (δ τ,2 (e −zτ )) ≤ π/2. When ϕ > π/2, choosing ϕ close to π/2, using Lemma 3.2 and the definitions of δ τ,2 and ω, we have τ|δ ′ τ,2 (e −σ|z|τ cos(ϕ) e −iω )| ≤ C and |δ τ,
where δ ′ τ,2 (z) means the first derivative about z. Thus we obtain |δ τ,2 (e −|z|τ cos(ϕ) e −iω ) − δ τ,2 (e −iω )| ≤C e −σ|z|τ cos(ϕ) δ ′ τ,2 (e −σ|z|τ cos(ϕ) e −iω )zτ cos(ϕ)
Using the fact [20] that when |ζ | ≤ 1 and ζ = 0, δ τ,2 (ζ ) ∈ Σ π/2 holds, we have δ τ,2 (e −zτ ) lies in a sector Σ π/2+ε . So, we have proved (3.15) when arg(z) ∈ [0, θ ]. The case arg(z) ∈ [−θ , 0) can be proved in the same way. Theorem 3.2 Let G(x 0 , ρ,t) and G n be the solutions of Eqs. (2.1) and (3.9) respectively and assume G 0 ∈ L 2 (Ω ). Then there exist
Proof Subtracting (3.13) from the inverse Laplace transform of (3.8) leads to
For I, using Lemma 2.2, it has
As for II, it can be split as
Then by Lemmas 2.2, 3.2 and the facts
Space discretization and error analysis
In this section, we discretize Laplacian by the finite element method and provide the error estimate for the fully discrete scheme of Eq. (2.1). Here we construct the fully discrete scheme based on backward Euler scheme (3.2); the corresponding one for (3.9) will be commented at the end of this section. Let T h be a shape regular quasi-uniform partitions of the domain Ω , where h is the maximum diameter. Denote X h as piecewise linear finite element space
where P 1 denotes the set of piecewise polynomials of degree 1 over T h . Then we define the L 2 -orthogonal projection P h :
Denote (·, ·) as the L 2 inner product. Then the fully discrete scheme for Eq. (2.1) reads: Find
, and f n h = P h f n in the following. Thus (4.1) can be rewritten as
for any v h ∈ X h . 
and the fully discrete scheme has the form It is easy to see that the second term ∑ n−1 i=0 d α,1 i e −t i ρU(x 0 ) ∆ G n−i h , v h in (4.3) vanishes since G i h ∈ X h . As for (4.4), we need to require U(x 0 ) regular enough to guarantee
3) or
Thus the equivalent form (2.1) can help to construct numerical scheme efficiently and reduce the requirement of the regularity of U(x 0 ).
Define the discrete operator
Then (4.1) can be rewritten as
Multiplying ζ n and summing n from 1 to ∞ for Eq. (4.5) lead to
Taking ζ = e −zτ and using Cauchy's integral theorem lead to
Similarly, the solution G n of semi-discrete scheme (3.2) can also be written as
Remark 4.2 According to [3, 16] , the convergence in space can be obtained by estimating
where the representation of G n h can be got by modifying the fully discrete scheme (4.1) as
Since we need to estimate ((β τ,1 (z)) α +A) −1 (β τ,1 (z)) α−1 −((β τ,1 (z)) α +A h ) −1 (β τ,1 (z)) α−1 P h , the following equation is needed (refer to the proof of Lemma 4.2)
Obviously Eq. (4.9) holds only when U(x 0 ) is regular enough and the grid mesh is suitable.
But for the scheme (4.1), the equality (4.9) is no longer necessary. Next we introduce two lemmas, which will be used in the error estimate between Eqs. (3.2) and (4.1).
Lemma 4.1 ([3])
For any γ 1 , γ 2 > 0 with θ ∈ (π/2, π), there exists
Proof Using the definitions of w, w h , A and A h , we have the detailed derivations of which can be seen in Appendix A. Taking χ = π h w as the Lagrange interpolation of w and using the Cauchy-Schwarz inequality, we have
Using Lemma 4.1 again, it has
which leads to
On the other hand, we can obtain
Thus we have
To get the L 2 estimate, for φ ∈ L 2 (Ω ) we set
Using Lemma 3.1, we have
Interpolation property leads to
By duality, there is
Furthermore, |((β τ,1 (z)) α e, ψ) + (∇e, ∇ψ)| =|((β τ,1 (z)) α e, ψ − P h ψ) + (∇e, ∇(ψ − P h ψ))| ≤|z| α/2 e L 2 (Ω ) |z| α/2 ψ − P h ψ L 2 (Ω )
which follows by Eqs. (4.12), (4.13), and (4.14). Thus, the desired estimate is obtained.
Theorem 4.1 Let G n and G n h be the solutions of Eqs. (3.2) and (4.1) respectively and assume G 0 ∈ L 2 (Ω ). Then we obtain
Proof Subtracting (4.6) from (4.7) yields
Thus by Lemma 4.2, there is
Similarly, it can be obtained that 4.4 In this section, we provide the complete error analysis based on the time first order scheme (3.2) . Similarly, from the second order scheme (3.9), the fully discrete scheme can be written as: for any v h ∈ X h ,
, v h , n = 2, . . . , N.
The optimal convergence of the scheme (4.15) can be similarly got by the techniques used in this section.
Numerical experiments
In this section, we first present four numerical experiments to validate the predicted convergence rate of our numerical schemes and then provide an example to show the difference between (4.1) and (4.8) . Due to the unknown exact solution, the spatial errors can be tested by
where G n h means the numerical solution of G at time t n with mesh size h; similarly, the temporal errors can be tested by
where G n τ are the numerical solutions of G at the fixed time t n with time step size τ. And corresponding convergence rates can be calculated by
For convenience, we choose the domain Ω = (0, 1).
Here, the following two groups of initial values and U(x 0 ) are used:
where χ (a,b) denotes the characteristic function on (a, b).
Example 1
In this example, we use backward Euler scheme (3.2) to solve Eq. (2.1) under condition (a) and show the corresponding numerical results. Here we take T = 1, ρ = 1 + i, α = 0.3, 0.7, and τ = 1/50, 1/100, 1/200, 1/400. We use small spatial mesh size h = 1/128 so that the spatial discretization error is relatively negligible. Table 1 presents the L 2 errors and convergence rates, which agree with Theorem 3.1. Table 3 presents the L 2 errors and convergence rates and Table 4 provides the H 1 errors and convergence rates, which both agree with the results of Theorem 4.1. We consider the spatial convergence of numerical scheme (4.15) under condition (a) and show the numerical results. Here we take T = 1, ρ = −2 + i, α = 0.4, 0.6, and h = 1/10, 1/20, 1/40, 1/80. We use small time step τ = 1/1000 so that the temporal discretization error is relatively negligible. Table 5 presents the L 2 errors and convergence rates and Table 6 provides the H 1 errors and convergence rates. These results show that the numerical scheme achieves optimal convergence rates in L 2 -and H 1 -norm.
Example 5
In this example, we want to verify the effectiveness of our numerical scheme (4.2). We show the numerical results for solving Eq. (2.1) under condition (a). Here we take Table 7 and Table 8 present the L 2 errors and convergence rates of numerical schemes (4.2) and (4.8) respectively. Comparing these results, it can be found that the errors of numerical scheme (4.8) are much bigger and it can't achieve optimal convergence rates. These results show that our scheme is effective. 
Conclusion
Backward fractional Feynman-Kac equation describes the functional distribution of anomalous diffusion process. The challenge of regularity analysis and numerical analysis mainly comes from its time-space coupled fractional substantial derivative. This work weakens the regularity requirement of the function U(x) in obtaining the optimal convergence rates. The provided numerical schemes do not need to make the assumptions on the regularity of the exact solution in temporal and spatial directions. The error estimates are presented with optimal convergence rates. The performed numerical experiments not only verify the theoretical predictions but also show the effectiveness of the techniques introduced in the scheme to keep the accuracy.
