Abstract-Video denoising refers to the problem of removing "noise" from a video sequence. Here the term "noise" is used in a broad sense to refer to any corruption or outlier or interference that is not the quantity of interest. In this work, we develop a novel approach to video denoising that is based on the idea that many noisy or corrupted videos can be split into three parts -the "low-rank layer", the "sparse layer", and a small residual (which is small and bounded). We show, using extensive experiments, that our denoising approach outperforms the stateof-the-art denoising algorithms.
I. INTRODUCTION
Video denoising refers to the problem of removing "noise" from a video sequence. Here the term "noise" is used in a broad sense to refer to any corruption or outlier or interference that is not the quantity of interest.
In the last few decades there has been a lot of work on video denoising. Many of the approaches extend image denoising ideas to 3D by also exploiting dependencies across the temporal dimension. An important example of this is "grouping and collaborative filtering" approaches which try to search for similar image patches both within an image frame and across nearby frames, followed by collaboratively filtering the noise from the stack of matched patches [2] , [3] , [4] , [5] , [6] . One of the most effective methods for image denoising, Block Matching and 3D filtering (BM3D) [3] , is from this category of techniques. In BM3D, similar image blocks are stacked in a 3D array followed by applying a noise shrinkage operator in a transform domain. In its video version, VBM3D [7] , the method is generalized to video denoising by searching for similar blocks across multiple frames. Other related works [8] , [9] apply batch matrix completion or matrix decomposition on grouped image patches to remove outliers.
Other recent works on video denoising include approaches that use motion compensation algorithms from the video compression literature followed by denoising of similar nearby blocks [10] , [11] ; and approaches that use wavelet transform based [12] , [13] , [14] and discrete cosine transform (DCT) based [15] denoising solutions. Very recent video denoising methods include algorithms based on learning a sparsifying transform [16] , [17] , [18] , [19] . Within the image denoising literature, the most promising recent approaches are based on deep learning [20] , [21] . Contribution. In this paper, we develop a novel approach to video denoising, called ReProCS-based Layering Denoising (ReLD) , that is based on the idea that many noisy or corrupted videos can be split into three parts or layers -the "low-rank layer", the "sparse layer" and the "small bounded residual layer". Here these terms mean the following. "Low-rank layer" ℓ t : the matrix formed by each vectorized image of this layer is low-rank. "Sparse layer" s t : each vectorized image of this layer is sparse. "Small bounded residual layer": each vectorized image of this layer has l ∞ norm that is bounded. Our proposed algorithm consists of two parts. At each time instant, it first separates the video into "noisy" versions of the two layers ℓ t and s t . This is followed by applying an existing state-of-the-art denoising algorithm, VBM3D [7] on each layer. For separating the video, we use a combination of an existing batch technique for sparse + low-rank matrix decomposition called principal components' pursuit (PCP) [22] and an appropriately modified version of our recently proposed dynamic robust PCA technique called Recursive Projected Compressive Sensing (ReProCS) [23] , [24] . We initialize using PCP and use ReProCS afterwards to separate the video into a "sparse layer" and a "low-rank layer". The video-layering step is followed by VBM3D on each of the two layers. In doing this, VBM3D exploits the specific characteristics of each layer and, hence, is able to find more matched blocks to filter over, resulting in better denoising performance. The motivation for picking ReProCS for the layering task is its superior performance in earlier video experiments involving videos with large-sized sparse components and/or significantly changing background images.
The performance of our algorithm is compared with PCP [22] , GRASTA [25] and non-convex rpca (NCRPCA) [26] , which are some of the best solutions from the existing sparse + low-rank (S+LR) matrix decomposition literature [22] , [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] followed by VBM3D for the denoising step; as well as with just using VBM3D directly on the video. We also compare with one neural network based image denoising method that uses a Multi Layer Perceptron (MLP) [33] and with the approach of [9] which performs standard sparse + low-rank (S+LR) matrix approximation (SLMA) on grouped image patches. As we show, our approach is 6-10 times faster than SLMA while also having improved performance. The reason is we use a novel online algorithm (after a short batch initialization) for S+LR and then use VBM3D on each layer.
A. Example applications
A large number of videos that require denoising/enhancement can be accurately modeled in the above fashion. Some examples are as follows. All videos referenced below are posted at http://www.ece.iastate.edu/ ∼ hanguo/denoise.html. 1) In a traditional denoising scenario, consider slowly changing videos that are corrupted by salt-and-pepper noise (or other impulsive noise). For these types of videos, the large magnitude part of the noise forms the "sparse layer", while the video-of-interest (slowlychanging in many applications, e.g., waterfall, waving trees, sea water moving, etc) forms the approximate "low-rank layer". The approximation error in the lowrank approximation forms the "small bounded residual". See the waterfall-salt-pepper video for an example. The goal is to denoise or extract out the "low-rank layer". 2) More generally, consider slow-changing videos corrupted by very large variance white Gaussian noise. As we explain below, large Gaussian noise can, with high probability, be split into a very sparse noise component plus bounded noise. Thus, our approach also works on this type of videos, and in fact, in this scenario, we show that it significantly outperforms the existing state-of-theart video denoising approaches. (See Fig. 4a .) 3) In very low-light videos of moving targets/objects (the moving target is barely visible), the denoising goal is to "see" the barely visible moving targets (sparse). These are hard to see because they are corrupted by slowlychanging background images (well modeled as forming the low-rank layer plus the residual). The dark-room video is an example of this. The goal is to extract out the sparse targets or, at least, the regions occupied by these objects. (See Fig. 3 .) Moreover, in all these examples, it is valid to argue that the columns of the low-rank matrix lie in a low-dimensional subspace that is either fixed or slowly changing. This is true, for example, when the background consists of moving waters, or the background changes are due to illumination variations. These also result in global (non-sparse) changes. In special cases where foreground objects are also present, the video itself become "low-rank + sparse". In such a scenario, the "sparse layer" that is extracted out will consist of the foreground object and the large magnitude part of the noise. Some examples are the curtain and lobby videos. The proposed ReLD algorithm works for these videos if VBM3D applied to the foreground layer video is able to separate out the foreground moving object(s) from the noise.
B. Problem formulation
Let m t denote the image at time t arranged as a 1D vector of length n. We consider denoising for videos in which each image can be split as
where s t is a sparse vector, ℓ t 's lie in a fixed or slowly changing low-dimensional subspace of R n so that the matrix
is low-rank, and w t is the residual noise that satisfies w t ∞ ≤ b w . We use T t to denote the support set of s t , i.e., T t := support(s t ).
In the first example given above, the moving targets' layer is s t , the slowly-changing dark background is ℓ t + w t . The layer of interest is s t . In the second example, the slowly changing video is ℓ t + w t , while the salt-and-pepper noise is s t . The layer of interest is ℓ t . In the third example, the slowly changing video is ℓ t + w 1,t with w 1,t being the residual; and, as we explain next, with high probability (whp), white Gaussian noise can be split as s t + w 2,t with w 2,t being bounded. In this case, w t = w 1,t + w 2,t .
Let n denote a Gaussian noise vector in R n with zero mean and covariance σ 2 I. Let β(b) := 2Φ(b) − 1 with Φ(z) being the cumulative distribution function (CDF) of the standard Gaussian distribution. Then, it is not hard to see that n can be split as n = s + w where w is bounded noise with w ∞ ≤ b 0 and s is a sparse vector with support size |T t | ≈ 1 − β b0 σ n whp. More precisely, with probability at least 1 − 2 exp(−2ǫ 2 n),
In words, whp, s is sparse with support size roughly (1 − β)n where β = β b0 σ . The above claim is a direct consequence of Hoeffding's inequality for a sum of independent Bernoulli random variables 1 .
II. REPROCS-BASED LAYERING DENOISING (RELD)
We summarize the ReProCS-based Layering Denoising (ReLD) algorithm in Algorithm 1 and detail each step in Algorithm 3. The approach is explained below.
Algorithm 1 Overall ReLD Algorithm 1) For t < t 0 , initialization using PCP [22] . 2) For all t > t 0 , implement an appropriately modified ReProCS algorithm a) Split the video frame m t into layersl t andŝ t b) For every α frames, perform subspace update, i.e., updateP t 3) Denoise using VBM3D
as training data and use PCP [22] to separate it into a sparse matrix [ŝ 1 ,ŝ 2 , · · · ,ŝ t0 ] and a low-rank matrix [l 1 ,l 2 , · · · ,l t0 ]. Compute the top b% left singular vectors of [l 1 ,l 2 , · · · ,l t0 ] and denote byP 0 . Here b% left singular vectors of a matrix M refer to the left singular vectors of M whose corresponding 1 If p is the probability of z i = 1, then Hoeffding's inequality says that:
We apply it to the Bernoulli random variables z i 's with z i defined as
Algorithm 2 Details of each step of ReLD Parameters: We used α = 20, K min = 3, K max = 10, t 0 = 50 in all experiments. 1) Initialization using PCP [22] :
The notation PCP(M ) means implementing the PCP algorithm on matrix M and P = approx-basis(M , b%) means that P is the b% left singular vectors' matrix for M . Setr ← rank(P 0 ),σ min ← (Σ 0 )r ,r ,t 0 = t 0 , flag=detect 2) For all t > t 0 , implement an appropriately modified ReProCS algorithm a) Split m t into layersl t andŝ t :
ii) Computeŝ t as the solution of
Here Std-est(M ) denotes estimating the standard deviation of noise from M : we first subtract column-wise mean from M and then compute the standard deviation by seeing it as a vector.
Here VBM3D(M , σ) implements the VBM3D algorithm on matrix M with input standard deviation σ. Output:Ŝ,Ŝ denoised ,L denoised orÎ denoised =Ŝ denoised +L denoised based on applications singular values form the smallest set of singular values that contains at least b% of the total singular values' energy.
Splitting phase. LetP t−1 be the basis matrix (matrix with orthonormal columns) for the estimated subspace of ℓ t−1 . For t ≥ t 0 +1, we split m t intoŝ t andl t using prac-ReProCS [24] . To do this, we first project m t onto the subspace orthogonal to range(P t−1 ) to get the projected measurement vector,
Observe that y t can be expressed as
Because of the slow subspace change assumption, the projection nullifies most of the contribution of ℓ t and hence β t is small noise. The problem of recovering s t from y t becomes a traditional noisy sparse recovery/CS problem and one can use ℓ 1 minimization or any of the greedy or iterative thresholding algorithms to solve it. We denote its solution byŝ t , and obtain ℓ t by simply subtractingŝ t from m t .
Denoising phase.
We perform VBM3D onŜ = [ŝ 1 , . . . ,ŝ tmax ] andL = [l 1 , . . . ,l tmax ] and obtain the denoised dataŜ denoised andL denoised . Based on applications, we output different results. For example, in the low-light denoising case, our output isŜ since the goal is to extract out the sparse targets. In traditional denoising scenarios, the output can beL denoised orÎ denoised =Ŝ denoised +L denoised . This depends on whether the video contains only background or background and foreground. In practice, even for videos with only backgrounds, addingŜ denoised helps improve PSNR.
Subspace Update phase (Optional). In long videos the span of the ℓ t 's will change with time. Hence one needs to update the subspace estimateP t every so often. This can be done efficiently using the projection-PCA algorithm from [24] .
III. EXPERIMENTS
Due to limited space, in this paper we only present a part of the experimental results. The complete presentation of experimental results are in the supplementary material. Video demos and all tables of peak signal to noise ratio (PSNR) comparison are also available at http://www.ece.iastate.edu/ ∼ hanguo/denoise.html. Code for ReLD as well as for all the following experiments is also posted here.
A. Removing Salt & Pepper noise
First we compare the denoising performance on two dataset -Curtain and Lobby which are available at http://www.ece.iastate.edu/ ∼ hanguo/denoise.html. The algorithms being compared are ReLD, SLMA [9] , VBM3D and a neural network image denoising method, Multi Layer Perceptron (MLP) [33] . The codes for algorithms being compared are downloaded from the authors' webpages. The available MLP code contains parameters that are trained solely from image patches that were corrupted with Gaussian noise with σ = 25 and hence the denoising performance is best with σ = 25 and deteriorates for other noise levels. The noise being added to the original image frames are Gaussian (σ = 25) plus 8% salt and pepper noise. In Fig.6 we show a plot of the framewise PSNRs for the lobby video, which shows that ReLD outperforms all other algorithms -the PSNR is the highest in all image frames.
B. Removing Gaussian noise
Next, with different levels of Gaussian noise, we compare performance of our proposed denoising framework with video layering performed using either ReProCS [24] (our proposed algorithm), or using the other robust PCA algorithms -PCP [22] , NCRPCA [26] , and GRASTA [25] . We call the respective algorithms ReLD, PCP-LD, NCRPCA-LD, and GRASTA-LD for short. We test all these on the Waterfall dataset (downloaded from Youtube https://www.youtube.com/watch?v=UwSzu 0h7Bg). Besides these Laying-Denoising algorithms, we also compare with VBM3D and MLP. Since the video length was too long, SLMA code failed for this video.
The waterfall video is slow changing and hence is well modeled as being low-rank. We add i.i.d. Gaussian noise with different variances to the video. The video consists of 650 frames of size 108 × 108. The results are summarized in Table V. This table contains results on a smaller sized waterfall video. This is done because SLMA and PCP-LD become too slow for the full size video. Comparisons of the other algoithms on full size video are included in the supplementary material. ReLD has the best performance when the noise variance is large. We also show the time taken by each method in parantheses. As can be seen, ReProCS is slower than VBM3D and GRASTA-LD, but has significantly better performance than both.
In Table V , we also provide comparisons on four more videos -fountain, escalator, curtain and lobby (same videos as in the salt and pepper noise experiment) with different levels of Gaussian noise. In Fig.4a we show sample visual comparisons for the curtain video with noise standard deviation σ = 70. As can be seen, ReLD is able to recover more details of the images while other algorithms either fail or cause severe blurring. 
C. Denoising in Low-light Environment
In this part we show how ReLD can also be used for video enhancement of low-light videos, i.e., to see the target signal in the low-light environment. The video was taken in a dark environment where a barely visible person walked through the scene. The output we are using here for ReLD isŜ, which is the output of ReProCS. In Fig. 3 we see ReLD is able to enhance the visual quality -observing the walking person. Observe that Histogram-Equalization, which is a standard technique for enhancing low-light images, does not work for this video. 
IV. CONCLUSION
In this paper we developed a denoising scheme, called ReLD which enhances the denoising performance of the stateof-the-art algorithm VBM3D, and is able to achieve denoising in a broad sense. Using ReProCS to split the video first results in a clean low-rank layer since the large noise goes to the sparse layer. The clean layer improves the "grouping" accuracy in VBM3D. One drawback of our algorithm is that VBM3D needs to be executed twice, once on each layer. As a result, the running time is at least doubled, but that also results in significantly improved PSNRs especially for very large variance Gaussian noise. Moreover ReLD is still 6-10 times faster than SLMA and MLP, while also being better. It is also much faster than PCP-LD and NCRPCA-LD.
Supplementary Material

COMPLETE ALGORITHM
Detailed algorithm of ReLD is summarized in Algorithm 3.
Algorithm 3 Details of each step of ReLD
Parameters: We used α = 20, K min = 3, K max = 10, t 0 = 50 in all experiments.
1) Initialization using PCP:
The notation PCP(M ) means implementing the PCP algorithm on matrix M and P = approx-basis(M , b%) means that P is the b% left singular vectors' matrix for M . Setr ← rank(P 0 ),σ min ← (Σ 0 )r ,r ,t 0 = t 0 , flag=detect 2) For all t > t 0 , implement an appropriately modified ReProCS algorithm a) Split m t into layersl t andŝ t : i) Compute y t ← Φ t m t with Φ t ← I −P t−1P
ii) Computeŝ t as the solution of min 
Here VBM3D(M , σ) implements the VBM3D algorithm on matrix M with input standard deviation σ. Output:Ŝ,Ŝ denoised ,L denoised orÎ denoised =Ŝ denoised +L denoised based on applications COMPLETE EXPERIMENTS First, we compare the performance of our propsed denoising framework with video layering performed using eiher ReProCS (our proposed algorithm), or using the other robust PCA agorithms -PCP, NCRPCA, and GRASTA. We call the respective algorithms ReLD, PCP-LD, NCRPCA-LD, and GRASTA-LD for short. We test the algorithms on the Waterfall dataset (downloaded from Youtube https://www.youtube.com/watch?v=UwSzu 0h7Bg). Besides these Laying-Denoing algorithms, we also compare with VBM3D and a neural network image denoising method, Multi Layer Perceptron (MLP). The codes for algorithms being compared are downloaded from the authors' webpages. The available MLP code contains parameters that are trained solely from image patches that were corrupted with Gaussian noise with σ = 25 and hence the denoising performance is best with σ = 25 and deteriorates for other noise levels. The video is a background scene without foreground, and hence has no sparse component. We add i.i.d. Gaussian noise with different variance onto the video. Since there is no foreground in the video, the splitting phase can generate a sparse layer which basically consists of the large-magnitude part of the Gaussian noise. The denoising operation followed on such layer does not have the problem of degrading the video quality since this layer is foreground-free.
The video consists of 650 frames and the images are of size 1080 × 1920. To speed up the algorithms, we first test on the under-sampled data which has image size of 108 × 192. As can be seen from TABLE II, ReLD has the best denoising performance. We also compare PSNRs usingL denoised andÎ denoised , and we find that usingL denoised shows an advantage when the noise variance is very large. We then test the algorithms on larger image sizes. To avoid out-of-memory in computation, we only use 100 frames of data. In TABLE III and TABLE IV we summarize the result for images of size 540 × 960 and 1080 × 1920 (original), respectively. We notice that, on very large data set (TABLE IV) , using VBM3D without video-layering algorithms achieves the best denoising performance. This may due to the fact that with larger image size, VBM3D has better chance to find similar image blocks.
Next we thoroughly compare the denoising performance on two more dataset -curtain and lobby which are available at http://www.ece.iastate.edu/ ∼ hanguo/denoise.html. The algorithms being compared are ReLD, VBM3D, MLP and SLMA. The noise being added to the original image frames are Gaussian (σ = 25), Gaussian (σ = 25) plus salt and pepper noisy, and Gaussian (σ = 70). The input σ for all algorithms is estimated from the noisy data rather then given the true value. We compute the frame-wise PSNRs (usingÎ denoised ) for each case in Fig. 5 and Fig. 6 and show sample visual comparisons in Fig. 4a and Fig. 4b . We can see in Fig. 5 and Fig. 6 that ReLD outperforms all other algorithms in all three noise level -the PSNR is the highest in almost all image frames. Visually, ReLD is able to recover more details of the images while other algorithms either fail or cause severe blurring effect. We test the algorithms on two more datasets (the fountain dataset and escalator dataset). The noise being added to the original video is Gaussian, with standard deviation σ increases from 25 to 70. We present the PSNRs in Table V. 
