If f is a continuous seminorm, we prove two f -best approximation theorems for functions Φ not necessarily continuous as a consequence of our version of Glebov's fixed point theorem. Moreover, we obtain another fixed point theorem that improves a recent result of [4] . In the last section, we study continuity-type properties of set valued parametric projections and our results improve recent theorems due to Mabizela [11] .
Introduction
In 1969 K. Fan [6] proved the following interesting theorem: if S is a (nonempty) compact convex set in a locally convex Hausdorff topological linear space X, f is a continuous seminorm on X and φ is a continuous map from S into X, then (I) there exists u ∈ S such that f (φ(u) − u) = min 
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In 1978 S. Reich [15] improved the result obtained by Fan: for the author the set S ⊂ X is only (nonempty) f -approximatively compact, convex and the function φ is continuous and such that the set φ(S) is relatively compact.
More recently, a number of authors (see [10, 16, 18] ) have weakened the conditions on S but not the continuity property on the function φ.
In the third section of this note, we prove that if S ⊂ X (nonempty), f -approximatively compact and such that x, y ∈ S and λ ≥ 0 imply x + λ(y − x) ∈ S, the (I) is true for functions φ with a partially closed graph and such that the set φ(S) is relatively compact (see Theorem 3) . We want to observe that our Theorem 3 extends, in a broad sense, the mentioned propositions (see Remark 4) . In the proof of our f -best approximation Theorem we use the set-valued f -parametric projections and we obtain the property (I) as a consequence of our Glebov-type fixed point theorem (see Theorem 1) . In the same section, we also obtain another fixed point theorem (see Theorem 2) that improves a theorem of [4] (see Remark 3) . Finally, we prove that in the "Oshman spaces" the assumption that the set S be f -approximatively compact, required in Theorem 3, is superfluous (see Theorem 4) .
In the study of the best approximation problem our main tools are the parametric projections. In the last section, having fixed a multifunction Γ, we study continuity-type properties of set valued parametric projections
is said to be the set of best approximations to x in Γ(p)). In the classical theory of best approximation, the approximating set is fixed, here we allow both the approximating set and the point that is being approximated to vary (as recently in [1] and in [11] ). In particular, we prove the continuity of the parametric projection ℘ . ,Γ() : P × X → 2 X , where P is a metric space, (X, . ) is a reflexive normed space and Γ : P → CC(X) is an opportune multifunction (see Theorem 5) . Moreover, in a more general context (P topological space and (X, d) metric space) and under the condition that the values of Γ are d-approximatively compacts, we are able to prove that the parametric projection ℘ d,Γ : P × X → 2 X is upper semicontinuous (see Theorem 6) . Finally, in the same general context of Theorem 6, but without the hypothesis that the values of Γ are d-approximatively compact, we prove that the parametric projection ℘ d,Γ has a closed graph (see Theorem 7). The mentioned theorems 5 and 6 respectively improve two propositions obtained in 1996 by S. Mabizela in [11] .
Best approximations, fixed points and ...
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Preliminaries
Let X be a Hausdorff topological linear space, 2 X be the family of all nonempty subsets of X and S be a nonempty subset of X. Given a multifunction G : S → 2 X , we denote by 
Then if S is a subset of a Hausdorff topological linear space X, the multifunction F : S → 2 X is said to have a weakly closed graph if for every net (x δ ) δ ⊂ S, x δ → x ∈ S, and for every net (
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Finally, F : S → 2 X is said to have a partially closed graph if for every net (x δ ) δ ⊂ S, x δ → x ∈ S, and for every net (
If X is a linear topological space, (P, d * ) is a metric space and Γ : P → CC(X) is a multifunction, for each x ∈ X, we denote with ℘ f,Γ the parametric projection multifunction that associates to each pair (p, x) ∈ P × X the set of the best approximations to x in Γ(p):
is the parametric projection multifunction so defined:
We observe that the set of the best approximations to x in Γ(p) can be empty. In order to avoid trivialities, a set
Finally, we recall that a subset A of a topological linear space X is said
Fixed points and best approximations
First, we state the following fixed point theorem Theorem 1 (Corollary to Glebov-Theorem in [7] ). Let X be a Hausdorff locally convex topological linear space, S be a nonempty closed and convex subset of X, and G : S → C(S) be a multifunction with the properties (i) G has a partially closed graph;
Under these conditions, the multifunction G has a fixed point. P roof. We can assume that the space X is complete: in fact the hypotheses on S and on multifunction G are the same when we consider the completion of X.
We put C = co (G(S)) and we can say that the set C is a convex and compact subset of S. Now, we can immediately observe that the restriction of the multifunction G to the set C, G | C , has the following properties:
is convex, ∀x ∈ C; G | C has a partially closed graph, therefore G | C satisfies the hypotheses of the Theorem in [7] , so we can say that there exists a pointx ∈ C ⊂ S such thatx ∈ G(x). Now, using Theorem 1, we prove the following necessary and sufficient condition for the existence of fixed points for multifunctions.
Theorem 2. Let X be a Hausdorff locally convex topological linear space, S be a nonempty subset of X, and G : S →C(X) be a multifunction such that (i) G has weakly closed graph.
Under these conditions, the multifunction G has a fixed point if and only if there exists a compact and convex subset K of S such that
P roof. The necessary part is trivial. In order to prove the sufficient part we define the multifunction
We observe that it has a weakly closed graph. In fact, given a net (
then, by hypothesis β) and taking into account that the set K is convex, we obtain that (x, y) ∩ F (x) = ∅.
Moreover, the multifunction F has convex values and the set F (K) is included in the compact set K.
Therefore, F has a fixed point (see our Theorem 1).
Remark 1. We wish to point out that there exist multifunctions that satisfy the hypotheses of Theorem 2, but do not satisfy all conditions of Theorem 1. It can be seen by considering the multifunction G :
It is true even if we consider multifunctions defined on a closed and convex set S and with values in the family C(S) (as required in Theorem 1): for example, fixing S = [0, +∞[, let us take the following multifunction
Remark 2. On the other hand, there exist multifunctions that satisfy the hypothesis of Theorem 1, but do not satisfy all conditions of Theorem 2. To this end, we can consider the multifunction G : S → 2 S , S = [0, +∞], so defined
Remark 3. Finally, we observe that Theorem 1 improves the fixed point theorem obtained in [7] : for us it is not necessary for the multifunction G to be defined in a compact set. Our Theorem 2 strictly contains the mentioned fixed point Theorem obtained in [4] ; we observe that we do not require the multifunction to have closed values (for example, we can consider the first multifunction defined in Remark 1). 
P roof. Let x ∈ A, now if x /
∈ A then there exists a net (α U ) U ∈ (0) with the property α U ∈ (x + U ) ∩ (A \ {x}), ∀ U ∈ (0) (where (0) denotes the family of all neighbourhoods of zero in X). Since α U → x, taking into account that f is a continuous seminorm, we can say that
Therefore, for a ε > 0, there exists a neighhbourhoodŨ ∈ (0) such that
from which we can deduce that
and say that (α U ) U ∈ (O) is a minimizing net for x. Therefore, (α U ) U ∈ (O) has a convergent subnet to a pointx ∈ A. X being a Hausdorff space, we have the contradiction: x =x ∈ A. Of course, the set A is closed. Now we are able to prove our "f -best approximation" result: (ii) the set φ(S) is relatively compact.
Under these conditions, there exists
P roof. We consider the multifunction G : S → 2 S so defined
First, we prove that the multifunction G has a partially closed graph. To this end we fix a net (x δ ) δ∈∆ ⊂ S, x δ → x(∈ S), and another net (y δ ) δ∈∆ , y δ ∈ G(x δ ), ∀ δ, y δ → y. Taking into account that the set φ(S) is compact we may assume, passing to a subnet if necessary, that the net (φ(x δ )) δ is convergent at a point z ∈ X. Then by hypothesis (i) we have that there exists a numberλ ≥ 0 such that φ(x) = x +λ(z − x). Ifλ = 0, since f (0) = 0 , we can immediately say that x ∈ L(x, y) ∩ ℘ f,S (φ(x)). On the other hand, ifλ > 0 we have φ(x δ ) − y δ → z − y by which we deduce that
and we have the following property
Then we can write
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Taking into account (1), (2) and our hypothesis on the set S we deduce
from which we can say that
So it is proved that x +λ(y − x) ∈ L(x, y) ∩ ℘ f,S (φ(x)). Therefore, the multifunction G has a partially closed graph.
Moreover, we observe that is ℘ f,S (x) = ∅, ∀x ∈ X ([8], Proposition 2.1); then the multifunction G has nonempty values. Now, since f is a seminorm and S is a convex set, it is easy to prove that the set ℘ f,S (x) is convex, ∀ x ∈ X. So, we can say that the multifunction G has convex values.
Moreover, ∀ x ∈ X the set ℘ f,S (x) is compact: it is a straightforward consequence of the f -approximative compactness of S and of the continuity of f . Since the multifunction ℘ f,S is upper semicontinuous (see our Lemma 1 and [8] , Proposition 2.4) and with compact values, then using the hypothesis (ii) we can deduce that the set ℘ f,S (φ(S)) is compact. Therefore, the set G(S) is relatively compact.
Applying our fixed point Theorem 1 (see our Lemma 1), we have that there exists a point u ∈ S such that f (φ(u) − u) = min y∈S f (φ(u) − y).
Remark 4. Our Theorem 3 extends some propositions recently proved (see for example [6, 15, 10] and [18] ). There exist functions that satisfy the hypotheses of Theorem 3 but do not satisfy all the conditions of the propositions proved in the mentioned works: it is sufficient to consider a function φ : S → IR, where S = [0, +∞), defined as:
E.V. Oshman in [14] introduces the "Oshman space", i.e. a reflexive Banach space in which the parametric projection on every closed and convex subset is upper semicontinuous. Now, assuming that the space X is an Oshman space and taking the following Lemma into account Lemma 2. Let X be a reflexive normed space, S a (nonempty) closed and convex subset of X and x ∈ X. Under these conditions, there exists u ∈ S such that x − u = δ(x, S).
We are able to prove the following Theorem 4.
Theorem 4. Let X be an "Oshman space"and S a (nonempty) closed subset of X such that x, y ∈ S and λ ≥ 0 imply x + λ(y − x) ∈ S. Let φ : S → X be a function with the properties (i) and (ii) of Theorem 3.
Under these conditions, there exists a point
Taking into account the proof of Theorem 3 we can say that the multifunction G has a partially closed graph. Moreover, G has nonempty (see Lemma 2) and convex values. Since the parametric projection ℘ . ,S has convex values and is upper semicontinuous, we can say that 
Properties of parametric projections
In the first part of this section, we obtain a sufficient condition for the continuity of a parametric projection ℘ . ,Γ : P × X → 2 X , where P is a metric space, (X, . ) is a reflexive normed space and Γ : P → CC(X) is a multifunction. Now let us introduce the following notations.
252
T. Cardinali
Let r : P × X → IR be a continuous function such that
andΓ be the multifunction defined as
Theorem 5. Let (P, d * ) be a metric space, (X, . ) be a reflexive normed space, (p o , x o ) ∈ P × X and Γ : P → CC(X) be a multifunction with the following property there exists a functionΓ :
P roof. First, we observe that we can introduce on the reflexive normed space (X, . ) an equivalent norm with the property that the space X is locally uniformly convex and then also strictly convex (see [20] Appendix (29)). Therefore our assumptions imply that the parametric projection is a single-valued function (see [13] 
n ) with the property ℘ . ,Γ(pn) (x n ) / ∈ W . Then for the sequences (p n ) n and (x n ) n the following hold
Without restriction we can assume that the sequence (η N ) N is decreasing. Therefore taking into account (6) and (7), there exists a numberñ N ∈ IN such that
so we can write (see (9))
By (12), taking into account our Lemma 2 and Lemma 2.2 of [11] , it follows
Moreover, using (7), we can say that there exists n N ∈ IN : n N ≥ñ N with the property:
Without restriction we can assume that the sequence (n N ) N is increasing. Now the subsequences (z n N ) N , (x n N ) N , (g n N ) N , satisfy the following property (see Lemma 2.1 and Lemma 2.2 of [11] and (13), (8) , (12) , (14) 
so, passing to the limit for N → +∞, we have
Consequently we can deduce that
i.e., the net (zÛ ε ) ε>0 is minimizing for 
we have the following contradiction (see (19) ):
i.e., gÛ ε ∈ B(z o , R) ⊂ W, ∀ ε ∈ (0, ε * ]. Thus, the parametric projection ℘ d,Γ : P × X → 2 X is upper semicontinuous at (p o , x o ).
Remark 7. We note that our Theorem 6 improves the Theorem obtained in [11] : it is sufficient for us to require that P is a topological space and X is a metric space (while in [11] the spaces are respectively metric and normed).
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Finally, without the hypothesis that the values of Γ are approximatively compact, we prove that the parametric projection ℘ d,Γ : P × X → 2 X has closed graph. , x o ) ). (20) On the other hand, using Lemma 3, we can say that Hence, taking into account (20) and (21), we can say that
So we can conclude that the parametric projection ℘ d,Γ : P × X → 2 X has a closed graph.
