The computational complexity of bounded sets of the two-dimensional plane is studied in the discrete computational model. We introduce four notions of polynomial-time computable sets in R 2 and study their relationship. The computational complexity of the winding number problem, the membership problem, the distance problem and the area problem is characterized by the relations between discrete complexity classes of the NP theory.
Introduction
Computational complex analysis studies the algorithmic aspects of the theory of functions of complex variables. While the design and analysis of efficient algorithms plays a central role in the theory, the study of the computational complexity of basic problems in the theory is also an important subject. A noteworthy example is the recent progress on the study of the computational complexity of the fundamental theorem of algebra, including Smale [1981] , Schönhage [1982] and Neff [1990] , to name just a few.
We are concerned, in this paper, with a basic problem in the complexity theory of computational complex analysis: how to measure the complexity of a subset of the plane R 2 . In particular, we are interested in the precise notion of polynomial-time computable sets S ⊆ R 2 . The notion of polynomial-time computability has played an important role in the development of the discrete complexity theory. We expect that an analogous notion in computational complex analysis is also fundamental in the sense that the complexity of problems in this field can be characterized by this notion and its extensions.
Computational problems involving real-valued functions have been studied in many different settings. Depending upon the motivations and applications, each approach uses a different computational model. In this paper, we are interested in the interplay between real-valued computation and the complexity notions of the discrete NP theory, and therefore we study these problems using the discrete model of Ko and Friedman [1982] . In this model, a real number is represented by a converging sequence of rational numbers and the complexity of an algorithm is measured by the number of bit-operations operated by the algorithm. (See Section 2 for the formal definitions and the discussions on computational models for real-valued computation; see also Ko [1991] for a complete treatment.) Following this approach, there are several natural ways to define the notion of polynomial-time computable sets in R 2 . We will introduce four such notions and study their relationship.
The first is the notion of polynomial-time approximable sets in R 2 . Informally, a subset S ⊆ R 2 is polynomial-time approximable if there is a machine M which, on a given point z ∈ R 2 and an integer n, determines whether z is in S within time polynomial in n and admits errors only on a set E ⊆ R 2 of measure ≤ 2 −n . This notion is motivated by the concept of recursively approximable sets developed in recursive analysis, and has been studied in the one-dimensional case in Ko [1986] . The second notion is the polynomial-time recognizable sets in R 2 . A set S ⊆ R 2 is polynomial-time recognizable if there is a machine M which on a given point z ∈ R 2 and an integer n, determines whether z is in S within time polynomial in n and admits errors only on points z that are within a distance 2 −n of the boundary of S. This definition is more useful for bounded open sets. The relation between the above two notions of polynomial-time computable sets has a close connection to the well-known open question of whether polynomial-time probabilistic computation (on integers) is strictly stronger than polynomial-time deterministic computation (on integers).
Note that the above two definitions allow the machines M to make two-sided errors. If we further restrict that the machines M can only make one-sided errors so that M must output the correct answer when z ∈ S, then we obtain strongly polynomial-time approximable and strongly polynomial-time recognizable sets. It is interesting to point out that the class of strongly polynomialtime recognizable sets characterizes precisely the zeros of polynomial-time computable functions defined on R 2 (with a polynomial inverse modulus at zeros). This characterization allows us to derive complexity bounds for the zeros of polynomial-time computable functions defined on R 2 .
A basic object in computational complex analysis is a bounded, simply connected region; that is, a bounded, connected open set with no hole (or, equivalently, whose complement is connected). The boundary curve is a natural representation for such a set. We study some fundamental issues concerning such regions with polynomial-time boundary curve representations. The most critical problem is the membership problem: must a simply connected region with a polynomial-time computable boundary curve be polynomial-time recognizable? This question turns out to be closely related to the winding number problem of computing the winding number of a given curve. We show that the complexity of the winding number problem can be characterized by the counting complexity class #P . Namely, if a curve is polynomial-time computable then the winding number problem is solvable in polynomial-time using a function f ∈ #P as an oracle; conversely, a polynomial-time computable curve could be designed in such a way that its winding number problem encodes a discrete #P -complete problem. For the membership problem, it immediately follows that it can also be solved in polynomial time relative to an oracle f ∈ #P . In addition, we can show that it is not necessarily polynomial-time recognizable, unless weak one-way functions do not exist (more precisely, P = U P ). It remains an open question whether the gap between the upper bound P #P and the lower bound U P could be narrowed.
In addition to the membership problem, we also investigate the distance problem of determining the distance between a polynomial-time computable curve and a given point in R 2 , and the area problem of determining the measure of a simply connected region (represented by a polynomialtime computable boundary curve). The distance problem is easily seen to be equivalent to the minimization problem on one-dimensional real functions. We show that the distance problem is polynomial-time solvable if and only if P = NP . For the area problem, we show that the area of a region with a rectifiable boundary curve (i.e,a curve of a finite length) must be polynomial-time computable if and only if FP = #P . In contrast, it is interesting to note that if the boundary curve is nonrectifiable, then the area of a region with a polynomial-time computable boundary curve could be noncomputable at all (see Ko [1993] ).
The above results demonstrate an interesting relation between the continuous problems on two-dimensional regions and the complexity theory of discrete computation. They serve as the first step toward an understanding of the complexity of problems in computational complex analysis.
Preliminaries 2.1 Notation and Terminology
This paper deals with both discrete computation on strings in {0, 1} * and continuous computation on real numbers. The basic computational objects in discrete computation are integers and strings. The length of a string w is denoted by (w). We write w 1 , w 2 to denote the pairing function on w 1 and w 2 . The complement of a set S is written as S c .
The basic computational objects in continuous computation are dyadic rationals D = {m/2 n : m ∈ Z, n ∈ N}. Each dyadic rational d has infinitely many binary representations, with arbitrarily many trailing zeros. For each such representation s, we write (s) to denote its length. If the specific representation of a dyadic rational d is understood (often the shortest binary representation), then we write (d) to denote the length of this representation. We let D n denote the class of dyadic rationals with at most n bits in the fractional part of its binary representation.
For real numbers x and y, we write x, y to denote a point in the R 2 space. We often write z to denote a point in R 2 . For a real number x, |x| denotes its absolute value. For convenience, we use the L ∞ -metric for the space R 2 ; thus, for two points z 1 = x 1 , y 1 , z 2 = x 2 , y 2 ∈ R 2 , |z 1 − z 2 | denotes their distance max{|x 1 − x 2 |, |y 1 − y 2 |}. For any point z ∈ R 2 and any set S ⊆ R 2 , we let δ(z, S) be the distance between z and S; i.e., δ(z, S) = inf{|z − y| : y ∈ S}. We write N (z; ) to denote the open neighborhood of the center z and of radius ; using the L ∞ -metric, this is the open square centered at z and having length 2 at each side. For a set S ⊆ R 2 , we let µ * (S) be the outer measure of S, and let µ(S) be the measure of S if S is measurable.
In this paper, we will consider only bounded subsets of R 2 . A subset S of the two-dimensional plane R 2 is called a region if it is nonempty, open and connected. A bounded region is simply connected if it does not have "holes," or, equivalently, its complement is also connected. The boundary of a bounded, simply connected region is a simple, continuous, closed curve.
Complexity Classes
The fundamental complexity class we are interested in is the class P of sets acceptable by deterministic polynomial-time (Turing) machines. The following is a list of other important complexity classes we will use in this paper:
NP: the class of sets acceptable by nondeterministic polynomial-time machines, UP: the class of sets acceptable by unambiguous nondeterministic polynomial-time machines (machines that have at most one accepting computation on any input), BPP: the class of sets acceptable by polynomial-time probabilistic machines, FP: the class of functions (mapping strings to strings) computable by deterministic polynomialtime machines, and #P : the class of functions that count the number of accepting computations of nondeterministic polynomial-time machines.
Other nonstandard complexity classes will be defined when they are needed. In addition, relativized complexity classes are also used. The reader is referred to Ko [1991] for a review of these complexity classes and their relationship.
Computational Model for Real Functions
The concept of polynomial-time computable real functions used in this paper is first introduced in Ko and Friedman [1982] . This concept is an extension of the notion of recursive real functions used in recursive analysis [Pour-El and Richards, 1989] , based on the bit-operation complexity measure defined on Turing machines. This computational model is consistent with the ones used in many other works involving real-valued computation, including Schönhage [1982] , Lovász [1986] and Papadimitriou and Tsitsiklis [1986] . It is different from the real RAM model used in, e.g., Traub et al. [1988] and Blum et al. [1989] . Ko [1991] contains more discussions on the models for continuous functions.
We give a short summary of the basic notions in this theory. A real number x ∈ R is represented by a Cauchy function φ : N → D that binary converges to x in the sense that φ(n) ∈ D n and |φ(n) − x| ≤ 2 −n . If the function φ further satisfies the condition that φ(n) ≤ x < φ(n) + 2 −n , then we call φ the standard Cauchy function for x, and write b x for φ. Another representation for real numbers is the left cut representation. For each Cauchy function φ representing x, we let L φ be the set of strings of the form s.t that represent dyadic rationals d such that d ≤ φ(n), where n = (t). 1 The left cut L bx associated with the standard Cauchy function b x is called the standard left cut of x, and is denoted by L x .
A real number x is recursive, or computable, if there exists a computable Cauchy function φ that binary converges to x. A Cauchy function φ : N → D is polynomial-time computable if there exist a Turing machine M and a polynomial p such that M (n) computes φ(n) in time p(n). A real number x is polynomial-time computable if there exists a polynomial-time computable Cauchy function that binary converges to x, or, equivalently, if there exists a left cut of x in P . (In the following, we will write "P-computable" to mean the term "polynomial-time computable.")
The computational model for real functions is the oracle Turing machine. An oracle Turing machine M is an ordinary Turing machine equipped with an extra query tape and two extra states: the query state and the answer state. The machine M makes a query to an oracle function φ : N → D as follows: First, it writes an integer k on the query tape, then enters the query tape and waits for the answer φ(k). The oracle φ then reads the input k, replaces the integer k by the dyadic rational number φ(k), and places the machine M on the answer state. After the machine M enters the answer state, it continues like ordinary machines; in particular, it can read φ(k) off the query tape. The action from the query state to the answer state counts only one machine step.
We say an oracle Turing machine M is polynomial time-bounded if there exists a polynomial p such that for all inputs n and all oracles φ, M φ (n) halts in time p(n).
1 It would be more convenient to define L φ as a set of dyadic rationals. However, since each dyadic rational may have many different representations, each of a different length. The above definition is technically most accurate. The standard left cuts, nevertheless, can be defined in terms of dyadic rationals. That is, Lx = {d ∈ D : d < x}. Definition 2.1 (a) A function f : [0, 1] → R is recursive, or computable, if there exists an oracle Turing machine M such that for any oracle function φ that binary converges to a real number x ∈ [0, 1], and any integer n, the machine M outputs a dyadic rational e such that |e − f (x)| ≤ 2 −n . In other words, the oracle machine computes the operator that maps a Cauchy function for x to a Cauchy function for f (x).
(b) A function f : [0, 1] → R is polynomial-time computable (or, P-computable) if it is computable by an oracle Turing machine that operates in polynomial time.
An equivalent definition for P-computable real functions f will be used in this paper. We say a function f : [0, 1] → R has a polynomial modulus if there exists a polynomial p such that
f has a polynomial modulus and (ii) there exist a Turing machine M and a polynomial p such that for any dyadic rational number d of length ≤ n, and any integer n, M (d, n) outputs, in time p(n), a dyadic rational number
The above definition and proposition can be extended to functions mapping [0, 1] to R 2 or functions mapping [0, 1] 2 → R in a natural way. That is, the machine computing a function from [0, 1] to R 2 will output two dyadic rationals e 1 and e 2 such that | e 1 , e 2 − f (x)| ≤ 2 −n , and the machine computing a function from [0, 1] 2 to R will use two oracles φ and ψ, representing two real numbers x and y, such that |M φ,ψ (n) − f ( x, y )| ≤ 2 −n . In the above, we say (φ, ψ) represents the point x, y in R 2 .
Polynomial-Time Recognizable Sets
We are interested in characterizing the class of sets S ⊆ R 2 whose membership problems are solvable in polynomial time. Intuitively, the membership problem of a subset S of R 2 is solvable if there exists a machine M that for each given point z ∈ R 2 determines whether z is in S; that is, if there is a machine M that computes the characteristic function χ S of S. In our computational model, the point z = x, y is naturally presented to the machine as two oracle functions φ and ψ that binary converge to x and y, respectively, and the machine M is an oracle Turing machine. In addition, we note that the oracle machine M cannot solve the membership problem for set S absolutely correct because it, within a finite number of moves, does not have the ability to distinguish between two close but distinct points in R 2 . More precisely, we observe that an oracle machine M always compute a continuous function (Proposition 2.2). Since the only subsets of R 2 whose characteristic functions are continuous are ∅ and R 2 , only these two sets are computable with absolutely no error. Thus, for a nontrivial theory, we must allow the machine M to make errors, while we require that the errors are under control. In this and the next sections, we discuss a few different formulations of polynomial-time solvable subsets of [0, 1] 2 , and consider their relationship. (We only consider bounded sets S.)
First, we consider the following definition, which is a simple generalization of one-dimensional polynomial-time approximable sets of Ko [1986 Ko [ , 1991 ).
Definition 3.1 A set S ⊆ R 2 is polynomial-time approximable (or, simply P-approximable) if there exist an oracle Turing machine M and a polynomial p such that for any oracles (φ, ψ) representing a point z = x, y ∈ R 2 (i.e., φ and ψ binary converge to x and y, respectively), and for any input n, M outputs either 0 or 1 in p(n) moves such that the following set E n (M ) has size µ * (E n (M )) ≤ 2 −n :
When the machine M is understood, we write E n for E n (M ).
In other words, a set S is P-approximable if we can approximately determine the membership of S with the runtime polynomially dependent on the error size. This appears to be an interesting approach for polynomial-time computable sets; some interesting properties of one-dimensional Papproximable sets have been studied in Ko [1986] . In particular, the following characterization of P-approximable sets demonstrate that P-approximable sets can be approximated by simple sets. 
is an interior point of S n , is an exterior point of S n , or is on the boundary of S n .
is P-approximable iff there exists a uniformly polynomial-time computable sequence S n of finite unions of rectangles such that µ * (S∆S n ) ≤ 2 −n .
We first make a fundamental observation on the behavior of oracle machines. Recall that b x is the standard Cauchy function for x. For x, y ∈ [0, 1], we write M x,y (n) to denote M bx,by (n).
Lemma 3.4 Let M be an oracle machine that P-approximates a set S. Assume that M has a polynomial-time complexity bound p.
we observe that there exists an oracle representation (φ, ψ) for z such that φ(i) = b d 1 (i) and
Thus, the computation of M φ,ψ (n) works exactly the same as that of M d 1 ,d 2 (n), and hence it outputs 1. That means either z ∈ S or z ∈ E n (M ).
The other case is similar.
Proof of Theorem 3.3. First assume that S is P-approximable. Let M be an oracle machine that approximates S in time p(n) for some polynomial p.
Then, it is easy to see that {S n } is uniformly P-computable as defined in Definition 3.2. We claim that S n ∆S ⊆ E n (M ) and hence
Similarly, we can show that if z is in S − S n , then z ∈ E n (M ). So the claim is proven.
Conversely, assume that {S n } is a uniformly P-computable sequence of finite unions of rectangles such that µ * (S n ∆S) ≤ 2 −n . Let p be a polynomial such that all corners of rectangles in S n are in D p(n) × D p(n) . Let r(n) = p(n + 1) + n + 2. Consider the following machine M :
Machine M. With oracles (φ, ψ) representing a point z ∈ R 2 and on input n, output 1 iff the point d = φ(r(n)), ψ(r(n)) is an interior point of S n+1 .
Note that if z has a distance ≥ 2 −r(n) to the boundary of S n+1 , then M must accept z on input n iff z ∈ S n+1 . Thus, a point z is in E n (M ) only if z ∈ S n+1 ∆S or z is within a distance 2 −r(n) to the boundary of S n+1 . The boundary of S n+1 is contained in the set B = { x, y :
Although the notion of P-approximable sets appears interesting from the measure-theoretic point of view, it does not provide strong control over where the errors may occur. That is, two sets S 1 and S 2 are essentially regarded as the same set here if they differ by at most a set of measure 0. While a set of measure 0 is negligible from the measure-theoretic point of view, it could be an important factor in other computational problems, for instance, the problem of determining the complexity of isolated zeros of a function. The following definition further controls the errors by requiring that errors can occur only close to the "boundary" of the set. For any set S ⊆ R 2 , we let Γ S be the set of all points z in R 2 such that for any r > 0, the neighborhood N (z; r) = {y ∈ R 2 : |z − y| < r} intersects both S and S c . For a simply connected region S, Γ S is its boundary.
Definition 3.5 A set S ⊆ R 2 is polynomial-time recognizable (or, simply P-recognizable) if there exist an oracle Turing machine M and a polynomial p such that M φ,ψ (n) computes χ S (z) in time p(n) whenever (φ, ψ) represents a point z whose distance to Γ S is > 2 −n ; i.e., E n (M ) ⊆ {z :
That is, a set S is P-recognizable if it is approximable by a machine M such that the errors can occur only close to its boundary, with the runtime of the machine M polynomially dependent on the distance between the given point and the boundary. We intend to use this definition to identify the complexity of simply connected regions. The following example shows that this approach is natural for simple sets. We use the term rectangle to denote a set [a, b] 
Proof. The backward direction is obvious. For the forward direction, we assume that [a, b] 
is P-recognizable. For convenience, assume that 0 < a < 1 < b and d < −1, 1 < c. Then, for any sufficiently large n > 0, we can binary search for a dyadic rational e ∈ D n ∩ [0, 1] such that M e,0 (n + 1) = 0 and M e ,0 (n + 1) = 1, where e = e + 2 −(n+1) . Then, either M is correct on both oracles (b e , b 0 ) and oracles (b e , b 0 ), and hence e ≤ a ≤ e , or e or e is in E n+1 (M ) and hence it is within distance 2 −(n+1) of a. In either case, |e−a| ≤ 2 −n . Therefore, the number a is P-computable. The other three numbers b, c, d can be proved to be P-computable in a similar way.
Although we defined P-recognizable sets by a different error control mechanism, the exact relation between P-approximable sets and P-recognizable sets is not a simple matter. For instance, the above example does not appear to hold for P-approximable sets (see Example 3.10 at the end of this section). In the following we consider their relations.
We first consider the question of whether P-recognizable sets must be P-approximable. Intuitively, if S is a simply connected region with the boundary curve Γ S , and if Γ S is a rectifiable curve (i.e., Γ S has a finite length), then the error area of a P-recognizer M for S is small, and so S is P-approximable. On the other hand, if Γ S is not rectifiable, then the error area of M could be very large. We summarize these observations in the following theorem.
Theorem 3.7 (a) Let S be a simply connected region in [0, 1] 2 , whose boundary Γ S is a simple, closed, rectifiable curve. If S is P-recognizable, then it is also P-approximable.
(b) There exists a simply connected region S that is P-recognizable but not P-approximable.
Proof. (a) Assume that the oracle machine M P-recognizes S as defined in Definition 3.5. Then, for each n, the error set E n is in the neighborhood of Γ S of distance 2 −n . Since Γ S has a finite length L, the set E n has measure ≤ L · 2 −n .
(b) Ko [1993] has constructed a P-computable, simple, closed curve Γ that has the following properties: (i) the boundary Γ is not rectifiable, (ii) the measure of the interior S of the curve Γ is not recursive, (iii) the interior S of the curve Γ is P-recognizable. In Theorem 9.1, we will see that the measure of a P-approximable set is P-computable relative to an oracle in #P , and hence is recursive. Thus, the set S is P-recognizable but not P-approximable.
Next, we consider the question of whether P-approximable sets are always P-recognizable. To do this, we need to introduce the notion of probabilistic computation.
Definition 3.8 A relation R ⊆ {0, 1} * × {0, 1} * is polynomial-length related if there exists a polynomial p such that R(s, t) implies (t) = p( (s)). Two sets A, B ⊆ {0, 1} * are called a BPpair if there exists a polynomial-time predicate R that is polynomial-length related with respect to polynomial p such that
The above definition of BP -pairs is the generalization of the complexity class BPP ; namely, a set A is in BPP iff (A, A c ) is a BP -pair. Let A and B be two disjoint subsets of {0, 1} * . We say A and B are P-separable if there exists a set C ∈ P such that A ⊆ C and B ⊆ C c . In the following we are going to show that if all BP -pairs are P-separable then all P-approximable sets are also P-recognizable. Conversely, if BPP = P , then P-approximable sets are not necessarily P-recognizable. It is easy to see that the condition of all BP -pairs being P-separable implies that BPP = P . It is not clear whether the converse holds. The best we know is that if F P = #P then all BP -pairs are P-separable.
Theorem 3.9 In the following, (a) ⇒ (b) ⇒ (c).
(a) All BP -pairs (A, B) are P-separable.
(b) All P-approximable sets are P-recognizable.
(c) BPP = P .
Proof. (a) ⇒ (b): Let S be P-approximable and M 1 be an oracle machine that P-approximates S, with runtime p.
. We define two sets C 1 and C 0 as follows (in the following, we let d = d 1 , d 2 and e = e 1 , e 2 ):
(2n) = 1};
Then, (C 1 , C 0 ) are a BP -pair, and, from assumption (a), the pair (C 1 , C 0 ) are P-separable. Let M 2 be a polynomial-time Turing machine that separates C 1 from C 0 . Now we describe an oracle machine M that P-recognizes S as follows:
Algorithm M . With oracles (φ, ψ) and on input n, first pick d 1 = φ(n+2) and d 2 = ψ(n+2), and then simulate
It is clear that M runs in polynomial time. To see that M indeed recognizes S, we need to show that errors only occur close to the boundary of S. Or, assuming that the distance of z to Γ S is greater than 2 −n , we need to show that z ∈ E n (M ). Without loss of generality, assume that z ∈ S. For any oracles (φ, ψ) that represent z, let d 1 = φ(n + 2) and d 2 = ψ(n + 2), then the distance between d = d 1 , d 2 and Γ S is greater than 2 −(n+1) . We claim that M 2 recognizes that d 1 , d 2 ∈ C 1 , and hence the algorithm M P-recognizes S.
To prove the claim, consider the set N d of dyadic rational points e = e 1 , e 2 such that e 1 , e 2 ∈ D p(2n+4) and |d − e| ≤ 2 −(n+2) . First, the distance between each e ∈ N d and Γ S is greater than 2 −p(2n+4) . So, z ∈ S implies e ∈ S and N (e; 2 −p(2n+4) ) ⊆ S. Second, if for some e ∈ N d , we have M e 1 ,e 2 1 (2n + 4) = 0, then, by Lemma 3.4, the neighborhood N (e; 2 −p(2n+4) ) is contained in S c ∪ E 2n+4 (M 1 ), and hence contained in E 2n+4 (M 1 ). Now observe that the neighborhoods N (e; 2 −p(2n+4)−1 ) are pairwise disjoint, each having the measure 2 −2p(2n+4) . Therefore, by the assumption that M 1 P-approximate S, at most 2 2p(2n+4)−(2n+4) many e ∈ N d could have M e 1 ,e 2 1 (2n + 4) = 0. That is ≤ 1/4 of all e ∈ N d . Thus, the machine M 2 would correctly output 1 on input d.
(b) ⇒ (c): Assume that BPP = P . We are going to construct a set S ⊆ [0, 1] 2 that is Papproximable but not P-recognizable. For each string w of length n, let i w be the integer less than 2 n whose n-bit binary expansion (including leading zeros) is w. Then, let a n = 1 − 2 −(n−1) , and x w = a n +i w ·2 −2n . We note that the
Let A ⊆ {0, 1} * be a set in BPP − P . Then, define S = w∈A, (w)≥1 S w . We claim that S satisfies our needs. First, to see that S is not P-recognizable, we note that z w = x w +2 −(2n+1) , 1/2 has a distance 2 −(2n+1) away from Γ S . Thus, if S were P-recognizable, then we could correctly determine whether z w ∈ S in time p(n) for some polynomial p (by simulating the machine that P-recognizes S with the standard oracles of z w and with the input 2n + 2). This in turn would allow us to determine whether w ∈ A in time p(n), contradicting to the assumption that A ∈ P .
Next, we show that S is P-approximable. Since A ∈ BPP , there exist a polynomial-time predicate R and a polynomial p such that for all w ∈ {0, 1} * , with (w) = n,
That is, a random R-test for w ∈ A has error probability at most 1/4. We can reduce this error probability to 2 −k by repeating the R-test for c · k times and take the majority answer, where c is a constant (see, for instance, [Balcazar et al. 1989] ). More precisely, for each string u of length m = c · k · p(n), write u = u 1 · · · u ck , with each u i having length |u i | = p(n), and define Q k (w, u) to be the predicate that the size of {i : 1 ≤ i ≤ ck, R(w, u i )} is > ck/2. Then, we have
Note that Q k is uniformly P-computable in the sense that there is a polynomial-time Turing machine
We observe, from the estimation of the error probability for Q-tests, that for each w,
Since Q k (w, v) is uniformly P-computable, we can see that T k is uniformly P-approximable in the following sense: there is a polynomial-time Turing machine M 1 such that µ * {z : there exist
From the above relation between T k and S and the machine M 1 , we obtain the following machine M for set S:
Algorithm M : With oracles (φ, ψ) and input k, simulate M φ,ψ 1 (k + 1). It is easy to verify that machine M indeed P-approximates S: the error set
The following is a specific example showing the difference between P-approximable sets and P-recognizable sets. It further demonstrates that P-recognizability is the more natural approach for simply connected regions. Recall that a tally set is a set over a singleton alphabet {0}.
Example 3.10 If there exists a tally set in BPP − P , then there exists a non-degenerate rectangle
Sketch of Proof. In Lemma 3.14 of Ko [1991] , it is shown that for any tally set T , there is a real number x ∈ [0, 1] such that its standard left cut L x is P-computable relative to the oracle T , and that T is P-computable relative to any left cut L φ of x. Thus, for a tally set T ∈ BPP − P , we obtain a real number x ∈ [0, 1] whose standard left cut L x is in BPP but x is not P-computable. Consider the rectangle A = [0, x] × [0, 1]. We see from Example 3.6 that A is not P-recognizable. We verify that A is P-approximable.
Let M be a polynomial-time deterministic Turing machine and p be a polynomial such that
Let 0.w denote the dyadic rational whose binary expansion is 0.w.
Then, it is not hard to verify that {S n } satisfies the condition of Definition 3.2 and that µ * (S n ∆S) ≤ 2 −n .
Strongly P-Recognizable Sets
The notions of P-approximability and P-recognizability introduced in the last section allow twosided errors to occur in the computation. We can also extend them to have only one-sided errors; that is, machine M must recognize x correctly if x ∈ S. The one-sided error requirement is useful when we are concerned with simple sets such as sets of measure 0. (It is clear that a set S of measure 0 is trivially P-approximable. It is also trivially P-recognizable, since a set of measure 0 does not contain a rectangle and hence every point in the set is also a boundary point.)
Definition 4.1 A set S ⊆ R 2 is strongly P-approximable (strongly P-recognizable) if S is Papproximable (P-recognizable, respectively) by an oracle machine M such that M φ,ψ (n) = 1 whenever (φ, ψ) represents a point x in S Strongly P-recognizable sets are interesting, because they can be used to characterize the sets of zeros of P-computable real functions with polynomial inverse moduli at zeros. We will prove this result later.
It is clear that strongly P-approximable sets are a proper subclass of P-approximable sets.
Theorem 4.2 There exists a P-approximable set that is not strongly P-approximable.
. This set has measure 0 and so is P-approximable. On the other hand, for the sake of contradiction, let us suppose that M strongly P-approximates S. Then, for any oracles (φ, ψ) representing a point z in R 2 , and any input n, M must halt in p(n) moves for some polynomial p. Let d 1 = φ(p(n)) and d 2 = ψ(p(n)). We observe that the machine M cannot distinguish the oracles (φ, ψ) from the standard oracles (
Since M strongly p-approximates S, it must accept with the oracles (
, and hence it must accept with the oracles (φ, ψ). Thus, M must output 1 for all oracles representing any point in [0, 1] 2 and hence µ(E n ) = 1, leading to a contradiction.
For the relation between P-recognizable sets and strongly P-recognizable sets, we first note that a non-degenerate rectangle is strongly P-recognizable iff it is P-recognizable. 
] is strongly P-recognizable. Therefore, a non-degenerate rectangle is P-recognizable iff it is strongly P-recognizable.
Proof. For any integer n > 0, consider the rectangle
Then, by Example 3.6, R n is P-recognizable. Thus, we have a machine M n to recognize R n such that the only errors of M n occur within the distance 2 −n of the boundary of R n . Treating M n as a recognizer for R, then it recognizes all points in R correctly and the errors only occur within the distance 2 −(n−1) of the boundary of R. Now we observe that the machines M n are uniformly polynomial-time bounded and hence can be combined into a single polynomial-time machine M for R.
The above result does not hold if the rectangle is a degenerate one, since a degenerate rectangle is of measure 0. Also, the strategy of binary search cannot apply since it is of measure 0. We first consider the complexity of a strongly P-recognizable singleton set. (b) A point z = x, y ∈ R 2 is NP-computable if both x and y are NP-computable real numbers.
In the study of the maximization problems on continuous functions, the following notion of left NP real numbers and right NP real numbers have been defined [Ko, 1982 [Ko, , 1991 . A real number x is a left NP real number if there exists a left cut L φ of x such that L φ is in NP, and it is a right NP real number if there exists a left cut L φ of x such that L φ is in coNP. We can characterize the class of NP-computable real numbers in terms of these notions.
Proposition 4.5 A real number x is NP-computable iff it is both left NP and right NP.
Sketch of Proof. If x is NP -computable by the nondeterministic Turing machine M . For each n > 0, let d n be the greatest dyadic rational in D n such that a computation of M (n) outputs d n . Then, it is clear that φ(n) = d n is a Cauchy function for x, and the left cut L φ is in NP. Similarly, if we let ψ(n) be the least dyadic rational in D n such that a computation of M (n) outputs it, then the left cut L ψ is in coNP.
Conversely, if x has a is left cut L 1 in NP and a left cut L 2 in coNP, then for each n > 0, we can nondeterministically guess a dyadic rational
(from the definition of left cuts, such a point must exist). Then, we must have |d − x| ≤ 2 −(n−1) .
Remark. It is not clear whether an NP-computable real number x must have a left cut in NP ∩ coNP . Although x must have a left cut in NP and a left cut in coNP , the two left cuts are necessarily identical. The general question of whether a NP-computable real number is always P-computable also remains open. We discuss this question and other related problems in Section 5 (see also Section 8).
In the following, we show that if a singleton set {z} is strongly P-recognizable, then z is NP-computable. Whether the converse holds or not is an open question.
Theorem 4.6 If {z} is strongly P-recognizable, then z is NP-computable.
Proof. Let M 1 be an oracle machine that strongly P-recognizes {z}. Then, for any input n, if M φ,ψ 1 (n) = 1, then we know that (φ, ψ) represents a point y within a distance 2 −n of z. In particular, d = φ(n), ψ(n) is within distance 2 −(n−1) of z. So, the following nondeterministic machine M computes z in polynomial time: on input n, guess a dyadic point
(n + 1). It outputs d if the above simulation accepts, and it does not halt if the simulation rejects.
Corollary 4.7 There exists a P-recognizable set that is not strongly P-recognizable.
Proof. It is clear that any singleton set {z} is P-recognizable but only those of NP-computable z are strongly P-recognizable. (Apparently not every real number is NP-computable.)
Finally, we consider the relation between strongly P-approximable sets and strongly Precognizable sets.
Theorem 4.8 Strongly P-recognizable sets and strongly P-approximable sets are incomparable.
Proof. First recall the proof of Theorem 4.2. We have proved that the set
is not strongly P-approximable. However, it is strongly P-recognizable: we can just accept every point in [0, 1] × [0, 1], since all of these points are in Γ S .
Next, we construct a set S that is strongly P-approximable but not strongly P-recognizable. Let A ⊆ N be a nonrecursive set, and let S = { 2 −n , 0 : n ∈ A}. It is easy to see that S is strongly P-approximable: we only need to accept a point z = x, y iff x ∈ [0, 1] and |y| ≤ 2 −(k+1) . This machine has errors E k ⊆ { x, y :
On the other hand, if S were strongly P-recognizable, then we could decide whether n ∈ A. More precisely, assume that oracle machine M strongly P-recognizes S. Then, we can see that for any integer n, n ∈ A iff M zn (n + 2) = 1, where z n = 2 −n , 0 . This is true because for any n ∈ A, the distance between z n and Γ S is at least 2 −(n+1) , and so the machine M cannot lie. Also, if n ∈ A, then by the requirement of strong P-recognizability of M , M must output 1 correctly. Thus, the existence of such an oracle machine contradicts the assumption that A is nonrecursive.
Zeros of Polynomial-Time Computable Functions
It is known that the class of recursively closed sets characterizes precisely the sets of the zeros of P-computable real functions from [0, 1] to R [Nerode and Huang, 1985; Ko, 1991] In this section, we show an analogous result for P-computable real functions which have polynomial inverse moduli of continuity at zeros; that is, the sets of zeros of such functions from [0, 1] 2 to R can be characterized precisely as strongly P-recognizable, closed sets. First, let us define the notion of the inverse modulus of continuity.
Definition 5.1 A function f : [0, 1] 2 → R has a polynomial inverse modulus at zeros if there exist a polynomial p and a constant n 0 such that for all n ≥ n 0 , if |z − z 0 | > 2 −n for all zeros z 0 of f , then |f (z)| > 2 −p(n) . The function p is called an inverse modulus function at zeros.
The condition that f has a polynomial inverse modulus at zeros means that if we know that f (z) is close to 0 then z must actually close to some zero z 0 . Thus, the conventional zero-testing of |f (z)| ≤ works for the function f . Note that if f is not known to have a polynomial inverse modulus at zeros, then it may have zeros of arbitrarily high complexity (see Ko and Friedman [1982] ). Therefore, this condition is necessary if we are interested at zeros of reasonably low complexity.
Theorem 5.2 A closed set S ⊆ [0, 1] 2 is strongly P-recognizable iff there exists a P-computable function f : [0, 1] 2 → R that has a polynomial inverse modulus at zeros such that S is exactly the set of zeros of f .
Proof. First let f : [0, 1] 2 → R be P-computable and have a polynomial inverse modulus q at zeros. Assume that M 1 is an oracle machine computing f . Let S = {z : f (z) = 0}. Consider the following oracle machine M for S:
Oracle machine M . With oracles (φ, ψ) and input n > n 0 , M simulates M φ,ψ 1 (q(n + 1)). If M 1 outputs a number d such that |d| ≤ 2 −q(n+1) then M outputs 1, else M outputs 0.
Let z be the point in R 2 represented by (φ, ψ). Assume that z is a zero of f , then the value d computed by M φ,ψ 1 (q(n + 1)) must satisfy |d| ≤ 2 −q(n+1) , and hence M must output 1. On the other hand, if z has a distance greater than 2 −n from any zero of f , then |f (z)| > 2 −q(n) and hence |d| > 2 −q(n) − 2 −q(n+1) ≥ 2 −q(n+1) , and M must output 0. Thus, the errors of M can occur only within distance 2 −n of a zero z 0 . Since S is a closed set, this implies that the errors only occur within distance 2 −n of the boundary Γ S .
Conversely, assume that S ⊆ [0, 1] 2 is a closed, strongly P-recognizable set. Assume that M is an oracle machine that strongly P-recognizes set S, with a polynomial running time p. We are going to construct a function f : [0, 1] 2 → R that satisfies the conditions of the theorem such that S = {z : f (z) = 0}. We assume that p(n + 1) ≥ p(n) + 2.
We define function f via a sequence of discrete functions {φ n }, where each φ n maps a point
The sequence {φ n } will be defined recursively. First, φ 0 (d) = 0, for all d ∈ A 0 . Next, we assume that φ n has been defined on all d ∈ A n , and we extend it to a function ψ n on [0, 1] 2 so that ψ n (z) is linearly defined from φ n . Namely, assume that z = x, y satisfies
where r = (x − a 1 ) · 2 p(n) and s = (y − b 1 ) · 2 p(n) . Now, we define φ n+1 (d) for all d ∈ A n+1 in terms of function ψ n . For each point d ∈ A n+1 , exactly one of the following cases may occur:
(ii) there exist two points e 1 , e 2 ∈ A n that lie in a horizontal or a vertical line with |e 1 − e 2 | = 2 −p(n) and d lies strictly between e 1 and e 2 ; or (iii) there exist e 1 , e 2 , e 3 , e 4 in A n that are the four corners of a square of size 2 −p(n) × 2 −p(n) such that d is an interior point of this square.
In each case, we call these points in A n the parent points of d. The value φ n+1 (d) is defined from the values of ψ n on its parents as follows:
(2) Otherwise, evaluate M d (n); and let
We observe the following properties of {φ n }:
Proof. We prove this by induction on n. First, φ 0 (d) = 0 for all d ∈ A 0 , and so the claim holds for n = 0. Next, for n > 0, observe that if δ(d, S) ≤ 2 −p(n) , then all parent points e of d have δ(e, S) ≤ 2 −(p(n−1)) . So, by the inductive hypothesis, we must have φ n−1 (e) = 0, and the value of φ n (d) is determined by Case (2) . Note that δ(d, S) ≤ 2 −p(n) , so there exists a point z ∈ S that is also in N (d; 2 −p(n) ). From Lemma 3.4 (we noted that it also holds for P-recognizable sets), we know that if
, and hence z ∈ E n (M ). However, from the assumption that M strongly recognizes S, z cannot be in E n (M ). Therefore, we conclude that M d (n) must be equal to 1, and hence
Proof. We consider the following cases. Case 1. φ n (d i ) = ψ n−1 (d i ) for both i = 1, 2. Note that the parents of d 1 and d 2 must be the corners of a square of size 2 −p(n−1) × 2 −p(n−1) . Then, by the inductive hypothesis, the values of these corners do not differ more than 2 −(n−1) . By the linearity of ψ n−1 , we see that the values φ n (d 1 ) and φ n (d 2 ) do not differ more than 1/2 · 2 −(n−1) = 2 −n , since p(n) ≥ p(n − 1) + 2.
. This can happen only when one of the parent points e of d 2 has φ n−1 (e) = 0. By the inductive hypothesis, all the parents e of both d 1 and d 2 have values φ n−1 (e ) ≤ 2 −(n−1) , since |e − e| ≤ 2 −p(n−1) . Thus φ n (d 1 ) ≤ 2 −(n−1) , and so
Proof. As we proved above in Case 3 of (c), if φ n (d) = ψ n−1 (d) then it must be the case that 0 ≤ ψ n−1 (d) ≤ 2 −(n−1) and φ n (d) = 2 −n . Now, we define f (z) = lim n→∞ ψ n (z). By Properties (c) and (d) above, we can see that f is well-defined, continuous, and has a polynomial modulus function p. By Properties (a) and (b), we see that f (z) = 0 iff z ∈ S.
Finally, we observe the following lower bound for φ n (d).
is defined to be 2 −n then (e) holds. Otherwise, d must be equal to ψ n−1 (d), which is linearly defined from the values φ n−1 (e) of the ancestor points e of d. Therefore, at least one of the parent points e has φ n−1 (e) > 0 and, by the inductive hypothesis, it is at least 2 −(n−1+q(n−1)) . Since φ n (d) is defined linearly from the parent values, its value is at least 2 −2p(n) times the value of φ n−1 (e). The bound 2 −(n+q(n)) follows. Now we can see that f has a polynomial inverse modulus at zeros: If δ(z, S) > 2 −n , then for all points d ∈ A n+1 such that |d − z| ≤ 2 −p(n+1) , we have δ(d, S) > 2 −(n+1) , and hence M d (n + 1) = 0. This implies that φ n+1 (d) > 0. By property (e), φ n+1 (d) ≥ 2 −(n+q(n)) for all these points d and, by the definition of {φ n }, φ n+k (d) = φ n+1 (d) ≥ 2 −(n+q(n)) for all k ≥ 1. It follows that ψ n+k (z) ≥ 2 −(n+q(n)) for all k ≥ 1, and so f (z) ≥ 2 −(n+q(n)) .
The above characterization, together with Theorem 4.6, also gives an upper bound to the complexity of isolated zeros of functions having polynomial inverse moduli at zeros; namely, such isolated zeros must be NP-computable. To get a better understanding of the complexity of such isolated zeros, we summarize in the following the known results on the relationship between NPcomputable real numbers and P-computable real numbers.
Recall that a tally set is a set over a singleton alphabet {0}. Also recall that UP is the class of sets accepted by unambiguous nondeterministic machines in polynomial time; that is, for any input w, there is at most one accepting computation for w. The relation between the class UP and the class P is related to the existence of one-way functions. We say a function φ : {0, 1} * → {0, 1} * is a one-way function if φ is one-one, P-computable, polynomially-honest 3 , and there is no Pcomputable function ψ satisfying ψ(φ(w)) = w for all w ∈ {0, 1} * . It is known that P = UP is equivalent to the the condition that one-way functions do not exist. In the following, we will use the condition that all tally sets in the complexity class UP ∩ coUP are actually in P . This condition is equivalent to the condition that there do not exist stronger one-way functions φ : {0, 1} * → {0, 1} * having the following property: {0} * ⊆ Range(φ) and φ −1 is not P-computable on {0} * .
Corollary 5.3 In the following, (a) ⇒ (b) ⇐⇒ (c) ⇒ (d).
(a) All tally sets in ∆ P 2 are in P . (b) All NP-computable real numbers are P-computable. (c) If f : [0, 1] 2 → R is P-computable and has a polynomial inverse modulus at zeros, then all isolated zeros of f are P-computable.
(d) All tally sets in UP ∩ coUP are in P .
In the above, the direction (a) ⇒ (b) is quite easy to see. The direction (c) ⇒ (d) requires a more involved construction, and was proved in Ko [1989 Ko [ , 1991 . Whether the above complexity gap between ∆ P 2 and UP ∩ coUP can be narrowed is an open question.
Winding Numbers
In the above, we have introduced some notions of polynomial-time computable subsets of R 2 . For bounded, simply connected regions S in R 2 , there is another natural representation for it, that is, the boundary Γ S of the region. In the next section, we are going to study the membership problem corresponding to the boundary representation. Namely, if the boundary Γ S of a region S is given as a polynomial-time computable curve, what is the complexity of the membership problem for S? We approach this problem by first studying a more general problem of counting the winding numbers. The winding number problem is, informally, the problem of computing the winding number of a polynomial-time computable closed curve with respect to a given point that is not on the curve. For a simple, closed curve, the winding number determines whether a point is in the interior or the exterior of the curve. Thus, the upper bound for the winding number problem is also an upper bound for the membership problem with respect to the boundary representation. The notion of the winding number can be formally defined as follows: Let arg(z) denote the arguments of z ∈ R 2 if z = 0, 0 ; that is, arg is a multi-valued function from R 2 − { 0, 0 } to R such that if z = x, y then x = |z|cos(arg(z)) and y = |z|sin(arg(z)). Let Γ be a closed curve with a representation f ; that is, f is a continuous function from [0, 1] to R 2 such that f (0) = f (1), and Γ is the range of f . For any point z 0 ∈ Γ, a continuous argument function h z 0 is a continuous function such that h z 0 (t) is a value of arg(f (t) − z 0 ). It is easy to see that any two continuous argument functions differ by a multiple of 2π. The winding number of Γ with respect to z 0 is defined to be
for any continuous argument function h z 0 . Equivalently, we may also define the winding number in the form of integrals over the curve Γ:
Each of these definitions provides a natural method to compute the winding number. Our algorithm in Theorem 6.4 is based on the first method presented in Henrici [1974] . Note that the winding number wind Γ (z) of a curve Γ with respect to a point z ∈ R 2 , regarded as a function of z, has discontinuities on the curve Γ. Thus, similar to polynomial-time computable subsets of R 2 , any notion of computability for winding numbers must allow errors to occur. Our computational model for winding numbers is similar to the model for P-recognizable sets: it allows the errors but only when the input point is close to the curve, because the discontinuity of the winding number function occurs exactly around the curve Γ. More formally, let f : [0, 1] → R 2 be a polynomial-time computable function that represents a closed curve Γ; that is, Γ is the image of function f on [0, 1]. We say an oracle Turing machine M computes the winding number of Γ, if for all oracles (φ, ψ) that represent some z in R 2 , and for all inputs n, M φ,ψ (n) outputs the winding number of z with respect to Γ whenever δ(z, Γ) > 2 −n . We say the winding number of a closed curve Γ is polynomial-time computable if there exists such an oracle machine that operates in polynomial time.
Note that if δ(z 1 , Γ) > 2 −n and |z 2 − z 1 | ≤ 2 −(n+1) , then the winding numbers of z 1 and z 2 are equal. Thus, as far as the polynomial-time computability of the winding number is concerned, we only need to make sure that the machine M works for all dyadic points.
Proposition 6.1 The winding number of a closed curve Γ is polynomial-time computable iff there exists a Turing machine such that
The complexity of the winding number problem is to be characterized by the counting class #P . The following properties of the class #P is well known (see, for instance, Ko [1991] ).
Proposition 6.2 (a) For any P-computable function F : {0, 1} * × {0, 1} * → N, the function G : {0, 1} * × N → N, defined by G(w 1 , n) = |w 2 |=n F (w 1 , w 2 ), is in #P .
(b) For any function G : {0, 1} * → N that is in #P , there exist a set A ⊆ {0, 1} * in P and a polynomial p such that for each w ∈ {0, 1} * , G(w) is equal to the number of strings u of length p( (w)) such that u, w ∈ A.
Let Γ be a closed curve represented by a continuous function f : [0, 1] → R 2 . Recall that the winding number wind Γ (z 0 ) of Γ with respect to a point z 0 ∈ Γ is equal to (h z 0 (1) − h z 0 (0))/2π, where h z 0 is any continuous argument function with respect to z 0 . We first show that the local argument increase of the function h z 0 is computable in polynomial time, if f is P-computable. Let g(z 0 , t 1 , t 2 ) denote the value h z 0 (t 2 ) − h z 0 (t 1 ). Note that the function g is independent of the choice of the particular continuous argument function h z 0 .
Lemma 6.3 Let f : [α, β] → R 2 be a P-computable function that represents an arc Γ, and let d be a dyadic point of R 2 not in Γ. Assume that there exists an > 0 such that δ(d, Γ) > and for all
Thus, we only need to obtain any values a ∈ arg(f (α) − d) and b ∈ arg(f (β) − d). Then let their difference be γ, and let γ be the number in [−π/4, π/4] such that γ ≡ γ (mod 2π). Output γ . 4
Theorem 6.4 For any continuous closed curve Γ that has a polynomial-time representation f , there exists an oracle machine that computes the winding number of Γ in polynomial time, using a function G in #P as the oracle. Therefore, the winding number of a P-computable curve Γ is always P-computable if F P = #P .
Proof. By Proposition 6.1, we only need to construct an oracle machine that on inputs (d, n), with d ∈ D × D and n an integer, and with an oracle G ∈ #P , computes wind Γ (d) whenever
Assume that f has a polynomial modulus function p. Then, for any two numbers t 1 , t 2 ∈ [0, 1] such that |t 1 − t 2 | ≤ 2 −p(n) , we must have |f (t 1 ) − f (t 2 )| ≤ 2 −n . From Lemma 6.3, there exists a polynomial-time machine M that computes the argument increase g(d, α, β), whenever 0
Algorithm for function F . On input d and w, (w) = p(n), 5 let i w be the integer whose n-bit binary representation is w. Let t 1 = i w · 2 −p(n) and t 2 = t 1 + 2 −p(n) . Simulate M on input (d, t 1 , t 2 ) with the error bound 2 −2p(n) to get a dyadic rational e such that |e − g(d, t 1 , t 2 )| ≤ 2 −2p(n) . (Note that −π/2 < e < π/2.) Next, compute a dyadic rational e of length 2 2p(n) such that |e − (e/2π + 1)| ≤ 2 −2p(n) , and let
4 More precisely, we should take care of the rounding errors when we evaluate a and b, and when we compute γ from γ. These are routine works, and we leave them to the reader.
5 For simplicity, we only define F on w of length p(n) for some n.
is close to wind Γ (d) within an error 2 −(p(n)−1) . Therefore, by Proposition 6.2(a), we can ask the oracle for the value G(d, p(n)) = (w)=p(n) F (d, w) and find the closest integer to a, which is the winding number of d.
Conversely, we can show that the #P -complete oracle G is necessary to compute the winding number in polynomial time.
Theorem 6.5 For any function G ∈ #P , there exist a P-computable function f : [0, 1] → R 2 that computes a closed curve Γ, a P-computable (discrete) function φ : {0, 1} * → D × D, and a polynomial p such that i) δ(φ(w), Γ) ≥ 2 −p( (w)) for all w ∈ {0, 1} * , and ii) the winding number of the curve Γ with respect to the point φ(w) is equal to G(w).
Proof. We first describe a basic construction that will be used later. For any integer n and any set B ⊆ {0, 1} n , we define an arc Γ B that is represented by a function g B : [0, 1] → R 2 . For each integer k, 0 ≤ k ≤ 2 n − 1, we let u k denote the n-bit binary representation of k, and let
] into 5 subintervals of equal length and maps them to the 5 consecutive line segments defined by the following points:
(4) g B is linear on [3/4, 1]: g B (3/4) = − 2 · 2 −n , 0 and g B (1) = 2, 0 .
In Figure 1 , we show the arc g B for the set B = {00, 10, 11}, where n = 2. It is easy to see that if we connect the two endpoints of the arc g B from below to form a closed curve (called the extended curve g B ), then the winding number of the extended curve with respect to the point 0, 2 −n is equal to the size of B.
Now we describe the function f . For convenience, we will define f on [0, 2] instead of [0, 1] . It is clear we can easily transform it to a function on [0, 1] if necessary. Since G ∈ #P , there exist, by Proposition 6.2(b), a set A ∈ P and a polynomial q such that for all w ∈ {0, 1} * , (w) = n, G(w) is equal to the size of set B w = {u : (u) = q( (w)), u, w ∈ A}. Recall that in the proof of Theorem 3.9 we have defined for each w ∈ {0, 1} * a real number x w with the property that x w + 2 −2n = x u where n = (w) and u is the lexicographic successor of w.
For each w ∈ {0, 1} * of length n, the function f on the subinterval [x w , x w + 2 −2n ] is a linear transformation of g Bw on [0, 1]. Let g 1 , g 2 : [0, 1] → R be such that g Bw (t) = g 1 (t), g 2 (t) . Then, f on [x w , x w + 2 −2n ] can be defined as follows:
The above defined f on [0, 1]. Now, we define f on [1, 2] to be piecewise linear mapping the interval [1, 2] to three line segments defined by the following 4 points: 1, 0 , 1, −1 , 0, −1 , and 0, 0 . It is clear that f is continuous on [0, 1] and it defines a closed curve Γ. It is also easy to see that if we define φ(w) = x w + 2 −(2n+1) , 2 −(2n+q(n)+2) , where n = (w), then φ is P-computable and δ(φ(w), Γ) = 2 −(2n+q(n)+2) . Furthermore, the winding number of Γ with respect to φ(w) is equal to that of the extended curve defined by g Bw with respect to the point 0, 2 −q(n) , which is equal to G(w).
Finally, we show that f is P-computable. First, it is clear that f is P-computable on [1, 2] , since it maps [1, 2] to three line segments piecewise linearly. Next, we show that f on D ∩ [0, 1] is P-computable as a discrete function. To see this, we check that the functions g Bw are uniformly computable in the sense that for any w ∈ {0, 1} * and t ∈ D ∩ [0, 1], we can compute g Bw (t) in polynomial time: We first decide whether t ∈ [0, 1/4], t ∈ [3/4, 1] or t ∈ [t k , t k+1 ] for some k, 0 ≤ k ≤ 2 n − 1. In the first two cases, the computation then is straightforward; and for the last case, the computation is also easy as long as we know whether u k ∈ B w . Since f is a simple linear transformation of g Bw , the uniform P-computability of
By Proposition 2.2, we are left to show that f has a polynomial modulus of continuity. First, we note that for any set B ⊆ {0, 1} n , the function g B has the property that for all k > 0, if
, since g B is piecewise linear that maps subintervals of length ≥ 2 −(n+1) /5 to line segments of length ≤ 4. Following this observation, we claim that if t 1 , t 2 ∈ [0, 1] and 0
Case 2. t 1 , t 2 ∈ [x w , x w + 2 −2n ] for some w of length n ≤ k. Then, |t 1 − t 2 | ≤ 2 −(k+q(k)) , where t i = 2 2n (t i − x w ) for i = 1, 2, and so from the above observation on g Bw , we know that
Case 3. t 1 < x w ≤ t 2 for some w of length n ≤ k. Then, t 1 must be in [
where u is the lexicographic predecessor of w, and x u + 2 −2 (u) = x w . Then, applying Case 2 above to t 1 and x w , and to x w and t 2 , we get
The above completes the proof of the claim and hence the proof of the theorem.
Corollary 6.6 The following are equivalent: (a) F P = #P . (b) For every P-computable closed curve Γ, the winding number problem of Γ is solvable in polynomial time.
The Membership Problem
We now go back to the membership problem for a simply connected region S represented by a Pcomputable boundary Γ S . It is well known that the winding number of the simple closed curve Γ S with respect to a point z ∈ Γ S is 1 or −1 if z is inside the set S and is 0 if z is not in S ∪ Γ S . Thus, the upper bound #P for the winding number problem is also an upper bound for this membership problem. In fact, we can apply the proof of Theorem 6.4 to give a slightly tighter upper bound. That is, we need only one bit from a function in #P to help us to determine the membership of a given point. This observation is closely related to the recently studied complexity class MidBitP [Regan, Schwentick, 1991; Green et al. 1992 ].
Corollary 7.1 Let f : [0, 1] → [0, 1] 2 be a P-computable function defining a simple closed curve Γ. Then, the interior S of the curve is P-recognizable with respect to an oracle G ∈ #P . In addition, the oracle machine M that P-recognizes S needs only to ask the oracle for one bit of a value of G.
Proof. In the proof of Theorem 6.4, modify the function
For the lower bound of the membership problem, we can only prove a weaker bound of U P . The following is a simple characterization of the complexity class UP . (See also the discussion on the relation between P and U P at the end of Section 5.) Proposition 7.2 A set A ⊆ {0, 1} * is in UP iff there exist a set B ∈ P and a polynomial p such that for all w ∈ {0, 1} * of length n, w ∈ A ⇐⇒ (∃u, (u) = p( (w))) w, u ∈ B ⇐⇒ (∃ unique u, (u) = p( (w))) w, u ∈ B. Theorem 7.3 For any set A ∈ UP , there exist a P-computable function f : [0, 1] → R 2 that defines a simple closed curve Γ, a P-computable function φ : {0, 1} * → D, and some polynomial p such that for all w ∈ {0, 1} * , i) δ(φ(w), Γ) ≥ 2 −p( (w)) for some fixed polynomial p, and ii) w ∈ A iff φ(w) ∈ S.
Proof. The general idea of the construction is similar to that of Theorem 6.5. First, we describe a basic function g B : [0, 1] → R 2 for each B ⊆ {0, 1} n that is either a singleton or empty. Again, for each k ≤ 2 n − 1, we let u k be the n-bit binary representation for k, and t k = 1/4 + k · 2 −(n+1) .
(1) g B linearly maps [0, 1/4] to the line segment from 0, 0 to 1/4, 0 .
(2) For each k such that 0 ≤ k ≤ 2 n − 1, if u k ∈ B, then g B linearly maps [t k , t k+1 ] to the line segment from t k , 0 to t k+1 , 0 .
(3) If u k ∈ B, then g B is piecewise linear on [t k , t k+1 ]: it divides [t k , t k+1 ] into 7 subintervals of equal length and maps them to 7 consecutive line segments determined by the following breakpoints:
(4) g B linearly maps [3/4, 1] to the line segment from 3/4, 0 to 1, 0 . Figure 2 shows the function g B with respect to set B = {01}, n = 2. Similar to the functions g B defined in Theorem 6.5, if we connect the points from 1, 0 to 0, 0 by an arc below these two points, then the point 1/2, 1/2 is in the interior of the curve if B is a singleton, and is not in the interior if B is empty. Now we define the function f . First, for any set B ⊆ {0, 1} * , and any string w ∈ {0, 1} * , let B w = {u : (u) = p( (w))), w, u ∈ B}. Then, from Proposition 7.2, for set A ∈ UP there exists a set B ∈ P such that for each w ∈ {0, 1} * , if w ∈ A then B w is a singleton set and if w ∈ A then B w is empty.
We define, for each w, the number x w as in the proof of Theorem 3.9 such that x w +2 −2n = x u , where u is the lexicographic successor of w. We define the function f on each interval [x w , x w +2 −2n ] as a linear transformation of g Bw : for each t ∈ [x w , x w + 2 −2n ],
where g 1 (t), g 2 (t) = g Bw (t). Then, we extend f and define it to map piecewise linearly the interval [1, 2] to the three line segments with the following breakpoints: 1, 0 , 1, −1 , 0, −1 , and 0, 0 .
It is clear that f is continuous and defines a simple closed curve Γ. Also, f can be proved to be computable in polynomial time since g B is uniformly polynomial-time computable. We omit the details which are similar to those in the proof of Theorem 6.5.
Finally, for each w, let φ(w) = x w + 2 −(2n+1) , 2 −(2n+1) . Then, φ(w) is the image of 1/2, 1/2 under the linear transformation used to define f . It is clear from the transformation that δ(φ(w), Γ) ≥ 2 −(2n+2) . In addition, w ∈ A iff φ(w) is in the interior of the curve Γ. This completes the proof. (a) F P = #P . (b) Every simply connected region S with a polynomial-time computable simple curve boundary is P-recognizable.
(c) P = UP .
The Distance Between a Point and a Curve
Computing the distance between a point z and a curve Γ is a basic problem in computational complex analysis. In addition, many computational tasks work only when a point z is bounded away from the curve Γ; e.g., the testing of the membership problem and the zero problem we discussed above. What is the complexity of this problem? Or, if Γ is P-computable, does it follow that the function dist Γ (z) = δ(z, Γ) is also P-computable? We observe that this problem is close to the minimization problem, and so the complexity bounds for minimization are applicable to the distance problem. The following result on the complexity of the maximization function is from Friedman [1984] . We borrow the ideas of the proof of the above result to characterize the complexity of the distance function.
Theorem 8.2 The following are equivalent:
(a) P = NP .
(b) For any P-computable curve Γ, the function dist Γ is also P-computable. Then, obviously, A ∈ NP . To compute dist Γ (z), we first get an approximation
and |d−z| ≤ 2 −(n+2) . Next, binary search for a number e ∈ D n+2 such that
We construct a P-computable function f : [0, 1] → R 2 that represents a curve Γ such that if dist Γ is P-computable then A ∈ P . First, let R ∈ P and p be a polynomial function such that for each w ∈ {0, 1} * of length n, w ∈ A iff (∃u, |u| = p(n)) w, u ∈ R.
As in Theorem 3.9, we let a n = 1 − 2 −(n−1) and x w = a n + i w · 2 −2n . We now define function f on interval [x w , x w + 2 −2n ] depending upon set R:
(1) On [x w , x w +2 −(2n+2) ], f maps the interval linearly to the line segments connecting x w , 0 to x w + 2 −(2n+2) , 0 .
(2) We divide the interval [x w + 2 −(2n+2) , x w + 3 · 2 −(2n+2) ] into 2 p(n) many subintervals of equal size, each corresponding to a string u of length p(n). We let I u = [y u , y u + 2 −(2n+1+p(n)) ] be the interval corresponding to string u. On each I u , f maps I u to the horizontal line segment from y u , 0 to y u + 2 −(2n+1+p(n)) , 0 if w, u ∈ R. If w, u ∈ R, then f is piecewise linear on I u , with the following breakpoints: f (y u ) = y u , 0 , f (y u + 2 −(2n+2+p(n)) ) = y u + 2 −(2n+2+p(n)) , 2 −(2n+p(n)) , and f (y u + 2 (2n+1+p(n)) ) = y u + 2 −(2n+1+p(n)) , 0 . That is, f is of the shape ∧ on I u with height 2 −(2n+p(n)) .
(3) On interval [x w + 3 · 2 −(2n+2) , x w + 2 −2n ], f maps the interval linearly to the horizontal line segment from x w + 3 · 2 −(2n+2) , 0 to x w + 2 −2n , 0 .
We show f on [x w , x w + 2 −2n ] in Figure 3 , for a set R such that R w = {u : w, u ∈ R} has two strings. The above apparently defines a continuous, P-computable function f . Now, for each w, let z w = x w + 2 −(2n+1) , 2 −(2n+1) . Notice that the distance between z w and f (t) for all t ≤ x w and all t ≥ x w + 2 −2n is at least 2 −2n . So the distance between z w and the curve Γ is the same as the distance between z w and the curve f ([x w , x w + 2 −2n ]). This distance is equal to 2 −(2n+1) if w ∈ A (and hence the curve is flat on this interval), and is 2 −(2n+1) − 2 −(2n+p(n)) if w ∈ A. 6 Thus, if dist Γ is P-computable, then we can determine whether w ∈ A by computing the dist Γ (z w ) correct within error 2 −(2n+2+p(n)) , and hence A ∈ P .
Next, we extend the above characterization to the problem of determining the distance value between a fixed point and a P-computable curve. That is, if Γ is a P-computable curve and z 0 is a fixed point, is the value δ(z 0 , Γ) always a P-computable real number?
For the maximization problem, it is known that the set of maximum values for P-computable functions from [0, 1] to R is exactly the set of left NP real numbers [Ko, 1982] . As a corollary, the complexity of maximum values can be characterized as follows. Recall that a tally set is a set A over a single alphabet {0}, and ∆ P 2 is the class of sets computable in deterministic polynomial time relative to an oracle in NP .
Proposition 8.3 [Ko, 1991] . In the following, (a) ⇒ (b) ⇒ (c).
(a) All tally sets in ∆ P 2 are in P. (b) For every P-computable function f : [0, 1] → R, the maximum value x = max{f (y) : 0 ≤ y ≤ 1} is P-computable.
(c) All tally sets in NP are in P.
It is interesting to note that condition (c) above is equivalent to the condition that the class NEXP of nondeterministic exponential time (2 n O(1) ) computable sets collapses to the class EXP of deterministic exponential time computable sets.
The above result on the maximum values can be applied to characterize the complexity of distance values.
Theorem 8.4 A real number x is right NP iff there exists a P-computable curve Γ such that x = δ( 0, 0 , Γ).
Proof. To see that dist Γ must be a right NP real number, we simply observe that the set B = {e : e ∈ D n , 0, 0, e ∈ A} is a right cut of dist Γ , where A is the set defined in the proof of direction (a) ⇒ (b) of Theorem 8.2.
Conversely, we define a simple reduction from the maximum values to distance values. For any P-computable function f : [0, 1] → [0, 1], let g : [0, 1] → R 2 be defined by g(x) = x − 1/2, f (x) − 2 ; i.e., the curve defined by g is the graph of f moved left by 1/2 and downward by 2. We can see that the distance between the origin 0, 0 and the curve defined by g is exactly 2−max{f (y) : 0 ≤ y ≤ 1}. Thus, any right NP real number x could be made the distance between a P-computable curve and the origin 0, 0 .
The above implies immediately the following complexity characterization of distance values.
Corollary 8.5 In the following, (a) ⇒ (b) ⇒ (c).
(a) All tally sets in ∆ P 2 are in P. (b) For every P-computable function f : [0, 1] → R 2 that represents a curve Γ and every P-computable point z ∈ R 2 , the distance δ(z, Γ) is a P-computable real number.
The Area of a Region
In this section, we consider the problem of computing the area of a region, given either a Papproximation machine M or a boundary Γ as the representation. Assume that a simply connected region S is P-approximable, then intuitively the area can be computed by the straightforward sampling method, which can be done in polynomial time relative to an oracle in #P . Indeed, Ko [1986] has shown that the computation of the measure of a P-approximable one-dimensional set S ⊆ [0, 1] can be done in polynomial time if F P = #P . This proof can be transformed to two-dimensional P-approximable sets. Conversely, Friedman [1984] has shown that if F P = #P , then there exists a P-computable function f : [0, 1] → R such that its integration function g(x) = x 0 f (t)dt is not P-computable. This result can be easily extended to two-dimensional regions. In the following, F P 1 (and #P 1 ) denotes the class of functions φ in F P (and #P , respectively) whose inputs are strings over a singleton alphabet {0}.
Theorem 9.1 The following are equivalent:
(a) F P 1 = #P 1 .
(b) For any P-approximable set S ⊆ [0, 1] 2 , the measure of set S is polynomial-time computable.
(c) For any simply connected region S that is P-recognizable and has a P-computable, rectifiable boundary, the measure of S is P-computable.
Proof. (a) ⇒ (b): Assume that S ⊆ [0, 1] 2 is P-approximable. By Theorem 3.3, there is a uniformly polynomial-time computable sequence {S n } of finite union of rectangles such that µ * (S n ∆S) ≤ 2 −n . Let p be a polynomial such that the corners of the rectangles in S n are in D p(n) × D p(n) . Then, for each point
is an interior point of S n iff the square N (d; 2 −(p(n)+1) ) is contained in S n . The measure of S n thus is equal to 2 −(2p(n)+2) times the size of the following set:
is an interior point of S n }.
Since S n is uniformly polynomial-time computable, we can determine in polynomial time whether a point d ∈ D p(n)+1 × D p(n)+1 is an interior point of S n or not. Therefore, the function that maps the input 0 n to the size of A n is in #P 1 . This implies that we can compute the size of A n and hence the measure of S n in polynomial time, relative to an oracle in #P 1 . The proof is completed by observing the fact that µ * (S n ∆S) ≤ 2 −n .
(b) ⇒ (c): Immediate from Theorem 3.7(a).
(c) ⇒ (a): Let G : {0} * → N be a function in #P 1 that is not in F P 1 . Then, there exists a polynomial p such that G(0 n ) ≤ 2 p(n) . We may assume that p(n + 1) > p(n) for all n > 0. We first claim that the real number
is not polynomial-time computable.
Proof. Because p(n + 1) > p(n), we have 2p(n + 1) 2 − p(n + 1) > p(n) 2 . This implies that G(0 n+1 ) · 2 −2(p(n+1) 2 +n+1) ≤ 2 −(2p(n+1) 2 −p(n+1)+2n+2) < 2 −(2p(n) 2 +2n+2) .
∞ n=1 2 −(n−1) = 5. Finally, we observe that the measure of the interior S of the curve Γ is equal to that of the square [0, 1]×[−1, 1] plus the small squares above the line y = 0. On each interval [a n , a n+1 ], we have defined exactly G(0 n ) many small squares above the line y = 0 each of size 2 −(p(n) 2 +n) ×2 −(p(n) 2 +n) . Therefore, the total measure of all these squares for all n > 0 is equal to a = ∞ n=1 G(0 n ) · 2 −2(p(n) 2 +n) . This implies that the measure of the interior of Γ is a + 1, which is not a polynomialtime computable real number.
Remark. The above rectifiability condition on the boundary of S in part (c) is necessary, as Ko [1993] has constructed a P-computable function f : [0, 1] → R 2 that represents a simple, closed, nonrectifiable curve Γ whose interior S is P-recognizable but has a nonrecursive measure. This result suggests that when simply connected regions are represented by its boundary representation, the rectifiability of the boundary curve, in addition to the P-computability of the curve, is an important factor that might affect the complexity of the region.
