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In a multiple interval intersection representation f a graph it is required that at least one 
interval from each of a pair of adjacent vertices intersect. It is permitted for there to be several 
such intersections, even though these additional intersections are 'superflons' or 'redundant'. 
By disallowing such redundancies one arrives at the concept of an irredundant multiple interval 
representation. We show that these irredundant representations can be much more inefficient 
than representations which allow redundancies. Finally, we show that even when some 
redundancy is permitted, the inefficiency remains. 
1. Introduction 
Interval graphs are well known: they are the graphs to whose vertices one can 
assign real intervals uch that vertices are adjacent if and only if their intervals 
intersect. Recently, multiple interval graphs have been studied [1-8]. 
A t-interval is the union of t real dosed intervals and a t-interval graph is the 
intersection graph of t-intervals. Stated differently, a graph is a t-interval graph if 
to each vertex of the graph one can assign (up to) t real intervals so that two 
vertices are adjacent if and only if some interval assigned to one vertex intersects 
an interval assigned to the second. 
We introduce some notation. Let tl denote the family of all t-intervals: 
tI = {[al, bl] U [a2, b2] U - - -  U [at, bt]: ai < bi, 1 <<- i <~ t}. 
Notice that the intervals need not be distinct nor disjoint. Thus tl c (t + 1)I for all 
t. We write v - w when vertices v and w are adjacent. Then a t-interval graph is 
one with a t-interval representation: f :  V(G)---> tl where v ~ w iff f (v )  N f (w)  :k O. 
Every graph is a t-interval graph for t sufficiently large. One defines the interval 
number of a graph G, denoted i(G), to be the least t for which G is a t-interval 
graph. Interval graphs are precisely those graphs, G, with i(G) = 1. 
Given a t-interval representation of a graph G, it is possible for several 
intervals assigned to one vertex to meet several intervals assigned to one of its 
neighbors. Only one such intersection is required; the others are permitted but 
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are, in some sense, superfluous or redundant. The aim of this paper is to study 
the effect redundancy has on multiple interval representations of graphs. 
A t-interval representation, f :  V(G)---> tl, is called irredundant if for all v, w 
with v--~ w, f (v )Nf (w)  is an interval. The irredundant interval number of G, 
denoted io(G), is the least integer t such that G has an irredundant t-interval 
representation. The subscript '0' indicates that no redundancy is allowed. 
Clearly io(G)>I i(G) since irredundant representations are themselves repre- 
sentations. Small examples uggest hat io(G)= i(G) and it would be reasonable 
to conjecture this equality always holds because representing edges with more 
than one interval-interval intersection would 'waste' intervals that could be used 
to represent other edges. However, we show in the next section how to costruct 
graphs with io(G) = i(G) + 1. One is then led to ask how different he parameter i 
and io can be. After several technical results in Section 3 we show, in Section 4, 
that io(G) can be arbitrary while i(G) = 2. 
2. A first example 
If i(G) = 1, then it is immediate that io(G) = 1. We show in this section: 
Theorem 1. For every integer t > 1 there exists a graph G with i (G)= t and 
io(G) = t + 1. 
To prove this we use the concept of tightness introduced in [8]. 
A graph G is called t-tight provided that for every t-interval representation, 
f :V(G)- ->d,  one has [_J~,(6)f(v) is an interval. In other words, in G's 
t-interval representation there can be no 'gaps'. 
If G is t-tight, one readily verifies that i(G) = t. 
Lemma 1 ([8]). The complete bipartite graph K2z+~,2t-1 is t-tight. 
Also, it can be shown that any vertex can appear as the 'first' interval (ordered 
by left endpoint) in a t-interval representation f K2,+1.2,-1. 
Proof of Theorem 1. Let t > 1 be an integer. Construct a graph G consisting of 2t 
disjoint copies of K2~+l,2t-1, each with a distinguished vertex, plus two additional 
vertices, x and y. Join x to y with an edge, and join both of them to each of the 
distinguished vertices in the 2t copies of K2~+l,2t-1. See Fig. 1. 
One now checks that i(G) = t by consulting Fig. 2. Since K2t+t,2t-~ is t-fight, its 
intervals must cover an unbroken portion of the real line. Thus in any t-interval 
representation f G the K2t+l,2t-~'s cover 2t intervals on the real line. In order for 
x to meet the appropriate distinguished vertices we must put t intervals in the 
gaps between the first and second, third and fourth, etc. copies of K2t+l,2t-1. 
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Likewise for y. We now see that edge xy is represented 't times'; no irredundant 
t-interval representation f G is possible. Hence io(G) I> t + 1. It is easy to give a 
simple construction to show that io(G) = t + 1. [] 
x x 
--'1 I---i'" - ' - I  I--- • o • - - I  I '~  - - I  I '~ 
K2t+l,2t_ I Y K2t+l,2t_ I K2t+l,2t-I Y K2t+l,2t_ I 
Fig. 2. 
Thus the parameters i0 and i are not equal, yet intuitively one might expect 
them to be close. However, this is not even remotely correct. In the next section 
we present some technical material we use in Section 4 where we show that io(G) 
can be arbitrarily large while i(G) = 2. 
3. Two iemmas 
In this section we present wo results which we use repeatedly to prove the 
main theorem. 
Let f:V(G)---~tl be a t-interval representations of a graph G and let x be a 
point on the real line. The depth of the representations at x is the number of 
vertices assigned to intervals containing x: 
depth(x) = V(a) :  x 
The depth of the representation is the largest such number: 
depth(f) = sup depth(x) 
x~R 
The depth of a 1-interval representation f a complete graph, Kn is n; this is 
Helly's theorem. For multiple interval representations we have 
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Lemma 2 ([4]). The depth of a t-interval representation of a complete graph K, 
exceeds n/2t. 
This is easily verified using a simple counting argument. 
Next we present a 'probabilistic' pigeon hole result. 
Lemma 3. Let 0 < e < 1 and 6 = ½e. Let C(1), C (2) , . . . ,  C(p) be disjoint finite 
sets each of cardinality q, and let C(*) denote their union. Suppose S is a subset of 
c( , )  with Isl e Ic(*)l = epq. Then the number of indices k for which: 
Is n c(k)l I> 6 IC(k)l = tSq 
is at least ~p, that is, 
I{k: IS n C(k)l i> ~q}l ~> ~p. 
(1) 
Proof. Suppose fewer than 6p of the C(k) satisfy (1). That means that up to 
6p - 1 of the C(k) can have at most q = IC(k)[ of their elements in S while the 
remaining p - 5,o + 1 C(k)'s can have at most 5q - 1 elements in S. Thus, 
Isl ~< - 1)q + (p - 5,o + 1)(Sq - 1) = 25pq - (1 - 5)p - (1 - 5)p - 52pq - 1 
< 25pq = epq. 
But [S[ I> epq by hypothesis. [] 
4. Main result 
We now present and prove the principal result of this paper. 
Theorem 2. For every positive integer t there exists a graph G with i(G) = 2 and 
io(G)>t. 
Proof. We explicitly construct he graphs G. For positive integers n, m, q define 
a graph G(n, m; q) as follows. The vertices of G(n, m; q) are triples of integers 
( i , j ;k)  with l<~i<~n, l<~j<~m and l<~k<~q, i.e., 
V(G(n, m;q) )  = {1, . . . ,  n} x {1 , . . . ,  m} x {1 , . . . ,  q}. 
Put (i, j; k) - (i', ] ' ;  k ' )  if and only if i = i' or ] =]'. (Notice that the entry in the 
third coordinate does not matter.) See Fig. 3. 
If n and m are both greater than 1, then (1, 1; 1)-(1, 2; 1)-(2, 2; 1)-(2, 1; 1)- 
(1, 1; 1) is an induced 4-cycle and hence G(n, m;q)  is not an interval graph. 
Therefore i(G(n, m; q))I> 2. Note that its interval number is at most 2 by since 
f :  V(G(n, m; q))--> 2I defined by 
f ( i , j ; k )=[ i -~ ,  i + ]]U[--j + ~, - j - ] ] ,  
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is a 2-interval representation of G(n, m; q). (Notice that f is highly redundant. 
Every edge of the form (i, j; k)(i, k; k') is represented twice.) 
Pick an integer t> l .  We show that for suitable n, mo, qo we have 
io(G(n, too, qo)) > t. Here suitable with entail t << n << mo << qo. In particular we 
take 
n = 12t, mo = 2(4t)", qo = 2(40 "÷1. 
Let Go = G(n, mo; qo). Observe that for all i and j the set of vertices 
Co(i, j) = {(i, j; k): 1 ~< k ~< qo} is a clique containing qo vertices. Also Co(i, *) = 
Co(i, 1 )U- . .  U Co(i, mo) is a clique containing moqo vertices and Co(*, j )=  
Co(1, j) U.  • • U Co(n, j) is a clique containing nqo vertices. 
Suppose io(Go)~< t. Fix an irredundant t-interval representation f for Go. Let 
e = 1/2t and let 6 = ½e. Consider the clique CoO, *). By Lemma 2 its repre- 
sentation in f has depth at least [COO, .)] /2t = emoqo. Thus some point xl on the 
real line is contained in intervals for at least emoqo vertices of CoO, *). Call the 
intervals assigned to vertices of Co(1, *) which contain the point xl a stack and 
denote the collection S(x D. If a vertex in Co(1, *) has an interval in the stack 
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S(xl) we call that interval primary and the remaining t -  1 intervals econdary. 
Apply Lemma 3 and observe that e(moqo) of the vertices in CoO, *) have a 
(primary) interval in S(xl). Therefore at least 6mo of the cliques Co(1, j) have at 
least 6qo vertices with (primary) intervals in S(x~). We may assume, after 
appropriate relabeling, that this is true for cliques Co(1, 1 ) , . . . ,  Co(1, 6mo) and 
that vertices (1, j; k) with 1 ~<j ~< 6mo and 1 ~< k ~< 6qo have primary intervals in 
S(xl), i.e., xl e f(1, j; k). 
We now restrict our attention to an induced subgraph 6;i of Go. Put ml = 6mo, 
ql = 6qo and G1 = G(n, ml; ql). (Notice that we do not alter f but restrict it to 
V(G1).) By analogy we define Cl(i, j), Cl(i, *) and C1(*, j). Notice that, by our 
analysis, all vertices in C1(1, *) have a (primary) interval contained in S(xl). We 
now repeat he above argument for C1(2, *): There exists a point x2 on the real 
line and, after suitable relabeling, for 1<-j<~6mi and l<~k<~6ql we have 
x2 e f(2, j; k). We call the intervals assigned to vertices in C1(2, *) which contain 
x2 stack S(x2). The designations 'primary' and 'secondary' are clear in this 
context. 
Put m2 - "  6m~ and q2 = 6ql. We let G2 = G(n, mE, q2)  and note that it has the 
property that all vertices in C2(1, *) and C2(2, *) have primary intervals in stacks 
S(x 0 and S(x2) respectively. 
We now continue to define G3, G4, etc. After n iterations we have 
m = m,, = tY'm0 = 2 and q = qn = t~nqo = 8t. Put G = Gn = G(n, m; q). For all 
i = 1 , . . . ,  n we know that the mq vertices in C(i, *)= C,,(i, *) have primary 
intervals containing the point xi. Thus for all (i,j; k )•  V(G) we have xi • 
f ( i , j ;k ) .  
Suppose vertices v and w are in clique C(i, *). Their primary intervals 
intersect: x ie f (v )Nf (w) .  Since f is irredundant, their 2 ( t -1 )  secondary 
intervals must be disjoint. 
Without loss of generality, we may assume xt <xz <'"  <x~. We now claim 
that no primary interval containing xi can contain Xr for any i':~ i; otherwise 
there would be a vertex v adjacent o all vertices in both C(i, *) and C(i', *). This 
implies that v ~ C(i, *) since if v = (i", j; k) with i" #: i, then (since m = 2) there 
exists j '  #:j and (i", j, k) is not adjacent o (i, j'; k) e C(i, .). The same reasoning 
shows v • C(i', *) but C(i, *) N C(i', *) = ~ and the claim follows. We conclude 
that if I i - i' I > 1 then the primary intervals for (i, j; k) and (i', j ' ; k') are disjoint. 
Primary intervals from non-consecutive stacks cannot meet. 
Finally, consider the clique C(., 1). It has nq vertices. By the usual argument 
there exists a point y on the real line containing enq intervals from C(*, 1). 
Moreover, at least 6n of the cliques C(i, 1) have at least 6q vertices in the stack 
S(y). Note that 6n = 3. Thus there exist indices i and i' with [ i -  i' I > 1 so that 
cliques C(i, 1) and C(i', 1) each have at least 6q = 2 intervals in stack S(y). Since 
6q = 2 > 1, these intervals must be primary, since secondary intervals belonging 
to a pair of vertices in a C(i, j) cannot intersect. However, this is a contradiction 
because these primary intervals belong to the non-consecutive stacks S(i) and 
S(i') and are therefore disjoint. Thus io(Go) > t, yet i(Go) = 2. [] 
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This result is best possible since, as we noted earlier, if i(G) = 1 then io(G) = 1. 
One of the striking features of the G(n, m; q) graphs in the above proof is their 
large cliques. This feature, to an extent, is inescapable, as shown below. First, a 
readily proved lemma. 
Lemma 4. Let f : V(G)--->tl be a t-interval representation of G. If  depth ( f )=2 
then io( G ) <~ t. 
Let to(G) denote the number of vertices in G's largest clique. Although one 
cannot give a bound for i0 in terms of i alone, one can give a bound when to is 
known. 
Theorem 3. io(G) <~ (to(G) - 1)i(G). 
Proof. Let f be an i(G)-interval representation of G. Clearly depth(f)<~ to(G). 
One can imagine a drawing of such a representation asoccupying to(G) 'layers' in 
which each interval ies in one of the layers and meets no other interval in its 
layer. Now all edges represented by intersections between a given pair of layers 
can be represented in a depth-2 fashion by 'recopying' the two layers to an 
unused portion of the line. We do this in all ('°~2c)) possible ways. One checks that 
each layer is recopied to (G) - I  times resulting in a ( to (G) - l ) i (G) -  
representation with depth-2. By Lemma 4, io(G) ~ (to(G) - 1)i(G). [] 
Corollary. For triangle free graphs, io( G ) = i( G ). 
5. r-Redundancy 
Until now we have been discussing redundancy in an all-or-nothing manner. 
We saw that the graphs G(n, re;q) do not have 'efficient' irredundant repre- 
sentations. However, if we allow (up to) two intervals from a vertex to meet 
intervals from a neighbor, we can form an efficient (i = 2) multiple interval 
representation for G(n, m;q).  One is therefore led to ask: if we allow a 'little' 
redundancy do we still adversely affect efficiency? 
For r I> 0 we say that a t-interval representation f a graph G is r-redundant if, 
for all v, w e V(G), at most r + 1 intervals assigned to v meet intervals assigned 
to w. (Note that this effectively places an upper bound of 2r + 1 components in 
f (v )Nf (w) . )  This notation was chosen so that 0-redundant and irredundant 
would be synonymous. We denote by Jr(G) the smallest integer t for which G has 
an r-redundant t-interval representation. 
The following facts are obvious: 
(1) i(G)<~ir+l(G)<<-i,(G), and 
(2) if i(G) ~< r + 1 then i(G) = Jr(G). 
Is there an r for which i,(G) = i(G) always hold? Clearly not by the examples 
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in Section 2; those graphs have arbitrarily high redundancy. Is there an r for 
which i,(G) and i(G) are relatively dose? The graphs G(n, m; q) are 2-interval 
graphs, hence i(G(n, m;q))~<2 and therefore do not answer this question. 
However, by generalizing these graphs we can answer this question in the 
negative. One can prove 
Theorem 4. Given integers r, t with r >i 0 and t >I r + 2, there exists a graph G with 
i(G) = r + 2 and ir(G) > t. 
The graphs which satisfy the conditions in the above theorem are 'r + 2- 
dimensional' analogues of the graphs in Theorem 2. The same reduction to a 
canonical form is performed along each 'dimension' of the graph to show that it 
cannot have a t-interval r-redundant representation. Details of the proof can be 
found in [5]. 
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