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ABSTRACT
In this thesis, we apply deep convolutional neural networks to fine-grained artwork classi-
fication on the large-scale painting collection, WikiArt. We propose a new architecture that
aggregates features from different convolutional layers to exploit earlier layer features. The
new architecture is evaluated on the challenging fine-grained artist and year classification.
We also propose a regularization method that penalizes correlations of convolutional feature
maps. With the decorrelation regularization, we further improve the classification accuracy
of the proposed architecture.
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CHAPTER 1: INTRODUCTION
Fine-grained artwork classification is a challenging computer vision task that involves
discriminating both high-level structural information and low-level statistical information.
While the spatial layouts encode the content of the painting, the shades of colors and the
brush stroke textures reveal the style of the artist.
(a) Chateau Noir, Paul Cezanne, 1904 (b) Landscape on the Banks of the Bievre
at Becetre, Henri Rousseau, 1909.
(c) House in the garden, Pablo Picasso,
1908
(d) Old lime, Ivan Shishkin, 1894.
Figure 1.1: Similar semantic objects depicted in different styles. Painiting images from
WikiArt1.
The creativity and diversity in artworks also makes learning a pattern that generalizes to
other artworks in different style and genre difficult. Unlike some fine-grained classification
tasks that have a set of universal part concepts shared among different classes, artworks do
not share a common structure that can be explicitly modeled. Yet, the capability to represent
artistic styles, extract painting content, identify the artist, and date a piece of artwork is
1https://www.wikiart.org/
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always desirable. Having such abilities allows us to discover connections between artists in
art history [1], detect art forgery [2], and synthesize new images with artistic appeal [3].
With the recent success of deep convolutional neural networks (CNN) in image recogni-
tion [4], [5], [6], [7], modeling complex artworks become possible. There are a few successful
attempts in recognizing painting style, genre, and artists using transfer-learning based meth-
ods [8], [9], [10], however, for more fine-grained artwork classification, the amount of existing
work is still limited. In this work, we focus on tackling the more challenging fine-grained
artist and year classification on the large-scale painting collection, WikiArt.
1.1 SUMMARY OF CONTRIBUTIONS
We design a new architecture for fine-grained artwork classification that aggregates features
from different convolutional layers to exploit earlier layer features. We compare models with
various feature aggregation and pooling methods on fine-grained artist and year classification.
We further regularize the models by decorrelating convolutional feature maps. The proposed
models achieve higher accuracy on fine-grained artist and year classification than baseline
VGG-16 models.
1.2 THESIS STRUCTURE AND OUTLINE
The structure of the thesis is as follows: Chapter 2 reviews related work in artwork clas-
sification and methods related to models proposed in this thesis. Chapter 3 discusses the
statistics of the WikiArt dataset and the correlations between different artwork attributes.
Chapter 4 includes a set of solid baselines for artwork style, genre, artist, and year classifi-
cation using transfer learning methods on three state-of-the-art architectures. In Chapter 5,
we introduce a new architecture for fine-grained classification that aggregates features from
earlier convolutional layers with features from later layers. The new architecture improves
classification accuracy in fine-grained artist and year classification. In Chapter 6, we propose
a regularization method to decorrelate feature representations. We apply the regularization
to models in Chapter 5 and further improve the fine-grained artist classification accuracy.
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CHAPTER 2: RELATED WORK
2.1 ARTWORK CLASSIFICATION
Previous works on artwork classification mainly focus on classification tasks with limited
number of classes in style, genre, and artist. The selected classes usually have a relatively
large number of examples, which makes the classification tasks less challenging. Major clas-
sification methods include using deep convolutional neural networks and shallow classifiers
combined with feature descriptors. For convolutional neural networks, pre-trained models
are usually fine-tuned on artwork datasets [8], [9], [10], [11]. Preatrined networks can also be
modified to support multi-task learning on artwork attributes [12]. For shallow classifiers,
Support Vector Machine (SVM) based classifiers are usually combined with feature descrip-
tors such as LBP, GIST, SIFT, Bag-of-Words, color histogram [1], [13], [14], [15], [16], [17],
[18], [19], and wavelets transform [20]. Besides, handcraft features based on brushstrokes are
also designed to analyze paintings from a particular artist [2], [21].
Artwork classification methods benchmarked on the WikiArt dataset were first reported in
2013 [16]. Since then, the revolution of deep neural networks in image classification motivates
using convolutional neural newtorks in artwork classification. The broad range of machine
learning techniques applied to WikiArt make the evaluation procedure different from work
to work. The lack of a universal data split construction also makes the direct comparison of
classification results challenging. We summarize a list of classification results from literature
on the WikiArt dataset in Table 2.1 and a list of deep learning based classification results
on similar large-scale artwork dataset in Table 2.2, along with classification methods and
evaluation setups. For each work, only the best method for a classification task is included.
Classification results using state-of-the-art deep convolutional neural networks are relevant
to our work and can be considered as baseline references.
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Source Method Task Dataset Split Acc
Recognizing Image
Style [16]
Fusion×Content (Outer product
of DeCAF6 with Meta-class bi-
nary features)
25 style 85,000 (60-20-
20)
47.3
Classification of
Artistic Styles using
Binarized Features
Derived from a Deep
Neural Network [13]
PiCoDes 2048 dimensionality +
DeCAF6 with late feature fusion
27 style 40,724 (675 im-
ages for binary
encoding classi-
fier training)
43.0
Large-scale
Classification of
Fine-Art Paintings:
Learning The Right
Metric on The Right
Feature [15]
LMNN+Fusion of GIST,
Classeme, PiCoDes and CNN
features
27 style (≥ 1500
per class)
78,449 (3-fold
cross valida-
tion)
45.97
10 genre (≥1500
per class)
63,691 (3-fold
cross valida-
tion)
60.28
23 artist (≥500
per class)
18,599 (3-fold
cross valida-
tion)
63.06
Ceci nest pas une
pipe: A Deep
Convolutional
Network for Fine-art
Paintings
Classification [8]
AlexNet based architecture with
input size 227 × 227, pretrained
on ImageNet
27 style ∼ 80,000 54.50
10 genre (≥1500
per class)
∼ 65,000 74.14
23 artist (≥500
per class)
∼ 20,000 76.11
Genre and Style
based Painting
Classification [17]
Ensemble of libsvm with Chi-
square kernel using SIFT, GIST,
HoG, Color, GLCM features
6 genre 1,800 (80-10-20) 84.56
10 style 3,000 (80-10-20) 62.37
Genre Classification
of Paintings [18]
SVM with RBF kernel+Conv7
feature from pretrained VGG-F
6 genre 6,000 (5-fold
cross valida-
tion)
77.57
Table 2.1: Classification results on Wikiart dataset
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Source Method Task Dataset Split Acc
Collaborative Feature
Learning from Social
Media [22]
Linear SVM+FC6 feature
learned from Behance dataset
25 style ∼ 85,000 41.4
BAM! The Be-
hance Artistic Me-
dia Dataset for
Recognition Beyond
Photography [11]
Joint attribute model (JAM)
based on a ResNet-50 pretrained
on BAM
25 style ∼ 85,000 50.8
Efficient Domain
Adaptation for
Painting Theme
Recognition [10]
ResNet-34 trained from scratch 26 genre 79,434 (80-20) 61.15
The Shape of Art His-
tory in the Eyes of the
Machine [23]
ResNet-152 pretrained on Ima-
geNet
20 style (with
merged fine-
grained style
classes)
76,921 (85-9.5-
5.5)
63.7
Table 2.1 Continued
Source Method Task Dataset Split Acc
The Rijksmuseum Challenge with 112, 039 artworks from 6,629 artists
Towards discovery of
the artists style:
Learning to recognise
artists by their
artworks [9]
PigeoNET (AlexNET architec-
ture) with input size 256× 256
958 artist (≥ 10
per class)
56,024-7,915-
15,860
52.5
197 artist (≥ 64
per class)
37,549-5,323-
10,699
68.2
673 artist (≥ 10
per class)
Print only
44,539-6,259-
12,613
60.0
165 artist (≥ 64
per class)
Print only
31,655-4,484-
8,983
70.2
Table 2.2: Classification results using deep learning methods on other large-scale artwork
datasets
5
Source Method Task Dataset Split Acc
OmniArt: Multi-task
Deep Learning for
Artistic Data
Analysis [12]
Multi-task
(Artist+Type+Period+ Mate-
rial) model based on Resnet-50
pretrained on ImageNet
375 artist ∼112,039 52.2
186 artist (≥
100 per class)
∼50,000 74.3
100 artist ∼41,230 78.5
OmniArt with 430,000 artworks
OmniArt: Multi-task
Deep Learning for
Artistic Data
Analysis [12]
Multi-task
(Artist+Type+Period+ Mate-
rial) model based on Resnet-50
pretrained on ImageNet
390 artist ∼390,000 64.5
87 artist (≥ 300
per class)
∼26,100 80.8
Table 2.2 Continued
2.2 SECOND-ORDER AND HIGHER-ORDER POOLING
Bilinear pooling is a second-order pooling method that captures pairwise feature interac-
tions and provides a linear classifier with more discriminative power. Lin et al. [24] first
incorporate bilinear pooling into deep convolutional neural networks by taking the pooled
outer product of the last layer feature maps from two convolutional neural networks streams.
The bilinear pooling model achieves better performance on many fine-grained classification
tasks, including bird species recognition, texture classification, and scene recognition. In our
work, we apply bilinear pooling to extract second-order features from earlier convolutional
layers in order to capture representative brushstroke textures. Despite higher classification
accuracy, the bilinear pooling model requires a huge amount of storage for the bilinear pooled
feature. There have been a few methods proposed to effectively reduce the dimensionality
of the pooled feature without affecting the discriminability of the classifier. One of the first
proposed methods is compact bilinear pooling by Gao et al. [25] interpreted bilinear pooling
as a second-order kernel, they use Random Maclaurin (RM) and Tensor Sketch (TS) algo-
rithms to compute a projection of the original feature map whose inner product equals to
the expectation of squared inner product of the original features. Kong and Fowlkes [26]
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further reduce memory usage of compact bilinear pooling with low-rank bilinear pooling
using bilinear SVM. Lin et al. [24] suggest a PCA dimensionality reduction on top of the
bilinear features from the original model, claiming it is faster than compact bilinear pooling.
Li et al. [27] proposed Factorized Bilinear layer and a regularization similar to dropout to
model pairwise feature interactions with a parameter size linear to features. The Factorized
Bilinear layer combined with the regularization can be added on top of existing CNN ar-
chitecture such as ResNet. As the models used in our work also produce high-dimensional
feature maps in the last layers, we apply the compact bilinear pooling to reduce the bilinear
pooled feature dimension.
Besides bilinear pooling, higher-order features can be captured by other second-order and
higher-order operations. The Second-Order Response Transform (SORT) by Wang et al.
[28] adds a second-order term to the linear combination of convolutional feature maps from
two branches. The second-order term, an element-wise multiplication, can facilitate cross-
branch information propagation. The Matrix Power Normalized Covariance (MPN-COV)
method by Li et al. [29] estimates covariance of feature maps through covariance pooling
and evaluates with Log-Euclidean metric. Beyond second-order feature interactions, Cai
et al. [30] proposed polynomial kernel based predictor to integrate higher-order statistics
from different convolutional layer for modeling part interactions in fine-grained classification.
Cui et al. [31] extend the Tensor Sketch algorithm in compact bilinear pooling to capture
higher-order feature interactions.
Combining first-order pooling with higher-order pooling also yields more powerful classi-
fier. Simon et al. [32] combine global average pooling and bilinear pooling into the alpha-
pooling, enabling the model to learn an optimal pooling strategy that generalizes average
pooling and bilinear pooling. Dai et al. [33] fuse first-order and second-order statistics in
the FASON model through residual connection that helps gradient backpropagation in bilin-
ear pooling. In the proposed models, we consider combining the second-order features with
first-order features pooled from different layers.
2.3 STYLE TRANSFER AND TEXTURE SYNTHESIS
Style transfer is one of the most successful applications of deep convolutional neural net-
works in the art domain. An artistic style transfer algorithm synthesizes an image that
combines the content representation of one source image with the style representation of the
other source image. Gatys et al. [3] first proposed the convolutional neural network based
algorithm, which uses the gram matrix of feature maps from different convolutional layers as
the style representation and feature maps from a later layer as the content representation.
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By minimizing a weighted reconstruction loss of style and content, the algorithm produces
artistically appealing images. The style representation and content representation used in
the style transfer methods inspire the design of our architecture for artwork classification.
The gram matrices are pooled from earlier convolutional layers for style-related information.
The effectiveness of using the gram matrix as the style representation has been examined
and explained by later works. The gram matrix can be viewed as bilinear pooled features from
two identical feature maps [24], which captures non-central second moments [34]. Matching
gram matrix is equivalent to minimize the Maximum Mean Discrepancy of feature maps
[35]. Alternative style representation have been suggested to account for the limitation of
the gram matrix. Such methods incorporate other statistics from more convolutional layers.
Risser et al. [34] add histogram matching loss to the original loss formulation to preserve
mean and variance of the feature distribution. Li et al. [36] replace gram matrix with
feature covariance matrix. Berger et al. [37] compute cross-layer gram matrix to incorporate
long-range consistency in generated images. Ulyanov et al. [38] use Julesz texture ensemble
to sample style patches whose convolutional filter responses are close to the target style in
squared Euclidean distance.
2.4 TEXTURE CLASSIFICATION
Our artwork classification methods are also related to the recent CNN based texture
classification methods. Brushstrokes depicting different objects form repetitive patterns
on the canvas, which can be represented by the convolutional layer filter responses. To
characterize such filter responses, more powerful pooling methods have been added to the
existing CNN architectures. FV-CNN treats convolutional layers as filter banks and adds
Fisher Vector pooling layer [39]. NetVLAD turns the VLAD representation into a pooling
layer using with learnable cluster centers and soft-assignment of descriptors to cluster centers
[40]. Bilinear CNN [24] and its compact variants [25] uses bilinear pooling to learning
second-order feature interactions. Texture CNN (T-CNN) [41] concatenates the texture
representation, average pooled activations from the third convolutional layer, with the shape
representation, average pooled last layer actions before feeding the feature to the classifier.
FASON model [33] concatenates the the first-order average pooled features with the second-
order compact bilinear pooled features from the last two layers.
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2.5 FUSING FEATURES FROM MULTIPLE CONVOLUTIONAL LAYERS
Feature from different convolutional layers encode information at different scale. Effec-
tively fusing features from different layers has proven to be beneficial in fine-grained classifi-
cation, image segmentation, and object detection. A common approach is fusing side outputs
of convolutional layers through concatenation or weighted averaging. Hypercolumn method
by Hariharan et al. [42] constructs a feature vector of activations from all convolutional
layers at a given location and uses the feature for image segmentation and part location.
Xie et al. [43] use holistically-nested network approach that generates edge maps as side
outputs at multiple scale and takes weighted average of side outputs for edge detection. Cai
et al. [30] use a more sophisticated fusion method that exploits higher-order intra-layer and
inter-layer relations of the convolutional feature maps by concatenating pooled features at
different order. Cross-convolutional-layer pooling method proposed by Liu et al. [44] use
the filter responses in one layer to weight the feature maps from the previous layer to auto-
matically detect parts in bird species fine-grained classification. Yang et al. [45] apply Scale
Dependent Pooling and Cascaded Rejection Classifiers to convolutional feature maps at dif-
ferent levels to examine objects at different scale and eliminate negative candidates in object
detection. As different layers of the convolutional neural networks can encode different style
and content information, we use the concatenation and stacking based fusing methods in our
work to aggregate features from different layers.
2.6 DECORRELATING FEATURE REPRESENTATIONS
While methods discussed above mainly improve performance by increasing the capacity of
the model, decorrelating feature representation regularizes the model for better efficiency and
generality [46] Decorrelated features usually learned by minimizing some correlation measure
of either feature maps or model weights. Bergstra and Bengio [47] first propose a slow,
decorrelated feature learning algorithm based on Pearson’s correlation coefficient. Cogswell
et al. [48] also focus on reducing feature map correlations but through penalizing the squared
norm of the covariance matrix. We adapt this method in our work by adding a correlation
penalty to the loss function using a different correlation measure. Rodrguez et al. [46]
choose to decorrelate the model weights instead of feature maps for computational efficiency
in large-scale neural networks. Their method penalizes positive weight correlation measure
by cosine similarity. Similar decorrelation techniques have been used in semi-supervised
learning to discover factors of variation [49]. Regardless the choice of correlation measure,
decorrelating feature representations has proven to regularize the learned models.
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CHAPTER 3: WIKIART DATASET
WikiArt is one of the largest publicly available artwork collections, serving as a benchmark
for artistic style, genre, and artist classifications. A list of artwork classification results on
the dataset from literature can be found in Chapter 2. As an online dataset, WikiArt
is continuously growing with more artworks adding in. The version used in this work is
downloaded in 2015 [23], containing 81449 artworks composed by 1119 artists from 1400
to 2012. The artworks contain 27 art movements (referred as styles), 45 genres, and 1119
artists. In this work, we consider the style, genre, artist, and year attributes for image
classification tasks.
3.1 DATASET STATISTICS
For the four attributes used for classifications in this work, the distribution of images per
class is highly imbalanced. For the 27 style classes, the class size varies from 99 to 13060. For
the 45 genre classes, the class size varies from 1 to 14340. For 1119 artist classes, the class
size varies from 1 to 1890. The long tail distribution of images style and genre is visualized
in Figure 3.5. To deal with the imbalance in dataset, for style and genre classification,
we experiment with weighted loss function. For artist fine-grained classification, we set a
threshold to exclude classes with too few examples.
Images from the WikiArt dataset have multiple versions and sizes. The dataset we used
has the blog (compressed) view of an image, with size varies from 22k to 250k pixels. The
average size is about 500px for the longer side and 400px for the shorter side. As the images
are not in the highest quality, some details, such as edges of the brushstrokes are lost. Figure
3.1 shows an example where the bright gold brushstrokes on potatoes are indistinguishable
from each other on the right patch cropped from WikiArt.
3.2 CORRELATIONS BETWEEN STYLE, GENRE, ARTIST, AND YEAR
The style, genre, artist, and year attributes are correlated. Providing the value of one at-
tribute of a painting, say the artist, will reveal information about other attributes. However,
the degree in which these attributes correlate with each other differs. In this section, we
examine the correlation between artist and style, artist and genre, year and style, and year
and genre through visualization.
For the relations between artist, style, and genre, an artist tends to be more consistent in
style than in genre, hence the artist attribute has a tighter connection with style. As shown
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Figure 3.1: Comparison of image quality of Still Life Potatoes in a Yellow Dish, Vincent
van Gogh, 1888. Left image is from Li et al. [21] brushstrokes study on Van Gogh’s
artworks and the right image is cropped from WikiArt dataset.
in Figure 3.2, each stacked bar represents an artist with bar height proportional to number
of paintings. Each color represents a style or a genre. Most artists only compose in one or
two styles, while in more than five different genres. Almost all artists have an artwork in the
the most popular genre, portrait, shown in the darker blue.
(a) Style and Artist (b) Genre and Artist
Figure 3.2: The distribution of style and genre per artist
Figure 3.3 shows the joint distribution of style and genre. Each circle represents a unique
combination of style, genre, and artist. Area indicates the number of paintings in each
combination. Different artists are shown in different colors.
There is a strong correlation between art movements (style) and year, shown in Figure
3.4. Most genres, however, do not vary too much from decade to decade. The most frequent
genre, portrait, consistently present in all decades.
The correlations between these four attributes explain the performance improvement ob-
served in [12] when using multi-task learning. Motivated by the potential of exploiting the
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Figure 3.3: Joint distribution of style and genre
relations between artwork attributes, we also experiment with jointly training the network
on correlated classification tasks such as style, genre, and artist in Chapter 6.
3.3 DATASET SPLIT CONSTRUCTION
For art movement (style) and genre classification, the number of classes is relatively small
for a deep CNN, so we use the entire WikiArt dataset for training and evaluation. To
construct the training and evaluation split, we perform a stratified sampling on the style
attribute, ensuring the class distributions are the same in all three splits. Figure 3.5 is a
plot of per-class data split for style and genre.
For the artist fine-grained classification, we selected a subset of 52757 artworks from 195
artists with at least 100 artworks in the WikiArt dataset. The selected subset covers 27
styles and 41 genres. The number of artworks per artist varies from 100 to 1890. As the
number of examples per class is relatively large, the splits are constructed with random
sampling which roughly perseveres the ratio of examples per class in each split. For the year
fine-grained classification, we selected a subset of 63158 artworks with the year information
available, which covers 603 years from 1410 to 2012. As some years have very few examples,
we perform a stratified sampling on a bin size of 10 years instead.
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All train-validation-test splits follow a ratio of 64%-16%-20%. The style and genre classi-
fication uses the same data split that has 52149, 13022, and 16278 examples in each split.
The fine-grained artist dataset has 33764, 8441, and 10552 examples in each split. The
fine-grained year classification has 40379, 10123, and 12656 examples in each split.
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(a) Style and Year
(b) Genre and Year
Figure 3.4: The distribution of style and genre per decade
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(a) Distribution of Style
(b) Distribution of Genre
Figure 3.5: The distribution of style and genre in dataset splits
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CHAPTER 4: TRANSFER LEARNING BASED ARTWORK
CLASSIFICATION
In this chapter, we set up a set of baselines for artwork classification tasks by fine-tuning
ImageNet pretrained networks. We consider three state-of-the-art architectures, VGG net-
work, ResNet, and Inception network. We evaluate the three architectures on four artwork
classification tasks and examine the effects of input image size on the model accuracy.
4.1 PRETRAINED MODELS
The models used in transfer learning are based on three architectures that achieved state-
of-the-art results on ImageNet challenges. VGG architecture [5] is the winner of the 2014
ILSVRC localization challenge. For artwork classification tasks, we use the VGG-16 configu-
ration which contains 13 convolutional layers and 3 fully-connected layers. We also consider
the VGG-16 BN model where batch normalization layer is added after each convolutional
layer. Inception architecture [6] is the winner of the 2014 ILSVRC classification challenge.
We use the Inception-V3 architecture proposed by Szegedy et al. We do not use the auxil-
iary classifier after the Mixed 6e block in the classification. ResNet architecture [7] is the
winner for both the classification and the localization challenge in 2015 ILSVRC. We use the
101-layer architecture in our classification.
All pretrained models are provided by Pytorch vision library. The performance of the four
pretrained models on ImageNet are in Table 4.1 1. Note the Pytorch Inception V3 model is
implemented for input size 299×299. We replaced the fix-size 8×8 kernel 2D average-pooling
operation with a global average pooling operation. For a fair comparison, we use 224× 224
as input crop size for Inception V3 model.
Pretrained Model #Parameters Top-1 Accuracy Top-5 Accuracy
VGG-16 138,357,544 71.59 90.38
VGG-16 BN 138,365,992 73.37 91.50
Inception V3 23,010,248 77.45 93.56
ResNet-101 44,549,160 77.37 93.56
Table 4.1: Accuracy of pretrained models on ImageNet
1http://pytorch.org/docs/master/torchvision/models.html
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4.2 IMAGE PREPROCESSING
Since images in the WikiArt dataset come in various size, we consider two different ap-
proaches to process the images, namely using cropped patches and using full size images.
4.2.1 Random Cropping as Data Augmentation
The first approach follows the standard image cropping and data augmentation techniques
used for ImageNet classification2. For training, the image is randomly cropped and resized
into 224×224 patch. The patch is then randomly flipped horizontally and normalized respect
to each channel mean and standard deviation. For evaluation, each image is resized to 256×
256, center cropped into 224× 224 patch, and applied normalization. Image cropping allows
parallelizable batch processing of inputs and data augmentation during training. However,
cropping can cause information loss and introduce noise. Style related information such as
perspective, which is an important technique to depict space in Renaissance artworks, can
be lost in smaller patches. Image resizing also introduces artifacts to the images and can
cause false positive neuron activations in some convolutional layers.
4.2.2 Full-size Images with Fully Convolutional Networks
An alternative to image cropping is using full-size image as input. Accepting arbitrary
size inputs requires a special type of network, the Fully Convolutional Networks (FCN) [50].
FCN scan through the entire input image and learn to make dense predictions for each pixel.
For non-pixel-to-pixel classification tasks, the variable size inputs can be reduced into fixed
size feature vectors through global pooling operations before passing to the classifier.
We modify a VGG-16 model into a FCN model. The model is designed to mainly uses
convolutional layers that preserve spatial information in the input. We replace the first two
fully-connected layers in the original VGG-16 model, fc6 and fc7, with another convolutional
layer using 3× 3 filters and output 4096 feature maps. Following the design of ResNet and
Inception V3, we use global average pooling after the last convolutional layer and keep only
one fully-connected layer. The last FC layer can also be viewed as a special convolutional
layer with 1× 1 filters. The full architecture is shown in Figure 4.1, where unmodified layers
are in light gray.
The FCN model is initialized with pretrained weights from VGG-16 networks for Conv 1 to
Conv 5. The weights in newly added layers are initialized following a Gaussian distribution
with zero mean and 0.01 variance. For cropped input model, batch size of 32 is used for
2https://github.com/pytorch/examples/blob/master/imagenet/main.py#L121
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Figure 4.1: FCN model based on VGG-16
training. For full input size, due to the restriction of the Pytorch Tensor framework, each
forward pass can only take in one image. We accumulate 8 images before computing gradients
and optimizing. Both models are trained for 60 epochs using an initial learning rate of 5e-
5 with learning rate decay of 0.5 per 20 epoch. The model is optimized with the Adam
optimizer. The classification results are in Table 4.2.
Input Size #Parameters Top-1 Accuracy Top-5 Accuracy
Random Cropping 34,392,067 69.05 87.48
Full Size 34,392,067 72.23 89.42
Table 4.2: Accuracy of the FCN model with different preprocessed inputs
With standard image preprocessing procedure, the FCN model has comparable perfor-
mance as the baseline VGG-16 model with 75% less parameters. When using full size image
as input, without any data augmentation, the model converges to the accuracy of the cropped
input baseline using half number of training epochs and reaches the best performance with
3.2% increase in top-1 accuracy.
Despite a higher accuracy, taking in arbitrary size input significantly increases the com-
putational cost. The input image can no longer be processed in a fixed size batch, which
disallows some optimizations in cuDNN algorithms for GPU acceleration. In practice, train-
ing the fully convolutional model takes a whole week on a K-40 GPU with 12GB memory,
while training the cropped input model takes less than a day. Larger input size also increases
memory usage and limits the accumulated batch size used in optimization. The model over-
fits towards the end of the training due to a lack of data augmentation. Because of the
high computational cost, we still use the standard image cropping techniques with data aug-
mentation for all further experiments. The models proposed in Chapter 5 and Chapter 6,
however, can all be used as fully convolutional networks without any modification.
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4.3 EXPERIMENTS
For all classification tasks, we fine-tune the entire pretrained networks with a small learning
rate. Models on genre classification are trained for 30 epochs, while models for other tasks
are trained for 60 epochs. The initial learning rate is 1e-4 for models using ResNet-101 and
Inception V3 architecture and 5e-5 for models using VGG-16 and VGG-16 BN architecture,
all with a learning rate decay of 0.5 per 20 epochs. The batch size used for training is 32. All
models are optimized with the Adam optimizer [51] and trained on a single Nvidia TITAN
Xp GPU with 12GB memory. We keep the checkpoint with highest accuracy on validation
split and evaluate it on test split as the accuracy of the model.
4.3.1 Style and Genre Classification
Model #Parameters Top-1 Accuracy Top-5 Accuracy
VGG-16 134,371,163 65.60 95.38
Inception-V3 21,840,891 66.36 95.13
ResNet-101 42,555,483 67.03 95.23
Table 4.3: Style classification results
Model #Parameters Top-1 Accuracy Top-5 Accuracy
VGG-16 134,444,909 67.54 92.78
Inception-V3 21,877,773 67.52 92.86
ResNet-101 42,592,365 68.48 93.08
Table 4.4: Genre classification results
For both style and genre classification, ResNet model outperforms both Inception V3
model and VGG model by a small margin. The higher accuracy is reasonable given the
pretrained ResNet model has the best performance on ImageNet, suggesting the pretrained
filters learned better features. Table 4.3 and Table 4.4 provide the results on style and
genre classification. The confusion matrices of the best models using pretrained ResNet
are shown in Figure 4.2. The confusion matrices are normalized by number of examples
in each class. For style classification, the most confused classes are Cubism and Synthetic
Cubism. For genre classification, the most confused classes are flower painting and bird-and-
flower painting. As indicated in the class names, the most confused classes are fine-grained
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subclasses of a style or genre. For genre classification, the low value entries on the diagonal
of the confusion matrix roughly correspond to classes with limited number of examples.
Models converge faster when fine-tuning on a classification task that is closely related to the
pretrained task. Genre is closely related to the objects in the paintings. Landscape paintings,
for examples, mainly contain trees, mountains, rivers, and other natural scenes. As all
models are pretrained on ImageNet for object recognition, fine-tuning on genre classification
converges much faster than other tasks, usually within 20 epoches.
4.3.2 Fine-grained Artist Classification
We set up a set of solid baselines for fine-grained artist classification by fine-tuning pre-
trained models, as shown in Table 4.5. The pair of artists that confused the models most is
Albrecht Durer and Andrea Mantegna. These two artists both live during the Renaissance
period, with Albrecht Durer influenced by Andrea Mantegna3.
Model #Parameters Top-1 Accuracy Top-5 Accuracy
VGG-16 135,059,459 69.68 88.11
VGG-16 BN 135,067,907 74.93 91.14
Inception-V3 22,185,123 71.76 88.66
ResNet-101 42,899,715 75.3 91.02
Table 4.5: Fine-grained artist classification results
As the number of target classes increases, the performance difference between the archi-
tectures starts showing up. ResNet still outperforms VGG-16 and Inception networks, by
a large margin. VGG-16 BN also has close to ResNet performance, suggesting the batch
normalization layers might facilitate the optimization in the model.
4.3.3 Fine-grained Year Classification
On a broader scale, the art movements are defined chronologically, so the century or even
the decade a painting created in can be learned from the correlation with the style. However,
on a finer scale, there is no obvious relation between the content or the style of a painting and
the year it was created. The fact that most semantic objects cannot distinguish a painting is
composed in one year or the year after also reduces the usefulness of the pretrained weights.
3https://www.wikiart.org/en/andrea-mantegna
20
Hence, the year classification task is challenging enough to test the actual capacity of a
network.
Identifying the year of a painting is simply formulated as a 603-way classification task
by treating year as a categorical variable and each year as a separate class. The same
formulation has been used in [52]. The model configurations are the same as in fine-grained
artist classification.
The classification results are shown in Table 4.6 and Figure 4.3.
Model #Parameters Top-1 Accuracy Top-5 Accuracy
VGG-16 136,731,035 13.28 30.50
ResNet-101 43,735,707 13.71 29.95
Table 4.6: Fine-grained year classification results
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(a) Style Classification
(b) Genre Classification
Figure 4.2: Normalized confusion matrices of ResNet models on style and genre
classification
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Figure 4.3: Normalized confusion matrix of ResNet model on year classification
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CHAPTER 5: EXPLOITING EARLIER LAYER FEATURES IN
FINE-GRAINED CLASSIFICATION
This chapter introduces a new architecture for fine-grained artwork classification that
learns aggregated features from different convolutional layers. The new architecture is eval-
uated on fine-grained artist classification and year classification tasks, showing improvement
in classification accuracy.
The main design philosophy is to fully take advantage of features from different convolu-
tional layers. The architecture is inspired by the style transfer method proposed by Gatys
et al. [3], where the gram matrix from each convolutional block serves as the style repre-
sentation and the feature maps from later layer serves as the content representation. The
gram matrix is an orderless statistical feature, capturing second-order statistics, while the
later layer feature maps are spatial features that encode structural information of the input
image. The style transfer methods produce more appealing images when matching style
representations on a larger subset of convolutional layers [3], suggesting each layer might
encode style patterns of different scale and complexity. Similar idea has been expressed by
Karayev et al. [16]. In their style classification work, they consider the style of an image can
be related to low-level statistics, color choices, composition, and content. To our knowledge,
there is no CNN architecture directly built on this philosophy that fuses feature maps from
multiple layers for fine-grained classification. Two closest architectures for texture classifi-
cation, T-CNN [41] and FASON [33], only combine features maps from two layers, where
either global average pooled feature from an earlier layer is concatenated with the last layer
feature or compact bilinear pooled features is concatenated with global average pooled fea-
tures from the last two layers. As an artist can also be identified by the style and content
of their artworks, we hypothesize fusing multiple earlier layer features with the last layer
features helps learn a better artist feature representation.
A major challenge of artist classification is the recognizing high-level object structures not
necessarily distinguishes the artists. Figure 5.1 shows paintings of still life - fruits by various
artists. From an object recognition perspective, the set of paintings can be categorized by a
few classes, such as apple, peach, and orange. However, for fine-grained artist classification,
these images belong to more than thirty different classes. The other challenge is artists
usually paint in more than one styles and genres, which makes it hard to learn a style
representation that generalize to all artworks of the artist.
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5.1 AGGREGATING FEATURES FROM EARLIER LAYERS
We propose the following architecture that aggregates features from different layers of a
convolutional neural network. Convolutional feature maps from different layers are extracted
using some pooling operations and fused together before feeding to the classifier.
For a model modified based on the VGG-16 architecture, features from the last layer of each
convolutional block are pooled and fused together through either stacking or concatenation,
as shown in Figure 5.2. Here each convolutional block, denoted as Conv in the figure, refers
to a sequence of consecutive 2-D convolutional layers and ReLU layers in the VGG-16 models.
Conv1 and Conv2 block each has two 2-D convolutional layers, with each layer followed by a
ReLU activation. Conv3, Conv4, and Conv5 block each has three 2-D convolutional layers,
with each layer followed by a ReLU activation. Each fully-connected block, denoted as FC
in the figure, consists of a fully connected layer, a ReLU layer, and a Dropout layer with
dropout probability 0.5. Except for the last FC block before computing cross-entropy, the
last FC block is simply a fully-connected layer that resize the feature vector to the number
of classes. The Conv blocks in light gray are initialized with pretrained weights from the
VGG-16 model.
We experiment with two simple but effective fusion strategies for pooled features: concate-
nating feature vectors and stacking feature vectors. The Concat model simply concatenates
features into a higher dimension. Stacking features refers to projecting features into the
same dimension and takes a summation of the projected feature vectors. For a given target
feature dimension, the two fusion methods require about the same number of parameters,
with concatenation using less bias vectors in the fully connected layer.
Besides fusing features from different layer, we also experiment with using auxiliary clas-
sifiers to directly classify pooled features from each convolutional block. Auxiliary classifiers
are used in Inception architectures as an engineered solution to vanishing gradient [6]. For
training, losses from all five classifiers are jointly optimized. For evaluation, we use the out-
put of the classifier connected to the last convolutional block. With auxiliary classifiers, no
explicit feature fusion happens between different layers.
5.2 POOLING METHODS
The feature maps produced by a convolutional layer are usually too large to be directly
fed to the classifier. Pooling is an effective way to reduce the feature dimension. Orderless
pooling, such as the bilinear pooling and its variants, also aggregates information over the
spatial dimension. Pooling operations are especially needed for the first few layers to reduce
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the feature dimension. For a VGG-16 model, the dimension of the raw feature maps from the
first convolutional block can be around 100M. To effectively extract feature from different
convolutional layer, we consider two families of pooling methods: first-order pooling and
second-order pooling.
5.2.1 First-order Pooling
The first family of pooling methods use first-order pooling. We experiment with the global
average pooling (GAP) and global max pooling (GMP) methods. Global average pooling is
first introduced in the Network in Network architecture [53] and is commonly used as the
last layer pooling method in the state-of-the-art architectures such as ResNet and Inception
networks. GMP has been reported achieve similar accuracy to GAP in classification and
localization tasks [54], [55]. In our architecture, the GAP or GMP is applied at the end of
each convolution block to extract a vector of mean or max of each feature map. The pooled
features are later stacked together and fed to the classifier.
5.2.2 Second-order Pooling
The second family of pooling methods use bilinear pooling (BP) and its variants. Bilinear
pooling constructs second-order features by computing the inner product of vectorized feature
maps, capturing pairwise feature interactions. When bilinear pooling applied to activations
with c channels of size h×w, the pairwise inner products form an c×c symmetric matrix. This
matrix also can be viewed as the sum of outer products of the feature maps over all spatial
locations, equivalent to the gram matrix used as the style representation in the style transfer
approach by Gatys et al. [3]. As the number of feature maps increases in each layer in the
VGG architecture, the dimension of this matrix grows quadratically and becomes infeasible
to directly connect with fully connected layer. Hence, we reduce the bilinear pooling feature
dimension using the compact bilinear pooling (CBP) method proposed by Gao et al. [25].
Specifically, we used the Tensor Sketch algorithm to reduce the pooled features dimension to
1/64 of the original bilinear feature dimension. Therefore, the pooled feature dimension for
the last two convolutional blocks are 4096, which is inside the recommended range 2,000 to
8,000 [25]. We do not apply the signed square-root and L2 normalization used in the original
bilinear pooling implementation [24].
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5.2.3 Combination of First-order Pooling and Second-order Pooling
We also combine the first-order pooling with second-order pooling by applying global
average pooling to later layers and the full bilinear pooling to earlier layers. Combining
first-order features with second-order features from the same layer has proven to be effective
[33]. This approach has three advantages for artwork classification: first, interpreted from
the style transfer results, the gram matrix better captures the style of the image while later
layer features capture the content information. Secondly, using a more powerful pooling
method on earlier layer features also balances the importance of each layer, preventing the
network from solely rely on last layer features. Lastly, applying bilinear pooling to earlier
layers yields feature vectors with smaller dimension, which can be fed to fully-connected
layer without using any compact pooling algorithm. The pooled features preserve the full
capacity of the bilinear pooling. Based on the dimensionality of the feature maps, we use
bilinear pooling to extract features from the first two blocks and use global average pooling
to extract features from the last three blocks.
5.2.4 Alternatives to Compact Bilinear Pooling
Despite compact bilinear pooling produces features with a feasible dimension for the classi-
fier, the computational cost of the Tensor Sketch algorithm is still undesirable, especially for
high dimensional feature maps from very first few layers. With the Pytorch implementation
of the Tensor Sketch algorithm using pytorch fft CUDA Fast Fourier Transform package1,
it takes 5-6 times longer to train a compact bilinear model than a bilinear model on a Nvidia
TITAN Xp GPU.
The fact that bilinear features can be compressed in a much lower dimension with no
performance drop suggests not all pairs of feature interactions are useful for the classifier.
If we simply model a subset of feature interactions, we can get a lower dimension feature
with less computation cost. To test this idea, we randomly assign feature maps into groups
of K and apply fully bilinear pooling on each block. The bilinear pooled features from all
the blocks are concatenated together as a single vector for the classifier. An alternative view
of this pooling approach is applying a random permutation matrix to the feature maps and
computing the corresponding gram matrix of the shuﬄed feature maps. Then the block
diagonal of the gram matrix with block size K is flattened into a feature vector. The feature
dimension can be further reduced by considering only the upper triangular portion of each
block matrix, since all blocks are symmetric. With convolution layer output C feature maps
and a block size K, the feature dimension is only (K+1)
2
× C, linearly in both C and K.
1https://github.com/locuslab/pytorch fft
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This model shows promising performance that is comparable to other models using bilinear
features. We refer this method as the Block Bilinear Pooling (Block BP) and discuss this
method in Chapter 6.
5.3 EXPERIMENTS
We modify an ImageNet pretrained VGG-16 model for the all experiments. For compact
bilinear pooling, we use the open source implementation2. For bilinear pooling, we only keep
the upper triangular part of the bilinear pooled feature matrix as the matrix is symmetric. We
follow the standard image preprocessing procedure and hyper-parameters settings described
in Chapter 4 for fine-tuning baseline networks. Top-1 and top-5 accuracy are measured on
test split using the model achieved highest accuracy on the validation split.
5.3.1 Comparison of Feature Aggregation Methods
We first evaluate different feature aggregation methods. For the Stack model we use a
projected dimension of 4096, which is the same as the original VGG-16 feature dimension.
For the Concat model, we also project the concatenated feature to a 4096 dimension. Features
from all five Conv blocks are aggregated. For the auxiliary classifier model we use two FC
blocks after global average pooling for each convolutional block, same as the number of FC
blocks in the Stack and the Concat model. The loss of each classifier is weighted in the
following way: L = 1
8
×LAUX1 + 18 ×LAUX2 + 14 ×LAUX3 + 12 ×LAUX4 +LAUX5 , where LAUXi
is the classification loss of the ith convolutional block. The artist classification results are
shown in Table 5.1.
Model #Parameters Top-1 Accuracy Top-5 Accuracy
GMP + Aux 24,759,055 68.79 87.92
GMP + Concat 21,547,011 70.15 88.41
GAP + Concat 21,547,011 70.86 88.88
GMP + Stack 21,563,395 71.61 88.83
GAP + Stack 21,563,395 71.42 88.71
Table 5.1: Comparison of feature aggregation methods
Based on the empirical evaluation, the Stack model achieves slightly higher accuracy than
2https://github.com/gdlg/pytorch compact bilinear pooling
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the Concat model when combining with GMP and GAP methods. Aggregating layer features
before feeding to classifier gives better results than jointly optimizing classifiers from each
layer. Hence, we use the Stack method for all future models.
5.3.2 Comparison of Pooling Methods
We then evaluate models with different pooling methods on artist classification, as shown
in Table 5.2 and Figure 5.3.
Model #Parameters Top-1 Accuracy Top-5 Accuracy
Conv1-5+GMP 21,563,395 71.61 88.83
Conv1-5+GAP 21,563,395 71.42 88.71
Conv1-5+CBP 24,684,547 70.24 87.72
Conv1-2+BP +
Conv3-5+GAP
63,113,219 72.22 89.38
Table 5.2: Comparison of pooling methods
Both GAP and GMP models marginally increase the accuracy by 2%. There is no sig-
nificant difference in classification accuracy between GMP and GAP model, however, GAP
model converges faster to a smaller training loss than the GMP model. Models using second-
order pooling methods also have smaller training loss, suggesting higher-order features allow
the model to fit the training set easier, which likely also cause overfitting. We have tried to
apply Dropout directly on the pooled features from each block, however, a smaller dropout
probability leads to little or no difference, while larger probability hurts model performance.
The combination of bilinear pooling on earlier layers and global average pooling on later
layers achieves best performance on both validation and test set, improving baseline accuracy
by 2.5%. Comparing with the GAP model, BP-GAP mixed model shows the power of second-
order pooling. As bilinear pooling is only applied to the first two convolutional blocks, the
model also demonstrates useful features can be learned from earlier layers.
Compact bilinear pooling model only achieves the baseline accuracy on artist classifica-
tion. One possible reason is the reduced feature dimension is not sufficient to represent the
original bilinear features. Increasing feature dimension, however, requires memory beyond
the capacity of a single GPU. Another possibility is the homogeneity of the feature maps.
The model experimented in the original paper uses feature maps from two different VGG
networks, leaving more opportunities for feature interactions to happen. In our setting, the
compact bilinear pooling is computed between feature maps from a single convolutional layer
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and itself, which might limit the useful feature interactions. Sparsity of the feature maps
might also affect the performance of the algorithm. If the feature maps after each block
is treated as a tensor, 90% of the entries in the tensor are zeros for the last block, but
only 50% of the entries are zeros for the first block. All entries are non-zero in the output
feature tensors from third and forth blocks.The compressed matrix multiplication algorithm
on which the Tensor Sketch algorithm based expects the output product to be sparse [56],
which is more likely to hold for product of last layer feature maps, as the input feature maps
are sparse. The earlier layers, however, have more non-zero values in the feature maps that
can lead to non-sparse matrix product. Besides accuracy, the high computational cost of the
tensor sketch algorithm is also concerning.
5.3.3 Which Layers Help the Classification
Model #Parameters Top-1 Accuracy Top-5 Accuracy
Conv5+GAP 17,614,851 69.96 88.50
Conv1,5+GAP 17,881,091 70.41 88.32
Conv4,5+CBP 19,716,099 70.92 88.39
Conv1-5+GAP 21,563,395 71.42 88.71
Conv1-2+BP +
Conv3-5+GAP
63,113,219 72.22 89.38
Table 5.3: Comparison of fusing different layers
As shown in Table 5.3, Aggregating feature maps from earlier layers improves classifica-
tion accuracy. With global average pooling, the accuracy increases as features from more
convolutional layers are fused in. The highest accuracy is achieved when using features from
all five convolutional blocks, leading to a 1.4% increase. With bilinear pooling features from
the first two layers and global average pooling features from the last three layers, the top-1
accuracy increases 2.2% compared to model using only last layer features.
More powerful pooling methods are required to extract useful features from the first few
layers. With simple first-order pooling, a model using only feature maps from last two
convolutional blocks has a comparable accuracy as the model using feature maps from all
five convolutional blocks. Moreover, the feature extracted from the first block does not have
a large impact on the classification decision. If we combine the features from two correctly
classified testing images with different class labels, using earlier layer convolutional feature
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maps from one image and last layer convolutional feature maps from the other image, the
classifier mostly predicts the label corresponding to the last layer image.
5.3.4 Fine-grained Year Classification Results
We also test our best model on artist classification on the more challenging year classifi-
cation task following the same settings. The results are in Table 5.4.
Model #Parameters Top-1 Accuracy Top-5 Accuracy
VGG-16 136,731,035 13.28 30.50
ResNet-101 43,735,707 13.71 29.95
Conv1-2+BP +
Conv3-5+GAP
64,784.795 14.15 29.90
Table 5.4: Comparison of fine-grained year classification results
For the year classification task, models capable of learning more powerful feature repre-
sentations has an advantage. The BP-GAP mixed model marginally outperforms both the
VGG-16 baseline and ResNet-101 baseline.
5.4 CONCLUSION
In this chapter, we propose a new architecture to fuse features from different layers to
exploit earlier layer features. Based on the experiment results on fine-grained artist and year
classification, the new architecture takes advantage of earlier layer features and improves
performance on fine-grained artwork classification. The best model that combines bilinear
pooled features from the first two convolutional blocks and global max pooled features from
the last three convolutional blocks increases baseline accuracy by 2.5% on fine-grained artist
classification.
With more powerful pooling methods applied to earlier layer feature maps, the model can
better exploit information in the earlier layers in convolutional neural networks. It would be
interesting to further explore other second-order pooling or higher-order pooling methods,
such as bilinear pooling on feature maps from different layers. Another direction to explore
is extracting histogram-based features which are proven to be helpful in style transfer [34]
and image style classification [16].
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Figure 5.1: Still life - fruits by various artists. Painting images from WikiArt.
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(a) Stack Model
(b) Concat Model
Figure 5.2: Stack and Concat models for feature aggregation
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Figure 5.3: Training loss and validation accuracy of different pooling methods
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CHAPTER 6: LEARNING DECORRELATED FEATURE
REPRESENTATIONS
In this chapter, we focus on decorrelating feature representations in fine-grained artist
classification. By penalizing feature correlations, we regularize the models presented in the
Chapter 5 and further improve classification accuracy. We also examine the correlations
of feature representations in the multi-task learning models, in hope to disentangle feature
representations specific to each supervised signal.
6.1 DECORRELATING FEATURE REPRESENTATIONS
Our method is based on the feature regularization method proposed by Cogswell et al.
[48] and the weights regularization method proposed by Rodrguez et al. [46] to penalize
the centered cosine similarity of convolutional feature maps. Similar to the formulation of
covariance regularization in Cogswell et al’s work, a regularization term is added to the loss
function during training, measuring the centered cosine similarity, i.e. the sample Pearson
correlation coefficient for all pairs of feature maps.
6.1.1 Penalizing Centered Cosine Similarity
The penalty term is defined as follows: Let feature maps X = [x1, x2, ..., xc], where c is
the number of feature maps in this layer, i.e. the number of channels. Let C be the centered
cosine similarity matrix of features from an arbitrary convolution layer, where the i, jth entry
is the centered cosine similarity between feature map xi, xj.
Cij =
(xi − x¯i) · (xj − x¯j)
‖xi − x¯i‖ · ‖xj − x¯j‖ ,
where x¯i, x¯j are estimated mean using batch statistics. For each diagonal entry in C, the
value corresponds to the the cosine similarity between a feature map and itself, which is
1 for non-zero centered feature maps. Therefore, we do not consider diagonal entry in the
regularization term. Diagonal entries in the covariance matrix are also excluded from the
regularization term used by Cogswell et al.
Let λ be some constant and f(x) be a function that maps the values of the off-diagonal
entries to a scalar, indicating the level of averaged correlation. The penalty is 1
2
f(C), with
constant 1
2
for counting only half of the entries in the symmetric matrix. The overall loss for
the network to optimize is L = Lcross entropy +
1
2
× λ× f(C).
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For the function f , we experiment with the Frobenius norm, square of Frobenius norm, L1
norm, and sum. Norm based functions are used to either minimize the magnitude of matrix
entries or enforce sparsity. Sum, however, is mean to encourage negatively correlated features
while reducing overall positive correlation magnitude. Negative correlations in filter weights
have proven to be helpful [46]. For the constant λ, it is used to balanced the penalty and the
classification loss. Ideally, adding the penalty should not negatively affect the classification
accuracy too much at the first few epochs with pretrained weights, so we choose a to assign
the correlation penalty an appropriate priority in optimization.
6.1.2 Relation to Other Correlation Measures
Compare to the covariance matrix used by Cogswell et al. [48], centered cosine similarity
is not only invariant to shift, but also invariant to the scaling of feature maps. The norm of
centered feature maps can also be viewed as the standard deviation of a feature map respect
to the batch mean, which equates the centered cosine similarity with the sample Pearson
correlation coefficient. Pearson correlation coefficient has been used by Bergstra et al. [47] in
decorrelating features. In practice, we observe that normalizing the centered feature vectors
is critical for the regularization to minimize feature correlation. Otherwise, the optimization
can be trivially done by minimizing the norm of each feature vector, resulting in undesirably
small magnitude of feature maps.
6.2 DECORRELATING FEATURES IN STACKING MODELS WITH
SECOND-ORDER POOLING
We apply the correlation penalty to models in Chapter 5 that uses bilinear pooling, namely
the BP-GAP and the Block BP model. We hypothesize the bilinear pooled features not only
capture statistical interactions of feature maps but also capture the correlations between
feature maps. Positive correlation of feature maps can be caused by co-adaptations of neuron
activations and is closely related to overfitting [48]. As discussed in Chapter 5, directly
applying dropout on pooled features, the upper triangular part of the gram matrix from
each convolutional block, shows no improvement. Here we use the regularization term to
explicitly discourage correlations between feature maps.
For each convolutional block, the center cosine similarity is computed on the same set
of feature maps pooled out for feature fusion. For the function f , we find both Frobenius
norm and sum can work with our models. For the constant term λ, we choose c when using
Frobenius norm and c2 when using sum to cancel out the impact of matrix dimension on the
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penalty. In practice, we find it is hard to add the penalty to some models, such as the BP-
GAP mixed model, without causing a performance drop in the first few epochs. Generally,
adding the penalty might affect first epoch accuracy by 1-2%. For numerical stability, we
add an  =1e-4 to the norm of the feature map. The results on artist classification are shown
in Table 6.1 and Figure 6.1.
Model #Parameters Top-1 Accuracy Top-5 Accuracy
BP-GAP 63,113,219 72.22 89.38
BP-GAP + Cosine
Sum
63,113,219 72.37 89.55
Block BP 42,665,987 71.84 88.84
Block BP + Cosine
Norm
42,665,987 72.32 89.32
Block BP + Cosine
Sum
42,665,987 72.76 89.67
Table 6.1: Comparison of models with and without correlation regularization
(a) Block BP Model (b) BP-GAP Model
Figure 6.1: Training loss (including the correlation penalty) and validation accuracy
Models with correlation penalty start outperforming models without penalty towards the
end of the training. Block BP with the average of correlation as the regularization term
improves baseline VGG-16 model accuracy by 3.1% with 70% less parameters. Simply adding
the correlation penalty increases the Block BP model accuracy by 0.9%. With Frobenius
norm, the model performance is more stable on the validation set. The improvement is minor
on the BP-GAP model, but the correlation penalty leads to a different convergence path as
shown in the trend of validation accuracy. We also find only decorrelating features from
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the first two convolutional blocks, which are connected to the bilinear pooling, marginally
increases accuracy for about 0.4% without causing a 4% drop in the validation accuracy
after the first epoch. Decorrelating GAP model, in contrast, has little or no effect on the
accuracy, suggesting the effectiveness of decorrelating features might depend on the pooling
method. It is interesting to investigate if feature decorrelation is particularly effective as
a regularization for second-order pooling methods or the two approaches are orthogonal to
each other.
Applying correlation regularization effectively reduces the average correlations in feature
maps. Based on batches randomly drawn from the artist dataset, the pretrained VGG-16
weights introduce initial positive correlations in the feature maps from all five blocks. With
pretrained weights, features maps from the last block have the highest averaged correlations,
about 0.1 to 0.2, and feature maps from the middle layer, Conv 3 block, have the lowest
averaged correlations. For model with Frobenius norm based correlation penalty, average
correlations in the last layer feature maps is reduced to about 0.005, while sum based penalty
only leads to an average correlation of 0.02. For the objective of minimizing the correlation
magnitude, Frobenius norm is a better choice for f.
With the correlation penalty, feature maps learned by the model become more sparse
than all other models. For the Frobenius norm model, some feature maps, even in the first
convolutional block, have zero activation on the entire map. These feature maps are likely
produced by neurons with redundant weights. As the model is fine-tuned with a very small
learning rate, instead of optimizing the pretrained weights to learn orthogonal features, the
model chooses to exclude certain neurons by learning weights produce negative activations
that are later zeroed out by ReLU layers. The sparsity of the feature maps might also have
a side effect on the feature interactions modeled by bilinear pooling. If an entire feature map
has zero activation, then there is no interaction with other feature maps, which introduce an
entire row and column zeros to the bilinear pooled gram matrix. In the case of Block BP,
since only a subset of feature interactions is captured, reducing the amount of unmodeled
feature interactions can bridge the gap between fully bilinear pooling and the blocked version.
Figure 6.2 shows typical last layer correlation matrices from different models. The blue-
green color represents zero. The bright yellow color represents one. Zeros on diagonal are
caused by feature maps with zero activation.
6.3 EXPLORE FEATURE CORRELATIONS IN MULTI-TASK LEARNING MODELS
Separating domain specific features from domain agnostic features, commonly referred as
separating style and content, is one of the challenges raised in computer vision literature. Bi-
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(a) VGG-16 Pretrained Model (b) Block BP Model with morn
based correlation penalty
(c) Block BP Model with sum
based correlation penalty
Figure 6.2: Comparison of correlation matrices
linear model is one of the first models proposed to model two independent factors underlying
a set of observations [57]. Style transfer methods can also be view as a successful attempt
at separating semantic information in an image from the artistic style, but a complete sepa-
ration is still considered as an intangible and ill-defined problem [3]. In artist classification,
the content of the painting and the style of the artist can be viewed as two factors that are
associated with the identity of the artist, but these two factors are inherently correlated, as
shown in Figure 3.3, which means there is no clean separation of the learned feature repre-
sentations for each attribute. Yet, there could still be features specific to one attribute and
features shared by all attributes, decorrelation task specific features with shared features can
make more effective use of the network capacity and avoid learning redundant weights. In
this section, we propose a series of multi-task learning models and examine the correlations
between features learned in task-specific layers.
6.3.1 Multi-task Learning Models
An important question for designing multi-task learning models is what are the optimal
layers to share among tasks. One solution is to find layers that respond to similar features
in different models. Intuitively, those layers are earlier layers that detect low-level simple
structures such as edges and corners that are commonly used for all tasks.
To better understand what has been learned by each convolutional filter, we inspect the
Class Activation Maps (CAM) [54] produced by different models introduced in Chapter 5.
Figure 6.3 shows CAMs for the same input image with the same target class from different
convolutional blocks and models. CAMs on each row are produced by filters initialized
with same pretrained weights. It can be observed that feature maps from the first three
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convolutional layers are mostly the same regardless of the pooling model applied, suggesting
the convolutional filters learned in the pretrained model are relatively optimized and can
generalize to other tasks. Therefore, it is reasonable to share these earlier layer weights.
We further qualitatively evaluate the classification performance of models sharing different
subset of earlier layers. We design the following models in Figure 6.4 to share layers from
the first convolutional layer to different end layers. The models are jointly trained for artist,
style, and genre classification. For models where the three classifiers are not equivalent, the
main classifier connecting to all task-specific features is used for the most challenging task,
fine-grained artist classification. The loss function is a weighted sum of the cross entropy loss
from all three tasks, with the loss from style and genre classification weighted by 1
2
. We also
trained a VGG-16 model on each individual task as baseline using the splits for fine-grained
classification. The style classification contains all 27 classes, while the genre classification
only contains 41 classes. Classification results on all three tasks are in Table 6.2.
Model #Parameters Artist
Accuracy
Style Accuracy Genre
Accuracy
Artist VGG-16 135,059,459 69.68/88.11 N/A N/A
Style VGG-16 134,371,163 N/A 72.09/96.59 N/A
Genre VGG-16 134,428,521 N/A N/A 70.10/94.85
Share Conv1-5 22,095,943 70.69/88.59 74.92/97.39 70.81/94.82
Share Conv1-4
+ Partial
Conv5
21,047,367 71.41/89.08 74.60/97.30 70.58/94.85
Share Conv1-3 37,176,391 72.51/89.70 73.82/97.13 71.36/94.89
No Share 38,911,879 72.09/89.43 73.57/97.12 71.22/94.81
Table 6.2: Comparison of models sharing different convolutional layers
Sharing convolutional layers allows the model to learn features from one task that are also
useful for closely related tasks. Comparing with baseline models trained on individual tasks,
multi-task learning improves performance on all three classifications, with accuracy of artist
and style classification improved by at most 2.8% and genre classification improved by 1.3%.
The relatively larger improvement on style and artist classification is in accordance with the
stronger correlation between style and artist.
Having task-specific convolutional layers to learn separate features for each task can also
improve the classification performance. The model only sharing the first three convolutional
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blocks achieves the highest accuracy of 72.51% on artist classification and 71.36% on genre
classification, with a slightly lower accuracy on the style classification that is correlated with
artist classification.
However, further increasing task specific layers does not necessarily improve classifica-
tion accuracy. We trained models sharing from 0 to 4 convolutional blocks following the
joint architecture above. As the joint models are mainly optimized for fine-grained artist
classification, we compare the joint model performance primarily using artist classification
accuracy. As shown in Figure 6.5, There is no difference in the validation accuracy in the
first 20 epochs for models sharing between 0 to 4 convolutional block, even though more
than 7 million convolutional weights have been added to the model to learn more features
that are supervised by at least two signals.
6.3.2 Correlations Between Task-specific Features
One possible reason for increasing the number of weights but no improvement in accuracy
is the model learns redundant feature representations in the task-specific layers. As the
weights in both branches are initialized to the same pretrained VGG-16 weights, the layers
might just learn similar feature representations that can be either shared or discarded, which
is a waste of computational resources.
To test this hypothesis, we inspect the model sharing Conv 1-3 layers and using Conv 4-5
as task specific layers, shown in Figure 6.4 (c). The model accuracy and last layer feature
map correlations are plotted in Figure 6.6. The correlations of the feature maps from the
last layer of Conv 5 of the two branches increase as the training progresses. The increase in
correlation suggests more efficient model can potentially be designed such that convolutional
filters with correlated weights can be shared between tasks and unshared convolutional filters
can be used to learn more task-specific features.
A natural attempt is to apply the decorrelation regularization to the task-specific features.
However, we found directly penalizing the cross-correlations between the feature maps pro-
duced at the last layer of each task-specific head does not improve the accuracy. As the two
factors, style and genre, are correlated, the optimal features for the two tasks could also be
correlated. For the multi-task model, it might be more efficient to partially share weights at
each layer and only decorrelate task-specific weights with shared weights. However, redis-
tributing convolutional layers makes it hard to compare the new models with baseline models
that use pretrained weights. Hence, we only test this idea on the existing model that already
partially shares weights in the last convolutional layer. Training with decorrelation penalty
marginally increases the top-1 accuracy by 0.2% and top-5 accuracy by 0.4%. It would be
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interesting to evaluate the partially shared model with the decorrelation regularization using
more layers.
6.4 CONCLUSION
In this chapter, we propose a regularization method using the centered cosine similarity as
the correlation measurement to decorrelate feature representations in convolutional layers.
We examine the correlations of feature maps in the stacking models and multi-task learning
models. We apply the regularization to the stack models with second-order pooling methods.
The decorrelated models reach higher accuracy than models without decorreation regulariza-
tion as training progressed, suggesting better generalization ability. The best model improves
the fined-tuned VGG-16 baseline performance by 3.1% on the fine-grained artist classification
task.
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Figure 6.3: CAMs produced by different models on the starry night, Vincent van Gogh,
1888. Painting images from WikiArt.
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(a) Share Conv1-5 (b) Share Conv1-4 and Partial Conv5
(c) Share Conv1-3 (d) No Share
Figure 6.4: Architectures for sharing different convolutional layers
Figure 6.5: Comparison of models sharing different layers in Conv1-Conv4
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Figure 6.6: Accuracy of the joint model sharing Conv1-3 and correlations between last
layer feature maps
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