Abstract. This paper is devoted to graded algebras A having a single homogeneous relation. We give a criterion for A to be N -Koszul where N is the degree of the relation. This criterion uses a theorem due to Gerasimov. As a consequence of the criterion, some new examples of N -Koszul algebras are presented. We give an alternative proof of Gerasimov's theorem for N = 2, which is related to Dubois-Violette's theorem concerning a matrix description of the Koszul and AS-Gorenstein algebras of global dimension 2. We determine which of the PBW deformations of a symplectic form are Calabi-Yau.
Introduction
The first elementary connection between Koszul duality and combinatorics is probably the computation of the Hilbert series of a polynomial algebra as the inverse of the Hilbert series of the corresponding Grassmann algebra. Actually this numerical Hilbert series combinatorics holds for any Koszul algebra, including the N -generalisation of Koszul algebras (see e.g. [19, 31] ). Recently, Phung Ho Hai and Martin Lorenz showed that the MacMahon Master Theorem (MMT) is a consequence of another type of Hilbert series combinatorics [29] , which is based on the Grothendieck ring of comodules over Manin's bialgebra of any 2-Koszul algebra (specialised to a polynomial algebra if we want to recover the original MMT). This new type of Hilbert series combinatorics can be called comodule Hilbert series combinatorics. Comodule Hilbert series combinatorics reduces to numerical Hilbert series combinatorics by taking the dimension of comodules (comodules are assumed to be finite dimensional as vector spaces). More recently, Phung Ho Hai, Benoit Kriegk and Martin Lorenz showed that comodule Hilbert series combinatorics holds for any N -Koszul algebra (or superalgebra as well) [28] , including certain explicit combinatorial applications (see also [20] ).
Another interesting combinatorics linked to N -Koszul algebras can be traced back to Backelin's PhD thesis [4] and can be called combinatorics of V 's and R's. Here V and R denote respectively the space of generators and the space of relations of the algebra A, where A is assumed to be N -homogeneous (i.e., R is a subspace of V ⊗N ). Then A is Koszul if and only if certain (infinitely many) triples of vector spaces are distributive and, when N > 2, an extra condition holds (see [4] if N = 2, and [7] for any N ≥ 2). Each vector space in such a triple is either a sum or an intersection of tensor products of V 's and R's with the same number of factors, R occurring only once in each tensor product. Formulas giving the sums or the intersections are very specific. Recall that a triple (E, F, G) of subspaces of a vector space is said to be distributive if the relation E ∩ (F + G) = (E ∩ F ) + (E ∩ G) holds.
Gerasimov's theorem is a result in the combinatorics of V 's and R's. The algebra A is still N -homogeneous, but now R is one-dimensional. Then Gerasimov's theorem asserts that A is distributive, meaning that any triple of sums or intersections of tensor products of V 's and R's (with the same number of factors in the tensor products, R occurring only once) is distributive [23] (in the present text, all the generators have degree 1, but let us notice that Gerasimov's theorem holds for generators with positive degrees which may be unequal and distinct from 1). Using the previous characterisation of Koszulity, we get the following criterion, presented in Section 2. In particular, A is Koszul when N = 2.
When N = 2, this result is the noncommutative version of the following wellknown result: every commutative graded algebra whose generators are of degree 1, subject to a single relation which is homogeneous quadratic, is Koszul [4] .
In Section 3, we will illustrate Theorem 1.1 by the following. When the antisymmetric tensor is an antisymmetriser, another proof of the Koszulity in this corollary is presented in Section 3. It is based on a basic result (interesting for its own sake) concerning free products of distributive and N -Koszul algebras. However, although this proof does not use Gerasimov's theorem, it uses the fact that the antisymmetriser algebras (also called N -symmetric algebras [28] ) are N -Koszul and distributive, and this fact is not obvious either [7] .
A criterion analogous to that of Theorem 1.1 was already known for monomial algebras [7] . The reason is the same as in the one-dimensional situation, namely any monomial algebra is distributive (but here the proof of the distributivity is immediate, unlike the proof of Gerasimov's theorem). So only the extra condition is required in both situations in order to have an N -Koszul algebra. Combining both situations, we will obtain in Section 4 the following corollary. Corollary 1.3. We keep the notations and assumptions of Theorem 1.1, with V finite-dimensional. Let (x 1 , . . . , x n ) be a basis of V , n ≥ 1. Assume that R is generated by a monomial f = x i1 . . . x iN , N ≥ 2. Then A is N -Koszul if and only if there exists no m in {2, . . . , N − 1} such that
where N = mq + r is the division of N by m with remainder r, and where i 1 , . . . , i m are not all equal.
Gerasimov's theorem is considered an important contribution to combinatorial ring theory. For example, as shown by Backelin [3] , the rationality of the Hilbert series of algebras with a single relation is a striking consequence of Gerasimov's theorem. The proof given by Gerasimov in [23] of his theorem is rather long (36 pages) and is situated at the frontiers of algebra, logic and combinatorics, using an ad hoc formal calculus with rules of inference and involving provability and decidability. Even if the interactions with logic seem exciting, it would be satisfactory to have an algebraic proof of Gerasimov's theorem, whose statement is purely algebraic. In Section 5, we will provide such an algebraic proof of Gerasimov's theorem in the quadratic case, i.e., for N = 2. The point is that distributivity for any 2-homogeneous graded algebra is equivalent to Koszulity [4] , so that we can use homological algebra when N = 2, and this gives a very different proof.
More precisely, it suffices to prove that a graded algebra A with generators x 1 , . . . , x n subject to the single relation f = 0, where
is Koszul. It turns out that Michel Dubois-Violette has investigated such graded algebras A using homological algebra, showing that A is Koszul and AS-Gorenstein of global dimension 2 if the matrix M = (f ij ) of the coefficients of f is invertible [18] . In Section 5, we make precise the proof of Koszulity and extend it to some noninvertible matrices M . Next we use Bergman's confluence for the remaining M 's. Global dimension, Hilbert series and Gelfand-Kirillov dimension are computed systematically, and we recover the fact that A is AS-Gorenstein if and only if M is invertible.
Finally, Section 6 is devoted to Poincaré-Birkhoff-Witt (PBW) deformations of various N -Koszul graded algebras appearing in the previous sections. We shall determine in Theorem 6.4 which of the PBW deformations of a symplectic form are Calabi-Yau, the symplectic form being viewed as a homogeneous quadratic relation. This gives examples of graded Calabi-Yau algebras with some PBW deformations that are not Calabi-Yau. In general the Calabi-Yau property is preserved under PBW deformations when only constants are added to relations (Theorem 6.5).
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Graded algebras with a single homogeneous relation
Throughout this paper, k is a field and V is a k-vector space. The vector space V is assumed to be graded by V = V 1 , i.e., all elements of V are of degree 1. The tensor algebra T (V ) of V is graded accordingly. If R is a graded subspace of T (V ), then the graded algebra A = A(V, R) is defined as being the quotient of the tensor algebra T (V ) by the 2-sided ideal I(R) generated by R. If R is a subspace of V ⊗N for a certain integer N ≥ 2, then R is graded and the graded algebra A(V, R) is said to be N-homogeneous.
If M is a k-vector space, the set L(M ) of vector subspaces of M , ordered by inclusion of sets, is a lattice. Infimum and supremum in this lattice are respectively intersection and sum of subspaces. In general, a triple of subspaces of M is not distributive, e.g., three distinct one-dimensional subspaces of a two-dimensional space. A sublattice of L(M ) in which every triple of subspaces is distributive, is said to be distributive. We extend this terminology to algebras as follows.
Definition 2.1. Let A = A(V, R) be an N -homogeneous graded algebra. We say that A is distributive if for any m ≥ 0 (m ≥ N + 2 suffices), the sublattice of L(V ⊗m ) generated by the subspaces
Let A = A(V, R) be an N -homogeneous graded algebra. Define the map ν N :
for any i ∈ N. For graded algebras where other functions of the degrees of generation of the projectives in the minimal resolution of k are discussed, the reader is referred to [16, 25, 26, 27] .
Then W m = V ⊗m if m < N , and W N = R. As defined in [7] , the Koszul complex K(A) of the N -homogeneous graded algebra A is the following complex
, and the left A-linear differential δ i is defined by the inclusion of
. The homology of K(A) is k in degree 0, and 0 in degree 1. For equivalent definitions, see [7] . The next proposition is essential for the sequel. 
Proof. Proposition 3.4 and Lemma 2.6 in [7] provide respectively the equivalences (i)⇔(ii) and (ii)⇔(iii).
We are now ready to limit ourselves to graded algebras A having a single homogeneous relation. If N is the degree of this relation, it is clear that A is Nhomogeneous. Let us recall Gerasimov's theorem [23] . As we said in the Introduction, it holds if V is any positively graded vector space, i.e., V = V 1 ⊕ V 2 ⊕ · · · . But assuming V = V 1 is natural as far as N -Koszul algebras are concerned, and it is our framework here. The question of defining N -Koszul algebras when generators are not necessarily of degree 1 deserves attention, and Gerasimov's theorem could be a guide for doing that.
Joining the two previous results, we get immediately the following criterion.
Antisymmetric relations
A homogeneous element f ∈ T (V ) of degree N is said to be antisymmetric if σ · f = sgn(σ)f for any σ in the permutation group S N , where σ · f denotes the natural action of S N on V ⊗N and sgn the sign. We also need a notation for the antisymmetrisers: if v 1 , . . . , v m are in V , we set Proof. The result is a consequence of the relations
Assuming these relations, A is N -Koszul by Theorem 2.5. Furthermore Proof. Let (x 1 , . . . , x n ) be a basis of V . Write uniquely
There exist i 1 , . . . , i r such that α i1...ir = 0. Assume that
Examining on the RHS the coefficients of x i1 . . . x ir and of
we deduce that
. . x ir is zero on the LHS, and it is equal to β i1...is γ isis+2...ir on the RHS, hence we get a contradiction.
The Hilbert series of a graded algebra A is denoted by H A (t). For any N -Koszul algebra A such that the A-modules forming the Koszul complex of A are of finite type (i.e., such that V is finite-dimensional), it is known that
This formula is just a consequence of the Euler-Poincaré identity applied to the Koszul complex of A (see e.g. [2, 19, 31] ), and it can be viewed as a duality formula between A and the Yoneda algebra of A. In some cases, the computation of dim(W νN (i) ) is possible for every i, and (3.2) allows us to compute dim(A i ) for every i. It is particularly interesting when a linear basis of A i is known but counting the number a i of elements of this basis is tedious or unclear. This method to compute a i = dim(A i ) is called the numerical Hilbert series combinatorics. With the notations and assumptions of Proposition 3.1, it is easy to see that in this case a i is the number of monomials in x 1 , . . . , x n not containing
2), we get directly the recursive formula a i = na i−1 − a i−N with a 0 = 1 and a i = 0 when i < 0. Moreover, as all the complex zeros of the polynomial 1 − nt + t N have module 1 if and only if n = 2, the Gelfand-Kirillov dimension of A is 2 if n = 2, and ∞ if n > 2 (see Proposition 2.13 in [2] ).
Recall the definition of AS-Gorenstein algebras and the definition of Calabi-Yau algebras. Here AS stands for Artin and Schelter [1] . The definition of Calabi-Yau algebras is due to Victor Ginzburg [24] . In these definitions, the functor Ext is applied to left modules.
(ii) Let A be a k-algebra having a finite projective A-bimodule resolution by bimodules of finite type. We say that A is a Calabi-Yau algebra of dimension n ≥ 1 (or a n-Calabi-Yau algebra) if Ext It is often possible in the case of an N -Koszul algebra A of finite global dimension to decide whether A is AS-Gorenstein or not ( [10] , Theorem 5.4). Keeping again the notations and assumptions of Proposition 3.1, it is clear from Proposition 5.2 in [10] that if A is AS-Gorenstein, then N = 2. Assume that N = 2. Let (x 1 , . . . , x n ) be a basis of V . Write f = 1≤i<j≤n λ ij Ant(x i , x j ) and denote by M the antisymmetric matrix with coefficients λ ij . According to Theorem 3 in [18] , A is AS-Gorenstein if and only if M is invertible (see also Section 5). If M is invertible, then n is even and f is the standard symplectic form in an appropriate basis, so that A is the preprojective algebra of a non-Dynkin quiver, hence A is 2-Calabi-Yau [12] (see 7.1 in [13] for an interpretation of A as a noncommutative tangent cone). Summing up now what we have obtained. If we have N = n in the statement of Proposition 3.1, R coincides with the subspace of all antisymmetric tensors of degree N . It was already known that A(V, R) is N -Koszul in this case, since A(V, R) is N -Koszul if R is the subspace of all antisymmetric tensors of degree N for any 2 ≤ N ≤ n [7] . This suggests to deduce the N -Koszulity of the algebra A(V, R) of Proposition 3.1 when 2 ≤ N < n from the known case N = n, by adding new variables. Actually, this method is possible only if the antisymmetric tensor generating R is an antisymmetriser. In order to apply this method, we need some considerations on the free product of algebras.
Let A = A(V, R) and
be N -homogeneous graded algebras. Their free product is the N -homogeneous algebra A * A ′ whose space of generators is 
Omit tensor symbols ⊗ in order to simplify notations. Let a belong to (RV m ) ∩ (V m R). Using Proposition 2.3, it suffices to show that a belongs to V m−1 RV. Write
N +m is the direct sum of the subspaces V i1 . . . V iN+m for all (N + m)-tuples (i 1 , . . . , i N +m ) of elements of the set {1, 2}. Using this direct sum and the fact that
Assume k is of characteristic zero, V is of finite dimension n ≥ 3 and (x 1 , . . . , x n ) is a basis of V . Fix 2 ≤ N < n. Let A be the N -homogeneous graded algebra defined by the generators x 1 , . . . , x n and the single relation Ant(x 1 , . . . , x N ) = 0. Let B be defined by the generators x 1 , . . . , x N only and the same relation. Then A is the free product of B and B ′ , where B ′ is the free algebra in the generators x N +1 , . . . , x n . We know that B is distributive and N -Koszul [7] (but this fact is not trivial), and it is clear for B ′ . Thus we conclude that A is distributive and N -Koszul, without using Gerasimov's theorem. Let us notice that this method is not general since an antisymmetric tensor f of degree N , 2 ≤ N < n, is not in general an antisymmetriser even up to a linear change of generators, for example if f is a symplectic form over n ≥ 4 variables.
Monomial relations
Throughout this section, V denotes a k-vector space of finite dimension n ≥ 1, and (x 1 , . . . , x n ) a basis of V . We need some special terminology. An element a of T (V ) of the form a = x i1 . . . A monomial N -homogeneous graded algebra A is distributive, since distributivity of A is reduced here to distributivity of ∩ over ∪. Thus Proposition 4.1 is an immediate consequence of Proposition 2.3. Proposition 4.1 shows that any monomial 2-homogeneous graded algebra is Koszul, recovering a result by Fröberg [22] .
We are now interested in monomial algebras defined by a single monomial relation. In [7] , the following example is given: if N = 3 and C = {a}, then A is 3-Koszul if and only if a is not of the form x i x j x i with i = j. More generally, for any value of N , the next proposition provides the singletons C which are N -Koszul (i.e., such that A is N -Koszul). Before proving Proposition 4.2, we need to prove the following lemma. 
Proof. Let a be nonzero in
where λ i = 0 for a certain i. Then there exists j such that x j x i1 . . . 
is an overlap monomial for f of degree N + m. Thus A is not N -Koszul. Conversely, assume that A is not N -Koszul. Let m be in {2, . . . , N − 1} such that there exist j 1 , . . . , j m and k 1 , . . . k m in {1, . . . , n} satisfying
The proof of the following is left to the reader.
Proposition 4.4. Let us keep the notations and assumptions of Proposition 4.2. Assume that
A is N -Koszul. If f = x N i for some i,
then the global dimension of A is infinite, we have
and the Gelfand-Kirillov dimension of A is 0 if n = 1, ∞ if n > 1. Otherwise, the global dimension of A is equal to 2, we have
and the Gelfand-Kirillov dimension of
In either case, A is never AS-Gorenstein.
Remark 4.5
There is no available description (analogous to that of Proposition 4.2) of the N -Koszul sets C when n ≥ 2 and the number p of elements of C is fixed with 1 < p < n N . The number of such (N -Koszul or not N -Koszul) C is equal to the binomial coefficient n N p , and it is not clear how to find an algorithm which is polynomial in N and which lists all the N -Koszul C's when n ≥ 2 and 1 < p < n N . Basing ourselves on some computer evidence, we conjecture that the number Koszul(n, N, p) of these N -Koszul C's is zero when n N /2 < p < n N and N is large enough. 
is a minimal projective resolution of k. But W N +1 is contained in ker(δ 2 ), thus vanishes, and therefore (5.2) coincides with K(A).
We recall another basic result due to Backelin [4] . For a proof, see Section 3 in [7] or Theorem 4.1 in [33] . The fact that distributivity of A implies Koszulity of A is a consequence of Proposition 2.3 with N = 2. The converse is the part which is hard to prove.
Proposition 5.2. Let A = A(V, R) be an 2-homogeneous graded algebra. Then A is Koszul if and only if A is distributive.
From now on and throughout this section, V denotes a k-vector space of finite dimension n ≥ 1. Let f = 0 be in V ⊗ V and R be the one-dimensional subspace of V ⊗ V generated by f . We are interested in the 2-homogeneous graded algebra A = A(V, R). If (x 1 , . . . , x n ) is a basis of V , the n × n matrix M = M (f ) = (f ij ) 1≤i,j≤n where
is called the matrix of coefficients of f relative to this basis. Denote by x the n × 1 matrix with entries x 1 , . . . , x n and x t = (x 1 , . . . , x n ) its transpose. Denote by A 1×n (resp. A n×1 ) the left (resp. right) A-module of the 1 × n (resp. n × 1) matrices with entries in A. There is an obvious isomorphism from (5.1) to
which is therefore the beginning of a minimal projective resolution of k in A-grMod with the same arrow ǫ : A → k.
Lemma 5.3. Assume that the global dimension of A is 2. Then A is Koszul. Moreover, A is AS-Gorenstein if and only if M is invertible.
Proof. The first assertion comes from Proposition 5.1. Notice that n ≥ 2 since n = 1 implies that the global dimension of A is infinite. Applying the functor Hom A (−, A) to the minimal projective resolution
Saying that A is AS-Gorenstein means that (5.5) is a resolution of k in grMod-A (whose objects are the graded right A-modules and morphisms are the homogeneous A-linear maps of degree 0) for a certain arrow A → k of grMod-A. Actually, as the latter arrow is necessarily of the form λǫ with λ = 0 in k, we can impose that this arrow is ǫ. Consider now the following commutative diagram in the category grMod-A:
The second row is exact because it is isomorphic to the Koszul resolution of k in grMod-A, and it is a basic fact that Definition 2.2 is equivalent to its right version. If M is invertible, then the first row is exact, thus A is AS-Gorenstein. Assume that A is AS-Gorenstein. Then the first row is a projective resolution of k in grMod-A, and the point is that this resolution is minimal since from right to left: A is generated in degree 0, A n×1 is generated in degree 1, A is generated in degree 2, these degrees are strictly increasing, so that when applying the functor − ⊗ A k the morphisms of the first row vanish. It is again a basic fact of homological algebra that a morphism between two minimal projective resolutions is an isomorphism ( [14] , 3, no. 6, Proposition 8), hence M is invertible.
The rank of the matrix of coefficients of f relative to a basis of V does not depend on the basis, and it is called the rank of f . The rank of f is ≥ 1, and it is equal to 1 if and only if the following property (P1) holds: (P1) there exists a basis of V for which M (f ) has only one nonzero column.
We also need the stronger property (P2) which is strictly stronger whenever n ≥ 2: (P2) there exists a basis of V for which all the entries of M (f ) are zero, except one which is located on the diagonal.
Notice that (P2) is equivalent to say that f is symmetric of rank 1. The following contains Theorem 3 in [18] . Proof. To prove (i), it is sufficient to prove that for every nonzero v ∈ V and every a ∈ A i (i ≥ 0), av = 0 implies that a = 0. Proceed by induction on i, the case i = 0 being clear. Assume that the property holds for some i ≥ 0. Let v be nonzero in V and a ∈ A i+1 be such that av = 0. Choose a basis (y 1 , . . . , y n ) of V such that y 1 = v, and write f = 1≤i,j≤n f ′ ij y i y j . Then (a, 0 . . . , 0) .y = 0 where y denotes the column matrix of the y i 's. Since the complex 
iii) the global dimension is infinite if and only if (P2) holds, (iv) A is not AS-Gorenstein.
Proof. There exists a basis (y 1 , . . . , y n ) of V such that f = ( 1≤i≤n f ′ i1 y i )y 1 . Denote by Y the ordered basis y 1 < · · · < y n of V . We show that A is Y -confluent, which will be enough to conclude that A is Koszul [6] . Let i 0 be the largest i such that f ′ i1 = 0. The relation of A is written
with y i y 1 < y i0 y 1 , so that y i0 y 1 is the unique nonreduced monomial. Examine the ambiguous monomials of degree 3, i.e., the monomials y p y q y r with y p y q and y q y r nonreduced. If i 0 = 1, there is no such y p y q y r , hence A is Y -confluent. If i 0 = 1, the single ambiguous monomial is y To prove (iv), we can assume that the global dimension is finite (by definition, an AS-Gorenstein algebra has a finite global dimension), hence is equal to 2, and we conclude by Lemma 5.3 since n ≥ 2 and M is not invertible. Recall that the N -homogeneous graded algebras A(V, R) and A(V ′ , R ′ ) are said to be isomorphic if there exists a bijective linear map φ :
. We want to describe briefly the isomorphism classes of the A(V, R)'s when V is a C-vector space of given finite dimension n ≥ 1 and R is one-dimensional in V ⊗ V . A first invariant for these isomorphism classes is the rank (taking any integral value from 1 to n), i.e., the rank of f generating R. The isomorphism class is said to be symmetric, antisymmetric or nondegenerate if the matrix M (f ) is symmetric, antisymmetric or invertible. The isomorphism classes of AS-Gorenstein algebras are exactly the nondegenerate ones. There is only one isomorphism class containing the algebras having an infinite global dimension (respectively which are Calabi-Yau with necessarily n even), and this class is symmetric of rank 1 (resp. antisymmetric of rank n). If n = 2, there is no isomorphism class formed of AS-regular algebras (i.e., AS-Gorenstein of finite Gelfand-Kirillov dimension). If n = 2, the isomorphism classes of AS-regular algebras are parametrised by {0, 1} ∪ (C \ {0, 1})/(q ∼ q −1 ), and there is only one symmetric (antisymmetric) such a class (Section 2 in [18] ). It is easy to see that all the isomorphism classes are parametrised by the set of orbits of all n × n complex matrices M for the GL(n, C)-action of P over M given by P t M P . The latter set has a long history, culminating recently to an explicit list of representatives of the orbits (see [17] and references therein).
Poincaré-Birkhoff-Witt deformations
Let A = A(V, R) be an N -Koszul graded algebra, N ≥ 2. The tensor algebra T (V ) is filtered by the subspaces
Define the subspace P = (Id − ϕ)(R) of F N . Since Id − ϕ : R → P is a linear isomorphism, P and R have the same dimension (which may be infinite). Then U = T (V )/I(P ) is a filtered algebra and there is a natural graded algebra morphism p from A onto the associated graded algebra gr(U ). The filtered algebra U is said to be a Poincaré-Birkhoff-Witt (PBW) deformation of A if p is an isomorphism [21] .
Conversely, let P be a subspace of T (V ). The filtered algebra U = T (V )/I(P ) is said to be Koszul if there exists an integer N ≥ 2 such that P ⊆ F N and U is a PBW deformation of A = A(V, R) assumed to be Koszul, where R = π(P ) and π : F N → V ⊗N is the natural projection [9] . Since N is unique, we say that U is N -Koszul. The first proposition determines the PBW deformations of A when A has a single monomial relation and is Koszul of infinite global dimension (see Proposition 4.4). Proposition 6.1. Assume that V has finite dimension n ≥ 1 and that (x 1 , . . . , x n ) is a basis of V . Let R be the subspace of V ⊗N generated by x 
Proof. The space
According to the PBW theorem ( [9] , Theorem 3.4 and Proposition 3.6), U is a PBW deformation of A if and only if the following properties hold : .2) and (6.3) is equivalent to saying that
We are ready now to investigate further U when A is Calabi-Yau, i.e., when M is antisymmetric and invertible. Then the graded complex associated to (6.13) is exact except perhaps at the last position on the right, so that we have
If v = 0, we can replace A by U in the commutative diagram (6.11), thus U is 2-Calabi-Yau in this case. Conversely, assume that U is 2-Calabi-Yau. Then there exists a surjective U ⊗ U -linear map µ u : Proof. It is known that A is AS-Gorenstein of dimension d, A satisfies the Van den Bergh duality and the automorphism of A defining this duality is the identity automorphism ( [11] , Section 4). Therefore we can use the intrinsic explicit isomorphism Φ ′ r−l from the dual bimodule Koszul resolution (A ⊗ A ! ⊗ A, δ * ) to the bimodule Koszul resolution (A ⊗ A ! * ⊗ A, δ), as defined in [10] (in the paragraph following Proposition 6.4). Denote Φ ′ r−l by Φ A for simplicity. Let us notice that Φ A is uniquely determined by its restriction to A ! and this restriction is mapped to A ! * . So the U ⊗ U -linear map Φ U : U ⊗ A ! ⊗ U → U ⊗ A ! * ⊗ U coinciding with Φ A on A ! is well-defined. Using a graded/filtered argument, we see that Φ U is an isomorphism of bimodules.
Next, we recall that a bimodule Koszul resolution of U was defined in [9] , Section 5. This resolution is of the form (U ⊗ A ! * ⊗ U, δ) where the restriction of δ to A ! * coincides with the restriction of the differential δ relative to A; the latter fact uses the equalities U i = F i and A i = V ⊗i whenever i < N . Consequently, the dual bimodule Koszul complex of U is of the form (U ⊗ A ! ⊗ U, δ * ) where the restriction of δ * to A ! coincides with the restriction of the differential δ * relative to A. Thus, since Φ A is a morphism of complexes, Φ U is a morphism of complexes as well. The isomorphism of complexes Φ U allows us to conclude that U is d-Calabi-Yau. We can take for A a polynomial algebra over n variables, so that A is 2-Koszul and n-Calabi-Yau. Remark that U is a PBW deformation for any k-linear ϕ : R → k. In general, the Sridharan enveloping algebras are exactly the PBW deformations of polynomial algebras. Assuming that the ground field k has zero characteristic, the linear part of such a deformation is an arbitrary Lie bracket, and ϕ is an arbitrary 2-cocycle for this Lie bracket [30] . The particular case of the Weyl algebra A n corresponds to 2n variables and a symplectic form for ϕ.
An interesting question is to find necessary and sufficient conditions on the Lie algebra and on the 2-cocycle ϕ for an arbitrary Sridharan enveloping algebra to be Calabi-Yau. It would be also interesting to extend Theorem 6.4 to the preprojective algebra of a non-Dynkin quiver having more than one vertex. Other natural questions are the following: how can the results of Section 3 be extended to symmetric or supersymmetric f ? Is Gerasimov's theorem true when the ground field k is replaced by a semisimple ring? It is already known that Backelin's theorem (Proposition 5.2) holds for k semisimple ( [5] , Theorem 2.6.1, Remark).
