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RÉSUMÉ 
La mesure du taux de vide est un paramètre important dans de nombreux secteurs 
industriels. Que ce soit pour prévenir le phénomène de flux de chaleur critique dans les tubes 
caloporteurs de centrales thermiques, l’explosion de poches de gaz remontant aux plates 
formes pétrolières ou encore la présence de bulles dans des cathéters médicaux, la 
connaissance du taux de vide est un paramètre déterminant dans nombres d’applications aussi 
diverses que variées. Plusieurs techniques de mesure intrusives et non intrusives ont été 
développées ces dernières décennies utilisant la différence des propriétés physiques des 
fluides lorsqu’ils se trouvent à l’état liquide ou gazeux. Certaines de ces techniques ne sont 
pas toujours possibles à mettre en place à cause de restrictions dans la géométrie et les 
propriétés des canaux d’écoulement ou de normes de règlementation limitant leur utilisation.  
Nous proposons dans ce travail une nouvelle technique non intrusive de mesure de taux 
de vide d’un écoulement diphasique basé sur la réflexion d’ondes électromagnétiques à 
l’interface eau-air d’un mélange. La réflexion des ondes est induite par un changement de 
l’impédance du milieu de propagation. L’impédance est fonction des propriétés diélectriques 
de ce milieu. Les caractéristiques physiques de l’eau et de l’air étant distinctes, on peut 
calculer le coefficient de réflexion complexe à l’interface d’un milieu diphasique. Dans cette 
optique, une modélisation mathématique de la réponse d’une onde électromagnétique dans un 
tube contenant un mélange diphasique a été faite en utilisant le modèle des lignes de 
transmission, applicable aux fréquences micro-ondes que nous utilisons. Les effets de la 
quantité d’air dans l’eau ainsi que la position des bulles dans la section du tube (configuration 
de l’écoulement) ont été simulées. Il a été montré que la phase de l’onde réfléchie était 
sensible à la position de bulles dans la section de tube et que la norme du coefficient de 
réflexion variait en fonction du taux de vide de l’écoulement.  
Dans un second temps, nous avons conçu et construit un système de réflectomètre six-
ports fonctionnant à la fréquence de 2.45 GHz. Ce système permet le traitement et le calcul du 
coefficient de réflexion de l’onde réfléchie par rapport à l’onde incidente. Un réseau six-ports, 
une antenne de type ‘patch’, un générateur d’onde, et un amplificateur ont été simulés à l’aide 
des logiciels ADS et HFSS. Ces composants ont été ensuite construits en utilisant la 
technologie des micro-rubans sur substrat diélectrique, puis l’ensemble du réflectomètre a été 
étalonné à 6 fréquences distinctes proches de 2.45 GHz. Pour ce faire, on a utilisé des 
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algorithmes de 4 et 5 charges qui nous ont permis un étalonnage nous donnant moins de 2 % 
d’erreurs.  
Par la suite, le système a été mis en place : l’antenne a été installée contre la paroi d’un 
tube vertical rempli d’eau à température ambiante et reliée par un câble au système de mesure 
connecté à un ordinateur enregistrant et affichant le coefficient de réflexion complexe du 
mélange en temps réel. Une valve positionnée sous le tube permet de faire entrer l’air dans le 
tube et d’en varier le débit. Les résultats ont montré que le système était sensible aux 
variations du taux de vide à partir de 1% et suivait les prédictions du modèle simulé jusqu’à 
un taux de vide d’environ 10%. Possiblement du à un changement dans la configuration de 
l’écoulement à partir d’un taux de vide de 10%, le signal ne varie plus de façon monotone. On 
a montré que le phénomène de diffusion de Rayleigh de la part des bulles d’air participait à la 
réponse du coefficient de réflexion. Des photographies de l’écoulement à divers taux de vide 
ont été prises et ont confirmé un changement de la configuration de l’écoulement.  
En plaçant une tige en plexiglas pour simuler une géométrie d’écoulement localisé dans 
une position arbitraire de section de tube, on a remarqué que la variation de la phase de l’onde 
réfléchie était la même que le modèle lorsque la tige était placée dans un tube vide (milieu peu 
absorbant). Il est donc possible de déterminer la distance d’un objet dans une section de tube à 
partir de la lecture de la phase de l’onde réfléchie. Lorsque la tige est dans un milieu très 
absorbant comme de l’eau, il est possible de détecter la présence d’une tige en mouvement 
lorsque celle-ci se trouve suffisamment proche de l’antenne (moins de 2 longueurs d’onde) 
grâce encore une fois à la phase de l’onde réfléchie. La détection est néanmoins beaucoup 
plus ardue due à l’absorption de l’eau et ne peut fonctionner efficacement pour des tubes 
ayant des diamètres élevés par rapport à la longueur d’onde utilisée.  
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ABSTRACT 
The measurement of the void fraction is an important parameter in many industrial fields. 
Whether it is to prevent the phenomenon of critical heat flux in heat tube of thermal power 
plants, the explosion of gas pockets in oil rigs’ pipes or to detect bubbles in medical catheters, 
the knowledge of the void fraction can be a key parameter in many diverse applications. 
Several invasive and non-invasive measurements techniques have been developed these last 
decades and are based on the difference between the physical properties of liquid and gas. 
Some of these techniques are not always possible to implement due to restrictions in the 
geometry of tubes or regulatory standards limiting their use.  
Throughout this work we propose a new non-invasive void fraction measurement 
technique based on the reflection of electromagnetic waves on the water-air interface of the 
mixture. The reflection of electromagnetic wave is induced by a change in the impedance of 
the propagation medium. The impedance is function of the dielectric properties of the 
medium. The characteristics of air and water being distinct, it is possible to calculate the 
complex reflection coefficient at the interface of a double phase mixture. To this end, 
mathematical modeling of the response of an electromagnetic wave in a tube containing a two 
phase mixture was made using the model of transmission lines, applicable to microwave 
frequencies we use. The effects of the amount of air in water and the position of the bubbles 
in the section of the tube were simulated. It was shown that the phase of the reflected wave 
was sensitive to the position of bubbles in the tube’s section and that the magnitude of the 
reflection coefficient varied with the mixture’s void fraction.  
Subsequently, we designed and built a six-ports reflectometer operating at 2.45 GHz. This 
system allows the processing and calculation of the reflected wave from the incident wave. A 
six-ports network, a patch antenna, a wave generator and an amplifier were simulated using 
HFSS and ADS software. They were then built using the technology of micro-strips on 
dielectric laminates and the entire system was then calibrated at 6 different frequencies near 
2.45 GHz. To this end, we used 4 and 5 loads calibration algorithms that gave us calibrated 
results with less than 2 % errors. 
Afterwards, the system was implemented: the antenna was placed tangent to the wall of a 
vertical tube and connected to the six-ports which was connected to a computer recording and 
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displaying the results in real time. A valve positioned under the tube allows air into the 
tube and to vary the flow rate. The results showed that the system was sensitive to changes in 
void fraction from 1% and followed the predictions of the simulated model to a void fraction 
of about 10%. Possibly du to a change in the structure of the flow for a void fraction of 10%, 
the signal no longer varies monotonically with respect to the increasing void fraction possibly 
because of a change in the flow’s configuration. It was shown that the Rayleigh scattering 
phenomena of air bubbles was involved in the reflection coefficient response. Pictures of the 
stream at various void fraction state were taken and confirmed a change in the flow’s 
configuration.  
By placing a Plexiglas rod to simulate a flow geometry located in the section of the tube, 
it was noted that the change in phase of the reflected wave was the same as the model when 
the rod was placed in an empty tube (very few attenuation loss environment). Hence, it is 
possible to determine the distance of an object in a section of tube from the measurement of 
the reflected wave’s phase. When the rod is in a very absorbent medium such as water, it is 
possible to detect a moving rod when it is sufficiently close to the antenna (less than two 
wavelengths) thanks again to the phase variation. However, detection is still much more 
difficult due to the absorption of water and can not function effectively for tubes with high 
diameters compared with the electromagnetic wavelength used.  
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CHAPITRE 1 INTRODUCTION 
 
Plusieurs applications industrielles ont besoin de connaître le taux de vide d’un écoulement 
diphasique, ou l’apparition et la présence de bulles de gaz dans un écoulement liquide. Ces 
applications recouvrent des domaines très variés tels que des colonnes de distillation, des 
échangeurs de chaleur, des plates formes pétrolières, tubes caloporteurs ou cathéters médicaux. 
Par exemple dans une centrale nucléaire, le caloporteur circulant entre les barres de combustible à 
l’intérieur du cœur du réacteur peut entrer en ébullition. Des conditions d’ébullition excessives 
peuvent entrainer le phénomène de flux de chaleur critique (FCC) ce qui peut engendrer des 
conséquences d’accidents nucléaires.  
Le flux de chaleur critique peut apparaître lorsque le liquide atteint la condition de saturation 
et que celui-ci commence à s’évaporer. Dans ce cas d’ébullition excessive, une mince pellicule de 
gaz peut se former sur la paroi intérieure du tube. Comme le coefficient de convection et de 
conduction de la vapeur d’eau est très inférieur à celui de l’eau liquide, la chaleur n’est plus 
transférée de la paroi chauffée au liquide de façon efficace ou optimale.  
Ce phénomène entraîne un mauvais refroidissement du système pouvant entraîner la 
destruction ou même la fonte du tube ou d’un élément de combustible nucléaire. Afin de 
contrôler et de prévenir l’apparition de ce phénomène, il faut caractériser les conditions qui 
provoquent le FCC par la mesure des paramètres déterminant d’écoulement, dont entre autre le 
taux de vide. Ce paramètre représente le rapport entre le volume occupé par le gaz, i.e., de la 
vapeur, et le volume total. La connaissance de la vitesse de l’écoulement ainsi que le titre permet 
d’estimer indirectement le taux de vide. Cependant, l’utilisation de cette technique implique que 
la vitesse du gaz et du liquide soit la même dans le tube, ce qui n’est pas le cas et peut légèrement 
fausser les résultats.  
De nombreuses techniques ont été mises au point au cours des dernières décennies, 
techniques que nous allons détailler lors de la revue de littérature.  
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Avant de poursuivre, introduisons les définitions de certains termes qui se répèteront le long 
de ce mémoire. Les premiers termes introduits concernent la thermohydraulique, les autres 
concernent le domaine des micro-ondes.  
1.1 Écoulements diphasiques 
• Écoulement diphasique : écoulement d’un mélange ayant 2 phases, typiquement (et dans 
notre cas) un mélange de gaz et de liquide.  
• Débit : le débit est défini comme étant le mouvement d’une certaine quantité par unité de 
temps. Plus précisément, le débit volumétrique (massique) est le volume (la masse) de fluide 
passant à travers une surface donnée par unité de temps. L’unité est le volume par seconde, 
m3/s. Il ne faut pas confondre le débit volumétrique avec le flux.  
• Flux : le flux est défini comme étant le mouvement d’une certaine quantité par unité de 
surface par unité de temps. Plus précisément, le flux volumétrique (massique) est le volume 
(la masse) de fluide par unité de surface par unité de temps. L’unité a les mêmes dimensions 
que la vitesse : Volume/(seconde.m2)=m3/(m2.s) = m/s. Cette quantité physique est aussi 
appelée la vitesse superficielle.  
• Taux de vide : dans un écoulement diphasique (liquide/gaz), le taux de vide est défini comme 
étant la fraction d’un volume de contrôle occupé par la phase gazeuse. Elle se calcule comme 
suit : 
liquidegas
gas
V
Vg
VV
V
dV
dV
+
==
∫
∫
ε      (1.1) 
Si le volume de contrôle consiste en la section de passage multipliée par un élément de 
longueur infinitésimal dz, alors le taux de vide peut être considéré comme étant la fraction 
d’une surface occupée par la phase gazeuse c’est-à-dire : 
liquidegas
gas
A
Ag
AA
A
dAdz
dAdz
+
==
∫
∫
ε      (1.2) 
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Souvent, le taux de vide varie selon la position le long de l’élément et il dépend aussi de la 
configuration de l’écoulement. Ainsi, la valeur du taux de vide fluctue dans le temps et en 
général, on doit exprimer soit le taux de vide instantané ou moyenné dans le temps.  
• Les différentes structures d’écoulement diphasique que nous pouvons obtenir dans un tube 
sont les suivantes : 
 
Figure 1.1 : Différents type d’écoulement diphasiques dans des tubes verticaux [1]. 
 
L’écoulement à bulles a) (‘bubble flow’) consiste en de petites bulles réparties uniformément 
dans le tube. L’écoulement par bouchons b), (‘slug flow’) se produit lorsque la vitesse de la 
phase gazeuse devient plus élevée. Les petites bulles se regroupent entre elles pour former 
des poches de gaz dont le diamètre avoisine celui du tube. Les poches de gaz sont séparées 
entre elles par des bouchons. L’écoulement agité c) (‘churn flow’) se manifeste lorsque la 
vitesse de la phase gazeuse continue d’augmenter. Les poches de gaz de l’écoulement par 
bouchons (‘slug flow’) se regroupent pour former de petits filaments de gaz répartis de façon 
chaotique dans l’écoulement. L’écoulement annulaire d) (‘annular flow’) consiste en un 
cœur central de gaz avec le liquide réparti sur les parois du tube. La vitesse du gaz permet 
d’arracher des gouttes d’eau à la paroi du tube qui se retrouvent dans le flux de gaz. La 
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configuration à filaments liquides e) (‘wispy annular flow’) se produit lorsque le flux de gaz 
est très élevé. Le liquide est confiné sur les parois du tube. La vitesse du gaz produit des 
crêtes sur la partie liquide, ce qui permet au liquide d’entraîner de larges volume d’eau vers 
la partie centrale du canal.  
 
1.2 Micro-ondes 
• Six-ports / réseau six-ports : circuit comportant six accès (ports) utilisé dans la technologie 
des micro-ondes pour déterminer le coefficient de réflexion complexe d’une charge inconnue 
à partir de la lecture de 4 ports de mesure, en général dans une plage de fréquence limitée. 
• Réflectomètre à six-ports : système à six-ports comportant les détecteurs, le générateur de 
micro-ondes, ainsi qu’une antenne. 
• Paramètres de dispersion S : dans le domaine des radiofréquences, les paramètres S décrivent 
la dispersion du parcours d’une onde dans un dispositif électronique en comparant les signaux 
des entrées et sorties. Ceci est ainsi considéré comme une boîte noire. Un dispositif micro-
onde est modélisé par un ensemble de ports (accès). Les paramètres S relient les signaux 
réfléchis avec les signaux incidents et émergents des ports du dispositif. On ne s’intéresse 
donc pas à ce qu’il se passe à l’intérieur du dispositif, mais seulement aux signaux incidents 
ou émergents à chaque port. Les éléments de la matrice de dispersion S sont calculés d’après : 
j
i
ij a
b
S =       (1.3) 
où aj est l’onde incidente au port j et bi est l’onde réfléchie au port i. Pour ce type de mesure, 
tous les autres ports doivent être terminés par des charges d’impédances adaptées ne 
produisant pas de réflexions.  
Prenons l’exemple d’un dispositif à 2 ports (une entrée et une sortie) tel que montré à la 
figure 1.2, considéré comme une boîte noire. 
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DISPOSITIF
2 PORTS
Port #2
(sortie)
Port #1
(entrée)
1a 2b
1b 2a
 
Figure 1.2 : Schéma d’un dispositif à 2 ports avec des ondes incidentes et réfléchies à chaque 
port. 
 
Selon l’équation 1.3 on peut écrire le système d’équations suivant : 
212
211
2221
1211
aSaSb
aSaSb
+=
+=
      (1.4) 
ou dans la forme matricielle comme suit : 
⎟⎟
⎠
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⎜⎜
⎝
⎛
⎟⎟
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⎞
⎜⎜
⎝
⎛
=⎟⎟
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⎞
⎜⎜
⎝
⎛
2
1
2
1
2221
1211
a
a
SS
SS
b
b
     (1.5) 
 
• Analyseur de réseau : machine permettant de déterminer les paramètres S d’un circuit dont 
notamment le coefficient de réflexion complexe d’une charge inconnue (S11), sur une très 
large bande de fréquence. Les plus performants fonctionnent entre quelques MHz et plus de 
110 GHz.  
6 
CHAPITRE 2 REVUE DE LA LITTÉRATURE 
 
Les techniques de mesure du taux de vide peuvent être classées en 2 catégories : les 
techniques intrusives et les techniques non-intrusives. Les premiers travaux d’Hewitt [2] en ce 
sens ont vu le jour dès la fin des années 70. 
2.1 Les techniques non intrusives. 
Les techniques non intrusives impliquent des dispositifs situés à l’extérieur du tube 
n’interférant donc pas avec l’écoulement ou avec ses propriétés physiques. Derrière les techniques 
non intrusives, on trouve les 3 principes physiques suivants : la mesure de l’atténuation et de la 
diffusion de radiations nucléaires et d’ondes électromagnétiques traversant le canal et la mesure de 
propriétés physiques du mélange.  
L’une des techniques de mesure les plus répandues est la mesure de l’atténuation d’un 
faisceau de rayons gamma, lorsque l’on connaît les coefficients d’atténuation à l’état liquide et 
gazeux du mélange. Lors de l’absorption du rayonnement gamma par un matériau d’une épaisseur 
connue, l’intensité du faisceau diminue selon la loi de Beer-Lambert. Connaissant l’intensité du 
faisceau incident, il est possible de déterminer le coefficient linéaire d’absorption du mélange et 
d’en déduire le taux de vide. Afin d’éviter tout effet de création de paires, il est nécessaire 
d’utiliser des rayons gamma dit de faible énergie, afin de privilégier les phénomènes d’absorption 
photo électrique et de Compton. Une source de rayons gamma et un détecteur sont placés de part 
et d’autre d’un écoulement. L’intensité du faisceau sortant du mélange est comparée avec 
l’intensité de la source [2]. Cette technique sert surtout à obtenir des valeurs de taux de vide de 
façon globale et a été améliorée en utilisant plusieurs détecteurs placées autour de la section 
d’essais [3, 4, 5, 6]. Les différentes intensités du faisceau collectées doivent être traitées pour 
pouvoir obtenir une information plus précise sur la valeur du taux de vide de façon locale. 
Plusieurs approches ont été mises au point, parmi lesquelles l’étude de la fonction de distribution 
[3] donnée par la réponse des détecteurs. Similairement à cette technique, l’utilisation d’un 
détecteur à large bande et de plusieurs faibles sources de radiations ou d’une source se déplaçant 
autour de la section d’essais a été investiguée [7, 8]. Bien que l’utilisation d’un seul détecteur soit 
moins dispendieuse, l’utilisation de plusieurs sources de radiations peut amener des problèmes de 
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bruit ou d’interférences et il peut être judicieux d’installer un système de filtre (‘hélice’ tournant 
en face du détecteur) pour s’en affranchir.  
La diffusion est le processus par lequel une onde change de direction de propagation 
lorsqu’elle traverse un milieu. Le changement de direction sera d’autant plus important que les 
dimensions du milieu traversé sont petites. En général, on observera le phénomène de diffusion 
pour des objets dont la taille est inférieure au dixième de la longueur d’onde utilisée. La mesure de 
la diffusion de rayons gamma qui utilise une source de rayonnement plus puissante que pour 
l’absorption pour obtenir l’effet Compton a été étudiée [9, 10] mais relativement peu expérimentée 
due à un manque de praticabilité.  
L’utilisation de rayons X peut être préférée aux rayons gamma dû au fait qu’ils sont plus 
intenses tout en ayant des basses énergies de photons, ce qui rend leur détection plus facile et les 
temps de comptage beaucoup moins longs. Cependant, les sources de rayonnement fluctuent 
beaucoup dans le temps et nécessitent donc un faisceau de référence pour prendre en compte cette 
instabilité. Par ailleurs, la source de rayons X génère une grande quantité de photons pouvant 
interférer avec le système de mesure [11]. Le phénomène d’atténuation avec des rayons X a été 
étudiée utilisant 2 faisceaux [12] à partir d’une même source, et plusieurs faisceaux faisant appel à 
plusieurs détecteurs placés autour du canal [13]. Malgré le fait que les rayons X sont plus intenses 
que les rayons gamma, rendant les temps de comptage plus courts et pouvant être utilisés pour des 
conduites plus épaisses ou des écoulements dont la géométrie change rapidement, l’instabilité des 
sources rend le traitement mathématique du signal complexe. Il a été montré qu’il existe une 
énergie optimale de rayons X afin de minimiser les effets de fluctuations [14] et que l’incertitude 
sur la détermination du taux de vide diminue avec des taux de vide importants. L’utilisation des 
rayons X est donc plus efficace pour des mesures de grands taux de vide. Néanmoins, si le temps 
de comptage n’est pas critique, le type d’écoulement stable, et les parois du canal minces, on 
préfèrera l’utilisation des rayons gamma.  
L’étude de l’atténuation et la diffusion de neutrons est intéressante lorsque l’écoulement 
contient de la matière de type ‘hydrogène’, soit de l’eau à l’état liquide ou gazeux. Puisque dans 
l’industrie énergétique, les écoulements contenant de l’eau sont particulièrement fréquents, de 
nombreuses études ont été publiées sur l’étude de l’utilisation de neutrons [15, 16, 17]. Un des 
avantages des neutrons sur les rayons X et gamma est qu’en général, les neutrons sont moins 
affectés par les parois souvent métalliques des canaux, par rapport aux rayons gamma, sensibles 
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aux matériaux ayant un fort numéro atomique. Les neutrons thermiques étant moins adaptés dû à 
leur forte absorption par l’eau, l’utilisation de neutrons rapides a été utilisée [18, 19, 20] en 
transmission et en diffusion. Plus particulièrement, plusieurs détecteurs à collimateur ont été 
installés pour détecter les neutrons arrivant que d’une seule direction [20, 21] afin d’avoir une 
mesure locale du taux de vide, dans l’axe source-détecteur. 
L’utilisation de l’atténuation de rayons β a également fait l’objet de travaux [22, 23, 24] mais 
due à la forte absorption de ce type de rayonnement, leur utilisation est limitée à des taux de vide 
très élevés avec de minces parois de canal.  
Plusieurs études comparatives ont été menés sur l’ensemble des techniques de mesures de taux 
de vide utilisant des radiations nucléaires [7, 25, 26]. Les principales difficultés rencontrées en 
utilisant ces techniques sont :  
•  L’accès règlementé à du matériel radioactif et sa manipulation délicate.  
• Les erreurs de mesure dues aux fluctuations statistiques des sources de radiation, obligeant 
à de longs temps de comptage afin de minimiser les erreurs. Ces temps de comptage 
limitent les mesures à des écoulements lents où la géométrie ne change pas (régimes non 
transitoires).  
• La présence de parois métalliques ou épaisses constituant le canal atténuant fortement le 
flux de particules.  
• La fluctuation de l’écoulement lors d’une configuration de type ‘slug flow’ où le taux de 
vide local passe successivement d’une valeur proche de 1 vers presque 0. Comme on a 
besoin d’un certain temps de comptage, la valeur moyenne du taux de vide mesuré ne 
correspondra pas au taux de vide réel.  
• L’utilisation de sources non mono-énergétiques. Certaines sources peuvent avoir un 
spectre d’énergie large pouvant mener à des confusions lors de la mesure du signal 
transmis et nécessitant des détecteurs adaptés.  
• On ne peut parler de mesures de taux de vide locales, mais plutôt de mesures globales. 
Bien que des techniques utilisant plusieurs sources et détecteurs ont été mises au point 
permettant de réduire la zone du canal où le taux de vide est mesuré, il s’agit néanmoins de 
mesures globales. 
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Similairement à l’étude de la diffusion et de l’atténuation de particules nucléaires, 
l’utilisation de lumière à des fréquences visibles a fait l’objet de travaux dans le cas de faibles taux 
de vide où l’atténuation en transmission [27] et la diffusion [28] ont été étudiées. Les méthodes 
utilisant la lumière à des fréquences infrarouges ont l’avantage que certaines longueurs d’ondes 
dans l’infrarouge sont sensibles à la vapeur d’eau alors que d’autres fréquences proches ne le sont 
pas mais le sont pour l’eau liquide. Ainsi, en connaissant les coefficients d’absorption de chaque 
longueur d’onde utilisée selon l’état du fluide rencontré, la proportion d’eau, de vapeur et d’air 
peut être déterminée de façon précise. Cette technique a été testée dans des écoulements ayant un 
titre élevé [29].  
À d’autres fréquences, les micro-ondes ont également fait l’objet d’expérimentations [30, 31], 
l’idée est de déterminer la fréquence de résonnance d’un mélange liquide gazeux à l’intérieur 
d’une cavité. La fréquence de résonnance étant fonction des propriétés diélectriques du milieu, il 
est possible d’en déduire la densité moyenne du milieu, et ainsi la proportion de gaz et de liquide 
d’un mélange après lecture de la fréquence de résonnance de la cavité.  
Les méthodes acoustiques se basent sur le fait que la vitesse du son diffère selon le milieu de 
propagation de l’onde. En l’occurrence, lorsqu’un ultrason est émis et rencontre une interface gaz-
liquide, il se produit un phénomène de réflexion du à la différence d’impédance du milieu : une 
partie de l’onde sera réfléchie. La différence de temps entre le moment où l’onde est émise et le 
moment où elle est collectée donne une indication sur la position de l’interface à l’intérieur du 
canal [32, 33, 34]. Les ultrasons sont souvent utilisés de nos jours en lien avec l’effet Doppler. 
Lorsqu’un ultrason réfléchit sur une interface en mouvement, l’onde réfléchie subira un 
changement de fréquence qui est fonction de la vitesse de l’interface en mouvement. Ainsi, en 
mesurant la vitesse de l’écoulement (i.e., le changement de fréquence de l’onde réfléchie) en 2 
endroits différents d’un canal, il est possible de déterminer la différence de vitesse du mélange et 
de calculer la différence dans la valeur du taux de vide entre ces 2 points, moyennant quelques 
approximations (hypothèses sur la vitesse du gaz).  
Les mesures des propriétés physiques du mélange concernent souvent la variation de la 
conductivité, de la permittivité diélectrique et de la perméabilité magnétique. En effet, en tenant 
compte que la permittivité d’un corps n’est pas la même lorsqu’il est à l’état liquide ou gazeux 
[35], on peut remarquer que la permittivité d’un écoulement change dépendamment de la fraction 
de vide présent dans une portion de canal. En recouvrant le tube de plaques de métal disposées de 
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différentes façons on peut observer le changement de la capacitance induite par le changement 
de permittivité et ainsi déterminer le taux de vide présent à ce moment dans le tube. Cette 
technique est comparable à un condensateur dont le diélectrique entre ses plaques change et 
auquel on mesure la capacitance [36, 37]. De cette manière, le profil de l’écoulement a pu être 
déterminé [38] en utilisant plusieurs paires d’électrodes diamétralement placées autour du tube. À 
l’instar d’un scanner IRM, chaque paire d’électrodes donne une réponse sur une faible portion de 
section de tube, et à l’aide de l’ensemble du dispositif, il est possible de reconstruire l’image du 
profil de l’écoulement. Il est à noter que lorsqu’on souhaite mesurer des taux de vide pour des 
écoulements électrolytiques (l’eau par exemple), la fréquence d’utilisation doit être d’au moins 1 
KHz.  
Similairement, la perméabilité magnétique est la faculté d’un matériau à modifier un champ 
magnétique externe. Ainsi, lorsqu’un champ magnétique est appliqué à un écoulement diphasique 
air-liquide, il est possible de mesurer l’inductance du milieu en entourant le tube de conducteurs 
métalliques, de façon à former une bobine. Lorsque le taux de vide change, la perméabilité 
moyenne de l’écoulement sera également modifiée. Ainsi en comparant la permittivité et la 
perméabilité avec un canal ne contenant que de l’eau ou de l’air il est possible d’extrapoler une 
relation liant la permittivité et la perméabilité du milieu avec le taux de vide de l’écoulement [39].  
 
2.2 Les techniques intrusives. 
Les techniques intrusives impliquent des dispositifs placés à l’intérieur du canal en contact 
direct avec l’écoulement. On retrouve principalement 2 méthodes intrusives : celles utilisant les 
propriétés optiques de l’eau et celles utilisant les propriétés électriques. Ces méthodes nécessitent 
l’utilisation de sondes pour pouvoir effectuer les mesures. Lorsque la partie active de la sonde est 
entourée de liquide la réponse de la sonde sera différente que lorsque celle-ci sera entourée de gaz. 
On peut ainsi en déduire une mesure locale du taux de vide dans un canal. Ces sondes étant en 
contact avec l’écoulement les effets hydrodynamiques et de tension de surface doivent être 
considérés. Leur espérance de vie dans des conditions de température et de pression non 
favorables est généralement courte.  
Les sondes optiques utilisent les propriétés de réflexions de la lumière infrarouge lorsque 
celle-ci va rencontrer une bulle d’air proche de la sonde. Le principe de fonctionnement est basé 
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sur les lois de réfraction de Snell-Descartes [40]. Ainsi, en insérant une sonde optique dans le 
mélange, le coefficient de réflexion mesurée par la sonde à l’aide de la lumière réfléchie dépend 
de l’indice n de chaque phase. Dépendamment de l’état du fluide circulant à la pointe de la sonde, 
le coefficient de Fresnel mesuré va varier offrant la possibilité de faire un lien avec le taux de vide 
de l’écoulement. L’extrémité de la sonde consiste en 2 paroi se rejoignant selon un angle 
particulier permettant une réflexion totale interne de la lumière pour un milieu extérieur d’indice 
précis. Par exemple, lorsque la sonde est entourée d’une bulle d’air (indice nair = 1), la lumière 
émanant de la tige va subir une réflexion totale interne et sera retournée dans la sonde alors que la 
lumière est perdue par réfraction lorsque la sonde sera entourée de liquide (indice neau = 1.33) [41]. 
L’utilisation de fibres optiques permet de s’affranchir des problèmes de corrosions inhérentes aux 
sondes électriques ; par contre, les sondes optiques sont très sensibles aux effets de tension de 
surface de l’eau. La tension de surface peut empêcher la bulle de se ‘briser’ ou de se ‘percer’ au 
contact avec l’extrémité de la sonde. Un mince film de liquide sépare toujours la bulle déformée 
par la sonde empêchant le phénomène de réflexion totale interne. La sonde est toujours baignée 
par un mince film d’eau liquide. La tension de surface diminuant avec la température (σeau 18°C = 
0.0729 N/m, σeau 80°C = 0.0625 N/m) [41] l’utilisation de cette technique est plus efficace dans des 
mélanges à hautes températures, à condition d’avoir une sonde résistant aux températures élevées.  
L’utilisation de sondes électriques [42, 43] est basée sur la variation de l’impédance due à la 
variation de la conductivité du mélange. La conductivité d’un liquide n’étant pas la même qu’un 
gaz, il est possible de déterminer le taux de vide en mesurant la conductivité du fluide circulant à 
l’extrémité de la sonde. Les sondes électriques sont faites à partir de 2 électrodes placées très 
proches l’une de l’autre et parfaitement isolées. La variation du champ électrique dépend de l’état 
du fluide circulant entre les électrodes et est interprétée comme une mesure du taux de vide local 
de l’écoulement. Différentes géométries de pointes ont été étudiées modifiant la forme du champ 
électrique pour avoir des mesures plus adaptées du taux de vide dépendamment de la position de 
la sonde et du type d’écoulement. En plus des mêmes problèmes de tension de surface l’utilisation 
de sondes électriques est exposée à des problèmes de corrosion.  
Les techniques d’anémométrie ont été étudiées et développées [44] et sont basées sur le 
chauffage par effet Joule de la pointe de la sonde. Le principe de ces sondes consiste à garder une 
température constante de la sonde dans l’écoulement en appliquant un courant électrique variable. 
Les coefficients de transfert de chaleur h étant très différents pour un fluide à l’état gazeux ou 
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liquide, l’intensité du courant électrique à apporter pour maintenir la sonde à la même 
température variera dépendamment de l’état du fluide entourant la sonde. Cette technique permet 
de donner une valeur locale du taux de vide. Le phénomène de tension de surface étant toujours 
présent, diverses méthodes ont été investiguées parmi lesquelles, la mise en place d’une tension de 
seuil dans le circuit électrique pour convertir la variation du signal en un signal de type créneau 
[45, 46]. 
Enfin, une des techniques les plus utilisées pour mesurer le taux de vide global est de ‘piéger’ 
rapidement l’écoulement circulant dans le canal entre 2 valves de fermeture : il s’agit de la 
technique de ‘quick closing valves’ et cette méthode est souvent utilisée pour étalonner les 
réponses données par les méthodes citées auparavant. Le taux de vide est déterminé en mesurant le 
volume occupé par le gaz sur le volume total compris entre les valves. La plupart des expériences 
utilisant ces techniques [47, 48, 49] ont été réalisées à basses pression, les hautes pressions 
amenant des problèmes de serrage des valves et nécessitent une bonne coordination dans la 
fermeture des valves. Bien que cette méthode soit très précise, l’emploi de cette méthode engendre 
l’arrêt de l’écoulement à chaque essai.  
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CHAPITRE 3 PROPOSITION D’UNE NOUVELLE TECHNIQUE DE 
MESURE 
 
Dans le cadre de ce projet nous nous proposons de mettre au point une nouvelle technique 
non intrusive de mesure du taux de vide moyen. Cette nouvelle technique nous permettrait de 
déterminer à la fois ce paramètre de l’écoulement diphasique ainsi que d’obtenir l’information sur 
la configuration et/ou la distribution de la phase gazeuse dans l’écoulement.  
La technique proposée dans le cadre de ce travail est basée sur le phénomène de réflexion des 
ondes électromagnétiques. La réflexion des ondes électromagnétiques est causée par un 
changement de l’impédance du milieu de propagation de l’onde, induite par un changement de la 
permittivité et ou de la perméabilité du milieu. Ainsi, lorsque l’impédance du milieu de 
propagation d’une onde change, une partie de l’onde sera réfléchie tandis qu’une autre sera 
transmise à travers le milieu. Dans notre cas, la différence d’impédance entre de l’eau liquide et 
de l’air est de presque un ordre de grandeur. Nous pouvons donc émettre l’hypothèse qu’il y aura 
une réflexion significative de l’onde électromagnétique à l’interface eau-air de la bulle d’air. La 
mesure de l’onde réfléchie nous permettra de calculer le coefficient de réflexion complexe Г du 
mélange diphasique. La norme de ce coefficient nous donnera de l’information sur l’atténuation 
de l’onde tandis que la phase nous indiquera le déphasage de l’onde réfléchie par rapport à l’onde 
incidente. De cette manière nous allons tenter de trouver une corrélation entre le coefficient de 
réflexion du mélange diphasique et le taux de vide moyen, et par la suite, la distribution de la 
phase gazeuse dans l’écoulement.  
Pour ce faire nous allons utiliser un réflectomètre six-ports que nous allons construire à partir 
de la technologie des lignes de transmission par rubans métallique (micro strips). Ce 
réflectomètre sera alimenté par un générateur d’onde. Une antenne de type ‘patch’ construite 
selon la même technologie servira à la fois à émettre l’onde incidente et à recevoir l’onde 
réfléchie. L’antenne sera placée à l’extérieur du tube de façon non invasive pour ne pas perturber 
l’écoulement. L’onde réfléchie sera par la suite traitée par le réflectomètre et mesurée à l’aide de 
détecteurs de puissance. Un traitement mathématique permettra ensuite de déduire le coefficient 
de réflexion complexe du mélange. Un schéma de l’ensemble de l’instrument de mesure proposé 
est montré à la figure 3.1 : 
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Figure 3.1 : Schéma global de l’instrumentation proposée. 
Pour accomplir les objectifs de ce travail dans un premier temps, nous allons modéliser notre 
problème en utilisant la théorie des lignes de transmission ainsi que les effets de diffusion tels 
que ceux énoncés par la théorie de Mie [66]. Dans un second temps, nous allons concevoir un 
système de réflectomètre six-ports basé sur la technologie déjà existante des lignes de 
transmission. Avant de construire le dispositif, nous simulerons le six-ports en utilisant les 
logiciels ADS (Advanced Design System) d’Agilent Technologies et HFSS (High Frequency 
Structural Simulator) d’Ansys Corporation. En parallèle nous simulerons la réponse électrique 
que doit produire un tel instrument à l’aide d’un modèle basé sur la théorie des lignes de 
transmission.  
Avant la fabrication du système, nous procèderons au étalonnage des différents composants 
entrant dans la composition du réflectomètre soit les détecteurs de puissance, l’oscillateur à haute 
fréquence, l’amplificateur et l’antenne (figure 3.1). La caractérisation du réflectomètre six-ports 
sera effectuée à l’aide de 2 algorithmes afin d’obtenir la matrice d’étalonnage nécessaire au 
calcul du coefficient de réflexion.  
Une fois ces étapes complétées, l’ensemble du dispositif sera installé sur une colonne d’eau 
pour procéder aux mesures d’étalonnage et ainsi démontrer la validité de la technique proposée. 
La procédure expérimentale consistera à effectuer des mesures sur une colonne d’eau stagnante à 
pression atmosphérique et température ambiante constante. L’air sera injecté par le bas à travers 
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une paroi poreuse. On fera varier le débit volumique entre 0 et 55 cm3/sec pour un taux de vide 
variant entre 0 et 40 % environ. La vitesse du liquide dans la conduite est nulle. Nous essaierons 
de trouver une corrélation entre la réponse du coefficient de réflexion et le taux de vide moyen et 
nous comparerons les résultats expérimentaux avec ceux obtenus à partir d’un modèle théorique 
simulé. Nous effectuerons les mêmes mesures avec un taux de vide constant mais en modifiant la 
distribution de l’écoulement du gaz dans le tube afin de voir s’il existe une corrélation entre la 
configuration de l’écoulement et la réponse donnée par le six-ports. À ce propos, nous simulerons 
expérimentalement la présence de bulles de gaz par des tiges en plastique (Plexiglas) qui seront 
placées à différentes positions stratégiques à l’intérieur de la colonne liquide. Plus d’informations 
concernant les procédures expérimentales sont données dans le chapitre 5. 
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CHAPITRE 4 LES TECHNIQUES DES MICRO-ONDES 
 
Les ondes électromagnétiques sont produites par le mouvement de charges créant ainsi une 
onde qui se propage dans un milieu. Les ondes électromagnétiques ont des composantes de 
champs électrique et magnétique oscillant en phase de façon perpendiculaires et orthogonales à 
leur direction de propagation. Elles sont caractérisées selon leurs longueurs d’onde. En 
particulier, le spectre de fréquence des micro-ondes varie entre 300 MHz (λ = 1 m) et 300 GHz 
(λ= 1 mm). Ce spectre est limité par les ondes infrarouges et les ondes de radiodiffusion. Les 
normes ISM (industriel, scientifique et médical) nord américaines octroient plusieurs fréquences 
d’utilisation permettant l’émission de micro ondes, dont deux en particulier pour notre type 
d’application : 915 MHz et 2.45 GHz. Nous choisissons la fréquence la plus élevée, afin d’avoir 
une longueur d’onde plus faible tel que nous allons le voir au cours de ce chapitre.  
Les techniques de modélisation des micro-ondes sont caractérisées par le fait que les 
dimensions des équipements doivent être du même ordre de grandeur que la longueur d’onde 
utilisée. Ainsi, la technique classique de résolution de circuits électriques ne peut être appliquée 
pour le cas des micro-ondes. Ce modèle d’éléments localisés suppose que ces valeurs sont 
regroupées dans les composants électriques reliés par des fils conducteurs sans pertes.  
Pour ces raisons, on utilise le modèle d’éléments distribués (‘lumped elements’) ou modèle 
des lignes de transmission qui suppose que les attributs du circuit (résistances, condensateurs et 
inductances) sont répartis de façon continue à travers le circuit. Dans ce modèle, chaque élément 
de circuit est infiniment petit et les fils de raccordement des éléments ne sont plus supposés être 
parfaits : ils ont une certaine impédance. Contrairement aux éléments localisés, ce modèle 
suppose que le courant circulant dans le circuit n’est pas uniforme le long de chaque branche tout 
comme la tension le long de chaque nœud. À l’aide de ce modèle, en plus de soutirer de 
l’information sur l’intensité de l’onde, il est possible d’extraire de l’information sur la phase de 
l’onde.  
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4.1 Propagation et transmission des ondes électromagnétiques dans les 
lignes de transmission 
Quelque soit le modèle utilisé, le concept d’onde électromagnétique reste le même. Les liens 
caractérisant le comportement des champs électrique et magnétique des ondes entre eux ont été 
établis par Maxwell qui énonça les 4 équations suivantes, valides dans le vide :  
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    (4.1) 
où 𝐸 est le champ électrique, 𝐵 le champ magnétique, 𝐽 la densité de courant, ρ la densité de 
charge, ε0 et µ0 sont respectivement la permittivité et la perméabilité du vide.  
Les équations de Maxwell sont des lois fondamentales de la physique et englobent plusieurs 
théorèmes sous un formalisme mathématique permettant de poser les bases de 
l’électromagnétisme. La première de ces équations, appelée aussi l’équation de Maxwell-Gauss 
montre de quelle façon des charges électriques génèrent un champ électrique. La deuxième 
équation, ou équation de Maxwell-Thomson montre que la divergence du champ magnétique 𝐵  est nulle : le champ magnétique ne peut pas être caractérisé par la notion de ‘charge’ comme 
l’est le champ électrique. Le champ magnétique est généré par un assemblage de charges à la fois 
positives et négatives ou pôles magnétiques qu’on ne peut pas séparer. La troisième équation, ou 
équation de Maxwell-Faraday montre que la variation d’un champ magnétique dans le temps 
induit un champ électrique. La dernière équation, ou équation de Maxwell-Ampère montre qu’un 
courant électrique (𝐽) et/ou la variation dans le temps d’un champ électrique peut générer un 
champ magnétique variant dans l’espace, de la même façon que l’équation de Maxwell-Faraday. 
Les deux dernières équations montrent que la variation d’un champ électrique crée un champ 
magnétique et vice-versa, ce qui explique la propagation des ondes électromagnétiques, i.e., le 
rayonnement électromagnétique. En prenant le rotationnel de la troisième et quatrième équation, 
nous obtenons : 
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En utilisant la transformation suivante, ( ) ( ) VVV 2∇−⋅∇∇=×∇×∇   , nous obtenons l’équation 
d’onde électromagnétique pour le champ électrique donné par : 
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     (4.3) 
 
où 2
00
1 c=
µε
, c étant la vitesse de la lumière dans le vide.  
 
Dans notre application nous devons comprendre la propagation des ondes électromagnétiques 
dans des lignes de transmission. Ceci nous permettra d’écrire un modèle qui servira à effectuer 
les simulations de nos expériences en particulier, en considérant le milieu diphasique comme une 
ligne de transmission et une charge équivalente tel que montré à la figure 4.1. 
Prenons une ligne de transmission reliant un générateur à une charge. L’onde émise pas le 
générateur ne parvient pas à la charge au même instant, mais se propage en premier lieu dans la 
ligne de transmission jusqu’à ce qu’elle parvienne à la charge. Ce délai est expliqué par l’action 
des champs électrique et magnétique qui sont guidés par les caractéristiques intrinsèques de la 
ligne de transmission. D’après les équations de Maxwell, la vitesse de propagation dépend du 
milieu dans lequel se propagent les ondes. Ainsi, nous allons modéliser l’interaction entre les 
ondes et le milieu diphasique comme une ligne de transmission dont les caractéristiques sont les 
propriétés diélectriques de l’eau.  
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Figure 4.1 : Interaction entre l’antenne, les ondes et le milieu diphasique et sa ligne de 
transmission équivalente. 
 
Lorsque la tension délivrée varie de façon sinusoïdale avec le temps, la distance que parcourt 
une onde en un cycle est égale à sa longueur d’onde, λ. La différence de temps entre l’onde émise 
par le générateur et l’onde reçue par la charge au bout de la ligne de transmission est importante 
lorsque la longueur de la ligne fait en sorte que l’onde parcourt plusieurs cycles (demi-longueur 
d’onde). Pour cette raison, il est nécessaire d’utiliser l’approche des lignes de transmission pour 
résoudre des problèmes de propagation.  
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  b) 
Figure 4.2 : a) et b) Section infinitésimale d’une ligne de transmission typique et son circuit 
électrique équivalent. 
 
La figure 4.2 a) montre une portion d’une ligne de transmission. Considérons le potentiel 
électrique e et le courant i instantanés à un endroit quelconque de la ligne. L’inductance en série 
de cette ligne peut être exprimée par LΔx (Henry) et de la même manière la résistance de la ligne 
sera RΔx (Ohms). La capacitance sera de CΔx (Farads) et la conductance GΔx (Siemens) (voir la 
figure 4.2 b). En suivant les conventions de calcul, la différence de potentiel électrique entre les 
extrémités de la section de ligne est x
x
e
Δ
∂
∂ . Cette différence est causée par le courant i traversant 
la résistance RΔx et variant de 
t
i
∂
∂  dans l’inductance LΔx. On peut ainsi écrire l’équation 
différentielle pour une ligne de transmission uniforme (i.e., les paramètres distribués sont 
indépendants de e et de i) : 
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Ce système peut s’écrire de la manière suivante : 
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Pour exprimer les tensions et intensités sinusoïdales nous posons les notations suivantes : 
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L’équation 4.5 s’exprime donc : 
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Que nous pouvons réécrire de manière plus compacte comme suit : 
YE
dx
dI
ZI
dx
dE
−=
−=
       (4.8) 
avec Z = R + jωL et Y = G + jωC. Cela nous amène à un système de 2 équations à 2 inconnues. 
En dérivant la première équation, nous substituons la deuxième équation dans l’expression de 
dI/dx.  
( )EYZ
dx
Ed
=
2
      (4.9) 
Une solution à cette équation différentielle s’écrit : 
xYZxYZ eAeAE 21 +=
−      (4.10) 
où A1 et A2 sont des constantes. Similairement, nous pouvons obtenir une expression pour le 
courant : 
I = 1
Z Y
A1e− YZ x − A2e YZx( ) ≡ EZ0
     (4.11) 
La quantité YZ  est une caractéristique de la ligne et a les dimensions d’une impédance (≡[Ω]). 
On l’appelle impédance caractéristique de la ligne et on la note Z0 : 
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De la même manière, à partir des 3ème et 4ème équations de Maxwell, nous obtenons 
l’impédance d’un milieu diélectrique, i.e., de l’air ou de l’eau :  
ωεσ
ωµ
j
jZ
+
=0       (4.13) 
où ε est la permittivité diélectrique du milieu µ la perméabilité magnétique du milieu, ω la 
fréquence angulaire et σ la conductivité du milieu.  
La quantité représentée par les équations 4.12 et 4.13 montre la façon dont les ondes se 
propagent le long d’un conducteur électrique. On appelle la constante de propagation la fonction 
suivante, selon que l’on se trouve dans des conducteurs métalliques ou dans un milieu 
diélectrique, c'est-à-dire : 
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où γ est la constante de propagation, α est la constante d’atténuation (Neper/mètre) et β la 
constante de phase (rad/mètre).  
 
Supposons que la ligne de transmission se termine par une charge ayant une certaine 
impédance, dépendante de la fréquence de l’onde, la charge peut alors être caractérisée par son 
impédance caractéristique Zc telle que schématisée figure 4.3. 
osZ
cZ+e ci
 
Figure 4.3 : Ligne de transmission d’impédance Z0s terminée par une impédance Zc. La tension et 
le courant de la ligne arrivant à la charge sont dénotés e+ et i+. 
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À partir de la figure 4.3, supposons une onde incidente ayant un potentiel électrique e+ se 
propageant de la gauche vers la droite ayant un courant i+ = e+ / Z0. D’après les courants indiqués 
sur la figure 4.3, la valeur de l’impédance en parallèle Z’ vaut : 
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À moins que la valeur de l’impédance Zc soit différente de celle de Z0, les courants i+ et ic seront 
les mêmes et : 
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Autrement, une partie de l’onde incidente sera réfléchie dont le potentiel électrique et l’intensité 
correspondante seront notés e- et i-. La relation liant le potentiel électrique et le courant réfléchi 
peut s’exprimer : 
0Z
ei
−
− −= . Le potentiel instantané dans un point donné le long de la ligne de 
transmission est donné par : 
E = e+ + e-      (4.17) 
L’effet simultané d’une onde incidente et d’une onde réfléchie sur la charge de la ligne de 
transmission peut s’exprimer par la relation suivante : 
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c’est-à-dire :         c
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En isolant e+ et e-, nous obtenons ce que l’on appelle, le coefficient de réflexion de la charge : 
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À partir de l’équation 4.20, nous remarquons qu’il n’y aura pas de réflexion si l’impédance 
de la charge est la même que l’impédance de la ligne de transmission. Maintenant si nous 
exprimons l’onde de manière complexe, nous pouvons introduire la notation complexe pour 
décrire le comportement d’une onde : le vecteur E peut s’exprimer selon : 
ωωω sincos je j +=      (4.21) 
où ω = 2πf. L’équation 4.10 peut donc se réécrire de la manière suivante : 
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avec γ la constante de propagation donnée par l’équation 4.14. Pour trouver les valeurs des 
constantes A1 et A2, nous pouvons exprimer le potentiel électrique de la source (x = 0) en fonction 
de l’impédance de la source et du courant : 
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Ce qui donne : 
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Ainsi en remplaçant les valeurs A1 et A2 dans le système 4.23 on peut écrire : 
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De la même façon, le potentiel électrique et le courant à la charge située à une distance x = l de la 
source E = IRZR et I = IR nous donne les valeurs de constantes suivantes : 
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En posant d = l - x, nous obtenons l’expression du potentiel électrique et du courant en 
n’importe quel point de la ligne :  
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D’où l’impédance Z peut être réécrite :  
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Introduisons dans les calculs les fonctions hyperboliques cosh et sinh, c’est-à-dire : 
2
sinh
2
cosh
zz
zz
eez
eez
−
−
−
=
+
=
     (4.29) 
soit      zze z sinhcosh ±=±         (4.30) 
L’équation (4.27) peut s’écrire comme suit : 
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En divisant la première équation par la deuxième, l’impédance de la ligne à une distance x est 
donnée par : 
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avec γ, la constante de propagation complexe (4.14). Cette équation montre que comme 
l’impédance est une fonction complexe, alors le coefficient de réflexion l’est aussi. À partir de 
cette valeur, nous pouvons donc extraire de l’information sur l’intensité ainsi que la phase de 
l’onde réfléchie. De la même façon, à partir de la mesure de cette impédance complexe, et 
connaissant la distance de la charge à la source, il est possible de déterminer la valeur de la 
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charge complexe si celle-ci était située à la source, c'est-à-dire si aucun déphasage n’était 
induit. En remplaçant dans l’équation (4.20) la valeur de Z(x) par Zc nous obtenons l’équation 
suivante :  
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où d = λ/2 – x avec x la distance à rajouter pour faire le tour de l’abaque de Smith [51]. Enfin, 
grâce aux équations (4.13) et (4.20), il est possible de déterminer les propriétés diélectriques de la 
charge. Si on considère que ceci est du à la présence d’un mélange diphasique d’eau et d’air, 
alors µr = 1, c’est-à-dire : 
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Ainsi, si l’on effectue des mesures du coefficient de réflexion dans le but de déterminer la 
permittivité diélectrique du mélange (i.e., du taux de vide dans notre cas), il est important 
d’appliquer la relation (4.33) afin de prendre en compte le facteur de distance qui a une influence 
sur la valeur de l’impédance.  
 
 
4.2 La diffusion des ondes électromagnétiques : diffusion de Mie 
La diffusion des ondes électromagnétiques est un phénomène par lequel un rayonnement va 
changer de direction de propagation en traversant un milieu. La théorie de Mie [66] est une 
solution des équations de Maxwell décrivant la diffusion par des particules sphériques. L’effet de 
diffusion est significatif lorsque la taille de la particule rencontrée est inférieure au dixième de la 
longueur d’onde utilisée. Dans ce cas, il s’agit d’un cas limite appelée la diffusion de Rayleigh. 
L’intensité diffusée dans ce cas-ci est définie par la relation suivante : 
I = I0
1+ cos2(θ )
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avec θ l’angle entre le faisceau incident et la position de l’observateur, R, la distance entre 
l’observateur et le faisceau diffusé par les particules, λ la longueur d’onde utilisé, n, l’indice de 
réfraction du milieu, et d le diamètre de la particule.  
Dans notre cas où l’on essaye de mesurer de faibles taux de vide, induits par la présence de 
petites bulles d’air dans le mélange, il peut être utile de mentionner les travaux de Lewin à la fin 
des années 40 [52]. Lewin s’est penché sur la diffusion d’ondes électromagnétiques par de petites 
sphères se trouvant dans un milieu homogène. Ces résultats sont inspirés des travaux de 
Maxwell-Garnett [53], eux même inspirés des équations de Maxwell. Une excellente revue de la 
littérature sur les différents modèles et équations peut être trouvée en référence [54].  
Lewin a formulé une relation liant la permittivité moyenne d’un mélange avec la permittivité 
du milieu, la permittivité des sphères contenues dans le milieu et la fraction volumique 
qu’occupent les sphères dans le milieu. Cette relation est donnée par : 
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où εmélange est la permittivité diélectrique que l’on mesure et δ la fraction volumique qu’occupent 
les sphères. Dans notre cas, les sphères sont des bulles d’air dont εparticule ≈ 1. En mesurant la 
permittivité du mélange à l’aide de l’équation (4.36), il est possible de déterminer le taux de vide 
de l’écoulement en isolant δ, c’est-à-dire : 
( )( )
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ou de façon plus générale :  
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εεεενε
δ
−++−
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21
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  (4.38) 
où υ est un paramètre sans dimension tenant compte de différents modèles, pour υ = 0, on 
retrouve la relation 4.37 (i.e., celle de Maxwell-Garnett [53]).  
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Cette relation est applicable dans le cas où les particules sont des sphères uniformément 
réparties dans un milieu homogène et dont le diamètre est au plus le dixième de la longueur de 
l’onde incidente. Pour des diamètres aussi petits, cela implique des taux de vide relativement 
faible et des écoulements de configuration ‘à bulles’. Par ailleurs, cette relation est surtout 
efficace dans des milieux sans pertes ayant des permittivités diélectriques relatives pas trop 
élevés (ε < 10). Malheureusement, il n’existe pas de modèle pour les matériaux ayant des fortes 
pertes comme dans le cas de l’eau. On ne peut pas prédire un comportement monotone du taux de 
vide δ lorsque εmélange varie tel que le montre l’équation 4.38, pour des matériaux très absorbants 
comme l’eau. En effet, comme le montre la figure 4.4 [54], en augmentant le taux de vide, la 
permittivité diélectrique croît jusqu’à un maximum local (εmélange = 5 alors que εair = 1 et εsphere = 
3 pour un taux de vide de 0.8) supérieur à la permittivité des matériaux constituant le mélange, 
avant de décroitre. L’eau soumise à des fréquences micro-ondes a un comportement qui est 
représenté par le modèle de Debye [55]. 
 
Figure 4.4 : Parties réelle et imaginaire d’un mélange où des sphères (εr sphères = 3 – j10) ayant de 
fortes pertes se trouvent dans un matériau sans pertes (l’air, εr = 1) [54]. 
 
Les différences majeures entre la mesure du taux de vide pour un mélange diphasique et les 
prédictions données par le modèle de Lewin/Maxwell-Garnett sont les suivantes : 
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• Dans le cas des mélanges eau-air, les bulles de gaz ne sont pas réparties uniformément dans 
le tube. Dans le cas d’une colonne liquide stagnante (i.e., notre cas) et de faibles taux de vide, 
les bulles sont surtout concentrées au centre du tube, rendant leur détection plus difficile. 
Cependant, cette distribution ne sera pas la même pour un écoulement forcé (voir figure 2.1). 
En effet, dans cette situation, les bulles ont tendance à se loger aux proximités des parois 
solides [43]. Étant donné que dans notre cas on prévoit des bulles concentrées dans la zone 
centrale du canal, l’onde électromagnétique se rendant au centre du tube sera déjà fortement 
atténuée par l’épaisseur d’eau.  
• Une certaine partie de l’onde électromagnétique émise peut contourner le tube et/ou être 
rayonnée par celui-ci par dispersion. Ainsi, l’onde n’interagit pas avec le mélange, rendant 
l’onde réfléchie d’autant plus faible et pouvant donc donner des résultats sur la permittivité 
plus faible que ceux escomptés. 
 
 
4.3 Modèle mathématique 
Proposons un modèle mathématique d’une première série d’expériences que nous souhaitons 
réaliser. Dans cette expérience, nous proposons la simulation de la présence d’une bulle par celle 
d’une tige dont la permittivité électrique est la même que celle du matériau du tube. La figure 4.5 
montre le schéma du parcours d’une onde sortant d’une antenne, se propageant à travers un tube 
(en Plexiglas) et réfléchissant contre une paroi représenté par une tige positionné dans le même 
axe que le tube. On suppose que l’ensemble se trouve à l’air ambiant.  
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Figure 4.5 : Schématisation du parcours d’une onde électromagnétique se propageant dans l’air 
libre à travers un tube et réfléchissant sur une tige. 
 
En se basant sur le modèle présenté dans la section 4.1, nous pouvons calculer le coefficient 
de réflexion complexe Γ selon l’équation 4.32. Les impédances qui affectent la propagation de 
l’onde électromagnétique sont schématisées de manière simplifiée dans la figure 4.6. Le tableau 
4.1 résume les propriétés électriques des différents matériaux utilisés pour effectuer les calculs.  
 
Figure 4.6 : Impédances rencontrées par le signal le long de la ligne de transmission. 
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Tableau 4.1 : Caractéristiques physiques de certains matériaux.  
Matériau 
Permittivité relative εr 
à 2.45 GHz. 
Perméabilité relative 
µr 
Conductivité σ (S/m) 
Air ≈ 1 ≈ 1 ≈ 0 
Plexiglas ≈ 3 ≈ 1 ≈ 0 
Eau (20°C) 79 + 11i [56] ≈ 1 ≈ 5×10-3 [57] 
 
L’impédance de l’air est proche de celle du vide : Zair ≈ Zvide = 
!!!! =120π Ω ≈ 377 Ω, et 
l’impédance du plexiglas, sachant εr ≈ 3 est de Zplexiglas = !!!!!! ≈ 70π Ω. En considérant que pour 
une fréquence de 2.45 GHz l’absorption de l’air est presque nulle, l’impédance à la position 1 
dans la figure 4.6 est calculée en appliquant l’équation 4.22 comme suit : 
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où d peut varier entre 0, quand la tige est collée à la paroi du tube, et D quand celle-ci est proche 
de la surface droite du tube (voir figure 4.5). En procédant de la même manière pour chaque 
position de ligne de transmission (voir figure 4.6) on obtient pour l’impédance que voit l’antenne 
à la position 3 : 
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où x est la distance séparant l’antenne du tube, Z0 est l’impédance de l’antenne tandis que 
l’expression de Z(2) est donnée par : 
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où h est l’épaisseur du tube et Z(1), l’impédance au point 1 calculée à l’équation 4.39. 
 
Grâce à l’équation (4.20), nous sommes en mesure de calculer le coefficient de réflexion 
complexe induit par le déplacement de la tige à l’intérieur du tube. Cependant, il est important de 
noter que le modèle et les simulations que nous nous apprêtons à effectuer considèrent un 
problème en une seule dimension (figure 4.6), c’est-à-dire que toute l’onde émise arrivant à la 
tige est en partie réémise par celle-ci. En réalité l’onde émanant de l’antenne est émise dans 
toutes les directions et seulement une fraction de l’onde émise rencontre la tige sur son passage. 
En effet, pour une antenne on peut avoir une distribution assez complexe des lobes d’irradiations. 
La réflexion de l’onde est donc censée être plus faible car une grande partie de l’onde ne 
rencontre pas la tige et est éventuellement absorbée par un milieu absorbant dans lequel la tige est 
placée (par exemple, de l’eau). À cela s’ajoute le fait qu’en supposant que le rayon d’émission 
des ondes suit une forme conique, plus la tige s’éloigne de l’antenne, moins elle aura une surface 
visible (de la même façon que plus on se trouve loin d’une source lumineuse, moins on est 
ébloui). On peut également ajouter que la tige réfléchie les ondes dans toutes les directions et pas 
seulement en direction de l’antenne. On peut donc s’attendre à ce que le coefficient de réflexion 
soit beaucoup plus faible que celui correspondant à la figure 4.6. De plus, le tube ne correspond 
pas un à plan infini d’épaisseur fixe mais il a une forme géométrique cylindrique ce qui peut 
conduire à une réponse différente. Similairement, la distance entre l’antenne et la paroi du tube 
est considérée comme une variable, ainsi une partie des ondes électromagnétiques peuvent avoir 
tendance à contourner le tube au lieu de passer à travers celui-ci, modifiant la réponse. Un 
montage expérimental qui s’approcherait le plus au modèle de ligne de transmission de la figure 
4.6 ressemblerait plutôt au schéma montré à la figure 4.7 : 
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   Air  Milieu continu 
         (air ou eau) 
 Antenne 
 
 
 
       Ondes  Paroi 
        (Plexiglas)     plaque de Plexiglas 
         (i.e., la tige) 
 
 
    
 
Figure 4.7 : Représentation physique du modèle mathématique d’une ligne de transmission 
(figure 4.6). 
 
Nous pouvons nous rapprocher de la réalité en introduisant un facteur de <<présence>> 
servant à tenir compte l’influence de la distance antenne-tige sur la surface de la tige exposée à 
l’antenne par rapport à l’angle solide du lobe de radiation. La figure 4.8 illustre cet effet.  
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Figure 4.8 : Schéma d’antenne avec un lobe d’émission et une tige se déplaçant selon l’axe 
horizontal. 
 
En se basant sur cette dernière figure, le rapport de la surface visible de la tige sur la surface 
totale radiée par l’antenne à la position l peut s’exprimer comme suit : 
S
diamètreP =       (4.42) 
Soit : 
θ
θ
tan2
)(2tan
l
diamètrelP
l
S
=⇒=     (4.43) 
En considérant que le coefficient de réflexion vu par l’antenne sera une pondération d’un 
milieu continu et du même milieu contenant la tige, on peut calculer l’impédance moyenne vue 
par l’antenne selon l’équation suivante : 
)()())(1()( xZxPZxPxZ tigeeaueaumoyen ++−=    (4.44) 
Ainsi, à l’aide de cette correction, et en considérant une valeur de θ = 30°, et un diamètre de 
tige de 11 mm, nous avons calculé le coefficient de réflexion en fonction de la position de la tige. 
Les parties réelle et imaginaire sont tracées dans le graphique montré à la figure 4.9 :  
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Figure 4.9 : Variation du coefficient de réflexion complexe d’une tige de plexiglas lorsqu’on la 
fait bouger dans un tube rempli d’air selon la figure 4.8. En bleu : sans le facteur P, en vert : en 
prenant compte du facteur P. 
 
On remarque que le cercle décrivant le coefficient de réflexion n’est pas centré à l’origine. 
Cela est possiblement du aux effets de réflexions induites par l’air et par les parois externe et 
interne du tube. Le fait que nous soyons en présence d’un cercle complet vient de la longueur 
d’onde de l’onde dans l’air (i.e., dans ce cas λ = 12.24 cm) qui est exactement le double du 
diamètre du tube (D = 6.23 cm). On remarque aussi que les courbes bleue et verte sont identiques 
la tige se trouve très proche de l’antenne et presque toute l’onde émise par l’antenne parvient à la 
tige.  
Milieu : air,   θ = 15°,    d = 11 mm 
D = 62.3 mm,   f = 2.45 GHz 
P = 1 
P ≠ 1 
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Si l’on remplace l’air contenu dans le tube par de l’eau, tout en gardant la tige de Plexiglas 
dans le tube pour simuler le passage de bulles d’air dans un milieu diphasique (en tenant compte 
que la différence d’impédance entre l’air et le Plexiglas par rapport à l’eau est négligeable), il faut 
introduire un paramètre d’atténuation du à la permittivité complexe et à la conductivité de l’eau. 
À cela s’ajoute le fait que la longueur d’onde sera plus petite (9 fois plus faible, λeau @ 2.45 GHz ≈ 
1.4 cm) dans l’eau que dans l’air. À partir du tableau 4.1, l’équation (4.14) donne des valeurs 
pour le paramètre d’atténuation et la constante de phase, c’est-à-dire :  
     γ = α + iβ = 31.6 – 457i.     (4.45) 
Le coefficient de réflexion complexe en fonction de la position de la tige de Plexiglas le long 
des axes des x selon le modèle montré à la figure 4.8 est présenté à la figure 4.10. 
 
 
 
Figure 4.10 : Valeurs du coefficient de réflexion en fonction de la position d’une tige de Plexiglas 
dans un tube contenant de l’eau. L’étoile rouge représente l’origine, la croix rouge représente le 
coefficient de réflexion d’un milieu ne contenant que de l’eau. En bleu : sans facteur P, en vert, 
avec le facteur P. 
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La figure 4.10 montre l’effet de l’atténuation de l’eau sur le coefficient de réflexion selon la 
position d’une tige de Plexiglas dans un tube d’eau. Chaque cercle décrit par ce graphique 
correspond à une distance parcourue d’une demi-longueur d’onde dans le milieu de propagation. 
Plus on éloigne la tige de l’antenne, plus la couche d’eau est importante. L’absorption des ondes 
électromagnétique est telle que l’onde réfléchie par la tige est très faible : la présence de la tige 
devient presque indécelable. C’est ce que l’on voit sur la figure où le coefficient de réflexion 
semble converger vers un point fixe, qui est vraisemblablement le coefficient de réflexion d’un 
milieu homogène ne contenant que de l’eau. Lorsque l’on intègre la distance de l’antenne à la 
tige, on obtient la représentation graphique en 3-D montré à la figure 4.11 plus explicite que celle 
de la figure 4.10. 
 
Figure 4.11 : Valeurs du coefficient de réflexion complexe en fonction de la distance de la tige 
par rapport à l’antenne dans un milieu ne contenant que de l’eau. En bleu : sans facteur P, en 
vert : avec facteur P. 
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Les figures 4.10 et 4.11 montrent à quel point la phase du coefficient de réflexion est 
sensible à la position de la tige par rapport à l’antenne. Ainsi, il est possible de soutirer de 
l’information à partir de la lecture de la phase du coefficient de réflexion uniquement. 
Dépendamment de l’origine que nous choisissons pour calculer la phase, nous pouvons obtenir 
soit : 
a) Uniquement la phase de façon précise (calcul par rapport à un point correspondant au 
coefficient de réflexion d’un milieu ne contenant que de l’eau, i.e., croix rouge dans la figure 
4.10 correspondant à l’impédance de l’eau). 
b) La phase et l’atténuation (calcul par rapport à l’origine du repère). À cet égard, la figure 4.12 
montre l’atténuation normalisée où α est la partie réelle de l’équation 4.26. 
  
Figure 4.12 : Phase du coefficient de réflexion en fonction de la distance antenne-tige. 
 
Sur la figure 4.12, on note en tiret : la phase de Г par rapport à l’origine; en pointillé : la phase de 
Г par rapport à un milieu ne contenant que de l’eau et en vert : la courbe d’atténuation suivant la 
tendance de la phase de Г. Tous les calculs ont été effectués sans le facteur P. En prenant en 
compte le facteur P dans les calculs on obtient les résultats montrés dans la figure 4.13. 
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Figure 4.13 : Phase du coefficient de réflexion Г en tenant compte du facteur P. 
 
Comme on peut le voir sur cette figure, l’effet de P est ressenti sur la variation de la phase 
par rapport à l’origine. Bien que la phase de Г change continuellement en fonction de la distance 
antenne-tige les effets combinés de l’absorption de l’eau et du facteur P font en sorte qu’après 
quelques longueurs d’ondes parcourues dans le milieu, le coefficient de réflexion Г tend à 
converger rapidement vers un point fixe. Bien qu’en théorie, la phase de Г change continument il 
devient néanmoins très difficile de déceler la présence de la tige après quelques longueurs 
d’ondes parcourues par l’onde dans l’eau. Le rapport signal-bruit se détériore rapidement.  
Pour une tige en présence d’air avec P ≠ 1, on obtient les variations de phase montrées à la 
figure 4.14. 
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Figure 4.14 : Phase du coefficient de réflexion Г dans un tube rempli d’air. 
 
Ces simulations en présence d’un milieu absorbant et non absorbant montrent l’importance 
d’utiliser l’approche du modèle de ligne de transmission en utilisant des micro-ondes. Ce modèle 
nous a permis d’observer l’information supplémentaire apportée par la variation de la phase 
lorsque l’on change la distance d’une tige par rapport à l’antenne. On a également constaté les 
limites de détection d’objets lorsque l’atténuation du milieu de propagation devient non nulle et 
que la distance séparant l’objet de la source d’émission devient importante (quelques longueurs 
d’onde). On remarque enfin, qu’il est plus intéressant d’exprimer la phase non pas à partir de 
l’impédance Z0 = 50 Ω (i.e., l’origine du repère) mais par rapport à l’impédance de l’eau Zeau 
correspondant à un milieu n’ayant pas eu de perturbation (pour un tube rempli d’eau). 
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CHAPITRE 5 INSTRUMENTATION PROPOSÉE 
 
En se basant sur les résultats des simulations présentées dans le chapitre 4, nous proposons 
l’implémentation d’un instrument pour la mesure du taux de vide moyen d’un mélange eau-air. 
Dans ce chapitre, nous présentons une description détaillée du dispositif proposé ainsi que les 
techniques de conception que nous avons utilisées.  
L’instrumentation proposée consiste en un ensemble de dispositifs micro-ondes qui sont 
raccordés et fonctionnant à une seule fréquence d’opération (i.e., 2.45 GHz). Un schéma simplifié 
de l’ensemble est montré à la figure 3.1. Comme on peut le voir dans cette figure, le système est 
composé d’un générateur micro-ondes composé d’un oscillateur contrôlé par tension, d’un 
amplificateur, d’un coupleur à six-ports, d’une antenne et d’un système d’acquisition de données 
à 16 bits branché à un ordinateur. L’atténuateur, qui est placé après l’amplificateur est abordé en 
dernière partie. Une description plus détaillée de chaque composant est présentée dans les 
sections subséquentes.  
 
5.1 Le générateur d’onde (VCO) 
Le générateur micro-onde a été fabriqué à partir d’un oscillateur contrôlé par tension. On 
l’appelle également ‘Voltage Controlled Oscillator’ (VCO). Nous avons choisi un VCO de la 
marque ‘Crystek Microwave’, modèle CVCO55BE-1900-2762. Il génère un signal 
monochromatique de 6 dBm dont la fréquence peut être ajustée entre 1.9 GHz et 2.8 GHz. Ainsi, 
une tension variable entre 0.5 et 9.5 Volts permet de choisir la fréquence du signal généré. 
L’information technique de ce circuit est donnée à l’annexe. Pour son fonctionnement, il requiert 
une alimentation stabilisée de 10 Volts. Pour l’alimentation de l’ensemble des composants, nous 
avons utilisé un bloc de marque ‘GW Instek’ modèle ‘GPD-3303S’ qui fournit une sortie de ± 5 
Volts et de deux sorties variables de ± 10 Volts.  
La figure 5.1 montre la réponse en fréquence du dispositif qui a été mesurée avant son 
implantation dans le système proposé. Veuillez noter que les mesures présentées dans la figure 
5.1 ont été effectuées par incréments de 0.1 Volt.  
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Figure 5.1 : Réponse du générateur micro-onde en fonction de la tension variable appliquée. 
 
Cette figure montre que la fréquence de l’oscillateur que nous avons choisi varie de façon 
assez linéaire avec la tension. Ainsi la tension correspondante à la fréquence désirée est 
déterminée par interpolation. Étant donné la sélectivité très élevée autant du coupleur que de 
l’antenne, il faut que l’oscillateur soit capable de produire une distribution spectrale de très haute 
qualité. Nous avons testé ce dispositif en utilisant un analyseur de spectre modèle HP 8563A. La 
figure 5.2 montre la réponse pour une tension de contrôle de 5.992 Volts. On constate que Δf/f0 
est très faible et que la différence entre l’amplitude à f = f0 et celle des autres composants (i.e., du 
bruit) est supérieure à 75 dBm. De plus, notre mesure confirme que le maximum de puissance 
(i.e., à f0 = 2.432 GHz) est légèrement supérieur à 6 dBm, tel que donné par le fabricant (voir 
annexe).  
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Figure 5.2 : Spectre du signal pour une tension de 5.922 V (choix arbitraire). 
 
Afin de préserver les propriétés de fonctionnement du générateur, nous décidons de le 
protéger de toute perturbation électromagnétique extérieure en le plaçant dans une boîte 
métallique, de type cage de Faraday.  
 
5.2 L’amplificateur séparateur 
À la sortie de l’oscillateur, nous avons placé un amplificateur isolateur. Lorsque le signal est 
généré il se propage à travers le réseau, cependant, une partie de celui-ci peut être réfléchi par les 
différents changements d’impédance. Ainsi, une portion du signal peut retourner vers le 
générateur. Ce retour peut interférer avec ce dernier et provoquer des instabilités en modifiant la 
fréquence du signal généré et ainsi fausser les conditions expérimentales. Pour protéger le 
générateur de cet effet, nous utilisons un isolateur placé à sa sortie (output). L’isolateur a pour 
fonction de dévier le signal retourné sans empêcher la propagation du signal émis comme le 
montre la figure 5.3. 
V0 = 5.922 V 
f0 = 2.432 GHz 6.49 dBm 
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Figure 5.3 : Parcours du signal émis par l’oscillateur en présence d’un isolateur. 
 
Nous avons décidé de construire un amplificateur isolateur en utilisant la composant Gali-39 
de la compagnie ‘Mini-circuit’. Pour notre type d’application, les isolateurs se trouvent être 
massifs, assez délicats à opérer et pas forcément adaptés à nos besoins ; c’est dans cette optique 
que nous décidons d’utiliser un autre dispositif ayant une fonction d’isolateur. Un amplificateur a 
pour but d’amplifier la puissance d’un signal et opère également comme isolateur. Comme nous 
n’avons pas besoin nécessairement d’amplifier notre signal, nous choisissons un amplificateur de 
gain relativement faible mais adapté à notre fréquence d’utilisation, c'est-à-dire, entre 2.3 et 2.7 
GHz. Selon les spécifications, il peut fournir 18 dB d’amplification avec une saturation à partir 
d’une puissance de 15 dBm. Les détails techniques de ce composant sont donnés à l’annexe. Cet 
amplificateur nécessite la fabrication d’un circuit PCB pour loger quelques composants 
électroniques ainsi qu’une source de tension pour le faire fonctionner. Le PCB proposé en 
utilisant la technologie des lignes de transmission par micro-rubans (micro strips) est montré à la 
figure 5.4. Il a été fabriqué sur un substrat Rogers R/T Duroid 5880 d’épaisseur 31 mil et de 
permittivité diélectrique relative εr = 2.2.  
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Figure 5.4 : Schéma du PCB conçu pour la fabrication de l’amplificateur isolateur. 
 
Les points de contacts électriques relatifs à la conception de ce circuit sont les suivants : 
1. Entrée du signal produit par le générateur. Pour une adaptation optimale, la ligne de 
transmission a une impédance de 50 Ω à la fréquence d’utilisation de 2.45 GHz.  
2. Sortie du signal amplifié.  
3. Plan de masse de l’amplificateur. L’amplificateur est soudé à cette position, avec la pin reliée 
à la masse sur le ruban central. Le plan de masse est beaucoup plus grand que la taille 
effective du dispositif Gali-39 afin de permettre une meilleure dissipation de la chaleur. Le 
plan de masse, partie arrière du PCB est relié aux connections par des rivets en cuivre ‘plated 
through holes’.  
4. Ligne de transmission de haute impédance pour l’alimentation de l’amplificateur.  
5. Capacitance de court-circuit pour les hautes fréquences de type papillon ‘butterfly stub’ (i.e., 
chicot papillon). 
7. Support pour l’alimentation.  
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On remarque sur la figure 5.4 qu’une partie du signal amplifié se retrouve dans la ligne qui 
sert à alimenter l’amplificateur (ligne identifiée au point 4). Pour éviter des pertes et garantir une 
impédance de sortie correcte, la ligne d’alimentation est conçue pour avoir la plus forte 
impédance possible, c’est-à-dire la largeur de cette ligne est la plus mince possible, dans notre cas 
6 mils. La longueur de cette ligne est de λ/4, ceci produit un déphasage de π/2 (90°) à la 
fréquence d’opération (i.e., 2.45 GHz). Le ‘butterfly stub’ est en réalité un court circuit de 
longueur λ/4 que l’on décide d’élargir pour une adaptation sur une plus large bande de fréquence. 
Ce court circuit permet au signal d’être réfléchi intégralement et de revenir vers la ligne de 
transmission initiale. La longueur de la ligne d’alimentation et du court circuit est donc de π/2 + 
π/2 = π, (90°+90°=180°) c’est-à-dire une distance aller-retour de 360°. Ainsi, lorsque le signal 
réfléchi retourne vers la ligne de transmission, il n’a aucun déphasage et ainsi aucune interférence 
avec le signal existant, comme le montre la figure 5.5 : 
 
Figure 5.5 : Effet de la ligne de transmission de type ‘butterfly stub’ sur le parcours du signal 
dévié. 
 
Le circuit montré à la figure 5.4 a été construit et par la suite a été caractérisé en utilisant un 
analyseur de réseau Anritsu 37369D. De cette manière nous avons obtenu les paramètres de 
réflexion S11, de transmission S21 et S12. Le comportement de ces paramètres en fonction de la 
fréquence est présenté à la figure 5.6.  
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Figure 5.6 : Paramètres S de l’amplificateur isolateur en fonction de la fréquence. 
 
La figure 5.6 a, montre le coefficient S11, soit la réflexion du signal incident. La valeur de ce 
coefficient est d’environ -22.5 dB, ce qui est acceptable pour notre application. La figure 5.6 b, 
montre la valeur du paramètre S22, soit la réflexion au port 2. Cette donnée n’est pas importante 
pour notre application. La figure 5.6 c, est la plus intéressante, elle montre le paramètre S12, 
c’est-à-dire la transmission entre le port 2 et le port 1 i.e., la performance en tant qu’isolateur de 
l’amplificateur. La valeur moyenne du paramètre S12 est d’environ -23.9 dB ce qui est considéré 
comme satisfaisant. La figure 5.6 d, montre le paramètre de transmission S12 de l’amplificateur 
et donc sa capacité à amplifier le signal. À une fréquence de 2.45 GHz, il amplifie le signal 
d’environ 18 dB (puissance), tel que mentionné dans les spécifications du composant Gali-39.  
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5.3 Le coupleur six-ports 
Le coupleur six-ports ou réflectomètre six-ports a été développé en premier lieu par Engen et 
Hoer au milieu des années 70 [58]. Dans l’instrument développé au cours de cette maîtrise, ce 
composant nous permet de détecter simultanément la magnitude et la phase du coefficient de 
réflexion complexe, dans notre cas causé par le changement d’impédance de l’écoulement d’un 
mélange diphasique. Le coupleur est un dispositif passif et linéaire comportant 6 accès (6 ports) : 
un port d’entrée connecté au générateur, un port de sortie connecté à la charge inconnue que nous 
souhaitons mesurer et 4 autres ports de mesures connectés à des détecteurs de puissance. Ainsi ce 
réflectomètre délivre une combinaison de 4 puissances selon la valeur de la charge au port 2. 
Connaissant les constantes d’étalonnage, il est possible de déterminer le coefficient de réflexion 
complexe de n’importe qu’elle charge inconnue en temps réel par une simple lecture simultanée 
des 4 ports de puissance et par un simple calcul matriciel. Cette méthodologie est discutée en 
détail dans la section 5.3.1. 
Typiquement, un de ces 4 ports est appelé le port de référence, ce qui veut dire que la 
puissance mesurée à ce port ne dépend pas de la charge à mesurer et est généralement constante. 
Un tel port est utilisé à des fins de normalisation. L’obtention d’une réponse fiable et précise 
requiert un étalonnage exhaustif qui peut s’avérer long et fastidieux.  
Les avantages d’utiliser un coupleur six-ports pour notre type d’application entre autres sont : 
le coût relativement faible (quelques centaines de dollars comparé à un analyseur de réseau de 
plusieurs milliers de dollars), sa robustesse, sa simplicité technologique et sa facilité de 
construction. Le principal inconvénient d’un tel système est que sa bande d’utilisation en 
fréquence est très limitée et il est donc conçu pour fonctionner à une seule fréquence. La théorie 
derrière le fonctionnement d’un système six-ports est présentée dans la section suivante. 
 
 
5.3.1 Théorie du coupleur à six-ports : la matrice de transfert 
Soit un système généralisé à six-ports comme celui montré à la figure 5.7.  
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Figure 5.7 : Système généralisé à six-ports. 
 
Pour un tel système il est possible de relier les entrées et les sorties par des paramètres de 
dispersion similaires à ceux introduits dans la section 1.2. Soit par exemple ai, le coefficient d’un 
signal incident au port i et bi, la réflexion provoqué par le même port. La relation liant ces deux 
signaux est b = S.a où S est la matrice de dispersion d’un port a n accès. Dans le cas d’un 
dispositif à un port (1 accès), S est un scalaire, cependant pour le réflectomètre six-ports (6 
accès), S est une matrice six par six, tel que :  
[b]=[S].[a]       (5.1) 
D’après l’équation 4.20 en posant Γi = ai/bi, i la valeur des coefficients de réflexion au port i 
avec i = 3,4,5,6, le numéro du port nous pouvons établir la matrice suivante : 
b1
b2
0
0
0
0
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#
#
#
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&
=
s11 s12 s13Γ3 s14Γ4 s15Γ5 s16Γ6
s21 s22 s23Γ3 s24Γ4 s25Γ5 s26Γ6
s31 s32 s33Γ3 −1 s34Γ4 s35Γ5 s36Γ6
s41 s42 s43Γ3 s44Γ4 −1 s45Γ5 s46Γ6
s51 s52 s53Γ3 s54Γ4 s55Γ5 −1 s56Γ6
s61 s62 s63Γ3 s64Γ4 s65Γ5 s66Γ6 −1
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 (5.2) 
où ai et bi sont respectivement, les amplitudes des signaux incidents, réfléchis au port i et sij les 
coefficient de dispersion du port j vers le port i. Pour s’assurer que le six-ports soit fonctionnel le 
déterminant de la matrice [S] doit être différent de 0, i.e., il faut que [S] puisse être inversée.  
Ce système matriciel peut être réécrit comme suit : 
1 
2 
5 6 
3 
4 
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 [a’] = [U].[b’] avec [U]=[S]-1     (5.3) 
Une forme explicite de ce système peut s’écrire dans la forme : 
2211 bubua iii +=   avec i = 1, 2.     (5.4) 
2211 bubub iii +=   avec i = 3,…6.      (5.5) 
Les éléments uij de la matrice U sont des nombres complexes. L’expression de bi en fonction de 
a2 et b2 nous est donnée en substituant l’équation (5.4) dans (5.5), c’est-à-dire : 
bi = Mia2 + Nib2      (5.6) 
où  
Mi=ui1/u21     et       Ni = ui2 - (u22ui1)/u21, avec i = 3,…6  (5.7) 
L’équation 5.6 montre que les signaux incidents bi aux détecteurs positionnés aux ports 3, 4 ,5 et 
6 sont uniquement fonction du signal b2 dirigé vers la charge à mesurer, du signal réfléchi a2 par 
la charge à mesurer ainsi que des paramètres Mi et Ni  qui sont des caractéristiques intrinsèques 
du six-ports.  
En posant Γ, le coefficient de réflexion de la charge inconnue tel que Γ = a2/b2, nous pouvons 
substituer la valeur de Γ dans l’équation 5.6. Ainsi, la puissance mesurée à chaque port nous est 
donnée par le signal incident bi multiplié par son complexe conjugué, ce qui donne : 
pi = Abibi* = A b2
2 Ni
2
+ Mi
2
Γ
2
+MiNi*Γ+ NiMi*Γ*"# $%   (5.8) 
avec i = 3,…6 et A une constante.  
Cette équation peut être présentée comme le produit scalaire de deux vecteurs, c’est-à-dire : 
RLbAp Tii
2
2=         (5.9) 
avec i = 3,…6 et : 
( )Tiiiiiii MNMNMNL **22 ,,,=        (5.10) 
( )TR *2 ,,,1 ΓΓΓ=       (5.11) 
Il est ainsi possible de relier le vecteur de puissance pi au vecteur coefficient de réflexion Г, 
en introduisant un opérateur Z exprimé par : 
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1 0 0 0
0 1 0 0
0 0 12 12
0 0 − j 2
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'
     (5.12) 
ce qui donne : 
Γ=Γ=Γ== − CCbALZbALRbAP α22
12
2
2
2   (5.13) 
où C est une matrice complexe, P est un vecteur colonne représentant la puissance mesurée par 
les 4 détecteurs, L est la matrice comportant les Li (équation 5.10) et Г le vecteur coefficient de 
réflexion tel que : 
( ) ( )( )TIR ΓΓΓ=Γ ,,,1 2       
( )TTTTT LLLLL 4321 ,,,=      (5.14) 
( )TppppP 4321 ,,,=        
avec R(Г) et I(Г), les parties réelles et imaginaires du coefficient de réflexion Г.  
 
La matrice C de l’équation 5.13 est appelée la matrice d’étalonnage, elle décrit la réponse et 
le comportement du réflectomètre et est une caractéristique de chaque six-ports. Il est maintenant 
possible de déduire la valeur du coefficient de réflexion : 
Γ =
1
α
C−1P = 1
α
XP      (5.15) 
où C -1=X est l’inverse de la matrice C. Cette équation indique que pour un six-ports actif, la 
matrice C doit être inversible.  
 
Le coefficient de réflexion est trouvé en normalisant les éléments du vecteur coefficient de 
réflexion Г par le premier élément du même vecteur ; ainsi, les autres éléments du vecteur Г 
deviennent : 
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( )
( )
PX
PX
I
PX
PX
R
PX
PX
1
4
1
3
1
22
=Γ
=Γ
=Γ
     
 (5.16) 
où Xi est un vecteur ligne correspondant à la ième rangée de la matrice X. La valeur des éléments 
de la matrice d’étalonnage C (ainsi que ceux de X) dépend de la conception du six ports. De plus, 
l’obtention de ces valeurs requiert un étalonnage précis et complet. 
Dans cette partie nous avons vu qu’il est possible d’obtenir la valeur du coefficient de 
réflexion d’une charge inconnue à partir de la mesure de la puissance livrée sur 4 ports de mesure 
pour un système à six-ports arbitraire à l’aide de la matrice X (C -1). Dans la section suivante nous 
proposons une structure de six-ports et donnons des détails sur sa conception. 
 
5.3.2 Conception d’un coupleur à six-ports 
Le six-ports que nous proposons est inspiré de celui conçu par Tatu lors de ses travaux de 
doctorat [59]. La conception du six-ports consiste en une succession de coupleurs hybrides π/2 
agencés d’une telle façon que pour la mesure d’une charge adaptée, le niveau de puissance est le 
même pour tous les détecteurs. D’après l’équation 5.1 de la section précédente, la matrice de 
dispersion d’un tel coupleur hybride à 4 ports est donnée par : 
 
S[ ] = 12
0 j 1 0
j 0 0 1
1 0 0 j
0 1 j 0
!
"
#
#
#
#
#
$
%
&
&
&
&
&
     (5.17) 
 
Il faut noter que pour le restant du texte, nous utiliserons la représentation schématique suivante 
présentée à la figure 5.8. 
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Figure 5.8 : Représentation schématique d’un coupleur à 4 ports. 
 
Si on suppose un signal incident appliqué au port #1, les caractéristiques principales d’un tel 
coupleur, tel que décrit par la matrice en 5.17 sont : 
• Une atténuation de 3 dB (50%) et un déphasage de π/2 entre le signal d’entrée au port #1 et 
celui de sortie au port #2 (i.e., S21 = j / √2). 
• Une atténuation de 3 dB (50%) et aucun déphasage entre l’entrée au port #1 et la sortie au 
port #3 (S31 = 1 / √2), soit un déphasage de π/2  et aucune atténuation entre le signal du port 
#3 et celle du port #2 (S23 = j). 
• Une isolation parfaite entre le port #1 et le port #4 (S41 = 0).  
• Aucune réflexion à l’entrée (au port #1) (S11 = 0). 
 
En utilisant le système à 4 ports de la figure 5.8, il est maintenant possible de concevoir un 
coupleur à six-ports. Un tel système est montré dans la figure 5.9.  
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Figure 5.9 : Modèle d’un réflectomètre six-ports basé sur l’utilisation des coupleurs hybrides à 4 
ports. 
 
La figure 5.9 nous montre l’agencement de coupleurs hybrides que nous proposons comme 
modèle de six-ports. La fonctionnalité de chaque entrée et sortie de ce système est résumée 
comme suit :  
• Ports 1 à 4 : constituent les ports où sont installés les détecteurs de puissance. Veuillez noter 
que le port 4 correspond au port de référence ; c’est-à-dire que la puissance mesurée à ce port 
ne dépend pas de la valeur de la charge.  
• Port 5 : correspond à l’entrée du générateur d’onde i.e., (oscillateur). 
• Port 6 : il s’agit des ports terminés par une charge adaptée de 50 Ω. 
• Port 7 : la charge dont le coefficient de réflexion à mesurer est connectée à ce point. Pour 
notre experience, l’antenne est connectée à ce port.  
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• Port 8 : il s’agit d’un déphaseur de π/2 placé juste après le premier coupleur afin de 
redonner au signal émergent à ce coupleur, la même phase que celle du signal incident à 
l’entrée. 
Pour comprendre le fonctionnement du dispositif, nous allons expliquer à titre d’exemple le 
parcours du signal arrivant au port #1. Ce signal est la somme du signal réfléchi par la charge 
inconnue et du signal arrivant au port #1 sans rencontrer la charge inconnue. L’intensité du signal 
est explicitée au long de sa propagation (voir la figure 5.10). 
 
Figure 5.10 : Propagation d’un signal généré par l’oscillateur jusqu’au port #1. 
L’intensité du signal arrivant au port #1 est 
22
ba
−  où a est l’onde incidente, et b, l’onde 
réfléchie par la charge inconnue au port #7. Sachant que Г = b/a (nombre complexe), nous 
pouvons réécrire l’intensité de ce signal pour faire apparaître le coefficient de réflexion Г, c’est-
à-dire : 
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( )Γ−=−= 1
222
1_ abaPIntensité     (5.18) 
Si l’on procède de la même manière que montré à la figure 5.10 pour l’ensemble du réseau six-
ports, nous nous retrouvons avec les mesures des intensités à chaque port, ainsi on obtient : 
 
Port #1 :  ( )Γ−1
2
a
         (5.19) 
Port #2:  ( )Γ−+− j
a 1
22         (5.20) 
Port #3: ( )Γ++ j
aj 1
22         (5.21) 
Port #4:  2
a
−           (5.22) 
 
En considérant le carré de ces valeurs, on obtient la puissance qui peut être mesurée à chaque 
détecteur c’est-à-dire : 
P1 =
a 2
4 Γ−1
2
P2 =
a 2
8 Γ− −1+ j( )
2
P3 =
a 2
8 Γ− −1− j( )
2
P4 =
a 2
4
#
$
%
%
%
%
%
&
%
%
%
%
%
     (5.23) 
Tel que mentionné plus haut, le port 4 est indépendant, c'est-à-dire que la puissance mesurée 
à ce port ne dépend pas de la valeur de la charge à mesurer. Pour une puissance à l’entrée 
constante, la puissance mesurée à ce port sera toujours la même. Ceci permet d’utiliser cette 
valeur pour normaliser la puissance des autres ports, de cette manière, nous obtenons les 3 
équations suivantes :  
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p1 =
P1
P4
= Γ−12 ⇒ Γ−1 = P1
p2 =
P2
P4
=
1
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⇒ 2P2
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   (5.24) 
Dans une représentation x,y ces équations peuvent être considérées comme des cercles dont 
les centres sont respectivement (1 ; 0), (-1 ; 1) et (-1 ; -1) et les rayons 𝑃!, 2𝑃! et  2𝑃!. Une 
représentation de ces cercles est montrée dans la figure 5.11. 
 
 
              Г 
 
 
 
Figure 5.11 : Représentation schématique des cercles donnée par l’équation 5.24. 
La solution du système donné par l’équation 5.22 correspond au point d’intersection des 3 
cercles. Ce point représente la valeur du coefficient de réflexion Γ. Étant donné que l’axe y 
représente la partie imaginaire de l’équation 5.24, la figure 5.11 montre que Γ est aussi un 
nombre complexe. Cette figure montre que les cercles se croisent en un point qui est la valeur du 
coefficient de réflexion Г de la charge à mesurer. La position des centres de ces cercles dépend 
donc du parcours des signaux le long des lignes de transmission du réflectomètre, qui dépend de 
la conception du six-ports. On remarque dans cette figure que pour une bonne détermination de 
Г, il est important que les centres des cercles soient suffisamment espacés dans l’espace x,y. Pour 
une mesure optimale, les cercles devraient être les sommets d’un triangle équilatéral dont le 
centre du cercle serait l’origine du diagramme (centres des cercles espacés de 120° entre eux par 
rapport à l’origine).  
En théorie, et dans le cas d’un six-ports parfait, les 3 cercles doivent se couper en un seul 
point et ce, quelque soit la position de leurs centres. En réalité, dues aux incertitudes de mesure et 
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de fabrication les cercles ne se croisent que rarement au même point et leur intersection forme 
plutôt une zone qui délimite les valeurs possible de Г tel que montré à la figure 5.12 : 
 
Figure 5.12 : Zone de croisement des cercles (en gris) pour un six-ports comportant des 
imperfections. 
Dans le cas de la figure 5.12, la valeur finale de Г peut se trouver en calculant le barycentre 
de la zone ombragée. Pour une mesure de Г plus précise, il est important de faire en sorte que la 
zone délimitée par l’intersection des 3 cercles soit la plus petite possible. C’est pour cette raison 
que la position des centres des cercles doit suivre les recommandations discutées antérieurement. 
Dans le cas d’une mauvaise conception, les cercles peuvent être alignés comme le montre la 
figure 5.13. 
 
Figure 5.13 : Cas d’une conception incorrecte d’un six-ports. 
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Tel que le montre cette figure, les centres des cercles sont trop alignés, le croisement des 
cercles englobe une zone trop large (ombragée) qui complique la détermination du Г. Il est 
cependant assez difficile de concevoir un six-ports dont les centres des cercles sont à égale 
distance les uns par rapport aux autres en utilisant des coupleurs hybrides π/2 ; c’est pour cette 
raison que nous avons décidé de créer un six-ports selon le modèle proposé à la figure 5.9.  
Comme le processus de fabrication peut aussi introduire des erreurs, et que l’ajout de 
connecteurs peut modifier la longueur des chemins, on ne peut pas assumer que le six-ports 
répondra de la manière dont il a été conçu. Dues à ces incertitudes il est très important de 
procéder à un étalonnage précis et approfondi que nous discuterons au chapitre 7. Dans la 
prochaine section nous allons montrer la conception d’un coupleur générique ainsi que du six-
ports en utilisant la technologie des lignes de transmission par micro rubans (‘micro strips’). 
 
 
5.3.3 Fabrication d’un coupleur générique ainsi que du six-ports proposé 
Comme nous l’avons vu dans la partie précédente, le coupleur hybride π/2 a pour objectif de 
séparer un signal en 2 signaux de même intensité déphasés de π/2 (i.e., λ/4) l’un par rapport à 
l’autre. Pour mieux comprendre cette technologie, nous présentons d’abord un coupleur 
générique à quatre ports. La figure 5.14 montre le schéma de ce coupleur constitué de micro-
rubans. Il s’agit d’un coupleur classique de type ‘carré’ avec 4 rubans d’impédances Z1 = Z0 et 
202 ZZ =  Ω de longueur λ/4. En utilisant Z0 = 50 Ω, on obtient Z1 = 50 Ω et Z2 = 35.36 Ω. Les 
impédances des micro-rubans sont fonctions de la largeur des rubans et de la fréquence 
d’opération. Ces largeurs sont calculées grâce au module ‘Line Calc’ du logiciel ADS (Advanced 
Design System) qui fait appel à la résolution des équations de Maxwell dans des géométries 
particulières [60, 61]. 
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Figure 5.14 : Structure du coupleur hybride π/2 de type ‘carré’ en utilisant la technologie des 
micro-rubans. 
 
Comme nous pouvons le constater sur cette figure, l’impédance d’une ligne est reliée à sa 
largeur. Plus la ligne a une forte impédance, plus sa largeur sera faible. Il existe un autre type de 
coupleur, plus adapté aux hautes fréquences, qui est le coupleur de type ‘circulaire’. Ses formes 
arrondies permettent d’éviter les possibles réflexions internes. Par ailleurs, il est assez aisé de 
concevoir un réseau six-ports à l’aide de ce type de coupleurs. Un schéma de coupleur rond 
utilisant des micro-rubans est présenté à la figure 5.15. Les dimensions des lignes de transmission 
(longueur et largeur) sont les mêmes que pour le coupleur carré. 
λ/4 
λ/4 
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Figure 5.15 : Structure d’un coupleur hybride π/2 de type ‘circulaire’. 
 
A l’aide de ces modèles de coupleurs, il est maintenant possible de concevoir un 
réflectomètre six-ports selon le schéma de la figure 5.9. Ainsi, l’arrangement d’un six-ports qui a 
été fabriqué en utilisant des coupleurs de type circulaires est montré dans la figure 5.16. Ce 
circuit a été fabriqué sur un substrat de Rogers Corporation®, modèle R/T Duroid 5880 
d’épaisseur 31 mil et de permittivité relative εr = 2.2. Les dimensions finales de l’assemblage sont 
d’environ 12 cm par 9 cm.  
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Entrée de l’onde incidente (Oscillateur)   Charges adaptées (R = 50 Ω) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Emplacement de la charge à mesurer    Ports de mesure.  
Figure 5.16 : Photo du six-ports construit. 
 
Tel qu’observé dans la photo présentée à la figure 5.16, 4 connecteurs SMA jack sont visibles 
à l’emplacement des ports de mesure. Les connecteurs pour l’entrée et pour la charge sont placés 
de l’autre côté du substrat à l’aide d’un rivet. 
Étant donné que les dimensions des lignes de transmission sont fonction de la longueur 
d’onde utilisée, les applications par micro-ruban ont une plage d’utilisation en fréquence très 
limitée. De cette manière, le six-ports a été conçu pour fonctionner à une fréquence centrale de 
2.45 GHz en accord avec les normes ISM.  
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5.4 L’antenne 
Comme le montre la figure 5.9, l’antenne constitue le dispositif qui permet d’émettre et de 
recevoir les ondes électromagnétiques i.e., ce composant établit le couplage entre l’instrument 
proposé et le milieu à être mesuré. On peut considérer une antenne comme un dispositif à un port 
caractérisé par un seul paramètre de dispersion S. L’antenne est connectée au port de mesure du 
six-ports et reliée à celui-ci par un câble coaxial à faibles pertes (RG-144). L’information que 
nous cherchons à mesurer est le coefficient de réflexion du mélange liquide-gaz évoluant dans un 
tube en Plexiglas. Ce coefficient est calculé à partir de l’onde émise par l’antenne et de celle 
réfléchie et collectée par la même antenne. C’est pour cette raison qu’il est important que 
l’antenne n’induise pas de réflexion d’onde à l’entrée afin de ne pas fausser la mesure du 
coefficient de réflexion du mélange. Il faut donc que le paramètre S11 de l’antenne soit le plus 
faible possible pour que la totalité de l’onde arrivant à l’antenne soit rayonnée par celle-ci et non 
renvoyée vers le six-ports sans avoir été émise. Dans le cadre de ce travail, le choix se porte sur 
une antenne de type ‘patch’ (patch antennas) qui possède de bons paramètres S11, en plus d’être 
simple d’utilisation, compacte, facile à produire et peu dispendieuse. Son désavantage principal 
est qu’elle a une bande d’émission en fréquence relativement étroite (quelques dizaines de MHz) 
et n’est donc opérationnelle qu’autour d’une seule fréquence.  
 
Une antenne patch consiste en un substrat diélectrique de permittivité homogène recouverte 
d’un côté par une large surface de métal, et de l’autre côté par une deuxième surface métallique 
(patch) de dimensions calculées selon la fréquence d’utilisation. La figure 5.17 montre le schéma 
de ce type d’antenne. Les paramètres critiques pour un bon fonctionnement sont les dimensions 
du ‘patch’ ainsi que l’épaisseur et la permittivité du substrat diélectrique. 
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Figure 5.17 : Schéma d’une antenne de type patch. 
 
La partie centrale correspond au patch métallique apposé sur le substrat diélectrique. Les 
dimensions W, L et h de l’antenne sont calculées en appliquant les relations suivantes [62] : 
2
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où c est la vitesse de la lumière, et f la fréquence d’opération et εr, la permittivité diélectrique 
relative du substrat de l’antenne (εr = 2.2 dans notre cas, substrat Rogers Duroid ® RT 5880). Le 
calcul de la permittivité effective est déterminé selon :  
2
1
121
2
1
2
1 −
⎟
⎠
⎞
⎜
⎝
⎛ +
−
+
+
=
W
hrr
eff
εε
ε     (5.26) 
Pour notre application, nous avons choisi le substrat le plus épais, c’est-à-dire 125 mils. De cette 
manière, pour la dimension L, on obtient :  
l
f
cL
eff
Δ−= 2
2 ε
     (5.27) 
où Δl est calculé selon : 
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Les dimensions W et L du patch permettent à l’antenne de rayonner à la fréquence voulue. De 
performants logiciels de simulation tel que HFSS permettent d’obtenir les dimensions optimales 
de l’antenne pour une adaptation parfaite à l’environnement.  
La position d’entrée du connecteur est également très importante car l’adaptation d’une 
antenne à son milieu s’effectue par un choix adéquat de la position de celui-ci. Ainsi, selon que 
l’on se trouve dans le vide, en présence d’objets, ou dans notre cas, collé à un tube de Plexiglas, 
la position du connecteur pour une adaptation optimale (i.e., S11 très faible) ne sera pas la même. 
Ainsi, nous avons procédé à l’optimisation de ce dispositif à l’aide de simulations numériques. Le 
diagramme de rayonnement d’une antenne patch typique est montré dans la figure 5.18. 
 
Figure 5.18 : Diagramme de rayonnement d’une antenne de type patch [63]. 
La figure 5.18 montre que ce type d’antenne est caractérisé par un seul lobe d’irradiation 
assez large. De plus, on note que l’émission par la partie postérieure de l’antenne est assez faible 
avec un rapport d’émission avant/arrière supérieur à 25 dBi. Ainsi, ce type de dispositif semble 
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très approprié pour notre application. Veuillez noter que plus d’informations concernant 
l’antenne utilisée pour construire l’instrument est présenté dans le chapitre 6.  
 
5.5 Les détecteurs 
Les détecteurs sont des dispositifs mesurant la puissance d’une onde et la convertissant en 
une tension. À la suite d’un étalonnage, il est ainsi possible de déduire la puissance de l’onde 
arrivant à ce port par simple lecture de la tension à la sortie du détecteur. On en utilise un par port 
de mesure soit quatre au total. Il existe 2 types de détecteurs de puissance : les détecteurs 
linéaires passifs et les détecteurs logarithmiques. 
 
5.5.1 Les détecteurs linéaires 
Initialement, on propose d’utiliser des détecteurs linéaires sous la forme de diodes Schottky. 
Pour ces raisons, nous caractérisons le comportement de ces détecteurs : il s’agit du modèle 
‘HSMS-285x Series’ par Avago Technologies. Les principaux avantages de ces diodes sont leur 
coût négligeable (moins de 1$), leur petite taille (quelques millimètres), leur facilité d’installation 
(3 pins) et le fait qu’elles n’ont pas besoin d’être alimentées par une source de tension. Les 
désavantages reliés à leur utilisation sont le fait qu’elles ont une réponse linéaire permettant 
difficilement de lire de très faibles puissances de façon précise et que les diodes ne sont pas 
adaptées à la ligne de transmission, ce qui implique une adaptation en fréquence.  
Une mesure à l’aide de l’analyseur de réseau nous donne l’impédance d’une diode Schottky 
soudée au PCB à une fréquence de 2.45 GHz : zl = -7-167j Ω, ce qui correspond à l’emplacement 
suivant sur une abaque de Smith tel que le monte la figure 5.19. 
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Figure 5.19 : Abaque de Smith montrant l’emplacement de la charge (point noir) induite par la 
réflexion d’une onde de fréquence 2.45 GHz à l’entrée de la diode Schottky. 
Afin d’obtenir une adaptation de la diode pour une fréquence de 2.45 GHz à une ligne de 
transmission Z0 = 50 Ω, nous choisissons d’utiliser une technique appropriée aux micro-rubans, le 
‘single stub matching’. Les dimensions des micro-rubans pour effectuer cette adaptation sont 
calculées à l’aide de l’abaque de Smith et vérifiées par une méthode analytique. Après ce type 
d’adaptation, la plage d’adaptation en fréquence est très étroite (de l’ordre de quelques MHz sur 
la bande micro-onde), et en changeant la fréquence de quelques dizaines de MHz, l’adaptation à 
la nouvelle fréquence ne sera plus effective, toute l’onde sera réfléchie à l’entrée du détecteur. 
Même s’il existe des techniques permettant d’élargir légèrement la bande passante en fréquence, 
nous avons décidé de ne pas utiliser de détecteur linéaires car peu précis pour des mesures de 
puissance variant de plusieurs ordres de grandeur. Nous optons donc pour des détecteurs 
logarithmiques et ne nous attarderons pas davantage sur ce détecteur.  
 
5.5.2 Les détecteurs logarithmiques 
Les détecteurs logarithmiques sont des dispositifs nécessitant un bloc d’alimentation 
extérieur. Ils exigent également le montage d’un circuit électronique avec résistances et 
capacitances. Leur coût est également plus dispendieux (8$ la puce) et leur installation un peu 
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plus longue due à leur plus grand nombre de pins à souder (16 contre 3 pour les diodes.). 
Cependant, l’utilisation de ce type de détecteur permet une meilleure lecture de la puissance 
grâce à sa sensibilité logarithmique et une large bande passante en fréquence pour une adaptation 
satisfaisante. Les détecteurs que nous utilisons sont construits par Mini-Circuits, modèle ‘ZX47-
55+’ et fonctionnent entre 10 et 8000 MHz avec une sensibilité en puissance variant entre -55 
dBm et 10 dBm. L’information technique de ce dispositif est présentée en annexe. Nous avons 
caractérisé individuellement quatre détecteurs de ce type en utilisant un analyseur de réseau, 
Anritsu 37369D. Ainsi, nous avons déterminé que pour une plage de 1 GHz (i.e., entre 2 et 3 
GHz), S11 est inférieur à -10 dB (un peu moins de 10% de l’onde arrivant au détecteur est 
réfléchie par celui-ci).  
Les quatre détecteurs ont été étalonnés en utilisant un générateur de signal Rhode & 
Schwartz SM40 et un voltmètre en sortie. Les résultats de cet étalonnage entre -14 dBm, et 
+6dBm (niveaux de puissance où nous allons opérer) pour une fréquence de 2.45 GHz sont 
montrés dans la figure 5.20 : 
 
Figure 5.20 : Courbes d’étalonnage des quatre détecteurs à une fréquence centrale de 2.45 GHz. 
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Cette figure montre le comportement logarithmique inhérent à ce type de détecteurs, i.e., plus 
la puissance est importante, plus la tension délivrée par le détecteur est faible. On remarque 
également que la courbe tend à s’aplanir à partir d’une puissance de 4 dBm, du au fait qu’on 
approche la puissance de saturation de 10 dBm. Par ailleurs, on remarque que nos quatre 
détecteurs répondent de la même façon, les courbes de la figure 5.20 étant quasiment 
superposées.  
 
5.6 Le système d’acquisition des données 
Le système d’acquisition des données permet de lire les tensions délivrées par les détecteurs 
de puissance et de transmettre cette information vers un ordinateur où les données seront stockées 
en mémoire afin d’être traitées. Ce système peut lire quatre canaux analogiques simultanément, 
de façon rapide avec une résolution de 18 bits. Le temps d’échantillonnage que nous avons choisi 
est de 5 KHz. Pour cette application nous avons choisi un système de collecte ‘LabJack’ modèle 
‘U6 Pro’ qui utilise un port USB 2.0 comme interface. Les caractéristiques principales du 
système d’acquisition de données sont : 
• 14 accès analogiques 
• Une résolution maximale de 22 bits (vitesse de lecture lente) soit une précision de 4.8 mV 
pour une gamme de ± 10 V ou 0.48 mV pour une gamme de ± 1 V. 
• Une vitesse d’acquisition maximale de 50 KHz en mode stream. 
• Un branchement par câble USB.  
Ce système d’acquisition est programmable en plusieurs langues informatiques (C++, 
VBA…) et exploitable à l’aide de différents logiciels notamment Matlab à partir duquel nous 
utiliserons ce module.  
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5.7 L’atténuateur 
Un atténuateur à pour fonction de réduire l’intensité d’un signal sans introduire de 
modifications dans la phase. Nous utilisons un atténuateur de 6 dB. À la section 5.2, nous avons 
montré l’utilisation d’un amplificateur de 18 dB, cependant, nos essais préliminaires ont montré 
une saturation à 15 dBm. À la section 5.3.2, nous avons étudié le fonctionnement d’un six-ports et 
les caractéristiques du parcours des signaux se propageant dans celui-ci. On a montré que 
l’atténuation de l’intensité d’un signal arrivant à un des ports de mesure est divisée par un facteur 
2 c’est-à-dire que le signal est atténué de 6 dB pour une puissance appliquée au détecteur de 15-6 
= 9 dBm. On a constaté que les détecteurs saturaient à une puissance de 10 dBm et qu’à partir de 
4 dBm, leur comportement en réponse commencent à se dégrader. Etant donné que la puissance 
arrivant au niveau des détecteurs est très proche de la saturation, nous avons ainsi décidé 
d’installer un atténuateur afin d’éviter leur saturation  
Cependant, il reste une question importante à résoudre qui consiste à déterminer 
l’emplacement de l’atténuateur. Placer l’atténuateur directement après le générateur, avant 
l’amplificateur ne change pas la situation. Le générateur fournit un signal d’une puissance de 
+6dBm, qui est atténué de 6 dB par l’atténuateur pour une puissance d’onde de 0 dBm (1 mW) 
avant d’être amplifiée de 18 dB par l’amplificateur sachant que celui-ci sature à +15 dBm. Pour 
cette raison, nous avons choisi de placer l’atténuateur après l’amplificateur. La puissance du 
signal sortant de l’amplificateur ne peut pas dépasser +15 dBm, ainsi, le signal à travers 
l’atténuateur sera atténué de 6 dB pour obtenir une puissance de +9 dBm avant d’être à nouveau 
atténuée de 6 dB par les coupleurs du réseau six-ports. De cette manière, la puissance résultante 
dans un port de lecture, par exemple le port #4, sera de +3 dBm environ ce qui laisse une plus 
grande marge de sécurité pour une obtenir mesure précise.  
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CHAPITRE 6 SIMULATIONS ET FABRICATION DES COMPOSANTS 
 
Dans ce chapitre, nous présentons les résultats des simulations effectuées pour différents 
éléments constituant le réflectomètre six-ports. Ainsi, nous avons simulé : le coupleur entrant 
dans la conception du six-ports, le six-ports constitué d’un ensemble de coupleurs et l’antenne de 
type ‘patch’. Pour effectuer nos calculs et dimensionner certains composants, nous avons utilisé 
la théorie présentée au chapitre 5. Afin d’obtenir les meilleurs résultats, nous avons modifié 
certaines dimensions en procédant par essais-erreur.  
 
6.1  Simulation du coupleur 
Le coupleur que nous avons simulé est celui présenté dans la section 5.3.2. Les dimensions 
des lignes de transmission en fonction de la fréquence et de l’impédance sont calculées en 
utilisant le module ‘Line Calc’ du logiciel ‘ADS’ à une fréquence centrale de 2.45 GHz. Les 
résultats de ces simulations sont présentés dans les figures 6.1 a, b et c : 
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Figure 6.1 : Coefficients de dispersion d’un coupleur (de forme circulaire ou carrée) hybride λ/4 
entre 1 et 4 GHz obtenues à l’aide de simulations. a) paramètres (d’atténuation) S11 et S41, b) 
(changement de phase) pour les paramètres S31 et S21 et c) paramètres (d’atténuation) S31 et 
S21. 
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Ces figures montrent les caractéristiques principales du coupleur simulé. Ainsi, on peut 
constater que : la réflexion à l’entrée (S11) est très faible, i.e., d’environ -45 dB à 2.45 GHz, de 
plus l’isolation entre le port 1 et 4 (S41) est très bonne, environ -45 dB à 2.45 GHz. En ce qui 
concerne l’atténuation entre le port 1 et 3 et le port 1 et 2 pour la même fréquence est 
respectivement de -3.06 dB et -2.96 dB. La différence de phase des signaux à la sortie des ports 2 
et 3 est de respectivement 179.97 et de 89.97. On peut remarquer que les déphasages entre les 
ports 1 et 2 et les ports 1 et 3 sont respectivement de 179.97° et de 89.97°, contre 90° et 0° tel que 
prévu par la théorie à la section 5.3.2. Cette différence provient du fait que lors des simulations 
des longueurs de ruban ont été rajoutées au coupleur afin de faciliter sa mise en place dans le 
réseau de coupleurs formant le six-ports. Il faut cependant remarquer ici que la caractéristique 
essentielle consiste en obtenir un déphasage du signal à la sortie des ports 2 et à la sortie des ports 
3 de 90°.  
La figure 6.1 montre ainsi à quel point une faible variation de la fréquence (et donc de la 
longueur d’onde) peut affecter la réponse du coupleur et dégrader les valeurs des paramètres S. 
Les caractéristiques énoncées précédemment sont celles attendues d’un bon coupleur. Nous 
décidons donc de concevoir le six-ports en utilisant le modèle de coupleur présenté à la section 
5.3.3.  
 
6.2 Simulation du six-ports 
Dans cette section nous présentons la simulation du six-ports qui a été discutée à la section 
5.3.3. Sa conception a été effectuée à partir du coupleur simulé précédemment. Dans le tableau 
6.1 nous regroupons les paramètres de dispersion du six-ports simulé. Les numéros des ports sont 
les mêmes que dans le schématisation du six-ports présenté à la figure 5.10. Veuillez noter que 
ces simulations ont été effectuées en considérant que le coefficient de réflexion à la charge (au 
port #7) est égal à zéro, c’est-à-dire que Γ = 0. 
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Tableau 6.1 : Paramètres de dispersion du six-ports simulé. 
Coefficient Atténuation (dB) Déphasage (°) 
S55 -30 * 
S15 -8.7 -176 
S25 -9.7 54 
S35 -8.9 55 
S45 -9.2 8 
* ne s’applique pas 
 
À partir du tableau 6.1, en comparant avec les valeurs du six-ports théorique, nous soulignons 
les points suivants : 
• Le port d’entrée de l’oscillateur a une isolation satisfaisante (S55 ≈ -30 dB).  
• Dans la section 5.3.2, nous avons vu que les atténuations du six-ports entre le port d’entrée et 
les ports de sortie sont de 2√2 c’est-à-dire de -9 dB. Les simulations nous retournent des 
valeurs de -8.7 dB, -9.7 dB, -8.9 dB et -9.2 dB pour les coefficients S15, S25, S35, S45 
respectivement. Ces valeurs sont considérées proches de la théorie et acceptables.  
• De la même façon, les déphasages du six-ports conçu au chapitre 5 sont de 0°, 135°, 135° et 
180° (équations 5.19 à 5.22) pour les coefficients S15, S25, S35 et S45 respectivement. Les 
déphasages simulés donnent des valeurs de -176°, 54°, 55°, et 8°. La différence d’environ 
180° (λ/2) vient de la longueur des lignes de transmission que nous avons rajoutées pour 
connecter les coupleurs entre eux. Ces longueurs de lignes additionnelles ne sont pas prises 
en compte dans les simulations. Comme nous avons pris soin de rajouter la même longueur 
de ligne à chaque parcours de l’onde, la réponse du six-ports ne s’en trouve pas changée. Les 
centres des cercles vus à la figure 5.12 de la section 5.3.2 sont simplement tournés par rapport 
à l’origine. 
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La différence entre les résultats obtenus par simulation et ceux escomptés par la théorie 
n’est pas critique, il s’agit surtout de s’assurer que le comportement du six-ports ressemble à 
celui prévu initialement pour s’assurer d’une bonne réponse du six-ports. L’étape d’étalonnage 
existe précisément pour prendre en compte les incertitudes de conception et de fabrication. Ces 
résultats sont considérés satisfaisants et la décision est prise de construire le six-ports selon ce 
modèle.  
Le tableau 6.2 compare l’ensemble des résultats prévus par la théorie avec ceux obtenus à 
partir de la simulation et les valeurs expérimentales mesurées en utilisant un analyseur de réseau 
Anritsu 37369D sur le six-ports construit. Ces mesures ont été effectuées en prenant une charge 
adaptée (Г = 0) au port de la charge.  
 
Tableau 6.2 : Comparaison des paramètres de dispersion prévu par la théorie avec ceux obtenus 
par les simulations et les valeurs mesurées.  
Coefficients 
Théorie Simulations Mesures 
Att (dB) Δφ (°) Att (dB) Δφ (°) Att (dB) Δφ (°) 
S55 -∞ * -30 * -31.21 * 
S15 -9 0 -8.7 -176 -9.42 161.8 
S25 -9 135 -9.7 54 -9.95 37.8 
S35 -9 135 -8.9 55 -9.08 39.0 
S45 -9 180 -9.2 8 -9.56 -11.9 
* ne s’applique pas.  
 
6.3 Simulation de l’antenne 
Comme il a été discuté dans la section 5.4, pour cette application nous avons choisi une 
antenne de type ‘patch’. Ainsi, dans cette section nous présentons les simulations de ce type 
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d’antenne placée aux proximités d’un tube de plexiglas. Pour effectuer ces simulations, nous 
avons utilisé le logiciel HFSS d’Ansoft Corporation. Dans un premier temps, nous construisons 
une antenne patch en 3 dimensions dans l’interface du logiciel. Veuillez noter que les dimensions 
que nous considérons pour l’antenne sont déterminées à partir des équations présentées au 
chapitre 5.4. Ces équations sont valides lorsque l’impédance de l’environnement dans lequel 
l’antenne est placée est le vide (i.e., Z0 ≈ 377 Ω), c'est-à-dire lorsque l’onde émise par l’antenne 
se propage vers l’infini et n’est pas réfléchie. Dans notre application, l’antenne sera placée sur un 
tube circulaire contenant un mélange diphasique liquide-gaz. La présence du tube modifie 
l’environnement de propagation de l’antenne et donc son comportement. Il est néanmoins 
possible d’adapter l’antenne à son nouvel environnement de sorte à ce que l’onde émise par 
l’antenne ne soit pas réfléchie par le tube. Pour ce faire, nous allons utiliser l’optimiseur de HFSS 
afin de trouver les dimensions W et L optimales ainsi que la position du connecteur pour une 
adaptation parfaite à 2.45 GHz en présence d’un tube. Le critère d’arrêt est une valeur de S11 
inférieure à -25 dB à cette fréquence.  
Le modèle géométrique de l’ensemble incluant l’environnement (antenne + tube) est présenté 
à la figure 6.2.  
 
 
 
 
 
 
 
 
 
 
 
Figure 6.2 : Modèle en 3 dimensions de l’antenne et son environnement. 
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Dans cette figure on observe dans la partie inférieure : l’antenne patch avec son connecteur 
(trou cylindrique); dans le centre, le socle permettant de fixer l’antenne au tube et dans la partie 
supérieure le cylindre représentant le tube contenant de l’air (tube vide). Les matériaux utilisés 
pour la simulation de chaque composant sont les suivants : 
• Substrat de l’antenne : Rogers Duroid R/T d’épaisseur 125 mils, εr = 2.2. 
• Socle : téflon εr = 2.08. 
• Tube : téflon εr = 2.08. 
• Matériau à l’intérieur du tube : air εr ≈ 1. 
• Matériau environnant : air εr ≈ 1. 
Lorsque l’optimiseur a convergé vers des dimensions appropriées de l’antenne satisfaisant le 
critère d’arrêt (S11 d’au plus -25 dB à 2.45 GHz), la courbe de S11 simulée (capture d’écran du 
logiciel de simulation HFSS) est représentée dans la figure 6.3. 
 
Figure 6.3 : Résultats du paramètre S11 de l’antenne une fois le critère d’optimisation atteint. 
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Les dimensions de l’antenne ayant le comportement optimisé qui correspond à ceux 
présentés dans la figure 6.3 et qui respectent les conditions géométriques données dans la figure 
6.2 sont résumées dans la figure 6.4.  
 
Figure 6.4 : Dimensions et position du connecteur pour l’antenne patch. 
 
En utilisant les résultats de nos simulations, nous avons décidé de construire l’antenne selon 
les dimensions montrées à la figure 6.4. Le produit fini est montré dans la photo de la figure 6.5.  
 
 
 
 
 
 
 
 
Figure 6.5 : Photo de l’antenne de type ‘patch’ construite selon les spécifications discutées dans le 
texte. 
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On remarque le patch métallique sur le substrat (en noir) de permittivité diélectrique 
relative εr = 2.1. Le point au centre correspond à la soudure du connecteur pour l’alimentation à 
l’antenne. Afin d’en vérifier le paramètre de dispersion S11, l’antenne est placée sur le tube qui 
sera utilisé pour les expériences et l’ensemble est branché à l’analyseur de réseau. On décide de 
ne pas utiliser le socle (schématisé dans la figure 6.2), l’antenne tient à l’aide d’un système de 
vis. La courbe délivrée par l’analyseur de réseau Anritsu 37369D est présentée dans la figure 6.6. 
 
Figure 6.6 : Paramètre S11 de l’antenne placée sur le tube en Plexiglas vide mesuré à l’aide de 
l’analyseur de réseau. 
 
Cette figure 6.6 montre que les mesures effectuées à l’aide de l’analyseur sont proches des 
simulations. On remarque un léger déphasage du pic S11 dont le minimum mesuré se trouve à 
une fréquence de 2.414 GHz contre 2.45 GHz donné par la simulation. Les déphasages entre 
simulation et mesure expérimentales sont chose courante dans l’utilisation de HFSS et rarement 
évitables. Par ailleurs, le fait de ne pas avoir utilisé de socle pour la mesure contrairement à la 
simulation peut avoir accentué ce déphasage. De manière générale, les déphasages sont de l’ordre 
de quelques MHz (cas ici présent) et ne sont pas critiques pour la suite de notre projet.  
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CHAPITRE 7 MONTAGE EXPÉRIMENTAL 
Au cours de ce chapitre, nous allons assembler les éléments qui constituent l’instrument 
proposé, c’est-à-dire l’oscillateur, l’amplificateur, l’atténuateur et les détecteurs. L’antenne est 
considérée comme le système à mesurer (‘charge’) et elle est connectée par l’intermédiaire d’un 
câble RG-144. De la même manière 4 détecteurs sont montés au six-ports. L’information 
collectée par les détecteurs est lue en temps réel et affichée à l’écran d’un ordinateur via le 
système d’acquisition de données. Par la suite, nous procédons au étalonnage du réflectomètre 
pour déterminer les composants de la matrice X (équation 5.15), que nous avons présentée dans la 
section 5.3.1. Ceci nous permet de déduire le coefficient de réflexion complexe d’une charge 
inconnue à partir de la lecture des détecteurs de puissance. L’étalonnage est effectué à partir 
d’algorithmes développés à l’École Polytechnique de Montréal par Ghannouchi et Bosisio [64, 
65]. 
 
7.1 Description du montage 
D’après le système schématisé à la figure 3.1, commençons par illustrer à l’aide d’une photo 
et d’un diagramme le fonctionnement du montage présenté respectivement aux figures 7.1 et 7.2 :  
 
Figure 7.1 : Photo du montage expérimental. 
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Figure 7.2 : Diagramme du fonctionnement de l’ensemble du réflectomètre. 
 
La figure 7.3.a montre l’ensemble oscillateur, amplificateur et atténuateur à l’entrée du six-
ports. L’oscillateur est protégé par une cage de Faraday constitué par une boîte métallique. 
L’amplificateur est situé au milieu de la figure entre l’oscillateur et l’atténuateur dont l’entrée se 
situe en haut et la sortie en bas. On note l’alimentation électrique constituée à l’aide des fils 
électriques situés sur la droite. La figure 7.3.b montre l’antenne placée contre la paroi du tube 
vertical (i.e., section d’essais). On a décidé de s’affranchir du socle initialement prévu et qui avait 
été intégré dans la simulation numérique. 
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a)      b) 
Figure 7.3 : a) Photos de l’ensemble oscillateur-amplificateur-atténuateur. b) Photo montrant 
l’antenne de type patch placée contre la paroi du tube (i.e., section d’essais). 
 
La figure 7.4 montre la photo de deux des quatre détecteurs logarithmiques placés aux ports 
de mesure.  
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Figure 7.4 : Deux des quatre détecteurs de puissance Mini-Circuits placés aux sorties du six-ports. 
 
7.2 Étalonnage du système six-ports 
La procédure d’étalonnage est nécessaire afin de déterminer la matrice X (équation 5.15) du 
six-ports pour obtenir des valeurs appropriées des coefficients de réflexion d’une charge 
inconnue. Lors des débuts de la technologie six-ports plusieurs techniques ont été développées 
utilisant notamment 4, 5 ou 7 charges. Dans ce travail, nous utilisons 2 techniques dont 
l’algorithme sera détaillé, pour un étalonnage utilisant respectivement 4 et 5 charges.  
Ces 2 techniques d’étalonnage ont été développées par Ghannouchi et Bosisio [64, 65] et 
sont celles permettant de étalonner un six-ports avec le moins de charges possibles. 
Historiquement, il était très difficile d’avoir des charges dont l’impédance (i.e., le coefficient de 
réflexion) était connue avec assez de précision pour une fréquence donnée. Les charges 
disponibles étaient le plus souvent des charges adaptées c’est-à-dire, un court-circuit, un circuit 
ouvert et d’autres charges réparties en périphérie de l’abaque de Smith. Le traitement 
mathématique est assez lourd car il invoque la résolution de larges systèmes matriciels et leur 
résolution peut s’avérer fastidieuse en cas de systèmes mal conditionnés. Présentement, grâce aux 
analyseurs de réseau nous pouvons obtenir avec précision la valeur de n’importe quelle charge à 
  
84 
une fréquence donnée. De plus, la puissance de calcul des ordinateurs actuels permet aisément 
de résoudre des systèmes de plusieurs équations même s’ils sont mal conditionnés. 
Pour effectuer l’étalonnage nous allons procéder selon la manière suivante :  
i. On se procure 15 charges différentes dont les impédances respectives sont équitablement 
réparties sur l’abaque de Smith. On mesure l’impédance de chaque charge à l’aide d’un 
analyseur de réseau, Anritsu 37369D pour la gamme de fréquence suivante : 2.375, 2.400, 
2.425, 2.450, 2.475 et 2.500 GHz. 
ii. Chacune de ces charges est tour-à-tour placée au port 7 par l’intermédiaire d’un câble RG-
144 et la puissance détectée à chaque port de mesure (1, 2, 3 et 4) est mesurée pour chacune 
de ces fréquences. 
iii. En appliquant les algorithmes d’étalonnage, nous déterminons la valeur de la matrice 
d’étalonnage en utilisant des groupes de 4 ou de 5 charges selon la technique utilisée. 
iv. Finalement, les charges qui n’ont pas été utilisées pour l’étalonnage, sont placées 
successivement au port 7, dont on mesure la puissance détectée aux ports de mesure. À l’aide 
des 4 mesures de puissance, on calcule la valeur de l’impédance de la charge avec la matrice 
précédemment calculée. Cette valeur est comparée avec celle mesurée par l’analyseur de 
réseau à l’étape i. On garde la matrice d’étalonnage qui donne le moins d’erreur entre la 
valeur de l’impédance de la charge mesurée par le six-ports et celle mesurée par l’analyseur 
de réseau.  
 
Pour obtenir des charges aléatoires nous utilisons un guide d’onde. Ce guide d’onde 
comporte une fente sur toute sa longueur. Dans la fente sont insérées 2 tiges en carbone. Le 
mouvement des tiges que l’on fait glisser le long du guide d’onde perturbe le milieu de 
propagation de l’onde en créant des réflexions induites par le changement d’impédance du 
système. À l’aide d’un analyseur de réseau, il est possible de d’observer ce changement 
d’impédance et d’arrêter le mouvement des tiges lorsque nous obtenons la charge désirée sur 
l’abaque de Smith. À ce propos, nous avons obtenons 15 charges différentes, toutes à partir du 
même guide d’onde. Ces charges sont celles utilisées pour l’étalonnage du six-ports et sont 
représentées sur l’abaque de Smith de la figure 7.5. 
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Figure 7.5 : Impédances des charges utilisées pour l’étalonnage du six-ports. 
 
Les détails des algorithmes utilisés pour l’étalonnage sont présentés dans les prochaines sous-
sections. Il faut mentionner que la méthode à 4 charges est une méthode non-linéaire faisant 
appel à l’algorithme de Newton-Raphson tandis que la méthode à 5 charges est un système 
d’équations linéaires. 
 
7.2.1 Algorithme utilisant 4 charges 
La méthode présente dans cette section a été développée par Ghannouchi [64]. Tel que 
présenté dans la section 5.3, le vecteur de puissances P constitué des lectures des détecteurs est 
lié au coefficient de réflexion Г par une matrice 4 × 4 donnée par la relation suivante : 
kk CP Γ=        (7.1) 
où C est la matrice d’étalonnage 4 × 4 avec Г donné par : 
Γ = 1 Γ 2 Re(Γ) Im(Γ)"
#$
%
&'
T
    (7.2) 
avec Re(Γ) et Im(Γ) les parties réelle et imaginaire de Г. En développant cette dernière équation 
en forme matricielle nous pouvons écrire les éléments du vecteur P comme suit : 
pik =αk ci1 + ci2 Γk
2
+ ci3Rk + ci4Ik( )   
i =1,...4
k =1,...4       (7.3) 
  
86 
où cij sont les coefficients de la matrice C et pik est la puissance lue par le détecteur i pour la 
charge k. En normalisant tout les ports avec le port indépendant 1, nous obtenons :  
 
( )kkk
k
ik
kikikii IcRcccp
pIcRccc 1413
2
1211
1
43
2
21 ++Γ+⎟⎠
⎞
⎜
⎝
⎛=++Γ+  
i = 2,...4
k =1,...4  (7.4) 
Nous pouvons réécrire le vecteur coefficient de réflexion par G, une matrice 4 × 4 : 
kk
kk
kk
k
Ig
Rg
g
g
=
=
Γ=
=
4
3
2
2
1 1
  k =1,...4    (7.5) 
 
Les 4 vecteurs de puissance peuvent être réécrit dans la forme d’une matrice 4 × 4 tel que : 
( )4321 ,,, iiiii ppppdiagP =    i = 2,...4   (7.6) 
pour le port indépendant 1 (port #4 dans la figure 5.10) : 
( )[ ] 1141312111 ,,,'
−= ppppdiagP     (7.7) 
en utilisant cette notation, l’équation 7.4 peut être réécrite sous une nouvelle forme donnée par : 
1
'
122 GCPPGC =      (7.8) 
qui peut être réécrite à son tour comme suit : 
     1
)2(
1
'
12
1
2 CHGCPPGC ==
−   
1
)3(
1
'
13
1
3 CHGCPPGC ==
−      (7.9) 
    1
)4(
1
'
14
1
4 CHGCPPGC ==
−        
où Ci est un vecteur colonne dont les éléments sont ceux de la ième rangée de la matrice C et H(i) (i 
= 1,…4) est une matrice réelle 4 × 4. Les éléments de chaque rangée de la matrice d’étalonnage C 
sont liés par l’équation suivante : 
( ) ( ) 04 21
2
4
2
3 =−+ iiii cccc     i =1,...4   (7.10) 
  
87 
On s’intéresse plus aux valeurs relatives de cij qu’aux valeurs absolues. La normalisation 
de cij par c11 n’affecte pas la résolution du problème, ainsi nous pouvons poser arbitrairement c11 
= 1. En utilisant l’équation 7.9, les éléments cij (i = 2,…4 et j = 1,…4) peuvent être exprimés 
comme étant une combinaison linéaire des éléments c1j (j = 1,…4). La substitution des équations 
7.9 dans 7.10 (i = 2,…4) nous donne un système non linéaire de 3 équations à 3 inconnues c’est-
à-dire : 
( ) ( ) ( ) ( ) ( ) 02 14)(1413)(1312)(121413)(341312)(241312)(23214)(4213)(3212)(2)(1 =+++++++++ cccccccccccc iiiiiiiiii ββββββαααα  
(7.11) 
avec i = 2,…4, où )(ijα  et 
)(i
mjβ  (m = 1,…3 et j = 1,… 4, avec m<j) sont des fonctions des éléments 
des matrices H(i) (i = 2,…4) tel que montré ci-dessous : 
( ) ( ) ( ))(2)(12)(42)(3)( 4 ijijijijij hhhh −+=α     (7.12) 
( ))(1)(2)(2)(1)(4)(4)(3)(3)( 2 ijimijimijimijimimj hhhhhhhh +−+=β     (7.13) 
où h(i)nm sont les éléments des matrices H(i). 
Pour obtenir la matrice d’étalonnage C, le système décrit par l’équation 7.11 doit être résolu 
pour c1j (j = 2,…4) pour ensuite trouver les éléments cij (i = 2,…4, j = 1,…4) en utilisant les 
équations 7.9. Pour résoudre ce système, nous choisissons d’utiliser la méthode de Newton-
Raphson qui s’est avérée efficace en considérant le vecteur de départ c12 = c13 = c14 = 0.  
Par la suite, l’obtention des parties réelle et imaginaire du coefficient de réflexion de la 
charge nous est donnée par l’équation 7.1 c’est-à-dire : 
PX
PXI
PX
PX
R
T
T
T
T
1
4
1
3
=
=
      (7.14) 
où P est le vecteur de puissance dont les composants sont mesurés par les détecteurs, tandis que 
X, sont des vecteurs colonne dont les éléments sont ceux de la ième rangée de la matrice X = C-1.  
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7.2.2 Algorithme utilisant 5 charges 
Dans ce cas, nous utilisons aussi un algorithme qui a été développé par Ghannouchi et 
Bosisio [65]. L’objectif reste le même qu’auparavant c’est-à-dire trouver la matrice d’étalonnage 
en utilisant 5 charges différentes. Si nous branchons les 4 premières charges, nous obtenons le 
système suivant, similaire à celui de l’équation 7.1.  
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k
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α   k =1,...4  (7.15) 
où k identifie le numéro de la charge. En normalisant une des mesures de puissance par rapport 
aux autres, nous pouvons transformer notre problème de 16 à 4 inconnues.  
( ))Im()Re()Im()Re( 343323231
3
43
2
21 kkk
k
jk
kjkjkjj ccccP
P
cccc Γ+Γ+Γ+=Γ+Γ+Γ+  
i = 4,...6  (7.16) 
Il faut noter que j identifie le numéro du port. En introduisant les mesures des 4 charges sous 
forme matricielle, nous obtenons la matrice G suivante : 
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la matrice de puissance donnée par : 
[ ]
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où j identifie le numéro du port de mesure. Ce dernier système peut être réécrit comme suit : 
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d’où on obtient le vecteur étalonnage pour le port j comme suit :  
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    (7.20) 
Comme la normalisation peut être faite à partir de n’importe quel port, on peut montrer que : 
Cj!" #$= G[ ]
−1 Pj!" #$ Pi[ ]
−1 G[ ] Ci[ ]     (7.21) 
où i et j correspondent à 2 ports différents. À partir de ces équations, on peut remarquer que : 
P3[ ]
−1 C3"# $%= Pj"# $%
−1 Cj"# $%   j = 4,...6   (7.22)  
Ce qui donne un vecteur [V0]. 
Cj!" #$= G[ ]
−1 Pj!" #$ V0[ ]       (7.23) 
En reprenant l’équation (7.15) et la définition de V0, on en déduit : 
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pour la mesure de la 5ème charge, on peut écrire : 
[ ] [ ]555 Γ= Tjj CP α   j = 3,...6   (7.25) 
En utilisant (7.23), nous obtenons : 
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Γ5[ ] =α5 V0[ ]
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#
$
%
T
Γ5[ ]   (7.26) 
où Pj est une matrice diagonale. En écrivant le dernier terme de cette équation comme suit :  
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Il peut être montré que :  
[ ]05
64636261
54535251
44434241
34333231
65
55
45
35
000
000
000
000
V
d
c
b
a
PPPP
PPPP
PPPP
PPPP
P
P
P
P
α
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
=
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
   (7.28) 
À partir de cette équation on peut trouver la valeur de α5[V0] et remplacer ce vecteur dans 
l’équation (7.23) pour trouver la matrice [C]. Il faut cependant mentionner que le facteur α5 
introduit dans la matrice [C] n’est pas important car le but est de trouver la valeur exacte de Г. En 
effet, étant donné que nous utilisons des mesures de puissance relatives, le facteur α5 s’annule. 
Étant donné que : 
Γ =
1
α
C[ ]−1 P[ ] = 1
α
X[ ] P[ ]      (7.29) 
on trouve : 
[ ] [ ]
[ ] [ ]
[ ] [ ]
[ ] [ ]
[ ] [ ]
[ ] [ ]PX
PX
PX
PX
PX
PX
T
T
T
T
T
T
1
4
1
3
1
22
)Im(
)Re(
=Γ
=Γ
=Γ
     (7.30) 
où [Xn] (n = 1,…4) correspond à la ième colonne de la matrice [X].  
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7.3 Résultats d’étalonnage du système six-ports 
Tel que mentionné dans la section antérieure, nous avons utilisé 15 charges différentes pour 
effectuer l’étalonnage en utilisant deux techniques différentes. À chaque fois que nous procédons 
à un étalonnage, nous nous servons des charges non-utilisées lors de l’étalonnage pour comparer 
leur impédance respective trouvée avec la matrice C du six-port étalonné par rapport avec leur 
impédance trouvée par l’analyseur de réseau. On peut se questionner sur la raison pour laquelle 
nous procédons à plusieurs étalonnages étant donné qu’on est censé trouver la même matrice X à 
chaque étalonnage et ce, quelque soit l’algorithme utilisé puisque la matrice trouvée par 
l’algorithme ne dépend pas des charges utilisées. En réalité, le taux d’échec de l’étalonnage est 
très élevé. Soit l’algorithme ne parvient pas à trouver la matrice d’étalonnage, soit la matrice 
d’étalonnage n’est pas valide et donne une réponse dont l’erreur par rapport aux mesures à 
l’analyseur de réseau est très élevée. Entre autres, les incertitudes sont dues à : 
i. D’un point de vue mathématique, on peut obtenir des matrices singulières. En effet, dans ce 
type de problèmes, certaines matrices peuvent s’avérer être mal conditionnées, ce qui entraine 
l’abandon du processus ou l’apparition d’erreurs. Pour l’étalonnage à 4 charges, il arrive aussi 
que la méthode de Newton-Raphson ne converge pas ce qui empêche le calcul de la matrice 
C. Ce problème, cependant a été relativement peu étudié et il est impossible de prévoir 
quelles charges entraineront l’échec de l’algorithme.  
ii. L’impédance de la charge mesurée par l’analyseur de réseau n’est pas exactement la même 
que celle que le six-ports mesure. Les torsions du câble induisent de faibles réflexions 
internes, et par conséquent un léger changement d’impédance. Lorsque l’on mesure la charge 
à l’aide de l’analyseur de réseau, le câble n’est pas positionné de la même façon que lorsque 
l’on procède à la mesure de la charge sur le six-ports. De la même façon, les connexions entre 
les câbles et les connecteurs peuvent induire d’autres variations de l’impédance de la charge 
mesurée par le six-ports. Le problème principal est que lors de l’étalonnage, on utilise 
l’impédance de la charge telle que mesurée par l’analyseur de réseau (i.e., le vecteur Г) alors 
que les mesures de puissance (i.e., le vecteur P) du six-ports peuvent correspondre à 
l’impédance d’une charge légèrement différente. Même si cette différence est minime, les 
répercussions peuvent s’avérer importantes à cause du comportement logarithmique des 
détecteurs utilisés. Par ailleurs, le désavantage de l’étalonnage à 5 charges est que l’utilisation 
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d’une cinquième charge peut être une source supplémentaire d’erreurs qu’on introduit dans 
l’algorithme. 
iii. Lors de l’étalonnage, le système peut être perturbé par des champs externes; il est donc très 
important de développer un banc de mesure protégé des ondes électromagnétiques, entrainant 
le moins de mouvement de matériel possible. Le six-ports ainsi que le guide d’onde doivent 
être bien fixés et les câbles reliant le guide d’onde, l’analyseur et le six-ports ne doivent pas 
être soumis à des contraintes mécaniques.  
 
Pour obtenir la matrice d’étalonnage la plus fiable possible nous effectuons le plus grand 
nombre d’étalonnages possibles, c'est-à-dire toutes les combinaisons possible de charges. Comme 
nous nous servons de 15 charges, nous faisons autant d’étalonnages possibles que de 
combinaisons de 4 et de 5 (dépendamment de l’algorithme utilisé) charges parmi 15. Cette 
procédure se traduit par  étalonnages. Pour se faire, nous 
créons un script informatique permettant d’effectuer ces milliers d’étalonnage. Le détail de 
l’algorithme informatique se trouve en annexe. 
Ainsi, en prenant un maximum de précautions, notre taux d’échec a été réduit de 90% à 
environ 50%, et les erreurs de mesure avec la matrice trouvée par l’étalonnage ont été diminuées 
d’environ 20% à moins de 2%. La figure 7.6 montre les résultats du meilleur étalonnage, obtenu 
en utilisant un analyseur de réseaux ainsi que l’algorithme à 5 charges : veuillez noter que 
l’erreur maximale est inférieure à 2%.  
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Figure 7.6 : Résultats du meilleur étalonnage représentés dans une abaque de Smith. 
 
La figure 7.6 montre la précision du meilleur étalonnage effectué. Les carrés noirs 
représentent les charges utilisées lors de l’algorithme d’étalonnage à 5 charges. Les cercles 
représentent la valeur des charges telles que mesurées par l’analyseur de réseau. Enfin, les 
triangles représentent la valeur de ces mêmes charges mesurées par le six-port utilisant la matrice 
d’étalonnage C précédemment trouvée par l’algorithme à 5 charges. 
Tel que mentionné à la section 7.2, le réflectomètre six-ports a été étalonné pour plusieurs 
fréquences; le tableau présente les valeurs des coefficients des matrices X = C -1. 
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Tableau 7.1 : Matrices X pour différentes fréquences.  
Fréquence Matrice C -1 
2.375 GHz  
2.400 GHz  
2.4225 GHz  
2.450 GHz  
2.475 GHz  
2.500 GHz 
 
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
−−−
−−
−
−
=
105.0977.0410.0502.0
395.0234.0415.0237.0
861.0621.0998.0983.1
022.0064.0008.0000.1
X
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
−−
−
−
−
=
344.0182.0569.0273.0
141.0036.1391.0447.0
862.0825.0072.1292.2
033.0032.0078.0000.1
X
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
−
−−−
−
−−
=
167.0773.0180.0256.0
270.0106.0492.0013.0
648.0799.0812.0923.1
044.0034.0006.0000.1
X
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
−−−
−−−
−
−
=
273.0185.0570.0102.0
255.0726.0229.0011.0
682.0077.1762.0227.2
015.0060.0016.0000.1
X
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
−−−
−−
−
−
=
192.0581.0232.0048.0
099.0133.0621.0811.0
655.0094.1535.0098.2
013.0189.0043.0000.1
X
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
−
−−
−
−
=
213.0144.0763.0507.0
315.0656.0307.0199.0
767.0221.1514.0198.2
040.0128.0150.0000.1
X
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CHAPITRE 8 MESURES DU TAUX DE VIDE ET ANALYSE DES 
RÉSULTATS 
 
Dans ce chapitre nous allons présenter les mesures du taux de vide moyen que nous avons 
obtenues en utilisant l’instrument décrit dans les chapitres précédents. En particulier, nous avons 
effectué deux types de mesures différentes. D’abord nous avons mesuré les coefficients de 
réflexion complexe (i.e., parties réelles et imaginaires) en faisant varier le taux de vide moyen 
d’une colonne d’eau stagnante en augmentant la vitesse superficielle du gaz à l’entrée. Dans une 
deuxième étape, nous avons mesuré les coefficients de réflexion complexes pour un taux de vide 
fixe simulé par la présence de tiges en Plexiglas. On a observé la variation du coefficient de 
réflexion en changeant la position des tiges par rapport à l’antenne à l’intérieur de la même 
colonne. Cette dernière série de mesure nous a permis d’observer la possibilité d’obtenir de 
l’information sur la configuration de l’écoulement à partir de la lecture de ces coefficients. On 
rappelle que le système de mesure est sensible à une différence d’impédance induite par un 
changement de permittivité diélectrique ou de perméabilité magnétique. Ainsi, nous avons choisi 
un matériau dont les propriétés sont différentes de celles de l’eau afin qu’il puisse interagir avec 
l’onde. À cet égard, le plexiglas dont la permittivité diélectrique relative est de εr = 3 et la 
perméabilité magnétique relative µr = 1 nous a semblé approprié. De cette façon, nous pouvons 
observer qu’il est possible d’obtenir de l’information sur la position d’un corps à partir de la 
lecture de la phase du coefficient de réflexion tel que nous l’avons vu par la théorie à la section 
4.3.  
 
8.1 Mesures du taux de vide moyen 
Pour ce type de mesure, nous avons utilisé le taux d’onde stationnaire (TOS). Dans la 
technologie des lignes de transmission, ce taux est défini comme étant le rapport de l’amplitude 
du maximum d’une onde stationnaire à un nœud par rapport à son minimum à un nœud adjacent. 
Ce rapport se calcule à l’aide de la relation suivante : 
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TOS = VmaxVmin =
1+ Γ
1− Γ      (8.1) 
avec Γ, le coefficient de réflexion complexe. En d’autres termes, la relation (8.1) est également 
une mesure de l’adaptation d’impédance d’une charge à une ligne de transmission.  
La mesure du taux de vide est effectuée par lecture optique : une règle millimétrique est 
collée contre la paroi du tube vertical utilisé pour effectuer les essais. La hauteur de la colonne 
d’eau est mesurée lorsque le taux de vide est nul (ε = 0), c’est-à-dire en absence de bulles. Par la 
suite on mesure l’élévation de l’eau lorsque que le gaz circule dans le tube. De cette manière, le 
taux de vide est déterminé à partir de la relation suivante : 
)(
)0()(
ε
εε
ε
h
hh =−
=       (8.2) 
où h(ε) représente la hauteur de la colonne d’eau en fonction de la quantité de gaz. Ces mesures 
ont été effectuées en utilisant de l’eau et de l’air dans des conditions atmosphériques, c’est-à-dire 
à 20°C à pression de 1 bar. Lorsque le taux de vide devient important (>30%) le niveau d’eau 
fluctue beaucoup du aux remous causés par la présence des bulles d’eau s’agitant à la surface 
libre, ainsi il devient difficile de mesurer la hauteur de la colonne avec précision. Pour la mesure 
du débit d’air, nous disposons d’un rotamètre Gilmont GF-4340. De plus, tout au long des essais, 
nous avons maintenu la pression d’air à l’entrée constante (Pg = 30 psig). 
Pour la représentation des données, nous utilisons la vitesse superficielle (voir chapitre 1) qui 
est définie par :  
A
Q
j gg =       (8.3) 
où Qg est le débit du gaz (m3/s) et A la section de passage de la conduite (m2).  
Les essais ont été effectués en faisant varier le débit d’entre entre 0 et 50 cm3/sec. Pour 
chaque débit, nous avons mesuré le coefficient de réflexion du mélange diphasique. Afin de 
pouvoir normaliser la réponse du système entre la condition d’un tube ne contenant que de l’eau 
(ε = 0) et un tube ne contenant que de l’air (ε = 1) nous avons établi un coefficient de mesure R, 
fonction du TOS, c’est-à-dire R(TOS) : 
  
97 
)1()0(
)()0()(
=−=
−=
=
εε
εε
TOSTOS
TOSTOSTOSR     (8.4) 
où TOS(ε = 0), TOS(ε) et TOS(ε = 1) sont les taux d’onde stationnaire lorsque le tube ne contient 
que de l’eau, un mélange d’eau et d’air (taux de vide quelconque) et que de l’air.  
 
Les figures 8.1 et 8.2 montrent la réponse normalisée R calculée d’après l’équation 8.4 en 
fonction du taux de vide moyen déterminé selon la procédure décrit ci-haut. Pour faciliter la 
représentation des données nous avons utilisé une échelle logarithmique pour le taux de vide. Il 
faut mentionner que ces essais ont été effectués avec de l’eau stagnante, par conséquent il est 
impossible d’obtenir des taux de vide supérieur à 30%. La figure 8.1 montre clairement que la 
méthode de mesure proposée est appropriée pour la détermination des taux de vide relativement 
faibles, i.e., inférieures à 30%. De plus, on observe que la réponse n’est pas linéaire et elle 
comporte une variation importante à ε = 15%. Comme on peut l’observer, ce changement assez 
brusque se répète systématiquement dans l’ensemble des 4 mesures présentées dans la figure 8.1. 
 
Figure 8.1 : Réponse normalisée en fonction du taux de vide moyen. 
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Il est très possible que dans le cas d’une colonne d’eau stagnante, l’accroissement du débit 
d’air provoque un changement de configuration dans l’écoulement. Pour vérifier cette hypothèse 
nous avons répété les mêmes mesures et nous les avons représentées en fonction de la vitesse 
superficielle du gaz (voir équation 8.3). Les résultats ainsi obtenus sont présentés dans la figure 
8.2.  
 
Figure 8.2 : Réponse normalisée en fonction de la vitesse superficielle. 
 
On note clairement que dans l’intervalle 0.25 à 0.4 cm2/sec la réponse de l’instrument 
présente les mêmes caractéristiques que celles observées dans la figure 8.1. Il est intéressant de 
noter que le même comportement se reproduit dans les variations de la phase de la réponse 
calculée selon  en fonction du taux de vide et de la vitesse superficielle comme 
le montrent respectivement les figures 8.3 et 8.4.  
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Figure 8.3 : Phase de l’onde réfléchie en fonction du taux de vide. 
 
Figure 8.4 : Phase de l’onde réfléchie en fonction de la vitesse superficielle. 
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Pour confirmer l’hypothèse du changement de configuration, nous avons reproduit les mêmes 
conditions, i.e., taux de vide, vitesse superficielle, pression et température pour trois valeurs de 
débit d’air. Par la suite, nous avons collecté une série d’images photographiques qui sont 
présentées dans les figures 8.5 a,b et c. 
 
a) Qg = 10 cm3/sec.  b) Qg = 25 cm3/sec.  c) Qg = 60 cm3/sec. 
Figure 8.5 : Photographies de l’écoulement pour différents débit d’air. 
 
Pour de faibles débits d’air on note une distribution de bulles de faible diamètre dispersées 
dans une matrice de liquide (figure 8.5 a). Pour un débit d’air de 25 cm3/sec on observe la 
formation de structures de grande taille (poches d’air) accompagnées par des bulles de petite 
dimension (figure 8.5 b). Une augmentation substantielle du débit d’air, cependant, provoque la 
formation d’une structure assez compacte de type écume (figure 8.5 c). Ces images confirment 
que l’instrument proposé est sensible à la distribution spatiale de bulles de gaz dans une colonne 
liquide, c’est-à-dire qu’il permet en principe de détecter la configuration du mélange diphasique.  
En se basant sur ces caractéristiques, on a aussi proposé quelques mécanismes physiques qui 
peuvent être responsables d’un tel comportement. En particulier nous avons cherché quelques 
éléments de réponse en utilisant le phénomène de diffusion. À cet égard, nous avons étudié l’effet 
possible de la diffusion de Mie [66] et celle de Rayleigh (équation 4.35). Ces deux phénomènes 
sont discutés dans les paragraphes suivants. 
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a) Effet de diffusion de Mie : 
Tel que vu dans les sections 4.1 et 4.2, il est possible de calculer la permittivité diélectrique 
relative moyenne du mélange à partir de la mesure du coefficient de réflexion (i.e., de 
l’impédance) selon les équations 4.33 et 4.34 en ayant au préalable estimé une distance moyenne 
antenne-tube. L’interaction entre les ondes électromagnétiques et les bulles d’air constituant le 
mélange crée un phénomène de diffusion des ondes. En appliquant la relation de Lewin (équation 
4.37) à partir du calcul de la permittivité diélectrique moyenne précédemment calculée il est 
possible de déterminer le taux de vide de l’écoulement. Il faut mentionner que cette équation 
utilise la norme de la valeur complexe de la permittivité. Étant donné qu’il est difficile d’attribuer 
une distance antenne-tube du à la courbure du tube, on propose une technique pour estimer cette 
distance développée dans le prochain paragraphe.  
Cette technique consiste à recréer une nouvelle abaque de Smith à l’aide de la mesure de 2 
points caractéristiques : le point de court circuit et le centre de l’abaque. Par la suite, toutes les 
mesures seront recalculées par rapport à cette nouvelle abaque. Ainsi, dans un premier temps, on 
recouvre la paroi intérieure du tube d’un matériau métallique, ici de l’aluminium et on effectue 
une mesure du coefficient de réflexion : cette valeur correspond alors à notre nouveau point de 
court circuit. La mesure de cette impédance va correspondre au point de court circuit dans notre 
nouveau repère. Dans un second temps, on mesure le coefficient de réflexion lorsque l’antenne 
est placée devant un tube vide. Cette mesure correspond au point se trouvant au centre de notre 
nouvelle abaque. Comme il se trouve que notre antenne est adaptée à un tube vide, cela fait en 
sorte que ce point est déjà très proche de la charge adaptée. Les résultats de ces mesures sont 
présentés dans l’abaque de la figure 8.6, où les indications ‘int’ et ‘ext’ représentent des mesures 
qui ont été effectuées avec un matériau placé sur la paroi intérieure ou extérieure du tube. 
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Figure 8.6 : Mesures de coefficients de réflexion de différents matériaux placés autour du tube. 
 
Une fois ces mesures effectuées, on procède à l’élaboration de la nouvelle abaque où le point 
correspondant à la mesure d’un tube d’aluminium devient le point de court circuit et le point de 
correspondant à la mesure d’un tube vide devient le centre de l’abaque. La nouvelle abaque est 
présentée à la figure 8.7. Sur cette figure on rajoute la mesure théorique du coefficient de 
réflexion de l’eau en appliquant l’équation 4.32, pour une distance x = 0. On remarque néanmoins 
une certaine différence entre le coefficient de réflexion mesuré de l’eau et le coefficient de 
réflexion théorique de l’eau.  
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Figure 8.7 : Nouvelle abaque de Smith corrigée. 
 
On note les limites de cette méthode; la formule 4.34 nous montre que la permittivité relative 
en fonction de la mesure de Г ne suit pas une loi linéaire. Une petite variation de Г peut entrainer 
de grosses fluctuations sur le calcul de la permittivité. En effet, le calcul de la permittivité de 
l’eau à l’aide de ce nouveau repère nous donne une valeur de εreau = 8.31 + 13.50i, pour une 
valeur réelle de εreau = 79 + 11i [56]. Bien que les 2 points correspondants au Г théorique et 
expérimental soient relativement proches l’un de l’autre, la différence dans le résultat est grande. 
Ce que l’on peut faire est appliquer une 2ème correction par le biais d’une rotation et d’un facteur 
multiplicatif pour faire en sorte que le Г expérimental soit le même que la valeur théorique. Bien 
que théoriquement il soit possible de déterminer la permittivité relative d’un matériau avec 
l’utilisation d’une antenne et d’un réflectomètre six-ports, on conclut que ce n’est pas la meilleure 
façon de procéder. En réalité avec le bruit induit par les mesures, le fait qu’une partie de l’onde 
émise ne retourne pas vers l’antenne mais est réfléchie dans toutes les directions et la géométrie 
du milieu environnant, nous nous retrouvons avec beaucoup d’incertitudes dans les mesures. Les 
valeurs calculées risquent de se trouver éloignées de la réalité. C’est pourquoi nous décidons de 
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normaliser les valeurs de permittivité mesurées à différents taux de vide par rapport à la 
mesure d’un tube ne contenant que de l’eau (i.e., taux de vide = 0). Nous n’utilisons pas la valeur 
de la permittivité en tant que telle, mais préférons observer la (variation) de la permittivité par 
rapport à un tube ne contenant que de l’eau. Il reste préférable d’utiliser d’autres techniques telles 
que l’utilisation d’une cavité résonnante pour mesurer des permittivités diélectriques avec 
précision.  
En supposant que la permittivité diélectrique relative moyenne d’un mélange en fonction du 
taux de vide suit la loi de pondération suivante, il est possible de comparer nos mesures 
expérimentales de permittivité avec le taux de vide réel calculé selon la relation donnée par : 
( ) eauairmoyen videTauxvideTaux εεε _1_ −+=    (8.5) 
Sur la figure 8.8 sont tracées la fonction correspondant à la relation 8.5, la relation de Lewin 
(équation 4.27), et la relation de Lewin à partir des mesures expérimentales.  
 
Figure 8.8 : Permittivité diélectrique relative en fonction du taux de vide. 
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Cette figure montre que pour des taux de vide inférieur à 10% la relation de Lewin est un 
bon modèle théorique. Cependant, dû au probable changement de configuration du mélange 
diphasique, à partir de 10% de taux de vide, on observe un grand écart entre le taux de vide réel 
et le taux de vide utilisant la fonction de Lewin. Sur la figure 8.9 on compare les mesures 
expérimentales avec le taux de vide réel mesuré pendant l’expérience.  
 
Figure 8.9 : Taux de vide en fonction de la vitesse superficielle de l’écoulement. 
À partir de cette figure on remarque que la relation de Lewin semble fiable pour des taux de 
vide inférieur à 10%. Pour des taux de vide plus élevés, on observe le même phénomène que pour 
les courbes précédentes, soit un pic local, une décroissance suivie d’une croissance. Ce 
phénomène de décroissance de courbe peut être attribué aux hypothèses suivantes : 
• Effet des matériaux ayant de fortes pertes abordé à la partie 4.2. La figure 4.4 montre que 
pour certains matériaux absorbants, il est possible de mesurer des valeurs de permittivité 
diélectrique supérieure au matériau ayant la plus forte permittivité. C’est ce qui semble se 
produire à la figure 8.8 où l’on voit que pour un taux de vide de 16%, la valeur de la 
permittivité est supérieure (105%) à la permittivité d’un tube ne contenant que de l’eau. 
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• Un changement de type et/ou de géométrie de l’écoulement. La relation de Lewin et de 
manière générale, les lois de mélange supposent un mélange homogène. Jusqu’à un taux de 
vide de 10%, les mesures expérimentales suivent le modèle théorique, ce qui laisse supposer 
que la répartition des bulles d’air est homogène dans l’écoulement. À partir d’un taux de vide 
de 10% la permittivité diélectrique moyenne que l’on mesure croit alors même que le taux de 
vide continue d’augmenter, laissant supposer que le système de mesure détecte de moins en 
moins d’air. La présence d’eau atténue fortement l’onde électromagnétique, le signal mesuré 
par le réflectomètre concerne donc principalement la couche d’eau située sur les bords de la 
paroi du tube, c'est-à-dire au plus proche de l’antenne. Ainsi, on peut imaginer que les bulles 
d’air ne sont plus réparties de façon homogène dans le tube et qu’elles sont concentrées au 
centre du tube, laissant moins de bulles en périphérie du tube. Cela résulte en un écoulement 
ayant la même forme qu’un écoulement de type ‘churn’ ou ‘annular’ flow (figure 2.1). Le 
réflectomètre mesure ainsi une présence moins importante de gaz, d’où la réponse que nous 
observons. La répartition des bulles de façon homogène et non homogène dans une section du 
tube peut être représentée par les 3 schémas de la figure 8.10. 
 
Figure 8.10 : Répartition des bulles dans une section du tube. a) taux de vide faible, vitesse 
superficielle du gaz faible, répartition homogène. b) taux de vide élevé, vitesse superficielle du 
gaz élevé, répartition non homogène. c) taux de vide très élevé, vitesse superficielle du gaz très 
élevée, répartition de type ‘écume’. 
 
b) Effet de diffusion de Rayleigh 
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Tel qu’expliqué à la section 4.2, la diffusion de Rayleigh (équation 4.35) est un cas 
particulier de la diffusion de Mie et concerne des particules sphériques ayant un diamètre 
inférieur à la longueur d’onde de la radiation utilisée. On peut alors supposer que la réponse du 
coefficient de réflexion donné par les figures 8.1 à 8.4 dépend non seulement du nombre de 
bulles présentes dans l’eau mais surtout de la dimension des bulles. On peut estimer un diamètre 
moyen des bulles d’air pour différents taux de vide, à l’aide des clichés de la figure 8.5 et 
d’autres photographies complémentaires. Suite aux observations effectuées à partir des 
photographies, une relation liant le diamètre moyen des bulles d’air en fonction du taux de vide 
est ajustée par un polynôme et montrée à la figure 8.11. On note que le diamètre des bulles varie 
entre 3.5 mm et 6 mm, résultat semblables à la dimension des bulles d’air observées sur les 
clichés. 
 
 
 
 
 
 
 
 𝑑 = −2.70ε! + 2.58𝜀! − 0.78𝜀! + 0.08𝜀 
 
Figure 8.11 : Diamètre moyen observé des bulles d’air en fonction du taux de vide. 
En utilisant la relation 4.35 il est possible de mesurer l’intensité diffusée par les bulles d’air 
dont le diamètre varie suivant le polynôme ajusté à la figure 8.11 en fonction du taux de vide, 
c’est-à-dire en fonction du nombre de bulles d’air présentes dans le mélange. On montre que 
l’intensité diffusée par les bulles en fonction du taux de vide s’écrit comme suit : 
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où const correspond à la partie en θ dans la relation 4.35 intégrée entre -15° et +15°, λ la 
longueur d’onde dans l’eau à une fréquence de 2.45 GHz, n l’indice de réfraction de l’eau, d le 
diamètre de la particule sphérique variant selon le taux de vide, ϕ le diamètre du tube, l la 
longueur de tube à l’intérieur duquel les bulles sont comptées et ε le taux de vide. La relation 8.6 
combinée avec la fonction de la figure 8.11 est tracée sur la figure 8.12 en compagnie des points 
expérimentaux avec des valeurs de n = 8.88, ϕ  = 68.5 mm, l = 5 cm, λ = 1.36 cm. On note la 
similitude entre le modèle proposé et les résultats expérimentaux.  
 
Figure 8.12 : Diffusion de Rayleigh par les bulles d’air selon le modèle proposé. Les mesures 
expérimentales sont tracées à titre de comparaison. 
 
La possibilité d’utiliser l’information donnée par la phase du coefficient de réflexion Γ pour 
déduire la configuration nous a conduit à effectuer une nouvelle série d’expériences. Dans ce cas, 
nous avons maintenu un taux de vide fictif constant en remplaçant l’eau par de l’air et les bulles 
par des tiges de Plexiglas. Les résultats de ces expériences sont présentés dans la section suivante.  
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8.2 Mesures à taux de vide fixe 
Pour ce type de mesure, nous avons simulé la présence de bulles à l’aide de tige en Plexiglas 
dont la permittivité est similaire à celle de l’air. Le taux de vide est fixe et constant lors des 
manipulations. Pour ces expériences, on s’est intéressé à l’influence de la position des tiges sur la 
réponse du coefficient de réflexion. Pour ce faire nous avons tourné une tige en Plexiglas en 
suivant le contour intérieur du tube. Cette expérience est effectuée dans un premier temps avec 
une tige dans un tube ne contenant que de l’air et dans un second temps en présence d’eau. Le 
parcours de la tige est schématisé dans la figure 8.13 : 
 
Figure 8.13 : Parcours de la tige en Plexiglas. à l’intérieur du tube. 
 
La figure 8.13 montre le parcours de la tige au sein du tube. La distance antenne-tige que 
nous avons utilisée par la suite se calcule à l’aide du théorème d’Al-Kashi dont l’expression est : 
θ
θ
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     (8.6) 
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où R est la distance du centre du tube à l’antenne (rayon extérieur du tube + espace entre 
l’antenne et le tube) r est la distance du centre du tube à la tige et θ est l’angle entre la normale à 
l’antenne et la tige par rapport au centre du tube.  
 
8.2.1 Tube ne contenant que de l’air avec une tige en Plexiglas 
Les graphiques représentés à la figure 8.14 montrent la réponse de la phase de l’onde 
réfléchie d’après la procédure décrite à la figure 8.13. Ces essais ont été effectués dans un tube 
vide. On a fait varier la position de la tige d’un incrément θ de 5 degrés entre chaque mesure et 
l’expérience a été répétée quatre fois.  
 
Figure 8.14 : Phase de Г par rapport à l’origine (0,0), en fonction de l’angle θ. 
 
La deuxième partie de la figure 8.14 montre que la réponse de la phase de l’onde réfléchie est 
symétrique par rapport à un angle de 0°, selon que la tige se trouve du côté droit de l’antenne ou 
du côté gauche, ce qui semble logique, le diagramme de rayonnement de l’antenne étant lui aussi 
symétrique (voir figure 5.19). Par lecture de la phase de l’onde réfléchie, on remarque qu’il est 
-200 0 200 400 600 800 1000 1200 1400
-200
-100
0
100
200
Angle θ (°)
Ph
as
e 
de
 Γ
 (°
)
-200 -150 -100 -50 0 50 100 150 200
-200
-100
0
100
200
Angle θ (°)
Ph
as
e 
de
 Γ
 (°
)
  
111 
possible de déterminer la position de la tige à l’intérieur du tube, la réponse étant fonction de 
l’angle θ. La figure 8.15 montre la réponse du coefficient de réflexion d’une (pour une meilleure 
visibilité) des quatre expériences montrées à la figure 8.14. Veuillez noter que les cercles noirs 
représentent les positions de Г avant et après la série de mesure lorsque le tube ne contient que de 
l’air, sans tige.  
 
Figure 8.15 : Coefficient de réflexion Γ lorsque la tige parcourt un tour complet dans le tube. 
 
De la même manière qu’à la figure 8.14, on observe à la figure 8.15 que la réponse du 
coefficient de réflexion est la même lorsque la tige s’approche ou s’éloigne de l’antenne. À partir 
de ces données, en procédant à un changement de repère nous translatons les données afin que 
l’origine du repère corresponde aux cercles de la figure 8.15, c’est-à-dire au coefficient de 
réflexion d’un tube vide ne contenant pas de tige. En calculant la phase de ces données par 
rapport au nouveau repère, les résultats sont tracés dans la figure 8.16. 
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Figure 8.16 : Phase de Г en fonction de la distance de la tige à l’antenne dans le nouveau repère. 
 
La figure 8.16 montre un résultat dont le comportement est monotone, ce qui prouve qu’il est 
possible de mesurer précisément la position d’une tige dans le tube en procédant à un changement 
de repère suite à la mesure du coefficient de réflexion d’un tube vide. À titre de comparaison, les 
données de la simulation effectuées à la section 4.3 (tirées de la figure 4.14) ont été inclus dans la 
figure 8.16 et montrent une pente semblable aux résultats expérimentaux. On observe cependant 
un déphasage dont les raisons peuvent être les suivantes : 
• Déphasage aléatoire induit par les propriétés de l’antenne patch.  
• Facteur manquant lors de la simulation et/ou distances utilisées inexactes lors de la 
simulation. 
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8.2.2 Tube ne contenant que de l’eau avec une tige en Plexiglas 
Les mêmes mesures qu’à la section 8.2.1 ont été effectuées à la différence près que la tige se 
trouve dans le tube rempli d’eau. Une des particularités de l’eau est la forte atténuation qu’elle 
produit aux micro-ondes. La figure 8.17 montre la réponse de la phase de l’onde réfléchie en 
fonction de la position de la tige. On remarque sur cette figure que l’instrument reste sensible aux 
variations de la position de la tige surtout lorsque la tige se trouve à proximité de l’antenne c’est-
à-dire proche de l’angle 0°, entre -50° et 50°).  
 
Figure 8.17 : Phase de l’onde réfléchie en fonction de la position de la tige dans un tube contenant 
de l’eau. 
 
La figure 8.18 montre la réponse du coefficient de réflexion selon l’emplacement de la tige 
dans le tube. Contrairement à l’expérience de la figure 8.15, la parcours de la tige dans la section 
d’essais est moins évidente; on détecte seulement la présence de la tige lorsque celle-ci est proche 
de l’antenne, en témoigne la variation importante du coefficient de réflexion Γ. Autrement, la 
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réponse se trouve confondue avec la réponse du coefficient de réflexion d’un tube sans tige ne 
contenant que de l’eau, représenté par un cercle noir à la figure 8.15.  
 
 
Figure 8.18 : Coefficient de réflexion lorsque la tige parcourt un tour complet dans le tube 
contenant de l’eau. 
 
Tel qu’étudié à la section 4.3, l’eau absorbe fortement les radiations électromagnétiques 
rendant le signal du coefficient de réflexion du mouvement d’une tige difficile à déceler lorsque 
la distance antenne-tige dépasse quelques longueurs d’onde. Sur la figure 8.19 on trace la 
variation de la phase du signal réfléchi selon le même changement de repère expliquée à la 
section 8.2.1. Pour cette expérience, on remarque cependant qu’il est possible d’obtenir une 
courbe quasi-monotone associant une valeur de phase pour une distance tige-antenne donnée. 
Ceci montre qu’il est important d’étalonner le système en faisant une mesure de la réponse du 
coefficient de réflexion du tube rempli d’eau ne contenant pas d’air avant d’effectuer les mesures 
en présence d’une tige. Par la suite, les mesures de la phase de l’onde réfléchie en présence de la 
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tige sont effectuées en considérant que l’origine du repère correspond au coefficient de 
réflexion d’un tube vide.  
 
Figure 8.19 : Phase de Г en fonction de la distance tige-antenne. 
 
Comparé à la figure 8.16, on remarque que la phase varie plus rapidement en fonction de la 
distance antenne tige, due au fait que la longueur d’onde est plus petite, tel que montré à la 
section 4.3. Cependant, les résultats de cette figure ne ressemblent pas aux simulations montrées 
à la figure 4.13. Un paramètre important non considéré lors des simulations est le fait que l’onde 
émise par l’antenne n’a pas la même puissance dans toutes les directions (voir figure 5.17). Au 
cours de nos manipulations, la tige ne se déplace pas selon la normale à l’antenne tel que simulé, 
mais se déplace suivant les contours de la paroi du tube, variant ainsi la distance de la tige par 
rapport à la normale à l’antenne, et variant par la même occasion la puissance de l’onde reçue et 
réfléchie par l’antenne. 
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CONCLUSION 
 
Au cours de ce travail de maîtrise, nous avons développé un système de réflectomètre six-
ports permettant la mesure du taux de vide d’un écoulement diphasique gaz-liquide de façon non-
invasive. Ce système fonctionnant à une fréquence de 2.45 GHz calcule le coefficient de 
réflexion complexe d’une charge ou d’un milieu de propagation à partir de la mesure de l’onde 
réfléchie. La réflexion des ondes électromagnétiques est induite par un changement d’impédance 
du milieu de propagation fonction de la permittivité diélectrique et de la perméabilité magnétique 
du milieu.  
Le modèle théorique d’éléments distribués que nous avons appliqué à cette fréquence a 
montré que de l’information concernant l’impédance et la position de la charge était contenue 
dans l’intensité mais aussi dans la phase de l’onde réfléchie. Cette information pouvait être 
exploitée avec les parties réelle et imaginaire du coefficient de réflexion complexe. À cet égard, 
on a modélisé le parcours d’une onde électromagnétique se propageant dans de l’eau et 
réfléchissant à l’interface d’une bulle d’air. On a ainsi confirmé le fait que la position des bulles 
influence la phase et que la quantité de bulle influence l’intensité de l’onde réfléchie.  
Suite à ces observations, un réflectomètre six-ports construit en utilisant des lignes de 
transmission a été mis au point et étalonné à 6 fréquences autour de 2.45 GHz. Ce système 
comprenait un oscillateur, un amplificateur isolateur, un atténuateur, une antenne de type ‘patch’ 
et quatre détecteurs logarithmiques positionnés aux quatre ports de lecture du six-ports. Le 
processus d’étalonnage de l’instrument a résulté en un réflectomètre ayant une erreur de mesure 
de moins de 2%.  
Ainsi, en positionnant l’antenne contre la paroi d’un tube vertical rempli d’un mélange d’eau 
et de bulles d’air, on a pu mesurer des variations de taux de vide de l’écoulement par lecture de 
l’intensité et de la phase du coefficient de réflexion. Similairement, en se servant de tiges en 
Plexiglas pour simuler des bulles d’air dans une location précise du tube, on a mesuré des 
variations dans le signal réfléchi en faisant tourner la tige à l’intérieur du tube. On a pu conclure 
que le système était sensible à différentes configurations d’écoulement. Cependant, due à la 
nature fortement absorbante de l’eau, la détection de gaz dans un écoulement liquide est possible 
jusqu’à une distance de quelques longueurs d’onde dans le mélange avant que le signal réfléchi 
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ne soit trop faible et indétectable. La détection de bulles ou d’objet est donc plus efficace à 
proximité de l’antenne. Cette particularité a néanmoins permis d’émettre l’hypothèse d’un 
changement dans le type de l’écoulement lorsque le taux de vide approchait les 10%. Cette 
hypothèse nous a amené à prendre des photographies du tube à différents taux de vide. Suite à 
cela, on a observé que selon le taux de vide du mélange, la répartition et la dimension des bulles 
d’air évoluait. En s’inspirant du modèle de diffusion de Rayleigh et à l’aide de ces observations, 
on a extrapolé une relation liant le taux de vide de l’écoulement avec l’intensité réfléchie diffusée 
par les bulles d’air dont la réponse correspondait aux mesures expérimentales.  
De part la nature innovante et originale de ce travail de maitrise, ce projet laisse la porte 
ouverte a beaucoup de modifications et d’améliorations : pour répondre à la particularité 
absorbante de l’eau, il serait intéressant dans des projections futures de faire intervenir une 2ème 
fréquence dans les mesures. Les ondes électromagnétiques ne répondant pas de la même façon 
aux propriétés de l’eau selon leur fréquence, cela permettrait d’observer un autre comportement 
de l’onde et ainsi obtenir un complément d’information sur la nature ou la configuration de 
l’écoulement. De la même façon, l’utilisation d’une source d’émission plus puissante permettrait 
à l’onde une progression plus lointaine dans le mélange afin d’augmenter la distance de détection 
d’un objet ou d’une bulle. Enfin, l’utilisation d’autres sortes d’antennes, soit des antennes 
coniques ou un réseau d’antenne de type ‘phase array’ permettrait de réduire ou d’optimiser le 
faisceau d’émission afin d’effectuer des mesures sur une portion beaucoup plus étroite et 
localisée du tube afin d’avoir des mesures plus localisées. 
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ANNEXE 1 – Programme d’étalonnage Matlab 
 
%programme de calibration 
  
  
%%%%%%%%%%%% CALIBRATION A 4 
CHARGES%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
clear all 
close all 
  
for kk=1:1 
[gamma,Puissance]=donnees_puissances21_03_11(kk); 
[nbre_std rien]=size(gamma); 
partition=nchoosek(1:1:nbre_std,4); 
itermax=5000; 
  
for z=1:length(partition) 
    a=partition(z,1); 
    b=partition(z,2); 
    c=partition(z,3); 
    d=partition(z,4); 
%charges de calibration: 
G=ones(4); 
%charge 1 
%G(1,:)=[1 norme^2 R Im]; 
G(1,:)=[1,gamma(a,:)]; 
  
%charge 2 
%G(2,:)=[1 norme^2 R Im]; 
G(2,:)=[1,gamma(b,:)]; 
  
%charge 3 
%G(3,:)=[1 norme^2 R Im]; 
G(3,:)=[1,gamma(c,:)]; 
  
%charge 4 
%G(4,:)=[1 norme^2 R Im]; 
G(4,:)=[1,gamma(d,:)]; 
  
%puissances mesurées sur le port 1 à chaque charge: 
%P1=[a,b,c,d]; 
P1=Puissance(1,[a,b,c,d]); 
P1=diag(P1); 
  
%puissances mesurées sur le port 2 à chaque charge: 
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%P2=[a,b,c,d]; 
P2=Puissance(2,[a,b,c,d]); 
P2=diag(P2); 
  
%puissances mesurées sur le port 3 à chaque charge: 
%P3=[a,b,c,d]; 
P3=Puissance(3,[a,b,c,d]); 
P3=diag(P3); 
  
%puissances mesurées sur le port 4 à chaque charge: 
%P4=[a,b,c,d]; 
P4=Puissance(4,[a,b,c,d]); 
P4=diag(P4); 
  
H2=G^-1*P2*P1^-1*G; 
H3=G^-1*P3*P1^-1*G; 
H4=G^-1*P4*P1^-1*G; 
  
  
  
%calcul des coefficients alpha et beta: 
for u=1:4 
    alpha(2,u)=H2(3,u)^2+H2(4,u)^2-4*(H2(1,u)*H2(2,u)); 
    alpha(3,u)=H3(3,u)^2+H3(4,u)^2-4*(H3(1,u)*H3(2,u)); 
    alpha(4,u)=H4(3,u)^2+H4(4,u)^2-4*(H4(1,u)*H4(2,u)); 
end 
     
for v=1:4 
    for u=1:3 
        if u<v 
            beta2(u,v)=H2(3,u)*H2(3,v)+H2(4,u)*H2(4,v)-
2*(H2(1,u)*H2(2,v)+H2(2,u)*H2(1,v)); 
            beta3(u,v)=H3(3,u)*H3(3,v)+H3(4,u)*H3(4,v)-
2*(H3(1,u)*H3(2,v)+H3(2,u)*H3(1,v)); 
            beta4(u,v)=H4(3,u)*H4(3,v)+H4(4,u)*H4(4,v)-
2*(H4(1,u)*H4(2,v)+H4(2,u)*H4(1,v)); 
        end 
    end 
end 
  
  
%methode de Newton - Raphson 
%points de départ: 
count=0; 
Xold=1; 
john=0; 
while john==0 && count<itermax 
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    if count==0 
        X=[0;0;0]; 
    end 
  
  
    
F(1,1)=alpha(2,1)+alpha(2,2)*X(1)^2+alpha(2,3)*X(2)^2+alpha(2,4)*
X(3)^2+2*beta2(2,3)*X(1)*X(2)+(beta2(2,4)*X(1)*X(3)+beta2(3,4)*X(
2)*X(3)+beta2(1,2)*X(1)+beta2(1,3)*X(2)+beta2(1,4)*X(3)); 
    
F(2,1)=alpha(3,1)+alpha(3,2)*X(1)^2+alpha(3,3)*X(2)^2+alpha(3,4)*
X(3)^2+2*beta3(2,3)*X(1)*X(2)+(beta3(2,4)*X(1)*X(3)+beta3(3,4)*X(
2)*X(3)+beta3(1,2)*X(1)+beta3(1,3)*X(2)+beta3(1,4)*X(3)); 
    
F(3,1)=alpha(4,1)+alpha(4,2)*X(1)^2+alpha(4,3)*X(2)^2+alpha(4,4)*
X(3)^2+2*beta4(2,3)*X(1)*X(2)+(beta4(2,4)*X(1)*X(3)+beta4(3,4)*X(
2)*X(3)+beta4(1,2)*X(1)+beta4(1,3)*X(2)+beta4(1,4)*X(3)); 
  
    
jacob(1,1)=2*alpha(2,2)*X(1)+2*beta2(2,3)*X(2)+beta2(2,4)*X(3)+be
ta2(1,2); 
    
jacob(1,2)=2*alpha(2,3)*X(2)+2*beta2(2,3)*X(1)+beta2(2,4)*X(3)+be
ta2(1,3); 
    
jacob(1,3)=2*alpha(2,4)*X(3)+beta2(2,4)*X(1)+beta2(3,4)*X(2)+beta
2(1,4); 
     
    
jacob(2,1)=2*alpha(3,2)*X(1)+2*beta3(2,3)*X(2)+beta3(2,4)*X(3)+be
ta3(1,2); 
    
jacob(2,2)=2*alpha(3,3)*X(2)+2*beta3(2,3)*X(1)+beta3(2,4)*X(3)+be
ta3(1,3); 
    
jacob(2,3)=2*alpha(3,4)*X(3)+beta3(2,4)*X(1)+beta3(3,4)*X(2)+beta
3(1,4); 
  
    
jacob(3,1)=2*alpha(4,2)*X(1)+2*beta4(2,3)*X(2)+beta4(2,4)*X(3)+be
ta4(1,2); 
    
jacob(3,2)=2*alpha(4,3)*X(2)+2*beta4(2,3)*X(1)+beta4(2,4)*X(3)+be
ta4(1,3); 
    
jacob(3,3)=2*alpha(4,4)*X(3)+beta4(2,4)*X(1)+beta4(3,4)*X(2)+beta
4(1,4); 
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    if sum(abs(Xold-X))>10^-6 
        Xold=X; 
        X=X-jacob^-1*F; 
    else 
        john=1; 
    end 
  
    count=count+1; 
end 
C1=[1, X']; 
  
C=[]; 
C(1,:)=C1; 
C(2,:)=H2*C1'; 
C(3,:)=H3*C1'; 
C(4,:)=H4*C1'; 
  
C2=C^-1; 
%calibration faite 
  
%Pour un DUT quelconque: 
%puissances mesurées à chaque port: 
  
inc2=1; 
for inc=1:length(Puissance) 
    if inc~=a && inc~=b && inc~=c && inc~=d 
        PP=Puissance(:,inc); 
        
        R=(C2(3,:)*PP)/(C2(1,:)*PP); 
        Im=(C2(4,:)*PP)/(C2(1,:)*PP); 
        resul(1+3*(inc2-1),z)=abs(gamma(inc,2)-R);  %erreur en 
'x' 
        resul(2+3*(inc2-1),z)=abs(gamma(inc,3)-Im); %erreur en 
'y' 
        resuldistance(inc2,z)=((resul(1+3*(inc2-
1),z))^2+(resul(2+3*(inc2-1),z))^2)^0.5; %erreur sur la distance 
        inc2=inc2+1; 
    end    
end 
comptage(1,z)=count 
  
étalonnage1(1:4,z)=C2(1,:); 
étalonnage1(5:8,z)=C2(2,:); 
étalonnage1(9:12,z)=C2(3,:); 
étalonnage1(13:16,z)=C2(4,:); 
  
end 
resul; 
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comptage; 
%on enleve les resultats dont la convergence n'a pas convergé en 
itermax 
%itérations. 
inc2=1; 
for inc=1:length(comptage) 
    if comptage(1,inc)<(itermax-1) 
        comp(:,inc2)=resul(:,inc); 
        resuldistance2(:,inc2)=resuldistance(:,inc); 
        comptage2(1,inc2)=inc; 
        étalonnage2(:,inc2)=étalonnage1(:,inc); 
        inc2=inc2+1; 
    end 
end 
comp; 
  
  
%on peut affiner encore en gardant les resultats dont les erreurs 
absolues sont 
%les plus petites.  
%on fait pareil pour le vecteur resuldistance  (x^2+y^2)^0.5 
  
[comp2,comptage3]=minimum(comp,comptage2,0.0001); 
[resuldistance3,comptage3_2]=minimum(resuldistance2,comptage2,0.0
001); 
  
  
%%%% On check quels sont les meilleurs resultats parmi les 2 
derniers tests: 
  
for h=1:((length(comp2)-1)/3+1) 
    comp3(h)=(comp2(3*h-2)^2+comp2(3*h-1)^2)^0.5; 
end 
  
if max(resuldistance3)<max(comp3)  
    if sum(resuldistance3)<sum(comp3) 
        resuldistance3 
        comptage3=comptage3_2; 
    else 
        resuldistance3 
        comp3 
    end 
elseif sum(resuldistance3)>sum(comp3) 
    comp3 
else 
    resuldistance3 
    comp3 
end 
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étalonnage1(:,comptage3) 
  
 %%%%%%%%%%%%%%%%%%%%prochaine étape: affichage de resultats sur 
graphique 
if length(comp2(1,:))==1 
        figure 
        
plot(gamma(partition(comptage3,:),2),gamma(partition(comptage3,:)
,3),'*'); 
        hold on; 
  
 inc2=1; 
    for k=1:length(gamma) 
        if k~=partition(comptage3,1) && k~=partition(comptage3,2) 
&& k~=partition(comptage3,3) && k~=partition(comptage3,4) 
            gamma1(inc2,2)=gamma(k,2); 
            gamma1(inc2,3)=gamma(k,3); 
            inc2=inc2+1; 
        end 
    end 
    plot(gamma1(:,2),gamma1(:,3),'r*') 
     
    %for k=1:length(resul) 
    x=ones(4); 
    x(1,:)=étalonnage1(1:4,comptage3); 
    x(2,:)=étalonnage1(5:8,comptage3); 
    x(3,:)=étalonnage1(9:12,comptage3); 
    x(4,:)=étalonnage1(13:16,comptage3); 
     
    for k=1:length(Puissance) 
        if k~=partition(comptage3,1) && k~=partition(comptage3,2) 
&& k~=partition(comptage3,3) && k~=partition(comptage3,4) 
            PP=Puissance(:,k); 
            R=(x(3,:)*PP)/(x(1,:)*PP); 
            Im=(x(4,:)*PP)/(x(1,:)*PP); 
            rep(k,1)=R; 
            rep(k,2)=Im; 
             
            plot(rep(k,1),rep(k,2),'+r'); 
            hold on 
        end 
    end 
title('\fontname{Arial} Résultats d’étalonnage en utilisant 4 
standards; Pinj = 6 dBm, f=2.45GHz, VNA:HP8753D','FontSize',12); 
legend('points utilisées pour l’étalonnage','valeurs exactes 
(analyseur de réseau)','valeurs trouvées à l aide du étalonnage 
(six-ports)','Location','SouthOutside') 
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plot(zeros(1,10),linspace(-1,1,10)); 
hold on 
plot(linspace(-1,1,10),zeros(1,10)); 
hold on 
xlabel('\Gamma réel') 
ylabel('\Gamma imaginaire') 
theta=linspace(0,2*pi,360); 
radius=ones(1,360); 
polar(theta,radius) 
hold off 
end 
  
  
clear all 
end 
  
%________________________________________________________________
_________% 
%%%%%%%%%%%%%%%%%%%%% CALIBRATION A 5 CHARGES 
%%%%%%%%%%%%%%%%%%%%%%%% 
%________________________________________________________________
_________% 
for kk=1:1 
[gamma,Puissance]=donnees_puissances21_03_11(kk); 
[nbre_std rien]=size(gamma); 
  
 partition=nchoosek(1:1:nbre_std,5); 
  
 for z=1:length(partition) 
     a=partition(z,1); 
     b=partition(z,2); 
     c=partition(z,3); 
     d=partition(z,4); 
     e=partition(z,5); 
% %charges de calibration: 
% G=ones(4); 
% %charge 1 
% %G(1,:)=[1 norme^2 R Im]; 
 G(1,:)=[1,gamma(a,:)]; 
%  
% %charge 2 
% %G(2,:)=[1 norme^2 R Im]; 
 G(2,:)=[1,gamma(b,:)]; 
%  
% %charge 3 
% %G(3,:)=[1 norme^2 R Im]; 
 G(3,:)=[1,gamma(c,:)]; 
%  
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% %charge 4 
% %G(4,:)=[1 norme^2 R Im]; 
 G(4,:)=[1,gamma(d,:)]; 
  G(5,:)=[1,gamma(e,:)]; 
%  
% %puissances mesurées sur le port 1 à chaque charge: 
% %P1=[a,b,c,d]; 
 P1=Puissance(1,[a,b,c,d,e]); 
%  
% %puissances mesurées sur le port 2 à chaque charge: 
% %P2=[a,b,c,d]; 
 P2=Puissance(2,[a,b,c,d,e]); 
%  
% %puissances mesurées sur le port 3 à chaque charge: 
% %P3=[a,b,c,d]; 
 P3=Puissance(3,[a,b,c,d,e]); 
%  
% %puissances mesurées sur le port 4 à chaque charge: 
% %P4=[a,b,c,d]; 
 P4=Puissance(4,[a,b,c,d,e]); 
  
  
P=[P1;P2;P3;P4]; 
  
  
%grosse matrice : 
  
A1=zeros(15); 
for k=0:3:12 
    for j=1:3 
        for i=1:3 
            A1(k+i,j)=P(j+1,(k+3)/3)*G((k+3)/3,i+1); 
        end 
    end 
end 
  
for k=0:3:12 
    for i=1:3 
        for j=1:4 
            A1(k+i,j+3+4*(i-1))=-P(j,(k+3)/3); 
        end 
    end 
end 
A1; 
  
B=[]; 
  
for h=1:3:13 
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    for k=1:3 
        B(k+h-1,1)=-P(1,ceil(h/3))*G(ceil(h/3),k+1); 
    end 
end 
  
A=zeros(15); 
A(1,1:7)=[P(2,1)*G(1,2),P(3,1)*G(1,2),P(4,1)*G(1,2),-P(1,1),-
P(2,1),-P(3,1),-P(4,1)]; 
A(2,1:11)=[P(2,1)*G(1,3),P(3,1)*G(1,3),P(4,1)*G(1,3),0,0,0,0,-
P(1,1),-P(2,1),-P(3,1),-P(4,1)]; 
A(3,1:15)=[P(2,1)*G(1,4),P(3,1)*G(1,4),P(4,1)*G(1,4),0,0,0,0,0,0,
0,0,-P(1,1),-P(2,1),-P(3,1),-P(4,1)]; 
  
A(4,1:7)=[P(2,2)*G(2,2),P(3,2)*G(2,2),P(4,2)*G(2,2),-P(1,2),-
P(2,2),-P(3,2),-P(4,2)]; 
A(5,1:11)=[P(2,2)*G(2,3),P(3,2)*G(2,3),P(4,2)*G(2,3),0,0,0,0,-
P(1,2),-P(2,2),-P(3,2),-P(4,2)]; 
A(6,1:15)=[P(2,2)*G(2,4),P(3,2)*G(2,4),P(4,2)*G(2,4),0,0,0,0,0,0,
0,0,-P(1,2),-P(2,2),-P(3,2),-P(4,2)]; 
  
A(7,1:7)=[P(2,3)*G(3,2),P(3,3)*G(3,2),P(4,3)*G(3,2),-P(1,3),-
P(2,3),-P(3,3),-P(4,3)]; 
A(8,1:11)=[P(2,3)*G(3,3),P(3,3)*G(3,3),P(4,3)*G(3,3),0,0,0,0,-
P(1,3),-P(2,3),-P(3,3),-P(4,3)]; 
A(9,1:15)=[P(2,3)*G(3,4),P(3,3)*G(3,4),P(4,3)*G(3,4),0,0,0,0,0,0,
0,0,-P(1,3),-P(2,3),-P(3,3),-P(4,3)]; 
  
A(10,1:7)=[P(2,4)*G(4,2),P(3,4)*G(4,2),P(4,4)*G(4,2),-P(1,4),-
P(2,4),-P(3,4),-P(4,4)]; 
A(11,1:11)=[P(2,4)*G(4,3),P(3,4)*G(4,3),P(4,4)*G(4,3),0,0,0,0,-
P(1,4),-P(2,4),-P(3,4),-P(4,4)]; 
A(12,1:15)=[P(2,4)*G(4,4),P(3,4)*G(4,4),P(4,4)*G(4,4),0,0,0,0,0,0
,0,0,-P(1,4),-P(2,4),-P(3,4),-P(4,4)]; 
  
A(13,1:7)=[P(2,5)*G(5,2),P(3,5)*G(5,2),P(4,5)*G(5,2),-P(1,5),-
P(2,5),-P(3,5),-P(4,5)]; 
A(14,1:11)=[P(2,5)*G(5,3),P(3,5)*G(5,3),P(4,5)*G(5,3),0,0,0,0,-
P(1,5),-P(2,5),-P(3,5),-P(4,5)]; 
A(15,1:15)=[P(2,5)*G(5,4),P(3,5)*G(5,4),P(4,5)*G(5,4),0,0,0,0,0,0
,0,0,-P(1,5),-P(2,5),-P(3,5),-P(4,5)]; 
  
  
%on inverse la grosse matrice 
y=A^-1*B; 
  
x(1,1)=1; 
x(1,2:4)=y(1:3,1); 
x(2,:)=y(4:7,1); 
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x(3,:)=y(8:11,1); 
x(4,:)=y(12:15,1); 
  
inc2=1; 
    for inc=1:length(Puissance) 
        if inc~=a && inc~=b && inc~=c && inc~=d && inc~=e  
         
            test=Puissance(:,inc);   
            truc=x*test; 
            resul(1+3*(inc2-1),z)=abs(truc(3,1)/truc(1,1)-
gamma(inc,2));%abs(abs(truc(3,1)/truc(1,1))-abs(gamma(inc,2)))*1; 
            resul(2+3*(inc2-1),z)=abs(truc(4,1)/truc(1,1)-
gamma(inc,3));%abs(abs(truc(4,1)/truc(1,1))-abs(gamma(inc,3)))*1; 
            resuldistance(inc2,z)=(resul(1+3*(inc2-
1),z)^2+resul(2+3*(inc2-1),z)^2)^0.5; 
            inc2=inc2+1; 
        end     
    end 
étalonnage(1,z)=1; 
étalonnage(2:16,z)=y(:,1); 
comptage(1,z)=z; 
 end 
  
resul; 
  
  
%%%%%%%% on garde le résultat le plus petit.  
  
[comp2,comptage2]=minimum(resul,comptage,0.00003); 
[resuldistance2,comptagedistance]=minimum(resuldistance,comptage,
0.0001); 
  
  
%%%%%%%%%%%%%On regarde quel est le meilleur resultat de comp2 ou 
de resuldistance2 
  
for h=1:((length(comp2)-1)/3+1) 
    comp3(h)=(comp2(3*h-2)^2+comp2(3*h-1)^2)^0.5; 
end 
  
if max(resuldistance2)<max(comp3)  
    if sum(resuldistance2)<sum(comp3) 
        resuldistance2 
        comptage2=comptagedistance; 
    else 
        resuldistance2 
        comp3 
    end 
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elseif sum(resuldistance2)>sum(comp3) 
    comp3 
else 
    resuldistance2 
    comp3 
end 
  
  
  
  
%%%%%%%On trace les resultats%%%%%%%%% 
  
if length(comptage2)==1 
  
    figure 
    
plot(gamma(partition(comptage2,:),2),gamma(partition(comptage2,:)
,3),'*'); 
    hold on 
  
    inc2=1; 
    for k=1:length(gamma) 
        if k~=partition(comptage2,1) && k~=partition(comptage2,2) 
&& k~=partition(comptage2,3) && k~=partition(comptage2,4) && 
k~=partition(comptage2,5) 
            gamma1(inc2,2)=gamma(k,2); 
            gamma1(inc2,3)=gamma(k,3); 
            inc2=inc2+1; 
        end 
    end 
     
    plot(gamma1(:,2),gamma1(:,3),'r*'); 
    hold on 
     
    x=ones(4); 
    x(1,:)=étalonnage(1:4,comptage2); 
    x(2,:)=étalonnage(5:8,comptage2); 
    x(3,:)=étalonnage(9:12,comptage2); 
    x(4,:)=étalonnage(13:16,comptage2); 
     
    for k=1:length(Puissance) 
        if k~=partition(comptage2,1) && k~=partition(comptage2,2) 
&& k~=partition(comptage2,3) && k~=partition(comptage2,4) && 
k~=partition(comptage2,5) 
            test=Puissance(:,k);   
            truc=x*test; 
            rep(k,1)=(truc(3,1)/truc(1,1)); 
            rep(k,2)=(truc(4,1)/truc(1,1)); 
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            plot(rep(k,1),rep(k,2),'+r'); 
            hold on 
        end 
    end 
    title('\fontname{Arial} Résultats d’étalonnage en utilisant 5 
standards; Pinj = 6 dBm, f=2.45GHz, VNA:HP8753D','FontSize',12); 
    legend('points utilisées pour l’étalonnage','valeurs exactes 
(analyseur de réseau)','valeurs trouvées à l aide du étalonnage 
(six-ports)','Location','SouthOutside') 
    plot(zeros(1,10),linspace(-1,1,10)); 
    hold on 
    plot(linspace(-1,1,10),zeros(1,10)); 
    hold on 
    xlabel('\Gamma réel') 
    ylabel('\Gamma imaginaire') 
    theta=linspace(0,2*pi,360); 
    radius=ones(1,360); 
    polar(theta,radius) 
end 
  
end 
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ANNEXE 2 – Fonctions utilisées pour l’étalonnage 
function [comp2,comptage3]=minimum(comp,comptage2,valeur) 
  
% cette fonction a pour but de trouver le ou les vecteur(s) dont 
le plus grand 
% élément est inférieur au plus grand élément de tout les autres 
vecteurs 
% d'une matrice connue ou inférieur à 'valeur'.  
  
ni=1; 
john=2; 
 while john==2 
     comp2=[]; 
     inc2=1; 
     johnny=1; 
    for inc=1:length(comp(1,:)) 
        john=1; 
        for p=1:length(comp(:,1)) 
            if comp(p,inc)<valeur*ni && john==1; 
                john=1; 
            else 
                john=2; 
            end 
        end 
       if john==1 
           comp2(:,inc2)=comp(:,inc); 
           comptage3(1,inc2)=comptage2(1,inc); 
           inc2=inc2+1; 
           johnny=2; 
       end 
    end 
    if johnny==2 
        john=1; 
    end 
    ni=ni+1; 
 end 
 comptage3; 
 comp2; 
 
______________________________________________________________ 
function [Gam,Power]=donnees_puissances21_03_11(kk) 
  
%valeur de l’impédance des charges utilisées pour l’étalonnage 
hh(1)=; 
hh(2)=; 
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hh(3)=; 
hh(4)=; 
hh(5)=; 
hh(6)=; 
hh(7)=; 
hh(8)=; 
hh(9)=; 
hh(10)=; 
hh(11)=; 
hh(12)=; 
hh(13)=; 
hh(14)=; 
hh(15)=; 
  
  
%ATTENTION A CETTE LIGNE EN DESSOUS 
 for k=1:length(hh) 
     h(k)=(hh(k)-50)./(hh(k)+50); 
 end 
  
Gam=[]; 
for k=1:length(h) 
    Gam(k,:)=[(abs(h(k)))^2,real(h(k)),imag(h(k))]; 
end 
  
 %Puissances mesurées pour chaque charge.  
  
%point 1 
P1=[…];  
    
%point 2 
P2=[]; 
  
%point 3 
P3=[]; 
    
%point 4 
P4=[]; 
  
%point 5 
P5=[]; 
    
%point 6 
P6=[]; 
    
%point 7 
P7=[]; 
    
  137 
 
%point 8 
P8=[]; 
  
%point 9 
P9=[]; 
    
%point 10 
P10=[]; 
    
%point 11 
P11=[]; 
    
%point 12 
P12=[]; 
    
%point 13 
P13=[]; 
    
%point 14 
P14=[]; 
    
%point 15 
P15=[]; 
  
    
Pow=[P1(kk,:)',P2(kk,:)',P3(kk,:)',P4(kk,:)',P5(kk,:)',P6(kk,:)',
P7(kk,:)',P8(kk,:)',P9(kk,:)',P10(kk,:)',P11(kk,:)',P12(kk,:)',P1
3(kk,:)',P14(kk,:)',P15(kk,:)']; 
[Pow2]=logdetec_labj(Pow); 
 
Power=10.^(1/10*Pow2); 
 
________________________________________________________________________ 
function [b]=logdetec_labj(a) 
  
  
detec1=[]; 
detec2=[]; 
detec3=[]; 
detec4=[]; 
 
for n=1:length(detec1(:,1)) 
    
det1(n,2)=(detec1(n,2)+detec1(n,3)+detec1(n,4)+detec1(n,5))/4; 
    det1(n,1)=detec1(n,1); 
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det2(n,2)=(detec2(n,2)+detec2(n,3)+detec2(n,4)+detec2(n,5))/4; 
    det2(n,1)=detec2(n,1); 
    
det3(n,2)=(detec3(n,2)+detec3(n,3)+detec3(n,4)+detec3(n,5))/4; 
    det3(n,1)=detec3(n,1); 
    
det4(n,2)=(detec4(n,2)+detec4(n,3)+detec4(n,4)+detec4(n,5))/4; 
    det4(n,1)=detec4(n,1); 
end 
  
 
[ran col]=size(a); 
b=[]; 
for k=1:ran 
    for h=1:col 
        if k==1; 
            cte=a(k,h); 
            yi=interp1(det1(:,2),det1(:,1),cte); 
            b(k,h)=yi; 
        elseif k==2; 
            cte=a(k,h); 
            yi=interp1(det2(:,2),det2(:,1),cte); 
            b(k,h)=yi; 
        elseif k==3; 
            cte=a(k,h); 
            yi=interp1(det3(:,2),det3(:,1),cte); 
            b(k,h)=yi; 
        elseif k==4 
            cte=a(k,h); 
            yi=interp1(det4(:,2),det4(:,1),cte,'spline'); 
            b(k,h)=yi; 
        end 
    end 
end 
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ANNEXE 3 – Caractéristiques techniques de l’oscillateur CVCO55BE 
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ANNEXE 4 – Caractéristiques techniques de l’amplificateur isolateur Gali-39 
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ANNEXE 5 – Caractéristiques techniques des détecteurs ZX47-55+ 
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