A Three-Layer Atmosphere-Ocean Time Series Model of Global Climate Change by David I. Stern
 
Working Papers in Economics 
 
Department of Economics, Rensselaer Polytechnic Institute, 110 8
th Street, Troy, NY, 12180-3590, USA. Tel: +1-




A Three-Layer Atmosphere-Ocean Model of Global Climate 
Change 
 
David I. Stern 















For  more  information  and  to  browse  and  download  further  Rensselaer  Working  Papers  in 
Economics, please visit: http://www.rpi.edu/dept/economics/www/workingpapers/ A Three Layer Atmosphere-Ocean Time Series Model 
of Global Climate Change 
David I. Stern 
Department of Economics, Sage 3208, Rensselaer Polytechnic Institute, 110 8th Street, Troy, 




Time series models of global climate change have tended to estimate a low climate sensitivity 
and a fast adjustment rate to equilibrium. These results appear to be biased by omission of a key 
variable – heat stored in the ocean. I develop a time series model of the ocean atmosphere 
climate system where atmospheric temperature moves towards a long-run equilibrium with both 
radiative forcing and ocean heat content, which is distributed between upper ocean and deep 
ocean components. The time series model utilizes the notion of multicointegration to impose 
energy balance relations on an autoregressive model. As there are only around fifty years of 
observations on ocean heat content I use the Kalman filter to estimate heat content as a latent 
state variable constrained by the available observations. The estimate of the equilibrium climate 
sensitivity is 8.4K with a confidence interval of 5.0 to 11.7K. Temperature takes centuries to 
adjust to an increase in radiative forcing. The transient climate sensitivity at the point of carbon 
dioxide doubling is 1.7K. 
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1.  Introduction 
Most research on the historical effects of anthropogenic greenhouse gases on the global climate 
compares  the  output  of  simulation  models  such  as  general  circulation  models  (GCMs)  and 
energy balance models (EBMs) with observed temperatures and other variables (Barnett et al., 
2005). Relatively few studies (e.g. Stern and Kaufmann, 2000; Kaufmann and Stern, 2002; Liu 
and Rodriguez, 2005) take the alternative approach of estimating the parameters of a simple 
statistical model of the climate system directly from the observed data. With the exception of 
Stern (in press), all time series models only explicitly model the atmosphere and the results 
typically show an unrealistically fast rate of adjustment to long-run equilibrium following an 
increase  in  radiative  forcing.  The  time  series  modeling  approach  has  been  criticized  by 
Andronova et al. (no date), but their critique only applies to the simplest AR(1) autoregression 
models.  
 
Stern  (in  press)  estimates  the  first  time  series  model  that  models  both  the  ocean  and  the 
atmosphere and incorporates energy balance restrictions using the concept of multicointegration, 
which is defined below. The ocean and atmosphere are each modeled as single mixed layers. 
This model - referred to as the “two layer model” in the following - produced results that were 
more  realistic  than  earlier  time  series  modeling  efforts,  especially  in  terms  of  the  speed  of 
adjustment to long-run equilibrium. Atmospheric temperature adjusted by meaningful amounts 
over at least a couple of centuries and the equilibrium climate sensitivity of 3.7K was close to the 
mean found in some surveys of GCMs (Cubasch et al., 2001; Sokolov et al., 2003). However, I 
found that a model that used data on the heat content of only the top 300m of the ocean had a 
better fit than models that used observations on the top 3000m of the ocean. Additionally, the 
projected build-up of heat in the ocean in the preobservational period seemed unrealistically 
rapid and the energy balance restrictions placed on the model could be easily rejected when the 
model  was  compared  to  an  unrestricted  model estimated  with  the  same  data.  This  evidence 
suggested that gains could be achieved by modeling a two-layer ocean. 
 
Multicointegration models were first introduced by the econometricians Granger and Lee (1989) 
but have been used very little so far in economics.
1 These models are designed to handle the 
relations between flow and stock variables allowing for long-run relationships between both the   3 
flows themselves and between the flows and stocks.
2 Changes in the stock – in this case heat 
stored in the ocean – are a linear function of the disequilibrium between the “flows” – in this 
case  radiative  forcing  and  atmospheric  temperature.
3  Atmospheric  temperature  gradually 
approaches a long-run equilibrium between itself and radiative forcing as well as a second long-
run equilibrium relationship with ocean heat content that accumulates the deviations from long-
run equilibrium in the first relation.
4 Therefore, this class of model can incorporate an ocean that 
heats or cools when the atmospheric system is out of long-run equilibrium and in which the 
ocean also reciprocally governs atmospheric temperature. This mechanism is identical with that 
in simple energy balance models. In the model in this paper, there is also a flow of heat between 
the upper ocean and deep ocean so that the total stored energy is apportioned between the two 
stocks.  The  atmosphere  is  in  long-run  equilibrium  with  total  ocean  heat  content.  The  flow 
between the two stocks is an extension of the standard multicointegration model.  
 
Compared  to  the  length  of  the  atmospheric  temperature  time  series  there  are  only  limited 
observations on many other climate time series. The more observations of temperature and other 
variables that can be used, the more detection and attribution of climate change are enhanced 
(Kaufmann and Stern, 1997). Variables with some unobserved values can be estimated as latent 
state variables using the Kalman filter, using a model for the evolution of the state variable. If the 
variable were always unobserved, the parameters of this model would be estimated using the 
observed data on the other variables alone. However, the estimates of such state variables can be 
constrained by the observed data on the partially observed variable for the periods when it is 
available. Here I constrain the estimates of the build-up of ocean heat in the upper 300 metres 
and next 2700 metres of the ocean using observations for a 50-55-year period, estimated by 
Levitus et al. (2000, 2005), while the Kalman filter extracts conditional estimates of this state 
variable for all years for which atmospheric temperature data is available.  
 
The paper is structured as follows. The next section discusses the methodology, including the 
rationale behind the choice of a multicointegration model, an explanation of the econometrics of 
the  model,  and  its  implementation.  The  third  section  of  the  paper  presents  the  results  and 
compares them with the results in Stern (in press). The final section provides some conclusions. 
   4 
2.   Methodology 
2.1.  Introduction 
Stern (in press) provides the rationale for the general type of time series model developed here. 
ARMA or transfer function type models are appropriate to allow computation of the dynamic 
impulse response function to changing radiative forcing as well as allow the modeling of long-
run  equilibria  between  non-stationary  variables  using  the  notion  of  cointegration.  The 
multicointegrating model was found to be a parsimonious representation of an ocean atmosphere 
system that could be easily interpreted in physical terms. The basic approach is to embed a 
simple  physical  model  of  the  energy  balance  of  the  atmosphere  and  ocean  in  a  vector 
autoregressive model, which is constrained by multicointegrating restrictions. I decided to model 
atmospheric temperature, radiative forcing and ocean heat content because there are reasonably 
long time series observations on these variables. Finally, the model has to be able to deal with 
time series of non-uniform length, as only around 50-55 years of observations are available on 
ocean  heat  content.  We  could  estimate  the  model  for  the  50-year  period  when  data  on  all 
variables  is  available,  but  this  would  discard  two  thirds  of  the  observations  on  atmospheric 
temperature and radiative forcing. Alternatively, we could switch between two models in the two 
periods when ocean heat content observations are available and when they are not. One model 
would assume that atmospheric temperature were not affected by the ocean and the other would 
assume it was, with some parameters common across models. My approach is to have a uniform 
model and to reconstruct the missing series automatically as a latent variable using a model for 
that series whose parameters are constrained by the 50-55 years of observations. The Kalman 
filter is commonly regarded as the best algorithm for relating the available observations to latent 
state variables, and this is the estimation procedure that I use. The latent variable is estimated 
whether there is an observation or not on the variable it is supposed to represent. Therefore, the 
full time series on atmospheric temperature and radiative forcing can be exploited, which is very 
statistically advantageous. 
 
2.2.  The Model 
I assume that atmospheric temperature is governed by the following two long-run equilibrium 
equations: 
   5 
! 
At + "12Ft + "15 = u1t                    (1) 
 
! 
At + "23Qt + "25 = u2t                    (2) 
 
Equation  (1)  expresses  the  relationship  between  the  endogenous  variable,  atmospheric 




u2t are stationary 
disturbances with mean zero and probably a high level of serial correlation. If these disturbances 
are stationary then temperature gradually adjusts to changes in radiative forcing or other shocks 




"23 are expected to be negative. The coefficient 
!"12 is the long-run multiplier of radiative forcing on temperature. The climate sensitivity to a 
doubling of carbon dioxide is given by 
! 
"5.35#12ln(2). This is the basic long-term model in 
Kaufmann  and  Stern  (2002)  and  other  time  series  studies.  The  constants 
! 
"15  and 
! 
"25  are 
necessary because the observed levels of atmospheric temperature and ocean heat have arbitrary 
constants. 
 
Equation (2) relates atmospheric temperature to the heat content in the entire ocean where Q = D 
+ U, with and D the heat content of the upper and deep ocean layers respectively. 
! 
u2t is another 
stationary disturbance 
 
Equations (1) and (2) are called cointegrating relations in the econometrics literature. This is 
because, though A, F, and Q are likely to be integrated variables or random walks in the presence 
of forcing (Stern and Kaufmann, 2000), their linear combination is stationary and, therefore, 
represents a valid regression relationship. This is because if radiative forcing is integrated and it 
drives the change in temperature then temperature too will be integrated and share the same 
common stochastic trend with radiative forcing. Ocean heat content, too, will share the same 
trend. In the absence of forcing, however, both atmospheric temperature and ocean heat content 
are likely to be stationary variables. 
 
Gregory et al. (2002) explain that during the climate change process, the imbalance between the 
imposed radiative forcing F and the temperature response 
! 
"A, where λ is a constant, is absorbed   6 
by the heat capacity of the system, which resides overwhelmingly in the ocean (Levitus et al. 
2001). Hence: 
 
ΔQ(t) = F(t) - λA(t),                     (3) 
 
where t is time and ΔQ is the heat flux into the ocean or change in the heat stored in the ocean Q. 




"Qt+1 = #µ At+1 + $12Ft+1 + $15 ( ) = #µu1t+1              (4) 
 
Therefore,  equation  (4)  indicates  that  the  stock  variable,  Q,  accumulates  the  disequilibrium 
deviations from the first long-run relation (1). The implication of the negative sign is that, when 
temperature is below its long-run equilibrium, heat is being accumulated in the ocean and vice 
versa. The parameter µ converts deviations in atmospheric temperature to heat fluxes. Based on 
Hansen et al. (1997), I estimate this parameter as -1.609/β12 when Q is measured in units of 10
22 
J.
5 Equation (5) is also part of the conventional multicointegration model. 
 
The total heat stored in the ocean given by (4) is apportioned between the upper ocean and deep 
ocean. The basic concept is that of the Q-Flux ocean described by Hansen et al. (1997): “Heat 
anomalies in the mixed layer are diffused into the deeper ocean” (p25686). In modeling the one-




q = "#$T                      (5) 
 
where q is the heat flow, 
! 
"T is the temperature gradient and δ is conductivity.
6 There is no heat 
outflow from the deep ocean except to the upper ocean, which we represent as a net negative 
flow. Therefore, change in the heat content of the deep ocean is given in discrete form by the 
following autoregressive model: 
   7 
! 
"Dt+1 =#(Dt + $33Ut + $35)+ % iDD"
i=0
p
& Dt’i % iDU"
i=0
p
& Ut’i + ((L))Dt        (6) 
 
where D is the heat content of the deep ocean and U the heat content of the upper ocean, 
! 
"Dt is a 
white-noise residual, 
! 
"(L) is a polynomial in the lag (or backshift) operator that allows the noise 
process to take a moving average form,
7 and 
! 
"35 is a parameter that adjusts for the arbitrary 
normalization of the heat series. 
! 
"33 is a parameter that accounts for the difference in volume and 
equilibrium temperature between the upper and lower oceans. Given that the available data on 
the upper ocean is for a depth of 300m and the total ocean depth on which there is data is 3000m 
we expect this parameter to be close to but less than 9 due to differences in the area of the ocean 
at sea level and 300m depth. The temperature of the deep ocean in equilibrium will be lower than 
the  temperature  of  the  upper  ocean  due  to  upwelling  /  downwelling,  which  is  not  modeled 
explicitly. This will reduce 
! 
"33 further. Hansen et al. (1997) estimate the average maximum 
depth of the mixed layer at 109m but due to the data limitations we treat the top 300m as the 
mixed layer. Equation (6) is what is known in econometrics as an error correction model. It, 
therefore, represents a cointegrating relation between the stock variables.  
 
Levitus et al. (2000, 2005) have estimated time series of ocean heat content for various depths 
and regions of the world’s oceans. The global series for the top 300m are available as yearly 
anomalies for the period 1948 to 2003. The global series for the top 3000 meters of the ocean is 
available as a five year moving average for the period from 1952 to 1998, where the observation 
for 1998 covers the period from 1994 to 1998.
8 
 
Combining (4) and (6) with the identity 
! 
Q"U + D, the model for the upper layer is: 
 
! 
"Ut+1 = #µ At+1 + $12Ft+1 + $15 [ ]#"Dt+1 + %(L)&Ut            (7) 
 
Where the moving average noise process,
! 
"(L)#Ut, allows for measurement error. Equations (6) 
and (7) imply that the net heat sequestered each year from the atmosphere must be distributed 
into  either  the  upper  or  lower  ocean  according  to  the  law  of  conservation  of  energy.  This 
distribution  of  the  cointegration  errors  into  two  stocks  is  an  extension  of  the  basic   8 
multicointegration model. It will allow extremely slow adjustment in the primary cointegrating 
relation (1). In existing multicointegration models different stocks can exist but they accumulate 
the errors from different cointegrating relations among the flow variables.  
 
Equations (1), (2), (6), and (7) constitute the long-run relations and stock accumulation equations 
of  an  extended  multicointegration  model  with  two  flow  variables,  T  and  F,  and  two  stock 
variables, U and D. Multicointegration occurs where there is a long-run equilibrium relation 
between two flow variables, such as atmospheric temperature and radiative forcing, as well as 
long-run relations between a stock such as oceanic heat content and the flow variables. The stock 
variable accumulates the deviations from long-run equilibrium in the relation between the flow 
variables  (Granger  and  Lee,  1989).  The  proposed  model  is  a  standard  vector  autoregressive 
model with multicointegration restrictions imposed. However, the stock or inventory variables in 
our climate model are only observed in some periods. This necessitates using the Kalman filter to 
estimate them as latent state variables constrained by the available observations. 
 
Based on Granger and Lee (1989) and Engsted and Haldrup (1999), we can write a first order 
autoregressive equation for atmospheric temperature embedding the long-run relations (1) and 
(2) as follows: 
 
! 
"At+1 =#1 At + $12Ft + $15 ( )+#2 At + $23Ut + $25 ( )+ % iAF"Ft
i=0
p&1
’ + % iAA"At
i=1
p&1












"(L)#At  is  a  moving  average  noise  process.  Equation  (8)  expresses  the  relationship 
between the endogenous variable, temperature, and the exogenous variable, radiative forcing, 
and the two stock variables, upper and deep ocean heat content. It embeds the two long run 
relations (1), (2) in a single autoregressive equation. The first two terms on the RHS are known 
as error correction mechanisms (ECMs) and are functions of the two long-run relations involving 
atmospheric temperature (1) and (2). The constants are identifiable because 
! 
"15 is accumulated 
into  the  state  variable  U.  The  adjustment  coefficients 
! 
"1  and 
! 
"2  show  the  fraction  of   9 
disequilibrium  in  the  three  long-run  relations  that  is  eliminated  annually  by  the  change  in 
atmospheric  temperature.  For  an  AR(1)  model  the  third  RHS  term  (the  first  differences  of 
radiative forcing) will consist of just the contemporaneous first difference. This term accounts 
for the correlation between the current innovations in the exogenous variable and the dependent 
variable  in  this  equation.  This  term  would  be  omitted  if  we  specified  an  equation  for  the 
evolution of F.
9 The remaining differences of radiative forcing and the state variables are present 
in  higher  order  autoregressive  models.  The  model  (6),  (7),  and  (8)  could  be  generalized  to 
include all of the cointegrating relations and first differences of all variables in each of the 
equations, but this was seen as an unnecessary complication.  
 
2.3.  State Space Representation and Estimation 
The Kalman filter is used to estimate models in the so-called state space format. A state-space 
model of the form used here is given by (De Jong, 1991a): 
 
! 
yt = ZSt + gxt + G"t                    (9) 
 
! 
St+1 = RSt + hxt + H"t                   (10) 
 
where (9) are the measurement equations and (10) are the state transition equations. y is the 
vector of observed variables and S is the vector of the unobserved state variables. Z is the design 
matrix, relating the observed variables to the unobserved state, and R is the transition matrix 
explaining the evolution of the state vector. g and h are vectors of coefficients of the vector x, of 
other observed variables. G and H are fixed matrices modeling the covariance structure of the 
perturbation vector 
! 
"t, which is normally and independently distributed with zero mean and 
variance of unity. The classic seemingly unrelated regression model includes only equations (9) 
with Z = 0.  
 
I  implement  the  state  space  form  in  the  following  way.  Equations  (6),  (7),  and  (8)  can  be 
represented more compactly as the ARMAX model (Young, 1984): 
 
! 
A(L)Yt = B(L)Ft + " + C(L)#t                 (11)   10 
 
where Y = [A, U, D]’, 
! 
" is the constant vector, and A(L), B(L), and C(L) are polynomials in the 
lag operator whose parameters are defined by equations (6), (7), and (8). Equation (11) can be 












#t                (12) 
 














St = ˆ  A  t ˆ  U  t ˆ  D  t [ ]
'






#t                      (14) 
 
Then the system of measurement equations is given by: 
 
! 
Yt = Z[St +"t]                     (15) 
 
and the transition equations are: 
 
! 
A(L)St = B(L)Ft + "                    (16) 
 
! 
A(L)"t = C(L)#t                    (17) 
 
so that the noise processes are treated as an additional number of state variables. The matrix Z is 
an identity matrix when all the variables in Y are observed. When a variable is not observed its 
value is set to zero and the relevant diagonal element is also to zero.
11 An additional complication   11 
is that the deep ocean heat content variable is observed as a five year moving average. This is 
addressed  by  storing  lagged  values  of  the  state  variable, 
! 
ˆ  D  t,  and  the  noise  process, 
! 
"Dt  as 
additional state variables and then the measurement equation for the observed five year mean of 
deep ocean heat content, 
! 
D  t, is: 
 
! 
D  t = 0.2 ˆ  D  t"i +#t"i [ ]
i=1
5
$                   (18) 
 
In practice, the relevant entries in the matrix Z are 0.2 instead of unity. 
 
The initial values of the state variables 
! 
ˆ  A  t, 
! 
ˆ  U  t and 
! 
ˆ  D  t are obtained by assuming that the state 
variables are in long-run equilibrium with a fixed but unknown forcing, which is concentrated 
out of the likelihood function.
12 This is an improvement to the practice of spinning up GCM and 
EBM models to be in equilibrium with a predetermined level of forcing (e.g. Hansen et al., 1997, 
2005). The noise processes are given a general prior for stationary ARMA processes as described 
by Harvey (1989, 121). The lagged values of 
! 
ˆ  A  t, 
! 
ˆ  U  t and 
! 
ˆ  D  t used in higher order autoregressive 
models are stored as first differences. The model is estimated using a version of De Jong’s (1988, 
1991a, 1991b) diffuse Kalman filter algorithm. The Kalman filter estimates the state variables 
given the values of the unknown parameters, which are known collectively as hyperparameters. 
The filter is also used to compute the prediction error decomposition of the (normal distribution) 
likelihood function in parallel with the state vector. This likelihood function in maximized using 
the  BFGS  nonlinear  optimization  algorithm  to  find  the  maximum  likelihood  values  of  the 
hyperparameters. Given maximum likelihood estimates of the hyperparameters, the Kalman filter 
produces  maximum  likelihood  estimates  of  the  state  variables  using  only  data  for  previous 
periods.  Given  these  estimates,  a  smoother  algorithm  is  used  to  calculate  values  for  the 
unobserved state variables utilizing the entire dataset.
13 More details of the application of the 
Kalman filter can be found in Harvey (1989) or other textbooks. 
 
2.4.  Diagnostic Statistics 
Several different ARMA specifications were tested. The models’ goodness of fit is evaluated 
using  a  variety  of  indicators  to  select  the  best  model  –  several  are  based  directly  on  the   12 
econometric estimates and several on a simulation. The simulation takes the observed forcing 
variable but otherwise calculates ocean heat content and atmospheric temperature endogenously. 
In Table 1, the Q statistic is a general test of serial correlation in the residuals with a null of no 
serial correlation (Box and Pierce, 1970). The Augmented Dickey Fuller (ADF) statistic is a test 
for cointegration - i.e. a stationary residual – in the long-run relationships (Dickey and Fuller, 
1979; Engle and Granger, 1987). The ADF t-test is a t-test on 
! 




"uit =#i + $iuit%1 + &ij"uit% j
j
’ + eit 
! 
i =1,2,3            (19) 
 
which  is  evaluated  against  a  special  non-standard  distribution.  Large  negative  values  of  the 
statistic reject the null hypothesis that the long-run relation does not cointegrate. The ADF ρ test 
directly evaluates the value of T(ρ−1). The additional statistics for the simulation results are 
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which is zero if the simulated series,
! 
yt
s, is equal to the actual series,
! 
yt, and unity if there is no fit 
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where  bars  above  variables  indicate  means,  σ  indicates  the  standard  deviation  and  r  the 




B,  indicates  the  degree  to  which  the  simulation  error  is  due  to  incorrectly   13 
simulating  the  mean  of  the  series.  The  variance  proportion, 
! 
U
V,  shows  to  what  extent  the 
simulation error is due to the inability of the model to replicate the degree of variability in the 
data. Finally, the covariance proportion, indicates unsystematic error. Ideally, 
! 
U
C =1 (Pindyck 
and Rubinfeld, 1981).  
 
The results are compared to a model with a single ocean layer – the 300m layer – and a first 
order autoregressive model for the atmosphere alone, which are described in Stern (in press). The 
estimated model is used to derive the impulse response functions of atmospheric temperature and 
ocean heat content with respect to changes in the forcing variables by perturbing the forcing 
variables from a starting value and seeing how the endogenous variables evolves over time. As 
the  model  is  linear,  the  starting  point  for  the  simulation  (in  terms  of  any  given  Wm
-2 
perturbations) is not important as long as the system is in equilibrium before the perturbation is 
introduced. 
 
3.  Results  
The data are described in the Appendix. I estimated twelve ARMA specifications for the model 
with up to three autoregressive and moving average lags. The log likelihood function, the Akaike 
Information Criterion, and the number of parameters for each model are given in Table 1. It is 
straightforward to compute likelihood ratio statistics for other restrictions using this information. 
The likelihood ratio test statistic of each model’s restrictions on the most general model – the 
ARMA(3,3) model is also presented in the table. The restrictions on the ARMA(3,3) implied by 
all the alternatives models can be rejected. In particular. the models without MA lags can be 
rejected against the alternative of any number of MA lags. The Akaike Information Criterion is 
minimized for the ARMA(3,3) model again indicating that it is the best fit.  
 
The ARMA(2,2) model can be accepted against both the ARMA(2,3) and ARMA(3,2) models at 
significance levels of 28% and 6% respectively. It also has the second most negative AIC. It is 
useful  therefore  to  compare  it  to  the  best  fit  ARMA(3,3)  model  using  an  array  of  further 
statistics, which are presented in Tables 2 and 3.  
   14 
The statistics clearly show that the ARMA(3,3) model is superior. The R
2 statistics 
14 computed 
from the econometric estimates and observed data and those computed for the simulated data are 
superior for all three equations for the ARMA(3,3) model, but especially for the ocean heat 
equations. Similarly the Theil U statistics for the ARMA(3,3) model are lower for all three 
equations  implying  better  simulation  properties.  However,  the  ARMA(2,2)  model  has  less 
relative bias in the simulation of the deep ocean equation. The goodness of fit of the ARMA(3,3) 
model as measured by both Theil U and R
2 statistics are superior to all other models I estimated. 
Q statistics are presented for one lag and for the largest number of lags computed by the RATS 
program, which varies across equations due to the different numbers of observations in each time 
series. The significance levels for the deep ocean equation show that the residuals from the 
ARMA(3,3) model are likely to be closer to white noise. However, at the longer lags serial 
correlation is significant in the atmospheric equation at the 5% level but not at more stringent 
significance levels. The significance levels for the cointegration statistics at the 5% level are (in a 
sample size of 500, our samples are much smaller): -3.42 for the t-test and -20.5 for the ρ-test 
(Hamilton, 1994). On this basis the ARMA(2,2) upper ocean long-run equilibrium relation fails 
to cointegrate implying that the residuals are a random walk. Based on the ρ-test, all of the 
ARMA(3,3)  long-run  relations  cointegrate,  which  shows  that  the  long-run  relations  are 
statistically valid models.  
 
Therefore, I select the ARMA(3,3) model as the optimal model. The main caveat that I would 
make is that the estimated climate sensitivity for this model is very high. Table 4 presents the 
climate  sensitivities  for  a  doubling  of  carbon  dioxide  for  all  the  models.  The  purely 
autoregressive models all show very low climate sensitivities. Sensitivity seems to increase non-
monotonically with increasing numbers of both types of lags. A climate sensitivity of around 4K 
seems pretty typical but the ARMA(3,2) and ARMA(3,3) models have very high sensitivities of 
9.5K  and  8.4K.  The  two  standard  errors  confidence  interval  for  the  ARMA(3,3)  model  is 
estimated to be 5.0 to 11.7K. Stern (in press) finds a sensitivity of 3.9K for a time series model 
with a single ocean layer. While 4K is typical of many GCM models, values of 9K have been 
found within the confidence interval of some of the empirical studies discussed above, especially 
those that have considered the (older) oceanic heat content data (Forest et al., 2002; Gregory et 
al., 2002; Knutti et al., 2002). Knutti et al. (2002) found mean climate sensitivities of between   15 
5.7K and 4.6K using the ocean heat variable and atmospheric temperature respectively. The key 
distinguishing feature of the ARMA(3,3) model is its superior fit to the ocean equations, so the 
very high sensitivity is perhaps not surprising. On the other hand mean climate sensitivities for 
two surveys of GCM models are 3.54K (Sokolov et al., 2003) and 3.8K (Cubasch et al., 2001). 
However, the latest GISS model (Hansen et al., 2005) reports a climate sensitivity of only 2.7K. 
I have estimated a variety of different versions of the model, which are not reported here with 
differing restrictions. In the majority of these the climate sensitivity for the preferred model is in 
a similar range. 
 
Table 5 presents the estimates of the parameters and their standard deviations. A reasonable 
proportion of the parameters are statistically significant at traditional levels of signficance. The 
immediate impact of a doubling of carbon dioxide is given by π0AF, which implies a one year 
warming  of  0.14K  while  as  mentioned  above  the  equilibrium  climate  sensitivity  is  8.4K. 
Adjustment to this long-run equilibrium is, however, very slow. The adjustment rate to long-run 
equilibrium between temperature and radiative forcing is 0.0021, which implies a time constant 
of 476 years. The adjustment rate to ocean heat content is faster at 0.0163 or 61 years. The 
adjustment rate between upper and lower ocean heat content is surprisingly fast: 0.1142 or 8 
years. Of course, this does not imply that the heat is mixed throughout the deep layer. As we 
would expect, the atmosphere reacts very slowly to disequilibrium between the upper and lower 
oceans. Because of the three feedback mechanisms the actual rate of adjustment of atmospheric 
temperature to the long-run equilibrium is variable and combines the different parameters. I 
simulated the impulse response function to an instantaneous doubling of carbon dioxide that is 
then held constant. It gradually settles down to a rate of 0.8% per annum (Stern, in press: 2.1%). 
 
Figure 1 illustrates the impulse response function to an instantaneous permanent doubling of 
CO2. The profile from the three-layer model differs from the 2 layer and single layer AR(1) 
models from Stern (in press). These show lower climate sensitivities and a faster adjustment to 
long-run equilibrium. The curve shows a pronounced kink that seems also to be present in the 
AR(2) versions of the model. Some of the response curves computed by Harvey and Huang 
(2001) have similar kinks though usually further out in the time profile.  
   16 
The  response  in  the  initial  year  is  only  1.7%  of  the  final  response.  After  that,  the  annual 
increments of temperature decline and fluctuate eventually settling into the long-term rate. After 
100 years about half the response is complete. By year 340, 90% of the response is complete, 
year 440, 95%, 560, 98%, and 99% is complete after 650 years. The impulse response function 
of the ocean heat content variables have similar rates of adjustment and overall shape but lack 
the kink. 
 
The sensitivity of atmospheric temperature to upper ocean heat content is 0.0097. This parameter 
is smaller than the expected value for the top 300 meters of the ocean based on Levitus et al. 
(2000, 2001) of 0.04 to 0.05 and even less than the estimate in Stern (in press).
15 Therefore, this 
estimated parameter is problematic. The constant term in the first long-run relation gives the 
temperature that would prevail if radiative forcing was zero Watts per square Metre. 0.76K is 
greater than the current temperature in 2003 of 0.47K or the highest temperature in the record of 
0.58K in 1998 and, therefore, might seem at first sight to be implausible, as in the absence of 
volcanic eruptions radiative forcing is approaching 1.5 Wm
-2 (Figure 2). However, Figure 2 
shows that only very recently has radiative forcing deviated substantially from zero as measured 
by the ten year moving average. Up till the 1920s it was always below zero and for significant 
periods less than -0.5 Wm
-2. Again in the 1960s, following the Agung eruption forcing was 
below zero and due to Mount Saint Helens and Pinatubo struggled to consistently exceed the 
zero line until the mid-1990s. This chart perhaps illustrates why finding a global warming signal 
has until recently been fairly hard and controversial. It also shows how the climate sensitivity 
could be as high as estimated in this paper and yet relatively little warming has yet occurred. 
Much of the time, radiative forcing has not been persistently elevated above 19
th century levels 
and the adjustment rate is exceedingly slow. The remaining model parameters are difficult to 
interpret individually. 
 
Figure  3  plots  global  atmospheric  temperature,  the  fitted  state  variable  for  atmospheric 
temperature, and the long-run equilibrium value due to radiative forcing. The gap between actual 
and potential temperature indicates the committed warming. In the early twentieth century there 
was a long period with few volcanic eruptions. Hansen et al. (1997) find evidence of a 0.5-
0.65Wm
-2 disequilibrium in 1979. The actual disequilibrium in the 3-layer model in 1979 was   17 
around  1.6K,  corresponding  to  0.7Wm
-2.  In  2003  the  committed  warming  is  around  3.25K, 
corresponding to a disequilibrium forcing of 1.4 Wm
-2. Hansen et al. (2005) estimate that the 
disequilibrium forcing in 2003 is 0.85 Wm
-2. 
 
In Figure 4, I compare the state variable for the upper ocean to the upper ocean heat content 
observations and confidence interval from Levitus et al. (2005). In the observational period the 
two series show similar cyclical behavior though the state variable is less noisy. In the last four 
decades, the phase of the cycles is well aligned and the state variable reproduces well the recent 
steep rise in heat content. In the first half of the twentieth century, ocean heat content rises 
steeply and monotonically after being constant but fluctuating in the 19
th century. From around 
1980 the model fits the data very well indeed. The correlation coefficient is 0.95 between 1980 
and 2003. It is 0.63 for the earlier period until 1980. 
 
Figure 5 shows the same data for the lower 2700m. The standard deviations are for the 3000m 
series.  Obviously  the  fit  is  poorer  and  the  smoothed  state  variable  is  frequently  outside  the 
confidence interval. The cyclical pattern in the smoothed state variable appear very similar to 
those simulated by Harvey and Kaufmann (2002), but fit the cycles in the data a little better. The 
modeled growth in heat in the deep ocean is much greater than in the upper ocean.  
 
I also carried out the standard transient response experiment where carbon dioxide is increased 
by 1% per annum until doubling occurs after seventy years and is then held constant (Cubasch et 
al., 2001). At the time of doubling, 20% of the final response had occurred – a 1.7K warming. 
50% of the final response was complete after 140 years later. The response is shown as the bold 
curve in Figure 6. The figure also shows the response of the two-layer model shown as the thin 
line. and a reproduction of Figure 9.1 from Cubasch et al (2001). The typical transient response 
from the GFDL GCM shown in that figure results in about 57% of total warming at the time of 
doubling – a 2K warming. The results from the two-layer model appear very similar to the 
results from a GCM without transport of heat to the deep ocean as shown by the smooth green 
line in the figure. The red lines are for a GCM with a deep ocean component. Though the profile 
of  the  three-layer  time  series  model  is  somewhat  different  and  the  climate  sensitivity  much 
higher it does show continuing adjustment at the 500 year point as shown by the red lines. The   18 
figure also shows that during the 70 year period of increasing CO2 and few decades after it, it 
would be hard to tell the difference between the atmospheric temperature response of the two-
layer model with a climate sensitivity of 3.9K and the three-layer model with more than double 
the sensitivity. The way to distinguish between them is to examine the response of the ocean as I 
have done in this paper. 
 
4.  Conclusions 
The three layer atmosphere-ocean state-space multicointegration model estimated in this paper 
clearly  represents  an  advance  on  previous  time  series  models  of  the  global  climate  system 
including my own previously estimated model that has a single ocean layer (Stern, in press). The 
model is validated by matching important features of the system derived from the observations 
and GCM and EBM simulations. A very high climate sensitivity and a very slow adjustment rate 
to long-run equilibrium particularly distinguish the model.  
 
This  study  has  shown  that  the  multicointegration  time  series  approach  can  yield  interesting 
insights and more realistic behavior than traditional time series models. This basic model is only 
intended to demonstrate the approach. It could be easily generalized in  several ways to, for 
example, allow: spatial disaggregation (e.g. northern and southern hemispheres); the addition of 
other submodels such as the carbon cycle; and disaggregation of the radiative forcing variable. 
The Kalman filter technique for extracting a complete series with partial observations could be 
extended to other series such as radiatively active trace gases for which only sporadic ice core 
measurements exist prior to modern atmospheric sampling. 
 
From a policy perspective, the most important results of this paper are the indication of a climate 
sensitivity of around 8K and probably at least 4-5K and a very slow adjustment to long-run 
equilibrium and a very significant current committed warming estimated at 3.25K. The estimated 
sensitivity  is  within  the  upper  range  of  several  recently  published  empirical  and  simulation 
studies.  
 
The implications for global warming are very negative. These independent statistical results, 
which are only constrained by very basic theory, confirm the results of deterministic simulation   19 
models including EBMs and GCMs. As additional features are added to basic time series models 
the results approximate GCM results more and more. The time series constrained by energy 
balance theory also reasonably reproduces the uptake of heat into the upper ocean and to some 
degree that in the deep ocean. Adding the deep ocean layer in this paper significantly improves 
the fit of the upper ocean equation compared with Stern (in press). The fact that these multiple 
lines of evidence and modeling approaches are converging on similar results provides, I believe, 
strong evidence for anthropogenic warming.  
 
Appendix: Data Sources 
 
I assembled an annual time series data set for the period 1856 to 2003 for the variables described 
below.  
 
Ocean Heat Content 
Data for 1955-2003 are from Levitus et al. (2005). We added data for 1948-1954 for the top 
300m of the World Ocean from Levitus et al. (2000) with an adjustment for the difference in 
means of the two series. For the top 3000m data for 1955-59 through 1994-98 are from Levitus 
et al. (2005) with data for 1948-52 through 1954-58 added from Levitus et al. (2000) with an 
adjustment for the difference in means of the two series. 
 
Atmospheric Temperature 
We use global mean annual temperature. These data have not been adjusted for ENSO. These 
data are described by Jones and Moberg (2003). The temperature series were downloaded from 
the University of East Anglia website. The uncertainties in the data described on the website are 
used for the standard error of measurement in the temperature equation. Jones et al. (1997) 
discuss the background to those uncertainty estimates. 
 
Carbon Dioxide, Methane, Nitrous  Oxide, CFCs 
Data on trace gas concentrations based on atmospheric measurement and interpolation of ice 
core data is taken from Hansen et al. (1998) with updated data downloaded from the Goddard 
Institute for Space Sciences website. For carbon dioxide, methane, and nitrous oxide, formulae 
for converting concentrations to radiative forcing are from Ramaswamy et al. (2001) using the   20 
first  line  in  Table  6.2.  For  CFCs  we  include  the  radiative  forcing  due  to  ozone  depletion. 
Kattenberg et al., (1996) give the following formulae: 
 
CFC-11  0.22 y - 0.0552 (3y)1.7 
CFC-12   0.28 z - 0.0552 (2z)1.7 
 
where y and z are in parts per billion. 
 
Anthropogenic Sulfate Aerosols   
We use estimates of anthropogenic emissions of SOx, which are described in Stern (2005) and 
updated to 2003. Data is available for most countries through 2000. Data is available for many 
countries for 2001, for China, US, and Mexico for 2002, and for China only for 2003. Emissions 
for countries without data are projected at their mean growth rate over the previous ten years. 
Radiative forcing is assumed to be -.3 (St /S1990) -.8 ln(1 + St/28) / ln(1 + S1990/28) where S is in 
megatonnes (Kattenberg et al., 1996; Wigley and Raper, 1992). The emissions are modified to 
account for the increase in stack heights over time (Wigley and Raper, 1992).  
 
Volcanic Forcing   
We use the series downloaded from the Goddard Institute for Space Sciences website described 
by Hansen et al. (1996) and Sato et al. (1993) for years through 1889. For 1890-1999 we used 
the  optical  depth  data from  Ammann  et  al. (2003)  multiplied  by -20  and  averaged  globally 
weighted by the area of each latitudinal zone. In 2000-2003 it is assumed that the optical depth 
was zero, which seems congruent with the available data from the SAGE experiments. 
 
Solar Irradiance 
We use the index of solar irradiance assembled by Lean (2000) and obtained from the Goddard 
Institute for Space Studies website updated with the mean of daily observations from satellites 
provided  by  Frohlich  and  Lean  (1998)  from  the  PMODWRC  website.  The  formula  for 
converting irradiance to radiative forcing is from Kattenberg et al. (1996).   21 
                                                                                                                                                            
1 Clive Granger was the joint winner of the Nobel Prize in Economics in 2003 for his research in 
developing econometric methods. 
2 In a standard cointegration model there is a long run-equilibrium between non-stationary 
integrated variables (random walks). The residuals from this long-run relation are, however, 
stationary. The non-stationary variables are, therefore, “cointegrated” - they share a common 
integrated stochastic trend. If a vector of time series variables is cointegrated, the variables can 
be represented by an error-correction model (Engle and Granger, 1987) which is an 
autoregressive model that is reformulated so that the variables respond to the disequilibrium in 
the long-run relationships. In the long-run a given fraction of the disequilibrium is eliminated in 
each period. For more background on non-stationary econometrics see Enders (1995) or 
Hamilton (1994). 
3 Radiative forcing and atmospheric temperature do not obviously appear to be “flows” but rather 
properties of the stocks of gases, heat etc. in the atmosphere. But radiative forcing is expressed 
as Watts per square metre and therefore reflects a rate per unit of time. Temperature is a property 
that governs the transfer of thermal energy, or heat, between one system and another. Therefore, 
it also implicitly reflects a flow rate. However, it is not really important whether certain variables 
are stocks or flows if the multicointegration model can be usefully applied to the relations 
between them. 
4 In economics this sort of model can, for example, be used to model production, sales and 
inventory in manufacturing industry where the inventory accumulates deviations in the relation 
between sales and production. 
5 1.609 E22 is the number of seconds in a year multiplied by the area of the Earth in square 
meters. 
6 Diffusivity is the usual indicator used to measure ocean heat uptake in climate models (e.g. 
Sokolov et al., 2003). Diffusivity is equal to conductivity divided by heat capacity. The term 
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where Γ is diffusivity, and x is depth. This equation measures the temperature change over time 
along a line where heat is entering and exiting each finite element on the line. The time, τ, taken 








therefore, diffusivity is measured in m
2s
-1. In our model, δ, represents the heat transferred over a 
year in the entire ocean for a given temperature difference between the upper and lower oceans. 
It should, therefore, be possible to recover the implied diffusivity. 
7 
! 
"(L)#Dt =#Dt + $1#Dt%1 + ...+ $n#Dt%n 
8 In Figure 1 indexes 1994-98 as 1996 and so forth. 
9  See Hamilton (1994) and Phillips (1991) for the statistical justification for this formulation. 
10 Using this state space approach results in much reduced bias in parameter estimates in the 
presence of noisy variables (Young, 1984). Intuitively we can see that if we remove the noise in 
the temperature series that is not associated with the radiative forcing input we can get a better 
estimate of the relationship between radiative forcing and the part of temperature that is due to 
radiative forcing. Of course there is also measurement error in the radiative forcing series that I 
do not address here that could lead to bias, though it is likely that the signal to noise ratio is 
pretty high for a strongly trending variable such as this and therefore the bias is likely quite 
small. 
11 Or equivalently, the dimensions of Y and Z vary with the number of variables that are 
observed (Harvey, 1989). 
12 This approach effectively uses the observation on atmospheric temperature to identify all three 
initial states. 
13 The model was estimated using the RATS econometrics package. The data in the form of an 
Excel spreadsheet and the RATS code is available on request from the author. 
14 The R
2 statistics are computed for the levels of the dependent variables. 
15 This expected value is based on the relative changes in heat content and temperature over the 
period examined by Levitus et al. (2000, 2001). The atmosphere warmed by around 0.5K for a   23 
                                                                                                                                                            
6.6E21J increase in heat content while the upper 300m of the ocean warmed by 0.31K for a 
8E22J to 10E22J increase in heat content.   
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Figure 1.  Impulse Response of Atmospheric Temperature to a Permanent 
Instantaneous Doubling of Carbon Dioxide 
 
Figure 2.  Radiative Forcing 
 
Figure 3.  Global Atmospheric Temperature, State Variable, and Long-run 
Equilibrium Temperature 
 
Figure 4.  Estimated State Variable and Observations of Heat Content of the 
Upper 300m of the Ocean  
 
Figure 5.  5  Year  Moving  Averages  of  the  Estimated  State  Variable  and 
Observations of Heat Content of the Lower 2700m of the Ocean 
 
Note: Standard errors are from the series provided for the top 3000 metres of the global ocean by 
Levitus et al. (2000. 2005). Observations are indexed so that the observation for 1996 is the 
mean for 1994 to 1998 and so forth. 
 
Figure 6.  Transient Response 
 
Figure 7.  Response of GCMs 
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Table 1. Likelihood Function and Likelihood Ratio Tests 
 
AR 
Lags  1  2  3   
MA 
Lags         
0  -166.43  -170.25  -175.72  Log Likelihood 
  (16)  (22)  (34)  Parameters 
  103.45  95.81  84.87  LR Test 
  0.0000  0.0000  0.0000  Significance 
  -298.86  -292.50  -277.44  AIC 
         
1  -188.67  -197.46  -198.62  Log Likelihood 
  (19)  (25)  (31)  Parameters 
  58.96  41.39  39.07  LR Test 
  0.0000  0.0000  0.0000  Significance 
  -335.34  -338.92  -327.23  AIC 
         
2  -193.83  -204.19  -210.18  Log Likelihood 
  (22)  (28)  (34)  Parameters 
  48.65  27.93  15.95  LR Test 
  0.0000  0.0005  0.0012  Significance 
  -337.65  -344.38  -342.36  AIC 
         
3  -196.81  -206.08  -218.15  Log Likelihood 
  (25)  (31)  (37)  Parameters 
  42.69  24.14    LR Test 
  0.0000  0.0002    Significance 
  -335.62  -340.17  -350.31  AIC 
         
 
Note: The numbers of parameters refers to the number of parameters in the 
model while the likelihood ratio test statistic is a test of the implied 
restrictions on the ARMA(3,3) model and its significance level. 
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Table 2. Model Diagnostics for ARMA(2,2) Model 
 








Econometric  0.6254  0.0946  -0.8808 
p Q(1)  0.8350  0.1933  0.0487 
p Q(longest)  0.3802  0.3208  0.0640 
R
2 Simulation  0.7296  0.1238  -1.1267 
Theil’s U  0.2701  0.5756  0.9163 
! 
U
B  0.0743  0.0000  0.0036 
! 
U
V  0.0003  0.1672  0.0955 
! 
U
C  0.9254  0.8328  0.9009 






ADF t-test  -5.19  -2.07  -2.58 
ADF ρ test  -65.10  -17.31  -26.68 
 
See text for definitions of statistics 
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Table 3. Model Diagnostics for ARMA(3,3) Model 
 








Econometric  0.7917  0.6598  0.5272 
p Q(1)  0.6919  0.7037  0.5948 
p Q(longest)  0.0479  0.4605  0.3177 
R
2 Simulation  0.8502  0.6721  0.2733 
Theil’s U  0.2026  0.3012  0.4076 
! 
U
B  0.0000  0.0006  0.1790 
! 
U
V  0.0765  0.0291  0.0103 
! 
U
C  0.9235  0.9703  0.8107 






ADF t-test  -4.66  -3.23  -3.26 
ADF ρ test  -55.04  -48.40  -29.25 
 
See text for definitions of statistics 
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Table 4. Climate Sensitivity 
 
AR  1  2  3 
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α1  -2.1e-03  1.2e-03  -1.7737  π2DD  -0.0871  0.0297  -2.9302 
α2  -0.0163  5.9e-03  -2.7879  π1DU  0.5116  0.1112  4.6026 
δ  -0.1142  0.0158  -7.2386  π2DU  -0.0609  0.0969  -0.6279 
β12  -2.2529  0.4553  -4.9483  Θ1  -0.0609  0.0969  -0.6279 
β15  -0.7642  0.1876  -4.0739  Θ2  -0.8476  0.1252  -6.7727 
β23  -9.7e-03  1.7e-03  -5.7073  Θ3  0.5586  0.0425  13.1430 
β25  -0.0734  0.0516  -1.4233  Ψ1  -1.4274  0.0378  -37.747 
β33  -3.7792  0.2130  -17.746  Ψ2  -1.0758  0.0681  -15.795 
β35  -3.0542  0.6754  -4.5222  Ψ3  0.0219  0.1652  0.1326 
π0AF  0.0378  0.0166  2.2789  Φ1  0.0444  0.1757  0.2526 
π1AF  0.0137  0.0240  0.5721  Φ2  0.1437  0.1202  1.1957 
π2AF  -0.0169  0.0221  -0.7648  Φ3  -0.2950  0.1223  -2.4114 
π1AA  0.5438  0.1122  4.8447  HAA  0.0797  5.8e-03  13.7234 
π2AA  0.3444  0.0709  4.8574  HUA  0.0811  0.1699  0.4772 
π1AU  -1.3e-03  4.1e-03  -0.3129  HUU  1.0558  0.1203  8.7730 
π2AU  7.3e-04  6.1e-03  0.1201  HDA  -0.5392  0.9690  -0.5565 
π1AD  -3.3e-03  1.6e-03  -2.0999  HDU  3.4635  0.9189  3.7691 
π2AD  3.9e-04  1.4e-03  0.2813  HDD  5.1550  0.6806  7.5742 
π1DD  0.0200  0.0308  0.6500         
 