We show that the limiting distribution of the number of comparisons used by Hoare's quickselect algorithm when given a random permutation of n elements for finding the mth-smallest element, where m = o(n), is the Dickman function. The limiting distribution of the number of exchanges is also derived.
Quickselect
Quickselect is one of the simplest and most efficient algorithms in practice for finding specified order statistics in a given sequence. It was invented by Hoare [19] and uses the usual partitioning procedure of quicksort: first choose a partitioning key, say x; regroup the given sequence into two parts corresponding to elements whose values are less than and greater than x, respectively; then decide, according to the size of the smaller subgroup, which part to continue recursively or to stop if x is the desired order statistics. See Figure 1 for an illustration in terms of binary search trees. For more details, see Guibas [15] and Mahmoud [26] .
This algorithm, 1 although inefficient in the worst case, has linear mean when given a sequence of n independent and identically distributed continuous random variables, or equivalently, when given a random permutation of n elements, where, here and throughout this paper, all n! permutations are equally likely.
Let C n,m denote the number of comparisons used by quickselect for finding the mthsmallest element in a random permutation, where the first partitioning stage uses n − 1 † Part of the work of this author was done while he was visiting the School of Computer Science, McGill University. He thanks the School for hospitality and support. 1 For simplicity of presentation, we have only sketched the algorithm of quickselect; when dealing with random input, we assume that the randomness is preserved in each partitioning stage, which is the case for many partitioning algorithms. See Sedgewick [33] for a detailed discussion. Given a sequence {x 1 , . . . , x n }, the binary search tree associated with this sequence is constructed by putting x 1 in the root node, the remaining elements being compared sequentially to x 1 . Those smaller (larger) elements go to the left (right) branch and they form (recursively) a binary search tree. Assume that we are selecting the mth-smallest element in this sequence and that the size of the left subtree is k − 1. If m = k then x 1 (root) is the desired order statistic: if m < k then the search for the mth-smallest element goes on recursively in the left subtree; otherwise, the search for the (m − k)th-smallest element is conducted in the right subtree comparisons. Knuth [23] was the first to show, by a differencing argument, that
The variance was derived by Kirschenhofer and Prodinger [21] , using generating functions,
where σ(α) > 0 is defined by
see also Paulsen [31] . Note that σ 2 (0) = σ 2 (1) = 1/2. The limiting distribution of C n,m /n was studied independently by Grübel and Rösler [14] and Kodaj and Móri [24] ; see also Grübel [12] . Although several (different) characterizations of the limiting distribution of C n,m /n were derived, none of them is simple. The aim of this paper is to show that, when 1 m = o(n), the limiting distribution can be described in a more transparent way via the Dickman function, extensively studied in number theory and probability theory. By symmetry, the same results hold for 0 n − m = o(n). While all previous approaches are based essentially on the recurrence relations of C n,m , our approach is more combinatorial (in contrast to computational) in nature and relies on proper decomposition of the random variable in question. For more methodological interests, we also sketch another computational approach, using recurrence and generating functions. The number of exchanges is discussed in Section 5. We conclude with some remarks.
The Dickman function
The Dickman function ρ(u) is defined as the continuous solution of the differentialdifference equation
with the initial condition ρ(u) = 1 for 0 u 1. It originated in the study by Dickman [9] who showed that
for u 1; in words, the number of positive integers less than n whose largest prime factor is less than n 1/u has the limiting density ρ(u) for u 1. The Dickman function plays an important role in analytic number theory, especially for problems in connection with so-called psixyology; see Tenenbaum [35] , Hildebrand and Tenenbaum [17] , and Moree [29] for further information and more instances.
Besides its appearance and applications in number theory (see also Hirth [18] ), the Dickman function also arises in a large number of problems such as the degree of the largest irreducible factors in random polynomials over finite fields (see Arratia, Barbour and Tavaré [2] , Car [5] , Knopfmacher and Manstavičius [22] ), the size of the largest cycle in random permutations (see Shepp and Lloyd [34] , Gourdon [11] ), the sum of products of uniform random variables (see Goldie and Grübel [10] , Devroye [7] ), and allele frequencies in the infinitely-many neutral alleles diffusion model (see Watterson [36] ). See also Arratia [1] and Arratia, Barbour and Tavaré [3] for a comprehensive survey of scale-invariant Poisson processes in which the Dickman function has appeared in several different forms. Our example of quickselect is a new addition to this list.
Note that (see Tenenbaum [35, §III.5.4 
where γ is Euler's constant. For simplicity of reference, we call the distribution with the density function e −γ ρ(x) the Dickman distribution; see Figure 2 for a plot of the density. Let Z be a random variable with the Dickman distribution. Some known properties of this distribution are listed as follows.
(1) The distribution of Z is infinitely divisible; see Hensley [16] .
(2) The moment generating function of Z satisfies
the second equality holding for s ∈ C \ [0, ∞).
The kth cumulant of Z is equal to 1/k; and the kth moment µ k of Z satisfies the recurrence
with µ 0 := 1.
One simple way of describing the Dickman function is the following. Let {X i } 1 i n be a sequence of independent random variables such that
Proposition 2.1. The limiting distribution of the random variable
is Dickman:
This result will be used to prove our main result for C n,m .
Proof. From (2.1) and
it suffices, by Lévy's continuity theorem, to show that
uniformly for finite and real t. Now E e itD n /n = exp
where
The dominant term satisfies
by a simple application of the Euler-MacLaurin summation formula or by the integral representation of the left-hand side. This implies (2.2) and the proposition. With more calculations, we can prove a local limit theorem for D n of the form (see Arratia, Barbour and Tavaré [4, Corollary 2.8])
where k/n → x > 0; see Figure 2 . Interestingly, the histograms of D n indicate that P (D n = k) is highly fluctuating for k n, a fact due to the wide gap of individual X i .
Cost of quickselect
Our main result is as follows.
By Proposition 2.1, it suffices to prove the following result. We write X n
Proof. Let S n denote the set of all permutations of n elements. Since we consider quickselect algorithms whose partitioning procedures preserve randomness, we can, for the purpose of analysis, restrict our analysis only to quickselect algorithms that do not exchange keys in the whole process. We thus consider algorithms where the keys in the subproblems in which we continue the search for the desired order statistics retain their original (relative) ordering after each partitioning stage; this essentially corresponds to the structure of a binary search tree (we use the first element in each subproblem as the partitioning key). Let ξ(i, j), 1 i, j n, be the indicator that key i (as a partitioning key) compares with key j during the whole quickselect process when given a random permutation. Then
We first prove the case m = 1. Observe that in this case ξ(i, j) depends only on the relative ordering of {1, 2, . . . , max{i, j}}. Let σ ∈ S n be the given permutation. Let A k ⊂ S n denote the event that k appears before {1, 2, . . . , k − 1} in σ for 2 k n. Then P (A k ) = 1/k and k is used as a partitioning key (at some stage of the quickselect process) if and only if σ ∈ A k . Thus
On the other hand, we have
since we are selecting the smallest element, and the key k is not present in the remaining process once it is used as a partitioning key (σ ∈ A k ) or once it is compared to a partitioning key that is less than k (σ ∈ A k ). Summing over k from 2 to n, we obtain, by the independence of the sets A k ,
The referee pointed out an alternative proof for this simple case by using binary search trees that proceeds as follows. Observe first that the smallest element in a binary search tree is the node reachable by following only left branches from the root. Thus the number of comparisons used by quickselect to find the smallest element is essentially the sum of the subtree sizes of all nodes lying along the leftmost path (or 'left arm') of the tree, yielding is identical to the distribution of the number of comparisons used to find the smallest element in the set {m, . . . , n}, which, by (3.2), satisfies
Thus it remains to prove that the remaining cost is negligible:
To this aim, we observe that the sum on the left-hand side is bounded above by
The first part satisfies
since the distribution of Z 1 is identical to the cost of finding the largest (or smallest) element in a random permutation of m elements.
For Z 2 (and Z 3 ), we note that, for fixed k, m < k n, the indicators {ξ(k, j) : 1 j < k} and {ξ(j, k) : 1 j < k} depend only on the relative ordering of {1, . . . , k}. Thus it suffices to consider permutations in S k . Given σ ∈ S k , let B be the event that there are exactly elements in {1, . . . , m − 1} that all appear before {m, . . . , k}; let {b 1 (σ), . . . , b (σ)} ⊂ {1, . . . , m − 1} denote these elements (in their left-to-right orders). Then the sum
equals the number of records (or left-to-right maxima) in the sequence {b 1 (σ), . . . , b (σ)}, whose mean is of logarithmic order for 1 < m; the sum is zero if = 0. To see this, observe first that if m is used as the partitioning key then the process stops; otherwise, if any element in {m + 1, . . . , k} is used as a partitioning key, then k is eliminated from the remaining selection process. So the records in the sequence {b 1 (σ), . . . , b (σ)} are exactly the partitioning keys in the process in which k is present. Thus
and, consequently,
For the final part Z 3 , let J k denote the event that k appears before {m, . . . , k − 1}. Then P (J k ) = 1/(k − m + 1) and k is a partitioning key if and only if σ ∈ J k . Thus
where U m,k denotes the maximum element among those elements {1, . . . , m−1} that appear before {m, . . . , k}, and U m,k = 0 if no such element exists. It follows that
By this inequality and by noting that J k is independent of U m,k , we obtain
This completes the proof of the proposition and the theorem.
Recurrences and generating functions
We give another direct proof of Theorem 3.1 in this section. This proof relies on the recurrence relations in question and uses only suitable differencing arguments. It is thus elementary in nature. This method is easily amended for other cost measures like the number of exchanges used by quickselect or other versions of quickselect; see Section 5.
Let P n,m (y) = E(y C n,m ) denote the probability generating function of C n,m . Then P n,m satisfies the recurrence (see [21] and [27] )
for 1 m n, with the initial condition P n,0 (y) = δ n,0 , the Kronecker symbol. Proof. For m = 1, the result follows from (4.2) using the same method of proof as Proposition 2.1. Also by Proposition 2.1, it suffices that we prove, for m = o(n), 
Defining ∆ n,m = ∆ n,m (|u|) by ∆ n,1 = 2|u| and, for 2 m n, 
It follows that
uniformly for m = o(n). Substituting this estimate in (4.5), we obtain
for m = o(n). This completes the proof.
The number of key exchanges
Let W n,m denote the number of key exchanges made by quickselect to select the mth-smallest element in a random permutation of n elements. Let T n,m (y) denote the probability generating function of W n,m . Then, by conditioning on the value of the partitioning element, we have T n,m (y) = 1 for 0 n, m 2 and
for n 3 and 1 m n, where V n,j (y) denotes the probability generating function of the number of exchanges used to partition the random permutation into two parts when the partitioning element is j (see Sedgewick [33] ):
j−1 is the probability that there are exactly s elements whose indices are less than the rank of the partitioning key and whose values are larger than the partitioning key. Note that
From (5.1) and (5.2), we obtain
for 1 m n and n 2, with T 0,m (1) = T 1,m (1) = 0. By the same differencing argument of Knuth [23] , we have, for n 2 and 1 m n, The distribution is uniquely characterized by its moments and is not Dickman; see 
We prove the convergence in distribution of T n,1 /n by the method of moments, and then prove Proposition 5.2 by a differencing argument similar to the proof for the number of comparisons. Although the method of moments can also be applied in the case when 2 m = o(n), the proof given here seems simpler and extends the arguments used in the proof of Proposition 4.2.
Proof of (5.4) for m = 1. For simplicity, write T n (y) = T n,1 (y) and τ n,k := T (k) n (1), the kth factorial moment of W n,1 . Then, by (5.1) with m = 1,
with τ 0,k = τ 1,k = 0, where
We now show, by induction, that
for some g k that will be determined recursively. The case k = 1 holds by (5.3) with g 1 = 1/3. Define g 0 = 1. By induction and (5.2),
We need a simple lemma.
Lemma 5.3. The solution to the recurrence a 0 = 0 and
where b n is a given sequence, is given by
Proof. Take the difference na n − (n − 1)a n−1 and iterate.
Corollary 5.4. (Asymptotic transfer)
Assume a n satisfies (5.7). If b n ∼ cn β , where β > 0, then
Proof. By (5.8),
Applying the asymptotic transfer (5.9) to τ n,m using (5.6), we obtain, for k 2,
Thus, if we define g k recursively by g 0 = 1 and
We now show that the sequence {g k } uniquely characterizes a distribution by proving that g k /k! 1 for k 0. By induction using the inequality
we have for k 1
Consequently, the distribution W is uniquely characterized by its moments {g k } by Carleman's criterion, which states that the moment sequence {g k } uniquely characterizes the distribution if k g
= ∞. The result (5.4) for m = 1 is thus proved by the Frechet-Shohat moment convergence theorem (see Loève [25] ).
Note that the moment generating function G(z) = E(e W z ) satisfies 
We need an upper bound for the 'total variation' 2 j n |V n,j (y) − V n−1,j−1 (y)|. First observe that
From this and the inequalities
where φ(z) is an entire function with nonnegative coefficients. Now define ∆ n,m (u) by ∆ n,0 (u) = 0 and, for n m 1,
The recurrence (5.11) is easily solved using (5.8):
Thus, substituting u = t/n and using (5.10), we obtain Note that the number of exchanges, denoted by V n , used at the first partitioning stage satisfies, by (5.2),
for k 1. Thus we deduce that V n /n has in the limit a beta distribution: P V n n < x → 1 − √ 1 − 4x (0 < x < 1/4).
Extensions
Random rank selection Mahmoud, Modarres and Smythe [27] considered the problem of selecting the τth-smallest element using quickselect, where τ takes any of the n values {1, . . . , n} with equal probability. Let B n denote the number of comparisons used by quickselect when given a random permutation. Then the bivariate generating function B(x, y) := n E(y B n )x n satisfies (see [27] ) where E j ⊂ {1, . . . , j} for 1 j n. If E j = {1}, then I n is the number of records, or cycles, in a random permutation (Stirling numbers of the first kind); if E j = {1, . . . , j}, then I n is the number of inversions in a random permutation; if E j = {j}, then I n = D n . So I n may be interpreted as generalized inversions in permutations (counting only inversions produced by some specified numbers). While the distributions in the cases of records and inversions are asymptotically normal, the limiting distribution of D n is not normal. In general, for what sets of E j will I n be asymptotically normally distributed? When will it be Dickman?
