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Abstract—An approach to approximating the decision boundary 
of an ensemble of two-class classifiers is proposed. Spectral 
coefficients are used to approximate the discrete probability density 
function of a Boolean Function. It is shown that the difference 
between first and third order coefficient approximation is a good 
indicator of optimal base classifier complexity. A theoretical analysis 
is supported by experimental results on a variety of Artificial and 
Real two-class problems.  
Keywords— Boolean functions,  ensemble classifier, multilayer 
perceptrons, pattern analysis, spectral analysis, supervised learning 
I.  INTRODUCTION  
An important design issue for an ensemble of classifiers 
(Multiple Classifier System) is choice of individual (base) 
classifier complexity, which is usually determined with the help 
of a validation set or cross-validation techniques [1].  For solving 
a supervised learning problem, the maximum number of patterns 
should be reserved for training, which implies that base classifier 
parameters should ideally be determined from the training set. It 
may be possible to bootstrap training patterns and use the 
Ensemble Out-of-Bootstrap error estimate [2], in place of 
validation, but each bootstrap replicate uses approximately two-
thirds of the patterns, which may not be representative of the 
problem, for example for small sample size problems. In this 
paper, we only deal with the aggregation phase [16] of two class 
problems, but it should be possible to solve multi-class problems 
with this approach using Error-Correcting Output Coding 
(ECOC) [3].  
Consider a simple ensemble framework of parallel base 
classifiers, each of which is given a binary decision, and if the 
problem is two-class, a Boolean mapping is defined between 
classifier decisions and target outputs. This mapping may be 
analysed using Walsh spectral coefficients, which was first 
proposed for Pattern Recognition in [4]. However, it was much 
later that first and second order Walsh spectral coefficients were 
used in the context of ensembles [5] [6]. The motivation for 
using Walsh coefficients in ensemble design is fully explored in 
[7]. For further understanding of the meaning and applications 
of Walsh coefficients see [8] and [9]. Since realistic learning 
problems are ill-posed [10], the Boolean function approximation 
will need to handle partially specified, noisy and possibly 
contradictory information. 
 
Fig. 1 Ensemble framework of parallel Neural Network Classifiers 
 
II. APPROXIMATING DISCRETE P.D.F. 
 
Consider the ensemble framework of Fig. 1, in which there 
are N parallel Neural Network base classifiers, and let Xm be the 
N-dimensional binary vector representing the mth training 
pattern, formed from the decisions of the N classifiers. For a two-
class supervised learning problem of µ training patterns, the 
target label given to each pattern Xm is denoted by  Ω௠ = Φ(𝑋௠) 
where m = 1 … µ ,    and  Φ  is the unknown Boolean function 
that maps Xm to Ω௠ . Therefore, the vector Xm  represents the mth 
original training pattern 
 
 𝑋௠ = (𝑥௠ଵ, 𝑥௠ଶ, … , 𝑥௠ே) (1) 
 
  where Xm is a vertex in the N-dimensional binary 
hypercube. Both pattern features and target label are binary, so 
that  𝑥௠௜ , Ω௠𝜖{0,1}  𝑜𝑟 {1, −1} where 𝑖 = 1 … 𝑁.  Using 
{1, −1} coding, the Walsh transform of  Φ is derived from the 
mapping Tn and defined recursively as follows        
 
 
 ,
 
        (1)        
 
The first, second and third order spectral coefficients  
derived from (1) are defined in [8] as follows 
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1
2ே𝜇
෍ 𝑥௠௜Ω௠
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௠ୀଵ
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In (2)  represents the correlation between   and 𝑥௜, 
and in (3) 𝑠௜௝  represents correlation between  and 
𝑥௠௜⨁𝑥௠௝ , where  is logic Exclusive-OR. Third order 
coefficients (4)  and higher  follow the same pattern, but in this 
paper we restrict ourselves to first and third order spectral 
coefficients. 
We now switch to {0,1} coding to approximate the discrete 
probability density function (p.d.f.), 𝑝(𝑋 = 𝑋௝) where 𝑗 can take 
any of 𝜇  possible values. From the p.d.f., we are able to calculate 
the probability of occurrence of the binary patterns. The 
following approach is similar to [4], but uses binary classifier 
space rather than binary patterns in the original feature space. A 
good choice of basis functions for this problem is the 
Rademacher-Walsh (RW) polynomials, which contain 2ே  terms 
and are formed by taking products of distinct terms of the form 
(2𝑥௠௜ − 1). Table I shows the RW discrete polynomial 
functions 𝜑௝(𝑋)which are orthogonal, satisfying the property 
that 
෍ 𝜑௝(𝑋௠)𝜑௞(𝑋௠) = ൜
2ே  𝑖𝑓 𝑗 = 𝑘
0     𝑖𝑓 𝑗 ≠ 𝑘
ଶಿ
௠ୀଵ
 (5) 
An approximation using 𝑞 basis functions and 𝜇 patterns is 
given by 
 ?̂?(𝑋) = ෍ 𝑐௝𝜑௝(𝑋)
௤
௝ୀଵ
 (6) 
where coefficients   
 𝑐௝ =
1
2ே𝜇
෍ 𝜑௝(𝑋௜)
ఓ
௜ୀଵ
 (7) 
As an example of computing the functional approximation 
using basis functions, consider the linear approximation of the 
following non-separable Boolean function, taken from [6], ( see 
[6] for the computation of spectral coefficients in {1, −1} 
coding). Table II shows the truth table in {0,1} coding. 
 
 
TABLE I. RADEMACHER-WALSH POLYNOMIALS  
 
 
TABLE II. TRUTH TABLE BOOLEAN FUNCTION  
Xm xm1 xm2 xm3 Ωm 
X1 0 0 0 0 
X2 1 0 0 1 
X3 0 1 0 1 
X4 1 1 0 0 
X5 0 0 1 0 
X6 1 0 1 1 
X7 0 1 1 1 
X8 1 1 1 1 
 
A single decision function will be formed by subtracting 
individual decision functions for the two classes using the linear 
approximation basis functions from (6) and (7). The three class 
𝜔଴ patterns are given by (0,0,0), (1,1,0), (0,0,1) and five class 
𝜔ଵ patterns by (1,0,0), (0,1,0), (1,0,1), (0,1,1), (1,1,1).   From 
Table I, the linear approximation uses four basis functions 
denoted by 
𝜑ଵ(𝑋) = 1,     𝜑ଶ(𝑋) =  (2𝑥ଵ − 1), 𝜑ଷ(𝑋) = (2𝑥ଶ − 1),
𝜑ସ(𝑋) = (2𝑥ଷ − 1) 
The factor ଵ
ଶಿ
 is common to all terms in (7), so can be 
neglected in the computation. For class 𝜔ଵ the coefficients are 
given by 
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1
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The density function linear approximation for class 𝜔ଵ 
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?̂?(𝑋|𝜔ଵ) = 1 +
1
5
(2𝑥ଵ − 1) +
1
5
(2𝑥ଶ − 1) +
1
5
(2𝑥ଷ − 1) 
Similar analysis for class 𝜔଴ gives 
?̂?(𝑋|𝜔଴) = 1 −
1
3
(2𝑥ଵ − 1) −
1
3
(2𝑥ଶ − 1) −
1
3
(2𝑥ଷ − 1) 
Assuming prior probabilities can be determined from the 
number of patterns, so 𝑝(𝜔ଵ) =
ହ
଼
, 𝑝(𝜔଴) =
ଷ
଼
 , the decision 
functions are 
?̂?(𝑋|𝜔ଵ)𝑝(𝜔ଵ) =
5
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1
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1
8
(2𝑥ଶ − 1)
+
1
8
(2𝑥ଷ − 1)  
?̂?(𝑋|𝜔଴)𝑝(𝜔଴) =
3
8
−
1
8
(2𝑥ଵ − 1) −
1
8
(2𝑥ଶ − 1)
−
1
8
(2𝑥ଷ − 1) 
Subtracting the decision functions gives combined decision 
function  
𝑑(𝑋) = ଵ
ସ
(1 + (2𝑥ଵ − 1) + (2𝑥ଶ − 1) + (2𝑥ଷ − 1))       (8) 
It is easy to verify that the decision function 𝑑(𝑋) in (8), 
based on the linear approximation, does not separate the patterns 
of the non-separable function, as expected. Using Table II, note 
that 𝑑(𝑋) > 0 for patterns 𝑋ସ, 𝑋଺, 𝑋଻, 𝑋଼ and 𝑑(𝑋) < 0 for 𝑋ଵ, 
but all other patterns have 𝑑(𝑋) = 0. 
It is possible to determine the coefficients directly by 
counting the correlation with the class label, as given in (2). In 
the above example, note that if class label agrees with 𝑥௜ then 
add +1, otherwise add -1. For example, the first order coefficient 
in (8) 𝑠ଵ is given by 
𝑠ଵ =
ଵ
ఓ
∑ 𝒞(𝑥௠ଵ, Ω௠)
ఓ
௠ୀଵ      where 𝒞(𝑎, 𝑏) = ൜
+1 𝑖𝑓 𝑎 = 𝑏
−1 𝑖𝑓 𝑎 ≠ 𝑏  
Therefore     𝑠ଵ =
ଵ
଼
(1 + 1 − 1 − 1 + 1 + 1 − 1 + 1) = ଶ
଼
 
For third order coefficient, neglecting the factor ଵ
ଶಿ
 
𝑠ଵଶଷ =
ଵ
ఓ
∑ 𝒞(𝑥௠ଵ⨁𝑥௠ଶ⨁𝑥௠ଷ, Ω௠)
ఓ
௠ୀଵ              
If we now assume that there are only three class 𝜔ଵ patterns 
with 𝑋ଶ, 𝑋ଷ missing and two class 𝜔଴ patterns with 𝑋ସ missing, 
we can repeat the calculation for the combined decision function 
with 𝑋ଵ,𝑋ହ, 𝑋଺, 𝑋଻, 𝑋଼ in Table II giving  
𝑑(𝑋) =
1
5
(1 + 3(2𝑥ଵ − 1) + 3(2𝑥ଶ − 1) + 3(2𝑥ଷ − 1)) 
     which perfectly separates the five training patterns. 
III. TUMER-GHOSH MODEL 
Fig. 2 shows the two class ( ) model of Added 
Classification Error according to [11], which for simplicity is 
restricted to one dimension (x). The model assumptions are that 
the a posteriori probability distributions are approximated by 
 
 
Fig. 2 Tumer-Ghosh model showing real and estimated probabilities and Added 
Error Ek for kth classifier shown as darkly shaded region 
 
 
Fig. 3  Tumer Ghosh model showing i,j,kth classifier  boundaries and areas 1-8 
base classifier outputs and are locally monotonic around the 
Bayes boundary. While a Gaussian Distribution satisfies these 
properties, it is not necessary to assume overlapping Gaussians 
in the Tumer-Ghosh model [12]. 
     The optimum (Bayes) boundary in Fig. 2 is the loci of all 
points 
 
and the output of the 
classifier representing class  is given by   
 (9)     
    where  are the actual and estimated a posteriori 
probability distributions as shown in Fig. 2, and  is the 
difference between them. A similar equation to (9) is obtained 
for class with  and error . If 
b in Fig. 2 is the amount that the kth classifier boundary (xb) 
differs from the ideal Bayes boundary ( ), and assuming that 
b is a Gaussian random variable with mean β and variance σb,  
in [11] it is shown using (9) that Added Classification Error for 
kth classifier is given by 
01 ,
)~|()~|(:~ 01 xPxPx  
1
)()|()|(ˆ 111 xxPxP  
PP ˆ,
)(1 x
0 )|(ˆ),|( 00 xPxP  )(0 x
x~
          
where and  
indicates differentiation. 
In this paper, the model is extended to the case of a triple of 
classifiers, and we assume in the analysis that classifier 
complexity is varied from under to over-fitting, with respect to 
optimal. Fig. 3 shows decision boundaries of (i,j.k)th classifiers 
for which it is assumed that the complexity is not sufficient to 
approximate the Bayes boundary, so that all classifiers under-fit. 
Note in Fig. 3 that estimated probabilities and 
are omitted for clarity. Mutually exclusive areas 
under the probability distribution are labelled 1 – 8 in Fig. 3 and 
area y is given by ay. 𝐸௜ corresponds to a4, 𝐸௝ to a4+a3,  𝐸௞ to 
a4+a3+a2 . 
We define 𝑛௣௤ to be the number of class 𝜔௣ patterns for 
which 𝜑 has value q where 𝑝, 𝑞 ∈ {0,1}. Table III shows the first 
order contribution for each area for the kth classifier. For 
example, 𝑎ଵ and 𝑎ହ show 𝑛ଵଵ for class 𝜔ଵ since patterns are 
correctly classified by the kth classifier.  Assuming that there are 
approximately equal number of class 𝜔ଵ and class 𝜔଴ patterns 
under the tail of the distribution in areas a5 to a8, the 
contributions cancel, so that we need only consider a1 to a4. All 
three classifiers correctly classify class 𝜔଴ patterns, except in 
areas  𝑎ହ, 𝑎଺, 𝑎଻ so we can ignore class 𝜔଴ patterns in the 
analysis. Table IV shows the first order contributions for the 
three classifiers individually, and the last row ijk corresponds to 
third order contribution. For example, for 𝑎ଵ the individual 
𝜑(𝑥௜) for each classifier is 1 so third order 𝜑൫𝑥௜⨁𝑥௝⨁𝑥௞൯ =
1 ⨁ 1 ⨁1 = 1. Positive correlation is indicated by 𝑛ଵଵ and 
negative correlation by 𝑛ଵ଴. 
For the first order, we see that the coefficients corresponding 
to k,j,i th classifier are respectively (𝑎ଵ − 𝑎ଶ−𝑎ଷ−𝑎ସ), (𝑎ଵ +
𝑎ଶ−𝑎ଷ−𝑎ସ) and (𝑎ଵ + 𝑎ଶ+𝑎ଷ−𝑎ସ). Therefore, the ith classifier 
carries more weight than the jth classifier, which carries more 
weight than the kth classifier. The result is that the decision 
boundary for W1 would be closer to optimal, compared to MV 
which for the three classifiers would coincide with the jth 
classifier boundary. The third order coefficient is given by 𝑎ଵ −
𝑎ଶ+𝑎ଷ−𝑎ସ). By inspection of Fig. 3, we can see that  a2+a4 is 
likely to be less than a1+a3, so we expect an overall positive 
correlation, which when added to the first order contribution 
would move the decision boundary closer to 𝑥෤.  
    Now consider the case that base classifiers are optimal, 
and assume that classifier j is close to 𝑥෤, and classifiers i,k are 
either side of the Bayes boundary. A similar analysis shows that 
the ensemble boundary for W1 would then be close to 𝑥෤. Since 
the areas are approximately equal, the third order contribution 
adds little to the first order. We may also expect that the Boolean 
function would be quite complex, with approximately equal 
number of patterns in the two classes under the tail. It may be 
seen in Section IV that W3 training error is sometimes higher 
than W1 training error, when base classifier is optimised.  
 
 
TABLE III. FIRST ORDER CONTRIBUTIONS FOR KTH CLASSIFIER IN FIG. 3 
 
 a1 a2 a3 a4 a5 a6 a7 a8 
ω1 n11 n10 n10 n10 n11 n10 n10 n10 
ω0     n01 n00 n00 n00 
 
TABLE IV.  FIRST AND THIRD ORDER CONTRIBUTIONS   FOR I,J,K TH  
CLASSIFIERS IN FIG. 3 , FOR CLASS 𝝎𝟏 
 
 a1 a2 a3 a4 
k n11 n10 n10 n10 
j n11 n11 n10 n10 
i n11 n11 n11 n10 
ijk n11 n10 n11 n10 
 
TABLE V.  DATASETS SHOWING NUMBER OF PATTERNS, NUMBER 
OF FEATURES AND OPTIMAL ESTIMATE 
 
Data Problem #pat #feat %OE 
Real2 card 690 51 9.9 
Real2 credita 690 14 11.1 
Real2 diabetes 768 8 20.1 
Real2 heart 920 35 11.5 
Real2 ion 351 34 5.2 
Real2 vote 435 16 2.2 
Art2 threenorm 3000 20 10.5 
Art2 highleym 3000 2 5.1 
Art2 circular 3000 2 12.8 
Art2 gaussimp 3000 2 12.0 
Art2 banana 3000 2 1.2 
Art2 lithuani 3000 2 1.8 
 
IV. EXPERIMENTAL EVIDENCE 
There are two types of two-class problems labelled Real2, 
Art2 in Table V which shows the number of patterns, number of 
features and optimal error rate (OE), obtained by manually 
optimizing neural network base classifiers using 90/10% 
train/test split. Real2 is selected from [13], and Art2 is artificial 
data taken from [14]. For the experiments, the random train/test 
split is 80/20 for problems in Real2, and for Art2 there are 600 
training patterns and 2400 testing patterns.  Experiments for all 
datasets are repeated ten times and averaged. Test error rates will 
have OE subtracted, to give a fairer result when the average over 
different datasets is reported, so accuracy of OE is not crucial. 
Neural networks (NN) are used as base classifiers as shown 
in Fig. 1. Each NN has the same architecture, a single hidden 
layer multi-layer perceptron with the same number of nodes and 
training epochs, using the Levenberg-Marquardt training 
algorithm with default parameters.  The ensemble has 15 MLP 
base classifiers, the diversity in each being due to random 
starting weights.  
)( 22   bk PE
)~())~|()~|((5.0 01 xpxPxPP   P
)|(ˆ 0 xP 
)|(ˆ 1 xP 
The nomenclature for test error rate is as follows, with 
training error rate indicated by adding tr. 
MV Majority vote combiner 
W1, W3  Walsh coefficient combiner of order 1,3 
BA Base Classifier 
OE Optimal Estimate 
Note that for computing W1, W3  as explained in Section II,  
there are no parameters to set, as with MV.    The experiments 
are designed to test the hypothesis that the difference between 
W3tr and W1tr is a good indicator of optimal base classifier 
complexity. 
Fig. 4 shows various plots for Credita dataset, combining 
NN classifiers that are systematically varied 1-69 training 
epochs (log scale) and 32 nodes. Fig. 4 (a) (b) show test error 
rates for W1 and BA with OE subtracted. For the Credita dataset, 
the optimal value is at 4 epochs for W1 and at 7 epochs for BA. 
As training epochs is increased the optimal value for W1 may be 
lower than for BA, which is due to the accuracy/diversity trade-
off in ensemble classifiers [15]. Fig. 4 (c) shows the difference 
between W3tr and W1tr, and shows a peak at 4 epochs.  Fig. 4 
(d) shows the difference between MV and W1 test error rates, 
and note that W1 is never worse than MV, and at low (1-2) 
epochs is superior. Note also at 4 epochs (W3-W1)tr is positive 
so that W3tr is higher than W1tr, as explained in Section III. 
Fig.  5 and 6 show the mean curves over Real2 and Art2 
datasets, as training epochs is varied 1-69 and nodes 16,32. A 
similar trend to the Credita dataset may be observed, with (W3tr 
– W1tr) predicting the optimal test error rate, at 3-4 epochs in 
Fig. 5 and at 4-7 epochs in Fig. 6. From Fig. 5 (d) and Fig. 6 (d) 
W1 is to be preferred to MV at 1-2 epochs and achieves similar 
to MV for higher epochs. 
 
Fig. 4.   Credita  data with NN 32 nodes and epochs varying 1-69 
 
 
Fig. 5.   Mean over six Real2 datasets with NN 
       16,32 nodes and epochs varying 1-69 
 
 
Fig. 6.   Mean over six Art2 datasets with NN 
       16,32 nodes and epochs varying 1-69 
 
To demonstrate how W3 performs compared to W1 and MV, 
example decision boundaries are shown for artificial data with 
two features. Ensemble decision boundaries for Highleyman 
dataset with 16 node NN base classifiers are shown for 10 
epochs in Fig. 7, and for 2 epochs in Fig. 8. It can be seen from 
Fig. 7 that all ensemble decision boundaries achieve optimal 
performance at 10 epochs. Individual boundaries for seven base 
classifiers for 2 epochs are shown in Fig. 9, from which it may 
be seen that there is great variation in individual boundaries, but 
from Fig. 8, W3 at 2 epochs is closer to optimal than W1 or MV.  
 
 
 
 
 
Fig. 7.   Combiner boundaries Highleyman data 16 nodes and 10 epochs 
 
Fig. 8.   Combiner boundaries Highleyman data 16 nodes and 2 epochs 
 
 
V. CONCLUSION 
 
If a decision is taken for each base classifier in an ensemble 
that solves a supervised two-class learning problem, a Boolean 
function is defined. The function may be noisy, contradictory 
and ill-defined, so that a spectral analysis provides a useful 
approximation. In this paper, it is shown that the difference 
between third and first order Walsh approximation is a good 
indicator of optimal number of training epochs for a Neural 
Network classifier. Further work is aimed at using a spectral 
analysis to optimize other base classifier parameters, and to 
solve multi-class problems using the Error-Correcting Output 
Coding approach. 
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Fig. 9.   Seven  individual boundaries for Fig. 8 
