We present a framework that enables estimation of low-dimensional sub-resolution reservoir properties directly from seismic data, without requiring the solution of a high dimensional seismic inverse problem. Our workflow is based on the Bayesian evidential learning approach and exploits learning the direct relation between seismic data and reservoir properties to efficiently estimate reservoir properties. The theoretical framework we develop allows incorporation of non-linear statistical models for seismic estimation problems. Uncertainty quantification is performed with Approximate Bayesian Computation. With the help of a synthetic example of estimation of reservoir net-to-gross and average fluid saturations in sub-resolution thin-sand reservoir, several nuances are foregrounded regarding the applicability of unsupervised and supervised learning methods for seismic estimation problems. Finally, we demonstrate the efficacy of our approach by estimating posterior uncertainty of reservoir net-to-gross in sub-resolution thin-sand reservoir from an offshore delta dataset using 3D pre-stack seismic data.
Introduction
Solving an inverse problem for elastic properties is a staple component of most seismic reservoir characterization (SRC) workflows. Elastic property inversion techniques typically encounter theoretical, numerical and computational complexities due to the high dimensional nature of subsurface models and the seismic data. It is a well-studied problem and there are many efficient approaches to tackle these challenges. However, in certain applications, especially related to reservoir management studies, the desired properties may be low-dimensional averaged properties over a reservoir interval like average net-to-gross or average fluid saturations. The research problem we pose and address in this paper is the following: Does the estimation of low dimensional reservoir properties from seismic data indispensably stipulate the solution of a complex high dimensional inverse problem?
The majority of the SRC workflows solve the seismic inverse problem in a causal framework by inferring each cause from its effect. Seismic data is the response of the elastic property model of the earth to the geophysical experiment and corresponding reservoir property earth model is linked to the elastic model through rock physics relations ( Fig. 1) . In contrast, when the final objective is low-dimensional properties instead of the full earth model, it would be preferable for the estimation strategy to entail the following: 1) Quantify the seismic signatures of the target properties in reduced dimensions 2) Solve the estimation problem in this reduced dimensional space. This alternative approach to estimation is the evidential learning approach. In this paper, we explore the efficacy of estimating reservoir properties from seismic data using this approach. A number of recent works, especially in reservoir performance forecasting [31, 39, 37, 38] have demonstrated the practical advantages of employing the evidential approach. Li [31] presents a general Bayesian framework for the evidential learning approach. The general recipe for Bayesian Evidential Learning (BEL) entails learning the statistical relationship between the target variables and the data ( Fig. 1) with the help of a training set. Learning this relationship facilitates sampling the target posterior distribution within various Bayesian inference frameworks. We demonstrate that Approximate Bayesian Computation (ABC) [7, 9, 11, 43] allows efficient inference of average net-to-gross and average saturations from seismic data.
The introduction of notions of evidential learning to seismic estimation of average net-togross and fluid saturations can be attributed to Dejtrakulwong [15] . Interpretation of these properties in thinly interbedded sand-shale sequences was performed by relying solely on data-centric statistical kernel learning techniques, without resorting to explicit impedance inversion [16] . This paper extends on their work by casting the problem of reservoir property estimation in sub-seismic reservoirs into a rigorous BEL framework.
Our investigations focus on the estimation of average net-to-gross (NtG) and average fluid saturations in sub-seismic reservoirs. We begin our analysis with a brief review of existing approaches to seismic reservoir property estimation. We formulate a rigorous theoretical framework for seismic BEL, which facilitates incorporation of unsupervised and supervised statistical/machine learning techniques for solving seismic estimation problems in a Bayesian framework. With the aid of synthetic examples and a real case application, we demonstrate various advantages of adopting the evidential approach for seismic estimation of low-dimensional properties. Fig. 1 The causal analysis approach involves estimating each cause from its effect (black arrows). The evidential analysis approach performs estimation by learning the relationship between data and target quantities (red arrow) [31, 38] 
Notation
We briefly describe the notation adopted for this paper. For any random variable , ~ ( ) means is distributed according to the probability density function or distribution of ( ). The corresponding lower-case letter denotes the sample values of the random variable . Physical forward models are denoted by , while regression models, parameterized by , are represented as . By low-dimensional reservoir properties, we generally refer to gross properties calculated across a subsurface depth interval such as net-to-gross (volume fraction of reservoir sand layers) or average fluid saturation. High-dimensional reservoir properties indicate the full geo-models of properties such as facies, porosity or fluid saturation. We represent the random vector (vector whose elements are random variables) for low and high dimensional reservoir properties by and ℎ respectively. Random vector for high-dimensional elastic properties, [P-wave velocity ( ), S-wave velocity ( ), bulk density ( )], are denoted by
. Random vector for seismic data constituting pre-stack gathers are denoted by .
Observed seismic data is denoted by and is viewed as a realization of . Letter denotes the random vector for errors inherent in our estimation due to factors such as noise in data and forward modeling imperfections. denotes the dimensionality of .
Seismic Bayesian Evidential Learning
The theoretical framework for seismic BEL presented in this section is applicable for estimation of any reservoir property implicitly related to seismic data given that ≪ .
Given observed seismic data , the goal of seismic reservoir property estimation in a Bayesian framework is to generate samples of the desired reservoir property from the
is generally a function of the full earth property model ℎ :
For example, when represents net-to-gross, 1 (. ) estimates the fraction of sand layers in the high dimensional facies vector ℎ . Traditional inversion methods would invert for ℎ from and then extract from ℎ . The BEL approach learns the relation between and from which it infers conditioned to the observed data .
The forward functional relation between ℎ and is generally specified as a synthesis of the rock physics model 2 (. ) and wave propagation model 3 (. ):
Here, 2 and 3 are error random vectors which account for effects not modeled such as noise in data and imperfections in the forward models 2 (. ) and 3 (. ) respectively. The conventional SRC workflows can be broadly categorized into sequential or simultaneous approaches based on how the above equations are inverted [13] . The sequential approach inverts Equations 2 and 3 in two cascaded steps, while the simultaneous approach solves a joint inverse problem. In the simultaneous approach, the desired posterior distribution is specified as below, using Bayes rule in terms of the prior distribution on ℎ , rock physics likelihood | ℎ (. ) and seismic likelihood | (. ):
When 3 is modeled as a Gaussian distribution ( , ), the seismic likelihood is given as
The above approach provides an elegant and rigorous framework to invert for , and ℎ from which can be obtained using Equation 1. However, if one considers a scenario where the goal is the estimation of just from and the direct relation between and is known, it would be possible to generate posterior samples of , dispensing with the necessity for generating samples of either ℎ or . The goal of BEL is to quantify this direct relationship between and by statistical learning and accomplish efficient lower-dimensional Bayesian inference.
The major steps, at the high level, in our workflow consist of:
1. Defining the prior distribution of the target variables and prior falsification;
2. Selection of an informative summary statistic and performing approximate Bayesian computation using the selected summary statistic; and finally, 3. Posterior falsification.
Below we describe these major components of BEL and propose methods suitable for seismic estimation problems.
Priors and prior falsification
The foremost step of BEL [40, 31] the learning application, can be generated depending on the computational cost of the physical models. Note that the training examples are generated by sampling from the prior distribution which is a significantly easier problem than sampling techniques such as Markov Chain Monte Carlo (MCMC) or Gibbs sampling required for efficient exploration of high-dimensional posterior conditional probability spaces [45] .
We emphasize that in generating the training samples of , random vector for the forward modeling and data uncertainties should also be sampled and assimilated as specified in Equations 2 and 3. This in contrast to Bayesian inversion frameworks where the general approach is to assign the prior samples a likelihood value based on the probability distribution for the error (Equation 5), which is subsequently used in a sampling scheme to generate posterior samples. Note that in our case the statistical model will be employed for direct inference from real data. By sampling the error distribution during training set generation, we train the model to account for these uncertainties at prediction time. 
Strategies for seismic BEL
The efficacy of BEL is critically dependent on selecting a statistical learning method that facilitates effective and efficient Bayesian inference. To this end, previous applications of BEL [31, 37] have advocated learning by linear and non-parametric regression techniques.
Regressing on with the linear model ,
facilitates analytical formulation of | ( | = ) if ( ) is assumed to be Gaussian.
Here, represents a regression model parameterized by and ̂ is the estimated data variable. Non-parametric regression methods [41, 42] relax the strong assumptions of linearity and Gaussianity by fitting kernel functions to estimate | ( | = ), but are normally applicable in low-dimensional settings. In our case the seismic data is high dimensional. Even though these methods facilitate efficient sampling of the posterior, they are not conducive to seismic problems. The direct relation between and cannot be expected to be linear in general. Additionally, while may be low dimensional, the high dimensional nature of seismic data precludes non-parametric regression methods.
An obvious solution would be to employ regression of on with non-linear and subsequently sample the posterior by standard MCMC techniques. However, we do not recommend this approach as obtaining a reliable regression model will be challenging since ≪ .
To address the various issues highlighted above, we propose the following approach for applying BEL in seismic applications:
1. Extract informative features from which quantify the non-linear relationship with as desired. These features are referred to as summary statistics of the data and denoted as ( ).
2. Account for ( ) during Bayesian inference, i.e., sample the distribution
However, since (. ) could be a non-linear function, it presents complications for formulating an exact model for the likelihood. Recall from Equation 5 that the likelihood distribution is assigned according to the data and modeling uncertainty, specified typically as ~( , ). It is difficult to derive a probabilistic model for the noise following application of an arbitrary non-linear transformation (. ) of the data variable. While it is possible to fit probabilistic models to ( ) using Monte Carlo sampling [24] , such approach requires making assumptions about the parametric nature of the model.
Rather, we advocate likelihood-free inference using Approximate Bayesian Computation (ABC) as described in the sub-section below. Details on selecting an informative summary statistic ( ) using unsupervised and supervised learning is presented in the subsequent sub-section.
Inference by Approximate Bayesian Computation
ABC was developed as a framework for performing Bayesian inference in problems which exhibit intractable likelihoods [7, 9, 43] . Equation 7 captures the essence of ABC by showing the series of approximations necessary in order to sample the posterior in the absence of a tractable likelihood.
Here, ∥•∥ is a distance measure and is a threshold dependent on (. 
Selecting an informative summary statistic
A small threshold improves the approximation in Equation 7 but requires a large number of forward models to generate posterior samples that meet the threshold.
Employing an informative summary statistic can help maintain the accuracy and efficiency of the approach [10, 11] , by allowing Equation 7 to hold even for a relatively larger value of . The ideal summary statistic should: 1) provide a highly compressed representation of with minimal loss of information 2) be highly informative on the target variable .
We propose the following approach to select a suitable statistic: 1) Depending on the nature and dimensionality of and , formulate a set of potentially informative summary statistics; 2) Generate a test example ( , ) by sampling from the prior distribution and forward modeling the data; 3) Compare the posterior distributions estimated by performing ABC using each statistic. Summary statistics highly informative on will exhibit significant reduction of the prior uncertainty in the corresponding posterior distributions. For summary statistics that are not informative about , the posterior and prior distributions of the target variable will be similar.
To formulate a set of potential (. ), we consider statistics learned in unsupervised as well as supervised settings. Unsupervised learning methods reduce data dimensionality by eliminating redundancy in the data, extracting features capturing patterns present in the data and learning lower-dimensional manifolds along which data might be distributed [8] .
These methods could be effective for our problem since ≪ and thus the seismic data space might contain implicit low-dimensional representations capturing the variability of . We also consider supervised learning methods that extract features by explicitly encoding the relationship between and using the training set. Specifically, is regressed on and the resulting estimator is used as a summary statistic:
where the regression model is learned by minimizing the loss function shown below,
given the training set {( , ); = 1, . . , },
Supervised learning methods require an optimization problem to be solved, are more computationally intensive and more prone to overfitting than many unsupervised methods. However, summary statistics extracted through supervised learning have several advantages: 1) Since ( ) =̂( ), it directly informs on 2) The degrees of freedom of the statistic is low as is low dimensional and thus allows us to set a relatively high value for . 3) Using ̂ as a summary statistic in an ABC framework has the attractive theoretical result that the approximate and exact posterior converge in expectation [21] .
Explicit examples of both unsupervised and supervised methods to obtain summary statistics are described in the section 4. Equation 7 , albeit facilitating generation of desired samples, renders our approach susceptible to mis-approximations. These could stem from various factors such as: 1) matching data summary statistics might be a poor approximation to matching the data itself 2) Threshold might not be small enough. To ensure reliability, it is imperative to determine whether a particular summary statistic and associated threshold reasonably approximate Equation 7 . We present below a method of falsifying the approximate posterior to establish this result. For brevity, we denote the approximate posterior
Falsification of the approximate posterior
Consider the property of the true earth model and observed data . We treat the true earth property and observed data as random vectors and respectively. The approximate posterior will be falsified if equation 10 and consequently equation 11 do not hold true.
Here, (. ) denotes probability, superscript denotes the ℎ element of a vector and (. ) is the % quantile of a distribution.
In other words, if | (ℎ | ) reasonably approximates the distribution of , then the probability that is less than any quantile of | (ℎ | ) should be %.
The posterior falsification step tests whether equation (11) 
Here, (. ) denotes the indicator function. Note that this result should hold true for all variables and quantiles (. ) to validate equation 10.
A synthetic example
In this example, we assume that the reservoir interval is 200 meters thick, at a depth of 1500 meters with a shaly overburden. The reservoir interval contains thin sand layers below seismic resolution, interbedded with shaly sand and shale. The goal is to use the seismic BEL approach for estimating the reservoir net-to-gross and average fluid saturations in the reservoir interval using near and far offset seismic data. We will evaluate the efficacy of our approach using a test set consisting of example pairs of true synthetic earth models and observed seismic gathers, generated by sampling of the prior distributions and seismic forward modeling as discussed below. For the purposes of this synthetic example, we assume that the prior distributions and the forward modeling scheme generating the observed data are known to us. Since the priors are consistent with the observed data, falsification of the prior is not required in this case. The real field data case described later will require this step.
Priors for facies, elastic properties, and seismic data
We assume that the prior uncertainty on the vertical spatial arrangement of the reservoir facies layers can be captured by a Markov chain model. Transition matrices for Markov chains describing lithologic successions are typically estimated using well logs [20] . The three-state transition matrix we use [23] for our example is shown in We use standard rock physics models to obtain the relation between the three facies and their corresponding mean , and . We use a combination of the Yin-Marion dispersed-mixing model [33] and the soft-sand rock physics model [5] as described by Dejtrakulwong [15, Chapter 4 ] to obtain . For all facies, is assumed to be:
Here, = 100 m/s, = 70 m/s, = 0.05 g/cc and = 0.8. Kernel density estimates of the facies-conditional priors distributions for , and as well as the bivariate facies-conditional distributions of P-impedance ( = ) and S-impedance ( = ) are shown in Fig. 3 . Two different fluid-saturation scenarios are considered as described below.
Scenario 1:
All facies are assumed to be completely water saturated and the goal in this scenario is to estimate only NtG over the reservoir interval.
Scenario 2:
We assume that the pore fluid in the sand layers consists of oil and water mixed in unknown proportions, while other facies are completely water saturated. The goal in this case is to estimate both NtG and average water saturation in the reservoir interval. We assume a uniform prior (0.15,1) on the water saturation value in each sand layer. The effect of fluid substitution on the elastic properties is derived using Gassmann's [34] fluid substitution relations.
Single-scattering forward modeling with the exact non-linear Zoeppritz equation [4] , 35
Hz Ricker wavelet and 1% independent and identically distributed Gaussian noise (signal to noise ratio SNR = 100) was employed for generation of the normal incidence and far angle (30 0 ) seismic traces as shown in Fig. 2 . consists of both these traces and is 840 dimensional with a time discretization of 0.5 ms. Note that the sand layers in the reservoir facies realizations will be sub-seismic with wavelength to average layer thickness ratio / ≈ 7. The Markov Chain has a depth discretization = 1 meter and sand layers have a self-transition probability = 0.9, thus = (1− ) = 10 meters [20] . has a value of ≈ 70 meters corresponding to mean sand of 2425 m/s. address this limitation, we used wavelet thresholding, which has been shown to be quite effective in denoising, compressing and finding structures in data [18, 19, 46] . The general approach is to perform a discrete wavelet transform (DWT) [32] of the data and apply a thresholding rule to retain only significant wavelet coefficients, thus obtaining a sparse representation of the data. We employ the training set to determine the wavelet functions which maximally capture the variations in our data. A 4-level DWT using Daubechies least asymmetric wavelet bases [14] is performed on all the training examples to obtain corresponding coefficients of the scaling and wavelet functions. We retain all the scaling functions and only 5% of the wavelet functions having highest coefficients after averaging across the training set. This approach reduces data dimensionality from 840 to 99. To evaluate the robustness of the chosen wavelet functions, we reconstruct the seismic traces in the training and validation set by performing inverse DWT on respective thresholded wavelet coefficients. Fig. 4 compares the original and reconstructed traces for a validation set example. Table 2 summarizes the results for all training and validation set examples. features with autoencoder will reduce to performing PCA if all the hidden layers are linear. A factor which renders autoencoders potentially powerful is that they allow regularizing the training via various techniques which can prove effective in learning the underlying data-generating distribution [8] . We trained an autoencoder with a single hidden layer of 100 nodes and non-linearity was imposed through the sigmoid function:
The training was regularized using ℓ 2 and sparsity regularization. Sparsity in the learned features is encouraged by penalizing deviation of average activations of the hidden layer, averaged across the training set, from a low value. This causes each hidden layer node to get activated by distinctive features present in a small number of training examples [30] . Regularization coefficients, which define the weight assigned to corresponding regularization scheme in the loss function, were tuned to obtain good performance on the validation set. Performance of the trained autoencoder on the validation set (see Table 2 and Fig. 4 ) evidences good generalization of the learned features to unseen examples.
Seismic waveforms:
For comparison, we also consider directly using the uncompressed seismic amplitudes as the summary statistic: i.e., ( ) = . is utilized to estimate the approximate posterior for a randomly chosen from the test set (Fig. 5) . We recommend excluding the training examples from the prior sample set on which ABC is executed since factors such as overfitting of the statistical learning method to the training examples might bias the resulting uncertainty estimates.
We sample a separate batch of 1.5 × 10 5 prior models for the analysis. Given a summary statistic { (. ); = 1, . .4} from the four unsupervised methods listed above, the following steps are carried out:
1. Calculate the summary statistics for all = 1.5 × 10 5 prior samples: 
The threshold value is set using posterior falsification, described in a later section.
Estimate the approximate posterior | ( ) ( | ∥ ( ) − ( ) ∥< )
empirically using the kernel density estimate (KDE) of the samples accepted in the previous step. identically distributed Gaussian noise ( 3~( , )) added to the seismic gathers in test set. However, we found that none of the 1.5 × 10 5 prior models satisfy this criterion. Fig.   7 elaborates this observation by illustrating the KDE of the negative log likelihood,
, computed using all prior models { ; = 1, . . , }. We also generated samples of 3 and show the KDE of the corresponding negative log distribution values (i.e. Generating valid posterior samples will necessitate further random prior sampling or designing smart strategies for exploring the prior model space, like MCMC and Gibbs sampling, as is the norm in high-dimensional property inversion. For the purposes of lowdimensional property estimation, however, we emphasize that the efficiency of the ABC rejection sampling approach can be maintained if the employed summary statistic is highly informative on target properties. The previous analysis demonstrated that the evaluated unsupervised learning techniques are not sufficiently informative on NtG.
Rather than using purely unsupervised, data-centric summary statistics, we propose to encode information about dependencies between data and the target variables into the summary statistic using supervised learning models. Note that the learnable parameters of the network consist of the filter weights of the hidden layers. For the second scenario, when estimating both NtG and saturation, only the output dimension of the network is modified from one output to two. The network was trained with Adam optimizer [29] in tensorflow deep learning framework. Regularizing the network weights during training aids in better generalization of the network's prediction ability. Regularization combining dropout [44] and batchnormalization [27] was found to be particularly effective for our network. Various hyperparameters related to the network architecture, optimization algorithm and regularization scheme also require to be assigned. Suitable values (Table 3) were chosen by optimizing the network's performance on the validation set. The training details and performance metrics for the two estimation scenarios are listed in Table 4 and Table 5 respectively. In both scenarios, training was executed for 800 epochs and the network weights for the epoch with best validation set performance were retained as the final model. 
Real case example from offshore Nile delta
We present a real case study from a producing field located in offshore Nile Delta. The target reservoir zone is located in the depth range of 2300 to 2700 meters and contains gas saturated sands as part of paleo slope-channel systems of Plio-Pleistocene age. The available dataset consists of 3D pre-stack and post stack seismic cubes and logs from several wells drilled in the area. Some studies on rock physics modeling and probabilistic seismic petrophysical inversion have been conducted in this field [1] [2] [3] . As identified in these studies, a critical limitation of the seismic data is that it has a dominant frequency of 15 Hz (Fig. 12) due to attenuation effects from several shallow gas clouds. Challenges exist with regards to the spatial characterization of the thin reservoir layers observed in the wells. Our goal in this study to exploit our seismic BEL framework to obtain uncertainty estimates of gross variability of the NtG of the sub-seismic reservoir layers in the field. We expect such estimates to prove useful in imposing informative constraints on future geo-modeling, reservoir characterization or forecasting endeavors. 
Prior specification and falsification
We use Markov chains and variograms (equivalently spatial autocorrelation functions) with a depth discretization of 15 cm to model the depth correlation of facies and elastic properties respectively. Lateral spatial correlation in the final estimates of NtG is imposed only by the trace-to-trace spatial correlation of the seismic data. Interpreted facies logs in wells 1 and 2 are used to derive the transition matrix for the Markov chain with 2 states representing sand and shale facies (Table 6 ). For these transition probabilities, the sand layers in Markov chain simulations will have / ≈ 30 (average thickness of sand layers in well 1 is 6 meters and thus / = 27 at well 1). Fig. 15 shows some facies realizations obtained by unconditional simulations of the Markov chain with the specified transition matrix. The priors for elastic properties ( , and ) are modeled as multivariate Gaussian distributions. Compressional sonic, shear-sonic, and density logs at well 1 are used to model the spatial autocorrelation functions for each elastic property of each facies separately. Subsequently, realizations of are generated by Sequential
Gaussian simulation (SGSIM [17] ). Given an SGSIM realization of , we generate corresponding realization of and by Sequential Gaussian co-simulation (COSGSIM).
− and − cross-correlations of 80% and 20%, calculated with the logs at well 1, are imposed in co-simulations by the Markov1-type model [22] . Fig. 16 shows the faciesconditional prior distributions of , and . Corresponding realizations (∈ ℝ 1349 ) of the full multivariate prior are shown in Fig. 15 . Seismic angle gathers are generated using single-scattering forward modeling with the exact non-linear Zoeppritz equation, using wavelets extracted from the actual field data.
Near and far angle wavelets, shown in Fig. 17 , were extracted at well 1 by the coherency matching technique proposed by Walden and White [48] . Corresponding seismic-well ties for the near and far angle traces exhibit correlation coefficients of 86% and 94%
respectively. The amplitudes of synthetic traces capture 70% and 68% of the variances of near and far angle traces respectively recorded at well 1. Corresponding amplitude errors can be attributed to the noise present in the data and physical effects not modeled in our forward modeling scheme. We assume that the probabilistic model for the data and forward-modeling noise ( 3 ) is given by independent and identically distributed Gaussian distributions having zero mean and 30% and 32% (SNR ≈ 3) variances for near and far angles respectively. It is desirable for the DNN to learn this underlying noise distribution and account for it while making predictions. We propose to achieve this objective by generating samples from the noise distribution and add it to the training examples of the data according to equation 3. For real case applications, it is essential to validate the consistency of the defined prior distributions with observed data. We ensure that the modeled prior distributions for elastic properties are consistent with well logs by comparing autocorrelation functions of 5000 prior realizations against that of the well logs as shown in Fig. 18 . To compare the observed and forward modeled seismic traces, we employ the prior falsification approach described in the theory section. Inconsistent priors will be falsified by outlier detection using Mahalanobis distances [35] . To identify outliers in a given set of -dimensional samples { ∈ ℝ ; = 1, . . , }, we compute the Mahalanobis distance
where ̂ and ̂ are an estimate of the data mean and covariance. Note that setting to a constant value corresponds to defining an ellipsoid in the multivariate space centered at ̂. The approach for outlier detection is to define a threshold such that s located We present the prior falsification analysis with a set of 5000 prior samples of (∈ ℝ 760 ) and seismic traces acquired at 64 locations in the area of interest. The 64 locations were selected by coarsely sampling the original seismic survey grid every 500 meters along inline and crossline directions. Note that we have approximately 42000 seismic traces in the area of interest. We compute Mahalanobis distances in a reduced dimensional space obtained using PCA and multi-dimensional scaling (MDS [12] ). 5064 seismic traces (5000 prior samples plus 64 field seismic traces) were used to identify 285 principal components which retain 90% of the original variance. Subsequently, we use MDS which facilitates dimension reduction while preserving some measure of dissimilarity in the original data and MDS space. We performed MDS on the 5064 traces represented in the 285-dimensional principal component space, using Euclidean distance between the principal component scores as a measure of dissimilarity. In Fig. 19 , we show the prior and acquired seismic traces in different bivariate plots of the first three MDS dimensions. It can be ascertained by visual inspection that none of the field seismic traces feature as outliers in the first three MDS dimensions. Note however that the mutual distances between the traces in the trivariate MDS space has a correlation coefficient of approximately 65% with corresponding distances in the 285-dimensional principal component space. 
Informative statistics, Approximate Bayesian computation and posterior falsification
Subsequent to the prior falsification, the next steps involve training the DNN that will be used to estimate the informative statistic, followed by ABC and posterior falsification. A training set for the DNN training is generated by sampling from the prior distribution. The DNN architecture is similar to the one for the synthetic example. Specific details about the optimized DNN hyper-parameters and training are presented in Table 3 and Table 4 respectively. Fig. 21 shows the performance of the network on training and validation sets. Even though the DNN has achieved good generalization ability, the reliability of its predictions has deteriorated in comparison with the results of the synthetic example presented previously. Possible reasons which render this example more challenging include: 1) Seismic wavelength to layer thickness ratio is much larger 2) Significantly more noise is present in the real case. Once we have the informative statistics from the trained DNN, the next steps are inference using ABC and posterior falsification. Posterior falsification analysis is performed with a separate test set of 5000 examples. ABC rejection sampling is performed with a set of 30000 prior models and the approximate posterior for each test set example is estimated with 300 samples (threshold = 1% of 30000). Fig. 22 indicates that the posterior estimated with the DNN as summary statistic and = 1% is a reasonable approximation to the desired posterior distribution. Employing statistical models, in conjunction with physical models, for solving estimation problems comes with several pitfalls. Inconsistency of stated prior distributions with acquired data is a major limitation in our approach because these priors are also employed to generate training sets for the statistical learning method. Any formulated prior distributions should be subjected to appropriate prior falsification tests. Another critical aspect is that the trained statistical model should have good generalization ability to examples not presented during training. A model which is overfitting the training dataset will significantly bias the predicted estimates of uncertainty. We discussed employing validation sets during training and performing posterior falsification subsequent to training as precautionary measures against this pitfall.
Notwithstanding the above limitations, a crucial advantage of our approach is the way we approach sampling of probability distributions on uncertain parameters. Generation of the training set is accomplished by random sampling of prior distributions. ABC inference of low-dimensional target variables can also be performed efficiently with random sampling, subject to the condition that summary statistics are sufficiently informative.
This offers the flexibility to incorporate prior distributions of desired complexity into the analysis. Random sampling is generally an easier problem than designing strategies for smart exploration of complex high-dimensional conditional probability spaces, often required for solving traditional Bayesian inverse problems.
Major factors controlling the computational costs of the approach are: 1) Number of examples required to train the statistical model without overfitting 2) Number of prior examples required to perform ABC.
3) The degree to which the model is informative on target variables. The first factor will generally depend on the nature of the relationship between the data and target variables, dimensionality of the problem space and the employed statistical model. The second factor is predominantly linked to the dimensionality of the data or target variables since high dimensional variables will render the ABC rejection sampling procedure highly inefficient. An informative summary statistic can be very effective in limiting these costs and thus special attention should be directed towards selecting an appropriate statistic. Unsupervised learning models are generally easier to be trained and less prone to overfitting than their supervised counterparts.
Supervised models, however, facilitate directly encoding the relationship of data and target variables into the summary statistic.
We demonstrated the efficacy of our approach on a synthetic example and real case study of seismic estimation in reservoir intervals with sub-seismic sand layers. We explored two different approaches to estimate summary statistics. In the unsupervised approach we analyzed the applicability of PCA, wavelet thresholding and autoencoders. For supervised learning we used deep neural networks to extract data summary statistics for estimation of NtG and average fluid saturation. Compared to the unsupervised methods, the supervised deep neural network architecture was found to be more effective in extracting highly informative summary statistics on the target properties. We successfully applied our method to estimate the NtG and average fluid saturation uncertainty of subresolution thin-sand using near and far-offset seismic waveforms, without requiring an explicit inversion.
