End-to-end network latency has become an important issue for parallel application on large-scale high performance computing (HPC) systems. It has been reported that randomly-connected inter-switch networks can lower the end-to-end network latency. This latency reduction is established in exchange for a large amount of routing information. That is, minimal routing on irregular networks is achieved by using routing tables for all destinations in the networks. In this work, a novel distributed routing method called LOREN (Layout-Oriented Routing with Entries for Neighbors) to achieve low-latency with a small routing table is proposed for irregular networks whose link length is limited. The routing tables contain both physically and topologically nearby neighbor nodes to ensure livelock-freedom and a small number of hops between nodes. Experimental results show that LOREN reduces the average latencies by 5.8% and improves the network throughput by up to 62% compared with a conventional compact routing method. Moreover, the number of required routing table entries is reduced by up to 91%, which improves scalability and flexibility for implementation.
Introduction
For large parallel application executed on the next generation high performance computing (HPC) systems, MPI communication latency should be lower than one microsecond [1] , [2] . Thus, low-latency inter-switch networks are essential for such systems. Since delay in switches (e.g., about 100 nanoseconds in InfiniBand QDR) is typically larger than that in the cable and for flit injection even including serial and parallel converters, network structures with a small number of hops in switches are required.
To build inter-switch networks, connections among switches via inter-switch links are modeled as topologies consisting of nodes corresponding to switches and edges representing links. Structured topologies such as torus or fat-tree are conventionally used as networks for HPC systems and datacenters, taking into account their locality of connections and scalability. Compared with these non-random networks, recently proposed random shortcut topologies can drastically reduce the number of hops [3] - [5] . However, there are several challenges to introduce the randomized networks to practical HPC systems. Firstly, topology-dependent computation algorithm and job allocation cannot be naively implemented on these topologies. Therefore, when parallel applications specified for nonrandom network topologies (e.g., torus or fat-tree) are executed on random networks, they need the corresponding logical topologies that are virtually realized on the physical topologies. Although this topic is outside the scope of this study, there are some methodologies for embedding logical non-random networks on random inter-switch networks [6] and mapping topology-specific applications on irregular HPC networks [7] .
Secondly, unlike conventional non-random topologies, random topologies have a drawback of an increased aggregate cable length on a machine room floor. The workaround is proposed which generates random shortcut links with their lengths limited [8] , [9] . It is reported that these layoutconscious topologies achieve a comparable average number of hops to completely irregular topologies yet reduce the total link length.
Thirdly, conventional routing algorithms for nonrandom networks cannot be utilized in random networks. It is thus necessary for them to use topology-agnostic routing algorithms [10] . In these algorithms, each switch must have routing table entries for all destination switches. These table entries enable the optimal routing with the memory space of O(|N| · log |N|) for each switch. Due to this large memory space in routing tables, the conventional algorithms for irregular networks degrade scalability for larger system sizes.
To solve the third problem, our attention is focused on locality of connections in the layout-conscious topologies mentioned above. These topologies have the following two characteristics. Firstly, randomly connected links between nodes can reduce the average number of hops between nodes. The achieved number of hops is comparable to that of completely randomized topologies. Moreover, the restriction of link lengths can reduce the number of hops between nodes that are close to each other on the floor. In other words, unlike completely irregular networks, they exhibit both small-world phenomena and local connections with randomly connected links whose lengths are limited.
In this work, a scalable routing method for layoutCopyright c 2017 The Institute of Electronics, Information and Communication Engineers conscious random topologies LOREN (Layout-Oriented Routing with Entries for Neighbors) is proposed, which exploits irregularity and locality in these topologies to achieve both the small number of hops between nodes and small routing table sizes required. The paper [11] from our earlier stage of research only treated limited cases with informal described algorithms. By contrast, this work formalizes description of the proposed algorithms in detail and demonstrates the improved performance and the possibility of implementation on larger system sizes. The rest of our paper is organized as follows. Section 2 shows related work. In Sect. 3, the problem for establishing routing methodologies is defined. In Sect. 4, detail of the algorithm for generation of routing tables is presented. In Sect. 5, a routing algorithm with routing tables generated in Sect. 4 is described. In Sect. 6, the proposed algorithm LOREN is evaluated and compared with the conventional compact routing method. Section 7 shows some conclusion.
Related Work

Low-Latency Random Topologies for HPC Systems
High-radix topologies such as Flattened Butterfly [12] and Dragonfly [13] have been utilized for middle scale systems. Increasing the number of dimensions of k-ary n-cube is another way to reduce the network latency, which is adopted in BlueGene-Q and K-supercomputer. Low latency direct interconnection network topologies are other solutions, which include De Bruijn graphs [14] and Star graphs [15] . These approaches will obviously face the limitation because of increasing the number of distant links.
To achieve networks with the lowest number of hops, researchers in the field of graph theory have had interests in the concept of Moore graphs [16] . They achieve the optimum number of nodes in a graph with fixed degree and diameter. Hoffman-Singleton graph [17] , which is one of the well-known Moore graphs, is exploited in intra-server networks [18] . Moreover, McKay-Miller-Širáň (MMS) graph [19] whose number of nodes is close to those of Moore graphs is utilized in Slim Fly topologies [20] .
The problem of finding the largest graphs for given degree and diameter constraints has been well studied for decades. Thanks to the effort to approach optimal bounds, several graphs are found [21] . Although these graphs can drastically reduce the number of hops, they cannot be directly utilized with arbitrary numbers of nodes and degrees. This is because they are customized to specific numbers of nodes, whereas the numbers of nodes in practical HPC systems are decided depending on realistic plans, e.g., budget or application to be executed. Optimal topologies with given numbers of nodes and degrees have been explored, which reveals difficulty in the optimization that is in most cases based on heuristic approach [22] .
As a workaround plan against this difficulty, randomized topologies for HPC systems are proposed, which can achieve low latencies that are comparable with those in the optimized networks based on the concept of Moore graphs. Moreover, for arbitrary network sizes, randomized networks can be generated with the smaller computational costs than the optimized networks. These topologies can improve bandwidth, scalability, and fault-tolerance for both HPC networks [3] - [5] and on-chip networks [23] .
Layout-Conscious Random Topologies
Although random topologies achieve small numbers of hops between nodes, they need a larger amount of the total cable length, which degrades probability of implementation for practical inter-switch networks. This problem can be solved with networks which contain randomly connected links with length limitation [8] , [9] . These networks achieve drastic reduction of the total cable length with minimal increase in the number of hops compared with completely random networks.
In this work, a distributed routing method is explored for random topologies with the link length limited. All edges in the topologies are connecting between two nodes so that the Manhattan Distance between them, which is defined in Sect. 3.1, is equal or less than the limitation value r. Figure 1 shows an example of a layout-conscious topology that is placed on a 4 × 4 2-dimensional surface. The number of nodes |N|, the degree of each node d, and the maximum length of edges r are set to 16, 4, and 2, respectively. The label of a node, i, is defined with the equality i = x i + y i · n, where (x i , y i ) denotes a coordinate of the node i. Table Size The performance of packet transfers highly depends on the implementation of routers in which packet routing information is stored and referred. For random networks, a routing table indicating the output link for all destination nodes is required in every router. If the number of nodes is more than thousands, the time to refer a certain size of memory for the table might bottleneck the operational frequency.
Reduction of Routing
Researchers in the field of distributed computing have well discussed a methodology called compact routing, which is designed to reduce the size of required routing information up to a sublinear value at the cost of minimum increase in numbers of hops. One of them [24] can be applied to power law graphs whose degree distribution follows a power law. In this work we assume random regular graphs in which each node has the same degree. Thus, this method cannot be applied. Another method called Cowen's compact routing [25] uses topology-dependent names for nodes, and achieves the maximum rate of increase in numbers of hops less than 3 with a local routing table of size O(|N| 2/3 log 4/3 |N|). With Cowen's method, some nodes are selected deterministically from a given network and are set as "landmarks" that cover all nodes. When a current node that a packet exists in is equal to a "landmark" node for the destination, it is forwarded to the next hop that is contained in a header of the packet, and uses the minimal path towards the destination node. When the previous condition is not satisfied and there is an entry for a destination node of the packet in a routing table of the current node, the packet is forwarded based on the information. When these two conditions are not satisfied, which means the destination node is distant from the current node, firstly a landmark node for the destination node contained in a header of the packet is referred. Routing information for the landmark node in a routing table of the current node is then referred and the packet is forwarded based on the information.
An example of routing packets with Cowen's method is shown in Fig. 2 . Figures 2 (a) and 2 (b) show a given topology and generated table entries in a node #15, respectively. In Fig. 2 (b) , each of the upper four entries contains the next hop for the shortest path towards the destination node. Furthermore, each of the lower three entries contains the next hop for the shortest path towards one of the landmark nodes. Let a packet be routed from the node #15 to #7. Since the entry for #7 is contained in the table, the packet is directly forwarded to #7, as shown in Fig. 2 (c) . On the other hand, when a packet whose destination node is #5 is routed on the node #15, the entry for the landmark node #4 that is nearest to #5 is referred. The packet is thus forwarded to a node #10, as shown in Fig. 2 (d) .
In summary, with Cowen's method, a minimal path is selected in the case of nearby destination nodes, otherwise a path to one of landmarks is selected to get close to the distant destination nodes. This routing method can reduce the amount of routing information with suppressing the increase of hops. However, the overall performance may be degraded because of the traffic concentration around landmarks.
Cowen's compact routing method uses a local routing table that contains O(|N| 2/3 log 1/3 |N|) entries. The number of the entries is reduced to O(|N| 1/2 log 1/2 |N|) by the improved implementation [26] , which proves to be optimal. This routing scheme also utilizes landmark nodes. In contrast to Cowen's algorithm, it selects landmark nodes from all nodes uniform-randomly and does not provide a deterministic way of selecting them to balance the traffic load. We thus evaluate Cowen's algorithm, which achieves the ideal path lengths yet reduces bias of traffic load among landmarks, to compare with the proposed algorithm. Additionally Sect. 6.2.2 shows the comparison of the achieved table sizes of Cowen's algorithm, the recent scheme [26] , and the proposed algorithm.
Problem Definition
Parameters for Graphs
In this work, cabinets each of which contains a Top-of-Rack (ToR) switch and multiple computational hosts are assumed to be placed on a 2-dimensional grid. Moreover, interswitch networks are modeled as undirected topologies, in which nodes and edges denote switches and links between switches, respectively. Topologies are developed on the n×n 2-dimensional coordinate, and the nodes are arranged on the lattice positions. Namely, the number of nodes |N| and a length of one coordinate n satisfy the equality |N| = n 2 . A length of an edge between nodes i and j, e(i, j), is equal to the Manhattan Distance between the two nodes, md(i, j). In other words, the length is equal to |x i − x j | + |y i − y j |. In this work, diagonal links between nodes are not used because they degrade the overall performance with longer cable lengths [27] . Additionally, the minimal number of hops between nodes i and j is denoted with h(i, j).
Table Entries
Each router in a network stores routing information as a routing table, which contains a set of table entries. An entry is defined as a set of two nodes and represented as a notation of <v dst , v next >. In this notation, v dst indicates a destination 
Lengths of x-and y-coordinates e(i, j)
Edge between nodes i and j
Manhattan Distance between node i and j; The parameters used in this work are summarized in Table 1 . A goal of this work is to construct a set of routing tables with the limitation of t max so that it induces an increase in the average number of hops between nodes as small as possible compared with that achieved by the shortest path routing.
Algorithm for Generating Routing Table Entries in LOREN
In this section, an algorithm in LOREN is proposed to construct routing information that is included in each node. With the routing tables generated by the proposed algorithm shown in Alg. 1, three kinds of shortest paths are constructed as described in the following Sect. 4.1. In this method, reachability of packets is supported by entries for topologically and physically neighboring destination nodes as shown in Sects. 4.1.1 and 4.1.2. The number of these entries can be reduced for the layout-conscious random topologies because of their locality. Moreover, the reduced number of hops is achieved by entries for distant destination nodes as shown in Sect. 4.1.3. Small-world phenomena exhibited in the topologies can reduce the number of hops with a small number of these entries. Consequently, the proposed method LOREN can reduce the number of table entries required as well as the number of hops for the layout-conscious random topologies.
Construction of Table Entries for Shortest Paths
Shortest Paths between Adjacent Nodes
Routing information is provided between two nodes connected with an edge in a graph. That is, for all edges e(i, j) ∈ E, an entry < j, j> is added to a node i.
Shortest Paths between Neighboring Nodes on a Coordinate
On a 2-dimensional coordinate that is defined in Sect. 3.1, a set of two nodes i and j is neighboring where the Manhattan Distance between them md(i, j) is equal to one. To achieve a shortest path between i and j, an entry of < j, m k+1 > is added to each node m k ∈ {m 0 , . . . , m |P(i, j)|−2 }, where the path 
Add a pair (i, j) to tail of Q end for for all j ∈ N do
Create a spanning tree for dst j, G j end for
for all w pred ∈ W preds do add (w pred , v) to tail of Q end for end if end while is represented as the following consecutive nodes,
Note that < j, j> is already added to a node m |P i, j |−2 with the addition of entries for adjacent nodes as shown in Sect. 4.1.1; therefore, the entry is not added again. A packet whose destination is a node j injected to a node i (= m 0 ) can be forwarded along this shortest path with these routing table entries. It is also notable that these entries are also utilized for the shortest path from the intermediate node m k ∈ {m 0 , . . . , m |P(i, j)|−2 } \ {m 0 } towards the destination node j.
Shortest Paths between Distant Nodes
After generation of routing table entries for the two kinds of shortest paths mentioned in Sects. 4.1.1 and 4.1.2, there might be some empty routing entries in each node. These entries are utilized for some of the other shortest paths between nodes separated with multiple hops from each other.
For effective utilization of remaining empty table entries, it is desirable to give higher priority to addition of the entries for paths with small numbers of hops than to addition of those for paths with large numbers of hops. This is achieved by the following ways. Initially spanning trees are generated for all destination nodes, which are represented as {G j | j ∈ N}, each of which contains shortest paths for the destination node j. After this generation, the breadth first search is applied simultaneously to all trees. In this search, when a node u in a tree G v is visited, an entry <v, w succ > is added to the node u if possible, where w succ represents a successor node of u in the tree G v . If the entry is successfully added to u or u already has the entry <v, w succ >, the search is continued for predecessors of u in G v , W preds . Otherwise, the search for the predecessors is discontinued. In the same way as described in Sect. 4.1.2, a packet whose destination is v in a node that contains an entry for v can be forwarded along the shortest path.
As described in Alg. 1, the breadth first search for all spanning trees {G j | j ∈ N} begins with initialization of the queue Q. Namely, each pair of an adjacent node i and a root node j is added to Q for all nodes j ∈ N to process the search sequentially for all trees. The order of the pairs added to Q may cause biased traffic load. In our implementation, the pairs are added in an increasing order of the root node j, breaking ties with the adjacent node i. The impact on load balancing is evaluated and compared in Sect. 6.5. Table Entries for Destination Node Figure 3 shows shortest paths for a destination node #5 induced by generated routing tables. In this example, the upper bound of a number of table entries is set to t max = 7. A starting point of a dashed arrow that is depicted with filled circle represents the node which has an entry of <5, v end >, where v end is denoted by an end point of the dashed arrow. For instance, a node #0 has an entry <5, 8>. The dashed arrows in Figs. 3 (a), 3 (b) , and 3 (c) show paths for adjacent nodes, neighboring nodes, and distant nodes as described in Sects. 4.1.1, 4.1.2, and 4.1.3, respectively. As shown in these figures, the adjacent nodes of a node #5 are intermediate nodes for the other shortest paths to a node #5 that are described in Sects. 4.1.2 and 4.1.3. It is notable that the new entries that would be duplicated with existing entries for the adjacent nodes are not added for these shortest paths. 
Example of
Routing Algorithm in LOREN
In the proposed method LOREN, after generating routing table entries as described in Sect. 4.1, entries in each node u are sorted in an increasing order in the number of hops between u and v dst , h(u, v dst ).
A node of the next hop for a packet in a node u whose destination node is v is determined with the following procedure. Among routing table entries in the node u, the entry <v dst , v next > that minimizes the Manhattan Distance between nodes v dst and v, md(v dst , v), is referred. If there are some ties, they are broken in the order as described above. This breaking of ties is achieved by referring the forefront entry among the entries in a routing table of the node u, in which entries are sorted as mentioned before.
An example of routing packets is shown in Fig. 4 . A given topology and generated table entries are the same as the example in Fig. 3 . Let a packet be routed from a node #15 to a #5. A routing table that a node #15 has is shown in Fig. 4 (a) . For all entries in this table, the Manhattan Distance between a destination node of each entry and the destination of the packet, a node #5, is calculated. Afterwards, an entry <6, 10> is selected from these entries and referred to forward the packet, which has the smallest Manhattan Distance between nodes #6 and #5, md(6, 5) = 1. The packet is thus forwarded to a node #10. A routing table in a node #10 is shown in Fig. 4 (b) . In the same way, an entry <6, 6> is selected that has the smallest Manhattan Distance. Note that an entry <9, 9> also has the smallest Manhattan Distance. In this case, an entry <6, 6> is selected based on the order of entries in the table. After the packet is forwarded to the node #6, there are routing table entries for a shortest path between nodes #6 and #5, as shown in Fig. 3 (b) . The packet is then forwarded along this path.
The livelock-freedom in LOREN is proved as follows.
Proof. Let <tg v (u), u > be referred in a node u to forward a packet whose destination is a node v. An order v is defined as follows; u v u if one of the following conditions is
satisfied. 
md(tg
v (u), v) > md(tg v (u ), v) 2. md(tg v (u), v) = md(tg v (u ), v) and h(u, tg v (u)) > h(u , tg v (u ))
Let us consider a packet in u for a destination v that is forwarded to u , where v u is satisfied. If h(u, tg
Evaluation
In this section, the proposed routing method LOREN is evaluated and compared with Cowen's compact routing method [25] the number of path hops. In Cowen's method, the number of entries for each node depends on the input value 0 < α < 1. Consequently, this value α also influences the achieved path lengths. In this section, all possible values of t max and the corresponding maximum and average path lengths are evaluated. Figure 5 and Fig. 6 show the results for 64-and 1,024-node layout-conscious random topologies, respectively. These topologies are generated as regular graphs, in which all nodes have the same degree. The degree of each node is set to four for both networks. Moreover, the maximum link lengths are set to two and eight for 64-and 1,024-node networks, respectively. These topologies are also evaluated with a network simulator in Sect. 6.3 and with graph analysis for localized traffics in Sect. 6.4.
10 different layout-conscious random topologies are generated and used for evaluation. Evaluated values in the figures represent the average and standard deviation of those from different topologies. In these figures, legends of the conventional and proposed methods are represented as "Cowen's" and "LOREN", respectively. These legends are used in subsequent evaluations. Additionally, in this evaluation, the minimal path length is presented with a legend of "Min."
For 64 nodes, LOREN achieves the shorter average path lengths than Cowen's compact routing algorithm. Figure 5 (a) shows that it can reduce the average number of hops by up to 5.8%. This is because completely or nearly shortest paths in the layout-conscious networks are achieved with localized information that LOREN provides. On the other hand, roundabout paths via "landmarks" are taken in most source-and-destination pairs with Cowen's compact routing method.
As described in Sect. 2.3, Cowen's method keeps the maximum rate of increase in path lengths less than three, which is not supported by LOREN. Compared with Cowen's method, LOREN increases the maximum number of hops by 4.9% and by 19.3% at minimum for 64 and 1,024 nodes, respectively. For 1,024 nodes, there are some cases that the maximum path lengths achieved with Cowen's method are equal to the minimal path length. On the other hand, LOREN increases the maximum path length by at least 41% compared with minimal routing. By contrast, LOREN suppresses the minimum increase of the average number of path hops by 0.4% compared with Cowen's algorithm, and by 8% compared with minimal routing, as shown in Fig. 6 (a) . This results from small-world phenomena in the layoutconscious random topologies that can be utilized with its distributed routing manner.
In this evaluation, the smallest numbers of t max that Cowen's algorithm can take are 18 and 116 for 64 and 1,024 nodes, respectively. Moreover, modification of the parameter α can also achieve 32 and 502 of t max for 64 and 1,024 nodes, respectively, which are nearest to |N| 2 . Therefore, as the maximum numbers of table entries for the evaluation in Sects. 6.3, 6.4, and 6.5, t max = 18, 32 for 64 nodes and t max = 116, 502 for 1,024 nodes are adopted. Table Entries and Table Size Required for Each Algorithm
Minimal
As shown in Fig. 5 and Fig. 6 , the minimum number of t max that LOREN can take is smaller than that for Cowen's algorithm. Hence it is notable that LOREN improves the adaptation to various numbers of table entries given. In this section, this flexibility is evaluated and compared with that of Cowen's algorithm in detail. Namely, the minimal number of table entries and the resulted table size required for each  algorithm are evaluated. 6.2.1 Minimal Table Entries As described in Sect. 6.1, Cowen's algorithm varies the maximum number of table entries t max with the parameter α. In this section, the smallest values of t max are evaluated that the algorithm can take for given topologies. The LOREN algorithm constructs three kinds of shortest paths mentioned in Sect. 4.1. Among them, those between distant nodes which are defined in Sect. 4.1.3 are constructed using redundant empty entries; therefore, they are optional in the algorithm. By contrast, those between adjacent nodes and between neighboring nodes, which are described in Sects. 4.1.1 and 4.1.2, respectively, are indispensable for livelock-freedom in the algorithm. Accordingly, the numbers of table entries that are required for establishing these two shortest paths are evaluated. In this evaluation, the maximum link length and the maximum degree of each node are set to four and four, respectively. Due to their time complexities to generate table entries, the number of nodes is varied among 64 to 4,096 for Cowen's algorithm and among 64 to 1,048,576 for LOREN. For each network size, 1,000 topologies are generated from different seeds and the average and standard deviation are evaluated. Figure 7 shows that Cowen's compact routing method remarkably increases the required number of table entries for large system sizes. The average value for a 4,096-node layout-conscious random topology is 257. This arises from increased numbers of "landmarks" and numbers of the next hops that each node has to contain. On the other hand, LOREN achieves little increase in numbers of table entries for large network sizes. This is attributed to the same limitation of link lengths for every number of nodes, which can keep the number of hops between neighboring nodes almost constant. For 4,096 nodes, the number of required table entries is reduced by 91% compared to that with Cowen's method. Moreover, the increase from 4,096 nodes to 1,048,576 in LOREN is limited to 23%. Table Size The resulted routing table sizes of each node for Cowen's and LOREN algorithm can be calculated from the results Fig. 7 Number of table entries required for algorithms. in Sect. 6.2.1. The optimal table size, which is shown with a legend of "Opt," is also estimated from the complexity based on [26] . In addition, the routing table size required for minimal routing is calculated. In this routing, it is assumed that table entries for all the other nodes are required in each node. The results are shown in Fig. 8 . The rate of increase with LOREN algorithm for a larger number of nodes is the smallest among all four algorithms. Since minimal routing requires the table size of |N| log |N|, it needs the size of 20 M bits for 1M nodes. On the other hand, LOREN can achieve the size of 1,140 bits for the same system size. Moreover, LOREN performs its table size 80 times smaller than the optimal table size achieved with the conventional routing method [26] for 1M nodes. Hence, LOREN is the preferable way to achieve the next generation of high performance computing systems that have interconnection networks with 1M switching fabrics or more.
Minimal Routing
Network Simulation
A cycle-accurate network simulator Booksim [28] is used for evaluation. For both Cowen's routing algorithm and LOREN algorithm, flow control is supported with a method to assign traffics to multiple virtual channels [29] . This assignment method is based on the assignment technique used in LASH-TOR [30] . Network parameters for simulation are shown in Table 2 .
Figures 9 to 12 show simulation results under uniform, transpose, shuffle, and reverse traffics [31] . For 64 nodes, the saturation throughput achieved with LOREN is decreased by 24% compared to that with Cowen's algorithm, in a transpose traffic with the number of table entries of t max = 18, as shown in Fig. 10 (a) . Additionally, LOREN degrades the throughput when t max is increased in a reverse traffic, as shown in Fig. 12 (a) and Fig. 12 (b) . For these deterministic traffic patterns, LOREN fails to distribute the concentration of flows in some of links in the network. On the other hand, in a uniform traffic, LOREN can increase the throughput by 16% and 9% for t max = 18 and t max = 32, respectively. Moreover, LOREN achieves the lower latency than Cowen's algorithm in most cases with 64 nodes. It reduces the latency by up to 4.9%.
For 1,024 nodes, LOREN can achieve the better throughput especially with the small number of table entries. In the case of a uniform traffic and t max = 116, the throughput is increased by 62% compared to that with Cowen's algorithm, which is shown in Fig. 9 (c) . The increase is also shown in other traffic patterns. As a result, LOREN develops capacity to balance traffic load. Although LOREN increases the zero-load latencies with t max = 116, it can fill the gap with a large number table entries of t max = 502.
In summary, LOREN, which utilizes local routing information, can achieve comparable latencies to those with Cowen's algorithm, which exploits global routing information. Moreover, LOREN can avoid load concentration with the distributed routing manner, which Cowen's routing method has to face because of the large amount of flows to "landmark" nodes.
Performance under Randomly Imbalanced Traffic
In Sect. 6.3, uniform and synthetic traffics balanced for all nodes in the network are adopted for evaluation. In this section, randomly imbalanced traffics are applied to LOREN and Cowen's method.
Definition of Randomly Imbalanced Traffic
In this evaluation, each node in a network has a destination node. Two imbalanced traffics, hotspot(β) and local(γ) are defined as follows.
• hotspot(β): The value 0 ≤ β ≤ 1 denotes probability for each node to set a "hot-spot" node as a destination node. A destination node of each node is otherwise selected randomly from all nodes in the network with probability 1 − β.
• local(γ): A destination node v for each node u is selected with the probability that is proportional to md(u, v) −γ , satisfying γ > 0.
Let S be a set of source-and-destination pairs in the generated traffic. A pair of a source node i and a destination node j is represented as (i, j) ∈ S . In this section, a path from i to j is represented as consecutive edges,
A set of all paths in the traffic is defined as
Effective Bandwidth
Let a congestion factor of an edge e, τ(e), be the number of paths in P that include the edge e. The effective bandwidth for each traffic is defined as the following equality [32] , [33] . 
In this evaluation, 10,000 random traffic patterns for each imbalanced traffic are generated, and the average effective bandwidth is calculated. Figure 13 shows the results with the hotspot traffics for β = 0.1, 0.3, 0.7 and with the local traffics for γ = 1.0, 2.0, 3.0. It is shown that LOREN can achieve the better performance than Cowen's algorithm except in the case of hotspot(0.7) for 1,024 nodes. As shown in Sect. 6.1, LOREN increases the number of hops between nodes in these cases, which leads to a large number of edges that each path contains and thus to high degree of congestion. In contrast, LOREN effectively improves the bandwidth especially for the local traffics. This is because of the reduced number of hops between physically nearby nodes and the balanced load. When t max is large, it improves the bandwidth by 7.3% and 4.1% for 64-and 1,024-node networks, respectively.
Average Efficiency
Efficiency for a path between nodes i and j is defined as a multiplicative inverse of the path length, h(i, j) −1 [34] . It quantifies the characteristic of small-world phenomena developed by a routing method. The average efficiency is the average value for all paths in the traffic. In the same way as Sect. 6.4.2, 10,000 random patterns are generated for each traffic and the average is calculated. Figure 14 shows that LOREN can improve the average efficiency by up to 6.7% and 3.2% for 64-and 1,024-node networks, respectively. The improvement in the average efficiency is slightly smaller than that in the effective bandwidth as shown in Sect. 6.4.2. These results illustrate the fact that LOREN can improve the bandwidth not only by the reduced number of hops but by the balanced load achieved with the distributed routing manner. In summary, the proposed method LOREN can be efficiently applied to the practical localized or imbalanced traffic.
Bias of Traffic Load
In our evaluation, load on each edge, L(e) is calculated as the following equality.
L(e) = |{(i, j)|P (i, j) e}|
Evaluated topologies and routing tables are the same as in Sect. 6.3. An all-to-all traffic is adopted and the average and standard deviation among all edges are calculated. Table 3 shows the results. For all cases the standard deviation with LOREN is smaller than that with Cowen's method, which means that LOREN can balance the traffic load compared with Cowen's algorithm. This measurement is obvious for the case of 1,024 nodes and t max = 116. Although the average traffic load is increased by 11%, the standard deviation is reduced by 23%. Therefore, LOREN is a more scalable and preferable way to construct interconnection networks with larger numbers of nodes and smaller numbers of table entries.
Conclusion and Future Work
In this work, a scalable, low-latency, and high-bandwidth routing method, LOREN (Layout-Oriented Routing with Entries for Neighbors), for layout-conscious random topologies is proposed. This method exploits the irregularity and locality in the topologies to achieve both small average numbers of hops between nodes and small routing table sizes. The entries in routing tables of each node are constructed so that they induce shortest paths between nodes nearby on both the topology and the coordinate.
Experimental results show that LOREN can reduce the number of table entries required in each node by 91% for 4,096-node networks, compared with the conventional compact routing method. Furthermore, it can reduce the average number of hops by up to 5.8%. Results obtained with network simulation show that LOREN can improve the saturation throughput by up to 62%. Moreover, it can increase the application-oriented bandwidth for the localized traffic by up to 7.3%.
In this work, we do not discuss compatibility of LOREN with the applications that are optimized for conventional non-random network topologies. Although it is shown that LOREN can improve execution performance of latency-sensitive applications, it may degrade that of the topology-specific applications because of irregularity of the inter-switch networks. As a future work, we plan to refine our proposed method to improve their performance on irregular network topologies.
