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Abstract
High-latitude ocean deep convection substantially contributes to vertical mixing, ver-
tical heat transport, deep-water formation, and sea-ice budget in the World Ocean.
However, the extent of this contribution remains poorly constrained. The concept
of ocean convective available potential energy (OCAPE) have been developed to im-
prove the understanding and the prediction for these deep convection events. The
kinetic energy (KE) budget of deep convection is explored analytically and numeri-
cally based on the observations in the Weddell Sea. OCAPE, which is derived from
thermobaricity, is identified as a critical KE source to power ocean deep convection.
Other significant contributions to the energetics of convection, including diabatic
processes related to cabbeling and stratification, are also carefully quantified. An as-
sociated theory is developed to predict the maximum depth of convection. This work
may provide a useful basis for improving the convection parameterization in ocean
models.
As an application of the theory above, basin-scale OCAPE is found to be sig-
nificantly built up in the North Atlantic at the end of Heinrich Stadial 1 ( ⇠17,000
years ago). This OCAPE is ultimately released to power strong ocean deep con-
vection in North Atlantic as simulated by numerical models. This causes a ⇠2 oC
ix
sea surface warming for the whole basin (⇠700 km) within a month and exposes a
huge heat reservoir to the atmosphere. This may invigorate the Atlantic meridional
overturning circulation and provide an important mechanism to explain the abrupt
Bolling-Allerod warming.
Mesoscale turbulence is another crucial process for high-latitude ocean dynam-
ics. From the physical nature of baroclinic instability, the framework of eddy-size-
constrained Available Potential Energy (APE) density is developed, which is capable
of well-detecting individual eddies and local eddy kinetic energy (EKE) in the World
Ocean. This new framework is likely useful in parameterizing mesoscale eddies in
ocean GCMs. Mesoscale turbulence are found to be coupled to the wind-driven Ek-
man pumping in determining the temperature and salinity budgets in subpolar gyres
such as the Weddell Gyre. A conceptual model of the evolution of isopycnals has been
developed in which the isopycnal responds to a seasonal oscillation in the surface wind
stress. The model accurately predicts the observed phases of the temperature and
salinity variability in relationship to the surface wind stress. The model, despite
its heavy idealization, also accounts for more than 50% of the observed oscillation
amplitude, which depends on the strength of the seasonal wind variability and the
parameterized eddy di↵usivity. These results highlight the importance of mesoscale
eddies in modulating the export of AABW in narrow boundary layers around the
Antarctic margins.
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1.2 (a) Schematic of the Current and Reference states for two-layer profiles.
The column depth is D, of which  D is WSW and (1    )D is CFW.
There is a downward density jump  ⇢ > 0 at the CFW/WSW interface
in the Current state. The densities of adiabatically-repositioned CFW
and WSW parcels would be equal at the critical depth z = zS. We define
d as the thickness of the upper CFW layer in the Reference state. (b)
The vertical profile of thermal expansion coe cient ↵✓ (black line) and
saline contraction coe cient   (red line), computed from constant ver-
tical profiles, ✓ =  1 oC and S = 34.0 psu, via the full EOS of seawater
(Jackett et al., 2006). The linearity of ↵✓ and the independence of   on
depth validate our assumptions in (1.10a)–(1.10d). (c) The Current and
Reference states of 6 distinct cases, discussed in section 1.5. The cases
are distinguished by the position of the critical depth zS (and thus  ⇢)
and  , as described in the text. Cases 1–3 have vertical mirror sym-
metry to Cases 4–6, respectively. (d) Schematic of the “Transformed
Current state” and the “Transformed Rearrangement state” discussed
in section 1.5.4. Consider a Current state that has a homogeneous CFW
overlying a stratified WSW (the stratification is represented by the vari-
ation of the red color). We take the mean WSW (✓ and S) to define
the “Transformed Current state”. Further, we consider a Rearrange-
ment state that is statically-stable (since the Reference state is always
statically-stable). Analogously, we take the mean WSW and define a
corresponding “Transformed Rearrangement state”. . . . . . . . . . . . 22
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1.3 Parameter dependence of OCAPE, as discussed in section 1.5.5. The
dashed black lines in (a)–(d) have been computed using the HA-FullEOS
in section 1.4. The solid black lines in (a)–(d) and the colored lines
in (e) have been computed using analytical expressions in section 1.5.
These are for two-layer profiles with CFW overlying WSW. Here ↵z is
the derivative of thermal expansion coe cient with respect to vertical
coordinate;  ✓ is half of the di↵erence of potential temperature between
the CFW and the WSW; D is the ocean column depth;   is the fraction
of the WSW in the whole column;  ⇢ is the downward density jump
across the CFW/WSW interface. (a) Sensitivity to ↵z, with fixed  ✓ =
1 oC, D = 1000 m,   = 9/10 and ⇢ = 0. The inset shows the sensitivity
of ↵z to potential temperature (✓0), computed via (1.10c) using the
full EOS of seawater (Jackett et al., 2006) with fixed S0=34.0 psu and
D=1000 m. (b) Sensitivity to  ✓, with fixed ↵z =  2.4⇥10 8 oC 1m 1
(✓0 = 4 oC) and the same D,   and  ⇢ as (a). (c) Sensitivity to D, with
fixed ↵z =  3⇥ 10 8 oC 1m 1 (✓0 = 0 oC) and the same  ✓,   and  ⇢
as (a). (d) Sensitivity to  , with the same ↵z as (c) and the same  ✓,
D and  ⇢ as (a). (e) Sensitivity to  ⇢ for di↵erent D and  , with the
same ↵z and  ✓ as (c). . . . . . . . . . . . . . . . . . . . . . . . . . . 34
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1.4 (a) Profiles of potential temperature (✓) and salinity (S) from the win-
tertime Weddell Sea, obtained from Maud Rise (65.4605oS, 2.4007oE) on
August 2, 1994, ANZFLUX CTD profile station 48 (courtesy of Bruce
Huber; McPhee et al., 1996). (b) OCAPE vs the depth of the profiles
shown in panel (a); at each depth we computed the OCAPE, assuming
that depth to be the bottom of the ocean (i.e. not permitting any adi-
abatic rearrangement of the fluid below that depth). The dashed and
solid blue lines are from the HA-FullEOS in section 1.4 and the analyt-
ical solution derived from section 1.5.4, respectively (see section 1.6 for
details). (c) Estimated temporal evolution of OCAPE for 1000 m depth
of profiles in panel (a) during a winter surface brine rejection forcing.
This forcing equals an ice formation rate of 1.5 cm/day, which is com-
mon for the winter Weddell Sea (Harcourt, 2005; Lange et al., 1989).
Calculation methods are described in the text of section 1.6. (d,e,f) As
(a,b,c) but for profiles observed over Maud Rise (65.5177 oS, 1.1315 oE)
on August 1, 1994, ANZFLUX CTD profile station 46. 1500 m is ap-
proximately the maximum depth of measurement for profiles in both
panels (a) and (d). Panels (b), (c), (e) and (f) share the same legend. 36
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2.1 Schematic of the proposed energetics for thermobaricity- and cabbeling-
powered convection. Definitions and denotations here follow section
2.3.1. (left panel) Potential energy (PE) can be represented by the
system’s enthalpy H, which includes the dynamic part HD and the
heat content part HP (defined in (2.11a)–(2.11d)). CHDtoHP is the time-
integrated energy transfer from theHD reservoir to theHP reservoir dia-
batically (defined in (2.15b)). Heatvis is the time-integrated viscous heat-
ing (defined in (2.15a)), which transfers energy from the KE reservoir
to the HP reservoir. KEcum is the time-integrated work done by vertical
buoyancy flux (defined in (2.14b)), which transfers energy from the HD
reservoir to the KE reservoir. Thus KEcum equals the current KE plus
Heatvis, as well as equaling the state change of HD minus CHDtoHP (see
(2.13b)). (right panel) The state change of HD is due to three distinct
sources/sinks: Stb, Scab, and  Sstrat (defined in (2.21b),(2.25),(2.20a),
respectively). Therefore, KEcum has four contributions:  CHDtoHP , Stb,
Scab, and  Sstrat (i.e. (2.1)). The mathematical derivation of Equation
(2.1) is provided in Appendix. . . . . . . . . . . . . . . . . . . . . . . . 50
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2.2 Unstratified simulation without cabbeling in the EOS, as discussed in
section 2.4.1. Here z and y are the vertical and horizontal coordinates,
respectively. (a) The initial ✓/S profile. Snapshots of the ✓ (oC) field
are shown (b) at t=1.18 days, (c) at t=1.56 days, (d) at t=2.01 days,
and (e) at t=4.54 days (the quasi-steady state after convection). (f) The
reference (minimum PE) state for the initial profile. (g) Time series of
the energy budget (curves). We also show values of the four KE contri-
butions (Stb, Scab,  Sstrat and  CHDtoHP) based on the whole convection
(Equation (2.1)). See Figure 2.1 for the detailed energy relations. Scab,
Sstrat and CHDtoHP are all about zero here since the simulation excludes
cabbeling and has a zero initial stratification (CHDtoHP also relies on
cabbeling, see section 2.5.3). OCAPE is equal to PE minus PEref (the
PE of the reference state). Both PE and PEref are computed relative
to the initial PEref . The sinks of OCAPE include Stb and Sinkdiab: Stb
is the cumulative contribution of OCAPE to KE (Figure 2.1), while
Sinkdiab is the cumulative dissipation of OCAPE by diabatic processes
(defined in (2.18b)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
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2.3 Schematic of three states for illustrating the reduction of stratification
(N2) during convection, which leads to a KE sink:  Sstrat, as discussed
in section 2.4.3. (a) The initial state. It has a stable density jump  ⇢
at the CFW/WSW interface and a stratified WSW (N2 = N2WSW). ⇢
is the density variation associated with N2: ⇢ =
R z
 D( ⇢0/g)N2(z)dz.
(b) A hypothesized state, same as the initial state except taking the
mean property of WSW from the initial state (i.e. from the dash to
the solid line).  ⇢ is the change of ⇢ from the bottom of CFW to the
middle depth of WSW, defined in (2.20b) (states in (a) and (b) have
the same  ⇢). (c) The final quasi-steady state after convection, with a
interface at depth z =  Df . The gravitational potential energy (GPE)
of these three states are GPEi, GPEh and GPEf , respectively. Then
 Sstrat is equal to (GPEi   GPEh) + (GPEh   GPEf). Cabbeling and
thermobaricity are excluded here (for section 2.4.3, not for the appendix)
in order to compute Sstrat: therefore the column depth (z =  D) is
assumed unchanged in this figure. . . . . . . . . . . . . . . . . . . . . . 63
2.4 As Figure 2.2 but for an unstratified simulation with cabbeling included
in the EOS, discussed in section 2.5.1. It is the same simulation as that
in Figure 2.2 but uses the full nonlinear EOS of seawater (Jackett et al.,
2006). Snapshots of the model’s ✓ (oC) are shown (b) at t=0.22 day, (c)
at t=0.38 day, (d) at t=0.53 day, and (e) at t=2.71 days. For (g), see
Figure 2.1 for the detailed energy relations. . . . . . . . . . . . . . . . 66
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2.5 As Figure 2.2, except panel (f), for a stratified simulation with cabbel-
ing included in the EOS. This is case 4.4 of Table 2.4 discussed in sec-
tion 2.5.4. It adopts the full nonlinear EOS of seawater (Jackett et al.,
2006) and a detailed model configuration is described in Table 2.4. Snap-
shots of the model’s ✓ (oC) are shown (b) at t=0.26 day, (c) at t=0.59
day, (d) at t=1.49 days, and (e) at t=2.8 days. Panel (f) follows Figure
9(b) of Harcourt (2005): it shows the buoyancy force on parcel P using
the full nonlinear EOS when it is displaced vertically and adiabatically
across the initial profile. Parcel P is originally located at the depth of
115 m within the initial interface (100-120 m depths). Panel (f) sug-
gests a cabbeling instability when moving parcel P downward, since it
becomes negatively buoyant. For (g), see Figure 2.1 for the detailed
energy relations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.6 (a) Prediction of Hi   Hf by (2.22), (b) prediction of KEcum by (2.1)
vs. numerical simulations for cases 4.1–4.8 described in Table 2.4. Here
the prediction of KEcum adopts the value of CHDtoHP diagnosed from
simulation since CHDtoHP has no analytical solution. Panels (a) and
(b) share the same colorbar. (c) Prediction of the maximum depth of
convection by our strategy in section 2.5.5 vs. numerical simulations for
cases 5.1–5.9 described in Table 2.5. As shown in panels (a)-(c), these
predictions agree closely with numerical simulations. All simulations
here have a final state where all CFW sinks into WSW. . . . . . . . . . 73
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2.7 As Figure 2.5 but for a stratified simulation with cabbeling based on
realistic initial profiles, discussed in section 2.6. The model configura-
tion is the same as that in Figure 2.5, except with a uniform surface
salinity flux enforced from t=0 to t=4.2 days, equivalent to an ice for-
mation rate of 1.5 cm/day. (a) The initial profile, from Maud Rise
(65.4605oS, 2.4007oE) on August 2, 1994, station 48 of ANZFLUX CTD
profile (courtesy of Bruce Huber; McPhee et al., 1996). 1000 m is about
the maximum depth of convection in our simulation. Snapshots of the
model’s ✓ field are shown (b) at t=0.65 day, (c) at t=3.1 days, (d) at
t=4.7 days, and (e) at t=7.5 days. Panel (f) is similar to Figure 2.5(f)
but with a additional magenta curve computed from a hypothesized pro-
file. It is the same as initial profile except with a saltier mixed layer (at
0–180 m depths) due to 6.3 cm of ice formation (i.e. 1.5 cm/day⇥4.2
days). It has a linear variation of ✓ and S across the CFW/WSW in-
terface at 180–200 m depths. This magenta curve suggests that brine
rejection may generate a cabbeling instability for parcel P at the inter-
face (i.e. become negatively buoyant when it is moved downward). For
(g), see Figure 2.1 for the detailed energy relations. . . . . . . . . . . . 75
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3.1 The changes of Atlantic zonal mean potential temperature ✓(oC) during
HS1 (⇠2300 years duration), from the CCSM3 simulation of the last
deglaciation (Liu et al. 2009; He et al. 2013). The figure shows that
the North Atlantic became warmer (⇠ 1.5-3 oC) at intermediate depths
(beneath ⇠200 m depth), but remained unchanged or became colder at
the ocean surface at 40o-80o N. This millennial-scale process generates
warm salty water (WSW) lying beneath cold fresh water (CFW), which
could accumulate OCAPE (Figure 3.3). . . . . . . . . . . . . . . . . . 90
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3.2 (a) The vertical profile of thermal expansion coe cient ↵(black line)
and saline contraction coe cient   (red line). These are computed from
constant profile of ✓= 1 oC and S= 34.0 psu. OCAPE arises from
thermobaricity: the strong dependency of ↵ on depth. (b) Schematic
illustration for the triggering of TCC and the release of OCAPE based
on an idealized adiabatic argument. The ✓ and S of the adiabatically
displaced CFW parcel does not change with depth. Also, @ /@z is
around 0 from panel (a). Therefore, using the first-order Taylor series
for density, one derives that (⇢CFW   ⇢WSW) increases with depth due
to thermobaricity ( @↵/@z > 0), i.e., @(⇢CFW   ⇢WSW)/@( z) > 0.
Thus there is a critical (threshold) depth zc, above which the displaced
CFW parcel remains lighter than the background WSW. If the CFW
parcel is perturbed across zc, it would be denser than the WSW and thus
trigger the instability for TCC. The accumulation of OCAPE means the
rise of the critical depth zc, which weakens the threshold and makes it
easier to be overcame (see also footnote 2). (c) Observed profiles of ✓
and S, obtained from the Weddell Sea on August 2, 1994, ANZFLUX
CTD station 48 (McPhee et al. 1996). (d) shows their statically stable
stratification (i.e., positive buoyancy frequency). This water column
contains OCAPE of 1.1⇥10 3 J/kg, which is approximately ready to
be released: (e)-(h) show the snapshots of ✓ in our two-dimensional
simulation of TCC initialized by the observed profiles of (c) in a 10 km
horizontal domain. The model is nonhydrostatic and eddy-resolving in
a rotating frame (essentially the same model of Akitomo et al. 1995 and
Akitomo 2006). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
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3.3 (a)-(d) Decadal-scale accumulation of a basin-size (⇠700 km) OCAPE
pattern in the North Atlantic at about the end of HS1, diagnosed using
the monthly output (March data shown here) of the CCSM3 simulation
of the last deglaciation (Liu et al. 2009; He et al. 2013). The OCAPE
pattern starts to appear ⇠14.542 ka (ka: 1000 years ago), as in (a), and
grows in size and magnitude in the following decade, as in (b)-(d). As
an example, (e) shows the vertical section of ✓, S and N2 for the dashed
white line displayed in (c) (⇠6o W and 67.5o-73.5o N; 14.536 ka). This
section has CFW overlying WSW, as required for OCAPE generation
(see Figure 3.2b). It has a statically stable stratification (N2 >0) despite
of its large OCAPE. Due to this statically stable stratification, this
section is not followed by obvious convection or vertical mixing in the
CCSM3 simulation: e.g., (f) shows that even after 4 years (14.532 ka),
the ✓ field still remains roughly unchanged in the CCSM3 simulation.
This lack of activity is in strong contrast to our eddy-resolving simulation
of TCC shown in Figure 3.4. Panels (a)-(d) share the same horizontal
and vertical axis, and so do Panels (e)-(f). . . . . . . . . . . . . . . . . 95
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3.4 (a)-(f) The snapshots of ✓ field in our eddy-resolving two-dimensional
simulation of TCC events in North Atlantic at about the end of HS1
(⇠6o W and 67.5o-73.5o N; 14.536 ka). The model is nonhydrostatic
and eddy-resolving in a rotating frame (essentially the same model of
Akitomo et al. 1995 and Akitomo 2006), using the full equation of state
of seawater (Jackett et al. 2006). We apply a vertical resolution of 10 m
and a horizontal resolution of 50 m, which allow the resolving of TCC
(Akitomo 2006; Harcourt 2005). The simulation is initialized by the ✓
and S snapshot output from CCSM3 simulation shown in Figure 3.3e.
This is the earliest monthly snapshot output that contains OCAPE (e.g.
among Figures 3.3a-d and many others) and is also susceptible to TCC in
our simulations. Before that, this region is not susceptible to TCC. The
domain size is ⇠700 km horizontally and 2 km vertically, with a sponge
layer on the sides (not shown). TCC is triggered by 1 days perturbation
from inhomogeneous surface cooling of ⇠100 W m 2. Due to the release
of OCAPE, TCC starts at about t=0.6-0.8 day simultaneously at two
locations as shown in (b). The convective plumes have a horizontal size
of ⇠0.5-1 km and spread quickly northward and southward by internal
wave perturbations as shown in (c)-(f). Within a month, this basin-
scale North Atlantic region (⇠700 km) has been thoroughly mixed by
TCC events as shown in (f), which increases the sea surface temperature
(SST) abruptly by ⇠2oC as shown in (g). See Figure 3.5 for the detail
of convective plumes and its lateral spreading (by zooming into a ⇠40
km horizontal local domain). . . . . . . . . . . . . . . . . . . . . . . . 101
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3.5 (a)-(f) Same as Figures 3.4a-f but zooming into a ⇠40 km horizontal
local domain where TCC first appears. The convective plumes have a
horizontal size of ⇠0.5-1 km. They first appear at t=0.6 day as shown
in (b) and the consequent perturbations spread laterally and quickly
by internal waves. These trigger further TCC events southward and
northward as in (c)-(e). Within 10 days, this ⇠40 km domain has been
thoroughly mixed by TCC events. . . . . . . . . . . . . . . . . . . . . . 102
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4.1 (a) Lorenz APE of the World Ocean and (b) the associated computation
time vs the horizontal spatial resolution of the applied dataset. All
applied datasets in Figure 4.1 have 50 vertical levels and are interpolated
from the 1o-grid World Ocean Atlas (WOA) 2009 climatology. The code
of LAA and MCFA are both non-parallelized and are performed on a
normal unix workstation (a Dell PowerEdge SC1435 rackmount server,
two quad core AMD Opteron 2372HE 2.1Ghz CPU, totally 8 cores,
16GB of memory), which is used for all the computation in this chapter
(Figures 4.2b-f, 4.5b-f, and 4.6c-d). From (a) the solution converges with
increasing resolution. From (b) for the 314-km gridded global dataset,
LAA takes ⇠1.3 ⇥107 s ⇡155 days while MCFA only takes ⇠52 seconds.
(c) The zonal-mean depth (km) where the current-state parcels reside in
the Lorenz reference state. The contour interval is 0.5 km. It is solved
by MCFA using the 111-km gridded global dataset. Clearly Antarctic
Bottom Water (AABW), North Atlantic Deep Water (NADW), and
Arctic Bottom Water (ABW) are rearranged to the ocean bottom at
the Lorenz reference state, since they are the densest water masses in
the world ocean. See section 4.3 for details. . . . . . . . . . . . . . . . 110
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4.2 (a) Vertical-mean EKE (J/kg) in the Southern Ocean. It is calculated
from a 3-year dataset (August 2003 - July 2006) of global ECCO2 state
estimate (Menemenlis et al. 2008). This dataset is observation- and
model-constrained, with 18-km horizontal grid spacing and 50 vertical
levels. The time-mean of this dataset is used for Figures 4.2b-f. (b)
Vertical-mean APE density (J/kg), defined based on the constraint that
the adiabatic parcel rearrangement from the current state to the refer-
ence (minimum-PE) state should not exceed 50 km horizontally. The
reference state is solved by MCFA. The 50 km here is approximately
the size of mesoscale eddies in the Southern Ocean (Figure 4.6b). The
pattern of APE density here is close to the EKE pattern shown in (a).
(c)-(f) As (b) but with the horizontal constraint of parcel rearrange-
ment loosened to 100 km, 300 km, 700 km, and no constraint (i.e., the
Lorenz APE case), respectively. As shown in (f) the Southern Ocean is
approximately divided into region A, B, and C (blue boxes). In (f), the
black curve denotes the positions whose current-state surface density is
equal to the surface density at the Lorenz reference state (which is a
constant, e.g., see the rightmost panel of Figure 4.4a). This black curve
agrees well with the area that has the minimum Lorenz APE density in
panel (f) (blue or green areas), since the Lorenz APE density reflects
the deviation of local current-state stratification from the Lorenz refer-
ence state in the considered system (Southern Ocean here; see Figure
4.4a, leftmost vs rightmost panel). In contrast, eddy-size-constrained
APE density in (b) reflects local baroclinicity (e.g., Figure 4.3b). (g)
QG APE density of the Southern Ocean. See section 4.4 for details. . . 116
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4.3 (a) Time- and vertical-mean kinetic energy (MKE) (J/kg), from the
same dataset as Figure 4.2a. It shows strong southeastward ACC fronts
that can advect eddies southward. This partly explains why the EKE
patterns in Figure 4.2a are generally located downstream of the corre-
sponding APE density patterns in Figure 4.2b. (b) Potential density (kg
m 3, referenced to the 2-km depth) at 51.4o S. The contour interval is
0.1 kg m 3. Topographic highs may generate local APE density through
inducing local isopycnal bumps (marked by blue ellipses). These bumps
also cause the interfacial form drag of transient/standing eddies (Rin-
toul et al. 2001). For (b), we choose to use potential density rather than
neutral density because the former achieves qualitatively the same result
as the latter but with a much better computational e ciency, similarly
for Figures 4.4a-b. See section 4.4 for details. . . . . . . . . . . . . . . 119
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4.4 (a) Zonal-mean potential density (kg m 3, referenced to the 2-km depth)
of the current state and five reference states that define the APE density
in Figures 4.2b-f, respectively. The contour interval is 0.25 kg m 3.
The loosening of constraint (i.e., from 50 km to Lorenz) decreases the
baroclinicity of the reference state and leads to a larger APE density
as shown in Figures 4.2b-f. (b) As (a) but showing the zonal-mean
current state for region A, B, and C labeled in Figure 4.2f. Region A, B,
and C have similar-depth, deeper, and shallower isopycnals, respectively,
contrasting to the mean of the whole Southern Ocean (the leftmost
panel in (a)) (e.g., comparing the isopycnals  1036.5 kg m 3; see Orsi
et al. 1999). Therefore, current-state dense parcels in region C are
still constrained in region C in the reference state of Figure 4.2e, but
are rearranged to region B in the Lorenz reference state (Figure 4.2f).
Thus, the 700-km constrained APE density has similar, smaller, and
larger values than the Lorenz APE density counterpart in regions A, B,
and C, respectively (Figure 4.2e vs 4.2f). (c) Schematic that illustrates
the ⇠700-km scale for the horizontal parcel rearrangement from the
current state to the Lorenz reference state. The interface may represent
the isopycnal of 1036.5 kg m 3 shown in (a). Here M and N denote the
center of the light water (blue) in the current and the Lorenz reference
state, respectively; the light-water area on the right of M (grid shading)
is about half of the whole light-water area. In a zonal-mean sense, this
schematic explains why the second-rightmost panel in (a) has almost
flat isopycnals and why the APE in Figure 4.2e can account for most
(⇠75%) of the Lorenz APE in Figure 4.2f. See section 4.4 for details. . 121
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4.5 As Figure 4.2 but panels (b)-(f) here are based on a snapshot of ECCO2
state estimate (February 16, 2005) rather than the 3-year mean in Figure
4.2. The EKE snapshot in panel (a) defined as 0.5⇥ [(u  u¯)2+(v  v¯)2]
where u and v are, respectively, the zonal and meridional velocity for this
snapshot, and u¯ and v¯ are the time-mean (August 2003-July 2006) coun-
terparts. These transient patterns of vertical-mean APE density are gen-
erally consistent with the time-mean counterparts in Figure 4.2, but have
much more mesoscale turbulent features, as expected. There is a high
correspondence between the eddies in panel (a) and the APE patches
in panel (b), which demonstrate the potential usefulness of our defined
eddy-size-constrained APE density to diagnose/parameterize mesoscale
eddies. See section 4.4 for details. . . . . . . . . . . . . . . . . . . . . . 123
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4.6 (a) Global vertical-mean EKE (J/kg). It uses the same dataset as Figure
4.2a. (b) Meridional profile of zonal-mean surface eddy size by altime-
ter observations (blue; Chelton et al. 2011). The observed eddy size
is highly homogenous zonally (Figure 12 of Chelton et al. 2011) and
hence we only consider its meridional variation. The polynomial fitting
(red; using matlabs polynomial fitting of degree 17) extends the blue
curve from the observation edge at ⇠70o latitude to 80o, by which we
approximate the eddy size for 70o-80o regions. (c) Global vertical-mean
eddy-size-constrained APE density (J/kg). It applies the observed eddy
size (red curve in (b)) as the horizontal constraint for adiabatic parcel
rearrangement from the current state to the reference (minimum-PE)
state. The match between (c) and (a) is consistent with the physical
picture that baroclinic instability is crucial for the generation of EKE
in most ocean regions. (d) Global vertical-mean Lorenz APE density
(J/kg). It has large values (red, ⇠ 101 J/kg) mainly around Antarc-
tica and the Arctic, where dense water is produced and circulated (i.e.
AABW, NADW, and ABW). In contrast, it has medium values (yellow,
⇠ 100 J/kg) in broad ocean areas including regions with strong ocean
currents/EKE, e.g., around ACC fronts, Kuroshio Current, and Gulf
Stream. The Lorenz APE density, as in (d), reflects the deviation of
local current-state stratification from the Lorenz reference state in the
considered system. See section 4.4 for details. (e) QG APE density of
the World Ocean. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
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5.1 (a) Map of the Southern Ocean. The highlighted region is enlarged in
panel (b). (b) Bathymetry (ETOPO1) of the Weddell Sea and neigh-
boring basins (depth in meters); land is marked by black contours. The
white arrows depict the cyclonic gyre circulation. The black arrows
depict the inflow of Weddell Sea Deep Water (WSDW) and primary
outflow paths of WSDW through Orkney Passage (OP) in the South
Scotia Ridge. The magenta contour indicates the 1000 m isobath in
the southern and western part of the gyre. The northern boundary is
approximated by a straight line. The yellow circles mark the position
of the WOCE A23 hydrographic section, indicated by dotted lines in
panel (c). (c) Contours of neutral density from A23. The red curve
with  n = 28.26 kgm 3 serves as the focus of this study, as it separates
WSDW from the Circumpolar Deep Water above. (d) Depth-averaged
geostrophic velocity across A23, referenced to zero velocity at the surface.133
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5.2 Schematic of the idealized Weddell Gyre used in our residual-mean
model. (a) The gyre is approximated as a circular basin with cyclonic
surface wind stress ⌧(r, t) and forced by inflow and outflow of Weddell
Sea Deep Water (WSDW). (b) Profile view of the of the idealized gyre
in cylindrical coordinates. The gyre bathymetry (blue) is described by
z = ⌘b(r) and the bounding isopycnal (black) is described by z = ⌘(r, t)
marking the interface between Circumpolar Deep Water and WSDW,
at a depth of roughly 1500m. The isopycnal intersects the bathymetry
at r = rb(t). The yellow box indicates the cross-sectional area through
which water exits the Orkney Passage, which extends to around 3 km
depth (see e.g. Figure 7 of Naveira Garabato et al., 2002). . . . . . . . 134
5.3 The tangentially averaged basin geometry of the Weddell Sea from ETOPO1
data (points) and an analytical fit ⌘b(r) (line) given by (5.1). . . . . . . 138
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5.4 Time-averaged (1949 to 2006) (a) zonal and (b) meridional wind stress
components and (c) wind stress curl over the Weddell Sea and neigh-
boring basins. (d) Amplitude of the Fourier modes (oscillation periods)
for the azimuthal-mean tangential wind stress at the gyre boundary.
Details of the calculation and the standard deviation of the amplitudes
are described in §5.3.2. The amplitude of the time-independent mode
is  0.073Nm 2 (not shown); negative amplitudes correspond to cy-
clonic winds. (e) Radial dependence of the steady and annual mode
amplitudes, ⌧ and ⌧12, of the azimuthal-mean tangential wind stress. (f)
Radial dependence of the phase  12 of the annual mode of the azimuthal-
mean tangential wind stress. . . . . . . . . . . . . . . . . . . . . . . . . 141
5.5 Analytical solution in a cylindrical basin (solid) and numerical solution
in a curved basin (dashed) with no inflow/outflow of WSDW. (a) The
time-mean isopycnal height ⌘(r). (b) Amplitude of the isopycnal oscil-
lation |⌘0|. (c) Phase lag of oscillation ⌘0, defined as the time interval
from the wind stress maximum to the isopycnal height maximum. The
wind stress maximum occurs at the beginning of June each year. . . . 144
5.6 Evolution of the reference solution (⌧ 012 = 0.026Nm
 2,  = 300m2/s),
obtained numerically as discussed in §5.5.2. (a) Outcrop position r =
rb(t) and isopycnal height evolution at (b) the gyre center and (c) at the
boundary outcrop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
xlvi
5.7 (Top row) Sensitivity of our model solution to the wind stress ⌧ 012, with
fixed  = 300m2/s. (Bottom row) Sensitivity to the eddy di↵usivity
, with fixed ⌧ 012 = 0.026Nm
 2. (a, e) The time-mean isopycnal height
⌘. (b, f) Amplitude of the isopycnal oscillation |⌘0|. (c, g) Phase lag
of the isopycnal oscillation ⌘0, defined as the time interval from the
wind stress maximum to the isopycnal height maximum. (d) Oscillation
amplitude at the isopycnal outcrop for a range of wind stress strengths
⌧ 012. (h) Oscillation amplitude at the isopycnal outcrop for a range of
eddy di↵usivities . Panels (a–c) share the legend in (b) and panels (e–
g) share the legend in (f). These solutions were computed numerically
as described in §5.5.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
5.8 (a–c) As Figure 5.5 but for an eddy di↵usivity  constructed via (5.17)
from linear 2-layer quasigeostrophic baroclinic instability theory. When
the constant c in (5.17) equals to 10, 50 and 100, the corresponding
domain-average  is about 100 m2/s, 300 m2/s and 450 m2/s respectively.
(d) The time-mean profile of  using c = 50 as the isopycnal evolves in
our model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
xlvii
5.9 Properties of the model solution with inflow and outflow of WSDW, as
discussed in §5.6. (a–c) As Figure 5.5 but for a range of inflow transport
oscillation amplitudes  , with ↵ = 4months. (d–f) As Figure 5.5 but
for a range of phase lags ↵ between the wind stress maximum and the
inflow transport maximum, with   = 4Sv. Panels (a–c) share the upper
legend, and panels (d–f) share the lower legend. . . . . . . . . . . . . 155
5.10 (a) Eight-year time series of potential temperature ( C) of WSDW ob-
served by sensor M3 moored in the northern boundary of the Weddell
Sea (to the southeast of the South Orkney Islands) at ⇠ 4100m depth
(Gordon et al., 2010). The blue dashed curve is the 30-day running
mean and the black solid curve is the annual mode. The red and green
solid curves are derived from our model results with isopycnal oscilla-
tion amplitudes of 35m and 50m respectively at the gyre edge. The red
solid curve corresponds to the case without inflow/outflow of WSDW
with  = 300m2 s 1 and ⌧ 012 =  0.035Nm 2, as discussed in §5.5.3.
The green solid curve includes a time-dependent inflow of WSDW with
↵ = 4months and   = 6 Sv, as discussed in §5.6.2. (b) The ampli-
tude of Fourier mode of observed potential temperature from (a) as a
function of oscillation period. (c) Observed and modeled temperature
oscillation, as in panel (a), plotted alongside the azimuthally-averaged
tangential wind stress at the shelf break, given by equation (2). . . . . 159
xlviii
5.11 Schematic of large-amplitude isopycnal oscillations generated at the gyre
boundary. In the gyre interior, the isopycnal upwelling (downwelling)
is controlled by Ekman pumping/suction driven by a uniform surface
wind curl. To conserve the mass of the WSDW layer mesoscale eddies
act to downwell (upwell) the isopycnal in a narrow boundary layer. The
boundary layer occupies a much smaller area of the isopycnal surface, so
the amplitude of the oscillations is much larger than in the gyre interior.
The boundary layer width is set by the strength of the mesoscale eddies
and the frequency of the wind stress variability, which is predominantly
annual. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
1Introduction
High-latitude oceans are special due to the weak stratification, small deformation
radius (⇠5-20km), strong surface buoyancy forcing during wintertime (cooling, brine
reject), rich bathymetry features (e.g. around continental shelf), and unusual bound-
ary conditions such as sea ice on the top. Therefore, the dynamics in high-latitude
oceans can be significantly di↵erent from lower-latitude regions. The associated dy-
namics have received increasing attentions in recent decades, either for the urgency
of understanding the significant climatic e↵ects of polar oceans, or simply for the joy
of playing with geophysical fluid dynamics (GFD). This thesis mainly explores two
important types of dynamics occurring in high-latitude oceans: deep convection and
gyre dynamics.
0.1 Ocean deep convection
Ocean deep convection commonly occurs during wintertime, such as in the Labrador,
Greenland, Mediterranean, and Weddell Seas. It is a powerful mechanism that ex-
changes tracers vertically, such as heat, salt and nutrients, between ocean surface and
ocean depths (0.5-3 km) in typical very short timescales (days to weeks) (Marshall and
Schott, 1999). Ocean deep convection produces ocean deep water, especially in the
North Atlantic, and is a crucial diabatic closure for the global meridional overturning
2circulation (MOC) (Wolfe and Cessi, 2011). Ocean deep convection can also signifi-
cantly contribute to vertical mixing and the sea-ice budget (through the modification
of sea surface temperature).
Ocean deep convection, despite its importance, has not been well understood due
to the following reasons. (i) The observation of ocean deep convection is rare. This
is because of the harsh wintertime observational conditions, and the short duration
timescale and sporadic occurrence of deep convection. Therefore, the characteristics
of ocean deep convection have not been well identified by observations. (ii) Numeri-
cally speaking, ocean deep convection occurs at such small horizontal scales (0.1-10
km) that it is usually unresolved in current ocean general circulation models (GCMs).
There is potentially a large error bar, even when using the currently best-performing
convective mixing parameterizations in GCMs, as demonstrated in Chapter 3. (iii)
The traditional study for ocean deep convection typically focuses on the surface buoy-
ancy forcing and the rotation e↵ect (Marshall and Schott, 1999). However, the non-
linear e↵ects of the equation of state of seawater (e.g., thermobaricity, cabbeling) may
dramatically change the properties of ocean deep convection (Denbo and Skyllingstad,
1996). This, however, has been poorly studied and has not been integrated well (or
at all) into ocean models (Denbo and Skyllingstad, 1996; Akitomo, 2011).
In Chapter 2 and Chapter 3 of this thesis, we study the energetics of ocean deep
convection, from fundamental thermodynamics and fluid theories. Analyzing energet-
ics is extremely useful in systematically understanding the dynamics and character-
izing the convection properties (e.g., velocity magnitude, convection depth, vertical
3mixing e ciency). We develop the framework of ocean convective available poten-
tial energy (OCAPE) to fully account for the contribution of thermobaricity to deep
convection. This new framework can be easily applied in pragmatic diagnosis for the
energy source of ocean convection, for either observations or numerical simulations.
We also develop analytical methods to characterize the cabbeling’s e↵ect in convec-
tion energetics. These two kinds of nonlinearities are shown to strongly modulate
the convection strength, convective timescale, and convection range (the upper and
lower bounds of convective mixing) in typical wintertime polar oceans. Our theory
of energetics is shown to be highly useful to predict the magnitude of convection
and the convection depth, which are key for improving the parameterization of deep
convection in ocean GCMs.
In Chapter 4 of this thesis, we apply our developed energy theory to analyze the
paleoclimate. We show the significant errors that the current ocean GCM can cause,
in contrast to a convection-resolved model, in simulating the e↵ects of ocean deep
convection. We show how thermobaricity can build up a huge magnitude of basin-
scale (⇠700 km) OCAPE pattern through thousands of years’ background buoyancy
evolution. This OCAPE can be eventually and suddenly released to power a dramatic
convection that overturns the basin-scale ocean within a month. This phenomenon,
however, is totally missed in the ocean GCM.
0.2 The APE framework
Our Chapter 4 is also related to ocean energetics. The Available potential energy
(APE), either in the Lorenz’s form or the QG form, is recognized as the key energy
4source for geostrophic ocean turbulence (Pedlosky, 1987). Unlike eddy kinetic energy
(EKE) that is defined straightforwardly, APE is a complicated quantity related to the
surrounding stratification for the considered parcel. This is associated with the physi-
cal picture of baroclinic instability, which extracts large-scale APE (mean APE) from
the background stratification (or say, the vertical shear of mean flow) and converts
it to eddy-scale (eddy APE). The eddy APE is then converted to EKE at around
the deformation radius. Therefore, the APE around the eddy scale is essentially the
direct energy source for EKE. In contrast, the classic definition of APE is based on
whole-domain-scale parcel rearrangement to obtain the minimum potential energy
(PE) state. Therefore, inspired by this contrast, we develop a new framework of APE
in chapter 4 to better represent the APE source for baroclinic instability, which we
show is useful to detect local eddies and EKE. Our study can also be treated as a new
strategy to characterize the mesoscale eddies’ signature in the ocean stratification.
0.3 High-latitude Gyre dynamics
Gyre dynamics are crucial for the heat and mass transport in subtropical and subpolar
oceans (not for the Southern Ocean, though). The impacts of gyre can reach as deep
as around 1-km depths (Vallis, 2006). Classic models for subtropical or subpolar gyre,
i.e., the Munk’s or Stommel’s model, typically treat the gyre laminar and emphasize
the Sverdrup e↵ect and the resulting strong western boundary current due to the
di↵erential planetary rotation. However, recent high-resolution ocean simulations,
such as ECCO2 products, reveal highly turbulent gyre features, such as around the
Greenland and Weddell Seas. In chapter 5 of this thesis, we explore the crucial role
5of mesoscale eddies in modulating the gyre evolution in both the stratification and
the velocity field, at the gyre interior and boundaries.
6Chapter 1
Ocean Convective Available
Potential Energy. Part I: Concept
and Calculation†
1.1 Abstract
Thermobaric convection (type II convection) and thermobaric cabbeling (type III
convection) might substantially contribute to vertical mixing, vertical heat trans-
port, and deep-water formation in the World Ocean. However, the extent of this
contribution remains poorly constrained. The concept of ocean convective available
potential energy (OCAPE), the thermobaric energy source for type II and type III
convection, is introduced to improve the diagnosis and prediction of these convection
events. OCAPE is analogous to atmospheric CAPE, which is a key energy source
for atmospheric moist convection and has long been used to forecast moist convec-
tion. OCAPE is the potential energy (PE) stored in an ocean column arising from
thermobaricity, defined as the di↵erence between the PE of the ocean column and
its minimum possible PE under adiabatic vertical parcel rearrangements. An ocean
†Appeared as: Su, Z., A.P. Ingersoll, A.L. Stewart and A.F. Thompson, 2016a. Ocean Convective
Available Potential Energy. Part I: Concept and Calculation. Journal of Physical Oceanography,
46, 1081-1096
7column may be stably stratified and still have nonzero OCAPE. I present an e cient
theory for computing OCAPE accurately for any given column of seawater. They
further derive analytical expressions for OCAPE for approximately two-layer ocean
columns that are widely observed in polar oceans. This elucidates the dependence of
OCAPE on key physical parameters. Hydrographic profiles from the winter Weddell
Sea are shown to contain OCAPE (0.001-0.01 J/kg), and scaling analysis suggests
that OCAPE may be substantially enhanced by wintertime surface buoyancy loss.
The release of this OCAPE may substantially contribute to the kinetic energy of
deep convection in polar oceans.
1.2 Introduction
Deep-water formation in the Labrador, Greenland and Mediterranean Seas is the re-
sult of open-ocean deep convection (Schott and Leaman, 1991; Clarke and Gascard,
1983; Marshall and Schott, 1999; Harcourt et al., 2002). Formation of Antarctic bot-
tom water (AABW) is induced either by deep convection or by processes occurring
around the continental margins (Gordon, 1978). Deep convection significantly con-
tributes to the global ocean overturning circulation and has a prominent influence on
the global transport of heat, salt and nutrients (Macdonald and Wunsch, 1996).
Akitomo (1999a,b) classified ocean deep convection into two types. The first type
(Type I) is the convection of a “gradually deepening mixed layer” in a nearly homoge-
neous ocean, driven mainly by a continuous negative surface buoyancy flux and other
preconditioning processes. The second type (Type II) is thermobaric convection. The
term thermobaricity refers to the thermal expansion coe 
8!"#$
#%#$
ρ1
ρ2ρ3
ρ1 ≤ ρ3 ≤ ρ2
!"#$
#%#$
ρ4
ρ5ρ6
ρ5 ≤ ρ6 ≤ ρ4
(a) (b) 
Figure 1.1: Illustration of thermobaric instability by an adiabatic parcel displacement
from cold fresh water (CFW) to warm salty water (WSW) in either case (a) when
CFW lies above WSW, or case (b) when CFW lies below WSW.
with pressure, which is larger near the freezing point than at higher temperatures
(McDougall, 1987). Harcourt (2005) was the first to simulate Type III convection,
also called thermobaric cabbeling, which involves strong modulation from cabbeling
as well as thermobaricity. Type II convection involves plumes of cold fresh water
(CFW) sinking into warm salty water (WSW). Type III convection involves convec-
tive plumes of a CFW/WSW mixture sinking into WSW due to cabbeling instability
(Harcourt, 2005). Cabbeling instability is a convective phenomenon that occurs when
water masses with di↵erent temperatures are mixed diabatically to produce a water
mass with greater density than the parent waters (Carmack, 1979). For both types,
thermobaricity and cabbeling are critical for the acceleration of convective plumes by
generating negative buoyancy anomalies. Note that “cabbeling” in this manuscript
always means the quadratic dependency of water density on potential temperature
(McDougall, 1987).
Harcourt (2005) suggested that Type III convection may be responsible for thick,
deep internal layers and localized “chimney” structures observed in the Weddell Sea.
9Akitomo (2006) suggested that the overturning of Type II convection may penetrate
to a depth of about 1.5 km on the flanks of the Maud Rise in the Weddell Sea.
Type II and Type III convection may contribute to the observed water properties
and velocities (⇠ 10 cm s 1) of convective plumes in the Greenland Sea (Akitomo,
2011; Denbo and Skyllingstad, 1996). Type II and Type III convection may also be
formation mechanisms for certain open-ocean Weddell polynyas, due to their ability
to transport heat rapidly upwards resulting in sea ice melt (McPhee, 2000, 2003;
Harcourt, 2005; Akitomo, 2007).
In this chapter we focus on the e↵ect of thermobaricity only. As illustrated in
Figure 1(a) (Figure 1(b)), for a column that is stably stratified, the movement of a
parcel of CFW, or a CFW/WSW mixture, downward (upward) through the WSW
adiabatically, may lead to the density of that parcel becoming greater (smaller) than
that of the surrounding WSW. This is a result of the thermobaric e↵ect: the e↵ect of
temperature on density increases with depth, so the CFW may become denser (less
dense) than the WSW at depth (height). In this case potential energy (denoted as PE)
will be released as the parcel sinks (rises) further. Note that moving a WSW parcel up
(down) through the CFW never leads to a lower PE state. This is because the WSW
parcel loses (gains) buoyancy relative to the CFW as it rises (sinks). Therefore, both
Type II and Type III convection have an important source of kinetic energy (KE)
that comes from the stored PE of the ocean column due to thermobaricity.
In this chapter (Su et al., 2016b) and next chapter (hereinafter Part II; Su et al.,
2016c), we define and investigate a new concept, the Ocean Convective Available
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Potential Energy (OCAPE) as an energy source for Type II and Type III convection
due to thermobaricity. In this chapter we focus on the conceptual importance of
OCAPE and provide examples of its amplitude based on observations in the Weddell
Sea. Dynamical analyses relevant to OCAPE release and its transformation e ciency
into KE are presented in Part II. In Part II, we also evaluate the KE contribution
to Type II and Type III convection due to diabatic processes (e.g., e↵ects due to
cabbeling and stratification).
OCAPE is conceptually important: it parallels atmospheric Convective Available
Potential Energy (CAPE), a key energy source in atmospheric moist convection that
has long been used to forecast moist convection (see, e.g., chapter 7.4.1 of Salby, 1996;
Arakawa and Schubert, 1974; Emanuel et al., 1994; Trenberth, 2005; Zhang, 2009).
Both CAPE and OCAPE measure the maximum stored PE that can be released
under adiabatic vertical parcel rearrangements1. CAPE arises from moisture in the
lower atmosphere, whereas OCAPE arises from the ocean stratification with CFW
lying above or below WSW. CAPE is released when moist air parcels gain buoyancy
via the release of latent heat, when they are perturbed upward and saturate at a crit-
ical pressure. OCAPE is released when parcels of CFW, or a CFW/WSW mixture,
lose (gain) buoyancy via thermobaricity, when they are moved down (up) through
the WSW layer past a critical depth. CAPE can be calculated by comparing the
adiabatic lapse rate of moist parcels with the background temperature profile (Salby,
1996). OCAPE can be calculated by the strategy developed in this chapter. CAPE is
1An adiabatic process in this chapter always refers to a reversible process with no viscous dissi-
pation and no exchanges of heat and salt.
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widely used in subgrid-scale convective parameterization closures in atmopheric gen-
eral circulation models (GCMs) (Zhang and McFarlane, 1995; Gregory et al., 2000).
OCAPE might be similarly useful to improve the subgrid-scale parameterizations of
Type II and Type III convection in present ocean GCMs, as demonstrated in this
chapter and Part II.
In section 1.3, we quantitatively define OCAPE, which is the maximal PE, in-
cluding internal energy and gravitational energy, of an ocean column available to be
transformed into KE by vertical adiabatic parcel rearrangements. OCAPE is similar
to available potential energy (APE) in the sense that they are both based on adi-
abatic parcel rearrangements and are both based on the global minimum-PE state.
However, OCAPE arises from thermobaricity whereas APE arises mainly from baro-
clinicity (For APE, see Winters et al., 1995; Huang, 2005; Vallis, 2006). In section
1.4, we develop an accurate strategy to compute OCAPE, which is applicable to any
vertical profile of seawater. In section 1.5 we derive analytical expressions for OCAPE
in approximately two-layer profiles to elucidate the dependence of OCAPE on key pa-
rameters in the real ocean. In section 1.6, we investigate OCAPE in the Weddell Sea
using hydrographic profiles. Section 1.7 comprises our discussion and conclusions.
1.3 Definition of Ocean Convective Available Potential Energy (OCAPE)
A system tends to deform to minimize its PE according to the principle of minimum
total potential energy (e.g., Reddy, 2002). For most complex systems, there is one
state of global minimum PE and many states of local minimum PE in which the
system can reside. This is true for ocean columns because of the nonlinear equation
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of state (EOS) of seawater (see section 1.4 for details). Specifically, stably stratified
profiles of temperature and salinity may not be equivalent to a global minimum PE
state. For these profiles, Type II or Type III convection may release PE and evolve
the system from a state of local minimum PE into a state of lower local minimum
PE or even global minimum PE. Note that the states of local or global minimum PE
may be modified significantly by diabatic processes that typically occur during the
convection.
In this chapter, we follow the definition of APE, a key concept for ocean mesoscale
geostrophic turbulence, to define OCAPE. APE is defined as the maximal PE that can
be released by adiabatic parcel rearrangements, arising mainly from the baroclinicity
of the system2. OCAPE is defined for an ocean column (i.e., without horizontal
inhomogeneity and thus without baroclinicity) as the maximal PE that can be released
by adiabatic vertical parcel rearrangements, arising from thermobaricity. We use the
term “Reference state” with regard to the state of global minimum PE that can be
reached by adiabatic parcel rearrangements from the “Current state”. Therefore our
definition of OCAPE is
OCAPE = PE(Current state)  PE(Reference state), (1.1)
where PE includes gravitational energy and internal energy. As mentioned above,
the Reference state (and thus OCAPE) may evolve over time if water properties are
modified diabatically during convection. In other words, all the terms in (1.1) may
2See section 3.10 of Vallis (2006), section 2b of Huang (2005), and section 3 of Winters et al.
(1995).
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be a function of time. We investigate this e↵ect of diabatic processes for OCAPE
(and Type II and Type III convection) in Part II.
Calculating OCAPE directly using (1.1) is awkward because PE is not a thermo-
dynamic variable. For a single column with the bottom at constant level zbot, PE can
be generally defined as
PE
area
=
Z ztop
zbot
(U + gz)⇢dz + ztopPtop, (1.2)
where U is the internal energy, gz is the gravitational energy with g constant, ztopPtop
is the work done by atmospheric pressure on the column, and ztop is the level of the
ocean surface. By inserting hydrostatic balance
R ztop
zbot
gz⇢dz =  zP |topbot +
R ztop
zbot
Pdz
into (1.2), we obtain
PE
area
=
Z ztop
zbot
(U + P/⇢)⇢dz + zbotPbot = H + zbotPbot, (1.3)
where (U + P/⇢) is the specific enthalpy and H =
R ztop
zbot
(U + P/⇢)⇢dz is the total
enthalpy of the column per unit area. For an isolated column with a fixed bottom,
zbotPbot is constant during convection due to mass conservation. Thus from (1.3) we
can use column enthalpy to represent column PE, consistent with Reid et al. (1981).
Therefore OCAPE can also be defined as
OCAPE = H(Current state) H(Reference state). (1.4)
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Here OCAPE has dimensions of energy/area; later for convenience we also use dimen-
sions of energy/mass for OCAPE (column-averaged). Enthalpy is a thermodynamic
variable, and is therefore easier to diagnose than PE for both theoretical and nu-
merical studies. Given the vertical profiles of temperature and salinity of an ocean
column, we can calculate the column enthalpy directly, e.g., using the Gibbs function
(Feistel, 2003).
For a stably or neutrally stratified ocean column (N2 > 0) the existence of
OCAPE is entirely due to thermobaricity. To demonstrate this, we perform the
following thought experiment. First note that the salinity contraction coe cient
is nearly independent of pressure (as shown in section 1.5). That is the density
satisfies @2⇢/@S@P |✓ ⇡ 0, where S and ✓ are salinity and potential temperature re-
spectively. If there is no thermobaricity, i.e. @2⇢/@✓@P |S = 0, then the adiabatic
compressibility @⇢/@P is independent of ✓ and S. Therefore, ⇢ must have the form
⇢ = ⇢1(✓, S) + ⇢2(P ) and ⇢1 increases monotonically with depth since N2 > 0 here3.
Therefore any exchange of parcels with di↵erent ⇢1 leads to an unstable stratification,
as the rearrangement necessarily leads to a non-monotonic profile of ⇢1 with depth.
Now we demonstrate that in this scenario the PE (or enthalpy) of the system can
not be reduced by adiabatically swapping the positions of any parcels of equal mass.
First, note that in general any parcel rearrangement can be decomposed into a series
of equal-mass two-parcel exchanges. For adiabatic exchanges there is no change in
entropy nor salinity, so the variation of specific enthalpy d⌘ of any exchanged parcel
3In this scenario, N2 is independent from ⇢2(P ) by its definition. See section 2.9.2 of Vallis
(2006).
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is dP/⇢. We denote the swapped parcels as i and j with equal masses m, and their
initial pressures as Pi and Pj, where Pi < Pj. It may be shown that the change in
system’s enthalpy associated with the exchange is
m
Z Pi
Pj
Ç
1
⇢1(✓j, Sj) + ⇢2(P )
  1
⇢1(✓i, Si) + ⇢2(P )
å
dP. (1.5)
This quantity is always positive or zero because ⇢1(✓j, Sj) > ⇢1(✓i, Si) and dP < 0.
Thus any parcel exchanges can not decrease the system’s enthalpy, and so thermo-
baricity is necessary for a column to contain non-zero OCAPE.
1.4 Calculation strategy for OCAPE
Equation (1.4) shows that we can calculate OCAPE only if we are able to find the
Reference state. Again, the Reference state has global minimum PE (or global min-
imum enthalpy) and can be reached through an adiabatic rearrangement of parcels
from the Current state. However, this Reference state is di cult to determine due to
the nonlinear EOS of seawater (Huang, 2005).
Consider a statically-stable ocean column, divided into M vertical layers with
the same mass. Thus we have M parcels, and M vertical pressure positions defined
by hydrostatic balance. We need to adiabatically rearrange the M parcels into the
M vertical pressure positions to find the Reference state. For realistic continuous
profiles, each parcel has its own unique salinity and potential temperature and the
column has a total of M ! (the factorial of M) Rearrangement states, among which
the Reference state is the one with minimum enthalpy. Note that M typically needs
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to be larger than 50 to ensure su cient accuracy of the OCAPE calculation. The
number of Rearrangement states is so large (M ! > 3 ⇥ 1064 even for M = 50) that
it would be impossible for any modern computer to iterate through all of them (e.g.,
see Burkard et al., 2009). We therefore need to develop a more e↵ective strategy to
solve this problem.
We label theM parcels as 1, 2, ...,M and label theM vertical pressure positions as
P1, P2, ..., PM . For parcel i with salinity Si and potential temperature ✓i, its enthalpy
at Pj is hi,j = h(✓i, Si, Pj). Note again that salinity and potential temperature of a
parcel are conserved under an adiabatic rearrangement. For a Rearrangement state
in which parcel m (m = 1, 2, ...,M) is at pressure position Pk, we can define a matrix
x = [xi,j] (i, j = 1, ...,M) that maps the Current state to the Rearrangement state,
with xm,k = 1 and xm,l = 0 (l 6= k, 1 6 l 6 M) for m = 1, 2, ...,M . Thus the
column enthalpy in this Rearrangement state is
PM
i=1
PM
j=1 hi,jxi,j. Similarly we can
define a matrix h = [hi,j] (i, j = 1, ...,M). Therefore, the problem of searching for
the Reference state with global minimum enthalpy is to solve the following problem:
Given anM ⇥M matrix h, find anM ⇥M matrix x
to minimize
MX
i=1
MX
j=1
hi,jxi,j , where xi,j = 0 or 1,
subject to
MX
i=1
xi,j = 1 for any j, and
MX
j=1
xi,j = 1 for any i.
(1.6)
Equation (1.6) is easy to solve if hi,j is a linear function of j (j = 1, ...,M). How-
ever, in our case it is di cult to solve (1.6) because enthalpy hi,j is a nonlinear
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function of pressure Pj due to thermobaricity. Fortunately, our problem (1.6) is actu-
ally the famous “assignment problem” in computational mathematics (Derigs, 1985;
Martello and Toth, 1987; Bertsekas, 1988; Martello et al., 2000; Burkard et al., 2009;
Krokhmal and Pardalos, 2009). This problem was e↵ectively solved by the Hungar-
ian algorithm (HA) with 100% accuracy (Kuhn, 1955; Lawler, 1976; Burkard et al.,
2009). The HA is an iterative procedure that employs combinatorial optimization
to find the minimum cost assignment
PM
i=1
PM
j=1 hi,jxi,j. It can achieve a time com-
plexity of O(M3), which is many orders of magnitude smaller than the O(M !) time
complexity of iterating through all the Rearrangement states.
In summary, given profiles of potential temperature and salinity of an ocean col-
umn, we interpolate them vertically into M continuous layers with the same mass in
each layer. Then we compute the M ⇥M matrix h numerically using the formula
for enthalpy from Feistel (2003), and solve for the Reference state following the HA.
Finally, we compute OCAPE using (1.4). In this manuscript, we use the shorthand
“HA-FullEOS” to refer to the strategy of computing OCAPE using the HA with the
full nonlinear EOS. Our algorithm takes less than 0.2 seconds on a personal computer
with M = 200. The calculation converges quickly with M : for almost all the profiles,
the di↵erence between the calculated OCAPE at M = 200 and M = 4000 is less than
1%.
1.5 The parameter dependence of OCAPE
In this section we elucidate the mechanism for the existence of OCAPE quantitatively
and exhibit the dependence of OCAPE on key ocean parameters. In subsections
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1.5.1-1.5.2 we derive analytical expressions for the OCAPE of idealized two-layer
profiles (i.e. piecewise-constant ✓ and S, one of which is CFW and the other is
WSW). In section 1.5.4 we derive approximate analytical expressions for the OCAPE
of more realistic profiles with a finite-thickness interface and a stably-stratified WSW
layer. Such analytical expressions allow OCAPE to be estimated for many real ocean
profiles, since approximately two-layer profiles are frequently observed in wintertime
polar oceans (see examples in section 1.6; Garwood Jr et al., 1994; Akitomo, 1999a;
Harcourt, 2005). This approach o↵ers clearer insights as compared to the complex
steps of the HA-FullEOS discussed in section 1.4; however, the HA-FullEOS has
the advantage of being applicable to any profile of seawater. The accuracy of the
analytical expressions is verified by comparison to OCAPE computed via the HA-
FullEOS in sections 1.5 and 1.6.
1.5.1 Two-layer configuration
To simplify our analysis we make the Boussinesq approximation. Since OCAPE
is based on adiabatic parcel rearrangement, cabbeling has a minimal impact on
OCAPE4. Thus we use the following EOS that excludes cabbeling but includes ther-
mobaricity,
⇢ = ⇢0(1  ↵✓ ✓ +   S +   P ), (1.7)
4This is because the leading cabbeling density term,  ⇢0 ✓✓ ✓2 (e.g., see Equation (17) of
Harcourt, 2005), remains approximately constant for a parcel undergoing adiabatic rearrangements.
Here  ✓✓ =  1/(2⇢)(@2⇢/@✓2)|P,S , which is the coe cient of cabbeling, is essentially independent of
pressure: it varies by less than 10% for a pressure change from the sea level to 1500 m depth (IOC
et al., 2010). The independence of OCAPE from cabbeling is verified in Figure 1.3 or Table 1.1,
which compares the OCAPE computed via the HA-FullEOS and the OCAPE computed analytically
via the simplified EOS (1.7) that excludes cabbeling.
19
where ⇢0 is the constant basic state density equal to 1030 kgm 3. The anomalies of
potential temperature, salinity and pressure are given by  ✓,  S and  P , respectively;
the basic states are ✓0, S0, and P0. The coe cients of thermal expansion, salinity
contraction and adiabatic compressibility are denoted as ↵✓,   and  , respectively.
Note that ✓0 and S0 are constant, but ↵✓,  ,   and P0 may depend on the vertical
coordinate z. Under these approximations, Ingersoll (2005) derived the following
expression for the column PE (internal energy plus gravitational energy) per unit
area,
PE
area
=
Z 0
 D
( 0 ✓ + µ0 S)⇢0dz + constant, (1.8a)
 0(z) =
Z 0
z
↵✓gdz
0, µ0(z) =  
Z 0
z
 gdz0. (1.8b)
Equation (1.8a) is essentially the Boussinesq dynamic enthalpy of the ocean column
(see equation (13) of Young, 2010) that represents the system’s enthalpy (thus PE)
under adiabatic conditions. Here D is the column depth; z = 0 corresponds to the
ocean surface and z =  D corresponds to the base of the column. The “constant”
on the right-hand side of (1.8a) is a fixed reference PE that makes no contribution to
OCAPE; only PE variations are dynamically meaningful. The symbols µ0 and  0 are
the thermodynamic potentials for salinity and potential temperature, respectively.
Consider an ocean column with a homogeneous upper CFW layer (✓CFW, SCFW)
stably overlying a homogeneous lower WSW layer (✓WSW, SWSW), as illustrated in
Figure 1.2(a). We refer to this as the Current state. The interface between the layers
lies at z =  (1   )D, where 0 <   < 1 represents the fraction of WSW in the whole
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column. We denote  ⇢ > 0 as the downward density jump across the CFW/WSW
interface. In this case, the basic state variables and their anomalies in each layer are
defined as
✓0 =
✓WSW + ✓CFW
2
, S0 =
SWSW + SCFW
2
, (1.9a)
 ✓WSW =   ✓CFW =  ✓ = ✓WSW   ✓CFW
2
, (1.9b)
 SWSW =   SCFW =  S = SWSW   SCFW
2
. (1.9c)
Figure 1.2(b) shows that   is almost independent of depth while ↵✓ varies almost
linearly with depth. For simplicity we approximate   as a constant and ↵✓ as a linear
function of z,
↵✓(z) = ↵0 + ↵zz, (1.10a)
↵0 =   1
⇢0
@⇢
@✓
     
✓0,S0,z=0
, (1.10b)
↵z =   1
⇢0D
Z 0
 D
@2⇢
@✓@z
     
✓0,S0,z
dz, (1.10c)
  =
1
⇢0D
Z 0
 D
@⇢
@S
     
✓0,S0,z
dz, (1.10d)
where ↵0 is the surface thermal expansion coe cient. Both ↵0 and   are positive
constants while ↵z is a negative constant, all of which can be computed according
to the full EOS of seawater (e.g., Jackett et al., 2006). It follows from (1.7) and
(1.9b)–(1.10d) that
  S = (↵0   (1   )D↵z) ✓ +  ⇢
2⇢0
. (1.11)
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This equation illustrates that the variation in S and ✓ across the CFW/WSW interface
at z =  (1   )D, denoted as  S and  ✓ respectively, produce a downward density
jump  ⇢.
When  ⇢ > 0, the CFW/WSW interface is stable: The WSW beneath the inter-
face is denser than the CFW above. Consider moving a parcel of CFW down across
the CFW/WSW interface and through the WSW layer adiabatically. Its density in-
creases due to thermobaricity (see Figure 1.1(a)) and finally equals the density of
background WSW at a depth that we refer to as the critical depth z = zS. Therefore
this level zS lies below the CFW/WSW interface zint =  (1    )D. Using (1.7),
(1.9b)–(1.11) we obtain
zS = zint +
 ⇢
2⇢0↵z ✓
=  (1   )D +  ⇢
2⇢0↵z ✓
. (1.12)
Parcels of CFW and WSW conserve their ✓ and S properties during an adiabatic
parcel rearrangement. Thus zS is a uniquely-defined depth at which the rearranged
parcels of CFW and WSW have the same density, according to our simplified EOS
(1.7).
While the CFW parcel is above the level zS and below the CFW/WSW interface
zint, it is positively buoyant and this region represents an energy barrier; thus extra
energy is required to make the parcel sink. Below the critical depth zS, the parcel
experiences a negative buoyancy force, and potential energy is released as it sinks.
Horizontal convergence caused by wind forcing may be responsible for deepening a
well-mixed layer of CFW to this critical depth zS, and therefore triggering convection,
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Figure 1.2: (a) Schematic of the Current and Reference states for two-layer profiles.
The column depth is D, of which  D is WSW and (1    )D is CFW. There is a
downward density jump  ⇢ > 0 at the CFW/WSW interface in the Current state.
The densities of adiabatically-repositioned CFW and WSW parcels would be equal
at the critical depth z = zS. We define d as the thickness of the upper CFW layer
in the Reference state. (b) The vertical profile of thermal expansion coe cient ↵✓
(black line) and saline contraction coe cient   (red line), computed from constant
vertical profiles, ✓ =  1 oC and S = 34.0 psu, via the full EOS of seawater (Jackett
et al., 2006). The linearity of ↵✓ and the independence of   on depth validate our
assumptions in (1.10a)–(1.10d). (c) The Current and Reference states of 6 distinct
cases, discussed in section 1.5. The cases are distinguished by the position of the
critical depth zS (and thus ⇢) and  , as described in the text. Cases 1–3 have vertical
mirror symmetry to Cases 4–6, respectively. (d) Schematic of the “Transformed
Current state” and the “Transformed Rearrangement state” discussed in section 1.5.4.
Consider a Current state that has a homogeneous CFW overlying a stratified WSW
(the stratification is represented by the variation of the red color). We take the mean
WSW (✓ and S) to define the “Transformed Current state”. Further, we consider
a Rearrangement state that is statically-stable (since the Reference state is always
statically-stable). Analogously, we take the mean WSW and define a corresponding
“Transformed Rearrangement state”.
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as is the case in deep lakes (Weiss et al., 1991; Akitomo et al., 1995b; Schmid et al.,
2008).
1.5.2 Analytical expressions for OCAPE in idealized two-layer profiles
Conceptually we have the following three cases for OCAPE:
(i) If zS lies at the mid-plane of the WSW layer, the energy input (required to
move a CFW parcel from the upper boundary of the WSW layer to zS) is
approximately equal to the energy release (from moving the same CFW parcel
from zS to the bottom of the WSW layer). This equality is due to the nearly
linear dependence of ↵✓ on depth (see details in section 1.5.3). If zS lies below
the mid-plane of the WSW layer, the energy input to the fluid in crossing the
barrier is greater than the energy released once the barrier is crossed. In both
scenarios moving CFW downward cannot produce a lower energy state. Thus
the Current state is the Reference state and OCAPE=0. We refer to this as
Case 1, and illustrate it in Figure 1.2(c).
(ii) When zS lies above the mid-plane of the WSW layer in the Current state, the
energy required to move a CFW parcel from the upper boundary of the WSW
layer to z = zS is smaller than the energy released when the parcel descends
from z = zS to the bottom of the WSW layer. Thus moving CFW to the bottom
of the WSW layer leads to a lower column PE (i.e. OCAPE>0). This process
also raises the mid-plane of the WSW. Eventually the mid-plane will coincide
with the level zS and then moving more CFW to the bottom of the WSW layer
can no longer lead to a lower column PE, as in (i) above. This is the Reference
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state for Case 2, in which a portion of the CFW lies above the WSW layer and
a portion below the WSW layer.
(iii) Case 3 occurs when moving all of the CFW below the WSW layer still does not
raise the mid-plane of the WSW layer as high as the level zS. This state is the
Reference state. For similar reasons to (ii) above, OCAPE is positive for case 3.
We now analytically derive the Reference state and OCAPE for these three cases.
The Reference (minimum-PE) state, by definition, has zero OCAPE and is stati-
cally stable to infinitesimal perturbations. Consider moving CFW and WSW parcels
adiabatically to the same level z. According to the definition of zS, CFW is less
dense than WSW if z > zS, is as dense as WSW if z = zS, and is denser than WSW
if z < zS. Therefore, for the Reference state to be statically stable it must have
CFW above WSW for z > zS and CFW beneath WSW for z < zS (Figure 1.2(a)).
Therefore, the WSW/CFW interface z =  d    D in the Reference state has to lie
beneath z = zS, where d is the thickness of the upper layer of CFW in the Reference
state (Figure 1.2(a)). Thus the lower bound of d is ( zS    D). The upper bound
of d is the total thickness of CFW (i.e. (1   )D). Therefore, given a Current state
with parameters D, zS and   (0 <   < 1), the possible Reference states are:
CFW at :   d < z < 0,  D < z <  d   D,
WSW at :   d   D < z <  d,
with max (0,  zS    D) 6 d 6 (1   )D.
(1.13)
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Here d is a variable; the Reference state by definition corresponds to a d that globally
minimizes the PE of the state (1.13), where
PE
area
=  ⇢0g↵z ✓ D
î
d2 + 2(zS +
1
2 D)d
ó
+ constant. (1.14)
This can be derived by evaluating the integral on the right-hand side of (1.8a). The
“constant” on the right of (1.14) again makes no contribution to the OCAPE.
Every possible Reference state belongs to one of three cases, distinguished by
whether no CFW (Case 1), a fraction of the CFW (Case 2), or all of the CFW (Case
3) moves beneath the WSW. These cases are determined by solving d that minimizes
PE given by (1.14). These cases are detailed individually below.
1.5.2.1 Case 1
For stratification ( ⇢) su ciently large that zS lies beneath the center of the WSW,
zS 6  (1   /2)D, i .e.  ⇢ >  ⇢0↵z ✓ D, (1.15a)
the Reference state is simply the Current state (Figure 1.2(c)), i.e., (1.13) with
d = (1   )D, (1.15b)
and therefore the column contains no OCAPE,
OCAPE = 0. (1.15c)
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1.5.2.2 Case 2
For su ciently weak stratification ( ⇢) such that zS lies above the center of the WSW
and deeper than half the WSW layer thickness,
  (1   /2)D < zS <  ( /2)D,
i .e.   ⇢0↵z ✓ D >  ⇢ >  ⇢0↵z ✓ (3   2)D, (1.16a)
the Reference state is (1.13) with
d = (1  32 )D  
 ⇢
2⇢0↵z ✓
=  zS   12 D. (1.16b)
In this case a portion of the CFW moves below the WSW, leaving the WSW exactly
centered around z = zS to reach the Reference state (Figure 1.2(c)), and
OCAPE =  g↵z ✓D2
"
1
4
 
Ç
 +
 ⇢
D⇢0↵z ✓
å2#
. (1.16c)
Here OCAPE is column-averaged, with dimensions of energy/mass.
27
1.5.2.3 Case 3
For only   > 2/3 and su ciently weak stratification ( ⇢), such that both the level
z = zS and the CFW/WSW interface lie no deeper than half the WSW thickness,
zS >  ( /2)D,  (1   )D >  ( /2)D,
i .e.   ⇢0↵z ✓(3   2)D >  ⇢ > 0, (1.17a)
then the Reference state is (1.13) with
d = 0. (1.17b)
Thus in this case all of the CFW moves below the WSW to reach the Reference state
(Figure 1.2(c)), and OCAPE (column-averaged, with dimensions of energy/mass) is
OCAPE =  g↵z ✓D2
ñ
 (   1)
Ç
(1  2 )   ⇢
D⇢0↵z ✓
åô
. (1.17c)
Type II convection can also occur in a two-layer profile with WSW overlying
CFW. This type of convection has not yet been observed, but in principle it could
occur in the real ocean (see discussion in section 1.7). In this scenario, following
similar derivations as above, we find that there are still 3 cases, denoted as Cases 4,
5, and 6. They have mirror symmetry in the vertical (including the critical depth
zS) with Cases 1, 2, and 3, respectively, as shown in Figure 1.2(c). The analytical
expressions for their OCAPE are therefore also identical (for Cases 4–6, d should
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denote the bottom CFW thickness in the Reference state;  ⇢ is still the positive
downward density jump across the interface in the Current state). Note again that
the PE release is always associated with moving CFW through the WSW vertically,
and never the reverse (see Figure 1.1).
1.5.3 Alternative explanation for the threshold of Cases 1–3
Here we explain the thresholds of  ⇢ (or zS) of Cases 1–3 from the viewpoint of a
single parcel rearrangement, similar as (i)–(iii) in section 1.5.4 but using a quantitative
approach. We begin from a hypothetical state in which a thickness  z of CFW has
already been displaced adiabatically from the CFW/WSW interface z = zint to the
bottom z = zbot. Now consider moving a single CFW parcel adiabatically from
the new upper CFW/WSW interface zint +  z to the lower WSW/CFW interface
zbot +  z. The associated change in the column’s PE,  PE, is equal to the change
of column’s enthalpy,  H, as in section 1.3. The entropy and salinity of this parcel
remain unchanged. Via a derivation similar to that of Equation (A.5) of Adkins et al.
(2005), we obtain an expression for  H as follows:
 PE =  H =
mg
⇢0
Z zbot+ z
zint+ z
⇢0(z)dz, (1.18a)
zint =  (1   )D, zbot =  D, (1.18b)
⇢0(zint) =   ⇢, ⇢0(zS) = 0, @⇢
0
@z
= constant. (1.18c)
Here m is the mass of this moving parcel and ⇢0(z) is the density anomaly of this
parcel with respect to the ambient WSW, which depends linearly on z since ↵✓ varies
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linearly with z.
This parcel rearrangement can be considered as a two-step process. The first
step is the displacement from zint + z to zS, which requires external work input to
overcome buoyancy resistance (⇢0 < 0). The second step is the displacement from zS
to zbot+ z, which releases PE (i.e. decreases  PE) because ⇢0 is positive throughout
these depths (due to thermobaricity). If the PE released in the second step is larger
than the external work input in the first step, then  PE is negative and this column
contains OCAPE. Since ⇢0(z) is linear with depth, this situation occurs only if zS > zc
according to (1.18a) and (1.18c). Here zc is the depth of the center of the two new
interfaces:
zc = 0.5[(zint + z) + (zbot + z)]
=  (1  0.5 )D + z,
where   (1  0.5 )D 6 zc 6  0.5 D,
since 0 6  z 6 (1   )D. (1.19)
Therefore, there are three categories for the initial OCAPE, which are determined
by zS. (i) When zS 6  (1   0.5 )D, this ensures zS 6 zc for any  z according to
(1.19). Thus the initial column contains no OCAPE; this corresponds to Case 1. (ii)
When  (1   0.5 )D < zS 6  0.5 D, there exists a range of  z such that zS > zc.
Therefore the initial column contains OCAPE, and the Reference state corresponds
to the value of  z that makes zS = zc. This is Case 2. (iii) When  0.5 D < zS,
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the condition zS < zc is satisfied for any  z. Therefore the initial column contains
OCAPE, and the Reference state corresponds to  z = (1  )D (i.e. all of the CFW
moves beneath the WSW). This is Case 3.
1.5.4 Analytical expressions for OCAPE of more realistic profiles: with
stably stratified WSW
Example # 1 2 3 4 5 6 7 8
  0.7 0.7 0.9 0.9 0.7 0.7 0.9 0.9
interface
thickness (m)
0 0 40 40 40 40 40 40
 ⇢ (kg/m3) 5⇥ 10 3 3⇥ 10 3 4⇥ 10 3 5⇥ 10 3 5⇥ 10 3 4⇥ 10 3 1⇥ 10 3 6⇥ 10 3
N2wsw(s
 2) 6⇥ 10 7 1⇥ 10 7 4⇥ 10 7 5⇥ 10 7 2⇥ 10 7 1⇥ 10 7 4⇥ 10 7 3⇥ 10 7
 ⇢ (kg/m3) 2.7⇥ 10 2 6.7⇥ 10 3 2.2⇥ 10 2 2.8⇥ 10 2 1.2⇥ 10 2 7.4⇥ 10 3 1.9⇥ 10 2 2.0⇥ 10 2
Classification Case 1 Case 2 Case 3 Case 2 Case 2 Case 2 Case 3 Case 3
OCAPE, analyt-
ical (J/kg)
0 1.8⇥ 10 2 7.2⇥ 10 3 2.6⇥ 10 3 8.1⇥ 10 3 1.5⇥ 10 2 1.0⇥ 10 2 0.9⇥ 10 2
OCAPE, HA-
FullEOS (J/kg)
0 1.7⇥ 10 2 7.5⇥ 10 3 2.5⇥ 10 3 7.7⇥ 10 3 1.4⇥ 10 2 1.1⇥ 10 2 1.0⇥ 10 2
Table 1.1: OCAPE by analytical expressions derived in section 1.5.4 vs. the OCAPE
computed via the HA-FullEOS described in section 1.4. The latter uses the exact
water column stratification described below, whereas the former neglects the finite-
thickness interface between the CFW andWSW (assumed to be CFW instead). These
two methods di↵er by less than ⇠ 10% in all eight examples. All examples have a
column depth of 1000 m and a homogeneous CFW (✓ =  1.6oC and S = 34.47 psu)
overlying a stratified WSW layer that has a constant positive buoyancy frequency
N2wsw.   is the fraction of the WSW in the whole column;  ⇢ is the downward
density jump across the CFW/WSW interface;  ⇢ is the density change from the
bottom of the CFW to the mid-depth of the WSW (defined in (1.20)). Examples 1–4
have a WSW of constant ✓ = 0.9oC, with a S stratification (which can be determined
from  ⇢, N2wsw, the S of the CFW, and the column’s ✓ profile). Examples 5–8 have
a WSW of constant S = 34.65 psu, with a ✓ stratification (similarly determinable
as above). Within the finite-thickness CFW/WSW interface, the ✓ and S properties
vary linearly with depth. The classification into Cases 1–3 follows section 1.5.4.
We now derive analytical expressions for the OCAPE in somewhat more realistic
water column profiles. The profiles still have two layers, as above, but we consider
a CFW/WSW interface of finite thickness and introduce a constant positive strati-
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fication in the WSW layer. Harcourt (2005) pointed out that realistic CFW/WSW
transitions have finite vertical extent due to mixed layer entrainment or shear, which
can significantly impact the dynamics by inducing cabbeling instability. However,
the thickness of this interface is still much thinner than the ocean column under
consideration (about 20–100 m vs 1000 m; see realistic profiles in section 1.6 and
also Harcourt, 2005). It therefore minimally impacts the OCAPE value (< 10% in
our tests), since the OCAPE is defined by adiabatic rearrangements of water parcels
throughout the entire column parcels. We verify this later in Table 1.1.
To estimate the OCAPE for this configuration we modify the two-layer Current
state discussed in the previous sections: the Current state now not only has a stable
density jump  ⇢ across the CFW/WSW interface, but also has a linearly-stratified
WSW layer with positive buoyancy frequency N2wsw (see examples in Table 1.1). To
a good approximation, our analytical expressions for the OCAPE (1.15a)-(1.17c) still
apply, except that  ⇢ must be replaced by  ⇢ throughout, where  ⇢ is the density
change from the bottom of the CFW to the mid-depth of the WSW:
 ⇢ =  ⇢+
⇢0
2g
Z  (1  )D
 D
N2wswdz, (1.20)
where  D and  (1    )D are again respectively the depths of the lower and upper
boundary of the WSW layer in the Current state. We define a “Transformed Current
state”, which is identical to the Current state except that the WSW layer is replaced
by a homogeneous layer having the depth-averaged WSW properties of the Current
state (Figure 1.2(d)). By definition, N2wsw is zero in the “Transformed Current state”,
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and the downward density jump across the interface is approximately  ⇢, defined in
(1.20). Recall that any Rearrangement state is attainable via adiabatic vertical parcel
rearrangements from the Current state. We only consider those Rearrangement states
that are potentially the Reference state: they always have the denser WSW lying be-
neath the less dense WSW, since the Reference (minimum-PE) state should be stati-
cally stable. Similarly we can define a “Transformed Rearrangement state”, which is
the same as the Rearrangement state except that its WSW layer(s) should be again
replaced by the mean WSW (Figure 1.2(d)). Thus this “Transformed Rearrangement
state” is a Rearrangement state from the “Transformed Current state”. The key point
is that the PE di↵erence between the Current state and the Rearrangement state is
well approximated by the PE di↵erence between the “Transformed Current state” and
the “Transformed Rearrangement state”5. This PE di↵erence is exactly the OCAPE
when the Rearrangement state is the Reference state. Therefore, the Current state
has approximately the same OCAPE as the corresponding “Transformed Current
state”, whose OCAPE can be computed analytically from (1.15a)-(1.17c) (using  ⇢
to replace  ⇢). Note that N2WSW has an upper bound, above which the water col-
umn contains zero OCAPE (from (1.20) the upper bound of N2WSW is determined
by the upper bound of  ⇢ stated in (1.16a) and (1.17a), where we again should use
 ⇢ to replace  ⇢). This upper bound of N2WSW ensures that the Reference state, as
estimated by the OCAPE-calculation strategy above, is always statically-stable at its
5In other words, the PE di↵erence between the Current state and the “Transformed Current state”
is well approximated by the PE di↵erence between the Rearrangement state and the “Transformed
Rearrangement state”. This PE di↵erence is approximately equal to the change of the system’s
gravitational energy when the stratified WSW is replaced by the mean WSW (Figure 1.2d).
33
CFW/WSW and WSW/CFW interfaces (by following the arguments (ii) and (iii) in
the beginning of section 1.5.4).
This is verified by the eight examples in Table 1.1, which shows agreement between
the OCAPE estimated analytically and the OCAPE computed via the HA-FullEOS
(see also section 1.6 for further verification using realistic profiles). Note that the
OCAPE computed via the HA-FullEOS uses the exact water column stratification
described in Table 1.1, whereas our analytical estimate neglects the finite-thickness
interface between the CFW and WSW, as described above.
1.5.5 Implications
Equations (1.15a)–(1.17c) provide thorough information about the parameter depen-
dence of OCAPE in a two-layer profile, which is uniquely determined by the following
five parameters: ↵z,  ✓, D,   and  ⇢ (or more generally,  ⇢). The sensitivity of
OCAPE to these five parameters is plotted in panels (a–e) of Figure 1.3 respectively.
The dashed black lines in Figure 1.3(a)–1.3(d) have been computed using the HA-
FullEOS in section 1.4. The solid black lines in Figure 1.3(a)–1.3(d) and the colored
lines in Figure 1.3(e) have been computed using the analytical expressions in section
1.5.2. The strong agreement of these methods (di↵ering by less than 2%) confirms
the accuracy of our analytical approach.
As shown in Figure 1.3(a), OCAPE is linearly proportional to ↵z, which is de-
fined by (1.10c) and represents the strength of thermobaricity. We found that ↵z is
essentially independent of S0 and D (not shown), but it is sensitive to ✓0 (the mean
✓ of the CFW and WSW). This is illustrated in the inset in Figure 1.3(a), in which
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Figure 1.3: Parameter dependence of OCAPE, as discussed in section 1.5.5. The
dashed black lines in (a)–(d) have been computed using the HA-FullEOS in section
1.4. The solid black lines in (a)–(d) and the colored lines in (e) have been computed
using analytical expressions in section 1.5. These are for two-layer profiles with CFW
overlying WSW. Here ↵z is the derivative of thermal expansion coe cient with respect
to vertical coordinate;  ✓ is half of the di↵erence of potential temperature between
the CFW and the WSW; D is the ocean column depth;   is the fraction of the WSW
in the whole column;  ⇢ is the downward density jump across the CFW/WSW
interface. (a) Sensitivity to ↵z, with fixed  ✓ = 1 oC, D = 1000 m,   = 9/10 and
 ⇢ = 0. The inset shows the sensitivity of ↵z to potential temperature (✓0), computed
via (1.10c) using the full EOS of seawater (Jackett et al., 2006) with fixed S0=34.0
psu and D=1000 m. (b) Sensitivity to  ✓, with fixed ↵z =  2.4 ⇥ 10 8 oC 1m 1
(✓0 = 4 oC) and the same D,   and  ⇢ as (a). (c) Sensitivity to D, with fixed
↵z =  3 ⇥ 10 8 oC 1m 1 (✓0 = 0 oC) and the same  ✓,   and  ⇢ as (a). (d)
Sensitivity to  , with the same ↵z as (c) and the same  ✓, D and  ⇢ as (a). (e)
Sensitivity to  ⇢ for di↵erent D and  , with the same ↵z and  ✓ as (c).
we have computed ↵z using fixed S0 = 34.0 psu and D = 1000 m and the full EOS
for seawater (Jackett et al., 2006). Therefore, the polar oceans may contain more
OCAPE due to the larger magnitude of ↵z at lower temperatures. This may partially
explain less frequent observations of thermobaric instability at lower latitudes (e.g.
see the summary of observations in the modeling studies of Akitomo, 1999a,b). In
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wintertime polar oceans ✓0 is approximately in the range of  2oC to 4 oC (Garwood Jr
et al., 1994; McPhee, 2000; Wadhams et al., 2002), so ↵z is approximately a constant
⇠  3⇥ 10 8 oC 1m 1.
Figure 1.3(b) shows that OCAPE is linearly proportional to the potential temper-
ature contrast between CFW and WSW (i.e. 2 ✓), which is required for thermobaric
instability. In the winter Weddell Sea  ✓ is approximately 0.5–2 oC (Gordon, 1991;
Gordon and Huber, 1995; McPhee, 2003).
OCAPE depends quadratically on the column depth D, as shown in Figure 1.3(c).
This quadratic dependence occurs because the vertical distance that CFW must move
to reach the Reference state, and the thermobarically-induced density change of the
adiabatially transported CFW, both increase linearly with D. The most dynamically-
relevant D is the maximum depth of convection, which we propose a strategy to
predict in Part II.
OCAPE depends strongly on  , the WSW fraction in the whole column (Fig-
ure 1.3(d)). Di↵erent WSW fractions may result in qualitatively di↵erent Reference
states and thus di↵erent OCAPE (e.g., Case 3 requires   > 2/3 as in section 1.5.2).
When   equals 0 or 1, OCAPE is zero as there is no temperature variation. OCAPE
has a maximum at   ⇠ 0.8 for profiles with zero stratification (Figure 1.3(d)).
The downward density jump across the interface,  ⇢, may have values between
0 and 0.1 kgm 3 in the winter Weddell Sea (McPhee, 2000, 2003). Figure 1.3(e)
shows that  ⇢ can significantly impact OCAPE within this range. This dependence
is quadratic for Case 2 and linear for Case 3. The dashed blue line and the dashed
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Figure 1.4: (a) Profiles of potential temperature (✓) and salinity (S) from the win-
tertime Weddell Sea, obtained from Maud Rise (65.4605oS, 2.4007oE) on August 2,
1994, ANZFLUX CTD profile station 48 (courtesy of Bruce Huber; McPhee et al.,
1996). (b) OCAPE vs the depth of the profiles shown in panel (a); at each depth we
computed the OCAPE, assuming that depth to be the bottom of the ocean (i.e. not
permitting any adiabatic rearrangement of the fluid below that depth). The dashed
and solid blue lines are from the HA-FullEOS in section 1.4 and the analytical solu-
tion derived from section 1.5.4, respectively (see section 1.6 for details). (c) Estimated
temporal evolution of OCAPE for 1000 m depth of profiles in panel (a) during a win-
ter surface brine rejection forcing. This forcing equals an ice formation rate of 1.5
cm/day, which is common for the winter Weddell Sea (Harcourt, 2005; Lange et al.,
1989). Calculation methods are described in the text of section 1.6. (d,e,f) As (a,b,c)
but for profiles observed over Maud Rise (65.5177 oS, 1.1315 oE) on August 1, 1994,
ANZFLUX CTD profile station 46. 1500 m is approximately the maximum depth of
measurement for profiles in both panels (a) and (d). Panels (b), (c), (e) and (f) share
the same legend.
red line both suggest the transition from Case 1 to Case 2 with a decreasing  ⇢ but
never reach Case 3, since   is < 2/3. All other curves have   > 2/3 and therefore
suggest the transition from Case 1 to Case 2, and then from Case 2 to Case 3 with a
decreasing  ⇢. OCAPE is always positive for  ⇢ = 0.
Given the parameter space, Figure 1.3 produces a rough estimate for the magni-
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tude of OCAPE in wintertime polar oceans, which is about 0–0.05 J/kg. The release
of this OCAPE can induce convection with vertical velocities ⇠0–10 cm/s, using a
10% release fraction6 (see Part II for detailed discussions). This value might partly
contribute to the observed strong deep convection ⇠7–10 cm/s in polar oceans (Schott
et al., 1993; Marshall and Schott, 1999).
1.6 OCAPE in the winter Weddell Sea
We estimate OCAPE in profiles from wintertime observations in the Weddell Sea. A
characteristic feature of the Weddell Sea water masses is the warm (⇠ 0–1 oC) and
salty deep water (Circumpolar Deep Water) found immediately beneath the pycno-
cline at 100 to 200 m depth, especially around Maud Rise, known as the “warm pool”
(Gordon and Huber, 1995; De Steur et al., 2007). During winter, nearly the entire
extent of the Weddell Sea is covered by sea ice due to strong surface cooling, and
the mixed layer is close to the freezing point ⇠  1.9 oC (Parkinson and Cavalieri,
2012; Renfrew et al., 2002). This gives rise to an approximately two-layer stratifica-
tion (CFW overlying WSW) that is frequently observed (Gordon and Huber, 1990;
McPhee, 2003; Harcourt, 2005).
Figure 1.4(a) shows one such two-layer observation (McPhee et al., 1996), in
which the water column properties were measured down to ⇠1500 m depth. The
CFW/WSW interface is located between depths of ⇠180 m and ⇠200 m. The finite
thickness of this interface, as opposed to a discontinuous jump, is due to mixed layer
entrainment or shear and is key to inducing cabbeling instability (Harcourt, 2005).
6i.e. (2⇥ 0.05J/kg ⇥ 10%)0.5 = 0.1 m/s according to KE=0.5⇥mass⇥ velocity2
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The OCAPE of this profile is displayed in Figure 1.4(b) as a function of depth (i.e.,
the OCAPE for the part of the ocean between the surface and the specified depth),
and has been calculated using both the HA-FullEOS from section 1.4 and the ana-
lytical method described in section 1.5.4. For the analytical method,   is estimated
based on an interface depth of 190 m;  ✓ is estimated using (1.9b) based on the
mean properties of the CFW (above 180 m depth) and the mean of the WSW (be-
neath 200 m depth);  ⇢ is estimated using (1.20). Similar to Figure 1.3(c), OCAPE
has a quadratic dependence on the depth (see (1.16c) and (1.17c)). OCAPE is ap-
proximately zero between depths of 0–700 m, and increases to 0.009 J/kg at 1500 m
depth. For an actual convection event, the OCAPE based on the maximum depth
of convection (⇠1000 m for this case) is most dynamically relevant. In Part II we
propose to evaluate the maximum depth of convection from an energetic perspective.
The OCAPE of a profile can be significantly modified due to wintertime surface
buoyancy forcing. The profiles of Figure 1.4(a) come from sea ice-covered regions and
we assume a sea ice production rate of 1.5 cm/day (1–1.5 cm/day is common for winter
Weddell sea, see Harcourt, 2005; Lange et al., 1989). Therefore, CFW remains at the
freezing point but becomes saltier by brine rejection; thus the interface between the
mixed layer and the WSW beneath becomes less stably stratified (i.e.  ⇢ decreases)
which leads to increased OCAPE. Here we estimate the increase of OCAPE based on
the profiles of Figure 1.4(a), except with a homogeneously saltier mixed layer following
sea ice production. This is rather a scaling analysis and the assumption is idealized
(see similar assumptions applied in Garwood Jr et al., 1994; A˚rthun et al., 2013): In
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reality cabbeling instability at the interface could induce Type III convection before
 ⇢ is completely eroded (Harcourt, 2005) resulting in the shoaling of the mixed
layer and also the partial release of OCAPE (see simulation in Part II). Our result
is shown in Figure 1.4(c) for the column depth of 1000 m (the maximum depth of
convection): 4.5 days’ ice formation reduces  ⇢ to approximately zero and increases
the OCAPE from ⇠0.001 J/kg to ⇠0.01 J/kg. Figure 1.4(c) resembles Figure 1.3(e)
and is determined by the dependence of OCAPE on  ⇢, which is quadratic for  ⇢
of moderate strength (case 2, see (1.16c)) and becomes linear for smaller  ⇢ (case 3,
see (1.17c)).
In Figure 1.4(d) we show another approximately two-layer profile from observa-
tions (McPhee et al., 1996). In this case the dependence of the OCAPE on the column
depth (Figure 1.4(e)) and on the surface buoyancy forcing (Figure 1.4(f)) are similar
to the previous example (Figure 1.4(b,c)). There is a di↵erence (35%) between their
OCAPE values for the same parameters (the column depth and the days of surface
forcing). This is mainly due to the di↵ering thickness of CFW and also the stratifi-
cation (N2) of the WSW layer. In all of these examples the OCAPE calculated via
the HA-FullEOS and our analytical expressions agree well with each other (di↵ering
by less than 15%).
1.7 Discussion and Conclusion
1.7.1 Key results
We summarize our key results as follows:
(i) We develop the concept of OCAPE to evaluate the contribution of thermobaric-
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ity to the KE of ocean deep convection. OCAPE parallels Convective Available
Potential Energy (CAPE), a key energy source for atmospheric moist convection
that has long been used to forecast moist convection. Both OCAPE and CAPE
measure the upper limit of stored PE in a fluid column that can be released
under adiabatic vertical parcel rearrangements.
(ii) OCAPE can also be conceptually compared to available potential energy (APE),
a major energy source for ocean mesoscale geostrophic turbulence. OCAPE
arises from thermobaricity, while APE arises mainly from baroclinicity. OCAPE
is due to vertical rearrangement of parcels, while APE requires both vertical and
lateral rearrangement of parcels. Both OCAPE and APE are based on adiabatic
parcel rearrangements7.
(iii) We propose an innovative strategy, the HA-FullEOS, to accurately solve the
global minimum-PE state of an ocean column and thus determine OCAPE for
any ocean column profile (section 1.4).
(iv) For approximately two-layer profiles, which are widely observed in wintertime
polar oceans, we derive an analytical solution for OCAPE. This illustrates the
dependence of OCAPE on key parameters in the real ocean such as the column
depth and the density stratification (Figure 1.3). We quantitatively classify
OCAPE into three di↵erent cases (section 1.5.2).
(v) We find an OCAPE ⇠0.001–0.01 J/kg from hydrographic profiles from the
winter-time Weddell Sea. Wintertime surface buoyancy loss may significantly
7For APE, see section 2b of Huang (2005), section 3 of Winters et al. (1995) and Vallis (2006).
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enhance OCAPE (e.g. by ⇠0.01 J/kg, Figure 1.4). This OCAPE of 0.01 J/kg,
if totally released into KE, would induce a significant vertical velocity of ⇠14
cm/s and hence cause strong vertical tracer transports and mixings.
1.7.2 Limitations
OCAPE is a quantitative concept that evaluates the contribution of KE due to ther-
mobaricity in Type II and Type III convection. OCAPE, like APE and CAPE, is
defined based on adiabatic parcel rearrangements. As a result, it excludes the e↵ects of
diabatic processes. It also excludes cabbeling, since cabbeling essentially contributes
nothing to the density change of a parcel under adiabatic rearrangements (see foot-
note 4 for details). However, cabbeling and diabatic processes, like thermobaricity,
are also key factors that modulate Type II and Type III convection (Harcourt, 2005;
Akitomo, 2011). In Part II, we investigate their associated contributions to the KE
budget of Type II and Type III convection. We also investigate the dynamics of the
conversion of OCAPE to KE that is not included in this chapter.
1.7.3 Discussion
Hoppema et al. (2006) have observed frequent and precipitous warming events (some-
times up to 1 oC warming) at 91 m depth in Maud Rise occurring in late winter and
early spring (the same region and timing of our Weddell Sea profiles in Figure 1.4).
The release of OCAPE may contribute to these warming events. Indeed, Maud Rise
has a semipermanent two-layer stratification (e.g., see Figure 8 of De Steur et al.,
2007) that could easily accumulate OCAPE during the winter. OCAPE may exist
in the Greenland Sea and may contribute to the formation of North Atlantic Deep
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Water (NADW) by deep convection. The potential role of OCAPE in other deep
convection sites, such as the Ross, Labrador and Mediterranean Seas, requires fur-
ther evaluation. Especially in the Ross Sea, an important region for the production
of AABW, two-layer stratification with CFW overlying WSW has been frequently
observed over the western continental slope (see Figure 2 of Gordon et al., 2009). For
the Arctic deep water at the Canada Basin (below 2.7 km depth), a recent study by
Carmack et al. (2012) proposes that thermobaric instability might e↵ectively transfer
geothermal heat upward. They have observed CFW overlying WSW (see their Figure
2 and 3), which indicates the potential existence of OCAPE in the Arctic Ocean.
Our theory demonstrates that OCAPE can also exist when WSW lies above CFW
(Figure 1.2(c), Cases 5–6). A potential instance is the two-layer stratification in the
winter Japan Sea (see Figure 6 of Talley et al., 2004). Talley et al. (2003) observe
Japan Sea deep convection in late winter 2000 and 2001. They find that the strong
surface cooling densifies the warm salty surface water (about 0.6 to 1.6 oC) outside
the ice-covered area, until it finally becomes as dense as or denser than the cold fresh
water beneath (about 0 oC) (see Figure 3 of Talley et al., 2003). This nearly neutrally-
stratified two-layer profile may contain positive OCAPE according to our theory in
section 1.5. Thus OCAPE might contribute to the observed convection events down
to 1.5 km depth.
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Chapter 2
Ocean Convective Available
Potential Energy. Part II:
Energetics of Thermobaric
Convection and Thermobaric
Cabbeling†
2.1 Abstract
The energetics of thermobaricity- and cabbeling-powered deep convection occurring in
oceans with cold freshwater overlying warm salty water are investigated here. These
quasi-two-layer profiles are widely observed in wintertime polar oceans. The key
diagnostic is the ocean convective available potential energy (OCAPE), a concept
introduced in Chapter 1. For an isolated ocean column, OCAPE arises from thermo-
baricity and is the maximum potential energy (PE) that can be converted into kinetic
energy (KE) under adiabatic vertical parcel rearrangements. This study explores the
KE budget of convection using two- dimensional numerical simulations and analytical
estimates. I find that OCAPE is a principal source for KE. However, the complete
†Appeared as: Su, Z., A.P. Ingersoll, A.L. Stewart and A.F. Thompson, 2016b. Ocean Convec-
tive Available Potential Energy. Part II: Energetics of Thermobaric Convection and Thermobaric
Cabbeling. Journal of Physical Oceanography, 46, 1097-1115
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conversion of OCAPE to KE is inhibited by diabatic processes. Further, this study
finds that diabatic processes produce three other distinct contributions to the KE
budget: (i) a sink of KE due to the reduction of stratification by vertical mixing,
which raises water columns center of mass and thus acts to convert KE to PE; (ii) a
source of KE due to cabbeling-induced shrinking of the water columns volume when
water masses with di↵erent temperatures are mixed, which lowers the water columns
center of mass and thus acts to convert PE into KE; and (iii) a reduced production of
KE due to diabatic energy conversion of the KE convertible part of the PE to the KE
inconvertible part of the PE. Under some simplifying assumptions, I also propose a
theory to estimate the maximum depth of convection from an energetic perspective.
This study provides a potential basis for improving the convection parameterization
in ocean models.
2.2 Introduction
Akitomo (1999a) classified ocean deep convection into two types: Type I is the deep-
ening of the mixed layer in a relatively homogeneous ocean driven mainly by the loss
of surface buoyancy. Type II is thermobaric convection, in which plumes of cold fresh
water (CFW) sink into warm salty water (WSW) with significant modulation from
thermobaricity and cabbeling (Garwood Jr et al., 1994; Akitomo, 1999a,b; McPhee,
2000; Ingersoll, 2005; Adkins et al., 2005; Akitomo, 2007). Harcourt (2005) was the
first to simulate Type III convection, also called thermobaric cabbeling, in which
convective plumes of CFW/WSW mixture sink into WSW due to cabbeling insta-
bility, and later accelerate further due to thermobaricity and cabbeling. Cabbeling
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instability is a convective phenomenon that occurs when water masses with di↵erent
temperatures are mixed diabatically to produce a denser water mass than the parent
waters (Carmack, 1979).
In this chapter, we focus on the energetics of Type II and Type III convection. But
we do not distinguish between them: Their dynamics are both strongly influenced by
thermobaricity and cabbeling (discussed more in section 2.7.2) and they both occur
in oceans with CFW overlying WSW. These quasi-two-layer stratifications are widely
observed in winter-time polar oceans (Gordon and Huber, 1990; Garwood Jr et al.,
1994; McPhee, 2000). These convection events rapidly transport heat vertically and
may make substantial contributions to local vertical mixing, deep-water production,
and open-ocean polynyas in polar regions (Akitomo, 1999b; McPhee, 2003; Harcourt,
2005). However, these contributions are poorly understood due to the paucity of ob-
servations and the inability of large-scale ocean models to resolve convection (Denbo
and Skyllingstad, 1996). In this chapter (Su et al., 2016c) and its companion (here-
inafter Part I; Su et al., 2016b), we introduce a new diagnostic for thermobaricity, the
Ocean Convective Available Potential Energy (OCAPE), to facilitate the analysis of
these convection events.
OCAPE is conceptually important (Part I): it parallels atmospheric Convective
Available Potential Energy (CAPE), a key energy source in atmospheric moist con-
vection that has long been used to forecast moist convection (Arakawa and Schubert,
1974; Emanuel et al., 1994; Trenberth, 2005). Both OCAPE and CAPE measure
the potential energy (PE) of a fluid column minus the PE of its reference (global
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minimum-PE) state that is achievable under adiabatic vertical parcel rearrangements.
Here PE is the sum of the gravitational and internal energies. OCAPE arises from
thermobaricity and it is computable following Part I. In principle, OCAPE can be
entirely released into kinetic energy (KE) if the ocean column evolves adiabatically
from the current state to the reference state (Part I). In this chapter we simulate the
release of OCAPE and find that diabatic processes inhibit this complete conversion
of OCAPE to KE. We generalize the part of OCAPE that can be released to KE (Stb
below).
A central diagnostic quantity in our analysis is the cumulative KE production in
a convection event, denoted as KEcum, which measures the accumulated intensity of
convective motions. At any instant, KEcum is equal to the current KE plus the time-
integrated viscous dissipation of KE up to that time (denoted as Heatvis). In this
study we pose a conceptual decomposition of KEcum into four di↵erent contributions
KEcum = KE + Heatvis = Stb   Sstrat + Scab   CHDtoHP . (2.1)
Equation (2.1) gives a conceptual overview of the physics before getting into the de-
tails in the following sections. The physical nature of each term in (2.1) is explained
by bullet points below, while its mathematical derivation is provided in Appendix.
This decomposition is derived for simplified equation of state (EOS) and initial strat-
ification (CFW overlying WSW, as widely observed in winter-time polar oceans; see,
e.g., Gordon and Huber, 1990), but for more general initial stratifications it does
not hold exactly. The e↵ectiveness of this decomposition is verified by its prediction
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of KEcum and the maximum depth of convection that are in close agreement with
numerical simulations presented in sections 2.4–2.6.
The energy terms/relations in (2.1), as introduced below, are summarized schemat-
ically in Figure 2.1. For an isolated system, KE+PE is constant by energy conser-
vation. Thus the KE production is converted from PE. The PE of a system can be
divided into two parts: dynamic enthalpy, HD, and potential enthalpy, HP (Young,
2010; McDougall, 2003); only PE stored in HD is convertible to KE. We consider
below conceptually how the four terms in Equation (2.1) are related to three energy
reservoirs: KE, HD and HP .
• CHDtoHP , as detailed in section 2.5.3 and (2.15b), represents the time-integrated
conversion of HD to HP due to diabatic processes. Thus the time-integrated
conversion of HD to KE, which is KEcum, is equal to the state change of HD
(compared to the initial state) minus CHDtoHP . We derive in Appendix that
three sources/sinks contribute to the state change of HD (= KEcum + CHDtoHP)
as follows.
• Stb, as detailed in section 2.4.1–2.4.2 and (2.21c), represents the conversion of
HD into KE and HP due to thermobaricity (OCAPE).
•  Sstrat is detailed in section 2.4.3 and (2.20a). For an initially stably stratified
ocean column (N2 > 0), vertical mixing during convection reduces the strati-
fication, which raises the water column’s center of mass and thus converts KE
and HP to HD. Note that HD and HP may essentially represent the gravita-
tional and internal energies, respectively (illustrated in section 2.4.3 and 2.5.2),
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although not exactly the same.
• Scab is detailed in section 2.5.2 and (2.25). When water masses with di↵erent
temperatures (i.e. CFW and WSW) are mixed during convection, cabbeling
reduces the water column’s volume, which lowers the water column’s center
of mass and thus converts HD (⇠ gravitational energy) into KE and HP (⇠
internal energy).
These four terms are not coupled but are independent of each other (see (2.A1) and
(2.A10)-(2.A11) in Appendix). CHDtoHP is the process-based conversion between the
energy reservoirs of HD and HP (Figure 2.1), totally determined by the full diabatic
processes governed by the equation of motion (see (2.15b)). In other words, knowing
only the initial (pre-convection) and the final (post-convection) states, but without
knowing the processes for the transition, one cannot quantify CHDtoHP . In contrast,
HD is a thermodynamic function of the system: The change of HD (and its three
components: Stb,  Sstrat and Scab; see (2.A11) and Figure 2.1) due to convection are
totally determined from the initial and the final states, despite the (unpredictable
turbulent) diabatic processes that transform the initial state to the final state1. We
also show that the final state can be determined a priori given the initial quasi-
two-layer state (section 2.5.5). Sstrat and Scab are also independent from each other:
the latter is determined by the reduction of system’s temperature variance during
convection and is independent of N2; the former is determined from the reduction
1Similarly, the change of gravitational potential energy of an object only depends on its initial
and final heights, despite the numerous pathways (processes) that connect the initial and the final
position.
49
of N2. Note that Sstrat, Scab and CHDtoHP will only be non-zero if diabatic processes
occur. Adiabatic processes, which define OCAPE, a↵ects Stb (see (2.21b)). However,
Stb is also influenced by the diabatic processes since it is state-based.
In section 2.3 we derive the fundamentals of energy conservation and describe the
numerical model. It would be very helpful for the reader to go through the funda-
mentals of thermodynamics in section 2.3 to better capture the main points of this
study. In section 2.4, we isolate and explain Stb and Sstrat using simplified simula-
tions (excluding cabbeling in the EOS). In section 2.5 we increase the complexity of
our simulation (using the full EOS) to evaluate and explain Scab and CHDtoHP . We
further propose a theory to predict the maximum depth of convection. In section 2.6,
we apply this theory and (2.1) to a convection event initially based on a realistic
profile from Weddell Sea. Section 2.7 comprises our discussion and conclusions. Nu-
merical experiments (Tables 2.1-2.5; Figures 2.2, 2.4, 2.5, 2.6, 2.7) in this chapter is
organized following step-by-step diagnosis for our energy decomposition, as stated by
their titles.
2.3 Fundamentals for the energetics of Type II and Type III convection
2.3.1 Energy conservation, potential/dynamic enthalpy and model de-
scription
We introduce a Boussinesq model that conserves energy for an isolated system, which
is key for our energy analysis. For computational e ciency the model is restricted to
two dimensions: horizontal y and vertical z, with vertical velocity w =  @ /@y and
horizontal velocity v = @ /@z defined via a streamfunction  . We neglect Coriolis
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Figure 2.1: Schematic of the proposed energetics for thermobaricity- and cabbeling-
powered convection. Definitions and denotations here follow section 2.3.1. (left panel)
Potential energy (PE) can be represented by the system’s enthalpy H, which includes
the dynamic part HD and the heat content part HP (defined in (2.11a)–(2.11d)).
CHDtoHP is the time-integrated energy transfer from the H
D reservoir to the HP reser-
voir diabatically (defined in (2.15b)). Heatvis is the time-integrated viscous heating
(defined in (2.15a)), which transfers energy from the KE reservoir to the HP reser-
voir. KEcum is the time-integrated work done by vertical buoyancy flux (defined in
(2.14b)), which transfers energy from the HD reservoir to the KE reservoir. Thus
KEcum equals the current KE plus Heatvis, as well as equaling the state change of
HD minus CHDtoHP (see (2.13b)). (right panel) The state change of H
D is due to
three distinct sources/sinks: Stb, Scab, and  Sstrat (defined in (2.21b),(2.25),(2.20a),
respectively). Therefore, KEcum has four contributions:  CHDtoHP , Stb, Scab, and
 Sstrat (i.e. (2.1)). The mathematical derivation of Equation (2.1) is provided in
Appendix.
accelerations (see section 2.7.2 for associated discussion). By taking the curl of the
momentum equation, we obtain the vorticity equation
Dr2 
Dt
=  @b
@y
+ ⌫r2r2 , (2.2)
where ⌫ is the kinematic viscosity. More sophisticated schemes for turbulent viscosity
could better parameterize subgrid turbulence. Here we adopt a Laplacian viscosity
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because it is convenient for enforcing energy conservation. In equation (2.2) we use
the modified buoyancy of Young (2010):
b = b(✓, S, P ) ⌘ b(✓, S, z) =  g(⇢  ⇢0)/⇢, (2.3)
where ✓, S, P and ⇢0 are potential temperature, salinity, pressure and constant ref-
erence density, respectively. Here we replace P with z following the hydrostatic
relation under Boussinesq approximation (Young, 2010). Following Equations (57.3)
and (57.6) of Landau and Lifshitz (1959), we have the salinity and thermodynamic
equations
DS
Dt
=   1
⇢0
r · i, (2.4a)
T
D⌘
Dt
=
1
⇢0
î r · (q  µi)  i ·rµ+ ⇢0⌫(r2 )2ó , (2.4b)
where ⌘ is specific entropy, T is temperature, i is di↵usive salt flux, q is di↵usive
energy flux, µ is the relative chemical potential of salt in seawater, and ⇢0⌫(r2 )2 is
viscous heating. Following ⌘ = ⌘(✓, S) we rewrite (2.4b) as
T
D⌘
Dt
= Cp
D✓
Dt
  Tµ✓DS
Dt
, (2.5a)
Cp = T
@⌘
@✓
     
S
,  µ✓ =   @µ
@T
     
S,Pr
=
@⌘
@S
     
✓
, (2.5b)
following Maxwell’s relations. Here Pr is the reference pressure at sea level. Sub-
stituting (2.4a) into (2.5a) and using (2.4b), we obtain the evolution equation for
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✓
D✓
Dt
=  r · [q  (µ  Tµ✓)i]
Cp⇢0
  i ·r(µ  Tµ✓)
Cp⇢0
+
⌫(r2 )2
Cp
. (2.6)
Note that Cp is proportional to T and is not a constant, as shown in (2.5b). Therefore
viscous heating and di↵usion lead to the non-conservation of ✓, according to (2.6).
We demonstrate that equations (2.2), (2.3), (2.4a) and (2.6) (following Ingersoll,
2005; Young, 2010; Landau and Lifshitz, 1959) compose a non-hydrostatic energy-
conserving (NHEC) model. From Part I, PE can be represented by the system’s en-
thalpy (the energy in this chapter, if not otherwise stated, is always column-averaged
and in units of J/kg):
PE = H =
1RR
⇢0dydz
ZZ
h ⇢0dydz , (2.7)
where h is specific enthalpy and has the following thermodynamic potential
@h
@✓
     
S,P
= Cp,
@h
@S
     
✓,P
=
@h
@S
     
⌘,P
+
@h
@⌘
     
S,P
@⌘
@S
     
✓
= µ  Tµ✓. (2.8)
where we have applied @h/@S|⌘,P = µ, @h/@⌘|S,P = T and (2.5b). One derives the
energy conservation by multiplying (2.2) by  ⇢0 , multiplying (2.6) by ⇢0@h/@✓ as
expressed in (2.8), multiplying (2.4a) by ⇢0@h/@S as expressed in (2.8), and then
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adding the result and integrating:
@
@t
(KE +H) =
1RR
⇢0dydz
ZZ ®
⇢0 J( ,r2 )  ⇢0J( , h) r · q
+ ⇢0r ·
ï
⌫r2 r   ⌫ rr2 
ò´
dydz = 0, (2.9)
where J is the Jacobian. All terms on the right-hand side of (2.9) vanish provided
there is no viscous stress, no normal velocity, and no di↵usion of energy at/across
the boundaries. In deriving the second term on the right-hand side of (2.9) we have
applied @h/@z|S,✓ =  b, J( , z) = w =  @ /@y and integration by parts. Therefore
the energy conservation of (2.9) is independent of the form of q, i, and the EOS of
(2.3).
To close the NHEC model we follow equations (58.11) and (58.12) of Landau and
Lifshitz (1959) and adopt the parameterization
i =  ⇢0srS, q  (µ  Tµ✓)i =  ⇢0Cp0✓r✓, (2.10)
where Cp0 is a constant equal to 4000 J kg 1 oC 1 and s and ✓ are the kinematic
di↵usivities of salt and heat, respectively. Equation (2.10) acts to parameterize the
unresolved grid-scale turbulent di↵usion that tends to bring the fluid closer to an
isohaline and isentropic state.
Only part of H (PE), called dynamic enthalpy HD, contributes to the dynamics;
the remaining part of H, called potential enthalpy HP , represents the heat content of
the system (Young, 2010; McDougall, 2003). In analogy to ✓, HP is simply the sys-
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tem’s enthalpy when all parcels are displaced adiabatically to the reference pressure.
HP and HD are defined as
H = HP +HD, HP =
RR
hP⇢0 dydzRR
⇢0dydz
, HD =
RR
hD⇢0 dydzRR
⇢0dydz
, (2.11a)
hP (✓, S) = h(✓, S, Pr), (2.11b)
hD(✓, S, P ) = h(✓, S, P )  hP (✓, S) =
Z P
Pr
@h
@P 0
     
✓,S
dP 0 =
Z P
Pr
dP 0
⇢(✓, S, P 0)
(2.11c)
= (P   Pr)/⇢0 +
Z 0
z
b(✓, S, z0)dz0. (2.11d)
Again P is the hydrostatic pressure by using Boussinesq approximation (Young, 2010).
The domain integral of (P   Pr)/⇢0 in (2.11d) is approximately constant and does
not contribute to the evolution of HD (Young, 2010). The thermodynamic potentials
of hP and hD are
CPp =
@hP
@✓
     
S
, CDp =
@hD
@✓
     
S,z
=
Z 0
z
@b
@✓
     
S,z0
dz0, (2.12a)
µP =
@hP
@S
     
✓
, µD =
@hD
@S
     
✓,z
=
Z 0
z
@b
@S
     
✓,z0
dz0, (2.12b)
CPp + C
D
p = Cp =
T
✓
CPp , µ
P + µD = µ  Tµ✓. (2.12c)
Equation (2.12c) follows from (2.5b) and (2.8), and uses T@⌘/@✓|S = (T/✓)CPp (Mc-
Dougall, 2003).
By definition HP can only be modified diabatically. By contrast, HD relies on
the vertical distribution of fluid and represents the gravitational PE (GPE), which is
required to generate KE (see (2.14b) below). Similar to the derivation of (2.9), we
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evaluate @hD/@t and @hP/@t in terms of @✓/@t and @S/@t (through thermodynamic
potentials) and derive
@HD
@t
+
@HP
@t
=  @KE
@t
, (2.13a)
@HD
@t
=
1RR
⇢0dydz
ZZ @hD
@t
⇢0dydz =  @KEcum
@t
  @CHDtoHP
@t
, (2.13b)
@HP
@t
=
1RR
⇢0dydz
ZZ @hP
@t
⇢0dydz =
@Heatvis
@t
+
@CHDtoHP
@t
, (2.14a)
KEcum = KE + Heatvis =
1RR
⇢0dydz
Z t
0
ZZ
(wb) ⇢0dydz dt, (2.14b)
Heatvis =
1RR
⇢0dydz
Z t
0
ZZ
⌫(r2 )2⇢0dydz dt, (2.15a)
CHDtoHP =   1RR ⇢0dydz
Z t
0
ZZ "CDp r · (Cp0✓r✓)
Cp
+
CDp ⌫(r2 )2
Cp
+ µDr · (srS) + C
D
p srS ·r(µP + µD)
Cp
#
⇢0dydz dt. (2.15b)
Heatvis is the cumulative viscous dissipation of KE (Figure 2.1). KEcum is the cu-
mulative KE production by vertical buoyancy flux (derived from  ⇥ (2.2)). CHDtoHP
is the time-integral of the rate of energy conversion of HD to HP (expressed using
(2.10)), which depends on the unpredictable turbulent diabatic processes and can not
be determined a priori (section 2.5.3).
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In contrast to HP , HD contributes little to the system’s heat content, because
@hD/@✓
@hP/@✓
=
CDp
CPp
=
T   ✓
✓
< 0.3%, (2.16)
following (2.12a) and (2.12c). Thus the HD variation is insensitive to the nonconser-
vation of ✓.
2.3.2 Numerical scheme
Equations (2.2), (2.3), (2.4a), (2.6), (2.10) define a closed system for numerical inte-
gration. Throughout this chapter, except section 2.4, we use the full nonlinear EOS
(Jackett et al., 2006). We compute hP , hD and their derivatives (µP , CPp , µ
D and CDp )
using the state functions of Jackett et al. (2006). We use periodic boundaries in y and
stress-free, zero-flux boundaries at the top/bottom. We discretize Laplacians using
second-order-centered finite di↵erences. We compute Jacobians following Arakawa
(1997). We use the Adams-Bashforth scheme (Press, 2007) for time integration. To
resolve cabbeling instability, our default grid resolution is 0.83 m ⇥ 0.83 m. To ensure
numerical stability while minimally a↵ecting the turbulence, our default vertical and
horizontal viscosity and tracer di↵usivity are 3 ⇥ 10 4m2/s. This model conserves
salinity to within the round-o↵ error of the computer, and conserves energy to within
5% of the KE (PE+KE deviates by <5% of KE) in almost all simulations.
2.4 KE contributions from OCAPE and the reduction of stratification
In this section we temporarily exclude cabbeling to isolate and explain the contri-
butions of Stb (section 2.4.1–2.4.2) and  Sstrat (section 2.4.3). This also helps to
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illustrate the e↵ects of cabbeling when it is included later (section 2.5.1). We use
the following EOS for (2.3) that includes thermobaricity but excludes cabbeling (see
Equation (29) of Ingersoll, 2005),
b(✓, S, z) =  g(⇢  ⇢0)/⇢ = [↵✓(z) ✓    (z) S] g. (2.17)
Here  ✓,  S are departures of ✓ and S, respectively, from the basic state (✓0, S0). This
basic state is the mean of the CFW and the WSW in the initial profile. The thermal
expansion coe cient (↵✓) and the saline contraction coe cient ( ) are functions of
pressure with respect to ✓0 and S0, and are computed from the full EOS (Jackett
et al., 2006).
2.4.1 Unstratified simulation without cabbeling
We start with the a simple case: excluding cabbeling by using (2.17), and excluding
stratification by employing an idealized initial two-layer unstratified profile: a CFW
layer (0–0.5 km, -1.6 oC, 34.47 psu) overlying a WSW layer (0.5–1 km, 0.9 oC, 34.67
psu) (Figure 2.2(a)). From Part I we analytically determine its reference (minimum
PE) state (Figure 2.2(f)). The column-averaged OCAPE is 1.1 ⇥ 10 2 J/kg. In
this configuration the release of OCAPE can be triggered by infinitesimal vertical
perturbations of the CFW into the WSW. Our domain size is L ⇥ L where L equals
1 km. To trigger the release of OCAPE we impose a uniform surface cooling of
100Wm 2 for 0.1 days between y = L/12 and L/6. The KE produced by this
cooling is negligible. Ekman pumping caused by wind forcing could also trigger the
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Figure 2.2: Unstratified simulation without cabbeling in the EOS, as discussed in
section 2.4.1. Here z and y are the vertical and horizontal coordinates, respectively.
(a) The initial ✓/S profile. Snapshots of the ✓ (oC) field are shown (b) at t=1.18
days, (c) at t=1.56 days, (d) at t=2.01 days, and (e) at t=4.54 days (the quasi-steady
state after convection). (f) The reference (minimum PE) state for the initial profile.
(g) Time series of the energy budget (curves). We also show values of the four
KE contributions (Stb, Scab,  Sstrat and  CHDtoHP) based on the whole convection
(Equation (2.1)). See Figure 2.1 for the detailed energy relations. Scab, Sstrat and
CHDtoHP are all about zero here since the simulation excludes cabbeling and has a
zero initial stratification (CHDtoHP also relies on cabbeling, see section 2.5.3). OCAPE
is equal to PE minus PEref (the PE of the reference state). Both PE and PEref are
computed relative to the initial PEref . The sinks of OCAPE include Stb and Sinkdiab:
Stb is the cumulative contribution of OCAPE to KE (Figure 2.1), while Sinkdiab is
the cumulative dissipation of OCAPE by diabatic processes (defined in (2.18b)).
convection (e.g., Weiss et al., 1991; Schmid et al., 2008).
Figure 2.2(b)–(e) shows a series of simulated convection snapshots. The imposed
surface cooling induces small velocities at the CFW/WSW interface and perturbs
the initial plume of CFW into the WSW (Figure 2.2(b)). The plume gains negative
buoyancy by thermobaricity as it descends. The velocity shear at the margins of the
plume induces secondary Kelvin-Helmholtz instabilities. This generates local turbu-
lent stirrings at smaller and smaller length scales. Our 2D system does not conserve
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vorticity and thus does not develop an inverse cascade of energy. The turbulence per-
turbs the CFW/WSW interface and induces a succession of descending CFW plumes
that convert OCAPE into KE. Thus convection becomes a self-sustaining process and
the interface rises accordingly until the new interface is no longer unstable to turbu-
lent perturbations. The convective motions are largely dissipated by t = 2.3 days
(Figure 2.2(e)).
Figure 2.2(g) shows the time evolution of energy diagnostics. According to (2.13b)–
(2.14a), HD (dashed green curve) is converted to KE (solid red curve) via KEcum
(solid blue curve), and to HP (solid magenta curve) via CHDtoHP (dashed magenta
curve). HP also gains energy from viscous dissipation (Heatvis, dashed blue curve)
(Figure 2.1). Here CHDtoHP is negligible due to the absence of cabbeling (section
2.5.3). Scab and Sstrat are zero due to the absence of cabbeling and initial stratifi-
cation. Therefore, according to (2.1), the only contribution to KEcum is Stb due to
thermobaricity (OCAPE). OCAPE is defined as the PE minus the reference-state
PE (PEref). As our isolated system conserves (KE+PE) and has no KE initially, it
follows that PE(0) = PE(t) + KE(t). Thus the cumulative loss of OCAPE is
OCAPE(0) OCAPE(t) = KE(t) + PEref(t)  PEref(0) = KEcum(t) + Sinkdiab(t) ,
(2.18a)
Sinkdiab(t) = [PEref(t)  PEref(0)]  Heatvis(t) . (2.18b)
Therefore, OCAPE has two sinks: KEcum (equal to Stb for this scenario) and Sinkdiab.
Here Sinkdiab is due to diabatic modification of the reference state (since PEref is
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constant for adiabatic processes; see Part I), and the viscous heating (Heatvis).
As shown in Figure 2.2(g), for the initial OCAPE, ⇠31.9% is released to KEcum
and ⇠31.1% is removed diabatically via Sinkdiab (solid yellow curve), leaving ⇠34.7%
unreleased. This⇠1/3 conversion ratio of OCAPE to KEcum is essentially independent
of the initial trigger (as long as its direct contribution to KE is small). This ratio
is also insensitive to the viscosity/grid resolution (Table 2.1): As viscosity tends to
zero, the dissipation scale becomes smaller such that the energy dissipation equals
the cascade rate of turbulent energy (e.g., Vallis, 2006).
⌫
KEcum dz No cabbeling, in §2.3.1 Full EOS, in §2.4.1 Full EOS, case 4.4 in §2.4.4
1.67m 1.11m 0.83m 0.67m 1.67m 1.11m 0.83m 0.67m 1.67m 1.11m 0.83m 0.67m
3⇥10 4m2/s x x 30.1% 31.5% x x 64.6% 64.7% x x 89.7% 90.2%
1⇥10 3m2/s 33.6% 32.4% 31.8% 31.6% 65.6% 68.2% 67.2% 65.0% 94.5% 91.0% 89.5% 90.5%
3⇥10 3m2/s 32.1% 32.6% 31.4% 34.5% 67.4% 66.4% 66.8% 69.0% 92.8% 94.1% 94.4% 89.7%
Table 2.1: Sensitivity of KEcum, as a fraction of the initial OCAPE, to viscosity ⌫
(same value as di↵usivity) and grid resolution (dz=dy). The first reference simu-
lation (in §3a) has thermobaricity but no cabbeling and stratification, with initial
OCAPE=1.1⇥ 10 2 J/kg; The second (in §4a) has thermobaricity and cabbeling but
no stratification, with initial OCAPE=1.1⇥10 2 J/kg; The third (case 4.4 in §4d) has
all three e↵ects, with initial OCAPE=3.9 ⇥ 10 3 J/kg. Their model domain dimen-
sions are 1000 m ⇥ 1000 m, 1000 m ⇥ 1000 m and 700 m ⇥ 700 m, respectively. In all
simulations except the ones denoted as “x”, the flow is resolved without unphysical
KE accumulation at the grid scale. The results indicate that KEcum are insensitive
(variation < 5%) to ⌫ and dz (as long as they are small enough to enable cabbeling
instability if cabbeling is allowed).
2.4.2 Contribution of thermobaricity (OCAPE) to KE: Stb
We demonstrate that Stb is ⇠1/3 of OCAPE for any two-layer unstratified profile. For
stratified profiles, a similar 1/3 ratio still holds (section 2.4.3; (2.21b)-(2.21c)). This
ratio holds in the presence of cabbeling since thermobaricity and cabbeling contribute
independently to KEcum (section 2.2). Table 2.2 details four simulations without
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Case 2.1 Case 2.2 Case 2.3 Case 2.4
Interface depth of initial
state (CFW above WSW)
100 m 300 m 500 m 700 m
Initial reference state
(by depths)
WSW, 0-900 m
CFW, 900-1000 m
WSW, 0-700 m
CFW, 700-1000 m
CFW, 0-250 m
WSW, 250-750 m
CFW, 750-1000 m
CFW, 0-550 m
WSW, 550-850 m
CFW, 850-1000 m
Depth of the upper boundary
of CFW/WSW mixture at
the final quasi-steady state
⇠ 0 m ⇠ 0 m ⇠ 250 m ⇠ 550 m
Initial OCAPE 2.7⇥ 10 2 J/kg 3.1⇥ 10 2J/kg 1.1⇥ 10 2 J/kg 2.0⇥ 10 3 J/kg
KEcum
(% of initial OCAPE)
32.9% 34.5% 31.9% 31.1%
Sinkdiab
(% of initial OCAPE)
66.9% 64.1% 31.1% 24.9%
Remaining OCAPE
(% of initial OCAPE)
0.5% 0.8% 34.7% 43.0%
CHDtoHP
(% of initial OCAPE)
0.15% 0.06% 0.04% 0.11%
Table 2.2: Characterization of unstratified simulations without cabbeling in the EOS,
as discussed in section 2.4.2. We show the initial OCAPE, its two sinks: KEcum and
Sinkdiab (see (2.18a)), and the remaining OCAPE after convection. All simulations
have a 1000 m ⇥ 1000 m modeling domain. They all have the CFW (✓=-1.6 oC,
S=34.47 psu) overlying the WSW (✓=0.9 oC) initially but with di↵erent CFW/WSW
interface depths. The S of the initial WSW is 34.63 psu, 34.65 psu, 34.67 psu, 34.69
psu, respectively, for Cases 2.1–2.4 to ensure a zero stratification (N2 = 0). Their
experimental configurations are otherwise identical to the reference simulation in
Figure 2.2 (Case 2.3). About 1/3 of OCAPE is consistently released to KEcum for all
these simulations. CHDtoHP is the energy conversion of dynamic enthalpy to potential
enthalpy (see (2.15b)), which is consistently negligible for no-cabbeling simulation
(see explanation in section 2.5.3).
cabbeling (cases 2.1-2.4): their profiles are all initially unstratified and two-layer,
with the CFW/WSW interface lying at di↵erent depths. In all simulations, ⇠1/3
of the initial OCAPE is consistently converted to KEcum (i.e. Stb here). Further,
CHDtoHP is negligible (see section 2.5.3).
We now derive the 1/3 OCAPE-to-KEcum conversion ratio analytically. Only the
HD part of PE contributes to OCAPE (since HP is constant for adiabatic processes).
Further, CHDtoHP is negligible in the absence of cabbeling. From (2.13b) we derive
KEcum
OCAPE
=
HDi  HDf   CHDtoHP
PEi   PEref ⇡
HDi  HDf
HDi  HDref
. (2.19)
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Here the subscripts i, f and ref denote the initial, the final, and the initial reference
states. The initial reference state is determined following Part I. (HDi   HDref ) is
expressed following (2.11a), (2.11d) and (2.17). (HDi  HDf ) is expressed by (2.A10),
with an unknown Df (the depth of the upper boundary of CFW/WSW mixture in
the final state; Figure 2.3(c)). Here we determine the value of Df that maximizes2
(HDi  HDf ), which predicts a Df that is in agreement with the simulations mentioned
above. This strategy of solving the final state (Df ) is consistent with the principle
that a system tends to deform to a final state that minimizes PE (i.e. HDf here)
(Reddy, 2002). Using a linearly depth-dependent ↵✓ profile and a constant  , the
predicted KEcum/OCAPE by (2.19) is exactly 1/3 (with deviation  6% if using
realistic ↵✓ and   profiles). This 1/3 ratio reveals the fundamental relation between
the PE released by adiabatic movement of CFW (OCAPE) vs. the PE released by
mixing of CFW into WSW (KEcum).
2.4.3 Contribution of reduced stratification to KE:  Sstrat
Conceptually, mixing out the stratification of an ocean column during convection
raises the water column’s center of mass. This would increase GPE by an amount
Sstrat, which is partly converted from KE. In the framework of section 2.3 (Figure 2.1),
this process converts KE and HP into HD (note that HD may essentially represent
GPE; that is why Sstrat derived below has the same expression as Sstrat in (2.A10)
and (2.A11) derived using the concept of HD). We again exclude cabbeling. We only
2In (2.A10),  ✓✓, N2WSW and  ⇢ are zero since we exclude cabbeling and stratification here. D
is a constant. Thus we determine Df that maximizes (HDi  HDf ) by solving d(2.A10)/dDf=0 and
d2(2.A10)/dD2f <0. In this scenario, the analytical expression for Df is zero when   > 2/3 and is
(1  3/2⇥  )D when    2/3.
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(a) (b) (c)
The Initial State
GPEi
A Hypothesized State
GPEh
The Final State
GPEf
δρ > 0
Figure 2.3: Schematic of three states for illustrating the reduction of stratification
(N2) during convection, which leads to a KE sink:  Sstrat, as discussed in sec-
tion 2.4.3. (a) The initial state. It has a stable density jump  ⇢ at the CFW/WSW
interface and a stratified WSW (N2 = N2WSW). ⇢ is the density variation associated
with N2: ⇢ =
R z
 D( ⇢0/g)N2(z)dz. (b) A hypothesized state, same as the initial state
except taking the mean property of WSW from the initial state (i.e. from the dash
to the solid line).  ⇢ is the change of ⇢ from the bottom of CFW to the middle depth
of WSW, defined in (2.20b) (states in (a) and (b) have the same  ⇢). (c) The final
quasi-steady state after convection, with a interface at depth z =  Df . The grav-
itational potential energy (GPE) of these three states are GPEi, GPEh and GPEf ,
respectively. Then  Sstrat is equal to (GPEi  GPEh) + (GPEh  GPEf). Cabbeling
and thermobaricity are excluded here (for section 2.4.3, not for the appendix) in order
to compute Sstrat: therefore the column depth (z =  D) is assumed unchanged in
this figure.
.
modify our previous two-layer initial profiles by adding the stratification: a stable
density gap  ⇢ across the CFW/WSW interface and a uniform positive stratification
in the WSW layer (N2 = N2WSW=constant). We consider scenarios in which the initial
WSW is stratified in salinity only.
Figure 2.3 shows schematics of the initial and the final states of convection: D is
the water column’s depth and   is the initial fraction of WSW of the whole column.
We also consider a hypothesized state (Figure 2.3(b)), the same as the initial state
except that the stratified WSW is replaced by the mean WSW. The GPEs of these
three states (Figure 2.3(a)–(c)) are denoted as GPEi, GPEh, and GPEf
64
Case 3.1 Case 3.2 Case 3.3 Case 3.4 Case 3.5 Case 3.6 Case 3.7 Case 3.8
  0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7
 ⇢ (kg/m3) 0 8⇥ 10 3 2⇥ 10 3 4⇥ 10 3 12⇥ 10 3 0 1⇥ 10 3 6⇥ 10 3
N2wsw (s
 2) 0.6⇥ 10 7 0 0.2⇥ 10 7 0.4⇥ 10 7 0 1.0⇥ 10 7 0.8⇥ 10 7 0.4⇥ 10 7
 ⇢(kg/m3) 2.8⇥ 10 3 8.0⇥ 10 3 3.0⇥ 10 3 5.9⇥ 10 3 12⇥ 10 3 3.7⇥ 10 3 3.9⇥ 10 3 7.5⇥ 10 3
OCAPE (J/kg) 2.39⇥ 10 2 1.92⇥ 10 2 2.37⇥ 10 2 2.10⇥ 10 2 0.89⇥ 10 2 2.32⇥ 10 2 2.30⇥ 10 2 1.61⇥ 10 2
Stb (J/kg)
by (2.21b)
8.8⇥ 10 3 8.8⇥ 10 3 8.8⇥ 10 3 8.8⇥ 10 3 5.8⇥ 10 3 10.0⇥ 10 3 9.9⇥ 10 3 8.6⇥ 10 3
 Sstrat(J/kg)
by (2.20a)
-4.9⇥ 10 3 -3.4⇥ 10 3 -2.5⇥ 10 3 -5.0⇥ 10 3 -4.7⇥ 10 3 -6.3⇥ 10 3 -5.9⇥ 10 3 -6.3⇥ 10 3
KEcum (J/kg)
by (2.21a)
3.9⇥ 10 3 5.4⇥ 10 3 6.3⇥ 10 3 3.8⇥ 10 3 1.1⇥ 10 3 3.7⇥ 10 3 4.0⇥ 10 3 2.3⇥ 10 3
KEcum (J/kg)
by simulation
4.1⇥ 10 3 5.3⇥ 10 3 6.5⇥ 10 3 3.7⇥ 10 3 1.2⇥ 10 3 3.6⇥ 10 3 4.3⇥ 10 3 2.6⇥ 10 3
Df (m)
by theory
0 0 0 0 185 22 27 96
Df (m)
by simulation
0 0 0 0 ⇠ 190 ⇠ 30 ⇠ 30 ⇠ 110
Table 2.3: Characterization of stratified simulations without cabbeling in the EOS, as
discussed in section 2.4.3. All simulations have a 1000 m ⇥ 1000 m modeling domain.
They all have the same configurations (e.g. the ✓ and S of the initial CFW, the ✓ of the
initial WSW, and the initial cooling) as the reference simulation in Figure 2.2 except
the following parameters:  ,  ⇢, N2wsw and  ⇢ (see the text for their definitions). The
S of the initial WSW in each case can be determined by  ⇢ and N2wsw. OCAPE
also di↵ers from one case to another. Stb and ( Sstrat) are the KE contributions from
thermobaricity and the reduction of stratification, respectively. Df is the depth of the
upper boundary of CFW/WSW mixture at the final state. “Df by theory” maximizes
HDi  HDf as given by (2.21a) along with (2.21c) and (2.20a). In all simulations KEcum
and Df are both well predicted by (2.21a) and the strategy above, respectively.
Excluding thermobaricity and cabbeling, we derive (GPEi   GPEh) and (GPEh  
GPEf) by multiplying gravity g by the change of depth of the water column’s center
of mass in either case. They are expressed by the first and the second brace term
in (2.20a) below, respectively. Their sum is (GPEi  GPEf) due to the reduction of
stratification, i.e., equal to
 Sstrat =
®
  1
12
N2WSW 
3D2
´
+
®
 1
2
  [(1   )D  Df ]  ⇢
⇢0
g
´
, (2.20a)
 ⇢ =  ⇢+
⇢0N2WSW D
2g
. (2.20b)
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Equation (2.20a) is consistent with a more rigorous derivation from Appendix ((2.A10)-
(2.A11)).
Therefore, in the absence of cabbeling, we derive KEcum following (2.A1) and
(2.A10):
KEcum = H
D
i  HDf = Stb   Sstrat, (2.21a)
Stb =
1
3
OCAPEc( ⇢ = 0) (2.21b)
=
1
3
(
 g↵z ✓D2
"
 (   1)(1  2 ) + (2   3 2)Df
D
   D
2
f
D2
#)
. (2.21c)
Denotations follow Appendix. Here OCAPEc is the initial-state OCAPE for the part
of water column where convection occurs3. For unstratified profiles, this solution
simply reduces to Stb = (1/3)OCAPE, as in section 2.4.2. Following section 2.4.2,
we predict the final state a priori by determining a Df that maximizes (HDi  HDf ).
At any instant during convection, the associated state cannot be determined a priori
from initial conditions, and thus Stb and Sstrat (and also Scab) at that instant cannot
be determined analytically. In table 2.3, we detail eight numerical test simulations
with di↵erent stratifications. In all cases KEcum and Df are well predicted by (2.21a)
and the strategy above, respectively.
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Figure 2.4: As Figure 2.2 but for an unstratified simulation with cabbeling included
in the EOS, discussed in section 2.5.1. It is the same simulation as that in Figure 2.2
but uses the full nonlinear EOS of seawater (Jackett et al., 2006). Snapshots of the
model’s ✓ (oC) are shown (b) at t=0.22 day, (c) at t=0.38 day, (d) at t=0.53 day, and
(e) at t=2.71 days. For (g), see Figure 2.1 for the detailed energy relations.
2.5 KE contributions from cabbeling-induced volume reduction and the
conversion of HD to HP
In this section, we illustrate that cabbeling alone induces two KE components: Scab
and  CHDtoHP . Harcourt (2005) notes that the CFW/WSW transition is of finite
vertical extent due to mixed layer entrainment or shear, which is key to inducing the
cabbeling instability. To resolve cabbeling instability, our simulation adopts the full
nonlinear EOS (Jackett et al., 2006) and prescribes a initial CFW/WSW interface
of finite thickness (⇠20 m; section 2.5.4), with numerical grid sizes of 0.83 m and a
viscosity of 3⇥ 10 4m2/s.
3Since convection only occurs from z =  Df to  D, when expressing OCAPEc using the OCAPE
equation ((17c) of Part I), we should replace D,   and  ⇢ by (D   Df ),  D/(D   Df ) and  ⇢,
respectively, and finally multiply by a factor (D   Df )/D. This gives (2.21c), as consistent with
(2.A10) and (2.A11).
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2.5.1 Unstratified simulation with cabbeling
We reproduce the same simulation in section 2.4.1 (Figure 2.2) but now using the
full EOS (Figure 2.4). This comparison identifies significant di↵erences introduced
by cabbeling:
(i) The initialization of convection is more rapid (⇠0.22 day vs 1.18 day) since
cabbeling-involved entrainment/mixing at the initial interface generates nega-
tive buoyancy and entrains CFW plumes into WSW more rapidly. Additional
acceleration of plumes by cabbeling also shortens the whole convective period
(⇠2.5 day vs 3.5 day; see Figures 2.4(f) and 2.2(f)).
(ii) The interface depth of the final state (Df ) is shallower in the presence of cabbel-
ing (⇠ 130 m vs 250 m). This is because a transient state with interface at 250
m depth is still susceptible to cabbeling instability that drags more CFW down-
ward. This modification to the final state also leads to a smaller Stb (0.0029 vs
0.0037 J/kg) following (2.21c).
(iii) Cabbeling contributes ⇠0.005 J/kg to the final KEcum by producing two addi-
tional terms: Scab =0.0481 J/kg and  CHDtoHP =  0.0432 J/kg. The resulting
KEcum is more than doubled. KEcum is insensitive to grid resolution and vis-
cosity (Table 2.1). Therefore, in the presence of cabbeling, the energy budget
should be updated from (2.21a) to
HDi  HDf = Stb   Sstrat + Scab, (2.22)
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Figure 2.5: As Figure 2.2, except panel (f), for a stratified simulation with cabbeling
included in the EOS. This is case 4.4 of Table 2.4 discussed in section 2.5.4. It
adopts the full nonlinear EOS of seawater (Jackett et al., 2006) and a detailed model
configuration is described in Table 2.4. Snapshots of the model’s ✓ (oC) are shown (b)
at t=0.26 day, (c) at t=0.59 day, (d) at t=1.49 days, and (e) at t=2.8 days. Panel (f)
follows Figure 9(b) of Harcourt (2005): it shows the buoyancy force on parcel P using
the full nonlinear EOS when it is displaced vertically and adiabatically across the
initial profile. Parcel P is originally located at the depth of 115 m within the initial
interface (100-120 m depths). Panel (f) suggests a cabbeling instability when moving
parcel P downward, since it becomes negatively buoyant. For (g), see Figure 2.1 for
the detailed energy relations.
and Equation (2.1). These two equations are derived mathematically in Ap-
pendix and are verified numerically in section 2.5.4 (Figure 2.7(a)–2.7(b)).
2.5.2 KE contribution from cabbeling-induced volume reduction: Scab
Cabbeling shrinks the water column’s volume when the initial CFW and WSW are
mixed by convection. This acts to lower the water column’s center of mass and
thus releases GPE by an amount Scab, which is partly converted into KE. In the
framework of section 2.3 (Figure 2.1), this process converts HD into KE and HP
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(again HD may essentially represent GPE; that is why Scab derived below has the
same expression as Scab in (2.A10) and (2.A11) derived using the concept of HD).
Again we consider initial states (Figure 2.3(a)) with WSW stratified in salinity only.
Using the second-order Taylor series of potential density, the initial CFW and WSW
both have a cabbeling term of density (see Equation (10) of Harcourt, 2005):
⇢ci =  ⇢0 ✓✓( ✓)2,  ✓✓(✓, P, S) =  
1
2⇢0
@2⇢
@✓2
     
P,S
, (2.23)
where  ✓ is the departure of the initial WSW from basic state ✓0, the mean ✓ of the
initial CFW and WSW. Here  ✓✓ is the coe cient of cabbeling. For wintertime polar
seawater at sea level (e.g., 30 psu< S <40 psu and  2 oC < ✓ < 4 oC),  ✓✓ is roughly
constant: (6.5± 0.6)⇥ 10 6 oC 2 (Figure 3(a) of Huang, 2014).  ✓✓ varies by < 10%
from sea level pressure to 1500 m depth (IOC et al., 2010). Thus we approximate
 ✓✓ ⌘ 6.5⇥ 10 6 oC 2 throughout for simplicity.
The CFW/WSW mixture of the final state, which has a thickness of (D Df ), as-
sumes complete mixing (Figure 2.3(c); see simulations in Figures 2.2(e), 2.4(e), 2.5(e)
and 2.7(e)). In contrast to (2.23), this final CFW/WSW mixture has a cabbeling
density term:
⇢cf =  ⇢0 ✓✓( ✓f )2,  ✓f =
ñ
2 
D
D  Df   1
ô
 ✓, (2.24)
where ✓f is the CFW/WSWmixture’s departure4 from the basic state ✓0. Therefore,
4For the expression of  ✓f in (2.24), we neglect the nonconservation of ✓ during mixing because
HD (and thus Scab) is insensitive to this nonconservation according to (2.16).
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in a compressible fluid, cabbeling shrinks the CFW/WSW mixture’s thickness by
(D   Df )(⇢cf   ⇢ci)/⇢0. Thus the center of mass of the whole column is lowered by
[(D Df )(⇢cf  ⇢ci)/⇢0](D+Df )/(2D). Multiplying this by gravity g gives the release
of GPE by
Scab =
ñ
(D  Df )⇢
c
f   ⇢ci
⇢0
D +Df
2D
ô
⇥ g
= 2g[ ✓✓( ✓)
2](D +Df )
Ç
    2 D
D  Df
å
.
(2.25)
This expression agrees with a more rigorous derivation from Appendix ((2.A10)-
(2.A11)).
2.5.3 KE contribution from energy conversion of HD to HP :  CHDtoHP
CHDtoHP , as expressed in (2.15b), is the irreversible diabatic energy conversion of
HD to HP , which reduces the KE production from HD ((2.13b); Figure 2.1). As
shown in (2.1), the terms CHDtoHP and KEcum are the two parts of (Stb- Sstrat+Scab),
resulting from the three processes identified above (Stb, Sstrat, and Scab). We address
the following question: why is  CHDtoHP only significant in the presence of cabbeling
(section 2.5.1)?
We diagnose (2.15b) numerically and find that the first term dominates CHDtoHP :
CHDtoHP ⇡ 1RR ⇢0dydz
Z t
0
ZZ
 C
D
p r · (Cp0✓r✓)
Cp
⇢0dydz dt, (2.26)
Including cabbeling, the leading-order buoyancy expression is updated from (2.17) to
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be
b(✓, S, z) =
î
↵✓(z) ✓    (z) S +  ✓✓( ✓)2
ó
g. (2.27)
Thus CDp , according to (2.12a), can be decomposed as follows:
CDp =
Z 0
z
@b
@✓
     
S,z0
dz0 = C↵p + C
cab
p , (2.28a)
C↵p =
Z 0
z
↵✓gdz
0; Ccabp =
Z 0
z
2 ✓✓ ✓gdz
0 = ( z)2 ✓✓ ✓g, (2.28b)
We diagnose numerically that the e↵ect of Ccabp dominates the factor C
D
p in (2.26),
where Cp is approximately Cp0 = 4000 J kg 1 oC 1. Thus we update (2.26) to
CHDtoHP ⇡ 1RR ⇢0dydz
Z t
0
ZZ
 Ccabp r · (✓r✓)dydz dt (2.29a)
=
 2 ✓✓gRR
⇢0dydz
Z t
0
ZZ
r( ✓z) · (✓r✓)dydz dt (2.29b)
⇡ 2 ✓✓gRR
⇢0dydz
Z t
0
ZZ
( z)✓(r✓)2dydz dt > 0, (2.29c)
using (2.28b), the no-flux boundary condition and r( ✓) = r✓, and neglecting a
small term proportional to @( ✓)2/@z. In (2.29c), ( z) is always positive. Equation
(2.29c) is verified numerically.
In summary, cabbeling contributes to heat capacity by a factor of ( ✓✓ ✓) as in
(2.28b). This factor couples with the heat di↵usion r · (✓r✓) as in (2.29a) and
generates a positive-definite contribution (/ (r✓)2) to CHDtoHP as in (2.29c), which
accumulates over time. Thus CHDtoHP is only significant in the presence of cabbel-
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ing. From (2.29c), CHDtoHP is proportional to ✓ as well as (r✓)2, while the mean
(r✓)2 decreases with ✓. Thus these two factors act to compensate each other and
induces the insensitivity of CHDtoHP to di↵usivity ✓, as diagnosed numerically. Due
to the process-dependent nature, CHDtoHP , a component of KEcum in (2.1), cannot be
predicted a priori, but rather must be diagnosed numerically.
Case 4.1 Case 4.2 Case 4.3 Case 4.4 Case 4.5 Case 4.6 Case 4.7 Case 4.8
D (m) 700 700 700 700 700 700 2000 2000
 ⇢ (kg/m3) 1⇥ 10 3 1⇥ 10 3 5⇥ 10 3 5⇥ 10 3 9⇥ 10 3 9⇥ 10 3 5⇥ 10 3 5⇥ 10 3
N2wsw (s
 2) 0.5⇥ 10 7 2.5⇥ 10 7 0.5⇥ 10 7 2.5⇥ 10 7 0.5⇥ 10 7 2.5⇥ 10 7 0.2⇥ 10 7 0.8⇥ 10 7
 ⇢ (kg/m3) 2.6⇥ 10 3 8.8⇥ 10 3 6.6⇥ 10 3 12.8⇥ 10 3 10.6⇥ 10 3 16.8⇥ 10 3 7.0⇥ 10 3 12.9⇥ 10 3
OCAPE
(J/kg)
1.33⇥ 10 2 0.78⇥ 10 2 0.98⇥ 10 2 0.43⇥ 10 2 0.62⇥ 10 2 0.10⇥ 10 2 5.77⇥ 10 2 4.98⇥ 10 2
Stb (J/kg)
by (2.21b)
5.1⇥ 10 3 5.1⇥ 10 3 5.1⇥ 10 3 5.1⇥ 10 3 5.1⇥ 10 3 5.1⇥ 10 3 20.9⇥ 10 3 20.9⇥ 10 3
 Sstrat(J/kg)
by (2.20a)
-2.3⇥ 10 3 -1.0⇥ 10 2 -4.1⇥ 10 3 -1.16⇥10 2 -5.6⇥ 10 3 -1.33⇥10 2 -8.9⇥ 10 3 -2.87⇥10 2
Scab(J/kg)
by (2.25)
15.6⇥ 10 3 15.6⇥ 10 3 15.6⇥ 10 3 15.6⇥ 10 3 15.6⇥ 10 3 15.6⇥ 10 3 17.5⇥ 10 3 17.5⇥ 10 3
 CHDtoHP
(J/kg)
by simulation
-7.0⇥ 10 3 -6.2⇥ 10 3 -7.4⇥ 10 3 -5.6⇥ 10 3 -6.6⇥ 10 3 -4.6⇥ 10 3 -4.5⇥ 10 3 -4.1⇥ 10 3
Table 2.4: Characterization of stratified simulations with cabbeling (using the full
EOS), as discussed in section 2.5.4. Denotations follow Table 2.3. In all simulations
the horizontal size of the modeling domain is the same as its vertical size (i.e. D).
All simulations initially have the same CFW (✓ =-1.6oC, S=34.51 psu) at 0–100
m depths, a linear variation of ✓ and S across 100–120 m depths, and a WSW layer
beneath (✓ =0.7oC). The S of the initial WSW in each case can be determined by  ⇢
and N2wsw. The initial cooling applied to the simulation in Figure 2.2 is also applied
to all simulations here. These perturbations, along with the cabbeling instability,
trigger convection in the simulations. All simulations have a final state of total
column mixing. See (Hi   Hf ) and KEcum diagnosed from simulations here vs. the
predictions by (2.22) and (2.1) in Figure 2.6(a)–2.6(b).
2.5.4 Stratified simulations with cabbeling
We conduct eight numerical experiments (Table 2.4). Since our energy decomposition
(2.A10) relies on the ocean column depth D, we perform cases with various sizes
of D to test the sensitivity. They initially all have a linear variation of ✓ and S
across the CFW/WSW interface (100–120 m depths). But they have di↵ering initial
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Case 5.1 Case 5.2 Case 5.3 Case 5.4 Case 5.5 Case 5.6 Case 5.7 Case 5.8 Case 5.9
 ⇢ (kg/m3) 1⇥ 10 3 1⇥ 10 3 1⇥ 10 3 5⇥ 10 3 5⇥ 10 3 5⇥ 10 3 9⇥ 10 3 9⇥ 10 3 9⇥ 10 3
N2wsw (s
 2) 1⇥ 10 7 2⇥ 10 7 4⇥ 10 7 1⇥ 10 7 2⇥ 10 7 4⇥ 10 7 1⇥ 10 7 2⇥ 10 7 4⇥ 10 7
Table 2.5: Characterization of stratified simulations with cabbeling (using the full
EOS), focusing on the convection depth, as discussed in section 2.5.5. Unlike Table
2.4, all simulations here do not have a convection depth that reaches the bottom of
the 2000 m ⇥ 2000 m modeling domain. They all initially have a CFW (✓ =-1.6oC,
S=34.51 psu) at 0–100 m depths, a linear variation of ✓ and S across 100–120 m
depths, and a WSW layer (✓ =0.7oC) beneath. The S of the initial WSW in each
case can be determined by  ⇢ and N2wsw. The initial cooling applied to the simulation
in Figure 2.2 is also applied to all simulations here. All simulations have a final state
where all CFW sinks into WSW (i.e. Df=0). See the convection depths diagnosed
from simulations here vs. our predictions in Figure 2.6(c).
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Figure 2.6: (a) Prediction of Hi  Hf by (2.22), (b) prediction of KEcum by (2.1) vs.
numerical simulations for cases 4.1–4.8 described in Table 2.4. Here the prediction
of KEcum adopts the value of CHDtoHP diagnosed from simulation since CHDtoHP has
no analytical solution. Panels (a) and (b) share the same colorbar. (c) Prediction
of the maximum depth of convection by our strategy in section 2.5.5 vs. numerical
simulations for cases 5.1–5.9 described in Table 2.5. As shown in panels (a)-(c), these
predictions agree closely with numerical simulations. All simulations here have a final
state where all CFW sinks into WSW.
stratifications. The initial cooling applied to the simulation in Figure 2.2 is also
applied to all simulations here, which triggers convection along with the cabbeling
instability. For all simulations, Hi  Hf and KEcum are well predicted by (2.22) and
(2.1) (Figure 2.6(a)–2.6(b)). As in Table 2.4, Stb is larger than Scab for cases 4.7–4.8
(column depth= 2 km), while smaller than Scab for cases 4.1–4.6 (column depth= 0.7
km). This is because Stb and Scab have a quadratic (see (2.21c)) and a near-linear
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(see (2.25)) dependence on column depth, respectively. We analyze case 4.4 in detail
(Figure 2.5). Figure 2.5(f) suggests a cabbeling instability for the initial interface.
Cabbeling contributes to the final KEcum by Scab   CHDtoHP = 0.01 J/kg, which is
comparable to Stb = 0.0051 J/kg and  Sstrat =  0.0116 J/kg. KEcum here is again
insensitive to grid size and viscosity (Table 2.1).
2.5.5 A theory to estimate the maximum depth of convection
Previous studies predict the maximum depth that convective plumes can reach using
a Lagrangian approach: this approach follows an individual plume and estimates its
acceleration based on entrainment assumptions (e.g., Turner, 1979; Akitomo, 2007).
Here we propose to estimate the maximum depth of convection from an energetic
perspective by the followings steps.
(i) Begin with the initial ✓ and S profiles that have CFW overlying WSW with
a column depth of Dmax. We assume the final state of convection comprises a
CFW layer on top for  Df  z  0, a CFW/WSW mixture at the middle for
 D  z   Df , and a WSW layer below for  Dmax  z   D. Here D always
denotes the maximum depth of convection, which also equals the ocean-column
depth in previous sections.
(ii) The ✓/S profile of the final state is a known function of the variables Df and
D: we assume that fluid in the regions  Df  z  0 and  Dmax  z   D
remain unmodified from the initial state. For  D  z   Df , ✓ and S are
assumed to be homogeneous due to a complete mixing of the initial state within
the corresponding depths (see, e.g., Figures 2.2(e), 2.4(e) and 2.5(e))). Given
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Figure 2.7: As Figure 2.5 but for a stratified simulation with cabbeling based on
realistic initial profiles, discussed in section 2.6. The model configuration is the same
as that in Figure 2.5, except with a uniform surface salinity flux enforced from t=0 to
t=4.2 days, equivalent to an ice formation rate of 1.5 cm/day. (a) The initial profile,
from Maud Rise (65.4605oS, 2.4007oE) on August 2, 1994, station 48 of ANZFLUX
CTD profile (courtesy of Bruce Huber; McPhee et al., 1996). 1000 m is about the
maximum depth of convection in our simulation. Snapshots of the model’s ✓ field are
shown (b) at t=0.65 day, (c) at t=3.1 days, (d) at t=4.7 days, and (e) at t=7.5 days.
Panel (f) is similar to Figure 2.5(f) but with a additional magenta curve computed
from a hypothesized profile. It is the same as initial profile except with a saltier mixed
layer (at 0–180 m depths) due to 6.3 cm of ice formation (i.e. 1.5 cm/day⇥4.2 days).
It has a linear variation of ✓ and S across the CFW/WSW interface at 180–200 m
depths. This magenta curve suggests that brine rejection may generate a cabbeling
instability for parcel P at the interface (i.e. become negatively buoyant when it is
moved downward). For (g), see Figure 2.1 for the detailed energy relations.
the ✓/S profiles above, the HD di↵erence between the initial and the final states,
(HDi  HDf ), is given by (2.A10) in terms of Df and D (or given by (2.11a) and
(2.11d) using the full EOS).
(iii) We assume that the final state is the one that has the minimum PE, which
is consistent with simulations (see below) and the principle of minimum total
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potential energy (Reddy, 2002). While PE is defined as HD +HP according to
(2.7) and (2.11a), we use PE ⇡ HD because HP does not contribute to KE (see
Figure 2.1). Here we only discuss the cases with Df = 0 in the final state, which
have realistic applications such as for Weddell Polynya (McPhee, 2003) (see also
Figures 2.5(e) and 2.7(e)). Discussing nonzero Df would also have important
applications but is out of this chapter’s scope. Thus we determine the final state
by solving for the value of D that maximizes5 (HDi  HDf ). This solution for D
is treated as the maximum depth of convection.
The assumption PE ⇡ HD above should be treated with caution: HD is not
converted completely to KE due to CHDtoHP , i.e.  H
D = KEcum + CHDtoHP (Figure
2.1 and (2.13b)). Further, CHDtoHP is process-dependent and cannot be determined
a priori given the initial and the final states (section 2.5.3). The uncertainty by
neglecting CHDtoHP above in predicting the final state remains the focus of future
studies. We test nine simulations with di↵erent initial stratifications (Table 2.5).
Our predictions of the convection depth by the strategy above agree closely with
those diagnosed from the numerical simulations (Figure 2.6(c)), which are diagnosed
based on the maximum depth that convective plumes and the subsequent mixing
can reach. This strategy may be useful in improving the parameterizations of deep
convection in ocean models.
5We should maximize (HDi   HDf ) in units of J, as expressed by ((2.A10)⇥D ⇥ ⇢0 ⇥ 1m2)
((2.A10) has a unit of J/kg). In (2.A10), we use Df = 0 and   = (1   Di/D) by definition
(i.e.,   varies with D), where Di is the fixed initial depth of CFW. Thus we determine D by solving
d[(2.A10)⇥D]/dD=0 and d2[(2.A10)⇥D]/dD2 <0.
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2.6 Application to observed profiles
We apply our analysis of energy and maximum depth of convection to an example
with the initial profile (Figure 2.7(a)) obtained from the Weddell Sea. It has CFW
overlying WSW, with a interface at about 180–200 m depths. It has an OCAPE of
1.1 ⇥ 10 3 J/kg. Figure 2.7(f) (blue curve) suggests that the initial profile is not
susceptible to cabbeling instability. To trigger convection in simulation, we impose
a uniform surface salinity flux equivalent to an ice formation rate of 1.5 cm/day
since the initial mixed layer is at the freezing point. This idealized configuration ig-
nores the ice-ocean dynamic interaction. The salinity flux is enforced for the first 4.2
days, which induces cabbeling instability at the interface (magenta curve in Figure
2.7(f)). Our simulation shows convective plumes continuously sinking from the inter-
face (Figures 2.7(b)–2.7(d)), due to cabbeling instability. The surface flux introduces
additional complications to the energetics (e.g., for HP ) and we focus on some key
energy quantities (Figure 2.7(g)).  HD is still partitioned into KEcum and CHDtoHP
((2.13b) and Figure 2.1). OCAPE is generated and partially released simultaneously
for the first 4.2 days due to the surface forcing. Evaluation of Stb by (2.21b), Scab by
(2.25) and Sstrat by (2.20a) give 0.0104, 0.0244 and 0.0210 J/kg, respectively, using
the initial profile except with a saltier mixed layer by the 4.2 days’ surface salt in-
put6. CHDtoHP is 0.0081 J/kg as diagnosed from simulation. These lead to H
D
i  HDf =
0.0138 J/kg by (2.22) and KEcum= 0.0057 J/kg by (2.1); both agree with the sim-
ulation (Figure 2.7(g)). The strategy in section 2.5.5 predicts the maximum depth
6Parameters are:  ✓ ⇠ 1.115oC, H = 1000 m,   ⇠ 0.81,  ⇢ ⇠ 0.0101kg/m3 , N2wsw ⇠ 3.06 ⇥
10 7S 2.
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of convection ⇠910 m, consistent with simulation (⇠1000 m in our test simulation,
whose domain depth is 1500 m). This simulation implies that thermobaricity- and
cabbeling-powered deep convection can cause strong vertical mixing in the Weddell
Sea, which hence impacts the gyre dynamics and the production of Antarctic bottom
water there (e.g. Su et al., 2014).
2.7 Discussion and Conclusion
2.7.1 Key results
We summarize our key results as follows:
(i) Dynamic enthalpy HD is insensitive to the nonconservation of potential tem-
perature (see (2.16)), allowing us to predict the change of HD due to convection
(Figure 2.6(a)).
(ii) The KE budget of Type II and Type III convection can be decomposed into
four components (Equation (2.1) and Figure 2.1): (1) A source of KE due to
thermobaricity/OCAPE; (2) A sink of KE due to the reduction of stratification
by vertical mixing, which raises the water column’s center of mass and converts
KE and HP to HD; (3) A source of KE due to cabbeling-induced shrinking
of the water column’s volume when water masses with di↵erent temperatures
are mixed, which lowers the water column’s center of mass and releases HD to
KE and HP ; (4) A reduced production of KE due to cabbeling-related diabatic
energy conversion of dynamic enthalpy to potential enthalpy7. Our analysis is
7See Figure 2.1 (left) and section 2.3. There are only three energy reservoirs here: HD, HP and
KE.
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based on the initial profiles with CFW overlying WSW as widely observed in
winter-time polar oceans. We derived analytical expressions to predict the first
three components (Appendix). The fourth component is diagnosed numerically
(Table 2.4 and Figure 2.6(b)).
(iii) Thermobaricity (the first KE component above) dominates over cabbeling (the
third KE component above) for deeper convection depths, while the latter dom-
inates over the former for shallower convection depths (Table 2.4, cases 4.1–4.6
vs cases 4.7–4.8).
(iv) We develop a theory to predict the maximum depth of convection from the
initial profile, which is reproduced by the numerical simulations (Figure 2.6(c)).
2.7.2 Model limitations
Our simulations were designed to build up a conceptual understanding for the energy
partitioning during convection. As a result, numerous physical processes that could
a↵ect convection have not been included. For example, abrupt vertical mixing during
convection might couple with baroclinic instability (Akitomo, 2005, 2006). Earth’s
rotation might impact the OCAPE/cabbeling dynamics directly via the Coriolis force
and indirectly via the background geostrophic circulation/eddies. Double di↵usive
convection also occurs in two-layer stratifications (Radko et al., 2014) and may couple
with thermobaric/cabbeling dynamics (e.g., Carmack et al., 2012). Other factors such
as surface wind stress, topography and horizontal buoyancy gradient may also impact
convection.
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Our choice to use 2D simulations reduces the computational burden and permits
a greater exploration of the parameter space. These 2D simulations fail to resolve 3D
instabilities that may occur following deep convection and laterally mix the sinking
water (Jones and Marshall, 1997). However, the 2D and 3D associated simulations in
Akitomo (2006) result in small di↵erences. Our simulations use a constant viscosity,
which may induce unrealistic e↵ects.
Type II and Type III convection may or may not be distinguished clearly (see also
section 2.2). Their main di↵erence seems to be the initial trigger for the convection:
type III is defined as being triggered uniquely by cabbeling instability (Harcourt,
2005), while type II has no limitation for the initial trigger (e.g., internal waves,
buoyancy forcing). At least the energetic perspective discussed in this study can
not distinguish them. It is possible that a more dynamical di↵erence between these
convection types may be identified from a buoyancy perspective (see Harcourt, 2005).
2.7.3 Implications
Our simulation includes viscous heating in the thermodynamic equation, which con-
verts KE to PE. This is key for energy conservation (Landau and Lifshitz, 1959) as
well as for characterizing the dynamics (Figure 2.1). However, inclusion of viscous
heating is not necessary for an accurate prediction of the convective dynamics. All
viscous heating is converted to HP (Figure 2.1), but only HD contributes to the KE
(Young, 2010). Further, viscous heating causes negligible changes to the tempera-
ture field as well as to the buoyancy force, due to the large specific heat capacity of
water. In this study we also account for the changes in thermodynamic potentials
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(e.g. chemical potential; see (2.12a)-(2.12c)). While these terms are not necessary
for an accurate prediction of the convective evolution (recall that only (2.2), (2.3),
(2.4a), (2.6), (2.10) define the closed model for numerical integration), they remain
important for characterizing the dynamics.
The mixing parameterizations in current ocean general circulation models (GCMs)
typically apply strong local diapycnal mixing in the vertical wherever the water col-
umn is statically unstable (e.g., the KPP parameterization, Large et al., 1994). A
parameterization for Type II and Type III convection, however, should include the
vertical movement of ocean parcels to large depths without substantial mixing at
intermediate depths. This chapter may help improve this parameterization (e.g., pa-
rameterize tracer di↵usivities from the estimated KE and the convection depth). This
may resemble the parameterizations of moist convection in atmospheric GCMs using
CAPE (Gregory et al., 2000; Zhang, 2009).
2.8 Appendix: Mathematical derivation of Equation (2.1)
Equation (2.1) summarizes our energy decomposition of the KE budget for Type
II and Type III convection. In this appendix we derive (2.1) based on the whole
convection. Following definitions and denotations in section 2.3.1, from (2.13b) we
derive
KEcum =  CHDtoHP + (HDi  HDf ), (2.A1)
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where the subscripts ‘i ’ and ‘f ’ denote the initial and final states, respectively. Now
we derive the expression of (HDi  HDf ) based on idealized initial/final states shown
schematically in Figure 2.3. The initial state approximates widely observed quasi-
two-layer stratification in winter-time polar oceans (Gordon and Huber, 1990): it has
a homogeneous CFW (constant ✓CFW and SCFW) at depths  (1    )D < z < 0,
overlying a constant-stratified WSW (✓WSW and SWSW, constant N2 = N2WSW) at
depths  D < z <  (1    )D (Figure 2.3a). We only consider WSW stratified in
salinity, i.e., with ✓WSW=constant and SWSW linear with depth:
dSWSW(z)
dz
=  N
2
WSW
 g
, (2.A2)
following the definition of N2 (Gill, 1982). We use simplified Taylor series of buoyancy
b = g[(↵0 + ↵zz) ✓     S +  ✓✓ ✓2], (2.A3)
where ↵0, ↵z and   are treated constant following the denotations of Part I (↵z =
 3⇥10 8 oC 1m 1).  ✓✓ is the constant cabbeling coe cient defined in section 2.5.2.
 ✓ and  S are the anomalies from the mean of the initial CFW and WSW properties
 ✓(z) = ✓(z)  0.5(✓CFW + ✓WSW),  S(z) = S(z)  0.5(SCFW + SWSW), (2.A4)
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where SWSW is the vertical mean of SWSW in the WSW layer following (2.A2). We
define
 ✓ = 0.5(✓WSW   ✓CFW),  S = 0.5(SWSW   SWSW). (2.A5)
Then  ⇢, the density di↵erence between the CFW and the mean WSW at the level
of the CFW/WSW interface initially, has an expression
 ⇢ = ⇢0 [ (↵0   ↵z(1   )D)⇥ 2 ✓     ⇥ 2 S] . (2.A6)
Further, from (2.A4)-(2.A5) we get the vertical profiles of  ✓ and  S for the initial
state
8>>>><>>>>:
 ✓i =   ✓,  Si =   S, for  (1   )D < z < 0,
 ✓i =  ✓,  Si =  S   N
2
WSW
 g
(z + (1  0.5 )D), for D < z <  (1   )D,
(2.A7)
where the upper and the lower describe the initial CFW and WSW, respectively.
Similarly, we derive the final state: we assume that the CFW is unmodified for
 Df < z < 0 and the fluid column becomes completely mixed for  D < z <  Df
(Figure 2.3c; based on numerical simulations such as Figures 2.2(e), 2.4(e) and 2.5(e)),
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i.e.,
8>>>><>>>>:
 ✓f =   ✓,  Sf =   S, for Df < z < 0,
 ✓f =
(2   1)D +Df
D  Df  ✓,  Sf =
(2   1)D +Df
D  Df  S, for D < z <  Df ,
(2.A8)
where for the expression of  ✓f , we neglect the nonconservation of ✓ during mixing
because HD is insensitive to this nonconservation according to (2.16).
Following the definition of HD ((2.11a) and (2.11d)), and using (2.A3), (2.A6)–
(2.A8), we derive
HDi  HDf =
1
D
Z 0
 D
( ✓i    ✓f )( g↵0z   0.5g↵zz2)dz + 1
D
Z 0
 D
( Si    Sf )(g z)dz
+
1
D
Z 0
 D
( ✓2i    ✓2f )( g ✓✓z)dz, (2.A9)
=
(
 1
3
g↵z ✓D
2
"
 (   1)(1  2 ) + (2   3 2)Df
D
   D
2
f
D2
#)
+
®
  1
12
N2WSW 
3D2   1
2
 [(1   )D  Df ] ⇢
⇢0
g
´
+
®
2g ✓✓ ✓
2(D +Df )(    
2D
D  Df )
´
(2.A10)
= Stb   Sstrat + Scab. (2.A11)
In (2.A10), the three brace terms are proportional to thermobaricity (↵z), stratifi-
cation factors (N2WSW,  ⇢), and cabbeling coe cient ( ✓✓), respectively. We denote
them in (2.A11) as Stb,  Sstrat and Scab, respectively, representing the sinks/sources of
the state change of HD related to thermobaricity, stratification and cabbeling. These
85
expressions are consistent with (2.20a), (2.21b) and (2.25) that are based on more
physically intuitive derivation. By combining (2.A11) and (2.A1), we finally derive
(2.1). Note that (HDi  HDf ) expressed by (2.A10) is in units of J/kg.
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Chapter 3
On the abruptness of
Bolling-Allerod warming†
3.1 Abstract
Previous observations (e.g. Thiagarajan et al. 2014) and simulations (e.g. He et al.
2013) suggest that a ⇠3-5oC warming occurred at intermediate depths in the North
Atlantic over several millennia during Heinrich Stadial 1 (HS1), which induces warm
salty water (WSW) lying beneath surface cold fresh water. This arrangement eventu-
ally generates Ocean Convective Available Potential Energy (OCAPE), the maximum
potential energy releasable by adiabatic vertical parcel rearrangements in an ocean
column (Su et al., 2016a, 2016b). We find that basin-scale OCAPE starts to appear
in the North Atlantic (⇠67.5o-73.5o N) and builds up over decades at the end of HS1
with a magnitude of ⇠0.05 J kg 1. OCAPE provides a key kinetic energy source
for thermobaric-cabbeling convection (TCC). Using a high-resolution TCC-resolved
regional model, we find that this decadal-scale accumulation of OCAPE ultimately
overshoots its intrinsic threshold and is released abruptly (⇠a month) into kinetic
†Appeared as: Su, Z., A.P. Ingersoll and H. Feng, 2016. On the abruptness of Bolling-Allerod
warming. Journal of Climate, doi:10.1175/JCLI-D-15-0675.1
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energy of TCC, with further intensification from cabbeling. TCC has convective
plumes with ⇠0.5-1 km horizontal scales and large vertical displacements (⇠1 km),
which make TCC di cult to be resolved/parameterized by current general circula-
tion models. Our simulation indicates that these local TCC events are spread quickly
throughout the OCAPE-contained basin by internal wave perturbations. Their con-
vective plumes have large vertical velocities (⇠8-15 cm s 1) and bring the WSW to
the surface, causing a ⇠2 oC sea surface warming for the whole basin (⇠700 km)
within a month. This exposes a huge heat reservoir to the atmosphere, which helps
to explain the abrupt Bolling-Allerod warming.
3.2 Introduction
In the last deglaciation, the North Atlantic region experienced notable surface cool-
ing during Heinrich Stadial 1 (HS1, ⇠17 ka) (ka: 1000 years ago) (Clark et al. 2002;
Hemming 2004). Potential surface meltwater discharge to the North Atlantic, as as-
sumed in numerous studies (Broecker 1994; Ganopolski and Rahmstorf 2001; Buizert
et al. 2014; Carlson and Clark 2012), contributes to this cooling. The cooling is
followed by an abrupt (years to decades) surface warming at the end of HS1, i.e., at
the onset of the Bolling-Allerod (BA, ⇠14.5 ka) (McManus et al. 2004; Alley 2007).
This abrupt warming is one of the Dansgaard-Oeschger (D/O) warm events (i.e., the
warming phase of D/O events). As reviewed by Rahmstorf (2002), there are many
mechanisms proposed to explain the D/O events. (e.g., Liu et al. 2009; Weaver et
al. 2003; Knorr and Lohmann 2007; Ganopolski and Rahmsdorf 2001). With excep-
tions (e.g., Clement et al. 1999), most mechanisms are closely related to the Atlantic
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meridional overturning circulation (AMOC) such as the idea of thermohaline circu-
lation bistability (Broecker et al. 1985) and salt oscillator (Broecker et al. 1990).
Ganopolski and Rahmsdorf (2001), (2002) propose a mechanism associated with the
stability of AMOC and stochastic resonance, which explains many key observed fea-
tures of D/O events, including the three-phase time evolution, spatial pattern and
hemispheric see-saw (see also Rahmstorf and Alley 2002). In this chapter, we focus on
the mechanism for explaining the abruptness of the D/O surface warm events (e.g.,
the abrupt BA warming during the transition of HS1 to BA). This has not received
as much attention as the cooling in the North Atlantic induced by, e.g., the shutdown
of the AMOC.
Many previous studies for the D/O warm events involve an established convective-
threshold mechanism (e.g., Ganopolski and Rahmsdorf 2001; Winton 1995; Ras-
mussen and Thomsen 2004; Winton and Sarachik 1993): the cold fresh water (CFW)
typically overlies the warm salty water (WSW) in the North Atlantic after Heinrich
events, where the WSW gradually warms up (as detailed below). This warming of
intermediate-depth WSW and the potential reduction of surface freshwater supply,
reduce the static stability of the ocean until the threshold of static instability is
exceeded in the North Atlantic. Then the convection renews and brings the WSW
upward. This rapidly releases a large amount of stored potential energy of heat to the
surface and invigorates the AMOC. Therefore this convective-threshold mechanism
may explain the abrupt D/O warm events. Rahmsdorf (2001) have investigated in
detail the threshold onset of convection (for CFW overlying WSW) and its bistable
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nature, which could strongly modulate AMOC and the climate of the North Atlantic
(see also Rahmsdorf 1994, 1995a, 1995b).
In this study (Su et al., 2016a) we propose a modified convective-threshold mech-
anism, as an amendment to the above established convective-threshold mechanism.
The main di↵erence is as follows. In the modified mechanism, convection occurs
due to thermobaric instability, which occurs before static instability (the established
mechanism) is reached. In contrast to the static instability, thermobaric instability
is a di↵erent type of fluid instability (Ingersoll 2005). Further, it not only releases
the stored heat of WSW, but also releases the Ocean Convective Available Poten-
tial Energy (OCAPE) into kinetic energy of the convection. Finally, it typically in-
duces a much more abrupt ocean overturning (vertical mixing) and typically reaches
deeper depths than static instability in convection events (Denbo and Skyllingstad
1996; Akitomo 1999). However, whether it substantially changes the evolution of the
BA-warming is less clear. It is possible that both the modified and the established
convective-threshold mechanisms would eventually lead to a similar final overturning
state of the North Atlantic after years/decades.
Both the modified and the established convective-threshold mechanisms are asso-
ciated with the observed millennial-scale (⇠3-5 oC) warming at intermediate depths
(⇠1-2 km depths) of the North Atlantic during HS1 (Thiagarajan et al. 2014; Mar-
cott et al. 2011; Alvarez-Solas et al. 2010). The induced intermediate-depth ocean
is ⇠4 oC warmer than the shallower water above (Thiagarajan et al. 2014. See sim-
ilar observations in Rasmussen et al. 2003, 2004; Dokken and Jansen 1999). Many
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Figure 3.1: The changes of Atlantic zonal mean potential temperature ✓(oC) during
HS1 (⇠2300 years duration), from the CCSM3 simulation of the last deglaciation
(Liu et al. 2009; He et al. 2013). The figure shows that the North Atlantic became
warmer (⇠ 1.5-3 oC) at intermediate depths (beneath ⇠200 m depth), but remained
unchanged or became colder at the ocean surface at 40o-80o N. This millennial-scale
process generates warm salty water (WSW) lying beneath cold fresh water (CFW),
which could accumulate OCAPE (Figure 3.3).
numerical simulations also indicate similar millennial-scale warming (⇠2-9 oC) at in-
termediate depths of North Atlantic, as a response to the largely reduced AMOC
during stadials (Sha↵er et al. 2004; Stou↵er et al. 2006; Clark et al. 2007; Arzel
et al. 2010; Brady and Otto-Bliesner 2011). For example, Figure 3.1 illustrates the
⇠3 oC warming at ⇠0.3-2 km depths in the North Atlantic during HS1 (⇠2300 years
duration) from the Community Climate System Model 3.0 (CCSM3) simulation of
the last deglaciation (Liu et al. 2009; He et al. 2013). This phenomenon may have
at least two explanations: (i) Less convective heat is lost into the atmosphere from
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the intermediate-depth North Atlantic due to the suppressed deep convection during
stadials (Knutti et al. 2004). (ii) Heat is transported from the Southern Ocean and
Tropical Atlantic to the North Atlantic at intermediate depths by the subpolar gyre
and the weakened AMOC during stadials (Winton 1995; Mignot et al. 2007; Sha↵er
et al. 2004). In section 3.3, we demonstrate that millennial-scale warming at inter-
mediate depths of the North Atlantic during HS1 could eventually generate OCAPE
to a large magnitude (⇠0.05 J kg 1). OCAPE is a vital kinetic energy source for
thermobaric-cabbeling convection (TCC; see TCC studies in Akitomo et al. 1995,
Akitomo 1999, 2006 and Harcourt 2005). In section 3.4, we present high-resolution
numerical simulations for our modified convective-threshold mechanism: We illustrate
that this continual accumulation of OCAPE eventually overshoots its intrinsic thresh-
old and causes a sudden release of OCAPE that powers dramatic TCC events. This
brings warm salty water to the surface and warms the sea surface of the whole basin
(⇠700 km scale) by ⇠2 oC within one month. In sections 3.5 we discuss implications.
3.3 Basin-scale OCAPE in the North Atlantic at the end of HS1
OCAPE is a newly developed and well-defined concept (Su et al. 2016a, 2016b). It
quantifies the maximal potential energy of an ocean column that is available to be
released into kinetic energy by the transition from the current state to the minimum-
PE state through adiabatic vertical parcel rearrangements:
OCAPE = PE(current state)  PE(minimum PE state). (3.1)
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Figure 3.2: (a) The vertical profile of thermal expansion coe cient ↵(black line)
and saline contraction coe cient   (red line). These are computed from constant
profile of ✓= 1 oC and S= 34.0 psu. OCAPE arises from thermobaricity: the strong
dependency of ↵ on depth. (b) Schematic illustration for the triggering of TCC
and the release of OCAPE based on an idealized adiabatic argument. The ✓ and
S of the adiabatically displaced CFW parcel does not change with depth. Also,
@ /@z is around 0 from panel (a). Therefore, using the first-order Taylor series for
density, one derives that (⇢CFW   ⇢WSW) increases with depth due to thermobaricity
( @↵/@z > 0), i.e., @(⇢CFW   ⇢WSW)/@( z) > 0. Thus there is a critical (threshold)
depth zc, above which the displaced CFW parcel remains lighter than the background
WSW. If the CFW parcel is perturbed across zc, it would be denser than the WSW
and thus trigger the instability for TCC. The accumulation of OCAPE means the
rise of the critical depth zc, which weakens the threshold and makes it easier to be
overcame (see also footnote 2). (c) Observed profiles of ✓ and S, obtained from the
Weddell Sea on August 2, 1994, ANZFLUX CTD station 48 (McPhee et al. 1996).
(d) shows their statically stable stratification (i.e., positive buoyancy frequency). This
water column contains OCAPE of 1.1⇥10 3 J/kg, which is approximately ready to be
released: (e)-(h) show the snapshots of ✓ in our two-dimensional simulation of TCC
initialized by the observed profiles of (c) in a 10 km horizontal domain. The model
is nonhydrostatic and eddy-resolving in a rotating frame (essentially the same model
of Akitomo et al. 1995 and Akitomo 2006).
The same energy concept, although not as formally formulated as OCAPE, was dis-
cussed in section 7 of Ingersoll (2005) and sections 2-3 of Adkins et al. (2005).
Although OCAPE can be computed numerically for any idealized equation of state,
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all OCAPEs in this chapter are computed based on the full nonlinear equation of
state of seawater (Jackett et al. 2006). OCAPE typically appears in an ocean col-
umn when cold fresh water lies above warm salty water. This type of ocean column
may be susceptible to TCC even if the column has a statically stable stratification.
Thus TCC is not the regular surface buoyancy-driven convection. OCAPE o↵ers a
main kinetic energy source for TCC and it arises from thermobaricitythe significant
increase of the thermal expansion coe cient of seawater with the depth (Figure 3.2a).
TCC is di cult to be directly observed due to its short timescales and severe polar ob-
servational conditions during wintertime. However, indirect observational evidences
and theoretical/numerical analysis suggest that the modern Weddell Sea is suscepti-
ble to TCC (i.e., the release of OCAPE to kinetic energy) (detailed in Akitomo et
al. 1995; Akitomo 1999, 2006; McPhee 2000, 2003; Harcourt 2005). OCAPE exists
in the modern ocean: Figures 3.2c-d display a statically stable stratified profile with
CFW overlying WSW that was observed in the Weddell Sea (McPhee et al. 1996).
This profile contains a column-averaged OCAPE of 1.1⇥10 3 J kg 1 (equivalent to a
velocity of 4.7 cm s 1 if converted into kinetic energy, following the scaling of velocity
⇠ (2 ⇥ kinetic energy/mass)0.5). Figures 3.2e-h show our simulated TCC initialized
by this observed profile and triggered by realistic surface perturbations (homogeneous
brine rejection equivalent to 1 cm day 1 sea ice formation, applied to the whole do-
main for the initial 4.2 days). The model is two-dimensional (vertical and horizontal)
and nonhydrostatic in a rotating frame (essentially the same model of Akitomo et
al. 1995 and Akitomo 2006, using the full nonlinear equation of state from Jackett
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et al. 2006). We apply a numerical resolution of 50 meters in the horizontal and 10
meters in the vertical, which allows the resolving of TCC (Akitomo 2006; Harcourt
2005). TCC begins after ⇠2 days and drives a thorough mixing within 10 days for
the whole 10-km domain. The convective plumes have a horizontal scale of ⇠0.5-1
km and vertical velocities of 4-7 cm s 1, which are powered by OCAPE and cabbeling
e↵ect. This result is consistent with Akitomo (2006), who simulates that TCC causes
a ⇠1 km depth of convective overturning for a ⇠10-km horizontal-scale water column
around Maud Rise of the Weddell Sea.
Next we demonstrate that OCAPE could exist in the North Atlantic at the end of
HS1. We use the monthly output from the CCSM3 simulation of the last deglaciation
(Liu et al. 2009; He et al. 2013. See Figure 3.1 for its simulated intermediate-depth
warming during HS1, which induces CFW overlying WSW and thus may generate
OCAPE). As shown in Figures 3.3a-d, we find that a basin-scale OCAPE pattern first
appears in the North Atlantic (⇠67.5o-73.5o N) at about the end of HS1 (14.542 ka)
and grows larger in both the horizontal scale (⇠700 km) and the magnitude (⇠0.05
J kg 1) for a few decades until the BA warming. In detail, we show in Figure 3.3c a
dashed white line (⇠6o Wand 67.5o-73.5o N; 14.536 ka) that approximately crosses the
center of the OCAPE pattern. It has CFW (⇠0-0.5 km depths) overlying WSW and
has a statically stable stratification (Figure 3.3e). Its averaged OCAPE is about 0.05
J kg 1, meaning a convection velocity of ⇠30 cm s 1 if all this OCAPE is converted
into kinetic energy. We now discuss the credibility of the build-up of OCAPE found in
CCSM3 (Figures 3.3a-d). (i) The OCAPE of an ocean column is totally determined
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Figure 3.3: (a)-(d) Decadal-scale accumulation of a basin-size (⇠700 km) OCAPE
pattern in the North Atlantic at about the end of HS1, diagnosed using the monthly
output (March data shown here) of the CCSM3 simulation of the last deglaciation
(Liu et al. 2009; He et al. 2013). The OCAPE pattern starts to appear ⇠14.542
ka (ka: 1000 years ago), as in (a), and grows in size and magnitude in the following
decade, as in (b)-(d). As an example, (e) shows the vertical section of ✓, S and N2
for the dashed white line displayed in (c) (⇠6o W and 67.5o-73.5o N; 14.536 ka). This
section has CFW overlying WSW, as required for OCAPE generation (see Figure
3.2b). It has a statically stable stratification (N2 >0) despite of its large OCAPE.
Due to this statically stable stratification, this section is not followed by obvious
convection or vertical mixing in the CCSM3 simulation: e.g., (f) shows that even
after 4 years (14.532 ka), the ✓ field still remains roughly unchanged in the CCSM3
simulation. This lack of activity is in strong contrast to our eddy-resolving simulation
of TCC shown in Figure 3.4. Panels (a)-(d) share the same horizontal and vertical
axis, and so do Panels (e)-(f).
by its T/S profile (Su et al. 2016a). Accurate T/S data for the deglacial climate are
scarce. CCSM3 o↵ers currently one of the most advanced coupled GCM simulations
for the T/S estimate: Through realistic changes in boundary conditions and forcing, it
captures many major features of the deglacial climate evolution, including some T/S
signals as inferred from observations (Liu et al. 2009; Shakun et al 2012; Buizert et al.
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2014). Diagnosing OCAPE in other GCMs would be our future work. (ii) Vertical
mixing could partly dissipate OCAPE (Su et al. 2016b). CCSM3 parameterizes
vertical mixing due to breaking internal waves and other processes (Collins et al.,
2006). CCSM3 includes the mechanism for the diabatic dissipation of OCAPE and
yet OCAPE is present. (iii) As introduced in section 3.2, observations indicate ⇠3-5
oC warming at intermediate depths of the North Atlantic during HS1 (Thiagarajan
et al. 2014; Marcott et al. 2011; Alvarez-Solas et al. 2010). This induces CFW
overlying WSW. Further, the North Atlantic should have a very weak stratification
before the transition from HS1 to BA, either due to intermediate-depth warming or
the surface buoyancy loss (e.g., a decrease of freshwater supply at surface) (Ganopolski
and Rahmsdorf 2001; Rasmussen and Thomsen 2004; Winton 1995). From Su et al.
(2016a) (Equations 16c and 17c there), for weakly stratified quasi-2-layer oceans,
the OCAPE is always positive and would increase following the warming of WSW
(see also footnote 2). Therefore, in principle, OCAPE would be built up due to
the intermediate-depth (i.e., WSW) warming before the transition of HS1 to BA.
OCAPE keeps accumulating to a large magnitude while the water column remains in
a statically stable stratification. This OCAPE accumulation continuously weakens the
intrinsic threshold (see footnote 2) until the threshold is finally overshot, after which
OCAPE is then released. Based on an idealized adiabatic argument, this intrinsic
threshold is estimated by the energy barrier in a stable stratification that CFW parcels
have to overcome to reach the critical depth within the WSW, where CFW parcels
become equally dense as the surrounding WSW and thermobaricity allows them to
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accelerate downward and release OCAPE (Figure 3.2b). This estimate of threshold,
however, should be treated only conceptually rather than quantitatively because real-
ocean diabatic processes like cabbeling instability at the CFW/WSW interface would
complicate this estimation (Harcourt 2005). Although climate models like CCSM3
are capable of resolving the accumulation of OCAPE as shown above (Figures 3.3a-d),
it is di cult for them to account for the rapid release of OCAPE and thus TCC, for
two reasons: (i) Current ocean GCMs have resolutions that are too coarse to resolve
TCC, which has convective plumes with a typical horizontal scale of ⇠0.5-1 km (e.g.
Figures 3.2e-h. See also Akitomo et al. 1995 and Akitomo 2006). (ii) The GCM
convective parameterizations typically apply strong local diapycnal mixing in the
vertical wherever the column is statically unstable (e.g., the KPP parameterization,
Large et al. 1994). This cannot account for the e↵ect of TCC: the acceleration
from thermobaricity produces vertical movement of CFW parcels to large depths
(⇠1 km, e.g., Figures 3.2f-h) without substantial mixing at intermediate depths.
Therefore, in the CCSM3 simulation the hydrographic section shown in Figure 3.3e
is not followed by obvious convection (or strong vertical mixing) due to its statically
stable stratification (e.g., Figure 3.3e vs. Figure 3.3f, showing minimal changes of
potential temperature even after 4 years). In contrast, we demonstrate in section 3.4
that the hydrographic section shown in Figure 3.3e is actually susceptible to TCC
using a high-resolution simulation (Figure 3.4).
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3.4 Simulated abrupt TCC events at the end of HS1
The decadal-scale OCAPE accumulation shown in Figures 3.3a-d may induce TCC
at the end of HS1, once the intrinsic threshold is overshot. Here we use a two-
dimensional high-resolution simulation to investigate this possibility. The model and
its numerical resolution are the same as the one mentioned in section 3.3 (for Fig-
ures 3.2e-h). We have done simulations at finer resolutions, and they yield consistent
results. A 2D model reduces the computational burden and generates a simulation
of TCC consistent with a 3D model (Akitomo 2006; see section 3.5 for more dis-
cussion). Our simulation domain is a depth-latitude section located at ⇠6o W and
67.5o-73.5o N (white dashed line section shown in Figure 3.3c, ⇠700 km horizontally).
The bathymetry of this section is about 2-2.2 km deep and for convenience we set
the domain bottom at a fixed 2-km depth. Numerous simulations are tested using
various initializations from decadal-scale monthly outputs of CCSM3 that contain
OCAPE (e.g., the ones shown in Figures 3.3a-d). There are many examples in these
hydrographic snapshots where TCC could occur, among which the earliest one is most
relevant to real-ocean processes. Here we test various perturbation strengths: 50-200
W m-2 homogeneous surface cooling applied for the whole domain for the initial 1
day1, which also generates internal waves. These perturbations represent the regu-
lar strength of wintertime surface buoyancy forcing in the North Atlantic (Marshall
and Schott 1999). We find that all OCAPE patterns earlier than March 14.536 ka
1This magnitude of cooling changes the ocean stratification by only a small amount. As a scaling,
consider 100 W m 2 cooling applies to the top 100 m of water (turbulent mixed layer) for 1 day.
Then this water is cooled by (100 W m 2 ⇥ 1 day ⇥ 1 m2)/(4200 J kg 1 oC 1 ⇥ 103 kg m 3 ⇥ 100
m ⇥ 1 m2) ⇠ 0.02 oC, which is much smaller than typical sea surface cooling from a big hurricane
system ⇠ 1 oC (Cornillon et al. 1987).
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(e.g., Figures 3.3a,b) cannot be released at all into kinetic energy in our test sim-
ulations. This is because for these snapshots, the prescribed perturbations are not
strong enough to cross the threshold of thermobaric instability (section 4c of Su et al.
2016a). However, with the build-up of OCAPE due to intermediate-depth warming,
the threshold becomes weaker until it is eventually crossed by the regular strength of
perturbations2. This is the threshold mechanism of why OCAPE can be accumulated
to a large amount and suddenly triggered to be released into kinetic energy of TCC
(Ingersoll 2005; Adkins et al. 2005). The earliest snapshot from CCSM3 that is sus-
ceptible to thermobaric instability under our prescribed perturbations is from March
14.536 ka, which initially has a statically stable stratification (Figure 3.3e). Therefore,
the triggered TCC is not based on the established convective-threshold mechanism,
which requires a static instability (i.e., N2 < 0; see also footnote 1). Here TCC could
be triggered in our simulation by a surface cooling perturbation that is stronger than
⇠ 70 W m 2 (applied for the whole domain for the initial 1 day), which characterizes
the magnitude of threshold for thermobaric instability for this snapshot of ocean.
Further, the triggered TCC and the impact are essentially independent of the initial
trigger as long as the direct contribution of the perturbation to kinetic energy is small
(Su et al. 2016b). In contrast, the snapshot 1 month earlier (i.e., February 14.536 ka
from CCSM3) requires a domain-wide 1-day surface cooling larger than ⇠ 800 W m 2
for the triggering of TCC. This contrast of the required perturbations (800 W m 2 vs.
70 W m 2) is mainly because that from February to March the North Atlantic expe-
2i.e., following section 4c of Su et al. (2016a) and the notations there, the warming of WSW or
the surface buoyancy loss induces a smaller  ⇢, which leads to a larger OCAPE and also a weaker
threshold as represented by a higher zS (see Eq(12) there, noting ↵z <0).
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riences strong surface buoyancy loss (Marshall and Schott 1999), which weakens the
stratification and reduces the threshold for thermobaric instability (see also footnote
2). Once triggered, both snapshots of ocean have been similarly overturned by TCC
for the whole domain within a month. Here we focus on the simulation initialized by
the snapshot of March 14.536 ka, as detailed below.
The associated simulation of TCC is visualized in Figure 3.4 (for the whole do-
main, ⇠700 km wide) and Figure 3.5 (for a local zooming, ⇠40 km wide). After only
⇠0.6 days of surface cooling of 100 W m 2, the perturbed CFW plumes sink into the
WSW at two separate locations (⇠69.8o N and 70.8o N) nearly simultaneously (Fig-
ure 3.4b and 3.5b; see schematic in Figure 3.2b). These two locations have about the
maximal initial OCAPE in the whole domain (Figure 3.3c) and are most susceptible
to TCC. These initial convective plumes generate strong internal waves that spread
the initial huge local convective perturbations (⇠ 2 km vertically) northward and
southward, which are much stronger perturbations than normal background internal
waves. These trigger other TCC events quickly along the way for the whole domain
(Figures 3.4c-e and 3.5c-d). These TCC events have convective plumes with horizon-
tal scales of ⇠0.5-1 km and large vertical velocities of ⇠8-15 cm s 1. They only occur
within the region that initially contains OCAPE, because TCC is powered by the
release of OCAPE into kinetic energy with further intensification from the cabbeling
e↵ect. TCC causes strong local (⇠1 km depth) turbulent stirring, which vertically
mixes the local water column within ⇠8 days (Figure 3.5f). For the entire basin
(⇠700 km scale), these TCC events cause a thorough vertical mixing (Figure 3.4f)
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Figure 3.4: (a)-(f) The snapshots of ✓ field in our eddy-resolving two-dimensional
simulation of TCC events in North Atlantic at about the end of HS1 (⇠6o W and
67.5o-73.5o N; 14.536 ka). The model is nonhydrostatic and eddy-resolving in a ro-
tating frame (essentially the same model of Akitomo et al. 1995 and Akitomo 2006),
using the full equation of state of seawater (Jackett et al. 2006). We apply a vertical
resolution of 10 m and a horizontal resolution of 50 m, which allow the resolving of
TCC (Akitomo 2006; Harcourt 2005). The simulation is initialized by the ✓ and S
snapshot output from CCSM3 simulation shown in Figure 3.3e. This is the earli-
est monthly snapshot output that contains OCAPE (e.g. among Figures 3.3a-d and
many others) and is also susceptible to TCC in our simulations. Before that, this
region is not susceptible to TCC. The domain size is ⇠700 km horizontally and 2
km vertically, with a sponge layer on the sides (not shown). TCC is triggered by 1
days perturbation from inhomogeneous surface cooling of ⇠100 W m 2. Due to the
release of OCAPE, TCC starts at about t=0.6-0.8 day simultaneously at two loca-
tions as shown in (b). The convective plumes have a horizontal size of ⇠0.5-1 km and
spread quickly northward and southward by internal wave perturbations as shown in
(c)-(f). Within a month, this basin-scale North Atlantic region (⇠700 km) has been
thoroughly mixed by TCC events as shown in (f), which increases the sea surface
temperature (SST) abruptly by ⇠2oC as shown in (g). See Figure 3.5 for the detail
of convective plumes and its lateral spreading (by zooming into a ⇠40 km horizontal
local domain).
and thus increases the domain-averaged sea surface temperature by ⇠2 oC within
a month (Figure 3.4g). This dramatic surface warming in North Atlantic exposes a
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Figure 3.5: (a)-(f) Same as Figures 3.4a-f but zooming into a ⇠40 km horizontal
local domain where TCC first appears. The convective plumes have a horizontal size
of ⇠0.5-1 km. They first appear at t=0.6 day as shown in (b) and the consequent
perturbations spread laterally and quickly by internal waves. These trigger further
TCC events southward and northward as in (c)-(e). Within 10 days, this ⇠40 km
domain has been thoroughly mixed by TCC events.
huge basin-scale heat reservoir to the atmosphere and thus may directly contribute to
the abrupt BA warming. These TCC events may further contribute to the BA warm-
ing by strengthening the AMOC, which causes more northward heat transport by
decadal timescales (e.g., Banderas et al. 2012; Hogg et al. 2013; Buizert et al. 2014).
We also test simulation with the same configuration as above but excluding thermo-
baricity in the equation of state [the equation of state here follows (17) of Su et al.
(2016b): the vertical profile of thermal expansion coe cient ↵(z) should be replaced
by a constant ↵(z=500m), i.e., the value of ↵ at the CFW/WSW interface at ⇠500m
depth in this scenario]. In this scenario the convection does not occur. This is because
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our mechanism relies on OCAPE to power the convection, while OCAPE is zero if
excluding thermobaricity (see Equations (16c) and (17c) of Su et al. 2016a). This is
consistent with Denbo and Skyllingstad (1996), who compare thermobaric-included
and thermobaric-excluded simulations. In contrast to non-thermobaric convection,
thermobaric instability supports deep penetrative convection that alters water prop-
erties to greater depths (⇠ 2 km), occurs by a more abrupt timescale (⇠ days), and
spreads horizontally in the OCAPE region.
3.5 Implications and further work
Our proposed convective threshold is provided by a quasi-two-layer structure (CFW
overlying WSW; Figure 3.4a) and thermobaricity, which permits decadal-scale accu-
mulation of OCAPE to a large amplitude. This accumulation process weakens and
finally overshoots the threshold, which releases OCAPE abruptly into kinetic energy
to minimize the systems potential energy (Reddy 2002). An advantage of our modified
convective-threshold mechanism for the BA warming is that the timescale of basin-size
sea surface warming by TCC events is only about one month, which is much shorter
than the years to hundreds of years timescales of regular buoyancy-driven convection
events from the established convective-threshold mechanism (Ganopolski and Rahm-
storf 2001; see also Buizert et al. 2014 and Clark et al. 2002). This is consistent with
previous studies that TCC typically occurs in a much shorter timescale than regular
convection (Akitomo 1999; Denbo and Skyllingstad 1996). Thus the timescale of our
result is helpful to explain the one to three years abrupt transition observed from
the Greenland during the BA warming (Ste↵ensen et al. 2008). However, the di↵er-
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ence between the modified and the established convective-threshold mechanisms may
not be easily reflected from the paleo observations due to their relatively low tempo-
ral/spatial resolutions (e.g. Thiagarajan et al. 2014). Further, our TCC mechanism
is likely to mix the ocean to deeper depths in a single convection event (Denbo and
Skyllingstad 1996), but it is possible that after years/decades the final overturning
state at the end of the BA warming is the same. Finally, in the real world whether
the modified mechanism or the established mechanism dominates the BA warming
mainly relies on the strength of the intermediate-depth warming, which determines
the CFW/WSW temperature di↵erence and thus the magnitude of OCAPE. This
deserves further investigations as a future study. As far as we know, our study pro-
vides a first simulation to explore the potential importance of thermobaric instability
for the abrupt paleoclimate changes. Our current simulation is highly idealized and
should be treated with caveats: (i) Our model does not (and is di cult to) include the
sea ice cover. Martinson (1990) and McPhee (2003) demonstrate the principal role of
sea-ice in maintaining the ocean columns stability. During convection the warm water
brought to the surface would melt the sea-ice and thus restratify the ocean column.
This may o↵er a strong negative feedback on TCC. McPhee (2000), (2003) illustrate
that thermobaric instability may still overcome this sea-ice-induced barrier in the
modern Weddell Sea. Harcourt (2005) simulates that TCC may fully melt the sea-ice
cover (see his Figure 19c). These studies provide important insights to explain the
Weddell Polynya of the 1970s, which should be compared to the sea-ice melting during
the BllingAllerd warming. (ii) Sea-ice and surface heat fluxes cool the warm water
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brought to the surface during convection, which provides a destabilizing mechanism.
As a test simulation, we restore the SST to the initial SST with a short relaxation
timescale of 10 days to 1 month. This e↵ect strengthens the TCC by only a small
amount, since TCC has a short dynamic timescale (⇠ days, Figures 3.4b-d). In gen-
eral, the mixed-boundary-condition (e.g., restoring SST and the di↵erential surface
salinity flux) is important to modulate the stability of the thermohaline circulations
especially over a timescale of decades or longer (Yin 1995; Cai 1995; Mikolajewicz
and Maier-Reimer 1994).
More questions need to be investigated in subsequent studies. (i) Millennial-scale
geothermal heating during HS1, which is not included in this study and in most cli-
mate models, may likely cause significant warming at ocean depths (Adkins et al.
2005). Thus it may contribute to a larger OCAPE pattern compared to this study.
(ii) Appropriate GCM convection parameterizations for TCC need to be developed
such that TCC e↵ects can be included in climate models. (iii) TCC is unlikely to
be the only mechanism responsible for the whole BA warming. It is necessary to
investigate the potential coupling e↵ects between TCC and other important AMOC-
related feedback mechanisms including ice-sheets (e.g., Zhu et al. 2014), sea ice (e.g.,
the sea-ice switch mechanism. see Gildor et al. 2014; Gildor and Tziperman 2003;
Ashkenazy et al. 2013), atmospheric circulation (e.g., Banderas et al. 2012), green-
house e↵ect (e.g., Zhang et al. 2014), and salt feedback (e.g., Knorr and Lohmann
2007). (iv) Our two-dimensional simulation does not resolve baroclinic instability,
which may trigger TCC (Killworth 1979). It may also occur shortly after TCC at
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density fronts formed between the TCC-induced overturned regions and unoverturned
regions (Akitomo 2006; from a 3D simulation). By comparing a 3D simulation to a
2D simulation, Akitomo (2006) finds that baroclinic instability produces additional
upward heat transport (other than that from TCC) and does not qualitatively change
the impacts of TCC. Thus, including baroclinic instability and using a 3D simulation
should not qualitatively influence our conclusions.
107
Chapter 4
On the Minimum Potential Energy
State and the
eddy-size-constrained APE
Density†
4.1 Abstract
Hieronymus and Nycander (2015) recently develop an algorithm to exactly solve the
Lorenz reference (absolute minimum potential energy) state, which is a di cult prob-
lem due to the nonlinear nature of the equation of state of seawater. However, as
they point out, their algorithm comes at a high computational cost. As the first
part of this study, we develop an algorithm that is ⇠ 103   105 times faster, making
it useful for energy diagnosis in ocean models. As the second part of this study,
we show that the global patterns of Lorenz available potential energy (APE) den-
sity are distinct from those of eddy kinetic energy (EKE). This is because Lorenz
APE density is based on entire-domain-wide parcel rearrangement, while mesoscale
eddies, if related to baroclinic instability, are typically generated through local par-
†Appeared as: Su, Z. and A.P. Ingersoll, 2016. On the Minimum Potential Energy State and the
eddy-size-constrained APE Density. Journal of Physical Oceanography, accepted
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cel rearrangement approximately around eddy size. Inspired by this contrast, we
develop a locally-defined APE framework: the eddy-size-constrained APE density,
defined based on the strong constraint that the parcel rearrangement/displacement
to achieve the minimum-potential-energy state should not exceed the local eddy size
horizontally. This concept typically identifies baroclinically unstable regions. It is
shown to be helpful to detect individual eddies/vortices and local EKE patterns, e.g.,
around the Southern Ocean fronts and subtropical western boundary currents. This
is consistent with the physical picture that mesoscale eddies are associated with a
strong signature in both the velocity field (i.e., EKE) and the stratification (i.e., local
APE). Our new APE concept may be useful in parameterizing mesoscale eddies in
ocean models.
4.2 Introduction
Available Potential Energy (APE) mainly arises from baroclinicity and is the primary
energy source for generating mesoscale eddies (e.g., Vallis 2006). The Lorenz APE
is the most widely used framework of APE (Lorenz 1955; see Tailleux 2013b that
distinguishes the general concept of APE and the Lorenz APE). For a given ocean
system, the Lorenz APE is commonly defined as the potential energy (PE) of the
system minus its PE of the Lorenz reference state (the absolute/global minimum PE
state), achievable through unconstrained adiabatic parcel rearrangement. Exactly
solving the Lorenz reference state is theoretically di cult due to the nonlinear nature
(e.g., thermobaricity) of the equation of state (EOS) of seawater (Huang 2005; see
Tailleux 2013a for a review). Huang (2005) and Saenz et al. (2015) provide fast
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but essentially approximate methods to solve the Lorenz reference state, the latter
of which is based on an extension of the approach proposed by Tseng and Ferziger
(2001). Hieronymus and Nycander (2015, hereafter HN15) are the first to exactly solve
the Lorenz reference state by using the linear assignment algorithm (LAA, i.e. the
Hungarian algorithm). This result is very encouraging due to its absolute accuracy.
However, as they point out, LAA comes at a high computational cost that makes it
di cult to be applied in ocean GCMs. As the first part of this study (section 4.3,
see Su and Ingersoll, 2016), we develop an algorithm that is ⇠ 103   105 times faster
than LAA in achieving the same exact Lorenz reference state for the examined World
Ocean datasets, making it useful for energy diagnosis in ocean GCMs.
Our algorithm has applications to calculate APE density. Lorenz APE density
is commonly defined based on the Lorenz reference state and is a positive-definite
function of position that integrates to the systems Lorenz APE (Roullet and Klein
2009; Winters and Barkan 2013; see Tailleux 2013a for a review). Tailleux 2013b
extends the concept of APE density to one based on an arbitrary reference state (i.e.,
not necessarily the Lorenz reference state): it is still positive-definite and defined
for the fluid parcels in the considered system. Global Lorenz APE density is largest
around Antarctica and the Arctic, where significant amounts of dense water masses
have to move thousands of kilometers to tropical ocean bottoms to achieve the Lorenz
reference state with flat isopycnals (Figure 3d of Tailleux 2013b). Although very useful
for many purposes, this globally-defined concept does not directly represent the local
(⇠10-300 km) parcel rearrangement that releases local APE into eddy kinetic energy
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Figure 4.1: (a) Lorenz APE of the World Ocean and (b) the associated computation
time vs the horizontal spatial resolution of the applied dataset. All applied datasets
in Figure 4.1 have 50 vertical levels and are interpolated from the 1o-grid World
Ocean Atlas (WOA) 2009 climatology. The code of LAA and MCFA are both non-
parallelized and are performed on a normal unix workstation (a Dell PowerEdge
SC1435 rackmount server, two quad core AMD Opteron 2372HE 2.1Ghz CPU, totally
8 cores, 16GB of memory), which is used for all the computation in this chapter
(Figures 4.2b-f, 4.5b-f, and 4.6c-d). From (a) the solution converges with increasing
resolution. From (b) for the 314-km gridded global dataset, LAA takes ⇠1.3 ⇥107
s ⇡155 days while MCFA only takes ⇠52 seconds. (c) The zonal-mean depth (km)
where the current-state parcels reside in the Lorenz reference state. The contour
interval is 0.5 km. It is solved by MCFA using the 111-km gridded global dataset.
Clearly Antarctic Bottom Water (AABW), North Atlantic Deep Water (NADW),
and Arctic Bottom Water (ABW) are rearranged to the ocean bottom at the Lorenz
reference state, since they are the densest water masses in the world ocean. See
section 4.3 for details.
(EKE) through baroclinic instability (e.g., Vallis 2006). This causes a significant
mismatch between the global patterns of Lorenz APE density and those of EKE (as
shown in section 4.4). In the second part of this study (section 4.4) we aim to develop
a locally-defined APE framework, in strong contrast to the Lorenz APE framework,
in order to well detect the EKE patterns. Our defined APE framework could compare
the APE products derived from di↵erent rearrangement lengthscales (from the whole-
domain scale to the eddy scale) and decide their quality for the eddy detection.
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4.3 Solving the Lorenz Reference State
Inspired by HN15 and under their framework, with caveats mentioned in their section
1, here we e ciently and exactly solve the Lorenz reference (absolute minimum-
PE) state for an arbitrary ocean system with a nonlinear EOS. For convenience we
grid the 3D system continuously into columns with the same horizontal area; each
column is further divided continuously into vertical parcels with the same mass m0.
This can be done accurately in the presence of bottom topography, with caveats as
noted below, and does not impact the solution provided that the grid spacing has
a su ciently high resolution (e.g., the solution converges with increasing resolution;
Figure 4.1a). Note that the widely used WOA 2009 dataset (Antonv et al. 2010)
itself, as applied in this section, only has 50 levels and can not accurately represent
the real-ocean bottom topography. Thus there may always be some unaccounted
masses on the ocean bottom, no matter how small m0 is. Further, m0, if smaller,
can only approach the resolution limit of the applied original dataset, while unable
to completely reach that limit in our scenario here. This is a common problem for
the finite-di↵erence scheme. For parcel i with salinity Si and potential temperature
✓i, we label its current-state pressure as Pi(i=1, 2, ..., n), where n is the total parcel
number of our gridded system. Therefore, the 3D system have n parcels located
uniquely in the n pressure positions (note that lots of pressure positions have the
same value of pressure, e.g., those pressure positions at the top layer). Assuming
hydrostatic balance, any adiabatic parcel rearrangement, which can be decomposed
into a series of two-parcel exchanges, does not change the pressure positions of the
112
system. It is to redistribute the n parcels among the n pressure positions Pi(i=1, 2,
..., n), as a transition from the current state to a rearrangement state. Our goal is
to find the rearrangement state that has the absolute minimum-PE (i.e., the Lorenz
reference state). Here the assumption of hydrostatic balance is typically accurate for
the global-ocean system or for a mesoscale-dynamics system that we focus on: the
pressure error percentage (i.e., the error here equals real pressure minus hydrostatic
pressure) should be  Ro⇥ ↵2 ⌧ 1% , where Ro is the Rossby number and ↵ is the
aspect ratio (typically Ro⌧ 1 and ↵  0.01 for a system   mesoscale) (section 2.8.5
of Vallis 2006). We define h = [hi,j] (i, j = 1, 2, ..., n) where hi,j = h(✓i, Si, Pj) is
the specific enthalpy (in units of J kg 1) of parcel i at pressure Pj. Note that the ✓i
and Si of parcel i are always conserved under adiabatic parcel rearrangements. For
a rearrangement state where parcel k (k = 1, 2, ..., n) is at Pl, we define a matrix
x = [xi,j] (i, j = 1, 2, ..., n) that maps the current state to the rearrangement state,
with xk,l = 1 and xk,e = 0 (e 6= l, 1  e  n) (i.e, xi,j is either 0 or 1). Therefore,
each rearrangement state has a unique x (the total number of rearrangement states
is the factorial of n). The systems enthalpy (in units of J) at this rearrangement state
is m0
Pn
i=1
Pn
j=1 hi,jxi,j, which represents the system’s PE (Reid et al. 1981). Thus
solving for the Lorenz reference state, which has the absolute minimum enthalpy/PE,
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requires solving the following problem:
Given a n⇥ nmatrix h, find a n⇥ nmatrix x
to minimize
nX
i=1
nX
j=1
hi,jxi,j , where xi,j = 0 or 1,
subject to
nX
i=1
xi,j = 1 for any j, and
nX
j=1
xi,j = 1 for any i.
(4.1)
HN15 have derived (4.1) and demonstrated that the above problem is the classic
linear assignment problem (LA) in applied mathematics (Kuhn 1955), which can be
exactly solved by LAA. However, as they point out, LAA is too slow to be useful for
energy diagnosis in a GCM. We confirm this by using one of the fastest codes of LAA
(Jonker and Volgenant 1987): LAA takes ⇠2 days and ⇠155 days, respectively, to
solve the Lorenz reference state for a 628-km- and 314-km-gridded global ocean (blue
curves in Figure 4.1a, b). This is performed on a normal unix workstation (detailed
in the caption of Figure 4.1b). All global datasets in section 4.3 here have 50 vertical
levels and are interpolated from WOA 2009 climatology of 1o grid (Antonv et al.
2010).
Here we extremely reduce the complexity of the problem (4.1) by simplifying the
spatial dependence of [hi,j]. This simplification is according to the fact that the
n ⇥ n matrix [hi,j](i, j = 1, 2, ..., n) includes huge amounts of repetition numbers,
as illustrated below. For the deepest column among the gridded system, we denote
its total parcel/layer number as s. Here s, the maximum vertical-layer number of
the system, is much smaller than n, the total parcel number of the 3D system (i.e.,
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s ⌧ n). So totally the system has s vertical pressure layers (i.e., each layer has a
unique pressure value), by utilizing the assumption of hydrostatic balance and not-
ing that all gridded parcels have the same mass and the same horizontal area. For
vertical pressure layer k (k = 1, 2, ..., s) we denote its number of horizontal positions
as nk, subject to
Ps
k=1 nk = n. These nk positions in layer k correspond to nk num-
bers of Pj (j here are among 1, 2, ..., n and are the indexes for these nk positions),
which all have a unique pressure value, denoted as Prk. Therefore, the n ⇥ 1 array
[Pj](j = 1, 2, ..., n) has substantial repetition numbers and includes only s unique
values: Prk(k = 1, 2, ..., s). Thus [hi,j] = h(✓i, Si, Pj)(i, j = 1, 2, ..., n) also has sub-
stantial repetition numbers (due to the repetition of Pj values) and can be reduced
to [ehi,k] = h(✓i, Si, P rk)(i = 1, 2, ..., n; k = 1, 2, ..., s), i.e., the n ⇥ n matrix [hi,j] can
be largely reduced into a n⇥ s matrix [ehi,k], by noting s⌧ n. Essentially the Lorenz
reference state is not unique: the redistribution of parcels along the corresponding
pressure surfaces does not alter the enthalpy/PE of the system. We define ‹h = [ehi,k]
and ‹x = [exi,k] (i = 1, 2, ..., n; k = 1, 2, ..., s), where exi,k = 1 represents parcel i
located at pressure Prk in the rearrangement state. Thus the problem (4.1) can be
modified as follows by taking advantage of the fact that s⌧ n:
Given a n⇥ smatrix ‹h, find a n⇥ smatrix ‹x
to minimize
nX
i=1
sX
k=1
ehi,kexi,k , where exi,k = 0 or 1,
subject to
nX
i=1
exi,k = nk for any k, and nX
k=1
xi,k = 1 for any i.
(4.2)
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We find that this belongs to the classical Minimum-cost flow problem (MCF)1 in
applied mathematics (Goldenberg and Tarjan 1989; Bland and Jensen 1992; Ahuja et
al. 1992). From (4.1) and (4.2), clearly LA is just a special case of MCF by prescribing
s = n and nj =1. Solving the Lorenz reference state is extremely simplified by using
(4.2) rather than (4.1), since n/s is   1 due to a typical large aspect ratio in ocean
systems with mesoscale circulation (e.g., n/s ⇠ 104 for a 100-km-gridded global ocean;
s=50 for our cases). We use one of the fastest codes of the MCF algorithm (MCFA)
(Goldberg 1997). We find that MCFA achieves the exact same2 Lorenz reference state
as LAA (Figure 4.1a) but is 103   105 times faster, depending on the data resolution
(Figure 4.1b; see footnote 1 for the related time complexity). MCFA only takes ⇠10
minutes to solve for a 111-km gridded global dataset. This is e cient enough for useful
energy diagnosis in ocean GCMs. The exact Lorenz reference state solved by MCFA
(Figure 4.1c) is largely consistent with that solved by approximate methods (e.g.,
Figure 3d of Tailleux 2013b), while nonlinear e↵ects of EOS (e.g., thermobaricity)
can cause a di↵erence between them (see Appendix B of HN15).
1In the framework of MCF, the flow network of (4.2) includes one source, one sink, n edges
representing all parcels, and s edges representing Prk (k = 1, 2, ..., s). The n arcs from the source to
parcel edges all have a capacity of [1, 1] with a zero cost. The s arcs from Prk edges to the sink all
have a zero cost with a capacity of [nk, nk]. The left arcs (totally n ⇥ s) are from the parcel edges
(e.g. parcel i) to the Prk edges with a flow of exi,k =0 or 1 (i.e., a capacity of [0, 1]) and a cost ofehi,k. Here [exi,k] is to be solved. Denote A as the total arc number (A = n + s + n ⇥ s) and E as
the total edge number (E = 2 + n + s), the fastest known polynomial MCFA runs in O(A (log E)
(A + E log E)) ⇠ O(A2) ⇠ O(n2s2) since A   E, log E < 10, and A ⇠ ns. In contrast, the time
complexity of LAA is ⇠ O(n3).
2For a given dataset, the discrete optimization problems (4.1) and (4.2) can be solved by LAA and
MCFA, respectively, both with 100% accuracy (Kuhn 1955; Lawler 1976; Goldberg 1997). Therefore,
their solutions for the Lorenz reference state are exactly the same.
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Figure 4.2: (a) Vertical-mean EKE (J/kg) in the Southern Ocean. It is calculated
from a 3-year dataset (August 2003 - July 2006) of global ECCO2 state estimate
(Menemenlis et al. 2008). This dataset is observation- and model-constrained, with
18-km horizontal grid spacing and 50 vertical levels. The time-mean of this dataset
is used for Figures 4.2b-f. (b) Vertical-mean APE density (J/kg), defined based
on the constraint that the adiabatic parcel rearrangement from the current state
to the reference (minimum-PE) state should not exceed 50 km horizontally. The
reference state is solved by MCFA. The 50 km here is approximately the size of
mesoscale eddies in the Southern Ocean (Figure 4.6b). The pattern of APE density
here is close to the EKE pattern shown in (a). (c)-(f) As (b) but with the horizontal
constraint of parcel rearrangement loosened to 100 km, 300 km, 700 km, and no
constraint (i.e., the Lorenz APE case), respectively. As shown in (f) the Southern
Ocean is approximately divided into region A, B, and C (blue boxes). In (f), the black
curve denotes the positions whose current-state surface density is equal to the surface
density at the Lorenz reference state (which is a constant, e.g., see the rightmost panel
of Figure 4.4a). This black curve agrees well with the area that has the minimum
Lorenz APE density in panel (f) (blue or green areas), since the Lorenz APE density
reflects the deviation of local current-state stratification from the Lorenz reference
state in the considered system (Southern Ocean here; see Figure 4.4a, leftmost vs
rightmost panel). In contrast, eddy-size-constrained APE density in (b) reflects local
baroclinicity (e.g., Figure 4.3b). (g) QG APE density of the Southern Ocean. See
section 4.4 for details.
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4.4 Eddy-size-constrained APE density
In this section we aim to develop a new APE framework that may detect local
EKE patterns and even individual eddies/vortices. We first investigate the ener-
getic mesoscale eddy field in the Southern Ocean (SO) system (Figure 4.2a; from
18-km-grid ECCO2 state estimate as described in the caption). The EKE patterns
are distinct from those of the Lorenz APE density (Figure 4.2a vs 4.2f; vertically
averaged). This is because the Lorenz APE density is based on entire-domain-wide
parcel rearrangement, which reflects the deviation of the local current-state strat-
ification from the Lorenz reference state in the considered system. For example,
Lorenz APE density has a minimum at ⇠45o S (Figure 4.2f), since at this latitude
the current-state stratification is approximately closest to the Lorenz reference state
(Figure 4.4a, leftmost vs rightmost panel). In contrast, mesoscale eddies are gener-
ated by local parcel rearrangement, which acts to flatten local isopycnals and releases
local APE into EKE through baroclinic instability (Pedlosky 1987). The horizontal
scale of this local parcel rearrangement may not be uniquely quantified due to the
nonlinear development of eddies; but it is close to the local eddy size, the deformation
radius, and the width of baroclinic zone with essentially the similar magnitude (Vis-
beck et al. 1997). We have done a related sensitivity test as discussed later in Figure
4.2 and find that the local eddy size is generally a good proxy for the local parcel re-
arrangement3. To better represent the generation of EKE, it is intuitive to consider a
3As shown in our sensitivity study in Figure 4.2, using a smaller size as the constraint would
consistently decrease the APE density. The first baroclinic radius of deformation is typically smaller
than the eddy size (Figure 12 of Chelton et al. 2011), thus using it rather than the eddy size as the
constraint would decrease the APE density.
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locally-defined APE framework: eddy-size-constrained APE density that reflects the
local baroclinicity. It is still based on adiabatic parcel rearrangement from the current
state to the reference (minimum-PE) state, but with the strong constraint that the
rearrangement should not exceed the local eddy size horizontally. Solving this new
reference state is identical to problem (4.1), except with extra enforced condition of
xi,j = 0 (i, j = 1, 2, ..., n) provided that parcels i and j in the current state have a
horizontal distance larger than the local eddy size around parcel i. This problem can
be exactly and e ciently solved by MCFA4. Based on the solved reference state we
obtain the eddy-size-constrained APE density (APE density can be defined for an
arbitrary reference state following Tailleux 2013b).
From observations the SO has an eddy size around 40-80 km (Sallee et al. 2008).
As a test, we prescribe an eddy-size constraint of 50 km arbitrarily for the entire
SO domain. The resulting eddy-size-constrained APE density is in general consistent
with the EKE patterns (Figure 4.2b vs 4.2a; vertically averaged), e.g., enhancement
of EKE around strong ACC fronts and subtropical western boundary currents (Figure
4.3a). This is consistent with the physical picture that local APE is a critical energy
source5 for EKE. We note that there is high APE density along the southern/northern
boundaries (Figure 4.2b), while there is little EKE there. This is because that we
4This problem is essentially LA and a special case of MCF. Here MCFA would exclude all arcs
that connect parcel i to pressure Pj if knowing xi,j= 0 a priori, which largely reduces computational
complexity. In contrast, LAA is extremely slow: hi,j is set as an artificially large value to represent
xi,j= 0 (i.e. too high cost to be a solution). MCFA takes a few hours to obtain the results of Figures
4.2b-e, 4.5b-e, and 4.6c, due to a 18-km grid spacing of ECCO2 dataset, contrasting to the  111-km
WOA09 grid spacing in section 4.3.
5via baroclinic instability, mean APE is the direct source for eddy APE, while eddy APE is the
direct source for EKE (Chen et al. 2014). Thus mean APE is the indirect source for EKE. Therefore,
our defined eddy-size-constrained APE, no matter for the time-mean part or for the eddy part, is
the direct or indirect source of EKE via baroclinic instability.
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Figure 4.3: (a) Time- and vertical-mean kinetic nergy (MKE) (J/kg), from the same
dataset as Figure 4.2a. It shows strong southeastward ACC fronts that can advect
eddies southward. This partly explains why the EKE patterns in Figure 4.2a are
generally located downstream of the corresponding APE density patterns in Figure
4.2b. (b) Potential density (kg m 3, referenced to the 2-km depth) at 51.4o S. The
contour interval is 0.1 kg m 3. Topographic highs may generate local APE density
through inducing local isopycnal bumps (marked by blue ellipses). These bumps also
cause the interfacial form drag of transient/standing eddies (Rintoul et al. 2001).
For (b), we choose to use potential density rather than neutral density because the
former achieves qualitatively the same result as the latter but with a much better
computational e ciency, similarly for Figures 4. a-b. See section 4.4 for details.
consider the closed SO system with solid southern/northern boundaries; this artificial
inconsistency disappears in the World Ocean case as discussed later. Note that the
conversion rate of local APE density to EKE can be highly inhomogeneous spatially
due to intricate influences from standing meanders, topography, zonal fronts, non-
local energy propagation, turbulent energy cascade, etc (Thompson and Salle 2012;
Chen et al. 2014; Champan et al. 2015). Interestingly, high EKE between 30o-
240o longitude are generally located downstream of the corresponding APE density
patterns (Figures 4.2a vs 4.2b), while the maximum EKE is also found downstream
of baroclinically unstable regions (indicated by Eady growth rate; Williams et al.
2007). This similarity suggests the usefulness of our defined APE density to diagnose
baroclinically unstable regions. This downstream relationship is likely contributed
from the southward advection of eddies by the southeastward ACC fronts (Figure
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4.3a), while also associating with the fact that high EKE is often found downstream
of significant topographic features and standing meanders (Thompson and Naveira
Garabato 2014). Local baroclinicity, and hence eddy-size-constrained APE density,
may be strongly modulated by topography (Figure 4.3b), baroclinic instability, Ek-
man pumping (Marshall and Speer 2012), ocean jet formation (Thompson 2010),
di↵erential surface heating (Bryan and Cox 1968), etc. A detailed discussion of these
is beyond the scope of this study.
As a sensitivity study, we loosen the eddy-size constraint from 50 km to 100, 300,
and 700 km, respectively. As expected, this generally leads to flatter isopycnals in
the reference state (Figure 4.4a) and a resulting larger APE density (Figures 4.2b-e),
which matches better with Lorenz APE density (Figure 4.2f) but matches worse with
EKE (Figure 4.2a). Figures 4.4c and 4.4b schematically explain the following two
features, respectively: (i) Contrasting Figure 4.2e with 4.2f, the 700-km constrained
APE (note 700km domain scale ⇠3000km) already accounts for most (⇠75%) of the
Lorenz APE in the SO system; (ii) there is a strong zonal asymmetry between region
A, B, and C (Figure 4.2e vs 4.2f). There is a striking feature that the minimum Lorenz
APE density (blue or green areas in Figure 4.2f) is located in areas with roughly the
maximum eddy-size-constrained APE density (red or yellow areas in Figure 4.2b),
which are also the ACC front areas characterized by the maximum EKE in Figure
4.2a. This feature is explained as follows. In Figure 4.2f, the black curve denotes the
positions whose current-state surface density is equal to the surface density at the
Lorenz reference state (which is a constant, e.g., see the rightmost panel of Figure
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Figure 4.4: (a) Zonal-mean potential density (kg m 3, referenced to the 2-km depth)
of the current state and five reference states that define the APE density in Figures
4.2b-f, respectively. The contour interval is 0.25 kg m 3. The loosening of constraint
(i.e., from 50 km to Lorenz) decreases the baroclinicity of the reference state and
leads to a larger APE density as shown in Figures 4.2b-f. (b) As (a) but showing the
zonal-mean current state for region A, B, and C labeled in Figure 4.2f. Region A, B,
and C have similar-depth, deeper, and shallower isopycnals, respectively, contrasting
to the mean of the whole Southern Ocean (the leftmost panel in (a)) (e.g., comparing
the isopycnals  1036.5 kg m 3; see Orsi et al. 1999). Therefore, current-state dense
parcels in region C are still constrained in region C in the reference state of Figure
4.2e, but are rearranged to region B in the Lorenz reference state (Figure 4.2f). Thus,
the 700-km constrained APE density has similar, smaller, and larger values than the
Lorenz APE density counterpart in regions A, B, and C, respectively (Figure 4.2e
vs 4.2f). (c) Schematic that illustrates the ⇠700-km scale for the horizontal parcel
rearrangement from the current state to the Lorenz reference state. The interface
may represent the isopycnal of 1036.5 kg m 3 shown in (a). Here M and N denote
the center of the light water (blue) in the current and the Lorenz reference state,
respectively; the light-water area on the right of M (grid shading) is about half of
the whole light-water area. In a zonal-mean sense, this schematic explains why the
second-rightmost panel in (a) has almost flat isopycnals and why the APE in Figure
4.2e can account for most (⇠75%) of the Lorenz APE in Figure 4.2f. See section 4.4
for details.
4.4a). This black curve agrees well with the areas that have the minimum Lorenz APE
density in Figure 4.2f (blue or green areas). This is because the Lorenz APE density
reflects the deviation of local current-state stratification from the Lorenz reference
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state (i.e., the black curve areas have roughly a zero deviation and hence no need
of parcel rearrangement to reach the Lorenz reference state, and therefore has the
minimum Lorenz APE density). Further, the surface density at the Lorenz reference
state (i.e., also the density along the black curve) is approximately the surface-mean
density of the current state in the QG limit (e.g., Vallis 2006). Thus the black curve,
which has about the mean density, is located meridionally right between the maximum
density in the south and the minimum density in the north (see the leftmost panel
in Figure 4.4a). Therefore the black curve roughly represents the locations with the
maximum meridional density gradient, where the ACC fronts are located with about
the maximum EKE and the maximum eddy-size-constrained APE density. Figure
4.2g shows the QG-APE of the SO, which acts to approximate the Lorenz APE
under the QG approximation (Roullet and Klein 2009; Huang 2005; Pedlosky 1987).
Contrasting Figure 4.2g with 4.2f, clearly QG-APE is basically consistent with the
Lorenz APE (e.g., in region A), although having evident departures in region B and
C. This is because region A, B, and C have similar-depth, ( 500m) deeper, and
( 500m) shallower isopycnals, respectively, contrasting to the mean of the whole
SO (Figure 4.4b vs the leftmost panel of Figure 4.4a; especially around 50o-60o S).
Therefore, region B and C require strong isopycnal displacements to reach the Lorenz
reference state and hence cause the departure of QG-APE from the Lorenz APE in
these regions (see Roullet and Klein 2009 for a valuable study of this). This suggests
that QG approximation for APE, although useful, should be treated with caution for
the SO.
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Figure 4.5: As Figure 4.2 but panels (b)-(f) here are based on a snapshot of ECCO2
state estimate (February 16, 2005) rather than the 3-year mean in Figure 4.2. The
EKE snapshot in panel (a) defined as 0.5⇥ [(u  u¯)2 + (v   v¯)2] where u and v are,
respectively, the zonal and meridional velocity for this snapshot, and u¯ and v¯ are
the time-mean (August 2003-July 2006) counterparts. These transient patterns of
vertical-mean APE density are generally consistent with the time-mean counterparts
in Figure 4.2, but have much more mesoscale turbulent features, as expected. There is
a high correspondence between the eddies in panel (a) and the APE patches in panel
(b), which demonstrate the potential usefulness of our defined eddy-size-constrained
APE density to diagnose/parameterize mesoscale eddies. See section 4.4 for details.
Figures 4.5 show the same energy quantities as Figures 4.2 but based on a snap-
shot of dataset. These transient APE densities are generally consistent with the
3-year-mean counterpart in Figure 4.2, but with much more mesoscale turbulent fea-
tures, as expected. There is a high correspondence between the eddies (vortices)
in Figure 4.5a and the APE patches in Figure 4.5b (e.g., at the south of Africa;
around Australia). This further demonstrates the potential usefulness of our defined
eddy-size-constrained APE density to diagnose/parameterize mesoscale eddies. This
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correspondence should be contributed by two factors: (i) local APE is a critical energy
source for mesoscale eddies and is partly converted to EKE via baroclinic instabil-
ity; (ii) baroclinic eddies (vortices) are associated with local stratification (and hence
APE) signals, i.e., corresponding to local baroclinicity (a doming or a bowling of the
isopycnals) through thermal wind balance (Roullet and Patrice 2010). Indeed, EKE
and APE for an eddy would scale directly with one another in the QG limit [see
equation (4.4) below]. These two factors above are related and may not be separated
explicitly.
We now consider the World Ocean. Using the altimeter-observed eddy size (Figure
4.6b; Chelton et al. 2011) as the constraint for parcel rearrangement, we obtain the
global eddy-size-constrained APE density (Figure 4.6c). Its mean magnitude is ⇠2.5
times larger than the EKE (Figure 4.6c vs 4.6a), which can be explained by QG
scaling (e.g., (5.160) of Vallis 2006):
EKE
QG-APE
⇠ KE
QG-APE
⇠ L
2
d
L2
. (4.3)
where we have applied EKE⇠KE since geostrophic eddies account for most of the KE
of the oceans (section 6 of Ferrari and Wunsch 2009). In (4.3), Ld is the deformation
radius and L is the considered scale. Now we consider a closed system of only eddy
scale, i.e., L is equal to the eddy scale Le. Then the Lorenz APE of this eddy-
size system, which is approximated by the QG-APE of this system, is essentially
equivalent to the eddy-size-constrained APE we focus here (note again that the system
considered here is of only eddy scale; in contrast, the Lorenz APE and QG-APE in
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Figure 4.6: (a) Global vertical-mean EKE (J/kg). It uses the same dataset as Figure
4.2a. (b) Meridional profile of zonal-mean surface eddy size by altimeter observations
(blue; Chelton et al. 2011). The observed eddy size is highly homogenous zonally
(Figure 12 of Chelton et al. 2011) and hence we only consider its meridional variation.
The polynomial fitting (red; using matlabs polynomial fitting of degree 17) extends the
blue curve from the observation edge at⇠70o latitude to 80o, by which we approximate
the eddy size for 70o-80o regions. (c) Global vertical-mean eddy-size-constrained APE
density (J/kg). It applies the observed eddy size (red curve in (b)) as the horizontal
constraint for adiabatic parcel rearrangement from the current state to the reference
(minimum-PE) state. The match between (c) and (a) is consistent with the physical
picture that baroclinic instability is crucial for the generation of EKE in most ocean
regions. (d) Global vertical-mean Lorenz APE density (J/kg). It has large values
(red, ⇠ 101 J/kg) mainly around Antarctica and the Arctic, where dense water is
produced and circulated (i.e. AABW, NADW, and ABW). In contrast, it has medium
values (yellow, ⇠ 100 J/kg) in broad ocean areas including regions with strong ocean
currents/EKE, e.g., around ACC fronts, Kuroshio Current, and Gulf Stream. The
Lorenz APE density, as in (d), reflects the deviation of local current-state stratification
from the Lorenz reference state in the considered system. See section 4.4 for details.
(e) QG APE density of the World Ocean.
Figures 4.2 and 4.5 are for the whole SO system). Thus equation (4.3) implies:
EKE
eddy-size-constrainedAPE
⇠ L
2
d
L2e
. (4.4)
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The eddy scale Le is typically larger than Ld (Figure 12 of Chelton et al. 2011),
due to nonlinear processes such as the inverse cascade of turbulent energy (Vallis
2006). Therefore from (4.4), eddy-size-constrained APE should be typically larger
than EKE, as shown by Figure 4.6a vs 4.6c. Note that equation (4.4), due to its
scaling-analysis nature, should be only treated as a qualitative argument rather than
an accurate description.
The distribution of eddy-size-constrained APE in general well captures the high
EKE in most ocean regions (Figure 4.6c vs 4.6a), especially around the SO fronts
and subtropical western boundary currents (e.g., Gulf Stream; Kuroshio, Agulhas,
Brazil/Malvinas, and East Australian Currents). This is consistent with the classic
hypothesis that baroclinic instability provides the dominant source for local eddy
growth in most ocean regions (e.g., Arbic 2000), i.e., by converting local APE to
EKE (e.g., Vallis 2006). The mismatching part between Figures 4.6a and 4.6c may
be caused by interactions as discussed before. For example, barotropic instability is
an important EKE source, e.g. in Gulf Stream (Gula et al. 2015) and significantly in
tropical oceans (Jochum et al. 2003). Subpolar oceans have much larger eddy-size-
constrained APE density than EKE (Figure 4.6c vs 4.6a; e.g., around the Weddell and
Greenland Seas, Antarctic continental shelf). This is likely because Ld/Le decreases
with latitude and becomes very small at high latitude regions (Figure 12 of Chelton
et al. 2011). According to (4.4) we should have APE much larger than EKE in these
regions. Further, this may also be contributed by the underestimate of EKE in our
applied 18-km-grid ECCO2 dataset, the suppression of baroclinic instability above
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continental slope and along the ocean front (Stewart and Thompson 2013), and the
potential smallness of real-ocean parcel-rearrangement scale relative to our applied
eddy size. Global patterns of Lorenz APE density are again distinct from EKE
(see Figure 4.6d and its caption): it mainly reflects the ocean regions with dense
water production/circulation. QG-APE of the World Ocean (Figure 4.6e vs 4.6d) has
generally consistent patterns with the Lorenz APE. However, they have a significant
discrepancy in magnitude especially around high-latitude regions, where the densest
water are located and hence strong isopycnal displacements are required to reach the
global Lorenz reference state. This makes QG approximation less e↵ective (Roullet
and Klein 2009), in contrast to the lower latitude regions.
4.5 Discussion
Our proposed MCFA e ciently and exactly solves the Lorenz reference state for an
ocean system with a nonlinear EOS. This may be helpful for associated energy di-
agnosis in ocean models, especially for regions where the nonlinear e↵ect of EOS is
significant to determine the Lorenz APE (thermobaricity may compete with baroclin-
icity, e.g., in the Weddell Sea; Su et al. 2016a, b). In contrast, approximate methods
such as QG-APE typically cannot capture this nonlinear e↵ect (see Appendix B of
HN15). There is a general match, although with non-neglectable di↵erence, between
the patterns of high EKE and high eddy-size-constrained APE density (i.e., high
local baroclinicity) (Figure 4.6a vs 4.6c). Our APE framework is also shown to be
helpful to detect individual eddies/vortices (Figure 4.5a vs 4.5b). These suggest the
likely usefulness of our APE framework in diagnosing/parameterizing mesoscale ed-
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dies and identifying the mechanisms that cause non-local EKE development. These
results open new routes to understand the dynamics that influences the conversion
of local APE to EKE (e.g., related eddy-mean energy fluxes, the vertical structure of
energy transfer, the influences from topography, standing meanders, nonlocal energy
propagation, waves, etc).
Roullet et al. (2014) provide a valuable study by showing the global map of the
eddy APE as diagnosed from Argo data, which is highly consistent with the surface
EKE patterns estimated from satellite altimetry. Note that the eddy APE is the
direct source for EKE (Figure 1 of Chen et al. 2014). In contrast, our eddy-size-
constrained APE density is defined only from a given dataset (rather than from a
time series of datasets as required for the definition of eddy APE). However, it can
still well capture the EKE patterns in most ocean regions: the strong connection
between them is again explained qualitatively by equation (4.4). From a time series
of datasets, we can investigate the time-mean part and the eddy part of our APE
concept, which will be explored in a future study. The temporal evolution of APE
is related to the buoyancy budgets (e.g., Hieronymus and Nycander 2013a, 2013b;
Hieronymus 2014) and baroclinic dynamics (e.g., Chen et al. 2014), which will be
investigated in a subsequent study.
This study focuses on the energy reservoirs (i.e., APE, EKE) rather than the
conversion rate between them. Via the baroclinic instability, the mean APE is con-
verted to the eddy EKE, while the eddy APE is then converted to EKE (Chen et al.
2014). Roullet et al. (2012) (see their Figures 8, 11), Zhai and Marshall (2013) (see
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their Figure 5-7), and Chen et al. (2014) (see their Table 1) have provided valuable
discussions on these conversions. Figures 5a and 5b of Chen et al. (2014) show the
global map of the conversion term from eddy APE to EKE, and the conversion term
from the mean APE to eddy APE, respectively, as diagnosed from the ECCO2 state
estimate6. Their patterns generally agree with the patterns of EKE and our defined
eddy-size-constrained APE density (our Figures 4.6a, 4.6c): this is consistent with
the classic hypothesis that the dominant source for local eddy growth is the energy
released locally from the mean flow (i.e., APE) through baroclinic instability (Tulloch
et al. 2011; Chen et al. 2014). Exploring the conversion terms using our defined new
APE framework will be investigated in a following study.
The QG-APE shown in Figure 4.2g and 4.6e are for the SO system and the
World Ocean system, respectively. The QG-APE of a parcel is traditionally defined
based on the deviation of density/buoyancy of this parcel from the horizontal mean
of the considered system [e.g., equation (4) of Huang 2005; (3.183) of Vallis 2006].
It is possible to define a new QG-APE concept, defined not based on the horizontal
mean of the considered system, but based on the horizontal mean of an eddy-size
domain surrounding the considered parcel (i.e., the domain here is a small part of
the system, of only eddy size). This is essentially a similar concept as the eddy-
size-constrained APE density we defined in this study: the former is based on the
QG approximation while the later is based on adiabatic parcel rearrangements. This
potential new concept of QG-APE may similarly capture the EKE patterns as the
6This ECCO2 dataset of Chen et al. (2014) is essentially the same as our ECCO2 dataset for
our Figure 4.6, although the former has a lower resolution (3o vs 18-km).
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eddy-size-constrained APE density. A detailed discussion of this is beyond the scope
of this study and will be investigated in a future study.
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Chapter 5
An idealized model of Weddell
Gyre export variability†
5.1 Abstract
Recent observations suggest that the export of Antarctic Bottom Water (AABW)
from the Weddell Sea has a seasonal cycle in its temperature and salinity that is
correlated with annual wind stress variations. This variability has been attributed
to annual vertical excursions of the isopycnals in the Weddell Gyre, modifying the
water properties at the depth of the Orkney Passage. Recent studies attribute these
variations to locally wind-driven barotropic dynamics in the northern Weddell Sea
boundary current. This chapter explores an alternative mechanism in which the
isopycnals respond directly to surface Ekman pumping, which is coupled to rapidly
responding mesoscale eddy buoyancy fluxes near the gyre boundary. A conceptual
model of the interface that separates Weddell Sea Deep Water from Circumpolar
Deep Water is described in which the bounding isopycnal responds to a seasonal
oscillation in the surface wind stress. Di↵erent parameterizations of the mesoscale
†Appeared as: Su, Z., A.L. Stewart and A.F. Thompson, 2014. An idealized model of Weddell
Gyre export variability. Journal of Physical Oceanography, 44, 1671-1688
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eddy di↵usivity are tested. The model accurately predicts the observed phases of the
temperature and salinity variability in relationship to the surface wind stress. The
model, despite its heavy idealization, also accounts for more than 50% of the observed
oscillation amplitude, which depends on the strength of the seasonal wind variability
and the parameterized eddy di↵usivity. These results highlight the importance of
mesoscale eddies in modulating the export of AABW in narrow boundary layers
around the Antarctic margins.
5.2 Introduction
Observations show that the properties of Antarctic Bottom Water (AABW) in the
Weddell Sea’s northern boundary current undergo a seasonal cycle in temperature and
salinity (Gordon et al., 2010; McKee et al., 2011) at a fixed depth. This variability is
found upstream of a key export site, the Orkney Passage. Evidence of a link between
this property variations and surface wind forcing is given by Jullion et al. (2010), who
find that Weddell Sea Deep Water (WSDW) properties in the Scotia Sea correlate
with local wind stress variation along the South Scotia Ridge with a phase lag of five
months. Meredith et al. (2011) similarly find that temperature anomalies of WSDW
in the Scotia Sea, and at the entrance of the Orkney Passage, lag the local surface
wind stress by 2 to 4 months. This study presents a mechanism to describe these
observed time lags.
Here we focus on the transit of WSDW through the the Weddell Gyre (Figure 5.1),
an important component of the global circulation. A significant fraction of Antarc-
tic Bottom Water (AABW), which ventilates the deep ocean, originates as WSDW,
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Figure 5.1: (a) Map of the Southern Ocean. The highlighted region is enlarged in
panel (b). (b) Bathymetry (ETOPO1) of the Weddell Sea and neighboring basins
(depth in meters); land is marked by black contours. The white arrows depict the
cyclonic gyre circulation. The black arrows depict the inflow of Weddell Sea Deep
Water (WSDW) and primary outflow paths of WSDW through Orkney Passage (OP)
in the South Scotia Ridge. The magenta contour indicates the 1000 m isobath in the
southern and western part of the gyre. The northern boundary is approximated by a
straight line. The yellow circles mark the position of the WOCE A23 hydrographic
section, indicated by dotted lines in panel (c). (c) Contours of neutral density from
A23. The red curve with  n = 28.26 kgm 3 serves as the focus of this study, as
it separates WSDW from the Circumpolar Deep Water above. (d) Depth-averaged
geostrophic velocity across A23, referenced to zero velocity at the surface.
which is typically defined as having a neutral density greater than  n ⇠ 28.26 kgm 3
(Naveira Garabato et al., 2002). WSDW circulates cyclonically around the Weddell
Gyre (Figure 5.1b) (Deacon, 1979) with the strongest velocities found within nar-
row boundary currents (Figure 5.1d). As this boundary current intersects the South
Scotia Ridge, WSDW may flow through deep passages and enter the Scotia Sea (Lo-
carnini et al., 1993). Naveira Garabato et al. (2002) measure the LADCP-referenced
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Figure 5.2: Schematic of the idealized Weddell Gyre used in our residual-mean model.
(a) The gyre is approximated as a circular basin with cyclonic surface wind stress
⌧(r, t) and forced by inflow and outflow of Weddell Sea Deep Water (WSDW). (b) Pro-
file view of the of the idealized gyre in cylindrical coordinates. The gyre bathymetry
(blue) is described by z = ⌘b(r) and the bounding isopycnal (black) is described by
z = ⌘(r, t) marking the interface between Circumpolar Deep Water and WSDW, at a
depth of roughly 1500m. The isopycnal intersects the bathymetry at r = rb(t). The
yellow box indicates the cross-sectional area through which water exits the Orkney
Passage, which extends to around 3 km depth (see e.g. Figure 7 of Naveira Garabato
et al., 2002).
geostrophic transport of WSDW to be 6.7±1.7 Sv through the South Scotia Ridge
(this value is modified to 4.7±0.7 Sv by their box inverse model of the western Wed-
dell Gyre). The majority of this outflow, around 4 to 6 Sv of WSDW colder than 0 C,
traverses the Orkney Passage and merges with the Antarctic Circumpolar Current
(ACC) (Meredith et al., 2008; Naveira Garabato et al., 2002).
The correlation between surface winds and WSDW export suggests an adjustment
of the structure of the Weddell Gyre stratification to a modified surface wind stress
curl. At large scales, the circulation of the Weddell Gyre is consistent with Sverdrup
balance: the negative surface wind stress curl leads to a southward transport in the
gyre interior that is balanced by a northward return flow in a western boundary
current (Gordon et al., 1981; Muench and Gordon, 1995). Radiation of Rossby waves
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is a key mechanism by which a gyre-like flow responds to changes in wind forcing.
For a Weddell Sea-sized basin, the barotropic component of the gyre circulation can
adjust over a time scale of a few days, but the baroclinic component requires several
years because the barotropic and baroclinic Rossby wave speeds di↵er by 3–4 orders of
magnitude (Anderson and Gill, 1975). Therefore, it seems that baroclinic adjustment
of the gyre via linear waves occurs too slowly to explain the annual variations of
WSDW outflow properties. Appreciating this problem, recent work has ascribed
the WSDW export variability to barotropic processes occurring within the boundary
current of the northwestern Weddell Sea, in particular changes in bottom Ekman
layer transport near Orkney Passage (Jullion et al., 2010; Meredith et al., 2011).
Despite the relatively weak flows throughout the gyres, the circulation remains
turbulent and especially in the western boundary layer mesoscale eddies make a lead-
ing contribution to exchanges of mass, heat and salt across the Antarctic shelf break
(Nøst et al., 2011; Dinniman et al., 2011; Stewart and Thompson, 2013). In this study
we propose that mesoscale eddies, arising through baroclinic instability that extracts
potential energy from vertical isopycnal displacements related to the divergence and
convergence in the surface Ekman forcing, are crucial in setting the buoyancy distri-
bution of the Weddell Gyre. To test this hypothesis we develop a conceptual model of
the isopycnal separating WSDW from the overlying Circumpolar Deep Water (CDW)
in the Weddell Sea. Furthermore, we cast this balance between wind-induced and
eddy-induced circulation in the framework of residual-mean theory (RMT) (Andrews
et al., 1987; Plumb and Ferrari, 2005).
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RMT has been an important tool in understanding the principal balances in the
ACC’s upper overturning cell (Marshall and Radko, 2003), and has recently been
extended to flows around the Antarctic margins (Stewart and Thompson, 2013). This
model moves away from the traditional picture that cross-shelf exchange requires
large-scale along-shelf pressure gradients (Ou, 2007). Here we consider along-stream,
or tangentially- averaged properties along the boundary of the Weddell Gyre. RMT is
used to describe the evolution of the mean isopycnals in response to annual variations
of the wind stress. This approach is motivated in part by the striking isopycnal tilt
seen in observations of the gyre boundary (Naveira Garabato et al., 2002).
In §5.3 we describe our idealized domain and forcing and in §5.4 we derive a
residual-mean model for the isopycnal bounding WSDW in the Weddell Gyre. In
§5.5 we solve the evolution equation for the bounding isopycnal and discuss its sen-
sitivity to wind stress and eddy di↵usivity. In §5.6 we extend the model to include a
representation of WSDW inflow to and outflow from the gyre. In §5.7, we compare
our model predictions with observations and discuss the limitations and implications
of our model. We draw conclusions in §5.8.
5.3 An idealized Weddell Gyre
Our approach adopts an idealized version of the Weddell Gyre that captures key
aspects of the physics controlling isopycnal variability. Figure 5.2 shows a schematic
of our conceptual model. The gyre is assumed to be circular and azimuthally uniform
with an applied azimuthally-uniform surface wind stress. This geometry motivates a
description in terms of cylindrical coordinate (r, ✓, z), where r = 0 at the gyre center,
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r = R = 680 km at the gyre edge, and ✓ is anticyclonic.
To explore the properties of WSDW exported from the edge of the Weddell Gyre,
the model focuses on the evolution of an isopycnal that represents the division between
WSDW and CDW (Figure 5.1c). The model solves for the isopycnal’s azimuthal-mean
position z = ⌘(r, t) as a function of radius r and time t. The position at which this
isopycnal outcrops from the bathymetry is denoted as r = rb(t).
5.3.1 Bathymetry
The idealized bathymetry is derived from the NOAA ETOPO1 data (Amante and
Eakins, 2009) shown in Figure 5.1(b). The 1 km depth contour (magenta curve)
defines the southern and western boundary of the Weddell Gyre. At the northern
edge of the gyre the 1 km isobath is discontinuous and we use a straight line to
approximate the boundary.
We construct the model bathymetry as an average of 75 evenly-spaced sections
that extend perpendicularly from the shelf break into the gyre interior (not shown).
The sections are chosen to be 680 km long so that they meet approximately in the gyre
center. This produces a smooth representation of the bathymetry, but realistically
captures the slope, especially around the gyre edge (Figure 5.3). A simple polynomial
approximation is also provided by the solid curve in Figure 5.3,
⌘b(r) = C0 + C5r
5, (5.1)
with coe cients C0 =  4.54⇥ 103m and C5 = 1.85⇥ 10 26m 4.
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Figure 5.3: The tangentially averaged basin geometry of the Weddell Sea from
ETOPO1 data (points) and an analytical fit ⌘b(r) (line) given by (5.1).
5.3.2 Azimuthal winds
Wind stress amplitudes over the Weddell Gyre are poorly constrained by observations.
Here we choose to adopt a simple representation of the wind stress (described below)
and explore the sensitivity to this choice in §5.5.3. The wind stress profiles are derived
from the CORE.2 Global Air-Sea Flux Dataset (Large and Yeager, 2009), available
from 1949 to 2006 with a monthly frequency and 1  resolution. This product does not
account for the modulations in the transmission of momentum from the atmosphere to
the ocean related to seasonal or inter-annual changes in sea ice distribution. We focus
here on the model dynamics, which are valid for any prescribed surface momentum
forcing, and we discuss the implications of sea ice variability in §5.7.2. The time-
mean zonal and meridional wind stress distributions as well as the the time-mean
wind stress curl are shown in Figure 5.4. The wind stress curl is almost uniformly
negative over the gyre, and is particularly strong (⇠ 2⇥ 10 7 Nm 3) along the gyre
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boundary.
The components of the surface wind stress perpendicular to the 75 sections de-
scribed in §5.3.1 are averaged to produce the azimuthal-mean wind stress tangential
to the gyre boundary. Figure 5.4(d) shows the amplitude of each Fourier mode of
the azimuthal-mean tangential wind stress at the shelf break ⌧(r = R, t), which
is computed from the 58 year CORE.2 time series. Negative values correspond
to cyclonic wind stress. With the exception of the steady mode, whose ampli-
tude is  0.073Nm 2, only the annual and semiannual modes are pronounced at
the shelf break, having amplitudes of  0.029Nm 2 and  0.011Nm 2 respectively.
The estimated standard deviation of the Fourier modes plotted in Figure 5.4(d) is
0.0044Nm 2 for the annual mode and less than 0.0028Nm 2 for other modes. The
relative amplitudes of the modes are similar at all radii from the gyre center. The
contribution to isopycnal displacement from each mode follows the same physical pro-
cesses, since our model is approximately linear with time, as shown in §5.4. Further-
more, the observed annual cycle of AABW in the northern Weddell Sea motivates this
study. Therefore, for simplicity we include only the annual mode in our conceptual
model, and neglect all other modes. Numerical experiments show that the semiannual
mode can modify isopycnal excursions at the gyre edge by 10%–20%; this is discussed
further in §5.7.1.
Figure 5.4(e) shows the radial variation in the amplitudes of the steady and an-
nual azimuthal wind stress modes. Both modes strengthen linearly from the gyre
interior to the gyre boundary. Thus the steady and annual modes are represented
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by ⌧(r) = ⌧ 0r/R and ⌧12(r) = ⌧ 012r/R respectively, where ⌧
0 =  0.072Nm 2 and
⌧ 012 =  0.026Nm 2 are constants. In a circular basin, the azimuthal wind stress must
vanish at r = 0 by symmetry. Figure 5.4(f) shows the radial variation of the phase  12
of the annual mode, where the annual mode is expressed as ⌧12(r) · sin(!t +  12(r))
and ! = 2⇡ yr 1 . The phase  12 varies by less than 35  for r > 100 km, and for
r < 100 km the amplitude of the annual mode is close to zero, so for simplicity we
approximate  12 ⌘ 300  as a constant. Thus our expression for the azimuthal wind
stress is
⌧(r, t) = ⌧(r) + ⌧12(r) sin(!t+ 5⇡/3), (5.2a)
⌧(r) = ⌧ 0
r
R
, ⌧12(r) = ⌧
0
12
r
R
. (5.2b)
Here t = 0 corresponds to the start of January, so the model wind field has an annual
cycle with maximum amplitude at t = 5months, i .e., at the end of May. This wind
pattern is consistent with previous observations (see e.g. Figure 1(d) of Wang et al.,
2012).
5.4 Residual-mean dynamics
We now derive an evolution equation for the bounding isopycnal z = ⌘(r, t) using
RMT. Our formulation is similar to that of Marshall and Radko (2003), except it is
cast in terms of an azimuthal average of the buoyancy around our idealized Weddell
Gyre. Note that our model and its derivation in this section could be applied to any
isopycnal in the Weddell Gyre.
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Figure 5.4: Time-averaged (1949 to 2006) (a) zonal and (b) meridional wind stress
components and (c) wind stress curl over the Weddell Sea and neighboring basins.
(d) Amplitude of the Fourier modes (oscillation periods) for the azimuthal-mean tan-
gential wind stress at the gyre boundary. Details of the calculation and the standard
deviation of the amplitudes are described in §5.3.2. The amplitude of the time-
independent mode is  0.073Nm 2 (not shown); negative amplitudes correspond to
cyclonic winds. (e) Radial dependence of the steady and annual mode amplitudes, ⌧
and ⌧12, of the azimuthal-mean tangential wind stress. (f) Radial dependence of the
phase  12 of the annual mode of the azimuthal-mean tangential wind stress.
Following Marshall and Radko (2003), the azimuthally-averaged buoyancy may
be written as
hbit + J( †, hbi) = 0, (5.3)
where b is the buoyancy and h•i = (2⇡) 1 H • d✓ denotes the azimuthal average. The
residual steamfunction  † describes the advecting two-dimensional velocity field in
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the (r, z) plane, defined as u† = u†er + w†ez = r⇥ ( †e✓) with
u† =  @ 
†
@z
, w† =
1
r
@ r †
@r
. (5.4)
A turbulent diapycnal mixing term (v hbiz)z has been neglected from the right-hand
side of (5.3), where v is the vertical di↵usivity. This term may be shown to be
dynamically negligible in our model; this is discussed in detail in §5.7.2.
The residual streamfunction  † is comprised of a mean (wind-driven) component
h i and an eddy component  ?,
 † = h i+  ?, h i = ⌧
⇢0f0
,  ? = sb. (5.5)
Following a procedure analogous to Marshall and Radko (2003), the mean streamfunc-
tion h i is related to the surface wind stress using the azimuthally-averaged azimuthal
momentum equation in the limit of small Rossby number. The same physical reason-
ing applies to both the ACC and the Weddell Gyre: in the zonal (azimuthal) mean
the ACC (Weddell Gyre) cannot support a net zonal (azimuthal) pressure gradient,
and thus no mean geostrophic meridional (radial) flow in the interior, so mean Ek-
man pumping driven by zonal (cyclonic) surface winds penetrates to depth. Here
⇢0 is the reference density and f0 is the reference Coriolis parameter, the latitudinal
variation of the Coriolis parameter is about 5% in the Weddell Gyre and has been
neglected here. The eddy streamfunction arises from a downgradient eddy buoyancy
flux closure (Gent and McWilliams, 1990), where  is the eddy buoyancy di↵usivity
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and sb =  hbir/hbiz is the isopycnal slope.
As the azimuthal-mean isopycnal z = ⌘(r, t) is a material surface in the sense of
the residual advective derivative D†/Dt ⌘ @t+u† ·r, it may be shown (see Appendix
A) that it evolves according to
@⌘(r, t)
@t
=
1
r
@
@r
Å
r †
   
z=⌘(r,t)
ã
, 0 < r < rb(t). (5.6)
Equation (5.6) shows that the evolution of the isopycnal must be balanced by the
radial divergence of  †, i.e. the net radial transport between the isopycnal and the
ocean bed. Inserting (5.5) into (5.6) and noting sb = @⌘/@r, we obtain a forced-
di↵usive evolution equation for the isopycnal height ⌘,
@⌘
@t
=
1
r
@
@r
r
ñ
⌧
⇢0f0
+ 
@⌘
@r
ô
, (5.7)
for 0 < r < rb(t). Here  = (r, t) is the eddy buoyancy di↵usivity evaluated on the
isopycnal z = ⌘(r, t), and the @⌘/@r is isopycnal slope. We impose no-flux boundary
conditions ( † = 0) at the gyre center r = 0 and at the isopycnal outcrop r = rb(t).
The azimuthally-averaged wind stress ⌧ must vanish at r = 0 by symmetry, so
from (5.5) the boundary condition is
 †
   
r=0
= 0 =) @⌘
@r
     
r=0
= 0. (5.8a)
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Similarly, at the isopycnal outcrop r = rb(t) we obtain
 †
   
r=rb
= 0 =) @⌘
@r
     
r=rb
=   ⌧
⇢0f
     
r=rb
. (5.8b)
The outcrop position r = rb(t) evolves with time to satisfy ⌘(rb(t), t) = ⌘b(rb(t)). In
numerical solutions of (5.7)–(5.8b), this evolution must be computed explicitly, as
discussed in Appendix B.
As we have not prescribed any inflow nor outflow of WSDW at this point, our
model conserves the total mass M beneath the isopycnal z = ⌘(r, t),
dM
dt
= 0, M =
Z rb(t)
0
2⇡r⇢0(⌘   ⌘b) dr. (5.9)
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Figure 5.5: Analytical solution in a cylindrical basin (solid) and numerical solution
in a curved basin (dashed) with no inflow/outflow of WSDW. (a) The time-mean
isopycnal height ⌘(r). (b) Amplitude of the isopycnal oscillation |⌘0|. (c) Phase lag
of oscillation ⌘0, defined as the time interval from the wind stress maximum to the
isopycnal height maximum. The wind stress maximum occurs at the beginning of
June each year.
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5.5 The model solution
5.5.1 Analytical solution in cylindrical basin
In this section we solve the model evolution equation (5.7) analytically in a simplified
case. The solution serves as a scaling for the isopycnal’s response to the annually-
varying surface wind stress, and provides an intuitive interpretation of our later re-
sults. For convenience, we choose the isopycnal separating CDW from WSDW, i.e.
 n = 28.26 kgm 3, for all the following discussions. The results translate to other
isopycnals with the caveat that non-linearities, such as diapycnal mixing, have been
neglected in this model (see further discussion in §5.7.2).
Figure 5.1(c) shows that the WSDW isopycnal outcrops at the steepest part of
the bathymetric slope. Our numerical solutions in §5.5.2 show that the change in rb
related to isopycnal excursions is typically small (< 4 km) because the bathymetric
slope is steep here. We therefore approximate the basin as a cylinder with vertical
walls at rb ⌘ R = 680 km. We choose  = constant = 300m2/s; this yields a range
of isopycnal heights that approximately matches the observed range in Figure 5.1(c).
In §5.5.3 we examine the model’s sensitivity to the value of .
To solve the isopycnal evolution equation (5.7) we separate ⌘ and ⌧ into time-mean
components ⌘ and ⌧ , and time-dependent components ⌘0 and ⌧ 0, i .e., ⌘ = ⌘ + ⌘0 and
⌧ = ⌧ + ⌧ 0. Taking the time average of (5.7) yields
1
r
@
@r
r
Ç
⌧
⇢0f0
+ 
@⌘
@r
å
= 0, (5.10)
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where ⌧ = ⌧ 0r/R from (5.2a). This equation defines the time-mean isopycnal position
up to a constant, which we choose to be the the basin-averaged isopycnal depth
⌘0 = 2
R R
0 ⌘rdr/R
2. Solving (5.10) we obtain the time-mean isopycnal profile,
⌘(r) = ⌘0 +
⌧ 0
4⇢0f0R
Ä
R2   2r2ä . (5.11)
The change in isopycnal height  ⌘ = ⌘(r = 0)  ⌘(r = R) = ⌧ 0R/(2⇢0f0), depends
on the amplitude of the mean wind stress component ⌧ 0 and the eddy di↵usivity .
Physically, the time-mean isopycnal shape ensures that the time-mean wind-driven
and eddy vertical velocities exactly cancel. For ⇢0 = 1000 kgm 3 and f0 =  10 4 s 1
we obtain  ⌘ = 860m, which is consistent with the observed range of ⇠ 800m
shown in Figure 5.1(c). The analytical profile (5.11) for ⌘ is shown in Figure 5.5(a)
and agrees almost exactly with the numerical solution in a curved basin (see §5.5.2).
The isopycnal tilt @⌘/@r is enhanced close to the gyre boundary, consistent with
Figure 5.1(c).
Subtracting the evolution equation (5.7) from its time mean (5.10) yields an equa-
tion for the time-dependent component of ⌘,
@⌘0
@t
=
1
r
@
@r
r
Ç
⌧ 0
⇢0f0
+ 
@⌘0
@r
å
. (5.12)
From (5.2a) the time-dependent wind stress component is ⌧ 0 = Re { iei(!t+5⇡/3)⌧12(r)},
so we seek a solution of the form ⌘0 = Re { iei(!t+5⇡/3)⌘ˆ(r)}. Then (5.12) reduces to
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an ordinary di↵erential equation for the radial structure function ⌘ˆ,
d2⌘ˆ
dr2
+
1
r
d⌘ˆ
dr
  i!

⌘ˆ =   2⌧
0
12
⇢0f0R
, (5.13)
while the boundary condition (5.8b) becomes
@⌘ˆ
@r
     
r=R
=   ⌧
0
12
⇢0f0
. (5.14)
Note that the RHS of (5.13) is a constant. The solution to (5.13) is
⌘ˆ(r) = (1 + i)
⌧ 012
⇢0f0
p
2!
J0
Å… !
2
(1  i)r
ã
J1
Å… !
2
(1  i)R
ã   i 2⌧ 012
⇢0f0!R
, (5.15)
where J0 and J1 are the Bessel functions of the zeroth and first kinds respectively.
Equation (5.15) tells us that the isopycnal oscillates annually about its time-mean
position ⌘ with radially-varying amplitude and phase. In Figures 5.5(b) and 5.5(c)
we plot the oscillation amplitude and phase lag of ⌘0(r, t), where the phase lag is
defined as the number of months by which the isopycnal height maximum lags the
wind stress maximum at each point. The analytical result compares well with our
numerical solution, which uses the curved bathymetry shown in panel (a).
Figure 5.5 shows that the character of the isopycnal oscillation undergoes a pro-
nounced change close to the gyre boundary. This is due to the formation of a boundary
layer close to r = R, in which mesoscale eddy di↵usion dominates the evolution of
⌘. The timescale associated with eddy di↵usion may be estimated from (5.12) as
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Teddy = R2/ ⇠ 50 yr, much longer than the 1 yr timescale of the wind stress varia-
tions. Using ✏ 1 = !R2/  1 as an asymptotically large parameter, it follows from
the large argument asymptotic form of the Bessel function (Abramowitz and Stegun,
1972) that as ✏! 0,
⌘0 ⇠   2⌧
0
12
⇢0f0!R
cos
Ç
!t+
5⇡
3
å
, r/R = O(1), (5.16a)
⌘0 ⇠ ⌧
0
12
⇢0f0
p
!
sin
Å
!t  ⇡
12
ã
, r/R = 1 O(✏1/2). (5.16b)
Thus in the gyre interior (r/R = O(1)), the evolution of ⌘0 in (5.12) is dominated
by the wind-driven vertical velocity. This results in a small oscillation with amplitude
2⌧ 012/(⇢0f0!R) ⇡ 4.3m. The isopycnal oscillation lags the wind stress maximum, or
equivalently the wind-driven vertical velocity maximum, by 3 months, achieving its
maximum in September each year (Figure 5.5c).
Close to the gyre edge a boundary layer forms in which eddies dominate the
isopycnal oscillation (r/R = 1 O(✏1/2)). The width of this layer may be estimated
as Leddy = ✏1/2R ⇠ 40 km. The amplitude of the oscillation in the boundary layer is
an order of magnitude greater than in the interior, reaching ⌧ 012/(⇢0f0
p
!) ⇡ 37.5m
at the edge of the gyre. This scaling shows that the oscillation amplitude is sensitive
to both the wind stress ⌧ 012 and the eddy di↵usivity . We examine the sensitivity of
the model to these parameters in §5.5.3. At the gyre boundary the isopycnal height
maximum (minimum) lags the wind stress maximum by eleven (five) months. This
phase corresponds closely to observations of WSDW at the Orkney Passage, and is
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discussed further in §5.7.1.
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Figure 5.6: Evolution of the reference solution (⌧ 012 = 0.026Nm
 2,  = 300m2/s),
obtained numerically as discussed in §5.5.2. (a) Outcrop position r = rb(t) and
isopycnal height evolution at (b) the gyre center and (c) at the boundary outcrop.
5.5.2 Numerical solutions in a curved basin
For the curved bathymetry shown in Figure 5.3, or for spatially-varying eddy di↵u-
sivity , the evolution equation (5.7) is no longer analytically tractable. To study
these more complicated cases we solve the model equations (5.7)–(5.8b) numerically.
Our numerical scheme is described in Appendix B.
Figure 5.5 compares our numerical and analytical solutions using the same parame-
ters, except our numerical solution uses the idealized bathymetry shown in Figure 5.3.
The time-mean isopycnal heights are almost identical, and there is only a slight dis-
crepancy in the amplitude and phase of the oscillation due to the bathymetry. In
particular, a boundary layer of the same width develops in both the numerical and
analytical solutions, yielding similar predictions for the properties of the isopycnal
oscillation at the gyre edge where WSDW escapes via the Orkney Passage.
Figure 5.6 shows plots of the time-evolution of the numerical solution. The initial
condition for the isopycnal is ⌘(r, 0) ⌘ ⌘0 = constant, where ⌘0 the the basin-averaged
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isopycnal height as in §5.5.1. Wind-driven upwelling causes the WSDW isopycnal to
dome up (see Figure 5.5(a)), resulting in the outcrop position rb(t) contracting from
680 km to 658 km. The outcrop then oscillates about this position with an amplitude
of around 2 km. This small oscillation amplitude is due to the sharp basin slope
d⌘b/dr at the gyre edge, and justifies our treatment of rb as a constant in §5.5.1.
Figures 5.6(b) and 5.6(c) show the evolution of the isopycnal height at the gyre
center ⌘(r = 0, t) and at the outcrop ⌘(r = rb, t). They approach a sinusoidal annual
oscillation with a amplitudes of around 4m and 30m respectively, consistent with our
analytical scalings in §5.5.1.
5.5.3 Sensitivity to wind stress and eddy di↵usivity
In this section we examine the sensitivity of the analytical and numerical solutions
discussed in §5.5.1 and §5.5.2 to the surface wind stress and the eddy di↵usivity.
In §5.3.2 the azimuthally-averaged surface wind stress ⌧(r, t) was derived from
reanalysis data (Large and Yeager, 2009). This product is poorly constrained at high
latitudes, so in Figure 5.7(a–c) we plot properties of our model solution for annual
wind stress mode amplitudes ⌧ 012 in the range of 0.02–0.05Nm
 2. Here  is fixed at
300m2 s 1. Figure 5.7(a, c) shows that ⌧ 012 has no impact on the time-mean isopycnal
profile nor the phase of the isopycnal oscillation, while Figure 5.7(b, d) indicates that
the amplitude of the oscillation varies linearly with ⌧ 012. These are both consistent
with our analytical scaling in §5.5.1. The isopycnal oscillation amplitude reaches 50m
at the boundary for an annual wind stress mode amplitude of ⌧ 012 = 0.05Nm
 2.
Direct observations of eddy di↵usivities  in the Weddell Sea or other Antarctic
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Figure 5.7: (Top row) Sensitivity of our model solution to the wind stress ⌧ 012, with
fixed  = 300m2/s. (Bottom row) Sensitivity to the eddy di↵usivity , with fixed
⌧ 012 = 0.026Nm
 2. (a, e) The time-mean isopycnal height ⌘. (b, f) Amplitude of the
isopycnal oscillation |⌘0|. (c, g) Phase lag of the isopycnal oscillation ⌘0, defined as the
time interval from the wind stress maximum to the isopycnal height maximum. (d)
Oscillation amplitude at the isopycnal outcrop for a range of wind stress strengths ⌧ 012.
(h) Oscillation amplitude at the isopycnal outcrop for a range of eddy di↵usivities .
Panels (a–c) share the legend in (b) and panels (e–g) share the legend in (f). These
solutions were computed numerically as described in §5.5.2.
coastal regions are limited, therefore the eddy di↵usivity applied in §5.5.1 and §5.5.2
was selected to ensure that the time-mean isopycnal height profile matched that shown
in Figure 5.1(c). As a basic sensitivity study, we assume that  is homogeneous
everywhere. In Figure 5.7(e–g) we plot properties of our model solution for  in the
range 200–600m2 s 1. This range was chosen so that the change in the time-mean
isopycnal height across the basin  ⌘ remains within a few hundred meters of the
observed  ⌘ ⇠ 800m. We fix ⌧ 012 = 0.026Nm 2 in all cases. Figure 5.7(e) shows
that the time-mean isopycnal height z = ⌘(r) is sensitive to , consistent with the
analytical prediction that the isopycnal vertical range satisfies  ⌘ /  1 from (5.11).
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Figure 5.7(f, g) shows that the phase of the oscillation and its amplitude in the gyre
interior are relatively insensitive to , while Figure 5.7(f, h) shows that the amplitude
at the gyre edge can have a significant dependence on . This is consistent with our
analytical scaling |⌘0| ⇠  1/2 for the oscillation amplitude at the gyre edge.
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Figure 5.8: (a–c) As Figure 5.5 but for an eddy di↵usivity  constructed via (5.17)
from linear 2-layer quasigeostrophic baroclinic instability theory. When the constant
c in (5.17) equals to 10, 50 and 100, the corresponding domain-average  is about
100 m2/s, 300 m2/s and 450 m2/s respectively. (d) The time-mean profile of  using
c = 50 as the isopycnal evolves in our model.
5.5.4 Eddy suppression by the bathymetric slope
In general, the oceanic eddy buoyancy di↵usivity  exhibits strong spatial inhomo-
geneity, both laterally and vertically (Abernathey et al., 2010; Abernathey and Mar-
shall, 2013). In particular, numerical simulations and laboratory experiments show
that  can be reduced by 1–2 orders of magnitude over steep continental slopes (Isach-
sen, 2011; Pennel et al., 2012; Stewart and Thompson, 2013). Here we attempt to
determine the e↵ect that such eddy suppression might have on the annual isopyc-
nal oscillation using a parameterization of  based on linear 2-layer quasigeostrophic
baroclinic instability theory (e.g. Mechoso, 1980; Pennel et al., 2012).
From linear 2-layer quasigeostrophic baroclinic instability theory (Stone, 1972;
Pedlosky, 1987), we parameterize the eddy di↵usivity using the growth rates of the
153
Phillips problem over a sloping bottom,
 = c   2. (5.17)
Here   is the maximum growth rate of baroclinic instability and   is the wavelength
of the most unstable mode. The parameter c is a dimensionless constant and its
value is chosen so that the change in the time-mean isopycnal height across the gyre
approximately matches the observed value of ⇠ 800m. In the Phillips problem, the
growth rate depends upon the isopycnal slope s⇢ = d⌘/dr, the bathymetric slope
sb = d⌘b/dr, the thickness of the overlying CDW layer hCDW, the thickness of the
WSDW layer hWSDW, and the reduced gravity g0 for the 2-layer system (prescribed
as 5 ⇥ 10 4ms 2). This parameterization assumes that eddy mixing of buoyancy
responds instantaneously to changes in the isopycnal slope. In reality the instability
must grow to the point that baroclinic eddies form and mix along isopycnals.
Using parameterization (5.17) with c = 50, Figure 5.8(d) shows the time-mean
profile of  as the isopycnal evolves in our model. Note that  evolves on seasonal
time scales in response to changes in isopycnal slope and layer depths. Close to the
isopycnal outcrop (hCDW/hWSDW ⌧ 1), the bathymetry is much steeper than the
isopycnal slope (|sb/s⇢|   1) so the eddy di↵usivity is suppressed due to weaker
baroclinic instability (Isachsen, 2011). Close to the gyre center the isopycnal must
flatten by (5.8a), so the eddy di↵usivity is also suppressed. Thus  reaches its maxi-
mum at mid-radius. The suppression of  close to the outcrop requires the isopycnal
to steepen locally so that the mean and eddy streamfunctions in (5.5) balance in the
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time-mean. This shape more closely resembles the observed isopycnal structure in
Figure 5.1(c) than the case with uniform .
In Figure 5.8 we plot the properties of the model solution for c in the range 10–
100. As in the case of uniform , the time-mean isopycnal height is sensitive to c.
A weaker eddy di↵usivity requires a larger isopycnal slope to produce the downward
eddy vertical velocity necessary to balance the time-mean wind-driven upwelling.
The oscillation phase is insensitive to c as in the case of uniform . Surprisingly, the
oscillation amplitude at the isopycnal outcrop (Figure 5.8(b)) is much less sensitive to
c than in the uniform- case, which seems inconsistent with our analytical scaling in
§5.5.1. This is due to the large radial gradient of , which enters as a term of the form
(1/r) · @/@r · @(r⌘)/@r in (5.7) and is neglected in our analytical solution in §5.5.1.
We find the ratio of the di↵usive terms in (5.7) is large, i.e. |(r⌘0r)/(⌘0rr)|  1, close
to the gyre boundary.
5.6 The impact of inflow/outflow of WSDW
In this section we address the impact of an inflow/outflow of WSDW on the annual
oscillation of the isopycnals in the Weddell Gyre. Our conceptual model is not capable
of describing the full three-dimensional process of WSDW formation and export, so
here we develop an azimuthally-averaged representation of the inflow to and outflow
from the WSDW layer.
5.6.1 Parameterizing inflow/outflow of WSDW
For simplicity we assume that the isopycnal z = ⌘(r, t) divides the water masses of
the gyre into two homogeneous layers: an upper layer of CDW and a lower layer
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Figure 5.9: Properties of the model solution with inflow and outflow of WSDW, as
discussed in §5.6. (a–c) As Figure 5.5 but for a range of inflow transport oscillation
amplitudes  , with ↵ = 4months. (d–f) As Figure 5.5 but for a range of phase lags ↵
between the wind stress maximum and the inflow transport maximum, with   = 4Sv.
Panels (a–c) share the upper legend, and panels (d–f) share the lower legend.
of WSDW. The primary source of WSDW is a mixture of dense shelf water (glacial
meltwater and a high-salinity shelf water caused by sea ice formation) with entrained
CDW (Orsi and Wiederwohl, 2009). We parameterize production as a total transport
Ti into the WSDW layer. Geostrophic estimates indicate that around 6 Sv of WSDW
escapes the Weddell Gyre through Orkney Passage (Naveira Garabato et al., 2002),
which is calculated by computing the geostrophic shear and estimating the barotropic
component of the flow from the LADCP data. We include in our model only the
component of WSDW that escapes via the Orkney Passage, so a typical strength
for Ti is 6 Sv. Simulations by Kida (2011) and Wang et al. (2012) show that the
WSDW inflow from the Filchner Depression often increases substantially with the
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surface wind stress because the inflow is geostrophically controlled. We parameterize
the seasonal cycle in the inflow of WSDW as
Ti(t) = T
0
i +   sin(!(t  ↵) + 5⇡/3) (5.18)
where T 0i = 6Sv, ↵ is the phase lag from the wind stress maximum, and   is the
inflow oscillation amplitude. Wang et al. (2012) found a 4-month lag between the
wind stress maximum and WSDW inflow maximum, so we use ↵ = 4months as a
reference value. There is no available estimate of the amplitude  , so we choose
  = 4Sv as a reference value.
The outflow of WSDW depends upon the thickness of the WSDW layer at the gyre
edge, where the azimuthal flow encounters the Orkney Passage in the South Scotia
Ridge. As illustrated in Figure 5.2 we assume that the WSDW outflows through
a cross-sectional area perpendicular to the edge of our circular gyre. The depth of
the Orkney Passage is around 3 km, so we assume that WSDW outflows at all radii
greater than r = rOP = 550 km, where the water column depth is roughly 3 km. The
total outflow transport is therefore
To =
Z rb(t)
rOP
(⌘   ⌘b)( v)dr, (5.19)
where v < 0 represents a cyclonic velocity.
To parameterize the azimuthal velocity v, we assume that the weak stratification
in the Weddell Gyre leads to a predominantly barotropic boundary current. This
157
agrees with Naveira Garabato et al. (2002) and Thompson and Heywood (2008),
who observed barotropic currents on the northern and northernwestern side of the
Weddell Gyre respectively. Assuming that the strength of this boundary current
adjusts instantaneously to the southward Sverdrup transport in the gyre interior,
and that its width remains constant, its velocity must be proportional to the wind
stress at the gyre edge,
v = v0
Ç
1 +
⌧12(R, t)
⌧(R)
å
, (5.20)
where the mean boundary current velocity v0 =  6 cm s 1 has been selected based on
observations (Naveira Garabato et al., 2002). This parameterization is discussed in
detail in Appendix C. The annual variability of To in (5.19) is about 3 Sv, mainly due
to variations of the outflow velocity v by around 50% over an annual cycle, whereas
the WSDW layer thickness (⌘   ⌘b) varies by roughly 10%.
Finally, the inflow Ti and outflow To must be distributed across our idealized
Weddell Gyre. Here we consider only the simplest case in which both the inflow and
outflow are evenly spread over the area ⇡r2b spanned by the isopycnal z = ⌘(r, t). We
therefore include them in the isopycnal evolution equation (5.7) as follows,
@⌘
@t
=
1
r
@
@r
r
ñ
⌧
⇢0f0
+ 
@⌘
@r
ô
+
Ti   To
⇡r2b
. (5.21)
Thus (5.21), (5.8a) and (5.8b) constitute our residual-mean model for the Weddell
Gyre with WSDW inflow/outflow.
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5.6.2 Impact of WSDW inflow/outflow on the isopycnal oscillation
We solve the extended isopycnal evolution equation (5.21) numerically using a straight-
forward extension of the numerical scheme described in Appendix B. In Figure 5.9 we
plot the time-mean isopycnal profile, oscillation amplitude, and phase lag for a range
of   and ↵. Figure 5.9(a–c) shows the sensitivity of ⌘ to   with ↵ = 4months, while
panels (d–f) show the sensitivity of ⌘ to ↵ with   = 4Sv.
The case   = 0Sv in Figure 5.9(a–c) corresponds to a constant inflow of Ti = 6Sv,
so the WSDW inflow does not a↵ect the phase and amplitude of the oscillation in
this case. The azimuthal velocity v is proportional to the wind stress maximum,
by (5.20), so in the gyre interior the isopycnal displacements caused by the WSDW
outflow and the wind-induced vertical velocities are always opposed to one another.
The oscillation induced by the outflow has an amplitude of 7.3m as compared to a
4.3m oscillation caused by the wind stress. As a result, the phase lag of the isopycnal
oscillation is approximately 9months in the gyre interior, whereas it was 3months
in the absence of a WSDW inflow/outflow. In contrast, the addition of WSDW
inflow/outflow does not modify the phase lag in the gyre’s boundary layer, but does
increase its amplitude by about 5m.
Figure 5.9 shows that the time-mean isopycnal profile does not depend on   and ↵
since (Ti   To(t)) = 0. Both   and ↵ can significantly influence the isopycnal oscilla-
tion in the gyre interior, where their variability can modify the oscillation amplitude
by 10–20m and the oscillation phase by 2–3months. At the gyre boundary   and ↵
have little impact on the phase of isopycnal oscillation but they contribute to the am-
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Figure 5.10: (a) Eight-year time series of potential temperature ( C) of WSDW ob-
served by sensor M3 moored in the northern boundary of the Weddell Sea (to the
southeast of the South Orkney Islands) at ⇠ 4100m depth (Gordon et al., 2010).
The blue dashed curve is the 30-day running mean and the black solid curve is the
annual mode. The red and green solid curves are derived from our model results
with isopycnal oscillation amplitudes of 35m and 50m respectively at the gyre edge.
The red solid curve corresponds to the case without inflow/outflow of WSDW with
 = 300m2 s 1 and ⌧ 012 =  0.035Nm 2, as discussed in §5.5.3. The green solid
curve includes a time-dependent inflow of WSDW with ↵ = 4months and   = 6
Sv, as discussed in §5.6.2. (b) The amplitude of Fourier mode of observed potential
temperature from (a) as a function of oscillation period. (c) Observed and modeled
temperature oscillation, as in panel (a), plotted alongside the azimuthally-averaged
tangential wind stress at the shelf break, given by equation (2).
plitude by 5–15m. In the reference case,   = 6Sv and ↵ = 4months, the amplitude
increases from 35m to 50m.
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5.7 Discussion
5.7.1 Comparison with data
Though the model presented here is idealized, it is instructive to compare its predic-
tions with the observed variability of WSDW in the boundary current upstream of the
outflow from the Weddell Sea. At the boundary, isopycnals may experience a vertical
isopycnal displacement on the order of 100m due to annual variability in the wind
stress. We note here that vertical displacements on this scale may easily occur on
much shorter time scales through tidal or internal wave fluctuations. The emphasis
here is on the long-term shifts in the isopycnal depths. Mooring data provides the
most reliable means to assess these annual changes in isopycnal depth.
An important contribution to our understanding of these fluctuations comes from
the moored data collected in the northern boundary of the Weddell Sea (to the south-
east of the South Orkney Islands) by Gordon et al. (2010). Figure 5.10(a) shows an
eight-year time series of the potential temperature of WSDW at 4100m obtained at
mooring M3. A 30-day running mean (blue dashed) and the annual mode (black
solid) are shown. WSDW data at shallower depths is either unavailable or modified
by mixing with Warm Deep Water (Gordon et al., 2010). However, our scaling in
§5.5.1 indicates that the WSDW isopycnal oscillation at 4100m should be similar to
the WSDW isopcynal oscillation at ⇠ 2000m. The data from 4100m therefore serves
as an approximate test of our model’s predictions.
The WSDW signal is dominated by the seasonal cycle (shown in Figure 5.10(b)),
which accounts for ⇠ 80% of the total variability. Importantly, the annual cycle of
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potential temperature reaches its warmest values around November with a tempera-
ture change of about 0.047 C across one cycle. Our idealized model predicts that the
boundary separating WSDW from CDW should be at its deepest, and so the water
at 4100m should be at its warmest, around November each year (see Figure 5.5(c)).
Our model closely captures the phase lag between annual wind stress variations and
changes in WSDW properties at the boundary. Note that the phase of the oscilla-
tion at the gyre edge is a robust feature, being essentially independent of all model
parameters.
Our model predicts that the temperature maximum close to the gyre boundary,
where the moorings of Gordon et al. (2010) were situated, lags the wind stress max-
imum by 5 months. Yet Jullion et al. (2010) found a 5-month lag between the wind
stress maximum and the WSDW temperature maximum in the Scotia Sea, which is
2–4 months transit time from the Weddell Gyre (Meredith et al., 2011). A plausible
explanation takes into account that the phase varies rapidly across the gyre boundary
layer. Thus a mean phase lag across the boundary is closer to 3 or 4 months rather
than the 5 month lag predicted at the gyre edge. Given that enhanced diapycnal
mixing in the deep Scotia Sea will tend to smear any gradients of WSDW properties
(Naveira Garabato et al., 2004), we estimate that the WSDW temperature maximum
in the Scotia Sea should lag the wind stress maximum by 3 months plus the transit
time through the Orkney Passage. This yields an estimate of 5–7 months lag between
the wind stress maximum and the WSDW temperature maximum in the Scotia Sea,
which is broadly consistent with the findings of Jullion et al. (2010).
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Using typical parameters our model predicts that the WSDW isopycnal should
undergo a total vertical displacement of around ⇠ 70–100m, as discussed in §5.5
and §5.6. For a typical temperature profile for the northern Weddell Gyre (e.g. see
Figure 1 of Gordon et al., 2010) this corresponds to a temperature change of 0.028–
0.04 C in the depth range 2–4 km spanning the core of WSDW (Gordon et al., 2001).
Based on this estimate, the model explains 60%–85% of the amplitude in the moored
data, shown in Figures 5.10(a) and 5.10(c). Within realistic parameter ranges, e.g. an
eddy di↵usivity of 200m2 s 1, a wind stress of ⌧ 012 = 0.04Nm
 2 and a time-dependent
inflow/outflow with   = 4Sv, ↵ = 4months, the outcrop isopycnal displacement can
reach ⇠ 130m.
Our model only accounts for the mean and annual modes of the wind variability.
However, Figure 5.4(d) shows that the semiannual mode may also make a significant
contribution. Extending our analysis in §5.3.2, the semiannual mode of the wind stress
can be approximated as ⌧ 06 (r/R) · sin(!6t + 11⇡/6), where ⌧ 06 =  0.011Nm 2 and
!6 = 4⇡ yr 1. If this mode is included in (5.2a), the isopycnal oscillation amplitude
at the boundary increases by 10%–20%, and its phase changes by roughly 10 days.
5.7.2 Model limitations
A number of important processes receive limited or no treatment in our current
model. First, we assume that surface forcing comes from wind stress alone. In reality,
buoyancy forcing, due to growth and melt of sea ice and air-sea fluxes, also plays
a critical role in driving seasonal fluctuations of the Weddell Gyre’s stratification.
This aspect merits further study. Our goal of developing a conceptual model of
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the Weddell Gyre led us to generate azimuthal averages of both wind stress and
gyre bathymetry, whereas it is known that local bathymetric features can influence
transport through modification of the boundary currents and cross-slope transport.
The boundary geometry can also influence eddy di↵usivities. These dynamics are only
explored briefly in the current study, but in general are not well understood and are
a topic of active research (Pennel et al., 2012; Stewart and Thompson, 2013). Using
observed wind data rather than reanalysis wind data might also improve the model,
although at this level of idealization it would be unlikely to produce qualitatively
di↵erent results.
The reanalysis surface winds from Large and Yeager (2009) do not account for
modifications in momentum transport between atmosphere and ocean related to sea
ice. Fujisaki et al. (2010) shows that the inclusion of sea ice always leads to an
increase in stress at the ocean surface, within a range of 0–50%. This is true even
if the sea ice concentration is 100% (see their Figure 11b). Thus our study may
underestimate the wind stress magnitude in the Weddell Sea. Peaks in surface wind
stress and Antarctic sea ice extent are o↵set by roughly three months (Polvani and
Smith, 2013) (maxima in June and September, respectively). Furthermore, sea ice
coverage of the Weddell Gyre varies between roughly 50% and 100% in summer and
winter, respectively (Parkinson and Cavalieri, 2012). An extreme scenario would
assume that sea ice always increases the e↵ective wind stress by 50%, leading to
a gyre-averaged increase in wind stress of ⇠25% in summer and ⇠50% in winter.
This modification enhances the wind stress annual mode amplitude by around 40%
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and shifts the wind stress peak by around two weeks. This is consistent with the
upper end of the range of wind stress magnitudes examined in our sensitivity study
in §5.5. While the coupling with sea ice is likely necessary for predicting the timing
and properties of exported water masses, these changes do not fundamentally a↵ect
the dynamics discussed in this study.
In this study we have specifically focused on seasonal variability. While our model
dynamics would predict a long-term warming of exported Weddell waters in response
to steadily increasing wind stress curl, we are cautious about extrapolating these re-
sults to decadal trends due to our poor understanding of mesoscale variability in these
regions. It is conceivable that long-term trends in wind forcing may be compensated
by enhanced eddy di↵usivities as lateral gradients in the stratification adjust, as has
been argued to occur in the ACC (Munday et al., 2013). A fixed eddy di↵usivity is a
poor representation of these dynamics. Furthermore, at longer time scales, baroclinic
adjustment through Rossby waves (Anderson and Gill, 1975), which are not included
in this analysis, may become important. We suggest that longer term variability
should be investigated using an eddy-resolving model.
In §5.6, the inflow/outflow of WSDW are assumed homogeneous in the whole
domain. In reality the e↵ect of this inflow/outflow should be most pronounced close
to the gyre boundary. We tested an alternative parameterization in which the inflow
and outflow were localized to the radii spanned by the Orkney Passage, but found
that it increased the oscillation amplitude at gyre boundary by at most ⇠ 10m.
Accounting for diapycnal mixing may be expected to modify the isopycnal evo-
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lution equation (5.7), breaking mass conservation (5.9) in the WSDW layer. The
dynamical significance of the diapycnal mixing term (v hbiz)z in (5.3) may be esti-
mated by comparing it to advection by the mean streamfunction J(h i , hbi).
J( †, hbi) = (v hbiz)z . (5.22)
For typical scales z ⇠ 1000m, r ⇠ 680 km, ⌧ ⇠ 0.03Nm 2, f0 ⇠ 10 4 s 1, ⇢0 ⇠
1000 kgm 3, and v ⇠ 10 5m2 s 1 (Ledwell et al., 1993), we find that the ratio
of diapycnal mixing to mean advection terms is around 0.02. Thus we expect the
evolution of the isopycnal z = ⌘(r, t) to be dominated by advection by the mean and
eddy streamfunctions. If diapycnal mixing is enhanced z ⇠ 10 4m2 s 1 then the
ratio may be as large as 0.2. However, close to the gyre edge the eddy advection
term dominates the evolution of ⌘, and is an order of magnitude larger than mean
advection, so we expect diapycnal mixing to have minimal impact on our results.
5.7.3 Model implications
Our model indicates that an interplay between the wind stress and the mesoscale
eddy fields may influence properties of exported WSDW. From a dynamical stand-
point, this model has a number of similarities to recent work carried out in an Arctic
context arguing for the importance of variability in boundary currents on the larger-
scale circulation (Spall, 2004). Our results remain consistent with a gyre interior
that is governed by Sverdrup dynamics (Gordon et al., 1981). The novel aspect of
this study points to the key adjustment to wind stress variability permitted by a
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energetic mesoscale eddy field at the gyre boundary. Representation of these wind
and eddy contributions through RMT results in a better agreement with observed
isopycnal variability than could be achieved through classic adjustment via Rossby
waves (Anderson and Gill, 1975).
The mechanism via which the WSDW isopycnal achieves relatively large verti-
cal displacements at the gyre boundary is somewhat counter-intuitive, and warrants
further explanation. The annual component of the wind stress oscillates with al-
most uniform phase across the gyre, inducing either uniform upwelling or uniform
downwelling depending on the season. From (5.6) we estimate that the time scale
for the eddy response to this forcing over the radius of the gyre is R2/ ⇠ 50 yr for
 = 300m2 s 1, much longer than the one-year time scale of the wind variations. We
therefore expect the isopycnal oscillation to be dominated by the uniform wind-driven
upwelling/downwelling. However, uniform upwelling or downwelling is prohibited by
mass conservation (5.9), so a narrow gyre-edge boundary layer forms with an isopy-
cnal oscillation opposing that in the gyre interior. The width of this boundary layer
may again be estimated from (5.6) as Wbl =
»
/! ⇠ 40 km.
As detailed in §5.5.1, the annual component of the wind-driven vertical velocity is
uniform and has a maximum amplitude of |w0wind| = 2⌧ 012/(⇢0f0R). Thus the maximum
wind-driven displacement of the isopycnal should scale as ⌘0wind ⇠ 2⌧ 012/(⇢0f0R!),
which agrees with the analytical solution in the gyre interior (5.16a). It follows that
the maximum wind-driven increase in mass beneath the isopycnal scales as  Mwind ⇠
⇡R2 ·⌧ 012/⇢0f0R!. To conserve mass, there must be an opposing eddy-driven displace-
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ment of the isopycnal  Meddy =   Mwind in the boundary layer, which occupies a
surface area of approximately Abl = 2⇡RWbl. Thus the eddy-driven boundary layer
isopycnal displacement should scale as ⌘0eddy ⇠   Mwind/Abl ⇠  ⌧ 012/(⇢0f0
p
!),
which agrees with our analytical solution for the boundary layer (5.16b). Due to the
narrow boundary layer width Wbl, the amplitude of the boundary layer oscillation is
an order of magnitude greater than in the interior, |⌘0eddy/⌘0wind| ⇠ 2R
»
!/ ⇡ 10.
This mechanism is illustrated in Figure 5.11.
Our model shows that the representation of mesoscale eddy dynamics at the gyre
boundary can significantly impact the prediction of WSDW export. Eddy variability
over sloping topography remains poorly understood (Stewart and Thompson, 2013).
Interactions with local bathymetric features, such as the Orkney Plateau, add further
complications (Nøst et al., 2011). Resolving this variability in both models and
observations is critical to arrive at a clearer description of Weddell Gyre dynamics
and its contribution to the global MOC.
5.8 Conclusion
This study takes an idealized approach to the dynamics of the Weddell Gyre, moti-
vated by recent evidence that mesoscale variability plays a key role in setting gyre
properties and even global circulation properties. The key results are:
1. Using residual-mean theory we develop an azimuthally-averaged model of an
idealized Weddell Gyre. Our model accounts for changes in the shape of the
isopycnal separating WSDW from CDW due to surface wind stress, eddy buoy-
ancy fluxes, WSDW inflow from the Antarctic shelves, and WSDW outflow to
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∂η
∂ t
≈ w ′eddy
isopycnal
z = η
topography
z = ηb
Figure 5.11: Schematic of large-amplitude isopycnal oscillations generated at the gyre
boundary. In the gyre interior, the isopycnal upwelling (downwelling) is controlled
by Ekman pumping/suction driven by a uniform surface wind curl. To conserve the
mass of the WSDW layer mesoscale eddies act to downwell (upwell) the isopycnal in
a narrow boundary layer. The boundary layer occupies a much smaller area of the
isopycnal surface, so the amplitude of the oscillations is much larger than in the gyre
interior. The boundary layer width is set by the strength of the mesoscale eddies and
the frequency of the wind stress variability, which is predominantly annual.
the Scotia Sea.
2. The azimuthally-averaged wind stress curl is approximately uniform and oscil-
lates almost in phase, leading to a spatially-uniform annual cycle of upwelling/
downwelling driven by Ekman pumping. Mass conservation beneath the WSDW
isopycnal requires that this oscillation be compensated by eddy-driven down-
welling/upwelling in a narrow boundary layer, resulting in much larger isopycnal
excursions close to the gyre edge.
3. Our model robustly predicts a phase lag of 5 months between the wind stress
maximum and the density minimum at the gyre edge, which agrees closely with
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observations in the northern Weddell Sea (Gordon et al., 2010). For typical
parameters the model’s isopycnal oscillation explains at least 50% of the ampli-
tude of the observed temperature variations. This phase lag may be sensitive
to modifications in surface momentum fluxes due to seasonal sea ice coverage.
5.9 Appendix A: The isopycnal evolution equation
Here we derive an evolution equation for the azimuthally-averaged isopycnal height
z = ⌘(r, t) from the adiabatic residual-mean equations in a cylindrical basin. We
start by noting that the residual velocity field is non-divergent by (5.4),
r · u† = 1
r
@ ru†
@r
+
@w†
@z
= 0. (5.23)
Integrating (5.23) from the ocean bed z = ⌘b(r) to the WSDW isopycnal z = ⌘(r, t)
and applying Leibniz’s rule, we obtain
1
r
@
@r
ñ
r
Z ⌘(r,t)
⌘b(r)
u†dz
ô
  1
r
@⌘
@r
î
ru†
ó
z=⌘(r)
+
1
r
d⌘b
dr
î
ru†
ó
z=⌘b(r)
+
î
w†
ó⌘(r,t)
⌘b(r)
= 0. (5.24)
Equation (5.3) states that the azimuthally-averaged buoyancy is materially con-
served following the residual velocity, so fluid parcels located on the WSDW isopycnal
z = ⌘(r, t) will always remain on that isopycnal, i.e.
D†
Dt
(z   ⌘) = 0 at z = ⌘(r, t), (5.25)
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where D†/Dt = @/@t + u† · r is the residual-mean material derivative. As w† =
D†z/Dt, (5.25) can be rewritten as
w†
   
z=⌘
=
@⌘
@t
+ u†
   
z=⌘
@⌘
@r
. (5.26)
We also require that there be no flow normal to the ocean bed,
 † = 0, or u† ·r(z   ⌘b) = 0 at z = ⌘b(r). (5.27)
Using (5.26) and (5.27) to evaluate the rightmost term on the left-hand side of (5.24),
we obtain
@⌘
@t
=  1
r
@
@r
ñ
r
Z ⌘(r,t)
⌘b(r)
u† dz
ô
. (5.28)
Finally, we use the definition u† =  @ †/@z from (5.4) to evaluate the integral on
the right-hand side of (5.28) as
@⌘
@t
=
1
r
@
@r
Å
r †
   
z=⌘(r,t)
ã
. (5.29)
5.10 Appendix B: Numerical scheme for a curved basin
This Appendix describes the numerical scheme for our residual-mean evolution equa-
tion (5.7). This derivation may be extended trivially to include the inflow and outflow
of WSDW, as in (5.19). The outcrop position r = rb(t) changes with time, and must
be tracked as part of the solution. To achieve this we perform a coordinate transfor-
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mation from r to
 (r, t) =
R
rb(t)
r. (5.30)
For convenience we define the thickness of the WSDW layer as h( (r, t), t) = ⌘( (r, t), t) 
⌘b( (r, t)). In ( , t) coordinates derivatives with respect to r and t may be evaluated
using the chain rule as
@h
@r
     
t
=
R
rb
@h
@ 
     
t
,
@h
@t
     
 
=
 
rb
drb
dt
@h
@ 
     
t
+
@h
@t
     
r
. (5.31)
By substituting (5.31) into (5.7) we obtain an evolution equation for the layer thick-
ness h in ( , t) coordinates,
@h
@t
     
 
=
R
rb
1
 
@
@ 
 
Ç
⌧
⇢0f0
+
R
rb

@⌘
@ 
å
+
 
rb
drb
dt
@h
@ 
. (5.32)
The first term on the right-hand side of (5.32) is simply the radial divergence of the
residual vertical velocity, corresponding to the right-hand side of (5.7). The second
term accounts for the fact that changing rb changes the mapping between r and   by
(5.30), leading to a mass redistribution in ( , t) space. Note that h(  = R, t) = 0 by
definition, so @h/@t| =R = 0. Inserting this into (B2) we obtain an evolution equation
for rb in ( , t) space,
drb
dt
=  
@
@ 
 
Ç
⌧
⇢0f
+
R
rb

@⌘
@ 
å
R
@h
@ 
         
 =R
. (5.33)
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Here we have replaced   with R outside of derivatives with respect to  .
We solve numerically using regular array of points { i | i = 0, . . . , N} with  0 = 0
and  N = R. Equation (5.32) provides an evolution equation for the layer thicknesses
{hi | i = 0, . . . , N   1} and (5.33) allows us to evolve the outcrop position rb. We
discretize all derivatives using second-order centered finite di↵erences. The boundary
conditions (5.8a) and (5.8b) are used to set ghost points   1 and  N+1 at each time
step, allowing us to evaluate centered finite di↵erences at  0 and  N . The grid
resolution is 1 km and the time step is 960 s, chosen to ensure that the CFL criterion is
satisfied. We have verified that the numerical solution convergences under refinement
of the numerical grid, and also converges in parallel with a finite-volume scheme for
the same equations. We present the results of the finite-di↵erence scheme because
it can track the outcrop position rb(t) with much greater accuracy, while closely
conserving mass in the WSDW layer.
5.11 Appendix C: Boundary current parameterization
Beckmann et al. (1999) present model evidence from the BRIOS GCM that the Wed-
dell Gyre transport exhibits a pronounced annual cycle correlated with the local
wind stress curl. Here we parameterize the western boundary current using the clas-
sic Stommel/Munk model for barotropic wind-driven gyre (Vallis, 2006). We neglect
the baroclinic component of the boundary current because the baroclinic adjustment
timescale is on the order of years (Anderson and Gill, 1975). We also note that the
barotropic component dominates the transport close to the Orkney Passage due to
the weak stratification (Naveira Garabato et al., 2002) .
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In the gyre interior, the wind stress curl drives a southward Sverdrup flow
R
u(y) dz =
(r⇥ ⌧ eˆ✓)/(⇢0 ), where u(y) is the meridional velocity. In our model this flow is
spatially uniform because we impose an azimuthally-symmetric wind stress with uni-
form curl r⇥ ⌧ eˆ✓ = 2⌧ |r=R/R from (5.2a)–(5.2b). We represent the outflow of
WSDW through the Orkney Passage by calculating the boundary current transport
through a radial section ✓ = ✓OP , r > rOP across our idealized Weddell Gyre (see
Figure 5.2). We assume that the azimuthal western boundary current transport bal-
ances the total southward Sverdrup transport at the latitude of the Orkney Passage,
TSv = 4 cos(✓OP )⌧ |r=R/⇢0 .
For simplicity we approximate the boundary current as a spatially-uniform az-
imuthal velocity at radii greater than r = rbc, which is assumed to encompass the
Orkney Passage, rbc < rOP . The azimuthal mass flux in the boundary current is
Tbc =
R R
rc vbc( ⌘b)dr, where vbc, Tbc < 0 describe a cyclonic (northward) transport.
Requiring that the Sverdrup and boundary current transports balance, TSv = Tbc, we
obtain
vbc =
4 cos(✓OP )⌧ |r=R
⇢0 
R R
rbc
( ⌘b)dr
. (5.34)
The only unknown on the right-hand side of (5.34) is the boundary current extent
rbc. However, classic Stommel/Munk theory indicates that the boundary current
width should be independent of the wind stress curl (Vallis, 2006). Thus, given rbc
equation (5.34) simply relates vbc and ⌧ |r=R via a constant of proportionality. Rather
than try to parameterize ✓OP and rbc to match the geometry of the real Weddell
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gyre, we instead take a typical boundary current speed for v0bc =  0.06m s 1 from
observations (Naveira Garabato et al., 2002), and assume that rbc is su ciently broad
to accommodate the necessary transport Tbc. We can therefore simplify (5.34) as
vbc = v
0
bc
Ç
1 +
⌧12|r=R
⌧ |r=R
å
. (5.35)
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Conclusion
1, About Ocean Deep Convection
In the first part of this thesis, we study the ocean deep convection. We reveal
that for polar oceans that typically have a quasi-two-layer stratification during the
wintertime, thermobaricity and cabbeling are crucial energy sources for powering the
deep convection. Our studies provide a big caveat to the physical oceanography com-
munity that most people still treat ocean convection as mainly caused by traditional
Rayleigh-Taylor instability. Our studies illustrate the following contrasts between the
thermobaricity-cabbeling-powered convection and the traditionally-considered con-
vection. (i) The former occurs in a quasi-two-layer ocean as required for the pro-
duction of OCAPE and the cabbeling acceleration, while the later occurs in a quasi-
homogeneous ocean. The e↵ects of OCAPE and cabbeling become stronger for a
larger contrast of temperature between the two layers. Most ocean deep convection
occurs in wintertime polar oceans, where the stratification is widely observed to be
quasi-two-layer (Gordon and Huber, 1995; Schott et al., 1993). The Weddell and Ross
seas typically have a larger temperature contrast between the two layers than in the
Greenland and Labrador Seas. (ii) Surface buoyancy forcing is important for both
cases. However, the latter requires the buoyancy forcing to reduce the stratification
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to below zero (i.e., N2 <0) and become Rayleigh-Taylor unstable. In contrast, the
former requires the buoyancy forcing to reduce the stratification to be small enough
but still stably stratified (N2 >0, see chapter 2), and the nonlocal OCAPE release and
the cabbeling e↵ects can take control and induce deep convection. (iii) The former
occurs by much faster timescales and stronger strength (⇠ days, ⇠ 5-10 cm/s) than
the latter oceans (⇠ weeks-months, ⇠ 1-3 cm/s). This is because the former has a
much larger threshold of PE than the latter, due to the quasi-two-layer stratification,
and hence the former can hold large amounts of OCAPE and releases it abruptly in
a strong magnitude.
Our thesis reveals a severe challenge for current climate models to represent the
climatic roles of deep convection, as detailed below. Ocean deep convection typically
occurs very locally, i.e., with convective plumes of a horizontal scale ⇠0.1-10 km.
Current large-scale ocean models are unable to resolve these convection events. They
use some convective mixing scheme (e.g., KPP) to parameterize convection e↵ects.
Our thesis shows that these convective schemes can kill real physical signals of the
OCAPE-cabbeling-powered convection (Chapter 3). This is because the release of
OCAPE requires the nonlocal (0.5-1 km) vertical rearrangement of fluid parcels, while
the current convective schemes typically apply strong local diapycnal mixing in the
vertical wherever the water column is statically unstable. The convective schemes
can also significantly miss the timing of the start of convection event, since they can
not represent the cabbeling instability that often triggers the deep convection at 0.01-
0.1km lengthscale. Therefore, current ocean GCMs may significantly underestimate
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the strength of ocean convection and the consequent deep water formation and vertical
heat/salt transports (see Chapter 3). The possible solution of this problem should be
improving the convective parameterization in ocean GCMs to account for OCAPE
and cabbeling instability, since it is still far away for the GCMs to reach a resolution
(⇠1-10 m) that resolves deep convection.
But how important is thermobaricity-cabbeling-powered convection in contrast to
the traditionally-considered convection? A potential method to estimate this impor-
tance is to plot the global map of OCAPE (especially during winter season in each
hemisphere) using assimilated data like ECCO2. Our initial steps actually show the
presence of a significant 600km-scale OCAPE pattern in the winter Weddell Sea. Our
next step is to use a nonhydrostatic plume-resolved 3D model to simulate the pos-
sibility that this OCAPE pattern can be triggered to power strong basin-wide deep
convection and cause significant impacts (similar to Chapter 3 but using a 3D model).
Currently the direct observation for deep convection is rare and di cult (e.g., in win-
ter Weddell Sea), which significantly limits our understanding for these associated
processes. It is possible that using seagliders or Argo floats may improve the related
observations.
The Weddell Sea is a key region for the production of AABW. Currently there is
little observation that provides the estimate of the contribution of open-ocean deep
convection in contrast to the processes around the continental margins for the Weddell
Sea. Certain climate modeling shows that the contribution of the former is about 20%
(K. Snow 2016, personal communication). Our Chapters 2 and 3 demonstrate that
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open-ocean deep convection occurring in the Weddell Sea is most likely to be pow-
ered by OCAPE and cabbeling instability. Further, as shown above, current climate
modeling would most likely largely underestimate the strength of open-ocean deep
convection and hence the resulting AABW formation. Therefore, OCAPE-cabbeling-
powered deep convection is likely to contribute more than 20% of the AABW for-
mation, which is significantly and should certainly be better represented in climate
models.
2, About APE
APE is an important concept because the geostrophic turbulence accounts for
more than 80% of the KE in the World Ocean (Ferrari and Wunsch, 2008) and APE
is the key local energy source for turbulence through baroclinic instability. However,
the traditionally defined Lorenz APE or QG APE shows the large-scale baroclinicity
rather than the local baroclinicity. Therefore, they are di cult to directly characterize
the EKE. The usual approach for discussing baroclinic instability, and the interaction
between eddies, bathymetry and standing meanders includes using PV dynamics,
Eady growth rate and the energy fluxes in the Lorenz diagram (Thompson, 2010;
Chen et al., 2014). In contrast to energy fluxes, our defined eddy-size-constrained
APE density (Chapter 4) is derived from a snapshot of stratification data (rather than
a time series of data as required to derive energy flux). It can directly reflect the local
baroclinicity at around the eddy scale and it truly represents the maximum magnitude
of PE available to be locally converted to EKE through baroclinic instability, although
in reality only part of local APE can be converted to EKE in the steady state. Our new
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APE concept clearly shows the rich signature of eddies in the stratification through
the thermal wind relations, although it can also be induced by the local bathymetry
features and the breaking of mean APE into eddy APE via baroclinic instability, etc.
The current satellite observations can only (partly) deliver the information of
geostrophic turbulence on the ocean surface, e.g., through the remote sensing of
SSH and SST. To deliver the eddy information at ocean depths, it is potentially
useful to use the stratification observations from Argo floats to map the global eddy-
size-constrained APE density (our Chapter 4 only shows the related map from the
simulation data). This will give us the eddies’ signature in the stratification.
The energy partitioning of local eddies, i.e., EKE vs our defined eddy-size-constrained
APE, can be a useful quantity to investigate the interaction of eddies with local
bathymetry and standing meanders. For example, above the ridges or the slope, the
local APE (baroclinicity) can be high but the EKE is low due to the suppression of
baroclinicity by bathymetry. Essentially, baroclinic instability requires the horizontal
shear of PV to change sign vertically, while the EKE and local APE are represented by
the relative vorticity and the stretching term in the PV budget, respectively. Quan-
tifying this energy partitioning (EKE vs local APE) as a function of bathymetry and
understanding the mechanism behind are important and should be investigated in a
future study.
3, About High-latitude Gyre Dynamics
The gyre dynamics, as discussed in Chapter 5, is nonlinearly controlled by local
wind and geostrophic turbulence, especially when the e↵ects of local bathymetry
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and eddy saturation are involved. The dynamics in reality can be more complicated
in the presence of tides-induced diapycnal mixing around the continental shelves
(Flexas et al., 2015), which is neglected in our study. These factors together drive
the Antarctic Slope Front, the gyre boundary currents, the heat exchange between
ocean and the ice shelf (Stewart and Thompson, 2013), and the export of AABW (Su
et al., 2014).
High-latitude gyre dynamics may be treated as an isolated system to a certain
extent (as in our Chapter 5). However, the gyre can significantly interact with
the global MOC (and hence climate) especially through the export/import of wa-
ter masses (AABW, CDW) and sea ice. Since currently the strongest wind trend
occurs on the ACC area, an important question related to climate change is to un-
derstand how this local wind trend may nonlocally influence the processes around
the Antarctic ice shelves (i.e., heat exchange, AABW production). This should be
investigated using a model that resolves the turbulent flows around the ice shelves,
which is lacked in most climate models. Understanding the coupling between the
ACC and the Weddell gyre dynamics is crucial for the prediction of future Antarctic
ice trend.
It is interesting to consider the coupling between ocean convection, gyre dynamics,
and the sea-ice. Ocean deep convection can induce heat upwelling and melt sea-ice
(i.e., Polynya), while the gyre flow and the wind can circulate the sea-ice. On the
other hand, sea-ice can influence the momentum input from wind to the gyre. The
sea-ice related brine-rejection could influence the gyre budget of buoyancy. Note that
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the resolving of sea-ice in a model is important to accurately represent the surface
cooling fluxes (Newsom et al., 2016). Finally, the vertical undulation of isopycnals (⇠
hundreds of meters) due to turbulence and wind variability (Chapter 5) may trigger
the release of OCAPE and hence deep convection.
The dynamics around the Antarctic continental slope are very important since
they dominate the production of AABW and controls the ice budget. However, the
dynamics there are special and have been poorly understood. This area typically
has a very small deformation radius (⇠ 1-5 km) due to the shallowness of ocean
above the slope and the weak stratification there. This means that an extremely high
resolution model is required to resolve the turbulence there. It often has a strong
surface buoyancy forcing (brine rejection, cooling), wind forcing, local mixing (e.g.,
the production process of AABW), rich bathymetry features, and a small aspect ratio
( 1/100, due to a large continental slope). It is not clear whether thermobaricity
and cabbeling can significantly modulate the production of AABW in the mixing
process and modulate the acceleration of AABW flows along the continental slope. It
is uncertain whether frontogenesis and the mixed layer instability play a role there in
shaping the vertical heat transport. These interesting questions should be investigated
in the future.
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