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Abst ract - -Th is  is a report of research carried out during 1992 and 1993 in which three different 
automated reasoning programs--DDPP, FINDER, and MGTP--were applied to a series of exhaus- 
tive search problems in the theory of quasigroups. All three of the programs ucceeded in solving 
previously open problems concerning the existence of quasigroups satisfying certain additional con- 
ditions. Using different programs has allowed us to cross-check the results, helping reliability. We 
find this research interesting from several points of view: first, it brings techniques from the field 
of automated reasoning to bear on a rather different problem domain from that which motivated 
their development; second, investigating such hard problems leads us to push the limits of what our 
systems have achieved; and finally, it involves us in serious philosophical issues concerning essentially 
computational proofs. 
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1. CONCERNING QUASIGROUPS 
1.1. Definitions 
A quasigroup is simply a cancellative groupoid. That is, the algebra has a binary operation 
whose "multiplication table" forms a Latin square. That is, again, each row and each column of 
the table is a permutation ofthe elements of the algebra. Interest attaches to many classes of finite 
quasigroups, partly because they are very natural objects in their own right and partly because 
of their relationships to design theory. Quasigroups raise many hard combinatorial problems, 
parts of which are often approached computationally. 
The early stages of this research were reported briefly in [1] but the more substantial recent work has not yet been 
reported. We are grateful to the editors of this journal for providing the opportunity to publish a fuller account. 
The exposition of Section 1.2 draws heavily on [2]. We express our significant indebtedness to Bennett, not only 
for his co-authorship of [1] and [2] but also for his helpful comments at many stages of our research. 
*Research supported by National Science Foundation under Grant CCR-8922330. 
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In tuple-talk, then, a quasigroup is a pair (Q, o), where Q is a set, o a binary operation on Q, 
and 
aob=aoc=~b=c,  
aoc=boc~a=b.  
Two quasigroups (Q, o) and (Q, *> over the same set Q are said to be orthogonal iff for all elements 
a, b, c, and d of Q 
aob=cod^a,b=c*d~a=c^b=d.  
Hence, <Q, o) and (Q, .)  are orthogonal iff for all elements x and y there exist (unique) a and b 
such that a o b = x and a * b = y. Let these be picked out by "row" and "column" functions r
and c, respectively. Then, clearly, orthogonality amounts to the existence of r and c such that 
for all a and b 
r(a, b) o c(a, b) = a, 
r(a, b) * c(a, b) = b, 
or equivalently for all a and b 
r(aob, a ,b )  = a, 
c(aob, a ,b )  = b. 
Note that (Q, r) and (Q, c) are also an orthogonal pair of quasigroups over Q. 
Evidently, where (Q, o) is any quasigroup and a and x any elements, there exists a unique b 
such that a o b = x. We may, therefore, associate with (Q, o) the function * such that a * x = b 
iff a o b -- x. It is easy to see that (Q, * / i s  also a quasigroup, and moreover that it shares certain 
properties with (Q, o): for example, if one of them is idempotent, hen both are. (Q , , / i s  one of 
the six conjugates of (Q, o). These are defined by the six operations Oijk where i, j ,  and k are 
distinct members of {1,2, 3}. 
X o123 y ~- Z < :~ xoy  = z 
xo213 y = z ~ yox  = z 
x o132 y = z ~, :~- x o z = y 
xo312Y-=Z~,  ,~ . .yoz :x  
xo231Y~Z. ' ,  ; . zoxmy 
x o321 y = z < :- z o y = x .  
We shall refer to (Q, oijk) as the (i,j, k)-conjugate of (Q, o>. 
It sometimes happens that a quasigroup is orthogonal to one of its own conjugates. Here is 
one of the smallest examples, a quasigroup of Order 3 and its (3, 2, 1)-conjugate. 
o 1 2 3 
1 1 3 2 
2 2 1 3 
3 3 2 1 
0321 1 2 
1 1 2 
2 2 3 
3 3 1 
We say that such a quasigroup is (3, 2, 1)-conjugate-orthogonal and, generally, that a quasi- 
group orthogonal to its (i, j, k)-conjugate is (i, j, k)-conjugate-orthogonal. A (2, 1, 3)-conjugate- 
orthogonal quasigroup is commonly said to be self-orthogonal. We follow standard conventions 
(as for example in [2]) in referring to an (i, j, k)-conjugate-orthogonal Latin square (quasigroup) 
of Order v as an (i, j, k)-COLS(v) and to an idempotent one as an (i, j, k)-COILS(v). 
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1.2. Some Prob lems 
By the spectrum of a type of algebra, we mean the set of v such that there exists such a struc- 
ture of Order v. The spectra of ( i , j ,  k)-COLS are known: (3, 1, 2)-COLS(v), (2, 3, 1)-COLS(v), 
(3,2, 1)-COLS(v) and (1, 3,2)-COLS(v) exist for all positive integers v ¢ 2,6, while (2, 1, 3)- 
COLS(v) exist for all positive integers v ¢; 2, 3, 6, [2, pp. 44-45]. Of course, (1,2, 3)-COLS(v) 
cannot exist except trivially for v = 1. The existence problems for COILS are not so completely 
solved, except for the case of (2, 1,3)-COILS(v) which is equivalent to that for (2, 1, 3)-COLS(v), 
[2, p. 48]. It is known [2, p. 51] that (3, 2, 1)-COILS(v) and equivalently (1, 3, 2)-COILS(v) exist 
for all positive integers v :fi 2,3,6 with the possible exception of v = 12. It is also known 
[2, p. 53] that (3, 1, 2)-COILS(v) and equivalently (2, 3, 1)-COILS(v) exist for all positive integers 
v ¢ 2, 3, 4, 6 with the possible exceptions of v = 10, 12, 14, 15. Hence, the v constituting open 
problems in the spectra of (i, j, k)-COILS are all rather small, raising the hope that a brute-force 
computation may suffice to complete the theorems. 
One way of producing COLS and COILS is to generate them as models of certain equations 
that are known to imply some case of conjugate-orthogonality. One of the most interesting of 
such equations is (ba.b)b = a, which received a sustained investigation in [3] and which has the 
property that all of its quasigroup models are (2, 3, 1)-, (3, 1, 2)- and (3, 2, 1)-conjugate orthogonal. 
Its spectrum is stated in [2,3] to consist of all positive integers with the exception of 2 and 6 
and the possible exception of 10, 14, 18, 26, 30, 38, 42, and 158. The existence of idempotent 
models is in rather more doubt. The same papers list 2, 3, 4, and 6 as the known exceptions 
and details 56 possible exceptions, the largest of which is 174 and the smallest 9, 10, and 12-16. 
Computer generation of small idempotent models of equations is generally feasible, so there are 
good possibilities for improving the known spectrum of (ba.b)b = a by computational means. 
Recall that orthogonal pairs of quasigroups are those admitting the r and c functions noted 
above. Now in the special case of a self-orthogonal quasigroup, we can assume that a*  b is .just 
b o a, fl'om which it follows that c(a, b) is r(b, a) as well. Hence, the above equations reduce in 
the special case to 
r (aob ,  boa)  =a,  
r(a,b) o r(b,a) = a. 
Two even more special cases are given by identifying o with r on the one hand and identifying o 
with c on the other. These yield, respectively, the equations 
(aob)  o (boa)  =a,  
(aob)  o (boa)  =b.  
Either of these is therefore sufficient (though not, of course, necessary) to force (Q, o) to be self- 
orthogonal; ab.ba = a is known as Schr6der's econd law and its quasigroup models as Schr6der 
quasigroups; ab.ba = b is known as Stein's third law. Idempotent models of these identities are 
of particular interest for their equivalence to various combinatorial structures. It is noted in [2] 
that idempotent Schr6der quasigroups have the same spectrum as a class of "triple tournaments" 
introduced by Baker in [4]. A similar correspondence between Stein's third law and directed 
tournaments i also made in [4], and equivalence to the spectrum of (v, 4, 1)-perfect Mendelsohn 
designs was shown in [5]. 
As stated in [2], the spectrum of Schrhder quasigroups consists of all positive integers v -- 0 or 1 
(rood 4) except v = 5 and possibly excepting v = 12. That of idempotent Schrhder quasigroups 
is the same with the additional exception of v = 9. The spectrum of Stein's third law is the set 
of all positive integers v -= 0 or 1 (mod 4) except possibly v = 12. There are idempotent models 
of all orders except v = 4, v = 8, and possibly v = 12. 
Two more,, equations whose spectrum is in doubt are ab.b = a.ab (known as Schr6der's first law) 
and ba.b = a.ba. Each of these forces all of its models to be idempotent, so there is no separate 
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existence question for the idempotent case. Models of Schr6der's first law are orthogonal to 
their (3, 2, 1)- and (1, 3, 2)-conjugates. All of its known models are of orders congruent o 0 or 
1 (mod 4), but it is not known whether the spectrum is restricted to such numbers. There is 
no model of Order 5, and [2] notes that there are models of all other orders v --- 0 or 1 (mod 4) 
with 35 possible exceptions, the smallest unknowns being v = 9, 12, and 17 and the largest being 
v = 177. Models of ba.b = a.ba are orthogonal to their (3, 1,2)- and (2,3, 1)-conjugates. Its 
spectrum contains all positive integers v - 1 (mod 4) with the possible exception of v = 33. It is 
not known whether there are finite models of any other order. 
One further construction frequently used in searching for COLS and COILS is that of incom- 
plete Latin squares. An i ncomplete  or thogona l  ar ray IA(v, n) is a pair of Latin squares of Order v 
with a subsquare of Order n "missing" and such that the row and column functions r and c are 
well-defined except where pairs of elements fall into the "hole." Without loss of generality, the 
missing subsquare can be assumed to be in the bottom right corner. A Latin square that forms 
an IA(v,n) with its (i, j ,  k)-conjugate is called an (i, j ,  k)-ICOLS(v, n), and an idempotent one 
an (i, j, k)-ICOILS(v, n). As a limiting case, we can think of an (i, j , k)-COILS(v) as an (i, j, k)- 
ICOILS(v, 1). The most important necessary condition for the existence of (i, j ,  k)-ICOILS(v, n) 
is that v > 3n. The above problems concerning the existence of COILS(n) satisfying certain equa- 
tions can therefore be generalized to that of all the corresponding ICOILS(v, n) for 1 < n < v /3 .  
1.3. Some Solutions 
We particularly investigated seven problem classes, gaining new results in five. Discussion of 
the programs DDPP, FINDER, and MGTP will be postponed until the next section, though it is 
worth noting the method used to avoid searching most of the isomorphic subspaces of each search 
space. Let the elements be numbered from 1 to v, and consider one of the rows or columns--  
say, the column x o v. This is a permutation of the elements and, therefore, splits into a set of 
cycles. Clearly, without loss of generality, we may assume that each cycle occupies a contiguous 
section of the numbering. The condition x o v > x - 1 suffices to force contiguity and was used 
in most of our experiments. This assumption cuts out most, though not all, isomorphic opies. 
A stronger alternative is to require the cycles to occur in monotone increasing (or decreasing) 
order of length, as was done in a few cases. In a few experiments, the first row or first column 
was constrained instead of the last column. These constraints are all similar in effect, though not 
exactly equivalent. 
The particular problems and results are as follows. 
QGI :  Investigate the spectrum of (3,2,1)-COILS. In particular, is there a (3,2,1)-COILS(12)? 
We made no significant progress on this problem. Our methods allowed us to search exhaus- 
tively only in the cases v < 8, which of course were already well known. 
QG2:  Investigate the spectrum of (3,1,2)-COILS. In particular, is there a (3,1,2)-COILS(10)? 
This problem, too, proved too difficult for the programs and methods we used. Again, Order 8 
was quite easy, but despite several efforts, we were unable to discover any (3,1,2)-COILS(10), 
and the size of the Order 10 search space was such that we have no hope of exhausting it without 
either some improvement in our reasoning techniques or some further insight into the algebra. 
These first two problems illustrate well how difficult even "small" cases of quasigroup roblems 
can be. 
One minor new result concerning QG2 is that no (3,1,2)-ICOILS(8,2) exists. This result by 
F INDER was confirmed by DDPP and MGTP. 
QG3: Investigate the spectrum of (idempotent) Schr6der quasigroups. In particular, is there 
such a quasigroup of Order 12? 
Recall that these are quasigroups atisfying the identity ab.ba = a and are self-orthogonal. 
Usefully for the purposes of searching, they also satisfy the principle that if a.ax  = x or if 
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xa .a  = x ,  then a = x. Here we were lucky. Although we were unable in a reasonable time (a day 
or so) to exhaust he search space of any order greater than 10, we tried searching for Order 12 
models, with almost immediate success. F INDER discovered an idempotent solution after less 
than five minutes of searching. It was allowed to run on for about 18 hours, but found nothing 
more. DDPP later found a different solution, also idempotent, after searching for 207 hours. 
Hence, there are at least two (nonisomorphic) idempotent SchrSder quasigroups of Order 12. 
This result completes the spectrum for both idempotent and general cases, and also completes 
the spectra of the associated structures in design theory. 
We also discovered an incomplete model of Order (11,3) and proved with F INDER and DDPP 
that there is no incomplete model of Order (10,2). 
QG4: Investigate the spectrum of Stein's third law ab.ba = b. Investigate the existence of 
idempotent models. In particular, is there such a quasigroup of Order 12? 
The results on QG4 were almost identical to those on QG3, with reversal of priority for the 
result between the two programs. The degree of difficulty of the orders we were able to exhaust 
(up to 9) was similar to that experienced in the case of QG3. Again, we turned our attention to 
Order 12 and again were lucky enough to strike solutions. This time it was DDPP that found the 
first solution, after about 33 hours. F INDER later found a different solution in about 4 hours. 
The solutions were different because the two programs implemented different search algorithms. 
For the same reason, nothing can be read into the difference between the times taken to reach 
the first solution. Again, the models found are idempotent, so again we have positive results 
completing the spectra for the quasigroups and for the related designs. 
Turning our attention to incomplete models, we discovered solutions of Order (10,2) and (11,2). 
These structures are likely to be of help in the recursive construction of further objects. 
QG5:  Investigate the existence of (idempotent) models of the identity (ba.b)b = a. In particular, 
are there such quasigroups of Order 9, 10, 12, 13, 14, 15 or 16? 
This was the first problem we investigated, and for no especially good reason, we have invested 
more effort in it than in the others. The Order 9 (idempotent) case had already been solved 
negatively by Jian Zhang in 1990 [6] and his result confirmed by us in 1991 using an earlier version 
of FINDER. MGTP obtained new negative results for Order 12 (idempotent) and for Order 10 
(without assumption of idempotence). Larger idempotent cases have been examined since then. 
DDPP showed in 1992 that there is no model of Order 13. Since then, further insights into the 
problem have enabled all of the programs to complete the search of larger orders. One important 
advance was to note that a quasigroup that satisfies (ba.b)b = a also satisfies b(ab.b)  = ~. and 
(b .ab)b = a. Imposing these identities as extra constraints improves the efficiency of the search 
for all three programs. DDPP has recently obtained negative results for Orders 14 and 15 (both 
confirmed by FINDER). 1 
All new results for QG5 are negative, both for complete models and for incomplete ones. All 
programs confirm that there is no incomplete idempotent model of Order (7,2), (9,2) or (i l ,2). 
DDPP finds none of Order (14,3). F INDER confirms that result and reports no model of 
Order (16,5). 
QG6:  Investigate the spectrum of SchrSder's first law ab.b =- a.ab.  In particular, are there such 
quasigroups of Order 9, 12, or 17? 
Recall that all models of this identity are idempotent, since for any a there exists b such that 
ab = a; for this b, ab.b = a while a .ab  = aa .  
1Our results for QG5 have been confirmed through Order 15 by Hantao Zhang at the University of Iowa using 
his Sato program, which is (like DDPP) an implementation f the Davis-Putnam procedure, and through Order 
13 by Mark Wallace and Mieha Meier at ECRC using their ECLIPSE system for constraint logic programming. 
Wallace and Meier have recently also obtained impressive performance on QG1, completing the Order 9 search. 
CAMWA 29:2-I 
120 J. SLANEY et al. 
The Order 9 case of this problem (QG6.9 in our nomenclature) was our first positive result. 
MGTP quickly found a model. Bennett was able to use this result and some recursive construc- 
tions to remove about half of the unknown cases from the spectrum of ab.b = a.ab. MGTP also 
showed that there is no solution of Order 12, a result later confirmed by both FINDER and 
DDPP. Hence, the spectrum is now known to contain all positive integers congruent to 0 or 1 
(mod 4) with the exception of 5 and 12 and the possible exceptions of 17, 20, 21, 24, 41, 44, 
48, 53, 60, 69, 77, 93, 96, 101, 161, 164, and 173. We know that 2, 3, 6, 7, 10, and 11 do not 
belong to the spectrum, but, otherwise, the existence of models of orders not congruent to 0 or 
1 (mod 4) is still open. Curiously, there are over 41,000 solutions to QG6.13 within our usual 
isomorphism-reducing constraints. Most positive cases of the QG problems eem to give rise to 
a few tens of solutions at most, so this result was somewhat surprising. 
All programs agree that there is no incomplete model of Order (v, n) for any 1 < n < v < 12. 
We have not investigated larger incomplete cases. 
QGT: Investigate the spectrum of the identity a.ba = ba.b. In particular, are there such quasi- 
groups of Order 33 or of any order not congruent to 1 (rood 4)? 
Again the observation that all models are idempotent is easy: for any a, choose b such that 
ba = a; for this b, a.ba = aa while ba.b = ab; hence aa = ab, so a = b and so aa = ba = a. 
Order 33 is beyond the reach of our current techniques, so we concentrated on the search for 
a model of order not congruent to 1 (mod 4). Our results were entirely negative up to Order 14, 
which is as far as we were able to go in a reasonable time. These negative results for Orders 7, 
8, 10 (MCTP confirmed by DDPP and FINDER), 11 (FINDER confirmed DDPP), 12 (DDPP 
confirmed FINDER), and 14 (FINDER) are new. 
It proved easier, in fact, to work with the equation (ab.a)b = a which is conjugate-equivalent 
to a.ba = ba.b in the sense that a quasigroup satisfies a.ba = ba.b iff its (1,3,2)-conjugate satisfies 
(ab.a)b = a, whence the two equations have the same spectrum. Since every model of (ab.a)b = a 
is a model of (ab.b) (ab) = a, we can, as in the case of QG5, impose this as a useful extra constraint. 
2. THE COMPUTATION 
2.1. Search ing  
The general form of consistent labeling problems (CLs) is as follows. Let S = ($1 ... Sn) be 
a finite vector of finite sets. Without loss of generality, we may assume ach of these sets Si to 
consist of the first few positive integers 1 ... hi. By a labeling of S, we mean a selection function f
with domain {1.. .  n} such that f (x )  E Sx, for all 1 < x < n. By a negative constraint,  we mean 
a set of ordered pairs (a ,x) ,  where 1 < a < n and 1 < x < ga. For simplicity, we assume that 
where (a, x) and (b, y) are in constraint C, if a = b then x = y. We say that a labeling f satisfies 
a (negative) constraint C iff 
3a3x( (a ,x )  EC  A f (a )#x) ;  
hence, a negative constraint is a set of jointly incompatible labels. A consistent labeling relative 
to a set g of constraints i one that satisfies every C ~ g. There are various forms of CL deter- 
mined by S and g, the ones of present interest being to decide whether there exists a consistent 
labeling of S relative to g, and if there are such things to enumerate them. There are many meth- 
ods for solving more or less general CLs. In this paper, we consider only exhaustive searching 
techniques rather than more radical ones such as genetic algorithms, simulated annealing or the 
like. Among search algorithms, we consider only backtracking methods to which the cardinality 
of the constraints i irrelevant. This narrowing of our focus is in no way intended to slight any 
of the alternative methods: our research is what it is and not another thing. 
It is extremely easy and natural to represent existence problems uch as our QG1-QG7 in terms 
of consistent labeling. To generate a quasigroup of Order v is to fill in each of the v 2 entries of 
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its multiplication table with one of the values 1 ... v. That is, n in this case is v 2, and each S~ 
is simply (1 . . .  v}. We may conveniently think of S as folded up into a two-dimensional rray 
indexed by the rows and columns of the quasigroup, so we may refer to f ( i ,  j )  etc. in the obvious 
way. The constraints are of two kinds. First, some constraints pecify that we indeed have a 
quasigroup. These are just the {((a, b), z/, ((a, c), x}} for b ¢ c and the {((a, c), x/, ((b, c), x)} for 
a ~ b. Where the desired quasigroups are idempotent, we may add the {( (a ,a ) ,x )}  for a 7t x. 
Second, some constraints correspond to the particular equations uch as that of QG5 
( (boa)  ob)ob=a,  
which evidently translates into the set of constraints 
{((b, a), i}, {(i, b), j),  ((j, b), k} }, 
for i , j ,  k in {1 . . . .  , v} and a ¢ k. Any algorithm for solving CLs with such negative constraints 
can thus be applied to the quasigroup existence problems in a very intuitive way. 
Most CL algorithms have two alternating phases: a reduction phase and a division phase. 
Reduction consists of space reduction and constraint strengthening. The object during space 
reduction is to remove possible labels, temporarily or permanently, from some of the Si by 
appealing to the constraints. In the simplest case, where there is a constraint {(a, x), (b, y)} 
and where Sa = {x}, so that f (a)  -= x, clearly y can be removed from Sb. More removals may 
be made on various grounds according to the algorithm. For a simple example of constraint 
strengthening, consider a constraint of cardinality k, 
{(al, xl),... (ak, xk)}, 
where Saw = {xk}. Obviously, since f (ak)  is fixed, the problem is to search the remaining 
subspace within which {(al, xl},. .  • (ak-1, xk-1)} is a constraint of smaller cardinality. Evidently, 
constraint strengthening leads directly to space reduction in the case k = 2. 
The division phase involves choosing some point at which to separate the search space into 
two or more disjoint subspaces. One way is to choose a label (a, x) and search the two subspaces 
got by asserting first that f (a)  = x and then that f (a)  ¢ x. That is, on the one side replace Sa 
by {x}, and on the other add the unary constraint {(a, x)}. In each case, the space reduction 
mechanism then has something new on which to bite. A variant is to choose some Si with hi 
members and divide into the ~¢i disjoint subspaces in which Si is replaced by each {x} in turn 
for 1 _< x <_ gi. Yet another variant is to choose a constraint { (a l ,x l ) , . . .  (ak,xk}} and let the 
i th subspace result from stipulating Sj = {xj} for all j < i and adding the unary constraint 
2 
What we observed early in our investigations was that the division and reduction actions 
correspond exactly to familiar forms of logical inference--backward chaining and forward chaining 
respectively--permitting a trivial but satisfying reformulation of the problems in terms congenial 
to clause-based theorem proving systems. 3 First, since the function symbol f and the equality 
relation are not essentially involved in the reasoning, we may simplify notation by writing ' Fax '  
instead of ' f (a)  = x'. Then, instead of sets Si, we may consider the corresponding positive 
clauses 
F i  l v . . .  v F i  ai, 
for 1 < i < n. In asserting these positive clauses, we are claiming that each element of the vector 
has a label and delimiting the possible labels for each one individually. The negative constraints 
are simply negative clauses on this reading: to impose a constraint {(a l ,x l ) , . . .  (ak,xk}} is to 
lay down that those labels are collectively inconsistent, which is to assert the clause 
- ,Fa l  Xl v • • • v - ,Fak xk. 
2We do not investigate his interesting suggestion further in the present paper. See [7] for a brief account of it. 
3We are not the first to observe such things. Bibel [8] at least had a similar idea and we expect others have too. 
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This results in a set of ground clauses that has a model iff there is a consistent labeling of S 
relative to C. We may think of consistent labelings and models of the clause set as the same 
things. 
A standard approach to ground satisfiability problems, used in many theorem provers, is to deal 
with non-Horn clauses by case-splitting. The problem is naturally expressed as calling for proof by 
refutation. We may think of the process as the construction of a simple tableau. Case-splitting 
is just the branching of the tableau in order to deal with a disjunction. A branch containing 
A v B closes just in case the subbranches obtained by substituting A and B, respectively, for the 
disjunction both close. This reasoning is exactly what space division amounts to. Reduction, 
too, is familiar in the theorem-proving context. The constraint-strengthening inference 
~Fal  Xl v • • . -~Fak xk FakXk  
~Fa l  Xl v • •. v -~Fak-1Xk-1  
is no more than (ground) resolution restricted to the case in which one of the parent clauses 
is a unit. Where k = 2, the same inference results in a negative unit clause -~FaXl which can 
similarly resolve with a positive clause exactly capturing the space reduction step of removing 
one of the possible values from Sa. Where k = 1, the resolvant is the null clause, the derivation 
of which gives a purely logical warrant for backtracking as the tableau branch closes. 
Even more elaborate space reduction techniques can be represented in this inferential form. 
For example, the inference underpinning arc consistency is just unit-resulting negative hyper- 
resolution linked to binary resolution: 
FaxvP  Fby lV . . .vFbyk  { -~Faxv-~Fby i :  l < i<k} 
P 
where P is a positive clause. Remember that all of the clauses involved are ground. Our programs 
do not use this particular style of inference, though there is clearly no reason why we should not 
experiment with it in future since it offers more efficiency by strengthening the space reduction 
routine, thus reducing the number of branches in the search tree. 
2.2. The Programs 
The three programs we used are very different in style and significantly different in the details 
of their search algorithms, but they all fall within the range of CL methods outlined above. One 
common feature of note is that they were not originally designed to solve quasigroup roblems 
at all, so our research as consisted in applying ideas from one field to open problems in another. 
Such cross-fertilization is valuable from the viewpoints both of solving the problems and of 
improving the ideas. We wish to emphasize that we do not regard the present research project as 
finished; apart from the likelihood of further new results on quasigroups, we feel there is much to 
learn by comparing the inferential behavior of our programs and from more conclusive verification 
of the results. 
2.2.1. MGTP 
ICOT's  Model Generation Theorem Prover is effectively two different programs. MGTP-G 
(Ground MGTP)  deals with range-restricted problems only, treating non-Horn clauses by case- 
splitting. MGTP-N (Nonground MGTP) deals with Horn clauses only, but does not require 
them to be range-restricted. Both theorem provers are by the ICOT group in Tokyo, led by 
R. Hasegawa, the application to finite algebra being by Fujita. For our purposes, only Ground 
MGTP was needed. The program is written in KL1, a declarative language designed for parallel- 
processing applications. MGTP-G has run most successfully on the Parallel Inference Machines 
(PIMs) with some hundreds of processors. 
A clause is range restr icted iff every variable in its head also occurs in its body. MGTP differs 
from the other two programs in using range restricted clauses rather than ground ones. This 
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Figure 1. Speedup on two problems on PIM-m. 
means that its representation of the problems is very compact, requiring little memory, whereas 
the other programs need many megabytes in some cases. The price to be paid for this compactness 
is the need to perform matching before every inference step instead of just following the links of 
an index to the set of ground instances of the clauses. 
The other distinctive feature of MGTP's  search algorithm is that it uses an extended sort of 
hyper-resolution 
p(~) vX  ~p(~) v~q l (~)  v - . .  v~qn(~)  q~ (~) - . .qn  (K) 
x 
as its basic inference for space reduction. The ~ and ~ here are vectors of variables and the 
and bi constants unified with them. Hyper-resoiution, too, has good and bad effects. Because all 
of the clause strengthenings are "saved up" until they can amount o a space reduction, updating 
the set of constraints by addition and deletion of the intermediate clauses is avoided. For the 
same reason, however, whole conjunctions of positive unit clauses have to be matched with the 
negative constraints, adding heavily to the computational burden. MGTP-G typically spends 
much of its time on the quasigroup roblems trying to detect these conjunctive matchings. 
Since it is set within a logic programming framework, MGTP is able to use the technology of 
the KL1 language to compile the clauses in which the problem is input, thus forming executable 
code. Clause compilation is an essential technique for MGTP-G. 
Parallel execution is also extremely important to MGTP-G. Our experiments have mainly used 
the machine PIM-m at ICOT, which has 256 processors each capable of over 600K append-LIPS. 
The design philosophy of the KL1 language was to combine logic programming with parallelism, 
the former to secure very high level code with clean semantics and a clear logical content, the 
latter to secure the best execution speeds available on contemporary hardware. In the case of 
MGTP-G working on CLs, parallelism is easy to implement, since the case-splitting Mgorithm 
is naturally or-parallel. Once the split has occurred, the two or more subbranehes of the search 
tree are traversed independently, no significant communication between processes being required. 
The extent to which parallelism is attained may be seen from Figure 1 (reproduced from [1]), 
which shows the speedup as the number of processors is increased. Note that these two sample 
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FUNCTION Satisfiable ( set S ) [returns Boolean] 
repeat 
for each unit clause L in S do 
replace very occurrence of L in S by T 
replace every occurrence of L in S by 2_ 
od 
delete from S every clause containing 7- 
delete ± from every clause in which it occurs 
if S is empty then 
return TRUE 
else if the null clause is in S then 
return FALSE 
f i  
until no further changes result 
choose a literal L occurring in S 
if Satisfiable ( S t2 {L} ) then 
return TRUE 
else if Satisfiable ( S U {~} ) then 
return TRUE 
else 
return FALSE 
f i  
END FUNCTION 
Figure 2. Simple Davis-Putnam algorithm 
2.2.3. F INDER 
FINDER (Finite Domain Enumerator) is written in C and designed for generating models of 
arbitrary theories expressed in a many-sorted first order language. It completes the collection of 
fundamental programming paradigms by being in a procedural language. 
FINDER's basic search algorithm is case-splitting on the positive clauses and binary resolution 
with a unit parent both for strengthening constraints and for reducing the space. Like the other 
programs, it chooses which positive clauses to split on the basis of length. Its internal repre- 
sentation for clauses is rather simple and geared particularly to solving CLs. One simplifying 
assumption is that every atom occurs in exactly one positive clause, for which reason the device 
of adding extra positive clauses which helps MGTP and DDPP is unavailable to FINDER. Con- 
straints are indexed in a fairly obvious way, by associating with the pair (a, x) a list of all the 
constraints involving Fax.  This makes the resolution steps and backtracking rather fast. The 
set of constraints i reduced by applying a subsumption test during preprocessing. Like DDPP, 
F INDER can apply mixed constraints, containing positive as well as negative literals; doing so 
requires ome small and obvious changes to the algorithm which will not be detailed here. 
Several features are worthy of note. Most significant, FINDER deduces more constraints as 
its search progresses. Backtracking happens when some positive clause becomes null as a result 
of resolution inferences: that is, when there is some asserted clause Fax1 v • .. v Faxk  and some 
constraints 
-~Faxl v D1 
~Fax'k v Dk 
J J has been asserted where each D~ is a disjunction ~Fb~ y~ v . . .  v -~Fb'~ ym such that each Fb~ y~ 
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by case-splitting. Clearly, 
D~ v .- • v Dk 
logically follows from Fax1 v • • • v Faxk  together with the given constraints, by the rule of neg- 
ative hyper-resolution. It may therefore be recorded as yet another constraint. The effect of 
processing such derived constraints is that F INDER (almost) never backtracks twice for the 
same reason. 
One outcome of deriving secondary constraints is that the clause database grows during the 
search. To prevent his from limiting F INDER or adversely affecting its performance, a bound is 
imposed beyond which the program stops the current search, discards the entire clause database, 
and divides the search space at the first case-splitting point into subspaces to be searched entirely 
separately, repeating the preprocessing each time. It then carries on with the first of these cases 
from the point it had reached previously, returning subsequently to deal with the others. There 
is obviously some inefficiency in thus repeating work, but in practice this has never been a serious 
problem. 
Another detail of F INDER's algorithm is that it treats surjective functions specially. After 
each space reduction phase, it looks ahead to check that each value is still possible somewhere 
in each row and somewhere in each column. If not, it backtracks immediately (without deriving 
a secondary constraint). This look-ahead operation is not prohibitively expensive and helps 
efficiency somewhat. 
2.3. Comparison 
It is not our intention to "burn rubber." However, some points of comparison between our 
three programs are appropriate and interesting. First, we give the overall descriptions in Table 1. 
Table 1. Description of the three programs. 
Program MGTP DDPP FINDER 
Author Fujita et al. [1] Stickel [10] Slaney [11] 
Language KL 1 Lisp C 
Lines of code 100 500 6500 
The sizes are approximate. Note that several individuals within ICOT contributed to MGTP 
and also to the development of the KL1 language. The difference in code size, particularly 
between MGTP and FINDER, is quite striking. 
Benchmarks are not entirely easy to come by for programs uch as ours. For the sake of 
rough comparison, we list some performance data for the moderately hard cases of our seven QG 
problems. The results tables (Tables 2-4) must be treated with care, as the problem specifications 
are not completely identical for all three programs. Hence, intra-table comparisons are generally 
more significant han inter-table ones. The MGTP performance figures are taken from [1] and 
record experiments based on very simple expressions of the problems. The figures for F INDER 
and DDPP come from later experiments incorporating more efficient problem formulations. 
In every case, the isomorphism removal constraint used was the suboptimal one that x o v > 
x - 1. In experiments with the stronger condition that the cycles in the x o 1 column occur in 
monotone decreasing order of length, F INDER was significantly (from 1.3 to 2.75 times) faster 
on the Order 12 problems. 
For DDPP only, we stipulated extra positive clauses corresponding to the surjectivity of rows 
and columns, as suggested above. DDPP and F INDER used extra constraints, equivalent to the 
defining ones, to help with QG5 and QGT, as noted in Section 1.2. DDPP and F INDER also 
used "mixed" clauses with positive as well as negative literals, whereas MGTP used negative ones 
only and no extra constraints. 
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Tab le  2. QG prob lems:  MCTP-G.  
Search  
Prob lem Mode ls  Branches  (sec) 
QG1.8  
QG2.7  
QG3.7  
.8 
.9 
QG4.7  
.8 
.9 
QG5.9  
.10 
.11 
.12 
QG6.9  
.10 
.11 
.12 
QG7.7  
.8 
.9 
.10 
16 180446 1894 
14 1128 48 
- 183  6 
18 3893 28 
- 312321 1022 
- -  123 6 
-- 3516 23 
178 315100 1127 
- 239 12 
- 7026 66 
5 51904 224 
- 2749676 13715 
4 164 14 
- 2881 43 
- 50888 248 
- 2429467 8300 
- 182  4 
- -  160  5 
1 37027 90 
- 1451992 2809 
Tab le  3. QG prob lems:  DDPP,  
Create  Search  
Prob lem Mode ls  Branches  (sec) (sec) 
QG1.7  
.8  
QG2.7  
.8 
QG3.8  
.9 
QG4.8  
.9 
QG5.9 
.i0 
.11 
.12 
QG6.9  
.10 
.11 
.12 
QG7.9  
.10 
.11 
.12 
.13 
8 353 52 35 
16 97521 180 10080 
14 364 52 28 
2 83987 132 7977 
18 1037 4 72 
- 46748 8 5213 
- 970 4 67 
178 58711 8 6107 
- -  15 17 8 
- 50 33 33 
5 136 62 166 
-- 443 131 752 
4 13 13 6 
- 65 27 24 
-- 451 52 247 
- 5938 94 5086 
4 9 13 4 
- 40 27 20 
- 321 54 250 
- 2083 96 2195 
64 61612 158 99208 
Tab le  4. QG prob lems:  F INDER.  
Create  Search  
Prob lem Subspaces  Mode ls  Branches  (sec) (sec) 
QG1.7  
.8 
QG2.7  
.8 
QG3.8  
.9 
QG4.8  
.9 
QG5.9  
.10 
.11 
.12 
QG6.9  
.10 
.11 
.12 
QG7.9  
.10 
.11 
.12 
.13 
1 8 628 0.3 3 
19 16 129258 5.3 848 
1 14 808 0.4 4 
9 2 119141 3.0 813 
1 18 801 0.4 4 
1 - 35473 0.6 243 
1 -- 989 0.4 5 
3 178 68550 1.2 477 
1 - 40 1.9 0.3 
1 - 356 3.5 4 
1 5 1845 5.8 20 
1 - 13527 9.3 149 
1 4 97 0.5 0.4 
1 - 640 0.9 3 
1 - 4535 1.4 24 
5 - 73342 6.8 494 
1 4 62 1.4 0.5 
1 - 289 2.3 2 
1 - 1526 4.0 15 
1 - 10862 6.0 140 
22 64 141513 83.1 1901 
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In the cases of MGTP and DDPP, (3,2,1)-conjugate orthogonality for QG1 was specified by 
means of the condition 
xy  = z l ,  ab = z l ,  z2y  = x ,  z2b = a ~ x = a /~ y = b; 
(3,1,2)-conjugate orthogonality in the case of QG2 was secured similarly. For FINDER, we used 
a different representation i  which o and r are sought simultaneously, subject to the conditions 
that they are both idempotent quasigroup operations and in the case of QG1 r ( (xy .y ) ,  x )  = y. 
For QG2, the defining equation is r ( (xy .x ) ,  y)  = x .  
For F INDER and DDPP, the times are split into a preprocessing "create" phase and a "search" 
phase. Preprocessing involves discovering the ground instances of the input clauses and struc- 
turing these into a database of the type used in the search. MGTP's  preprocessing time, which 
includes clause compilation, has not been recorded. DDPP and F INDER were each running on 
a single processor of a 40-MHz SPARCserver 670 and MGTP on 256 processors of PIM-m. The 
number of branches in the search tree is independent of the number of processors, and the time 
taken per processor per branch searched almost so. 
By default, F INDER splits the search space into independently treated subspaces, as outlined 
in Section 2.2.3, whenever 5000 derived constraints have been added in the current subspace. 
The numbers of such subspaces earched have been noted. This splitting reduces the memory 
used and has some effect on the number of branches and the search time. 
The tables of results show clearly the exponential growth in the difficulty of the problems as 
their size increases. Problems QG1 and QG2 are especially striking in this regard. Note the large 
difference between DDPP and F INDER in the matter of branching: DDPP generates far fewer 
branches than FINDER, but takes from 15 to 150 times longer to explore each one. Clearly, there 
is an opportunity here to gain by combining technologies. 
3. BUT IS  IT  REASONING? 
Is it even mathematics? Many mathematicians express distaste for results like some in this 
paper, presented with no support beyond the report that a computer search failed to find a 
counterexample. Some express more than distaste, perceiving such sheerly computational inves- 
tigations as a threat to the concept of mathemat ica l  proof or even to that of mathemat ics  as 
a body  of necessary truth to be distinguished in that regard f rom the empirical sciences. The  
misgivings commonly  voiced by mathemat ic ians and others include the following: 
• Computer -generated  results are unverifiable, and  hence, unreliable. 
• Computer -generated  results lack humanly  surveyable proofs, which are the only genuine 
reasons for accepting mathemat ica l  propositions. 
• Reports  of computat ions are only reports of experiments, and  exper iment is not proof. 
• Computer -generated  results are unsatisfactory as mathemat ics  because they deliver (at 
best) only the theorems. They  do not readily generalize to related cases, and they give no 
understanding of why  the results hold. 
Certainly the issue seems to divide the mathemat ica l  communi ty  sharply. As  might  be expected 
f rom the nature of our research, our own sympathies are more  on one side of the divide than the 
other, but we  feel it appropriate in the present context to probe the question further. 
The  issue of reliability should not be the main  concern. No  one with experience of mathemat ics  
can believe that human provenance or acceptance of a result renders it sceptic-proof. Whoever  
has never made a mistake is no mathematic ian.  On  the score of reliability, computers  lead us by 
a large margin. Nonetheless, some features of computat ions such as those we are reporting might  
give us pause. All significantly large and complex  programs contain bugs. Complete  verification of 
experimental research software by human programmers  cannot happen,  and complete mechanical  
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verification of such software is, at present, no more than one of our recurrent dreams. It is easy, 
when striving to incorporate fficiencies into a complicated program, to overlook some small but 
significant point and to introduce an error that results in failure to check some case or other. 
Where the output from the computation is a positive structure, as in the case of our solutions 
to QG3.12 and QG4.12, or as in the case of a theorem prover's production of an explicit proof, 
this does not matter, since the structure is what it is regardless of any flaws in the method of its 
discovery. Where the output is negative, however, the correctness of the search method is crucial. 
As B. McKay once put the point in discussing [12], "The result of six years of computation was 0: 
a different program could have computed that in six microseconds!" 
It is natural to take computer-generated r sults as extending the notion of proof, in that to treat 
them as arguments for mathematical propositions i  to base our assertions at least partly on the 
reasons for thinking the algorithms both mathematically correct and correctly implemented, so 
in these cases the verification of the program becomes part of the proof. In this regard, computer 
proofs do not differ from other algorithmic proofs: we may base our assertion as to the n th prime 
number on the fact that we followed an algorithm--say, the sieve of Eratosthenes--with at 
result, and this is a proof only insofar as the algorithm both is correct and was correctly followed. 
That  is to say, the proof is at best relative to the correctness of our procedure. If there is a further 
difficulty about computer proofs, it is perhaps that the individual steps of the computation are 
hidden in the machine rather than consciously traced out. We have more, that is, to take on 
trust. 
It is worth remarking the relationship between the computation issuing in the null output and 
the proof of nonexistence. A proof is an abstract object. Formally, it is a finite tree 5 of which 
the root is the proposition proved, every leaf is an axiom of the theory in which the proof takes 
place, and every nonleaf node is related to its children as conclusion to premises of some rule 
of inference of that theory. Now for the purposes of working mathematics it is rarely necessary, 
or desirable, to exhibit a proof in full. What we are normally given, in the form of assertions 
that some cases are trivial, that others follow from known results, that still others simply follow 
(without further specification) and that the rest may be left as exercises, is some reason to believe 
that a proof exists. "Exists" here is to be taken abstractly, not as implying natural instantiation, 
whether on paper or in the mind of a mathematician. 
Another reading of the computer-generated results is thus not as proofs but as reports of 
experiments that yield evidence for the existence of proofs. The experimental evidence is empir- 
ical, a posteriori, though the theorem and its proof are as much necessary truths as any other 
mathematics. On this reading, the reasons for thinking the algorithm to have been correctly 
instantiated in the program stand to the proof rather as the grounds for believing in the efficacy 
of the apparatus tand to the results of a physical experiment. 
If we demur from that thought, it is surely on the grounds that it severely understates the case. 
A typical human "proof," even of the most hand-waving variety, is more than just evidence for the 
existence of a real proof: it contains a more or less informal recipe for generating one. The same is 
true of our computational results, as we have been at some pains to point out. The same is notably 
not true of experiments in science: turning experimental results that disagree with predictions 
into counterexamples to a theory is not at all a matter of formal reconstruction; whatever they 
lack, it is not spelling out. There is a clear difference between our attitude toward computational 
proof as in the negative quasigroup examples and that toward genuinely experimental evidence 
in mathematics. The work of McKay and Radziszowski [12] on the finite Ramsey theorems again 
affords a good example. They show that the largest simple graph containing neither a 5-clique nor 
a 5-independent set has at least 42 and at most 48 vertices, that is, 43 < R(5, 5) < 49. Further 
work on the problem strongly suggests that R(5, 5) = 43, since almost 2500 (5,5,42)-graphs ave 
5Infinitary proof is not in question here, though the definition extends naturally to cover it. Extension to deal 
with multiple-conclusion rules is also unnecessary for present purposes. 
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been generated by simulated annealing from random starting points, and all of them turned out 
to be among the 328 known (5,5,42)-graphs. None of these can extend to a (5,5,43)-graph by the 
addition of a vertex. Experience with known instances of R( i , j )  strongly suggests that if there 
were a (5,5,43)-graph, then there would be millions of (5,5,42)-graphs, and McKay estimates the 
probability that 2500 chosen at random would all be among a set of 328 as less than 0.0006. 
Thus, the experimental results would be unlikely if R(5, 5) were 44, and almost inconceivable if 
it were 45 or greater. This really is a case of strong mathematical evidence, in the face of which 
no one would rationally bet against he theorem at any but extreme odds. Yet, quite reasonably, 
we do not regard it as a proof and do not regard the problem as solved. 
Recall that an exhaustive search in the manner of MGTP, FINDER, or DDPP consists of 
actions such as space division, constraint strengthening, and space reduction, which correspond 
closely to logical inferences. Indeed, the sequence of these actions amounts to the tracing out of a 
deductive proof that the assumptions are inconsistent. Note that there is nothing lacking in the 
chain of formal reasoning--no gaps and no appeals to computational experiments. What prevents 
us from recording the proof in that form is only its length and featurelessness. Thus, we fully 
agree with one of the objections to regarding failed searches as proofs: the proofs thus derived 
are too long and boring to repay perusal. Even to check them for correctness would be a serious 
task, since the verification would be as long as the search. Nonetheless, the logical definition of 
a proof makes no reference to prolixity or tedium, so these are indeed proofs. Moreover, since 
they are physically instantiated in the succession of machine states, the claim that a proof exists 
in such a case is perfectly constructive. It is grounded in the actual production of a proof, albeit 
an unsurveyable one. 
One purpose of proof discovery is to provide reasons to believe the theorem proved. It is in 
this respect hat unsurveyably ong proofs are different from short and elegant ones. If a search 
program does indeed trace out a proof, say that there is no idempotent model of QG5.15, then 
that theorem indeed stands proved in the formal sense, but the result of the computation eed 
not compel rational belief. Before we can use it to underpin knowledge about the spectrum of the 
equation, we must ourselves be in a position to carry out an inference to that conclusion. And 
this inference is apparently from the observed result of the computation together with knowledge 
that the program is correct. 
Knowing that the program is correct has three major components, which overlap to some 
extent. The first is knowing that the algorithm is correct. At a suitably high level of abstraction, 
this is usually trivial for search methods like ours. The correctness of case-splitting and resolution 
for ground satisfiability problems is just obvious. The algorithm may be described in more or 
less detail, correctness becoming less trivial as it is spelled out, but convincing demonstrations 
may reasonably be expected. The second component, on which most of the concern is focused, is 
knowing that the algorithm is correctly instantiated in the program, in C, Lisp, KL1 or whatever 
language. This is most definitely not trivial, though neither should we underestimate he extent o 
which arguments for it can be given, with no more hand-waving than in many noncomputational 
parts of mathematics. The third component is knowing that the program was correctly executed 
by the machine. Parts of this are capable of p roo f - that  the compiler does not introduce errors, 
that the system software that carries out such operations as paging and swapping and watching 
for interrupts also preserves integrity, and so forth--but part of it is not. This last includes all 
appeals to freedom from hardware malfunctioning, whether flaws in the silicon or unfortunate 
strikes by cosmic rays. In sum, our knowledge is based on mixed foundations, part formal proof, 
part informal proof, part understanding ofelectronics and the like, part appeals to the competence 
and authority of other people. 
The position we have reached is as follows. The "natural" thought that the proof of program 
correctness i part of the proof of the theorem is to be rejected. The proof of the theorem is 
a matter of case-splitting, resolution, and the like in which no reference to any computation 
occurs. Nor can we accept that the computation is merely a piece of evidence for the existence 
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of a proof, as the method involves actually discovering a proof rather than just detecting effects 
of the theorem. Our reason for thinking that a proof has been produced is another matter, and 
one that need not itself be (though it may involve) a mathematical proof. Here, the concept of 
evidence is in place. It makes sense, for example, to verify our computational results by means 
of independent programs, as we have in fact done, though such a process adds nothing whatever 
to any proof. Hence, we also reject the claim that only humanly surveyable proofs warrant 
mathematical belief, for an unsurveyable proof together with reasons for thinking it a proof can 
suffice. 
That is the normal state of proofs by exhaustion. We believe, however, that we can and should 
go a stage further in verifying such results. To do so, indeed, is a matter of some urgency since 
the involvement of computers in finite mathematics i  bringing that field to a crisis. 
Since the search follows the steps of a proof, it costs little to have the program dump a trace 
of its actions, and this trace can be read as a purely logical proof. We intend to amend our 
programs to produce such proofs. The proofs would be too long for human evaluation, but they 
could be verified mechanically, by passing them through an independent proof checker. Not 
every step taken in the search would need to be recorded. It would be necessary to record the 
constraints, each of which would have to be justified either by exhibiting it as an instance of 
an input clause or (in the case of F INDER's derived constraints) by specifying the immediate 
infe.rence to it. It would then be necessary to record each instance of case-splitting. Typically, 
an initial positive clause Fa l  v •. • v Fay  has been reduced in space reduction moves to a smaller 
Fa :q  v . . .  vFaxk ,  and the search splits by successively asserting the Fax i ,  for i <_ k. The 
reasons for having removed the other disjuncts would have to be recorded, either as the removals 
happened or when case-splitting occurs, and the positive clause would have to be printed in such 
a way as to indicate the split. Thus, the proof checker would have to be capable of maintaining a
record of the branching of the proof tree. The hyper-resolutions corresponding to space reductions 
would be easy to record and to check for correctness, and branch closures where the empty clause 
results would be equally straightforward. Thus, the proof checker would have to verify only a 
long series of simple steps. The only possible difficulty lies in the large number of constraints 
(or, in the case of MGTP, constraint instances) which would have to be recognized as available 
for inferences. F INDER and DDPP sometimes work with over 105 constraints, so both the speed 
and the memory requirements of the checker would be nontrivial considerations. Nonetheless, 
checking the.. proof seems to be feasible in principle. 
This procedure has many advantages over program verification. In the first place, we verify the 
proof itself, not merely some aspect of the manner in which it was produced. We are absolved 
from verifying all of the software involved, since a proof is still a proof no matter how incorrect 
its generation. In the second place, while the search program is large and complex and almost 
certainly contains bugs, a proof checker can be small and extremely simple so that we may justi- 
fiably have great confidence in its correctness. It is much easier to verify proofs than programs, 
and in any case the correctness of the proof, not that of the program, is what really matters to 
the mathematician seeking justification for a theorem. It is our intention now to pursue research 
into search verification by proof checking. 
Of the initial list of adverse reactions to essentially computational proofs, the one to retain its 
sting longest is the complaint hat the proofs are uninformative. Certainly the proofs traced out 
by pure searching in cases such as ours are very "flat," consisting only of many tableau branchings, 
each like the others, and many small resolution steps between the branch points. It is true that 
such a proof does not itself generalize to cover further cases, and nor does it contain great insights 
such as might make it a thing of beauty. Computer-generated theorems, however, can certainly 
be important in suggest ing eneral results or interesting properties of mathematical structures 
to the imaginative mathematician. Moreover, such further insights can arise from the attempt o 
generate results computationally, aswe seek to understand the behaviour of our search programs 
in order to make them more efficient. These processes of mathematical deepening are not readily 
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predictable and will vary from problem to problem. We consider that investigations such as those 
reported in the present paper are part of a new division of labor, whereby machines perform the 
low-grade repetitive tasks that they do best, freeing creative mathematicians to create. 
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