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Abstract 
This paper presents the results of a study into the use of pattern recognition as a method for 
detecting damage in structures. Pattern recognition is achieved by the use of artificial neural 
networks (ANNs); however, these require careful design because the number of hidden layers 
and the number of neurons in each hidden layer are critical to the ANN’s performance. In the 
current study, a Bayesian model class selection method was employed to select an optimal 
ANN model class that avoids ad hoc assumptions and subjective decisions in the ANN design. 
The objective of the research was to provide an extended study of the proposed method using 
the IASC-ASCE Structural Health Monitoring (SHM) Phase II Simulated Benchmark 
Structure. Damage-induced modal parameter changes were used as a pattern feature in 
damage detection. Analysis showed that the proposed method is able to successfully identify 
damages in a benchmark structure.  
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1. Introduction 
The safety of structures is an important issue worldwide. It has motivated much research, 
especially into the development of damage detection techniques, each of which offers 
advantages and disadvantages (Brownjohn 2007; Ng et al. 2009; Nichols et al. 2011; Ng 
2011; Ng & Veidt 2011; Shih et al. 2011; Veidt & Ng 2011; Kaphle et al. 2012). Some 
techniques, for example, are sensitive to small damages, but are unsuitable for the global 
monitoring of structures (Ng et al. 2009; Moll & Fritzen 2012; Ng et al. 2012; Ng & Veidt 
2012). 
In the last decade the use of vibration data as an indicator of damage has received 
significant attention (Hera & Hou 2004; Sohn et al. 2004; Yuen et al. 2004; Lam et al. 2007; 
Farrar et al. 2007). Among the techniques, artificial neural networks (ANNs) have been 
commonly used in pattern recognition approaches for damage detection. Ni et al. (2002) used 
an ANN for damage detection following a two-stage approach. Damage locations were 
identified in stage one and the severity of the damage was determined in stage two. A damage 
signature index, calculated using natural frequencies and modeshapes, was used as a pattern 
feature for damage detection. Yuen and Lam (2006) proposed an ANN-based damage 
detection method in which the ANN was designed using a Bayesian approach. A damage 
signature vector, calculated using the damage-induced change of natural frequencies and 
modeshapes, was used as the pattern feature. Bakhary et al. (2007) proposed a damage 
detection method using a statistical ANN with consideration of uncertainties. Natural 
frequencies and modeshapes were used as the pattern feature. The accuracy of the method 
was evaluated using Monte Carlo simulation. 
Lam and Ng (2008) proposed an extended Bayesian design algorithm to provide a 
mathematically rigorous approach for designing an ANN for structural damage detection. 
Two pattern features were compared using the IASC-ASCE Structural Health Monitoring 
(SHM) Phase I Simulated Benchmark Structure. The pattern features were damage-induced 
change of natural frequencies and modeshapes, and damage-induced change of Ritz vectors. 
They showed that the performance of the ANN trained by the damage-induced change of 
natural frequencies and modeshapes was slightly better than that of the ANN trained by the 
damage-induced change of Ritz vectors. 
The damages considered in the Phase I SHM benchmark problem are relatively large, 
which makes the problem less realistic. The main objective of the current study was to extend 
the study of Lam and Ng (2008) to the Phase II SHM benchmark problem, which considers 
smaller damages and less contrived situations in damage detection. The study provides a 
comprehensive and practical verification for the proposed methodology.  
The remainder of this paper is organised as follows. The extended Bayesian ANN design 
algorithm is presented in Section 2. A description of the Phase II benchmark structure is 
provided in Section 3. The damage detection results using the Bayesian designed ANN are 
then reported and discussed in detail. Finally, conclusions are drawn in Section 4. 
 
2. Proposed Methodology 
2.1. Pattern recognition approach 
Pattern recognition is a promising approach for damage detection. The fundamental idea of 
the approach is to use a set of prescribed quantities, such as natural frequencies and 
modeshapes, as pattern features for each possible damage pattern of a structure. In damage 
detection the pattern features for all possible damage patterns of the structure can be 
generated by computer simulations and then used to construct a comprehensive database. 
Once the measured pattern feature of the damaged structure is obtained from dynamic 
measurements, the feature is compared to all the calculated pattern features in the database. 
The damage pattern corresponding to the best match is treated as the most probable damage 
pattern. 
 One of the advantages of the pattern recognition approach is that the damage detection 
process does not require any modal expansion and/or matrix condensation. However, the 
pattern recognition approach requires a very large database to store all possible damage 
patterns, especially for large scale structures; and the matching of the measured pattern 
feature to all calculated pattern features is computationally very intensive. In this paper an 
ANN is proposed to address the aforementioned difficulties of the pattern recognition 
approach. 
 
2.2. Pattern feature 
In the current study the damage-induced changes of modal parameters are employed as the 
pattern features, which are used as the inputs in the ANN training process. A set of 
input-target training data can be generated by computer simulations. The damage-induced 
changes of modal parameters for different damage cases can be calculated by 
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where ( )q k  and ( )q kΦ  are the q-th natural frequency and modeshape, respectively, and 
1,..., Fq N . FN  is the number of the vibration modes considered in damage detection; 
1,...,k N  is the index that represents a particular damage case and 0k   stands for the 
undamaged reference case. Each  PF k  corresponds to a damage index vector 
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where rE  is the damage severity at the r-th possible damage location. The value of rE  
varies from 0 to 100, representing the percentage reduction in stiffness at each damage 
location. DN  is the total number of possible damage locations. Using the  PF k  and 
 DI k  as the input-target pairs for the ANN training, the trained ANN can then be used to 
predict the stiffness reduction at each damage location. 
 
2.3. Damage detection using artificial neural network 
A multi-hidden-layer feedforward ANN is adopted as a systematic tool for matching the 
measured pattern features to the calculated pattern features in this study. Before the ANN can 
be applied to identify the most possible damage pattern, it needs to be trained by a set of 
calculated pattern features associated with a variety of damage patterns. One of the 
advantages of an ANN is that it can approximate the most possible damage pattern even 
though the true damage pattern is not encountered during ANN training. Hence, not all 
possible damage patterns need to be considered during ANN training. Figure 1 shows the 
structure of a multi-hidden-layer feedforward ANN that consists of a number of 
interconnected simple processing units named artificial neurons, a layer of input unit, HN  
layers of hidden units and one layer of output units. 
 The performance of the damage detection using an ANN mainly depends on the design 
of the ANN, which involves the selection of the number of hidden layers and hidden neurons 
in each hidden layer, and the transfer function for all of the neurons in the hidden layers. The 
number of neurons in the hidden layer and the transfer function has a significant effect on the 
performance of the ANN and the capability of the ANN to generalise as proved by Yuen and 
Lam (2006) and Lam and Ng (2008).  
 In this study a linear function is always employed as the transfer function in the output 
layer. Cybenko (1989) has proved that only a single hidden layer of an ANN is able to 
approximate any functional relationship between inputs and outputs. Without loss of 
generality, the ANN adopted in this study has only a single hidden layer. Designing the ANN, 
therefore, involves choosing (1) the optimal number of neurons in the hidden layer and (2) 
the optimal transfer function for all of the neurons in the hidden layer. The selection of the 
optimal number of neurons in the hidden layer is a challenging issue if selection criteria are 
based on the discrepancy between the ANN outputs and the targets. The greater the number 
of neurons in the hidden layer, the less the discrepancy. 
 
Figure 1: Structure of the multi-hidden-layer feedforward ANN 
 
2.4. Extended Bayesian ANN design algorithm 
An extended Bayesian ANN design algorithm (Lam & Ng 2008) is employed to choose the 
optimal transfer function and the optimal number of neurons in the hidden layer in the current 



























1-st hidden layer NH -th hidden layer
which is briefly reviewed here. Interested readers are referred to Lam and Ng (2008) for more 
detail.  
 Bayesian model class selection basically uses a set of input-target training pairs D  to 
select the ‘best’ ANN model class from 
jM  model classes, for 1,2,..., Mj N . In this study 
different classes of ANN models correspond to ANNs with different transfer functions and 
different quantities of neurons in the hidden layer. A vector of the ANN parameters, which 
includes the weights and biases of the ANN, for a class of ANN model 
jM  is defined as 
jN
j θ . For each ANN model class jM , the training process is to select an ANN model 
jθ  such that the ANN can simulate the input-target relation specified by the training data set 
D . The dimension of the 
jθ  is jN , that is, equal to the number of ANN parameters in each 
model class 
jM . The updated probability density function (PDF) ( | , )j jp D Mθ  based on 
the set of input-target training data can be obtained using Bayes’ theorem as (Beck & 
Katafygiotis 1998) 
      | , | , |j j j j j j jp D M c p D M p Mθ θ θ  (3) 
where ( | )j jp Mθ  is the prior (initial) PDF of jθ  that allows engineering judgment of the 
plausibility of the different sets of 
jθ  to be incorporated. jc  is a normalising constant and 
( | , )j jp D Mθ  is the likelihood, which is assumed to be independent of Gaussian prediction 
errors. The likelihood can be expressed as
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where N  is the total number of input-target training pairs and ON  is the number of output 
neurons of the ANN.   is the optimal standard deviation of the target error. The 
contribution of the training data to the likelihood is ( | , )j jJ D Mθ , which is defined as    




ˆ| , ; ,
N
j j j j
kO
J D M y k M y k
NN 
 θ θ  (5) 
where ( ; , )j jy k Mθ  is the ANN output corresponding to the k-th input for a given set jθ  of 
the model class 
jM . ˆ( )y k  is the target of the ANN for the k-th input.   is the Euclidean 
norm of a vector. The value of ( | , )j jJ D Mθ  shows the performance of the ANN. The 
optimal ANN parameter vector ˆ jθ  can be obtained by minimising ( | , )j jJ D Mθ . 
 The ‘best’ ANN model class can be determined by calculating the probability of the 
model class 
jM  conditional on the set of input-target training data D  which can be 
obtained using the Baye’s theorem again (Beck & Yuen 2004; Lam et al. 2009). 
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 . The factor  | ,jp D M U  is called the evidence of the ANN model 
class jM  provided by the data D .  
 One of the objectives is to calculate the value of the probability in Equation (6) for a 
given ANN model class jM . As a result, the relative plausibility among different classes of 
ANN models (e.g., 1M , 2M , …, MNM ), in which each jM  is the ANN model with a 
different transfer function and number of neurons in the hidden layer, can be quantified. The 
optimal ANN model class is the one having the maximum value of  | ,jp D M U . The 
evidence of the ANN model class jM  can be calculated using an asymptotic approximation 
(Papadimitriou et al. 1997) as 
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where ˆ jθ  is the optimal ANN parameter vector that can be obtained by maximising the 
posterior PDF ( | , )j jp D Mθ  in Equation (3) and 
ˆ( )j jH θ  is the Hessian matrix of the 
function ( ) ln[ ( | ) ( | , )]j j j j jg p M p D M θ θ θ . 
 
3. Phase II IASC-ASCE SHM Benchmark Structure 
The Phase II IASC-ASCE SHM benchmark structure is briefly summarised here. The 
benchmark structure considers a three-dimensional (3D) finite element (FE) structural model 
written using the MATLAB program (Bernal et al. 2002). The model is a four-storey, 2×2 bay 
steel frame with 120 degrees-of-freedom (DOF). The base of the structure is fixed. The 
x-direction is the strong direction of the columns.  
 The nominal masses are 3242kg, 2652kg, 2652kg and 1809kg for the 1st to the 4th storey, 
respectively. It is assumed that all floors are rigid in the x-y plane. The Phase II simulated 
benchmark problem considers the modelling uncertainties by randomly selecting all floor 
masses and brace stiffnesses with ±10% and ±5% uncertainty, respectively, with a uniform 
distribution assumption. The centre of the floor mass in the benchmark problem deviates 
from the geometrical floor centre. The deviation is simulated by randomly selecting a factor 
from a uniform distribution over [-0.05 0.05] of the floor width. 
 
Six simulated damages of different severity and at different locations are considered in 
this study. They are summarised below. 
(i) Case DP1B: 50% stiffness reduction in two braces at the 1st storey (dashed lines in 
Figure 2a) 
(ii) Case DP2B: same as in Case DP1B, but with a stiffness reduction of 25% 
(iii) Case DP3B: same damaged braces as in Case DP1B at the 1st storey, but having two 
additional braces with 25% stiffness reduction at the 3rd storey (dashed lines in Figure 
2b) 
(iv) Case DP3Ba1: 50% and 25% stiffness reduction in a brace at the 1st and 3rd storey 
(dashed lines in Figure 2c), respectively; an asymmetric damage situation 
(v) Case DP3Ba2: same damaged braces as in Case DP3Ba1, but 35% and 15% stiffness 
reduction in a brace at the 1st and 3rd storeys (dashed lines in Figure 2c), respectively. 
(vi) Case DP3Ba3: same damaged braces as in Case DP3Ba1, but a 20% and 10% stiffness 
reduction in a brace at the 1st and 3rd storeys (dashed lines in Figure 2c), respectively. 
 
It should be noted that Cases DP3Ba1, DP3Ba2 and DP3Ba3 do not belong to the Phase II 
IASC-ASCE SHM benchmark problem (Bernal et al. 2002). They are additional cases 
designed to provide a more challenging situation in the proposed methodology verification. 
 
Figure 2: Damage pattern for all cases (dashed lines indicate the damaged braces) 
 
Table 1: Actual percentage reduction in horizontal stiffness of each storey for each damage case 
Case Dir. 
Storey 
1st  2nd  3rd  4th  
DP1B 
x 11.31 0.00 0.00 0.00 
y 0.00 0.00 0.00 0.00 
      
DP2B 
x 5.66 0.00 0.00 0.00 
y 0.00 0.00 0.00 0.00 
      
DP3B 
x 11.31 0.00 5.66 0.00 
y 0.00 0.00 0.00 0.00 
      
DP3Ba1 
x 5.66 0.00 2.83 0.00 
y 0.00 0.00 0.00 0.00 
      
DP3Ba2 
x 3.96 0.00 1.70 0.00 
y 0.00 0.00 0.00 0.00 
      
DP3Ba3 
x 2.26 0.00 1.13 0.00 








a) Cases DP1B & DP2B b) Case DP3B c) Cases DP3Ba1, 
DP3Ba2 & DP3Ba3
Table 1 shows the actual percentage reductions in the horizontal stiffness of each storey 
for each case of damage in the x- and y-direction. The percentages are calculated based on the 
aforementioned stiffness reduction in each case of damage. The maximum and minimum 
percentage of horizontal stiffness reductions are 11.31% and 1.13%, respectively. Table 2 
shows the nominal natural frequencies and damping ratios for the undamaged reference case 
(RB) and the damage cases, which are calculated using the nominal mass and stiffness of the 
benchmark structure. 1% modal damping is assumed for each mode. Because the x-direction 
is the strong direction for the columns of the benchmark structure, the first (1x) and second 
(2x) modes of natural frequency in the x-direction have higher frequencies than the first and 
second modes in the y-direction. 
 
Table 2: Nominal modal parameters 
Case 
Natural frequency (Hz) Damping ratio (%) 
1x 2x 1y 2y 1x 2x 1y 2y 
RB 8.74 25.29 8.35 23.15 1.00 1.00 1.00 1.00 
DP1B 8.44 24.55 8.35 23.15 1.00 1.00 1.00 1.00 
DP2B 8.60 24.93 8.35 23.15 1.00 1.00 1.00 1.00 
DP3B 8.36 24.72 8.35 23.15 1.00 1.00 1.00 1.00 
DP3Ba1 8.55 24.72 8.35 23.15 1.00 1.00 1.00 1.00 
DP3Ba2 8.61 24.92 8.35 23.15 1.00 1.00 1.00 1.00 
DP3Ba3 8.67 25.07 8.35 23.15 1.00 1.00 1.00 1.00 
 
A broadband stationary excitation is applied to each floor of the structure to generate the 
ambient vibration data. It is assumed that there is an accelerometer installed in the centre of 
each side of each floor with the measurement direction parallel to the side in either the 
positive x- or y-direction. The dynamic problem is solved by a time history integration 
method using MATLAB’s lsim command, which uses a discrete time integration algorithm 
that assumes excitation is constant over a time step. The time histories of the sampling 
interval are 0.001s, and the total duration is 210s for the undamaged reference case and all 
damage cases. The first 10s is ignored as it contains transient responses due to the stationary 
excitation at the beginning, during the generation of the simulated data. The damping ratio is 
assumed to be 1% for all vibration modes. The level of the measurement noise is 10% RMS 
of the actual acceleration responses and the noise is generated using independent Gaussian 
pulse processes. The simulated acceleration responses are then used in the modal 
identification, discussed in Section 3.2. 
 
3.1. ANN design 
A 3D 12-DOF shear building model is employed to generate the input-target ANN training 
data for damage-induced horizontal stiffness reduction in the x- and y- direction. There are 
four possible damage locations in either the x- or y-direction, and the damages are 
represented as a reduction in inter-storey stiffness. Because the measured acceleration 
responses are simulated using the 3D 120-DOF FE model, the effect of modelling error is 
considered in addition to the modelling uncertainties in the benchmark structure. It is 
assumed that the brace damages can occur on every storey and reduce the horizontal 
inter-storey stiffness in either the x- or y-direction. There are, therefore, four possible damage 
locations in each direction. 
 At each storey only five damage levels of stiffness reduction, 0%, 20%, 40%, 60% and 
80%, are considered, along with only two out of four simultaneous damages in each direction 
in generating the input-target ANN training data. The total number of damage patterns to be 
examined in each direction is 113. The set of input-target training data can then be used to 
design and train two ANNs as proposed in Section 2.4. The ANNs for detecting damages in 
the x- and y-direction are named ANNx and ANNy, respectively. ANNs with different 
quantities of neurons in the hidden layer are considered in the ANN design process. Using the 
extended Bayesian ANN design algorithm noted in Section 2.4, the ANNx and ANNy with 
the tangent sigmoid transfer function and 17 neurons in the hidden layer have the maximum 
logarithm of evidence (1588.67 for ANNx and 1575.67 for ANNy). They are therefore 
selected to detect damages in the benchmark problem. Interested readers are referred to Lam 
and Ng (2008) for the details of the ANN design. 
 
3.2. Identified modal parameters 
The first four translation modes (two in the x-direction and two in the y-direction) are 
identified from ambient vibration responses using MODE-ID (Beck et al. 1994), which is a 
nonlinear least-squares method based on a linear dynamical model with classical normal 
modes of vibration. The identified natural frequencies and damping ratios are shown in Table 
3. The frequencies are close to the nominal values as recorded in Table 2. The identified mass 
normalised modeshapes of the undamaged reference case and the cases of damage in the x- 
and y- direction are shown in Figures 3 and 4, and Figures 5 and 6, respectively. The modal 
assurance criteria (MAC) (Allemang & Brown 1982) are employed to ensure the correct 
modes are matched as the order of the vibration modes may change after the structure is 
damaged. Table 3 and Figures 3 to 4 show that there is a small change in the identified modal 
parameters for the damaged structure in all cases of damage compared to the nominal modal 
parameters in Table 2. The identified natural frequencies and mass-normalised modeshapes 
are used to calculate the damage-induced changes of modal parameters, and are then input to 
the trained ANNx and ANNy to identify the horizontal stiffness reductions in the x- and 
y-direction for each case of damage. 
 
  
Table 3: Identified modal parameters 
Case 
Natural frequency (Hz) Damping ratio (%) 
1x 2x 1y 2y 1x 2x 1y 2y 
RB 8.74 25.33 8.34 23.17 1.04 1.09 0.89 1.17 
DP1B 8.46 24.54 8.34 23.16 1.26 1.20 0.89 1.17 
DP2B 8.59 24.92 8.34 23.17 0.88 0.99 0.89 1.17 
DP3B 8.34 24.20 8.34 23.17 0.96 0.91 0.88 1.17 
DP3Ba1 8.54 24.71 8.34 23.16 0.79 0.84 0.91 1.19 
DP3Ba2 8.61 24.92 8.34 23.16 0.97 1.12 0.91 1.19 
DP3Ba3 8.65 25.08 8.33 23.16 1.13 1.03 0.91 1.19 
 
 
Figure 3: Identified mass-normalised modeshapes in the x-direction and zoom-in at the 1st 
storey for Cases RB, DP1B, DP2B and DP3B (solid lines: Case RB; dashed lines: Case 
DP1B; dotted lines: Case DP2B; dash-dotted lines: Case DP3B) 
  
 
Figure 4: Identified mass-normalised modeshapes in the x-direction and zoom-in at the 1st 
storey for Cases RB, DP3Ba1, DP3Ba2 and DP3Ba3 (solid lines: Case RB; dashed lines: 
Case DP3Ba1; dotted lines: Case DP3Ba2; dashed-dotted lines: Case DP3Ba3) 

































































Figure 5: Identified mass-normalised modeshapes in the y-direction and zoom-in at the 1st 
storey for Cases RB, DP1B, DP2B and DP3B (solid lines: Case RB; dashed lines: Case 
DP1B; dotted lines: Case DP2B; dash-dotted lines: Case DP3B) 
 
 
Figure 6: Identified mass-normalised modeshapes in the y-direction and zoom-in at the 1st 
storey for Cases RB, DP3Ba1, DP3Ba2 and DP3Ba3 (solid lines: Case RB; dashed lines: 
Case DP3Ba1; dotted lines: Case DP3Ba2; dashed-dotted lines: Case DP3Ba3) 
 
3.3. Damage identification results 
The trained ANNx and ANNy are used to identify the stiffness reductions in the x- and 
y-directions, respectively. Table 4 shows the identified percentage stiffness reductions for all 
damage cases. Case DP1B considers an 11.31% horizontal stiffness reduction at the first 
storey. The damage detection results show that the horizontal stiffness reduction at the 1st 
storey in the x-direction is 10.96%, which is very close to the actual value shown in Table 1. 



































































stiffness are either zero or a very small number, such as 0.2% at the 2nd storey in the 
x-direction and 0.07 at the 3rd storey in the y-direction. Case DP2B considers a smaller 
stiffness reduction at the 1st storey. The identified stiffness reduction is 5.79%. It is very close 
to the actual value 5.66%. 
 Cases DP3B, DP3Ba1, DP3Ba2 and DP3Ba3 consider more challenging situations. 
There are a 11.31% and 5.66% stiffness reduction at the 1st and 3rd storey in the x-direction in 
Case DP3B. Cases DP3Ba1, DP3Ba2 and DP3Ba3 consider smaller stiffness reductions at the 
same damaged storeys as Case DP3B. However, there is only a brace damaged at the 1st and 
3rd storeys in this case, making it a case of asymmetric damage. Case DP3Ba3 is the most 
challenging case. There is only 2.26% and 1.13% stiffness reduction in the 1st and 3rd storeys.  
The results in Table 4 show that the identified stiffness reductions are close to the actual 
values of Cases DP3B, DP3Ba1, DP3Ba2 and DP3Ba3 as shown in Table 1. If 1% stiffness 
reduction is considered to be the threshold value for damage, then only one false indicator out 
of 48 indicators – the 1.20% stiffness reduction in the 2nd storey of Case DP3B – appears in 
the identified results as shown in Table 4. In addition, the proposed method does not “miss” 
any damage, and the damage detection results are on the safe side. It can be concluded 
therefore that the proposed method performs well in terms of damage detection in a Phase II 
SHM simulated benchmark structure. 
 
Table 4: Identified percentage reduction in horizontal stiffness 
Case Dir. 
Storey 
1st  2nd  3rd  4th  
DP1B 
x 10.96 0.20 0.00 0.00 
y 0.00 0.00 0.07 0.00 
      
DP2B 
x 5.79 0.54 0.00 0.00 
y 0.00 0.00 0.00 0.03 
      
DP3B 
x 11.38 1.20 6.22 0.00 
y 0.00 0.00 0.01 0.06 
      
DP3Ba1 
x 6.23 0.60 2.90 0.00 
y 0.04 0.00 0.12 0.00 
      
DP3Ba2 
x 4.12 0.48 1.82 0.00 
y 0.02 0.00 0.09 0.00 
      
DP3Ba3 
x 2.54 0.65 1.23 0.00 
y 0.03 0.00 0.10 0.00 
 
4. Conclusions 
A pattern recognition approach using an ANN is employed to detect damages in a Phase II 
IASC-ASCE SHM simulated benchmark structure. The proposed method uses an extended 
Bayesian ANN design algorithm to select the optimal ANN model class for damage detection. 
Six cases of damage are considered in this study. The results of the damage detection are very 
encouraging. All of the identified stiffness reductions are very close to the actual values. 
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