Abstract-The existing derivations of conventional fast RLS adaptive filters are intrinsically dependent on the shift structure in the input regression vectors. This structure arises when a tapped-delay line (FIR) filter is used as a modeling filter. In this paper, we show, unlike what original derivations may suggest, that fast fixed-order RLS adaptive algorithms are not limited to FIR filter structures. We show that fast recursions in both explicit and array forms exist for more general data structures, such as orthonormallybased models. One of the benefits of working with orthonormal bases is that fewer parameters can be used to model long impulse responses.
I. INTRODUCTION
Fast RLS adaptive filtering algorithms represent an attractive way to compute the least squares solution of growing length data efficiently. While conventional RLS requires O(M 2 ) computations per sample, where M is the filter order, its fast versions require only O(M) operations. Examples of such fast schemes include the fast aposteriori error sequential technique (FAEST) [1] , the fast transversal filter algorithm (FTF) [2] , and leastsquares lattice algorithms [5] , [6] , [7] . The latter class of algorithms deal with order-recursive structures, while the first two examples (FTF and FAEST) deal with fixed-order structures; both FTF and FAEST can also be viewed as special cases of a general fast estimation algorithm for state-space models, known as the (extended) Chandrasekhar recursions [8] , [9] .
The low complexity that is achieved by these algorithms is a direct consequence of the shift structure that is characteristic of regression vectors in FIR adaptive implementations. This fact is evident in the conventional derivations of fast adaptive algorithms; all of which rely heavily on the shift structure. The arguments in [8] , [9] , however, have shown that fast RLS algorithms can still be derived for certain more general structures in the regression vectors, other than the shift structure. In this paper, we show that input regression vectors that arise from more general networks, such as orthonormal filters, satisfy the structural conditions required in [9] and, therefore, that fast fixed-order RLS algorithms can be derived in this context (in [10] , [11] we have shown that order-recursive (lattice) structures can also be developed for Laguerre networks).
There are several important reasons to consider orthonormal basis functions instead of the usual FIR implementations. First, the use of orthonormal models to describe the dynamical behavior of a wide class of systems has been studied extensively in many recent works on system identification and control [13] - [16] . Second, the orthonormality property of such structures offers many benefits in estimation problems, including better numerical conditioning of the data. Third, one of the primary motivations in using IIR basis functions for adaptive filtering is the fact that it requires fewer parameters to model systems with long impulse responses.
In echo cancellation applications, for example, a long FIR filter may be necessary to model the echo path and adaptive IIR techniques have been proposed as possible alternatives (e.g., [17] - [18] ). These techniques are nevertheless known to face stability problems due to the arbitrary pole locations during filter operation. Adaptive filters based on orthonormal models can offer an attractive alternative since, in this case, the location of the poles is fixed. Such schemes have already been suggested for echo cancellation and equalization applications [22] , [23] . However, these earlier contributions rely on a slow RLS-type form for adaptive algorithm that requires O(M 2 ) operations.
In this paper, we show that fast O(M) fixed-order adaptive filters for general orthonormal models can be derived in the least-squares domain, thus leading to fast RLS Laguerre adaptive schemes. One of the advantages of using a least-squaresbased adaptive scheme is that these tend to exhibit faster convergence rates and smaller misadjustments than gradient-based adaptive schemes.
II. THE RLS ALGORITHM
We start by reviewing the standard least-squares problem and its recursive solution. Given a column vector y N 2 C N+1 and a data matrix H N 2 C (N+1) M , the exponentially-weighted least squares problem seeks the column vector w 2 C M that solves is a weighting matrix that is defined in terms of a forgetting factor , 0 < 1. The symbol denotes complex conjugate transposition.
The individual entries of the measurement vector y N will be denoted by fd(i)g, and the individual rows of the data matrix H N will be denoted by fu i g, i.e., :
Let w N denote the optimal solution of (1). It is given by w N = P N H N W N y N (2) in terms of the coefficient matrix
Letŷ N denote the vectorŷ
which we refer to as the regularized projection (or simply projection) of y N onto the range space of H N , written as R(H N ). The minimum cost of (1) is denoted by (N) and it is given by 1 (N) = y N W N e N : (6) The last entries of e N and N are called the a posteriori and a priori estimation errors at time N and they are given by
These are related by a conversion factor, i.e., e(N) = (N) (N)
where (N) = 1 ? u N P N u N :
The well-known RLS algorithm allows us to update w N recursively as follows:
?1 (N + 1) = 1 + ?1 u N+1 P N u N+1 (11) P N+1 = ?1 P N ? g N+1 ?1 (N + 1)g N+1 (12) with w ?1 = 0 and P ?1 = . It also holds that g N+1 = P N+1 u N+1 :
2
The computation of the gain vector g N+1 in the above solution relies on the propagation of the (Riccati) variable P N . This method of computation requires O(M 2 ) operations per iteration. Fast O(M) RLS schemes, on the other hand, avoid the propagation of P N and evaluate the necessary gain vector in a more efficient manner. It turns out that the choice of plays a 1 We may note that in the absence of regularization ( ?1 = 0), the expression for the minimum cost can also be expressed in the equivalent form (N) = e N W N e N . This follows from the orthogonality property b y N W N e N = 0.
However, when regularization is present, we need to use (6) instead. This fact distinguishes the derivations we shall provide for the updates of the minimum costs of the so-called forward and backward prediction problems from those that assume no regularization. More on this later.
2 We remark that without the factor N+1 in the cost (1), the above RLS recursions would not correspond to an exact least-squares solution.
crucial role in the derivation of such fast schemes, as we now explain. Assume for the time being that there exists a square matrix that relates two successive regression vectors as u N = u N+1 : (13) Using Eq. (10), we can then relate two successive gain vectors fg N ; g N+1 g as follows. Define the normalized gain vector k N = g N ?1 (N): (14) Then k N = ?1 P N?1 u N = ?1 P N?1 u N+1 :
Subtracting this equality from k N+1 = ?1 P N u N+1 , we find that k N+1 = k N + ?1 (P N ? P N?1 )u N+1 : (15) This equation shows that in order to update the normalized gain vector from time N to time N +1, it is not necessary to evaluate the individual fP N ; P N?1 g but only the difference r fPN; g = P N ? P N?1 :
It turns out that such differences can be updated fast for certain choices of and (as shown in [8] , [9] in a more general state-space context), and this fact can be used to derive fast RLS schemes for input data vectors with or without shift structure, as we shall explain.
III. A BRIEF OVERVIEW OF IIR AND ORTHONORMAL BASIS STRUCTURES
The objective in this section is to motivate the use of orthonormal filter structures. Thus consider a stable transfer function
P P k=1 a k z ?k and assume that we want to estimate fa k ; b k g from noisy observations of the output signal, say fd(N)g, in response to an input sequence fs(N)g. Using the z-transform notation we can write
so that the available measurements satisfy (17) There are two common techniques for estimating the parameters fa k ; b k g from fd(N); s(N)g:
A. Equation-Error Method
Here we replace the fo(N ?k)g on the right-hand side of (17) (18) where v 0 (N) is a colored noise that is obtained by filtering v(N) through A(z). If we ignore the dependency of the spectrum of v 0 (N) on the fa k g, then model (18) can be assumed to be linear in the parameters fa k ; b k g, which can be estimated via any linear estimation procedure (e.g., LMS), to find (19) A major problem with this formulation is that the estimates fâ k ;b k g become biased due to the color of the noise v 0 (N) and its dependency on fa k g.
B. Output-Error Method
Here we replace the fd(N ?k)g on the right-hand side of (19) by fd(N ? k)g, so that the estimated(N ) is now computed viâ
where the fâ k ;b k g are still updated via an instantaneousgradient algorithm. One of the main drawbacks of this formulation is the existence of multiple local minima in the corresponding mean-squared-error surface. This implies that an adaptive solution can be trapped before achieving "optimality". An alternative method to overcome the problem of local minima is to employ the so-called Steiglitz-McBride (SM) error formulation [19] , which in many cases presents global convergence.
Nevertheless, regardless of which error formulation is used, there are still major disadvantages in considering an adaptive IIR solution for practical purposes. These include:
The necessity of monitoring the poles since they can become unstable during the process of convergence of the algorithm.
The convergence can be very slow compared to an adaptive FIR implementation.
These two facts constitute a major impairment facing the employment of adaptive IIR filters in practice.
C. A Priori Information on System Dynamics
One way to overcome these difficulties is to choose a fixed IIR model structure of the form (20) where the fw k g are parameters to be estimated, the fB k g are rational transfer functions and M is the model order. Note that in this formulation the output signal does not depend on its past values. Moreover, in this case the estimates fw k g will not be biased by measurement noise. have been studied extensively in recent works on system identification and control [13] , [16] , and have also been suggested for echo cancellation purposes [22] . 
This orthonormal network is illustrated in Fig. 2 . This model was proposed in [21] in the context of system identification and it preserves orthonormality of the B k (z). Note that the Laguerre model is obtained by setting all the poles to a k = a. There are three main reasons for considering the use of such orthonormal structures in adaptive filtering:
1. When the system to be modeled has poles, an adaptive FIR filter can exibit poor performance in comparison to an adaptive structure based on rational functions.
2. Unlike the conventional IIR adaptive methods, which present serious problems of stability, local minima and slow convergence, the use of prior information offers a stable and global solution, due to the fixed poles location.
3. Orthonormality guarantees good numerical conditioning for the underlying estimation problem, in contrast to other equivalent system descriptions. That is, note that one could have chosen to represent the transfer function G(z) according to a partialfraction description, or a fixed-denominator model. However, such representations can be numerically ill-conditioned in comparison with the orthonormal structure. Moreover, the statistical properties of the regressors in a non-orthonormal model could lead to data covariance matrices with large eigenvalue spread, and the training of the coefficients fw k g could be adversely affected.
IV. A FAST ARRAY ALGORITHM FOR ORTHONORMAL FILTER STRUCTURES
We now discuss how a fast least-squares adaptive filter can be derived for trainning the structure of Fig. 2 .
. . . To see this, consider the equivalent orthonormal network depicted in Fig. 3 . Then . . . 
where
Using (25) (26) is of the same form as (13) . This slight difference in the nature of the relations can be handled by properly defining extended quantities.
Thus note that using Eqs. (10) and (14), we can write 
where the second equality follows from (26) . Subtracting (28) from (29), we obtain
: (30) This relation shows that in order to update the scaled gain vector from k N to k N+1 , we only need to know how to update the difference r fPN; g = P N 0 0 0 ? 0 0
We now verify that it is possible to update the differences r fPN; g efficiently for all N. 
Assume that is chosen such that the above difference has low rank (say r, where r is independent of M -see Sec. V-C). We can then factor r fP0; g as r fP0; g = L 0 JL 0
where L 0 is (M+1) r and J is an r r signature matrix with as many 1 0 s as r fP0; g has positive or negative eigenvalues. We will show that when this holds, successive differences r fPN; g for N > 0, will not exceed r and, more importantly, that the inertia of all these successive differences can also be taken as J. In other words, by forcing the initial difference (32) to have low rank, and a certain inertia, we end up forcing all successive differences to have a similar property. This fact is essential to the derivation of a fast algorithm.
A. Fast Array Algorithm
To establish the above claims we proceed by induction. Assume that the difference r fPN; g at time N can be factored as r fPN; g = L N JL N for some (M + 1) r matrix L N . Define further, for compactness of notation, the extended quantities:
N (N) 0 P l N = 0 0 0 P N and P u N+1 = P N+1 0 0 0 :
, N satisfies N (1 J) N = (1 J)) that transforms the following pre-array to the form
where s is a positive scalar, m is a column vector, and C is a matrix. Then we claim that we can make the identifications
and also show that r fPN+1; g = CJC .
[This last equation means that the inertia of r fPN+1; g can be taken as J, and that the above array algorithm provides the desired low rank factor L N+1 as well.]
To determine the fs; m; Cg as above, we proceed as follows.
Using the (1 J)-unitarity of N , we obtain from (34) that the following equality holds:
Equating the (1; 1) entries on both sides of this equality, we find that s should satisfy: Comparing with (30) , and using the value of s, we conclude that we can make the identification m =k u N+1 . Note that when a = 0, we have = I and the algorithm collapses to the fast array RLS algorithm for the usual FIR input data structure -see, e.g., [26] , [27] . In Sec. VI we shall further exploit the structure of to show that the matrix product 0 g N ?1=2 (N) can be obtained efficiently in O(2M) operations.
B. Some Implementation Issues
Although from a theoretical point of view, any (1 J)-unitary matrix N that produces the zero entries in the first row of the post-array in (34) will do, we have noticed that different implementations lead to different numerical behavior. To see this, consider for simplicity the case M = 3 and J = (1 ?1). Then the pre-and post-arrays will be of the generic forms: is required to determine . In other words, no information from the other equations is used to update the rest of the entries of the array. We have observed in simulations (see Sec. VIII) that even for = 1, this type of construction can cause the algorithm to diverge in finite precision.
To improve the numerical behavior of the array algorithm, we propose to construct as follows. " "
This choice seems to be more reasonable since in this case, the rotation matrix is determined by using all the equations that constitute the algorithm. We have verified by simulations (in Matlab precision) that this method of constructing is more reliable in terms of numerical errors (see Fig. 11 ).
It is important to clarify that the method or even the type of rotations used in these recursions are not entirely responsable for the numerical behavior of the fast RLS algorithm. In Sec. VII we shall invoke the concepts of backward consistency and minimality and comment on some stability issues for such fast RLS recursions as done in [28] - [30] .
V. EXTENDED FAST TRANSVERSAL FILTER
The recursions of Sec. IV provide a fast algorithm in array form. Its cost is O(10M) per iteration plus the additional cost for implementing the rotations. An alternative description, often more efficient, can be given that relies on a set of explicit equations. This description is obtained by employing an alternative factorization for (31) that is motivated by introducing the socalled forward and backward prediction problems. These problems will further allow us to provide an interpretation for the columns of L N in terms of forward and backward prediction filters.
Before proceeding, we should remark that since in the remainder of this article we need to deal with order-recursive relations, it becomes important to explicitly indicate the size of all quantities involved (in addition to a time index). For example, we shall write w M;N instead of w N to indicate that it is a vector of order M that is computed by using data up to time N. We 
Combining this recursion with (48), we obtain an alternative order update for M (N):
B. Backward Estimation Problem
Similarly to the forward estimation problem, assume now that one more column is appended to H M;N from the right, i.e., 
for some row vector c and scalar to be specified. Then, using Proceeding similarly to the derivation of (48), we also obtain
Combining Eqs. (67) and (69), we arrive at the following orderupdate for M (N):
Note that the variables " M (N) and % M (N) play roles similar to the a priori and a posteriori backward prediction problems. However, although all the quantities related to the backward prediction problems satisfy identical recursive equations, here they have different interpretations.
C. Exploiting Data Structure
We we then obtain a simple relation between f P M+1;N+1 ; P M+1;N g:
From (72), we can obtain similar relations between the quantities fg M+1;N ; g M+1;N+1 g and f M+1 (N); M+1 (N + 1)g.
Thus, multiplying both sides of (72) by u M;N+1 from the right, we get g M+1;N+1 = g M+1;N :
If we further multiply (73) by u M;N+1 from the left and subtract 1 from both sides, we find
which implies that
as desired.
In order for (72) to hold, we still need to show how to choose M , c, and in (52) in order to satisfy (71). Substituting (52) and (39) can be efficiently performed in three steps: Note that when a k = 0, we have = I and therefore k M+1;N+1 = k M+1;N , in which case the recursions collapse to the FTF algorithm [2] . Moreover, equation (75) is the only recursion that uses the fact that the input data has structure. Table I lists the resulting algorithm.
Remark.
The above results also provide us with an initial rank-two factorization for the array algorithm of Sec. IV. To see this, substitute the expressions (53) and (31) 
This expression provides an interpretation for the columns of L N in terms of the filters fw f M;N?1 ; q N g.
VI. EVALUATION OF THE PRODUCT k M+1;N?1
The fast algorithms in array and explicit forms require the computation of the product of a vector by the matrix . For example, consider the product k M+1;N?1 in the fast algorithm of Table I . Our goal in this section is to show that this product can be evaluated efficiently by a network similar to the one of Fig. 3 .
To begin with, recall from the discussion in Sec. IV that every network structure as in Fig. 2 gives rise to a relation of the form In other words, the entries of two successive regressors are related as above or, more compactly, recursively as given by . . . . . . A similar recursion can be used to evaluate the entries of k M+1;N?1 . To see this, we shall elaborate further on the relation between and ? . Then the second columns of and ? will differ by a scaling factor, i.e., 
In summary, the matrix-vector product k M+1;N?1 can be computed efficiently as follows: Step 5 is simple since except for the last entries, the last two rows of differ only by a scaling factor, ?a M?1 .
In the special case of a Laguerre model, has a lower triangular Toeplitz-like structure Another possibility for the computation of the above matrix product is to rely on fast transform techniques, by embedding a Toeplitz matrix into a larger n n circulant matrix, which can then be diagonalized by a DFT, DHT, or any trigonometric transform matrix (note that the submatrix 0:M?2;1:M is Toeplitz). A second technique is to express T as the sum of circulant and skew-circulant matrices, which again can be diagonalized by these transforms (see [25] The cost of the usual FIR FTF algorithm is known to be O(7M) operations. Here, due to steps 2 and 3 in the general model case, this computation simply amounts to O(9M) operations.
VII. STABILITY ISSUES
It is well known that the original fast fixed-order RLS recursions for shift structure data (FTF [2] ), both in array and explicit forms, are unstable when implemented in finite precision arithmetic. Early mentions of such instability problems were reported in [2] , [3] , even though the general idea behind the fast fixed order algorithms had already been put forward in [4] .
Of course, the numerical effects depend on the accuracy of the digital processor employed. However, increasing the wordlength does not solve completely the divergence problem. This can be verified by running simulations of the FTF algorithm in Matlab precision. It may take a while to diverge, but divergence will almost inevitably occur. The unstable behavior of the fast fixed-order RLS recursions can be better understood through the concepts of backward consistency and minimality explained in [28] - [30] and which we briefly discuss here. Our goal is to extend the results of the FTF algorithm in [28] - [30] to the general case of orthonormal models.
A. Backward Consistency
The error propagation in fast RLS algorithms is originated in the prediction part of the recursions. The main idea is to represent the propagated quantities of the prediction section as the states x(N ) of a nonlinear system, say
where s(N) is the input signal, and T is a memoryless nonlinearity that depends on the algorithm used. In the case of the FTF algorithm, the states are will be exponentially stable (see [29] ).
B. Minimality
The answer to whether the fast fixed-order RLS filters are stable or not relies on the fact that these represent systems with nonminimal dimension, in which case S f (N) = S i (N) as shown in [29] , [28] for the FIR case. Our goal is to define a similar stability domain S i (N) for the FTF algorithm for the general model (22) , by specifying the minimal components of the state vector x(N ). Figure 5 illustrates the use of this rescue mechanism applied to the extended fast RLS algorithm. We used an M = 5-tap filter with = 0:95 in Matlab precision. It can be seen that after 450 iterations the filter without rescue mechanism becomes unstable (a). We observed that the rescuing mechanism that makes use of Eq. (104) appeared to be more robust to finite precision than the original rescuing mechanism of [3] . Another approach for addressing the stability problem of the FTF algorithm was proposed in [27] . Although the resulting algorithm is claimed to be numerically stable, the method of analysis employed and the corresponding "stabilized" solution are valid only under some restrictive conditions, and instability can still occur in practice.
The idea behind the analysis in [27] was based on introducing redundancy into the computation of certain quantities, i.e., on computing some variables of the FTF algorithm in two different ways. In so doing, it is possible to obtain measurements of the numerical errors accumulated in these quantities. These measurements are then used in a feedback mechanism in order to "stabilize" the recursions.
Unfortunately, this stabilization procedure assumes a restricted class of stationary signals. Moreover, the forgetting factor has to be chosen very close to unity in order to avoid divergence (this is also the case for the nonstabilized algorithm). This condition hinders its use in important practical circumstances, as for example, in high-order adaptive filtering schemes and in cases of nonstationary enviroments.
VIII. SIMULATION RESULTS
In this section, we run some system identification examples using a Laguerre adaptive structure. In all experiments, the Laguerre pole was optimized offline, by adjusting the pole location and running the experiment until maximum cancellation was observed (We remark that an efficient method to find the optimal pole position for a certain system is currently an open problem, and it is beyond the scope of this work).
Example 1: IIR system identification. Figure 6 compares the MSE performance (obtained by averaging over 100 runs of the experiment) of the fast Laguerre filter with the fast FIR filter (both implemented in explicit forms). The model used for the system identification example in Figure 6 is the same from [24] The input to the unknown model was taken as colored noise and the signal-to-noise ratio at the output was 50 dB. The Laguerre filter was implemented with 6 taps, with the pole located at a = 0:95, and the FIR filter with 500 taps. Both filters used = 0:999. We see from the figure that the Laguerre-RLS algorithm presents faster convergence and achieves a lower MSE level compared to the fast FIR-RLS algorithm. the Laguerre filter provides better cancellation during the initial iterations of the algorithm. Here, the simulation was performed in order to attain the test scenario specified in the G.168 standard [33] for echo cancelers. The input used for the adaptive echo canceler was a composite source signal. The performance criterion is the echo return line enhancement (ERLE), defined as ERLE = 10 log 10 P n?T k=n je(k)j 2 P n?T k=n jd(k)j 2 ! where T is a window of length 6000 (it has to be greater than 5600) according to the G.168 standard.
The simulation was run with normalized LMS (NLMS), fast FIR-RLS, and fast Laguerre-RLS algorithms, with = 1. The Laguerre pole location was set to a = 0:7. No measurement noise was added at the output, and the number of coefficients in each adaptive filter was set such that approximately 45 dB cancellation was obtained. Figure 10 shows the resulting ERLE. The NLMS and fast FIR-RLS adaptive algorithms achieve 45 dB cancellation using 174 taps for the adaptive filters. The fast Laguerre-RLS achieves the same cancellation with 50 adaptive coefficients. Figure 11 illustrates the effect of using two methods of implementing the hyperbolic rotations in the array based algorithm as described in Sec. IV-B. We have observed that the proposed method is more reliable than the standard method of computing the rotation matrix , although it can still encounter some numerical difficulties. In the array form, for = 1, and using 
IX. CONCLUSIONS
We have shown that the fast fixed order RLS algorithms are not limited to tapped-delay-line data structures, as original derivations in the literature suggest. The approach here, following [8] , [9] , shows that for more general data structures we can derive fast filters in both array and explicit forms.
