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MULTIPLICITY AND CONCENTRATION RESULTS FOR A FRACTIONAL
CHOQUARD EQUATION VIA PENALIZATION METHOD
VINCENZO AMBROSIO
Abstract. This paper is devoted to the study of the following fractional Choquard equation
ε
2s(−∆)su+ V (x)u = εµ−N
(
1
|x|µ
∗ F (u)
)
f(u) in RN ,
where ε > 0 is a parameter, s ∈ (0, 1), N > 2s, (−∆)s is the fractional Laplacian, V is a positive
continuous potential with local minimum, 0 < µ < 2s, and f is a superlinear continuous function
with subcritical growth. By using the penalization method and the Ljusternik-Schnirelmann theory,
we investigate the multiplicity and concentration of positive solutions for the above problem.
1. Introduction
In this paper we deal with the following nonlinear fractional Choquard equation
ε2s(−∆)su+ V (x)u = εµ−N
(
1
|x|µ
∗ F (u)
)
f(u) in RN , (1.1)
where ε > 0 is a parameter, s ∈ (0, 1), N > 2s and 0 < µ < 2s. The potential V : RN → R is a
continuous function verifying the following hypotheses:
(V1) infx∈RN V (x) = V0 > 0;
(V2) there exists a bounded open set Λ ⊂ R
N such that
V0 < min
x∈∂Λ
V (x).
Concerning the nonlinearity f : R → R, we assume that f is a continuous function such that
f(t) = 0 for t < 0, and satisfies the following conditions:
(f1) lim
t→0
f(t)
t
= 0;
(f2) there exists q ∈ (2,
2∗s
2 (2−
µ
N )), where 2
∗
s =
2N
N−2s , such that limt→∞
f(t)
tq−1
= 0;
(f3) f verifies the following Ambrosetti-Rabinowitz type condition [5]:
0 < 4F (t) = 4
∫ t
0
f(τ) dτ ≤ 2f(t) t for all t > 0;
(f4) The map t 7→
f(t)
t
is increasing for every t > 0.
The nonlocal operator (−∆)s is the fractional Laplacian which may be defined for any u : RN → R
sufficiently smooth by
(−∆)su(x) = −
C(N, s)
2
∫
RN
u(x+ y) + u(x− y)− 2u(x)
|y|N+2s
dy (x ∈ RN ),
where C(N, s) is a suitable normalization constant; see for instance [16, 28].
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We recall that the problem (1.1) is motivated by the search of standing wave solutions for the
following fractional Schro¨dinger equation
ı
∂ψ
∂t
= (−∆)sψ + V (x)ψ −
(
1
|x|µ
∗ |Ψ|q
)
|Ψ|q−2Ψ (t, x) ∈ R× RN ,
which naturally models many physical problems, such as phase transition, conservation laws, espe-
cially in fractional quantum mechanics. For physical motivations we refer to [6, 7, 14, 18, 19, 20,
21, 22, 36].
When s = 1, V (x) ≡ 1, ε = 1 and F (u) = |u|
2
2 , (1.1) boils down to the Choquard-Pekar equation
−∆u+ u =
(
1
|x|µ
∗ |u|2
)
u in RN (1.2)
introduced by Pekar [33] to describe the quantum mechanics of a polaron. Subsequently, Choquard
used (1.2) to describe an electron trapped in its own hole as approximation to Hartree-Fock Theory
of one component plasma; see [24, 34].
The early existence and symmetry results are due to Lieb [23] and Lions [25]. Later, Ma and
Zhao [26] obtained some qualitative properties of positive solutions considering powers like |u|q.
Moroz and Van Shaftingen [30] investigated regularity, radial symmetry and asymptotic behavior
at infinity of positive solutions for a generalized Choquard equation. Alves and Yang [4] studied
multiplicity and concentration of positive solutions for a Choquard equation. Further results on
Choquard equations can be found in [1, 3, 31, 35, 40, 41].
In the case s ∈ (0, 1), only few recent papers considered fractional Choquard equations like (1.1).
In [13] d’Avenia et al. considered the following fractional Choquard equation
(−∆)su+ u =
(
1
|x|µ
∗ |u|p
)
|u|p−2u in RN ,
obtaining regularity, existence and non existence, symmetry and decay properties of solutions. Frank
and Lenzman [20] established uniqueness of nonnegative ground states for the L2 critical boson star
equation
(−∆)
1
2u+ u =
(
1
|x|µ
∗ |u|2
)
u in R3,
by using variational methods and the extension technique [10]. Coti Zelati and Nolasco [12] ob-
tained existence of ground state solutions for a pseudo-relativistic Hartree-equation via critical
point theory. Shen et al. [37] investigated the existence of ground state solutions for a frac-
tional Choquard equation involving a nonlinearity satisfying Berestycki-Lions type assumptions.
Chen and Liu [11] studied an autonomous fractional Choquard equation via Nehari manifold and
concentration-compactness arguments. Belchior et al. [8] dealt with existence, regularity and poly-
nomial decay for a fractional Choquard equation involving the fractional p-Laplacian.
Motivated by the above papers, in this work we focus our attention on the multiplicity and the con-
centration of positive solutions of (1.1), involving a potential and a continuous nonlinearity satisfying
the assumptions (V1)-(V2) and (f1)-(f4) respectively. In particular, we are interested in relating the
number of positive solutions of (1.1) with the topology of the set M = {x ∈ Λ : V (x) = V0}. In
order to state precisely our result, we recall that if Y is a given closed set of a topological space X,
we denote by catX(Y ) the Ljusternik-Schnirelmann category of Y in X, that is the least number of
closed and contractible sets in X which cover Y .
The main result of this paper is the following:
Theorem 1.1. Suppose that V verifies (V1)-(V2), 0 < µ < 2s and f satisfies (f1)-(f4) with 2 < q <
2(N−µ)
N−2s . Then, for any δ > 0 such that Mδ = {x ∈ R
N : dist(x,M) ≤ δ} ⊂ Λ, there exists εδ > 0
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such that, for any ε ∈ (0, εδ), the problem (1.1) has at least catMδ(M) positive solutions. Moreover,
if uε denotes one of these positive solutions and xε ∈ R
N its global maximum, then
lim
ε→0
V (xε) = V0.
Firstly, we note that the restriction on the exponent q is justified by the Hardy-Littlewood-Sobolev
inequality (see Theorem 2.2 in Section 2). Indeed, if F (u) = |u|q, then the term∫
RN
(
1
|x|µ
∗ F (u)
)
F (u) dx
is well-defined if F (u) ∈ Lt(RN ) for t > 1 such that 2t +
µ
N = 2. Hence, recalling that H
s(RN ) is
continuously embedded into Lr(RN ) for any r ∈ [2, 2∗s ], we need to require that tq ∈ [2, 2
∗
s ], which
leads to assume that
2−
µ
N
≤ q ≤
2∗s
2
(
2−
µ
N
)
.
Now, we give a sketch of the proof of Theorem 1.1. Inspired by [4], we adapt the del Pino-Felmer
penalization technique [15] considering an auxiliary problem. It consists in making a suitable
modification on the nonlinearity f , solving a modified problem and then check that, for ε sufficiently
small, the solutions of the modified problem are indeed solutions of the original one. Differently
from the case s = 1, in our setting a more accurate investigation is needed due to the presence of
two non-local terms. Moreover, the nonlinearity appearing in (1.1) is only continuous (while f ∈ C1
in [4]), so to overcome the non-differentiability of the associated Nehari manifold, we will use some
abstract critical point results due to Szulkin and Weth [39]. Concerning the multiplicity result
for the modified problem, we resemble some ideas due to Benci and Cerami in [9], based on the
comparison between the category of some sublevel sets of the modified functional and the category
of the set M . Finally, in order to prove that the solutions uε of the modified problem are solutions
of the problem (1.1), we adapt a Moser iteration argument [29] to establish L∞-estimates, and
after showed that the convolution term remains bounded, we exploit some useful properties of the
Bessel kernel [2, 19] to obtain the desired result. To our knowledge, this is the first result in which
the concentration and the multiplicity of solutions to (1.1) are considered by using penalization
argument and Ljusternik-Schnirelmann category theory.
The plan of the paper is the following: In Section 2 we introduce the functional setting and
the modified problem. The Section 3 is devoted to the existence of positive solutions to the au-
tonomous problem associated to (1.1). In Section 4, we obtain a multiplicity result using Ljusternik-
Schnirelmann theory. Finally, exploiting a Moser iteration scheme, we are able to prove that for ε
small enough, the solutions of the modified problem are indeed solutions of (1.1).
2. Functional setting
For any s ∈ (0, 1), we denote by Ds,2(RN ) the completion of C∞0 (R
N ) with respect to
[u]2 =
∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dx dy = ‖(−∆)
s
2u‖2L2(RN ),
that is
Ds,2(RN ) =
{
u ∈ L2
∗
s (RN ) : [u]Hs(RN ) <∞
}
.
Let us introduce the fractional Sobolev space
Hs(RN ) =
{
u ∈ L2(RN ) :
|u(x)− u(y)|
|x− y|
N+2s
2
∈ L2(R2N )
}
endowed with the natural norm
‖u‖ =
√
[u]2 + ‖u‖2
L2(RN )
.
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We collect the following useful results.
Theorem 2.1. [16] Let s ∈ (0, 1) and N > 2s. Then there exists a sharp constant S∗ = S(N, s) > 0
such that for any u ∈ Hs(RN )
‖u‖2
L2
∗
s (RN )
≤ S−1∗ [u]
2. (2.1)
Moreover Hs(RN ) is continuously embedded in Lq(RN ) for any q ∈ [2, 2∗s ] and compactly in L
q
loc(R
N )
for any q ∈ [2, 2∗s).
Lemma 2.1. [19] Let N > 2s. If (un) is a bounded sequence in H
s(RN ) and if
lim
n→∞
sup
y∈RN
∫
BR(y)
|un|
2dx = 0
where R > 0, then un → 0 in L
t(RN ) for all t ∈ (2, 2∗s).
Theorem 2.2. [24] Let r, t > 1 and 0 < µ < N such that 1r +
µ
N +
1
t = 2. Let f ∈ L
r(RN ) and
h ∈ Lt(RN ). Then there exists a sharp constant C(r,N, µ, t) > 0 independent of f and h such that∫
RN
∫
RN
f(x)h(y)
|x− y|µ
dxdy ≤ C(r,N, µ, t)‖f‖Lr(RN )‖h‖Lt(RN ).
For any ε > 0, we denote by Hsε the completion of C
∞
0 (R
N ) with respect to the norm
‖u‖2ε =
∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dxdy +
∫
RN
V (εx)u2(x) dx.
It is clear that Hsε is a Hilbert space with respect to the inner product
(u, v)ε =
∫∫
R2N
(u(x) − u(y))
|x− y|N+2s
(v(x) − v(y)) dxdy +
∫
RN
V (εx)uv dx.
By using the change of variable u(x) 7→ u(εx) we can see that the problem (1.1) is equivalent to the
following one
(−∆)su+ V (εx)u =
(
1
|x|µ
∗ F (u)
)
f(u) in RN . (2.2)
Fix ℓ > 2 and a > 0 such that f(a)a =
V0
ℓ , and we introduce the functions
f˜(t) :=
{
f(t) if t ≤ a
V0
ℓ t if t > a,
and
g(x, t) = χΛ(x)f(t) + (1− χΛ(x))f˜(t),
where χΛ is the characteristic function on Λ, and we write G(x, t) =
∫ t
0 g(x, τ) dτ .
Let us note that from the assumptions (f1)-(f4), g satisfies the following properties:
(g1) lim
t→0
g(x, t)
t
= 0 uniformly in x ∈ RN ;
(g2) lim
t→∞
g(x, t)
tq−1
= 0 uniformly in x ∈ RN ;
(g3) 0 < 4G(x, t) ≤ 2g(x, t)t for any x ∈ Λ and t > 0, and
0 ≤ 2G(x, t) ≤ g(x, t)t ≤ V0ℓ t
2 for any x ∈ RN \ Λ and t > 0,
(g4) t 7→ g(x, t) and t 7→
G(x,t)
t are increasing for all x ∈ R
N and t > 0.
Thus we consider the following auxiliary problem
(−∆)su+ V (εx)u =
(
1
|x|µ
∗G(εx, u)
)
g(εx, u) in RN (2.3)
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and we note that if u is a solution of (2.3) such that
u(x) < a for all x ∈ RN \ Λε, (2.4)
where Λε := {x ∈ R
N : εx ∈ Λ}, then u solves (2.2), in view of the definition of g.
It is clear that, weak solutions to (2.3) are critical points of the C1-functional Jε : H
s
ε → R defined
by
Jε(u) =
1
2
‖u‖2ε −Σε(u)
where
Σε(u) =
1
2
∫
RN
(
1
|x|µ
∗G(εx, u)
)
G(εx, u) dx.
We begin proving that Jε satisfies the assumptions of the mountain pass theorem [5].
Lemma 2.2. Jε has a mountain pass geometry, that is
(i) there exist α, ρ > 0 such that Jε(u) ≥ α for any u ∈ H
s
ε such that ‖u‖ε = ρ;
(ii) there exists e ∈ Hsε with ‖e‖ε > ρ such that Jε(e) < 0.
Proof. From (g1) and (g2), it follows that that for any η > 0 there exists Cη > 0 such that
|g(εx, t)| ≤ η|t|+ Cη|t|
q−1. (2.5)
By using Theorem 2.2 and (2.5), we get∣∣∣∣∫
RN
(
1
|x|µ
∗G(εx, u)
)
G(εx, u) dx
∣∣∣∣ ≤ C‖G(εx, u)‖Lt(RN )‖G(εx, u)‖Lt(RN ) ≤ C (∫
RN
(|u|2 + |u|q dx)t
) 2
t
,
(2.6)
where 1t =
1
2(2−
µ
N ). Since 2 < q <
2∗s
2 (2−
µ
N ), we can see that tq ∈ (2, 2
∗
s), and from Theorem 2.1,
we have (∫
RN
(|u|2 + |u|q dx)t
) 2
t
≤ C(‖u‖2ε + ‖u‖
q
ε)
2. (2.7)
Taking into account (2.6) and (2.7) we can deduce that∣∣∣∣∫
RN
(
1
|x|µ
∗G(εx, u)
)
G(εx, u) dx
∣∣∣∣ ≤ C(‖u‖2ε + ‖u‖qε)2 ≤ C(‖u‖4ε + ‖u‖2qε ).
As a consequence
J(u) ≥
1
2
‖u‖2ε − C(‖u‖
4
ε + ‖u‖
2q
ε ),
and being q > 2 we can see that (i) holds. Fix a positive function u0 ∈ H
s(RN ) \ {0} with
supp(u0) ⊂ Λε, and we set
h(t) = Σε
(
tu0
‖u0‖ε
)
for t > 0.
Since G(εx, u0) = F (u0) and by using (f3), we deduce that
h′(t) = Σ′ε
(
tu0
‖u0‖ε
)
u0
‖u0‖ε
=
∫
RN
(
1
|x|µ
∗ F
(
tu0
‖u0‖ε
))
f
(
tu0
‖u0‖ε
)
u0
‖u0‖ε
dx
=
4
t
∫
RN
1
2
(
1
|x|µ
∗ F
(
tu0
‖u0‖ε
))
1
2
f
(
tu0
‖u0‖ε
)
tu0
‖u0‖ε
dx
>
4
t
h(t). (2.8)
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Integrating (2.8) on [1, t‖u0‖ε] with t >
1
‖u0‖ε
, we find
h(t‖u0‖ε) ≥ h(1)(t‖u0‖ε)
4
which gives
Σε(tu0) ≥ Σε
(
u0
‖u0‖ε
)
‖u0‖
4
εt
4.
Therefore, we have
Jε(tu0) =
t2
2
‖u0‖
2
ε − Σε(tu0) ≤ C1t
2 − C2t
4 for t >
1
‖u0‖ε
.
Taking e = tu0 with t sufficiently large, we can see that (ii) holds. 
Since supp(u0) ⊂ Λε, there exists κ > 0 independent of ε, l, a such that
cε = inf
u∈Hsε\{0}
max
t≥0
Jε(tu) < κ.
Now, let us define
B = {u ∈ Hs(RN ) : ‖u‖2ε ≤ 4(κ + 1)}
and we set
K˜ε(u)(x) =
1
|x|µ
∗G(εx, u).
We prove the following useful lemma.
Lemma 2.3. Assume that (f1)-(f3) hold and 2 < q <
2(N−µ)
N−2s . Then there exists ℓ0 > 0 such that
supu∈B ‖K˜ε(u)(x)‖L∞(RN )
ℓ0
<
1
2
for any ε > 0.
Proof. Let us prove that there exists C0 > 0 such that
sup
u∈B
‖K˜ε(u)(x)‖L∞(RN ) ≤ C0. (2.9)
We observe that
|G(εx, u)| ≤ C(|u|2 + |u|q) for all ε > 0. (2.10)
By using (2.10), we can see that
|K˜ε(u)(x)| =
∣∣∣∣∫
RN
G(εx, u)
|x− y|µ
dy
∣∣∣∣
≤
∣∣∣∣∣
∫
|x−y|≤1
G(εx, u)
|x− y|µ
dy
∣∣∣∣∣+
∣∣∣∣∣
∫
|x−y|>1
G(εx, u)
|x− y|µ
dy
∣∣∣∣∣
≤ C
∫
|x−y|≤1
|u(y)|2 + |u(y)|q
|x− y|µ
dy + C
∫
RN
(|u|2 + |u|q) dy
≤ C
∫
|x−y|≤1
|u(y)|2 + |u(y)|q
|x− y|µ
dy + C (2.11)
where in the last line we used Theorem 2.1 and ‖u‖2ε ≤ 4(κ + 1). Now, we take
t ∈
(
N
N − µ
,
N
N − 2s
]
and r ∈
(
N
N − µ
,
2N
q(N − 2s)
]
.
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By applying Ho¨lder inequality and by using Theorem 2.1 and ‖u‖2ε ≤ 4(κ+ 1), we can see that∫
|x−y|≤1
|u(y)|2
|x− y|µ
dy ≤
(∫
|x−y|≤1
|u|2t dy
) 1
t
(∫
|x−y|≤1
1
|x− y|
tµ
t−1
dy
) t−1
t
≤ C∗(4(κ + 1))
2
(∫
ρ≤1
ρN−1−
tµ
t−1 dρ
) t−1
t
<∞. (2.12)
because of N − 1− tµt−1 > −1. Similarly, we get∫
|x−y|≤1
|u(y)|q
|x− y|µ
dy ≤
(∫
|x−y|≤1
|u|rq dy
) 1
r
(∫
|x−y|≤1
1
|x− y|
rµ
r−1
dy
) r−1
r
≤ C∗(4(κ+ 1))
q
(∫
ρ≤1
ρN−1−
rµ
r−1 dρ
) r−1
r
<∞ (2.13)
in view of N − 1− rµr−1 > −1. Putting together (2.12) and (2.13) we can see that∫
|x−y|≤1
|u(y)|2 + |u(y)|q
|x− y|µ
dy ≤ C for all x ∈ RN
which in view of (2.11) yields (2.9). Then there exists ℓ0 > 0 such that
supu∈B ‖K˜ε(u)(x)‖L∞(RN )
ℓ0
≤
C0
ℓ0
<
1
2
.

Then, we take a > 0 the unique number such that
f(a)
a
=
V0
ℓ0
and we consider the penalized problem (2.3) with these choices. Now, let us introduce the Nehari
manifold associated to (2.3), that is
Nε := {u ∈ H
s
ε \ {0} : 〈J
′
ε(u), u〉 = 0}.
By using Theorem 2.2 and (g1)-(g2), we can see that for all u ∈ Nε
‖u‖2ε ≤ C(‖u‖
4
ε + ‖u‖
2q
ε ),
so there exists r > 0 such that
‖u‖ε ≥ r for all u ∈ Nε, ε > 0. (2.14)
Let us denote by Sε the unitary sphere in H
s
ε . Since f is only continuous, the next two results will
play a fundamental role to overcome the non-differentiability of Nε.
Lemma 2.4. Suppose that V satisfies (V1)-(V2) and f verifies (f1)-(f4).
Then, the following facts hold true:
(a) For any u ∈ Hsε \ {0}, let hu : R+ → R be defined by hu(t) := Jε(tu). Then, there is a
unique tu > 0 such that h
′
u(t) > 0 in (0, tu) and h
′
u(t) < 0 in (tu,∞).
(b) There is τ > 0, independent on u, such that tu ≥ τ for every u ∈ Sε. Moreover, for each
compact set W ⊂ Sε, there is CW > 0 such that tu ≤ CW for every u ∈ W.
(c) The map mˆε : H
s
ε \ {0} → Nε given by mˆε(u) := tuu is continuous and mε := mˆ|Sε is a
homeomorphism between Sε and Nε. Moreover, m
−1
ε (u) =
u
‖u‖ε
.
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Proof. (a) From the proof of Lemma 2.2 we can see that hu(0) = 0, hu(t) > 0 for t small and
hu(t) < 0 for t large. Then, by the continuity of hu, it is easy to see that there exists tu > 0 such
that maxt≥0 hu(t) = hu(tu), tuu ∈ Nε and h
′
u(tu) = 0.
Now, we note that
tu ∈ Nε ⇐⇒ ‖u‖
2
ε =
∫
RN
(
1
|x|µ
∗
G(εx, tu)
t
)
g(εx, tu)u dx,
so, by using (g4), we get the uniqueness of a such tu.
(b) Let u ∈ Sε. Recalling that h
′
u(tu) = 0, and using (g1)-(g2), Theorem 2.2 (see estimates in
Lemma ??), and Theorem 2.1, we get for any ξ > 0 small
t2u =
∫
RN
K˜ε(tuu)g(εx, tuu)tuu dx ≤ ξC1t
4
u + C2Cξt
2q
u .
Being q > 2, there exists τ > 0 independent of u, such that tu ≥ τ . Now, by using (g3), we can
observe that
Jε(v) = Jε(v)−
1
4
〈J ′ε(v), v〉
=
1
4
‖v‖2ε −
1
4
∫
RN
(
1
|x|µ
∗G(εx, u)
)
[2G(εx, u) − g(εx, u)u] dx
≥
1
4
‖v‖2ε for any v ∈ Nε. (2.15)
Hence, if W ⊂ Sε is a compact set, and (un) ⊂ W is such that tun →∞, it follows that un → u in
Hsε , and Jε(tunun)→ −∞. Taking vn = tunun ∈ Nε in (2.15), we can see that
0 <
1
4
≤
Jε(tunun)
t2un
≤ 0 as n→∞
which gives a contradiction.
(c) Since (a) and (b) hold, we can apply Proposition 8 in [39] to deduce the thesis. 
Remark 2.1. From the estimates in (b), we can deduce that Jε is coercive on Nε, because for all
u ∈ Nε
Jε(u) ≥
1
4
‖u‖2ε →∞ as ‖u‖ε →∞.
Taking into account the above estimate and (2.14), we can also see that Jε|Nε is bounded below by
some positive constant.
Let us define the maps ψˆε : H
s
ε \ {0} → R by ψˆε(u) := Jε(mˆε(u)), and ψε := ψˆ|Sε . The next result
is a consequence of Lemma 2.4. For more details, see Proposition 9 and Corollary 10 in [39].
Proposition 2.1. Suppose that V satisfies (V1)-(V2) and f verifies (f1)-(f4). Then, one has:
(a) ψˆε ∈ C
1(Hsε \ {0},R) and
〈ψˆ′ε(u), v〉 =
‖mˆε(u)‖ε
‖u‖ε
〈J ′ε(mˆε(u)), v〉 ,
for every u ∈ Hsε \ {0} and v ∈ H
s
ε ;
(b) ψε ∈ C
1(Sε,R) and 〈ψ
′
ε(u), v〉 = ‖mε(u)‖ε〈J
′
ε(mε(u)), v〉, for every v ∈ TuSε.
(c) If (un) is a (PS)d sequence for ψε, then (mε(un)) is a (PS)d sequence for Jε. Moreover, if
(un) ⊂ Nε is a bounded (PS)d sequence for Jε, then (m
−1
ε (un)) is a (PS)d sequence for the
functional ψε;
(d) u is a critical point of ψε if and only if mε(u) is a nontrivial critical point for Jε. Moreover,
the corresponding critical values coincide and
inf
u∈Sε
ψε(u) = inf
u∈Nε
Jε(u).
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Remark 2.2. As in [39], we have the following characterization of the infimum of Jε on Nε:
cε = inf
u∈Nε
Jε(u) = inf
u∈Hsε\{0}
max
t>0
Jε(tu) = inf
u∈Sε
max
t>0
Jε(tu).
In the next result we show that Jε verifies a local compactness condition.
Lemma 2.5. Jε satisfies the (PS)c condition for all c ∈ [cε, κ].
Proof. Let (un) be a Palais-Smale sequence at the level c, that is Jε(un)→ c and J
′
ε(un) → 0. We
divide the proof in two main steps.
Step 1: For any η > 0 there exists R = Rη > 0 such that
lim sup
n→∞
∫
RN\BR
|(−∆)
s
2un|
2 + V (εx)u2n dx < η. (2.16)
By using (g3), we can see that
Jε(un)−
1
4
〈J ′ε(un), un〉 =
(
1
2
−
1
4
)
‖un‖
2
Hsε
+
1
4
∫
RN
(
1
|x|µ
∗G(εx, un)
)
g(εx, un)un dx
−
1
2
∫
RN
(
1
|x|µ
∗G(εx, un)
)
G(εx, un) dx
≥
1
4
‖un‖
2
ε,
so there exists n0 ∈ N such that
‖un‖
2
ε ≤ 4(κ + 1) for all n ≥ n0.
Therefore, we may assume that un ⇀ u in H
s(RN ) and un → u in L
r
loc(R
N ) for any r ∈ [2, 2∗s).
Moreover, by Lemma 2.3, we can deduce that
supn≥n0 ‖K˜ε(un)(x)‖L∞(RN )
ℓ0
≤
1
2
. (2.17)
Fix R > 0 and let ψR ∈ C
∞(RN ) be a function such that ψR = 0 in BR/2, ψR = 1 in B
c
R, ψR ∈ [0, 1]
and |∇ηR| ≤ C/R. Since (unψR) is bounded we can see that∫
RN
(−∆)
s
2un(−∆)
s
2 (unψR) + V (εx)ψRu
2
n dx = 〈J
′
ε(un), unψR〉+
∫
RN
(
1
|x|µ
∗G(εx, un)
)
g(εx, un)unψR
= on(1) +
∫
RN
(
1
|x|µ
∗G(εx, un)
)
g(εx, un)unψR dx
(2.18)
For n ≥ n0 and ε > 0 fixed, take R > 0 big enough such that Λε ⊂ BR/2. Then, by using (g3) with
ℓ0 as in Lemma 2.3, we deduce that∫
RN\BR/2
|(−∆)
s
2un|
2 + V (εx)u2n dx ≤
∫
RN\BR/2
(
1
|x|µ
∗G(εx, un)
)
g(εx, un)un dx+ on(1)
−
∫∫
R2N
(un(x)− un(u))(ψR(x)− ψR(y))
|x− y|N+2s
un(y) dxdy
≤
∫
RN\BR/2
supn≥n0 ‖K˜ε(un)(x)‖L∞(RN )
ℓ0
V0u
2
n dx+ on(1)
−
∫∫
R2N
(un(x)− un(u))(ψR(x)− ψR(y))
|x− y|N+2s
un(y) dxdy,
10 V. AMBROSIO
which together with (2.17) yields
1
2
∫
RN\BR/2
|(−∆)
s
2un|
2 + V (εx)u2n dx ≤ on(1) −
∫∫
R2N
(un(x)− un(u))(ψR(x)− ψR(y))
|x− y|N+2s
un(y) dxdy.
Now, we note that the Ho¨lder inequality and the boundedness of (un) imply that∣∣∣∣∫∫
R2N
(un(x)− un(u))(ψR(x)− ψR(y))
|x− y|N+2s
un(y) dxdy
∣∣∣∣
≤
(∫∫
R2N
|un(x)− un(y)|
2
|x− y|N+2s
dxdy
) 1
2
(∫∫
R2N
|ψR(x)− ψR(y)|
2
|x− y|N+2s
u2n(y) dxdy
) 1
2
≤ C
(∫∫
R2N
|ψR(x)− ψR(y)|
2
|x− y|N+2s
u2n(y) dxdy
) 1
2
.
Therefore, it is enough to prove that
lim
R→∞
lim sup
n→∞
∫∫
R2N
|ψR(x)− ψR(y)|
2
|x− y|N+2s
u2n(y) dxdy = 0
to conclude our first claim.
Let us note that R2N can be written as
R
2N = ((RN \B2R)× (R
N \B2R)) ∪ ((R
N \B2R)×B2R) ∪ (B2R × R
N ) =: X1R ∪X
2
R ∪X
3
R.
Then ∫∫
R2N
|ψR(x)− ψR(y)|
2
|x− y|N+2s
u2n(x)dxdy =
∫∫
X1R
|ψR(x)− ψR(y)|
2
|x− y|N+2s
u2n(x)dxdy
+
∫∫
X2R
|ψR(x)− ψR(y)|
2
|x− y|N+2s
u2n(x)dxdy +
∫∫
X3R
|ψR(x)− ψR(y)|
2
|x− y|N+2s
u2n(x)dxdy. (2.19)
Now, we estimate each integral in (2.19). Since ψR = 1 in R
N \B2R, we have
∫∫
X1R
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy = 0. (2.20)
Let k > 4. Clearly, we have
X2R = (R
N \B2R)×B2R = ((R
2N \BkR)×B2R) ∪ ((BkR \B2R)×B2R)
Let us observe that, if (x, y) ∈ (R2N \BkR)×B2R, then
|x− y| ≥ |x| − |y| ≥ |x| − 2R >
|x|
2
.
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Therefore, taking into account 0 ≤ ψR ≤ 1, |∇ψR| ≤
C
R and applying Ho¨lder inequality, we can see∫∫
X2R
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
=
∫
R2N\BkR
∫
B2R
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy +
∫
BkR\B2R
∫
B2R
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
≤ 22+N+2s
∫
RN\BkR
∫
B2R
u2n(x)
|x|N+2s
dxdy +
C
R2
∫
BkR\B2R
∫
B2R
u2n(x)
|x− y|N+2(s−1)
dxdy
≤ CRN
∫
RN\BkR
u2n(x)
|x|N+2s
dx+
C
R2
(kR)2(1−s)
∫
BkR\B2R
u2n(x)dx
≤ CRN
(∫
RN\BkR
|un(x)|
2∗sdx
) 2
2∗s
(∫
RN\BkR
1
|x|
N2
2s
+N
dx
) 2s
N
+
Ck2(1−s)
R2s
∫
BkR\B2R
u2n(x)dx
≤
C
kN
(∫
RN\BkR
|un(x)|
2∗sdx
) 2
2∗s
+
Ck2(1−s)
R2s
∫
BkR\B2R
u2n(x)dx
≤
C
kN
+
Ck2(1−s)
R2s
∫
BkR\B2R
u2n(x)dx. (2.21)
Now, fix ε ∈ (0, 1), and we note that∫∫
X3R
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
≤
∫
B2R\BεR
∫
RN
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy +
∫
BεR
∫
RN
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy. (2.22)
Let us estimate the first integral in (2.22). Then,∫
B2R\BεR
∫
RN∩{y:|x−y|<R}
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy ≤
C
R2s
∫
B2R\BεR
u2n(x)dx
and ∫
B2R\BεR
∫
RN∩{y:|x−y|≥R}
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy ≤
C
R2s
∫
B2R\BεR
u2n(x)dx
from which we have∫
B2R\BεR
∫
RN
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy ≤
C
R2s
∫
B2R\BεR
u2n(x)dx. (2.23)
By using the definition of ψR, ε ∈ (0, 1), and ψR ≤ 1, we have∫
BεR
∫
RN
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy =
∫
BεR
∫
RN\BR
|un(x)|
2|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
≤ 4
∫
BεR
∫
RN\BR
u2n(x)
|x− y|N+2s
dxdy
≤ C
∫
BεR
u2n(x)dx
∫ ∞
(1−ε)R
1
r1+2s
dr
=
C
[(1− ε)R]2s
∫
BεR
u2n(x)dx (2.24)
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where we use the fact that if (x, y) ∈ BεR × (R
N \BR), then |x− y| > (1− ε)R.
Taking into account (2.22), (2.23) and (2.24) we deduce∫∫
X3R
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
≤
C
R2s
∫
B2R\BεR
|un(x)|
2dx+
C
[(1− ε)R]2s
∫
BεR
u2n(x)dx. (2.25)
Putting together (2.19), (2.20), (2.21) and (2.25), we can infer∫∫
R2N
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
≤
C
kN
+
Ck2(1−s)
R2s
∫
BkR\B2R
u2n(x)dx+
C
R2s
∫
B2R\BεR
|un(x)|
2dx+
C
[(1− ε)R]2s
∫
BεR
u2n(x)dx.
(2.26)
Since (un) is bounded in H
s(RN ), we may assume that un → u in L
2
loc(R
N ) for some u ∈ Hs(RN ).
Then, taking the limit as n→∞ in (2.26), we have
lim sup
n→∞
∫∫
R2N
|un(x)|
2|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
≤
C
kN
+
Ck2(1−s)
R2s
∫
BkR\B2R
|u(x)|2dx+
C
R2s
∫
B2R\BεR
|u(x)|2dx+
C
[(1− ε)R]2s
∫
BεR
|u(x)|2dx
≤
C
kN
+ Ck2
(∫
BkR\B2R
|u(x)|2
∗
sdx
) 2
2∗s
+ C
(∫
B2R\BεR
|u(x)|2
∗
sdx
) 2
2∗s
+ C
(
ε
1− ε
)2s(∫
BεR
|u(x)|2
∗
sdx
) 2
2∗s
,
where in the last passage we use Ho¨lder inequality.
Since u ∈ L2
∗
s (RN ), k > 4 and ε ∈ (0, 1), we obtain
lim sup
R→∞
∫
BkR\B2R
|u(x)|2
∗
sdx = lim sup
R→∞
∫
B2R\BεR
|u(x)|2
∗
sdx = 0.
Choosing ε = 1k , we get
lim sup
R→∞
lim sup
n→∞
∫∫
R2N
u2n(x)|ψR(x)− ψR(y)|
2
|x− y|N+2s
dxdy
≤ lim
k→∞
lim sup
R→∞
[ C
kN
+ Ck2
(∫
BkR\B2R
|u(x)|2
∗
sdx
) 2
2∗s
+ C
∫
B2R\B 1
k
R
|u(x)|2
∗
sdx

2
2∗s
+ C
(
1
k − 1
)2s∫
B 1
k
R
|u(x)|2
∗
sdx

2
2∗s ]
≤ lim
k→∞
C
kN
+ C
(
1
k − 1
)2s(∫
RN
|u(x)|2
∗
sdx
) 2
2∗s
= 0.
Step 2: Let us prove that un → u in H
s
ε as n→∞.
Set Ψn = ‖un − u‖
2
ε and we observe that
Ψn = 〈J
′
ε(un), un〉 − 〈J
′
ε(un), u〉+
∫
RN
(
1
|x|µ
∗G(εx, un)
)
g(εx, un)(un − u) dx+ on(1). (2.27)
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Let us note that 〈J ′ε(un), un〉 = 〈J
′
ε(un), u〉 = on(1), so in view of (2.27), we need to show that∫
RN
(
1
|x|µ
∗G(εx, un)
)
g(εx, un)(un − u) dx = on(1),
to infer that Ψn → 0 as n→∞.
We observe that G(εx, un) is bounded in L
2N
2N−µ (RN ) (since q < 2
∗
s
2
(
2− µN
)
), un → u a.e. in R
N ,
and G is continuous, so we deduce that
G(εx, un) ⇀ G(εx, u) in L
2N
2N−µ (RN ). (2.28)
In virtue of Theorem 2.2, we know that the convolution term
1
|x|µ
∗ h(x) ∈ L
2N
µ (RN ) for all h ∈ L
2N
2N−µ (RN )
is a linear bounded operator from L
2N
2N−µ (RN ) to L
2N
µ (RN ), so we can see that
K˜ε(un) =
1
|x|µ
∗G(εx, un) ⇀
1
|x|µ
∗G(εx, u) = K˜ε(u) in L
2N
µ (RN ). (2.29)
Since g has a subcritical growth, by using Theorem 2.1 and (2.29), we obtain
lim
n→∞
∫
BR
K˜ε(un)g(εx, un)(un − u) dx = 0. (2.30)
From the growth assumption and the boundedness of K˜ε(un) we obtain∫
RN\BR
K˜ε(un)|g(εx, un)un| dx ≤ C1
∫
RN\BR
u2n dx.
By the Step 1 and Theorem 2.1, for any η > 0 there exists Rη > 0 such that
lim sup
n→∞
∫
RN\BR
K˜ε(un)|g(εx, un)un| dx ≤ C2η.
In similar way, from Ho¨lder inequality, we can see that
lim sup
n→∞
∫
RN\BR
K˜ε(un)|g(εx, un)u| dx ≤ C3η.
Taking into account the above limits we can infer that
lim
n→∞
∫
RN
K˜ε(un)g(εx, un)(un − u) dx = 0.

Finally, we prove the following result:
Lemma 2.6. The functional ψε satisfies the (PS)c on Sε for any c ∈ [cε, κ].
Proof. Let (un) ⊂ Sε be a (PS)c sequence for ψε. Then ψε(un)→ c and ‖ψ
′
ε(un)‖∗ → 0, where ‖ ·‖∗
denotes the norm in the dual space of (TunSε)
∗. By using Proposition 2.1-(c), we can infer that
(mε(un)) is a (PS)c sequence for Jε. In view of Lemma 2.5, we can see that, up to a subsequence,
there exists u ∈ Sε such that mε(un) → mε(u) in H
s
ε . From Lemma 2.4-(c), we conclude that
un → u in Sε.

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3. The autonomous problem
In this section we deal with the limit problem associated to (2.2), namely
(−∆)su+ V0u =
(
1
|x|µ
∗ F (u)
)
f(u) in RN . (3.1)
In what follows, we denote the above problem with (PV0).
The functional JV0 : H
s
0 → R associated to the above problem is given by
JV0(u) =
1
2
‖u‖2V0 − Σ0(u),
where Hs0 is the space H
s(RN ) endowed with the norm
‖u‖2V0 = [u]
2 +
∫
RN
V0u
2 dx,
and
Σ0(u) =
1
2
∫
RN
(
1
|x|µ
∗ F (u)
)
F (u) dx.
Let us consider the following Nehari manifold
NV0 = {u ∈ H
s
0 \ {0} : 〈J
′
V0(u), u〉 = 0}
and let us denote by S0 the unit sphere inH
s
0 . Arguing as in the proofs of Lemma 2.4 and Proposition
2.1, we can see that the following results hold.
Lemma 3.1. Suppose that f verifies (f1)-(f4).
Then, the following facts hold true:
(a) For any u ∈ Hs0 \ {0}, let hu : R+ → R be defined by hu(t) := JV0(tu). Then, there is a
unique tu > 0 such that h
′
u(t) > 0 in (0, tu) and h
′
u(t) < 0 in (tu,+∞).
(b) There is τ > 0, independent on u, such that tu ≥ τ for every u ∈ S0. Moreover, for each
compact set W ⊂ S0, there is CW > 0 such that tu ≤ CW for every u ∈ W.
(c) The map mˆ0 : H
s
0 \ {0} → NV0 given by mˆ0(u) := tuu is continuous and m0 := mˆ|S0 is a
homeomorphism between S0 and NV0 . Moreover, m
−1
0 (u) =
u
‖u‖V0
.
Let us define the maps ψˆ0 : H
s
0 \ {0} → R by ψˆ0(u) := JV0(mˆ0(u)), and ψ := ψˆ0|S0 . Then we have
Proposition 3.1. Suppose that f verifies (f1)-(f4). Then, one has:
(a) ψˆ0 ∈ C
1(Hs0 \ {0},R) and
〈ψˆ′0(u), v〉 =
‖mˆ0(u)‖V0
‖u‖V0
〈J ′ε(mˆ0(u)), v〉 ,
for every u ∈ Hs0 \ {0} and v ∈ H
s
0;
(b) ψ0 ∈ C
1(S0,R) and 〈ψ
′
0(u), v〉 = ‖m0(u)‖V0〈J
′
V0
(m0(u)), v〉, for every v ∈ TuS0.
(c) If (un) is a (PS)d sequence for ψ0, then (m0(un)) is a (PS)d sequence for JV0 . Moreover,
if (un) ⊂ NV0 is a bounded (PS)d sequence for JV0 , then (m
−1
0 (un)) is a (PS)d sequence for
the functional ψ0;
(d) u is a critical point of ψ0 if and only if m0(u) is a nontrivial critical point for JV0 . Moreover,
the corresponding critical values coincide and
inf
u∈S0
ψ0(u) = inf
u∈NV0
JV0(u).
Moreover, we have the following characterization of the infimum of J0 on NV0
cV0 = inf
u∈NV0
JV0(u) = inf
u∈Hs
0
\{0}
max
t>0
JV0(tu) = inf
u∈S0
max
t>0
JV0(tu). (3.2)
The next Lemma allows us to assume that the weak limit of a (PS)c sequence is nontrivial.
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Lemma 3.2. Let (un) ⊂ H
s
0 be a (PS)c sequence for JV0 and such that un ⇀ 0. Then, only one of
the following alternatives holds.
(a) un → 0 in H
s
0, or
(b) there exists a sequence (y˜n) ⊂ R
N , and constants R > 0 and γ > 0 such that
lim inf
n→∞
∫
BR(y˜n)
|un|
2 dx ≥ γ > 0.
Proof. Suppose that (b) does not hold. Then, for all R > 0, we have
lim
n→∞
sup
y∈RN
∫
BR(y)
|un|
2 dx = 0.
Since we know that (un) is bounded in H
s
0 , we can use Lemma 2.1 to deduce that un → 0 in L
q(RN )
for any q ∈ (2, 2∗s). By using (f1)-(f2), we know that for all η > 0 there exists Cη > 0 such that
|F (t)| ≤ η|t|2 + Cη|t|
q,
so, applying Hardy-Littlewood-Sobolev inequality, we get∫
RN
(
1
|x|µ
∗ F (un)
)
f(un)un dx = on(1).
Taking into account 〈J ′0(un), un〉 = on(1), we can infer that ‖un‖V0 → 0 as n→∞. 
Now, we prove the following result for the autonomous problem.
Lemma 3.3. Let (wn) ⊂ H
s
0 be a (PS)cV0 sequence for JV0 . Then the problem (PV0) has a positive
ground state.
Proof. Arguing as in Lemma 2.2, we can see that J0 has a mountain pass geometry. As a consequence
of the mountain pass theorem without the (PS) condition (see [42]), there exists a Palais-Smale
sequence (un) ⊂ H
s
0 such that
JV0(un)→ cV0 and J
′
V0(un)→ 0.
Since
JV0(un)−
1
4
〈J ′V0(un), un〉 ≥
1
4
‖un‖
2
V0 ,
it is easy to deduce that (un) is bounded in H
s
0 . By using (f1)-(f2), we know that ‖u‖V0 ≥ r for
all u ∈ NV0 . Then, arguing as in the proof of Lemma 3.2, we can see that there exists a sequence
(yn) ⊂ RN , and constants R > 0 and γ > 0 such that
lim inf
n→∞
∫
BR(yn)
|un|
2 dx ≥ γ > 0.
Set vn = un(· − yn). Since JV0 and J
′
V0
are both invariant by translation, it holds that
J ′V0(vn)→ 0 and JV0(vn)→ cV0 .
We observe that (vn) is also bounded in H
s
0 , so we may assume that vn ⇀ v in H
s
0 , for some v 6= 0.
Now, we show that v is a weak solution to (PV0). Fix ϕ ∈ C
∞
0 (R
N ). Recalling that (vn) is bounded,
we can argue as in the proof of Lemma 2.3 to deduce that ‖ 1|x|µ ∗F (vn)‖L∞(RN ) ≤ C for any n ∈ N.
Then, using the fact that f has subcritical growth and vn → v in L
r
loc(R
N ) for any r ∈ [1, 2∗s), we
can see that the Dominated Convergence Theorem gives∫
RN
(
1
|x|µ
∗ F (vn)
)
f(vn)ϕdx→
∫
RN
(
1
|x|µ
∗ F (v)
)
f(v)ϕdx.
This combined with the weak convergence of (vn) yields
on(1) = 〈J
′
V0(vn), ϕ〉 → 〈J
′
V0(v), ϕ〉.
16 V. AMBROSIO
From the density of C∞0 (R
N ) in Hs0 , we get 〈J
′
V0
(v), ϕ〉 = 0 for all ϕ ∈ Hs0 . In particular, v ∈ NV0 .
Using the definition of cV0 together with Fatou’s Lemma, we also deduce that JV0(v) = cV0 .
Now, recalling that f(t) = 0 for t ≤ 0 and (x − y)(x− − y−) ≥ |x− − y−|2 for all x, y ∈ R, it is
easy to deduce that 〈J ′V0(v), v
−〉 = 0 implies that v ≥ 0 in RN .
Proceeding as in the proof of Lemma 2.3, we can see that K(x) := 1|x|µ ∗ F (v) is bounded in R
N ,
so similar arguments developed in Lemma 5.1 below, allow us to deduce that v ∈ L∞(RN ). Since
f has subcritical growth and K(x) is bounded, we can see that K(x)f(v) ∈ L∞(RN ), so we can
apply Proposition 2.9 in [38] to infer that v ∈ C0,α(RN ) for some α ∈ (0, 1). Using the Harnack
inequality [38], we can conclude that v > 0 in RN . 
The next result is a compactness result on autonomous problem which we will use later.
Lemma 3.4. Let (v˜n) ⊂ NV0 be such that J0(v˜n) → cV0 . Then (v˜n) has a convergent subsequence
in Hs0 .
Proof. Since (v˜n) ⊂ NV0 and JV0(v˜n) → cV0 , we can apply Lemma 3.1-(c) and Proposition 3.1-(d)
to infer that
wn = m
−1
0 (v˜n) =
v˜n
‖v˜n‖V0
∈ S0
and
ψ0(wn) = JV0(v˜n)→ cV0 = inf
v∈S0
ψ0(v).
Hence, by using the Ekeland’s variational principle [17], we can find (w˜n) ⊂ S0 such that (w˜n)
is a (PS)cV0 sequence for ψ0 on S0 and ‖w˜n − wn‖V0 = on(1). From Proposition 3.1-(c), we can
deduce that m0(w˜n) is a (PS)cV0 sequence of J0. By applying Lemma 3.3, it follows that there
exists w˜ ∈ S0 such that m0(w˜n) → m0(w˜) in H
s
0 . This fact, together with Lemma 3.1-(c), and
‖w˜n − wn‖V0 = on(1), allow us to conclude that v˜n → v˜ in H
s
0 . 
4. Multiplicity results
In order to study the multiplicity of solutions to (1.1), we need introduce some useful tools.
Let us consider δ > 0 such that Mδ ⊂ Λ, where
Mδ = {x ∈ R
N : dist(x,M) ≤ δ}.
and η ∈ C∞0 (R+, [0, 1]) satisfying η(t) = 1 if 0 ≤ t ≤
δ
2 and η(t) = 0 if t ≥ δ.
For any y ∈M , we define
Ψε,y(x) = η(|εx− y|)w
(
εx− y
ε
)
where w is a positive ground state solution for JV0 (by Lemma 3.3).
Let us denote by tε > 0 the unique positive number verifying
max
t≥0
Jε(tΨε,y) = Jε(tεΨε,y).
Finally, we consider Φε(y) = tεΨε,y.
In next lemma we prove an important relationship between Φε and the set M .
Lemma 4.1. The functional Φε satisfies the following limit
lim
ε→0
Jε(Φε(y)) = cV0 uniformly in y ∈M.
Proof. Assume by contradiction that there exist δ0 > 0, (yn) ⊂M and εn → 0 such that
|Jεn(Φεn(yn))− cV0 | ≥ δ0. (4.1)
We first show that limn→∞ tεn <∞. Let us observe that by using the change of variable z =
εnx−yn
εn
,
if z ∈ B δ
εn
(0), it follows that εnz ∈ Bδ(0) and εnz + yn ∈ Bδ(yn) ⊂Mδ ⊂ Λ.
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Since G = F on Λ, we can see that
Jεn(Φεn(zn)) =
t2εn
2
∫
RN
|(−∆)
s
2 (η(|εnz|)w(z))|
2 dz +
t2εn
2
∫
RN
V (εnz + yn)(η(|εnz|)w(z))
2 dz
− Σ0(tεnη(|εnz|)w(z)). (4.2)
In view of the Dominated Convergence Theorem and Lemma 5 in [32], we can see that
lim
n→∞
‖Ψεn,yn‖εn = ‖w‖V0
and
lim
n→∞
Σ0(Ψεn,yn) = Σ0(w).
By using tεnΨεn,yn ∈ Nεn and the assumptions on f , it is easy to prove that tεn → t0 > 0.
Moreover, being
t2εn‖Ψεn,yn‖
2
εn =
∫
RN
∫
RN
F (tεnΨεn,yn)f(tεnΨεn,yn)tεnΨεn,yn
|x− y|µ
(4.3)
we can deduce that
‖w‖2V0 = limn→∞
∫
RN
∫
RN
F (tεnΨεn,yn)f(tεnΨεn,yn)tεnΨεn,yn
t2εn |x− y|
µ
.
Taking into account that w is a ground state to (PV0) and using (f4), we can conclude that tεn → 1.
As a consequence
lim
n→∞
Σ0(tεnη(|εnz|)w(z)) = Σ0(w)
and this yields
lim
n→∞
Jεn(Φεn(yn)) = J0(w) = cV0 ,
which contradicts (4.1).

Now, we consider δ > 0 such that Mδ ⊂ Λ, and choose ρ = ρ(δ) > 0 such that Mδ ⊂ Bδ(0). We
define Υ : RN → RN by setting Υ(x) = x for |x| ≤ ρ and Υ(x) = ρx|x| for |x| ≥ ρ. Then we define
the barycenter map βε : Nε → R
N given by
βε(u) =
∫
RN
Υ(εx)u2(x) dx∫
RN
u2(x) dx
.
Lemma 4.2. The function βε verifies the following limit
lim
ε→0
βε(Φε(y)) = y uniformly in y ∈M.
Proof. Suppose by contradiction that there exists δ0 > 0, (yn) ⊂M and εn → 0 such that
|βεn(Φεn(yn))− yn| ≥ δ0. (4.4)
By using the definitions of Φεn(yn), βεn and η, and using a change of variable, we can see that
βεn(Ψεn(yn)) = yn +
∫
RN
[Υ(εnz + yn)− yn]|η(|εnz|)w(z)|
2 dz∫
RN
|η(|εnz|)w(z)|2 dz
.
Taking into account (yn) ⊂M ⊂ Bρ and the Dominated Convergence Theorem, we can infer that
|βεn(Φεn(yn))− yn| = on(1)
which contradicts (4.4).

The next compactness result will be fundamental to show that the solutions of the modified problem
are solutions of the original problem.
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Lemma 4.3. Let εn → 0 and (un) ⊂ Nεn be such that Jεn(un) → cV0 . Then there exists (y˜n) ⊂
R
N such that vn(x) = un(x + y˜n) has a convergent subsequence in H
s(RN ). Moreover, up to a
subsequence, yn = εny˜n → y0 ∈M .
Proof. Since 〈J ′εn(un), un〉 = 0 and Jεn(un) → cV0 , we can see that (un) is bounded in H
s
εn . Note
that cV0 > 0, and since ‖un‖εn → 0 would imply Jεn(un) → 0, we can argue as in Lemma 3.2 to
obtain a sequence (y˜n) ⊂ R
N , and constants R > 0 and γ > 0 such that
lim inf
n→∞
∫
BR(y˜n)
|un|
2 dx ≥ γ > 0. (4.5)
Now, we set vn(x) = un(x+ y˜n). Then, (vn) is bounded in H
s
0 , and we may assume that vn ⇀ v 6≡ 0
in Hs0 as n→∞. Fix tn > 0 such that v˜n = tnvn ∈ NV0 . Since un ∈ Nεn , we can see that
cV0 ≤ JV0(v˜n) = JV0(tnun) ≤ Jεn(tnun) ≤ Jεn(un) = cV0 + on(1)
which gives JV0(v˜n) → cV0 . In particular, we get v˜n ⇀ v˜ in H
s
0 and tn → t
∗ > 0. Then, from the
uniqueness of the weak limit, we have v˜ = t∗v 6≡ 0.
By using Lemma 3.4, we can see that
v˜n → v˜ in H
s
0 . (4.6)
In order to complete the proof of the lemma, we consider yn = εny˜n. Our claim is to show that
(yn) admits a subsequence, still denoted by yn, such that yn → y0, for some y0 ∈ M . Firstly, we
prove that (yn) is bounded. We argue by contradiction, and we assume that, up to a subsequence,
|yn| → ∞ as n→∞. Since
‖un‖
2
εn =
∫
RN
(
1
|x|µ
∗G(εx, un)
)
g(εx, un)un,
and Jεn(un)→ cV0 , we can see that un ∈ B for all n big enough. Then, in view of Lemma 2.3, there
exists C0 > 0 such that
sup
n∈N
∥∥∥∥ 1|x|µ ∗G(εx, un)
∥∥∥∥
L∞(RN )
< C0.
Fixed R > 0 such that Λ ⊂ BR(0), and assume that |yn| > 2R. Then, for all z ∈ B R
εn
(0),
|εnz + yn| ≥ |yn| − |εnz| > R. (4.7)
By using the change of variable x 7→ z + y˜n and (4.7), we deduce that
[vn]
2 +
∫
RN
V0v
2
n dx ≤ C0
∫
RN
g(εnz + yn, vn)vn dx
≤ C0
∫
B R
εn
(0)
f˜(vn)vn dx+ C0
∫
RN\B R
εn
(0)
f(vn)vn dx. (4.8)
Then, by using the fact that vn → v in H
s
0 as n → ∞ and that f˜(t) ≤
V0
ℓ0
t, we can see that (4.8)
implies that
[vn]
2 +
∫
RN
V0v
2
n dx = on(1),
that is vn → 0 in H
s
0 , which is a contradiction. Therefore, (yn) is bounded, and we may assume
that yn → y0 ∈ R
N . Clearly, if y0 /∈ Λ, then we can argue as before and we deduce that vn → 0 in
Hs0 , which is impossible. Hence y0 ∈ Λ. Now, we note that if V (y0) = V0, then we can infer that
y0 /∈ ∂Λ in view of (V2), and then y0 ∈ M . Therefore, in the next step, we show that V (y0) = V0.
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Suppose by contradiction that V (y0) > V0. Then, by using v˜n → v˜ in H
s
0 and Fatou’s Lemma, we
get
cV0 = JV0(v˜) <
1
2
(
[v˜]2 +
∫
RN
V (y0)v˜
2
)
− Σ0(v˜)
≤ lim inf
n→∞
[
1
2
[v˜n]
2 +
1
2
∫
RN
V (εnz + yn)v˜
2
n dx− Σ0(v˜n)
]
≤ lim inf
n→∞
Jεn(tnun) ≤ lim infn→∞
Jεn(un) = cV0
which gives a contradiction.

Now, we introduce a subset N˜ε of Nε by setting
N˜ε = {u ∈ Nε : Jε(u) ≤ cV0 + h(ε)},
where h : R+ → R+ is such that h(ε) → 0 as ε → 0. Given y ∈ M , we can use Lemma 4.1 to
conclude that h(ε) = |Jε(Φε(y))− cV0 | → 0 as ε→ 0. Hence Φε(y) ∈ N˜ε, and N˜ε 6= ∅ for any ε > 0.
Moreover, we have the following lemma.
Lemma 4.4.
lim
ε→0
sup
u∈N˜ε
dist(βε(u),Mδ) = 0.
Proof. Let εn → 0 as n→∞. For any n ∈ N, there exists un ∈ N˜εn such that
sup
u∈N˜εn
inf
y∈Mδ
|βεn(u)− y| = inf
y∈Mδ
|βεn(un)− y|+ on(1).
Therefore, it is suffices to prove that there exists (yn) ⊂Mδ such that
lim
n→∞
|βεn(un)− yn| = 0. (4.9)
We note that (un) ⊂ N˜εn ⊂ Nεn , from which we deuce that
cV0 ≤ cεn ≤ Jεn(un) ≤ cV0 + h(εn).
This yields Jεn(un)→ cV0 . By using Lemma 4.3, there exists (y˜n) ⊂ R
N such that yn = εny˜n ∈Mδ
for n sufficiently large. By setting vn = un(·+ y˜n) and using a change of variable, we can see that
βεn(un) = yn +
∫
RN
[Υ(εnz + yn)− yn]v
2
n(z) dz∫
RN
v2n(z) dz
.
Since εnz + yn → y ∈M , we deduce that βεn(un) = yn + on(1), that is (4.9) holds.

5. Proof of Theorem 1.1
This last section is devoted to the proof of the main result of this work. Firstly, we show that (2.3)
admits at least catMδ(M) positive solutions. In order to achieve our aim, we recall the following
result for critical points involving Ljusternik-Schnirelmann category. For the details of the proof
one can see [27].
Theorem 5.1. Let U be a C1,1 complete Riemannian manifold (modelled on a Hilbert space).
Assume that h ∈ C1(U,R) bounded from below and satisfies −∞ < infU h < d < k <∞. Moreover,
suppose that h satisfies Palais-Smale condition on the sublevel {u ∈ U : h(u) ≤ k} and that d is not
a critical level for h. Then
card{u ∈ hd : ∇h(u) = 0} ≥ cathd(h
d).
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Since Nε is not a C
1 submanifold of Hsε , we cannot apply Theorem 5.1 directly. Fortunately, from
Lemma 2.4, we know that the mapping mε is a homeomorphism between Nε and Sε, and Sε is a C
1
submanifold of Hsε . So we can apply Theorem 5.1 to ψε(u) = Jε(mˆε(u))|Sε = Jε(mε(u)), where ψε
is given in Proposition 2.1.
Theorem 5.2. Assume that (V1)-(V2) and (f1)-(f4) hold. Then, for any δ > 0 there exists ε¯δ > 0
such that, for any ε ∈ (0, ε¯δ), problem (2.3) has at least catMδ(M) positive solutions.
Proof. For any ε > 0, we define αε : M → Sε by setting αε(y) = m
−1
ε (Φε(y)). By using Lemma 4.1
and the definition of ψε, we can see that
lim
ε→0
ψε(αε(y)) = lim
ε→0
Jε(Φε(y)) = cV0 uniformly in y ∈M.
Then, there exists ε¯ > 0 such that S˜ε := {w ∈ Sε : ψε(w) ≤ cV0 + h(ε)} 6= ∅ for all ε ∈ (0, ε¯).
Taking into account Lemma 4.1, Lemma 2.4-(c), Lemma 4.2 and Lemma 4.4, we can find ε¯ = ε¯δ > 0
such that the following diagram
M
Φε→ N˜ε
m−1ε→ S˜ε
mε→ N˜ε
βε
→Mδ
is well defined for any ε ∈ (0, ε¯).
By using Lemma 4.2, there exists a function θ(ε, y) with |θ(ε, y)| < δ2 uniformly in y ∈ M for
all ε ∈ (0, ε¯) such that βε(Φε(y)) = y + θ(ε, y) for all y ∈ M . Then, we can see that H(t, y) =
y + (1 − t)θ(ε, y) with (t, y) ∈ [0, 1] ×M is a homotopy between βε ◦ Φε = (βε ◦mε) ◦ αε and the
inclusion map id : M → Mδ. This fact and Lemma 4.3 in [9] implies that catS˜ε(S˜ε) ≥ catMδ(M).
On the other hand, let us choose a function h(ε) > 0 such that h(ε) → 0 as ε → 0 and such that
cV0 + h(ε) is not a critical level for Jε. For ε > 0 small enough, we deduce from Lemma 2.6 that
ψε satisfies the Palais-Smale condition in S˜ε. So, it follows from Theorem 5.1 that ψε has at least
cat
S˜ε
(S˜ε) critical points on S˜ε. By Proposition 2.1-(d) we conclude that Jε admits at least catMδ (M)
critical points. 
Now, we use a Moser iteration argument [29] which will be fundamental to study of behavior of
the maximum points of the solutions.
Lemma 5.1. Let εn → 0 and un ∈ N˜εn be a solution to (2.3). Then vn = un(· + y˜n) satisfies the
following problem 
(−∆)svn + Vn(x)vn =
(
1
|x|µ ∗Gn(vn)
)
gn(vn) in R
N
vn ∈ H
s(RN )
vn > 0 in R
N ,
(5.1)
where Vn(x) = V (εnx+ εny˜n), gn(vn) = g(εnx+ εny˜n, vn), εny˜n → y ∈ M , and there exists C > 0
such that ‖vn‖L∞(RN ) ≤ C for all n ∈ N.
Proof. For any L > 0 and β > 1, let us define the function
γ(vn) = γL,β(vn) = vnv
2(β−1)
L,n ∈ H
s(RN )
where vL,n = min{un, L}. Since γ is an increasing function, we have
(a− b)(γ(a)− γ(b)) ≥ 0 for any a, b ∈ R.
Let us consider
E(t) =
|t|2
2
and Γ(t) =
∫ t
0
(γ′(τ))
1
2dτ.
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Then, by applying Jensen inequality we get for all a, b ∈ R such that a > b,
E ′(a− b)(γ(a) − γ(b)) = (a− b)(γ(a) − γ(b)) = (a− b)
∫ b
a
γ′(t)dt
= (a− b)
∫ b
a
(Γ′(t))2dt ≥
(∫ b
a
(Γ′(t))dt
)2
.
The same argument works when a ≤ b. Therefore
E ′(a− b)(γ(a) − γ(b)) ≥ |Γ(a)− Γ(b)|2 for any a, b ∈ R. (5.2)
By using (5.2), we can see that
|Γ(vn)(x)− Γ(vn)(y)|
2 ≤ (vn(x)− vn(y))((vnv
2(β−1)
L,n )(x)− (vnv
2(β−1)
L,n )(y)). (5.3)
Choosing γ(vn) = vnv
2(β−1)
L,n as test-function in (5.1), and using (5.3), we obtain
[Γ(vn)]
2 +
∫
RN
Vn(x)|vn|
2v
2(β−1)
L,n dx
≤
∫∫
R2N
(vn(x)− vn(y))
|x− y|N+2s
((vnv
2(β−1)
L,n )(x)− (vnv
2(β−1)
L,n )(y)) dxdy +
∫
RN
Vn(x)|vn|
2v
2(β−1)
L,n dx
=
∫
RN
(
1
|x|µ
∗Gn(vn)
)
gn(vn)vnv
2(β−1)
L,n dx. (5.4)
Since
Γ(vn) ≥
1
β
vnv
β−1
L,n ,
and using Theorem 2.1, we have
[Γ(vn)]
2 ≥ S∗‖Γ(vn)‖
2
L2
∗
s (RN )
≥
(
1
β
)2
S∗‖vnv
β−1
L,n ‖
2
L2
∗
s (RN )
. (5.5)
On the other hand, from the boundedness of (vn), it follows that there exists C0 > 0 such that
sup
n∈N
∥∥∥∥ 1|x|µ ∗G(εx, vn)
∥∥∥∥
L∞(RN )
< C0. (5.6)
By the assumption (g1) and (g2), for any ξ > 0 there exists Cξ > 0 such that
|gn(vn)| ≤ ξ|vn|+ Cξ|vn|
q−1. (5.7)
Taking ξ ∈ (0, V0), and using (5.5), (5.6) and (5.7), we can see that (5.4) yields
‖vnv
β−1
L,n ‖
2
L2
∗
s (RN )
≤ Cβ2
∫
RN
|vn|
qv
2(β−1)
L,n dx.
Set wL,n := vnv
β−1
L,n . By applying Ho¨lder inequality, we get
‖wL,n‖
2
L2
∗
s (RN )
≤ Cβ2
(∫
RN
v2
∗
s
n dx
) q−2
2∗s
(∫
RN
w
α∗s
L,n dx
) 2
α∗s
where α∗s :=
22∗s
2∗s−(q−2)
∈ (2, 2∗s).
Since (vn) is bounded in H
s(RN ), we deduce that
‖wL,n‖
2
L2
∗
s (RN )
≤ Cβ2‖wL,n‖
2
Lα
∗
s (RN )
. (5.8)
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Now, we observe that if vβn ∈ Lα
∗
s (RN ), from the definition of wL,n, and by using the fact that
vL,n ≤ vn and (5.8), we obtain
‖wL,n‖
2
L2
∗
s (RN )
≤ Cβ2
(∫
RN
vβα
∗
s
n dx
) 2
α∗s
<∞. (5.9)
By passing to the limit in (5.9) as L→ +∞, the Fatou’s Lemma yields
‖vn‖Lβ2∗s (RN ) ≤ C
1
β β
1
β ‖vn‖Lβα∗s (RN ) (5.10)
whenever v
βα∗s
n ∈ L1(RN ).
Now, we set β := 2
∗
s
α∗s
> 1, and we observe that, being vn ∈ L
2∗s (RN ), the above inequality holds
for this choice of β. Then, observing that β2α∗s = β2
∗
s , it follows that (5.10) holds with β replaced
by β2. Therefore, we can see that
‖vn‖Lβ22∗s (RN ) ≤ C
1
β2 β
2
β2 ‖vn‖Lβ2α∗s (RN ) ≤ C
(
1
β
+ 1
β2
)
β
1
β
+ 2
β2 ‖vn‖Lβα∗s (RN ).
Iterating this process, and recalling that βα∗ := 2∗s, we can infer that for every m ∈ N
‖vn‖Lβm2∗s (RN ) ≤ C
∑m
j=1
1
βj β
∑m
j=1 jβ
−j
‖vn‖L2∗s (RN ). (5.11)
Taking the limit in (5.11) as m→ +∞ and recalling that ‖vn‖L2∗s (RN ) ≤ K, we get
‖vn‖L∞(RN ) ≤ C
σ1βσ2K,
where
σ1 :=
∞∑
j=1
1
βj
<∞ and σ2 :=
∞∑
j=1
j
βj
<∞.

At this point, we are ready to give the proof of our main result.
Proof of Theorem 1.1. Take δ > 0 such that Mδ ⊂ Λ. We begin proving that there exists ε˜δ > 0
such that for any ε ∈ (0, ε˜δ) and any solution uε ∈ N˜ε of (2.3), it holds
‖uε‖L∞(RN\Λε) < a. (5.12)
Assume by contradiction that there exist εn → 0, uεn ∈ N˜εn such that J
′
εn(uεn) = 0 and ‖uεn‖L∞(RN\Λεn ) ≥
a. Since Jεn(uεn) ≤ cV0 + h(εn) and h(εn) → 0, we can argue as in the first part of the proof of
Lemma 4.3, to deduce that Jεn(uεn) → cV0 . Then, by using Lemma 4.3, we can find (y˜n) ⊂ R
N
such that yn := εny˜n → y0 ∈M .
Now, if we choose r > 0 such that Br(y0) ⊂ B2r(y0) ⊂ Λ, we can see B r
εn
( y0εn ) ⊂ Λεn . In particular,
for any y ∈ B r
εn
(y˜n) there holds∣∣∣∣y − y0εn
∣∣∣∣ ≤ |y − y˜n|+ ∣∣∣∣y˜n − y0εn
∣∣∣∣ < 2rεn for n sufficiently large.
Therefore
R
N \ Λεn ⊂ R
N \B r
εn
(y˜n) for any n big enough.
Now, denoting by vn(x) = uεn(x+ y˜n), we can see that
(−∆)svn + vn = hn in R
N ,
where
hn := vn − Vn(x)vn +
(
1
|x|µ
∗Gn(vn)
)
gn(vn),
and vn → v converges strongly in L
p(RN ) for any p ∈ [2,∞), in view of Lemma 5.1.
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Since 〈J ′εn(uεn), uεn〉 = 0 and Jεn(uεn) → cV0 , we may assume uεn ∈ B for all n big enough, so
that ∥∥∥∥ 1|x|µ ∗G(εx, uεn)
∥∥∥∥
L∞(RN )
< C0.
As a consequence, recalling that εny˜n → y0 ∈M , we get
‖hn‖L∞(RN ) ≤ C and hn → v − V (y0)v +
(
1
|x|µ
∗ F (v)
)
f(v) in Lp(RN ) ∀p ∈ [2,∞).
Hence, vn = K ∗ hn, where K is the Bessel kernel [19], and we can argue as in [2] to prove that
lim
|x|→∞
sup
n∈N
|vn(x)| = 0,
which implies that there exists R > 0 such that vn(x) < a for |x| ≥ R and n ∈ N.
Thus
uεn(x) < a for any x ∈ R
N \BR(y˜n), n ∈ N.
As a consequence, there exists ν ∈ N such that for any n ≥ ν and rεn > R, it holds
R
N \ Λεn ⊂ R
N \B r
εn
(y˜n) ⊂ R
N \BR(y˜n),
which gives uεn(x) < a for any x ∈ R
N \ Λεn , and this is impossible.
Now, let ε¯δ given in Theorem 5.2 and take εδ = min{ε˜δ , ε¯δ}. Fix ε ∈ (0, εδ). By Theorem 5.2, we
know that problem (2.3) admits catMδ (M) nontrivial solutions uε. Since uε ∈ N˜ε satisfies (5.12),
from the definition of g it follows that uε is a solution of (2.2).
Now, we study the behavior of the maximum points of un ∈ H
s
εn solutions to the problem (2.3).
Let us observe that (g1) implies that we can find γ ∈ (0, a) such that
g(εx, t)t ≤
V0
ℓ0
t2 for any x ∈ RN , t ≤ γ. (5.13)
Arguing as before, we can find R > 0 such that
‖un‖L∞(BcR(y˜n)) < γ. (5.14)
Moreover, up to extract a subsequence, we may assume that
‖un‖L∞(BR(y˜n)) ≥ γ. (5.15)
Indeed, if (5.15) does not hold, in view of (5.14) we can see that ‖un‖L∞(RN ) < γ. Then, by using
〈J ′εn(un), un〉 = 0, (5.13) and ∥∥∥∥ 1|x|µ ∗G(εx, un)
∥∥∥∥
L∞(RN )
< C0,
we can infer
‖un‖
2
εn ≤ C0
∫
RN
g(εnx, un)un dx ≤
C0
ℓ0
∫
RN
V0u
2
n dx
which together with C0ℓ0 <
1
2 yields ‖un‖εn = 0, and this gives a contradiction. As a consequence,
(5.15) holds. Taking into account (5.14) and (5.15) we can deduce that the maximum points pn ∈ R
N
of un belong to BR(y˜n). Therefore, pn = y˜n + qn for some qn ∈ BR(0). Hence, ηn = εny˜n + εnqn is
the maximum point of uˆn(x) = un(x/εn). Since |qn| < R for any n ∈ N and εny˜n → y0 ∈ M , from
the continuity of V we can infer that
lim
n→∞
V (ηεn) = V (y0) = V0,
which ends the proof of the Theorem 1.1. 
24 V. AMBROSIO
Acknowledgements. The author would like to express his sincere thanks to the anonymous referee
for his/her careful reading of the manuscript and valuable comments and suggestions.
The paper has been carried out under the auspices of the INdAM - GNAMPA Project 2017 titled:
Teoria e modelli per problemi non locali.
References
[1] N. Ackermann, On a periodic Schro¨dinger equation with nonlocal superlinear part, Math. Z. 248 (2004) 423–443.
[2] C. O. Alves and O. H. Miyagaki, Existence and concentration of solution for a class of fractional elliptic equation
in RN via penalization method, Calc. Var. Partial Differential Equations 55 (2016), no. 3, Art. 47, 19 pp.
[3] C. A. Alves and M. Yang, Existence of semiclassical ground state solutions for a generalized Choquard equation,
J. Differ. Equ. 257 (2014), 4133–4164.
[4] C. A. Alves and M. Yang, Investigating the multiplicity and concentration behaviour of solutions for a quasilinear
Choquard equation via penalization method, Proc. Roy. Soc. Edinburgh Sect. A 146 (2016), 23–58.
[5] A. Ambrosetti P. H. and Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct.
Anal. 14 (1973), 349–381.
[6] V. Ambrosio, Multiplicity of positive solutions for a class of fractional Schro¨dinger equations via penalization
method, Ann. Mat. Pura Appl. (4) 196 (2017), no. 6, 2043–2062.
[7] V. Ambrosio, Ground states for superlinear fractional Schro¨dinger equations in RN , Ann. Acad. Sci. Fenn. Math.
41 (2016), no. 2, 745–756.
[8] P. Belchior, H. Bueno, O. H. Miyagaki and G. A. Pereira, Remarks about a fractional Choquard equation: ground
state, regularity and polynomial decay, Nonlinear Analysis 164 (2017), 38–53.
[9] V. Benci and G. Cerami, Multiple positive solutions of some elliptic problems via the Morse theory and the
domain topology, Calc. Var. Partial Differential Equations 2 (1994), no. 1, 29–48.
[10] L.A. Caffarelli and L.Silvestre, An extension problem related to the fractional Laplacian, Comm. Partial Differ-
ential Equations 32 (2007),1245–1260.
[11] Y. H. Chen and C. Liu, Ground state solutions for non-autonomous fractional Choquard equations, Nonlinearity
29 (2016), no. 6, 1827–1842.
[12] V. Coti Zelati and M. Nolasco, Ground states for pseudo-relativistic Hartree equations of critical type, Rev. Mat.
Iberoam. 29 (2013), no. 4, 1421–1436.
[13] P. d’Avenia, G. Siciliano, and M. Squassina, On fractional Choquard equations, Math. Models Methods Appl.
Sci. 25 (2015), no. 8, 1447–1476.
[14] J. Da´vila, M. del Pino and J. Wei, Concentrating standing waves for the fractional nonlinear Schro¨dinger
equation, J. Differential Equations 256 (2014), no. 2, 858–892.
[15] M. Del Pino and P.L. Felmer, Local Mountain Pass for semilinear elliptic problems in unbounded domains, Calc.
Var. Partial Differential Equations, 4 (1996), 121–137.
[16] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. math.
136 (2012), 521–573.
[17] I. Ekeland, On the variational principle, J. Math. Anal. Appl. 47 (1974), 324–353.
[18] M. M. Fall, M. Fethi and E. Valdinoci, Ground states and concentration phenomena for the fractional Schro¨dinger
equation, Nonlinearity 28 (2015), no. 6, 1937–1961.
[19] P. Felmer, A. Quaas and J. Tan, Positive solutions of the nonlinear Schro¨dinger equation with the fractional
Laplacian, Proc. Roy. Soc. Edinburgh Sect. A 142 (2012), 1237–1262.
[20] R.L. Frank and E. Lenzmann, On ground states for the L2-critical boson star equation, preprint arXiv:0910.2721.
[21] X. He and W. Zou, Existence and concentration result for the fractional Schro¨dinger equations with critical
nonlinearities, Calc. Var. Partial Differential Equations 55 (2016), no. 4, Paper No. 91, 39 pp.
[22] N. Laskin, Fractional Schro¨dinger equation, Phys. Rev. E (3) 66 (2002), no. 5, 056108, 7 pp. 81Q05.
[23] E. H. Lieb Existence and uniqueness of the minimizing solution of Choquards nonlinear equation, Stud. Appl.
Math. 57 (1977), 93–105.
[24] E. H. Lieb and M. Loss, Analysis, Graduate Studies in Mathematics, 14. American Mathematical Society,
Providence, RI, 1997. xviii+278 pp.
[25] P.L. Lions, The Choquard equation and related questions, Nonlinear Anal. 4 (1980), 1063–1072.
[26] L. Ma and L.Zhao Classification of positive solitary solutions of the nonlinear Choquard equation, Archive for
Rational Mechanics and Analysis, 195 (2010), 455–467.
[27] J. Mawhin and M. Willen, Critical Point Theory and Hamiltonian Systems, Springer-Verlag, 1989.
[28] G. Molica Bisci, V. Ra˘dulescu and R. Servadei, Variational Methods for Nonlocal Fractional Problems, Cambridge
University Press, 162 Cambridge, 2016.
[29] J. Moser, A new proof of De Giorgi’s theorem concerning the regularity problem for elliptic differential equations,
Comm. Pure Appl. Math. 13 (1960), 457–468.
FRACTIONAL CHOQUARD EQUATION 25
[30] V. Moroz and J. Van Schaftingen, Groundstates of nonlinear Choquard equations: existence, qualitative properties
and decay asymptotics, J. Funct. Anal. 265 (2013), 153–84.
[31] V. Moroz and J. Van Schaftingen, A guide to the Choquard equation, J. Fixed Point Theory Appl. 19 (2017),
no. 1, 773–813.
[32] G. Palatucci and A. Pisante, Improved Sobolev embeddings, profile decomposition, and concentration-compactness
for fractional Sobolev spaces, Calc. Var. Partial Differential Equations 50 (2014), no. 3-4, 799–829.
[33] S. Pekar, Untersuchung uber die Elektronentheorie der Kristalle (Akademie Verlag, 1954).
[34] R. Penrose, Quantum computation, entanglement and state reduction, Philos. Trans. Roy. Soc. 356 (1998) 1–13.
[35] S. Secchi, A note on Schro¨dinger-Newton systems with decaying electric potential, Nonlinear Anal. 72 (2010),
no. 9-10, 3842–3856.
[36] S. Secchi, Ground state solutions for nonlinear fractional Schro¨dinger equations in RN , J. Math. Phys. 54 (2013),
031501.
[37] Z. Shen, F. Gao, and M. Yang, Ground states for nonlinear fractional Choquard equations with general nonlin-
earities, Math. Methods Appl. Sci. 39 (2016), no. 14, 4082–4098.
[38] L. Silvestre, Regularity of the obstacle problem for a fractional power of the Laplace operator, Comm. Pure Appl.
Math., 60 (2007), no.1, 67–112.
[39] A. Szulkin and T. Weth, The method of Nehari manifold, in Handbook of Nonconvex Analysis and Applications,
edited by D. Y. Gao and D. Montreanu (International Press, Boston, 2010), pp. 597–632.
[40] M. Yang, J. Zhang, and Y. Zhang, Multi-peak solutions for nonlinear Choquard equation with a general nonlin-
earity, Commun. Pure Appl. Anal. 16 (2017), no. 2, 493–512.
[41] J. Wei and M. Winter, Strongly interacting bumps for the Schro¨dinger-Newton equation, J. Math. Phys., 50
(2009).
[42] M. Willem, Minimax theorems, Progress in Nonlinear Differential Equations and their Applications, 24.
Birkha¨user Boston, Inc., Boston, MA, 1996. x+162 pp.
Dipartimento di Scienze Pure e Applicate (DiSPeA), Universita` degli Studi di Urbino ‘Carlo Bo’
Piazza della Repubblica, 13 61029 Urbino (Pesaro e Urbino, Italy)
E-mail address: vincenzo.ambrosio@uniurb.it
