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SOLITAIRE MANCALA GAMES AND THE CHINESE REMAINDER THEOREM
BRANT JONES, LAURA TAALMAN, AND ANTHONY TONGEN
ABSTRACT. Mancala is a generic name for a family of sowing games that are popular all over the world.
There are many two-player mancala games in which a player may move again if their move ends in their
own store. In this work, we study a simple solitaire mancala game called Tchoukaillon that facilitates the
analysis of “sweep” moves, in which all of the stones on a portion of the board can be collected into the
store. We include a self-contained account of prior research on Tchoukaillon, as well as a new description of
all winning Tchoukaillon boards with a given length. We also prove an analogue of the Chinese Remainder
Theorem for Tchoukaillon boards, and give an algorithm to reconstruct a complete winning Tchoukaillon
board from partial information. Finally, we propose a graph-theoretic generalization of Tchoukaillon for
further study.
1. INTRODUCTION
Mancala is a generic name for a family of “sowing” games that are popular all over the world, partic-
ularly in Africa and parts of Asia. Archaeological evidence suggests that some games are at least 1,300
years old. Russ [10] has collected a description of many of the variations. A commercially available
version that is often played in America is called Kalah. It was invented and patented by William Julius
Champion Jr. in the 1950’s; see [9] for rules and references. Outside of the US, Oware (also known as
Wari or Ayo) is perhaps the most widespread game in the Mancala family that is played on a 2× 6 board.
These games have also interested researchers in mathematics and machine learning [7].
In this work, we study a simple solitaire mancala game called Tchoukaillon that facilitates the math-
ematical analysis of many of the other game variations. Tchoukaillon was introduced in 1977 [6], and
is derived from another Mancala variant called Tchuka Ruma that was first described by Delannoy [5] in
1895. See Campbell and Chavey [3] for a detailed mathematical analysis of Tchuka Ruma.
The Tchoukaillon board consists of a sequence of bins that can contain stones, together with an addi-
tional store called the Ruma. The goal of Tchoukaillon is to move all of the stones originally on the board
into the Ruma. During each turn, a player may pick up all of the stones in a selected bin and then sow
them by depositing one stone in each succeeding bin towards the Ruma so that the last stone is deposited
in the Ruma. For example, Figure 1 illustrates a valid Tchoukaillon game on three bins, with the Ruma
on the left side of the board. On the other hand, it is not possible to clear the board (0; 1, 1, 0) under the
rules of Tchoukaillon.
(0; 0, 1,3)→ (1;1, 2, 0) → (2; 0,2, 0) → (3;1, 0, 0) → (4; 0, 0, 0)
FIGURE 1. A Tchoukaillon game on three bins
There are many two-player mancala games in which a player may move again if their sowing ends in
their own store. Therefore, the Tchoukaillon positions represent “sweep” moves where all of the stones
on a portion of the board can be collected into the Ruma. Understanding the Tchoukaillon positions
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n ℓ b1 b2 b3 b4 b5 b6
0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0
2 2 0 2 0 0 0 0
3 2 1 2 0 0 0 0
4 3 0 1 3 0 0 0
5 3 1 1 3 0 0 0
6 4 0 0 2 4 0 0
7 4 1 0 2 4 0 0
8 4 0 2 2 4 0 0
9 4 1 2 2 4 0 0
10 5 0 1 1 3 5 0
11 5 1 1 1 3 5 0
12 6 0 0 0 2 4 6
13 6 1 0 0 2 4 6
14 6 0 2 0 2 4 6
15 6 1 2 0 2 4 6
16 6 0 1 3 2 4 6
17 6 1 1 3 2 4 6
FIGURE 2. Initial Tchoukaillon boards where n is the total number of stones on the
board, ℓ is the length of the board, and bi is the number of stones in bin i.
yields important strategic information about these games, particularly when other features of the games
become less important, such as during the opening or endgame.
1.1. Initial strategy and notation. Suppose we represent a Tchoukaillon board by a vector (b1, b2, . . . , bk)
where the Ruma lies to the left of b1 and each bi indicates the number of stones in the ith bin. If we hope
to eventually clear the board by making moves so that the last stone of each sowing lands in the Ruma,
then we must have bi ≤ i for all i; otherwise sowing bi would overshoot the Ruma and we would never
be able to clear these stones.
Let us say that a bin is harvestable if bi = i. At each move, we must sow the stones from a harvestable
bin so that the last stone of our sowing lands in the Ruma. If there is more than one harvestable bin, then
we must choose the one that is closest to the Ruma, for otherwise we will create a bin with bi > i that
can never be cleared.
These considerations tell us that if it is possible to clear a Tchoukaillon board, then it must be done by
moves that sow the harvestable bin closest to the Ruma. In fact, we can invert this condition and “unplay”
Tchoukaillon, starting from the board that is initially empty. Each such unmove has the following form:
• Pick up a stone from Ruma, since that is where the last stone is always played.
• Move away from the Ruma, picking up a stone from each nonempty bin.
• When you arrive at an empty bin, drop all the collected stones.
For example, the first several Tchoukaillon boards are shown in Figure 2. Each board can be played for
one move to sweep a single stone into the Ruma, or unplayed for one move to add a new stone onto the
board. If we do not constrain the length of the board, this unplaying process can be continued indefinitely.
Thus, we have shown that the game tree for Tchoukaillon is actually a path, and that there exists a unique
board having a given total number of stones.
Throughout this paper, we will let b(n) denote the vector (b1(n), b2(n), . . . , bi(n), . . .), where bi(n)
is the number of stones in the ith bin of the unique winning Tchoukaillon board having n total stones.
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Here, we number the bins beginning with i = 1 closest to the Ruma, increasing as we move to the right.
More precisely, we have b(0) = (0, 0, . . .) and define
(1.1) bi(n + 1) =

bi(n) if i > p(n)
i if i = p(n)
bi(n)− 1 if i < p(n)
where p(n) = min{j : bj(n) = 0} is the leftmost empty bin. Note also that
(p(n− 1), p(n − 2), . . . , p(1))
represents the sequence of bins that are played to actually win the board b(n). Finally, we call
L(n) = L(b(n)) = min{i : bj(n) = 0 whenever j > i }
the length of the board b(n). Equivalently, we can define a sequence N(ℓ) = min{n : L(n) = ℓ}.
These are the boards where the length increases, so the N(ℓ) sequence begins 1, 2, 4, 6, 10, 12, 18, . . .
according to the data in Figure 2; this is A002491 in [12].
1.2. Prior research. Tchoukaillon was studied by Veronique Gautheron and introduced in 1977 by
Deledicq and Popova [6]. The authors proved the results about unplaying and the uniqueness of boards
with a given number of stones that we related in Section 1.1. They also posed two natural questions for
further research:
(1) Can the nth winning board b(n) be found without iterating through all of the prior boards?
(2) What is the function L(n) (asymptotically or explicitly)?
The next substantial results appear to be Betten’s 1988 paper [1]. He did not cite [6] and appears
to have been motivated primarily by the Sloane’s encyclopedia entry for the sequence N(ℓ). Betten
answered question (1) and related the sequence N(ℓ) to a generalized sieve of Eratosthenes that had
been studied in the late 1950’s by Erdo¨s, Jabotinsky, and David [8, 4]. This enabled him to give the
asymptotic formula
N(ℓ) =
ℓ2
π
+O(ℓ4/3)
which provides an answer for question (2).
Betten also observed and proved the important result that the sequence {bi(n)}∞n=0 obtained from the
ith bin is periodic with period lcm(2, 3, . . . , i+ 1). For example, the data we have displayed in Figure 2
is seen to be 2-periodic in column 1, 6-periodic in column 2, and 12-periodic in column 3.
In 1995, Broline and Loeb [2] gave a detailed mathematical analysis of Tchoukaillon, motivated in
part by a paper [3] of Campbell and Chavey on the related game Tchuka Ruma. It seems that they were
not aware of Betten’s paper. They observed the periodicity, and also made the connection to the sieving
work from the 1950’s. In fact, they were able to strengthen the asymptotic formula for N(ℓ) to
N(ℓ) =
ℓ2
π
+O(ℓ)
proving a conjecture from Erdo¨s–Jabotinsky [8]. This yields a method to approximate π using Tchoukail-
lon.
However, they did not answer question (1). The AMS Math Review by Richard Nowakowski of
[2] states “Given [the total number of stones], no way is known at this time to quickly determine the
winning arrangement,” so this seems to have been viewed as an open problem in the combinatorial
games community.
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1.3. Outline. This paper gives a self-contained account of the results mentioned above and provides
some ideas for further research. In particular, we give a connection with the Chinese Remainder Theorem
that appears to be new.
We begin in Section 2 with a simple formula answering question (1). Once this result is in hand,
it is easy to obtain the periodicity result. In Section 3, we develop a new dual answer to question (1),
and show how to construct all boards of a given length. This leads to a formula for N(ℓ), answering
question (2) explicitly. As we have indicated, these results were known to earlier researchers, but our
proofs are much more straightforward. In Section 4, we consider boards in which some subset of the bi
have been specified and ask when these can be completed to a winning Tchoukaillon board. This leads
to an analogue of the Chinese Remainder Theorem. Finally, in Section 5, we propose a generalization of
Tchoukaillon that can be played on any directed graph and consider some directions for future research.
2. NON-ITERATIVE BOARD CONSTRUCTION
We find that b(n) can be characterized as the unique sequence so that the sum of the stones in the first
i bins is always equivalent to n mod (i+ 1). This result also appears in [1].
Theorem 2.1. Fix n ≥ 0. The bi(n) satisfy
(2.1)
i∑
j=1
bj(n) ≡ n mod (i+ 1), for each i ≥ 1.
In fact, this uniquely determines the bi(n), given n, as
bi(n) =
n− i−1∑
j=1
bj(n)
 mod (i+ 1),
normalized so that 0 ≤ bi(n) ≤ i.
Example 2.2. Suppose we wish to find the unique winning board with n = 15 stones, without unplaying
from the trivial board. We can use the formula given in Theorem 2.1 to obtain
b1(15) = 15 mod 2 = 1,
b2(15) = (15 − b1(15)) mod 3 = 14 mod 3 = 2,
b3(15) = (15 − b1(15) − b2(15)) mod 4 = 12 mod 4 = 0,
b4(15) = (15− b1(15) − b2(15) − b3(15)) mod 5 = 12 mod 5 = 2,
b5(15) = (15 − b1(15) − b2(15) − b3(15) − b4(15)) mod 6 = 10 mod 6 = 4,
b6(15) = (15 − b1(15) − b2(15) − b3(15)− b4(15) − b5(15)) mod 7 = 6 mod 7 = 6,
and bi(15) = 0 for all i ≥ 7. Hence, the board is (1, 2, 0, 2, 4, 6).
We can view the formula from Theorem 2.1 as a reverse sowing game. We begin with n stones in our
hand, and sow bi stones into the ith bin in such a way that the number of stones remaining in our hand is
divisible by i+ 1 and as large as possible, at each step. When n = 15 for example, we sow 1 stone into
the first bin in order to leave 14 stones in our hand (which is divisible by 2); next, we sow 2 stones into
the second bin to leave 12 stones in our hand (which is divisible by 3); etc.
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Proof. Since the bi(n) must satisfy 0 ≤ bi(n) ≤ i in order to form a winnable board that never places
stones beyond the Ruma, the first and second statements of the theorem are equivalent.
We work by induction to prove the first statement, so suppose that this statement is true for b(n) and
consider the board b(n+1). We obtain b(n+1) from b(n) by unplaying into some bin, say p. Here, p is
the leftmost empty bin and Equation (1.1) expresses b(n+ 1) in terms of b(n) as a piecewise function.
Unplaying adds exactly one stone to the board and fixes the bins to the right of the pth bin. Hence, for
each i ≥ p we have
i∑
j=1
bj(n + 1) =
 i∑
j=1
bj(n)
+ 1.
This quantity is equivalent to (n+ 1) mod (i+ 1), by induction.
For i < p, we have
i∑
j=1
bj(n+ 1) =
i∑
j=1
(bj(n)− 1) =
 i∑
j=1
bj(n)
− i.
This quantity is equivalent to (n+ 1) mod (i+ 1), by induction. 
This result allows us to give a simple proof that the boards are periodic in n, a fact that was also
observed in [1, 2] using different reasoning.
Corollary 2.3. Fix i > 0. For all n, k ≥ 0, we have
(b1(n), b2(n), . . . , bi(n)) = (b1(n + k), b2(n+ k), . . . , bi(n+ k))
if and only if lcm(2, 3, . . . , i+ 1) divides k.
Proof. Fix i and let m = lcm(2, 3, . . . , i + 1). Since m is a multiple of 2, we have that b1(n) =
b1(n +m) mod 2. Then since m is a multiple of 3, we also have that
b2(n+m) = ((n +m)− b1(n +m)) mod 3 = (n− b1(n)) mod 3 = b2(n)
by Theorem 2.1. Continuing in this fashion, we have that bj(n) = bj(n+m) for all 1 ≤ j ≤ i.
Conversely, if bj(n) = bj(n+ k) for all 1 ≤ j ≤ i, then their partial sums are also equal, so we must
have that n ≡ n+kmod (j+1) for each 1 ≤ j ≤ i by Theorem 2.1. Hence, k is a multiple of 2, 3, . . . , i+
1. Therefore, lcm(2, 3, . . . , i+ 1) is the minimal period of the sequences (b1(n), b2(n), . . . , bi(n)). 
3. BOARDS WITH PRESCRIBED LENGTH
In this section, we explore a dual setting to that of Section 2. Rather than developing the board from
the bins closest to the Ruma and working to the right, we instead fix the length of the board and work
left, from the furthest bin towards the Ruma. In contrast to the results of the previous section where we
found an expression for the unique winning board with a given total number of stones, there are many
winning Tchoukaillon boards of a given length.
We begin with a dual form of Theorem 2.1.
Corollary 3.1. Fix n ≥ 0. The bi(n) satisfy
(3.1)
∞∑
j=i
bj(n) ≡ 0 mod i, for each i ≥ 1.
6 BRANT JONES, LAURA TAALMAN, AND ANTHONY TONGEN
Proof. The sum on the left is finite since bj(n) = 0 for all j > L(n). Moreover,
∑∞
j=1 bj(n) = n by
definition. By Theorem 2.1, we may subtract Equation (2.1) from the equation
∞∑
j=1
bj(n) ≡ nmod (i+ 1)
obtaining
∑∞
j=1 bj(n)−
∑i
j=1 bj(n) ≡ n− nmod (i+ 1), for each i ≥ 1, which yields the result. 
We say that a sequence (b1, b2, . . . , bk) of positive integers represents a winning Tchoukaillon board
if there exists n such that
bi(n) =
{
bi if i ≤ k
0 if i > k.
Theorem 3.2. Fix k > 0. A sequence of positive integers (b1, b2, . . . , bk) represents a winning Tchoukail-
lon board if and only if for all 1 ≤ i ≤ k we have bi ≤ i and
(3.2)
k∑
j=i
bj ≡ 0 mod i.
Proof. Suppose we have a sequence (b1, b2, . . . , bk) as in the statement and let n =
∑k
j=1 bj . By sub-
tracting Equation (3.2) from
k∑
j=1
bj ≡ nmod i,
we find that (b1, b2, . . . , bk) satisfies Equation (2.1) so agrees with b(n) by Theorem 2.1.
Conversely, any b(n) satisfies the conditions in the statement by Corollary 3.1. 
Example 3.3. The board (b1, b2, b3, b4, b5, b6) = (1, 2, 0, 2, 4, 6) has entries that satisfy the following
congruences:
b6 = 6 (6 ≡ 0 mod 6)
b5 + b6 = 4 + 6 = 10 (10 ≡ 0 mod 5)
b4 + b5 + b6 = 2 + 4 + 6 = 12 (12 ≡ 0 mod 4)
b3 + b4 + b5 + b6 = 0 + 2 + 4 + 6 = 12 (12 ≡ 0 mod 3)
b2 + b3 + b4 + b5 + b6 = 2 + 0 + 2 + 4 + 6 = 14 (14 ≡ 0 mod 2)
b1 + b2 + b3 + b4 + b5 + b6 = 1 + 2 + 0 + 2 + 4 + 6 = 15 (15 ≡ 1 mod 1)
Using the converse of Theorem 3.2 we can construct all of the winning Tchoukaillon boards of any
given length. For example, if (b1, b2, b3, b4, b5, b6) is a winning Tchoukaillon board of length k = 6, then
we must have b6 = 6. By Theorem 3.2 we must have b5 ≤ 5 and b5+ b6 a multiple of 5, and thus b5 = 4.
Similarly, we must have b4 ≤ 4 and b4 + b5 + b6 a multiple of 4, which gives b4 = 2. Repeating this
process, we have b3 ≤ 3 and b3 + b4 + b5 + b6 a multiple of 3. Since b3 + b4 + b5 + b6 = 12 is already a
multiple of 3 there are two options; either b3 = 0 or b3 = 3. We repeat this process until we find b1 and
have all possible sequences of length k that satisfy Theorem 3.2. The six winning Tchoukaillon boards
of length six are shown in Figure 2.
Given a positive integer n there is exactly one winning Tchoukaillon board with n stones, and that
board has a unique length ℓ. Turning this around, for a given positive integer ℓ there can be many winning
Tchoukaillon boards with length ℓ, each with a different number of stones n. However there will always
be a unique minimum number of stones n = N(ℓ) that is possible in a length ℓ winning Tchoukaillon
board. Question (2) of Deledicq and Popova asks for the precise relationship between n and ℓ.
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Example 3.4. In this example, we show how to determine the smallest number of stones required to
build a board with a given length. The winning Tchoukaillon boards of length six are represented in the
left side of Figure 3. The right side of Figure 3 shows the corresponding upper partial sums.
b1 b2 b3 b4 b5 b6
0 oo 0 oo 0 oo 2 oo 4 oo 6
1
{{
✇✇✇✇✇✇
0 oo 2

✡
✡
✡
✡
✡
✡
✡
✡
✡
1
{{
✇✇✇✇✇✇
0 oo 1 oo 3



✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
✔
1
{{
✇✇✇✇✇✇
6∑
j=1
bj
6∑
j=2
bj
6∑
j=3
bj
6∑
j=4
bj
6∑
j=5
bj
6∑
j=6
bj
12 oo 12 oo 12 oo 12 oo 10 oo 6
13
xx
qqqqqq
14 oo 14

✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
15
xx
qqqqqq
16 oo 16 oo 15

✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
17
xx
qqqqqq
FIGURE 3. Tchoukaillon boards of length six.
The process followed to obtain the top row in the right side of Figure 3 is equivalent to the following.
From right to left, starting with ℓ = 6, increase if necessary to obtain the next multiple of 5, which is
10. Then increase to the next multiple of 4, which is 12. This is already a multiple of 3 so we stay at 12,
and again we stay at 12 for multiples of 2 and 1. Notice that we have just shown that 12 is the smallest
possible number of stones for a Tchoukaillon board of length ℓ = 6.
In general, we have the following formula.
Theorem 3.5. The minimum number of stones N(ℓ) for a winning Tchoukaillon board of length ℓ is
given by the formula
N(ℓ) = 21⌈
3
2⌈· · · ⌈
ℓ−1
ℓ−2⌈
ℓ
ℓ−1⌉⌉ · · · ⌉⌉.
Proof. We will use the facts that given any nonnegative integers r, s and k, the next highest multiple of
k weakly greater than r is k⌈ rk ⌉, and r < s implies k⌈
r
k ⌉ ≤ k⌈
s
k ⌉.
We apply Theorem 3.2 to construct a board of length ℓ having the fewest number of stones. By
Theorem 3.2, we begin with bℓ = ℓ and then work to the left, choosing bi so that bi +
∑ℓ
j=i+1 bj is the
next highest multiple of i that is weakly greater than
∑ℓ
j=i+1 bj . If we assume that
ℓ∑
j=i+1
bj = (i+ 1)⌈
i+2
i+1⌈· · · ⌈
ℓ−1
ℓ−2⌈
ℓ
ℓ−1⌉⌉ · · · ⌉⌉
and that
∑ℓ
j=i+1 bj is minimal among all boards of length ℓ, then our choice of bi ensures that
ℓ∑
j=i
bj = (i)⌈
i+1
i ⌈· · · ⌈
ℓ−1
ℓ−2⌈
ℓ
ℓ−1⌉⌉ · · · ⌉⌉
continues to be minimal, so the construction proceeds by induction. 
We can also prove a very rough asymptotic estimate for these numbers combinatorially, using our
knowledge of Tchoukaillon.
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Theorem 3.6. The function N(ℓ) is O(ℓ2). In particular,
ℓ2
4
+O(ℓ) ≤ N(ℓ) ≤
ℓ2
2
+O(ℓ).
Proof. Suppose n is the minimum number of stones in a winning Tchoukaillon board of length ℓ. At
each step we have bi(n) ≤ i, so
N(ℓ) =
ℓ∑
i=1
bi(n) ≤
ℓ∑
i
i =
(
ℓ+ 1
2
)
=
ℓ2
2
+O(ℓ).
On the other hand, Theorem 3.2 shows that we obtain N(ℓ) from ℓ by iteratively adding bi stones to
ℓ+
∑ℓ
j=i+1 bj so that the result is a multiple of i, for each i from ℓ down to 2. Since ℓ+(ℓ−2) = 2(ℓ−1),
we have bℓ−1 = ℓ− 2. Since ℓ+(ℓ− 2) + (ℓ− 4) = 3(ℓ− 2), we have bℓ−2 = ℓ− 4. Continuing in this
way, we have bℓ−i = ℓ− 2i for each i from 0, . . . , ⌊ ℓ2⌋. Hence,
N(ℓ) =
ℓ∑
i=1
bi(n) ≥
⌊ℓ/2⌋∑
i=0
bℓ−i(n) =
⌊ℓ/2⌋∑
i=0
(ℓ− 2i) ≥ ℓ
(
ℓ
2
)
− 2
( ℓ
2 + 1
2
)
=
ℓ
2
(
ℓ
2
− 1
)
=
ℓ2
4
+O(ℓ).

Interestingly, the true asymptotic coefficient of ℓ2 in N(ℓ) is 1/π, as shown in [1, 2]. As we mentioned
in Section 1.1, one proof of this result employs properties of a sequence of integers generated by a sieving
process that was studied in the late 1950’s by Erdo¨s, Jabotinsky and David [4, 8], before Tchoukaillon
was invented.
Here, we define the sieve in terms of Tchoukaillon and show that it is the same sieve that was studied
by Erdo¨s et al. Recall that p(n− 1) is the unique minimal i such that bi(n) = i. That is, p(n− 1) is the
bin that is played to win the board with n stones. We consider a sieve process in which we begin with all
of the integers
S
(1)
i := i
and then let S(k)i be the ith integer remaining after we have removed all integers n such that p(n−1) < k.
The first few sequences from this process are shown below. For example, p(n− 1) = 1 if and only if
n is odd, so {S(2)i }i≥1 consists of all the even numbers. Also, the sequence N(ℓ) is encoded as S
(m)
1 .
S
(2)
1 S
(2)
2 S
(2)
3 S
(2)
4 S
(2)
5 S
(2)
6 S
(2)
7 S
(2)
8 S
(2)
9 · · ·
2 4 6 8 10 12 14 16 18 · · ·
S
(3)
1 S
(3)
2 S
(3)
3 S
(3)
4 S
(3)
5 S
(3)
6 S
(3)
7 S
(3)
8 S
(3)
9 · · ·
4 6 10 12 16 18 22 24 28 · · ·
S
(4)
1 S
(4)
2 S
(4)
3 S
(4)
4 S
(4)
5 S
(4)
6 S
(4)
7 S
(4)
8 S
(4)
9 · · ·
6 10 12 18 22 24 30 34 36 · · ·
S
(5)
1 S
(5)
2 S
(5)
3 S
(5)
4 S
(5)
5 S
(5)
6 S
(5)
7 S
(5)
8 S
(5)
9 · · ·
10 12 18 22 30 34 36 42 48 · · ·
We now show that this sieve which we have defined in terms of Tchoukaillon is the same sieve studied
in [4, 8]. Betten [1] seems to have been the first to observe this connection.
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Theorem 3.7. We have that {S(k+1)i }i≥1 is always obtained from {S(k)i }i≥1 by removing the elements
{S
(k)
j(k+1)+1}j≥0 and re-indexing.
Proof. We work by induction. The claim is true for S(2)i , so suppose that we have verified the claim for
S
(k)
i . Recall that each board b(n) can be built from the board b(n− 1) by unplaying.
Every board b(n) for n /∈ {S(k)i }i≥1 has its initial play in some bin closer to the Ruma than bin k. The
board b(S(k)1 ) is the minimal board with this property so bin k is empty until we unplay into it, depositing
k stones, hence k is the first bin played on b(S(k)1 ). Therefore, S
(k)
1 will not appear in {S
(k+1)
i }i≥1.
We follow the unplay algorithm to go from board b(S(k)1 ) to subsequent boards b(S
(k)
i ) in the sequence
{S
(k)
i }i≥1. When the unmove deposits stones in a bin that is closer to the Ruma than bin k, there is no
effect on the number of stones in bin k, and this corresponds to one of the boards that we already removed
in the sieve process. Hence, we can ignore these moves.
Otherwise, our unmove removes a stone from bin k and deposits stones in some bin further from the
Ruma than bin k. Each of these boards appear in the sequence {S(k)i }i≥1 by induction. This type of
unmove is repeated k times in total until all of the stones have been removed from bin k. The subsequent
unmove that affects bin k deposits k stones into bin k, and so S(k)1+(k+1) does not appear in {S
(k+1)
i }i≥1.
Moreover, the process begins again and so we have that S(k)1+j(k+1) does not appear in {S
(k+1)
i }i≥1 for
all j ≥ 0. 
We remark that although S(2)i is obtained by removing all the integers of the form 2j + 1 and S
(3)
i
is obtained by removing all integers of the form 6j + 2, the sieving process does not in general remove
arithmetic sequences.
4. PARTIAL BOARD RECONSTRUCTION AND THE CHINESE REMAINDER THEOREM
We now turn to the problem of reconstructing a Tchoukaillon board given only partial information.
In order to simplify formulas involving remainders, we will index the Tchoukaillon bins starting from 2,
rather than from 1 in this section. That is, we define βi(n) = bi−1(n) and apply all of our prior results to
β(n).
Theorem 2.1 says that the partial sums of the bin sequence in Tchoukaillon form valid residue classes
of a single integer. This allows us to connect the combinatorics of the Tchoukaillon boards to sequences
obtained from the Chinese Remainder Theorem. In order to facilitate an analogy between these, we
construct an infinite remainder board
c(n) = (c2(n), c3(n), . . .)
where ci(n) = n mod i for each nonnegative integer n, normalized so that 0 ≤ ci(n) < i. We would
also like to define a sequence that agrees with ci(n) mod i but is increasing.
Definition 4.1. Let c˜2(n) = c2(n) and define c˜i(n) to be the next integer weakly greater than c˜i−1(n)
that is equivalent to ci(n) mod i. We call c˜(n) = (c˜2(n), c˜3(n), . . .) an increasing remainder board.
Initial subsequences of the first several remainder boards are shown in Figure 4. We observe that the
remainder boards are in natural bijection with the Tchoukaillon boards. In fact, the Tchoukaillon boards
can be viewed as a finite difference or “derivative” of the increasing remainder boards.
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n c2 c3 c4 c5 c6 c7 c˜2 c˜3 c˜4 c˜5 c˜6 c˜7
0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 1
2 0 2 2 2 2 2 0 2 2 2 2 2
3 1 0 3 3 3 3 1 3 3 3 3 3
4 0 1 0 4 4 4 0 1 4 4 4 4
5 1 2 1 0 5 5 1 2 5 5 5 5
6 0 0 2 1 0 6 0 0 2 6 6 6
7 1 1 3 2 1 0 1 1 3 7 7 7
8 0 2 0 3 2 1 0 2 4 8 8 8
9 1 0 1 4 3 2 1 3 5 9 9 9
10 0 1 2 0 4 3 0 1 2 5 10 10
11 1 2 3 1 5 4 1 2 3 6 11 11
12 0 0 0 2 0 5 0 0 0 2 6 12
13 1 1 1 3 1 6 1 1 1 3 7 13
14 0 2 2 4 2 0 0 2 2 4 8 14
15 1 0 3 0 3 1 1 3 3 5 9 15
16 0 1 0 1 4 2 0 1 4 6 10 16
17 1 2 1 2 5 3 1 2 5 7 11 17
FIGURE 4. A list of the first remainder boards
Theorem 4.2. For all n, we have
c˜i(n) =
i∑
j=2
βj(n), and βi(n) = c˜i(n)− c˜i−1(n).
Proof. Fix n and let β˜i be defined by c˜i(n) − c˜i−1(n). Then 0 ≤ β˜i < i and c˜1(n) = 0 so we have∑i
j=2 β˜i = c˜i(n) − c˜1(n) = c˜i(n). This is c˜i(n) ≡ ci(n) ≡ n mod i, so Theorem 2.1 implies that
β˜i(n) = βi(n). 
For example, if n = 29, then c(29) = (1, 2, 1, 4, 5, 1, 5, 2, 9, 7, . . .), so
c˜(29) = (1, 2, 5, 9, 11, 15, 21, 29, 29, 29, . . .).
The corresponding Tchoukaillon board is β(29) = (1, 1, 3, 4, 2, 4, 6, 8, 0, 0, . . .).
Many properties of Tchoukaillon boards are reflected in the remainder boards and increasing remain-
der boards. For example, the c˜(n) exhibit the same lcm(2, . . . , i)-periodicity as the β(n), while the c(n)
have a stronger form of periodicity in which the entries of each column repeat as a block. Also, the c˜(n)
eventually stabilize at column L(n), so the explicit and asymptotic formulas for N(ℓ) that have been
developed for Tchoukaillon apply equally well to c˜(n).
We say that a sequence (mi1 ,mi2 , . . . ,mik) of integers agrees with a winning Tchoukaillon board if
there exists n such that
βij (n) = mij for all j ∈ {1, . . . , k}.
Similarly, we say that the sequence agrees with a remainder board if there exists n such that
cij (n) = mij for all j ∈ {1, . . . , k}.
The problem of determining when a sequence agrees with a remainder board is solved by the Chinese
Remainder Theorem.
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Theorem 4.3. (Chinese Remainder Theorem) Fix a sequence (mi1 ,mi2 , . . . ,mik) of integers with
0 ≤ mij < ij for all j. The sequence agrees with a remainder board if and only if
mip ≡ miq mod gcd(ip, iq) for all p 6= q.
Moreover, if the sequence agrees with the remainder board c(n) then it also agrees with the remainder
boards c(n+ r(lcm(i1, i2, . . . , ik))) for all r ∈ Z.
When a sequence agrees with a remainder board c(n), there are constructive algorithms to produce
n from the sequence. In any case, the last part of the theorem shows that the minimal n is less than
lcm(i1, i2, . . . , ik), so can be found in finitely many steps.
We now turn to the analogous question for Tchoukaillon boards.
Example 4.4. Consider whether there exists a Tchoukaillon board having β5(n) = 1 and β6(n) = 2.
We may let x denote β2(n) + β3(n) + β4(n), and then we have
n ≡ x mod 4
n ≡ x+ 1 + 2 mod 6
by Theorem 2.1. These equations force n to have opposite parity, so no such n exists.
Conversely, it is straightforward to verify by computer that for any fixed 0 ≤ x ≤ 3 and 0 ≤ y ≤ 6,
there is always a Tchoukaillon board having β4(n) = x and β7(n) = y. The parameters (x, y) = (2, 5)
give the smallest board with 18 stones, while (x, y) = (1, 0) requires 214 stones.
In general, we have the following analogue of the Chinese Remainder Theorem for Tchoukaillon
boards.
Theorem 4.5. Fix a sequence (m2,m3, . . . ,mk) of integers with 0 ≤ mi < i for all i. The sequence
agrees with a Tchoukaillon board β(n) if and only if
(4.1) mi +mi−1 + · · ·+mi−d+1 ≡ 0 mod d
for each nontrivial proper divisor d of i that is a power of a prime. Moreover, if the sequence agrees with
the Tchoukaillon board b(n) then it also agrees with the Tchoukaillon board b(n+ r(lcm(2, . . . , k))) for
all r ∈ Z.
This result generalizes Theorem 3.2 to the situation in which k is not necessarily L(n). The complete
list of conditions on the mi for k ≤ 12 are shown in Figure 5.
m4 +m3 ≡ 0 mod 2 m6 +m5 ≡ 0 mod 2 m8 +m7 ≡ 0 mod 2
m6 +m5 +m4 ≡ 0 mod 3 m8 +m7 +m6 +m5 ≡ 0 mod 4
m9 +m8 +m7 ≡ 0 mod 3 m10 +m9 ≡ 0 mod 2 m12 +m11 ≡ 0 mod 2
m10 +m9 +m8 +m7 +m6 ≡ 0 mod 5 m12 +m11 +m10 ≡ 0 mod 3
m12 +m11 +m10 +m9 ≡ 0 mod 4
FIGURE 5. Consistency conditions on Tchoukaillon boards for k ≤ 12
Proof. Let us say that a sequence (m2, . . . ,mk) is allowable if it satisfies all of the congruences given in
the statement of the theorem. We will say that it is realizable if there exists some n such that βi(n) = mi
for all 1 ≤ i ≤ k.
To prove the result, we will work by induction on k. If k ≤ 3 then there are no conditions on the
mi and so every collection (m2,m3) is allowable. Also, every possible combination of values with
m2 ∈ {0, 1} and m3 ∈ {0, 1, 2} is actually realized by β(n) for some n < 6, so the result holds.
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Now suppose that the result holds for k. In order to exploit Corollary 2.3, we partition the integer
interval {0, . . . , lcm(2, . . . , k + 1) − 1} into L subintervals, each of length lcm(2, . . . , k). Hence, L =
lcm(2,...,k+1)
lcm(2,...,k) .
By the induction hypothesis, we know that every allowable sequence of values (m1, . . . ,mk) is real-
ized by some board β(n) where 0 ≤ n < L. Moreover, if we fix m1, . . . ,mk, then there are L distinct
values for mk+1 that are realized among the βk+1(n) for 0 ≤ n < lcm(2, . . . , k + 1), by the periodicity
proved in Corollary 2.3.
Moreover, we claim that any realizable value for mk+1 is allowable. To see this, we begin with∑
2≤j≤k+1
mj(n) ≡ nmod (k + 1)
from Theorem 2.1. Let d be a divisor of (k + 1), so (k + 1) = md for some m ≥ 2. Then we can
rearrange and reduce mod d obtaining∑
d<j≤k+1
mj(n) ≡ n−
∑
2≤j≤d
mj(n) mod d
and the right side is zero by Theorem 2.1. If m = 2 we are done, while if m > 2 then d divides (m−1)d,
so the inductive hypothesis gives ∑
d<j≤(m−1)d
mj(n) ≡ 0 mod d.
Hence, we obtain ∑
(k+1)−d+1<j≤k+1
mj(n) ≡ n−
∑
2≤j≤d
mj(n)−
∑
d<j≤(m−1)d
mj(n) ≡ 0 mod d.
These imply the allowable conditions on mk+1 given m2, . . . ,mk.
Therefore, the set of realizable values for mk+1 are a subset of the set of allowable values for mk+1.
We will show that these sets are actually equal by proving that they have the same size. We have already
shown that the set of realizable values for mk+1 has size L. Consider the following cases:
Case: (k + 1) is a prime. Here, we have no new allowable conditions so all (k + 1) values are
allowable, and this agrees with L = (k + 1).
Case: (k+1) is a prime power, say pr. Here, the allowable conditions determine mk+1 mod pr−1, so
there are p allowable values for mk+1. This agrees with L = p.
Case: (k + 1) is a composite number. Here, the allowable conditions determine mk+1 mod each
maximal prime power divisor of (k + 1), so mk+1 is completely determined by the Chinese Remainder
Theorem. This agrees with L = 1.
This exhausts the cases, so we obtain the result by induction. 
Given a sequence (mi1 ,mi2 , . . . ,mik) of integers with 0 ≤ mij < ij for all j, we can use Theorem 4.5
to find a winning Tchoukaillon board that agrees with the sequence, when possible. To do this, we
perform the following steps:
(1) Fix the mi that are specified by the sequence, and then try to find an assignment for the remain-
ing mi, where 2 ≤ i < ik and i /∈ {i1, i2, . . . , ik}, such that (m2,m3, . . . ,mik) satisfy the
conditions given in Theorem 4.5.
(2) Once we have assigned m2,m3, . . . ,mik , we can determine the partial sums c2 = m2, c3 =
m2 +m3, . . . , cik =
∑ik
j=2mj .
(3) Apply the Chinese Remainder Theorem 4.3 to solve c(n) = (c2, c3, . . . , cik) for n. Theorem 4.2
guarantees that a solution exists, and this n gives a winning Tchoukaillon board that agrees with
(m2,m3, . . . ,mik).
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Remark 4.6. It does not seem to be straightforward to determine whether Step (1) in the above algorithm
can be completed for a given sequence or not. For example, if (m6,m7,m8,m10) = (0, 1, 1, 0) then
m9 must be equivalent to 0 mod 2, 1 mod 3 and 3 mod 5, which implies m9 = 28 + 30r for some
r ∈ Z. Hence, m9 is not realizable as a Tchoukaillon board because m9 < 9. On the other hand,
(m6,m7,m8,m10) = (0, 1, 1, 1) is realizable with m9 = 7.
It would also be interesting to determine how to complete Step (1) in a way which guarantees mini-
mality of the resulting n.
In some cases, we can give a simpler algorithm for board reconstruction.
Corollary 4.7. Fix a sequence (mi1 ,mi2 , . . . ,mik) of integers where each 0 ≤ mij < ij and each ij is
a prime number. Then the sequence agrees with a winning Tchoukaillon board.
Proof. Using Equation (4.1), we set themi where i < ik and i is not prime to bemi = −
∑
i−d<j<imj mod d.
The prime indices have no nontrivial proper divisors, so impose no conditions of the form (4.1). Theo-
rem 4.5 then implies that there exists a winning Tchoukaillon board β(n). To find n explicitly, construct
the partial sums {ci :=
∑i
j=2mj}
ik
i=2; these determine n by the Chinese Remainder Theorem 4.3. 
Example 4.8. Suppose we would like to construct a board with (m3,m7) = (1, 2). Then we extend
using (4.1) to
(m2,m3, . . . ,m7) = (0,1, 1, 0, 2,2).
This yields the partial sums (c2, c3, . . . , c7) = (0, 1, 2, 2, 4, 6) which we view as encoding a set of si-
multaneous congruences that are guaranteed to be consistent by Theorems 4.5 and 4.2, and apply the
Chinese Remainder Theorem to find agreement with c(202). Taking successive differences of the asso-
ciated c˜(202) yields the winning Tchoukaillon board
β(202) = (0,1, 1, 0, 2,2, 4, 3, 9, 4, 8, 12, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24).
It happens that there is a smaller board satisfying the constraints, namely
β(34) = (0,1, 1, 2, 0,2, 4, 6, 8, 10).
Example 4.9. Suppose we would like to construct a board with (m3,m7,m9) = (1, 2, 3). Then (4.1)
forces m8 to be even and equivalent to 1 mod 3, so m8 = 4. We can choose m2 arbitrarily, and assign
the rest of the bins by mi = −
∑
i−d<j<imj since this happens to satisfy m8 +m7 +m6 +m5 = 0.
Hence, we extend to
(m2,m3, . . . ,m9) = (0,1, 1, 0, 2,2, 4,3),
so
(c2, c3, . . . , c9) = (0, 1, 2, 2, 4, 6, 2, 4).
This agrees with c(202), yielding the same winning Tchoukaillon board as above. It turns out that this
board is actually the smallest one among those agreeing with (m3,m7,m9) = (1, 2, 3).
5. SOWING GRAPHS AND FUTURE DIRECTIONS
Although Tchoukaillon is a solitaire game, it is relevant for the study of many two-player Mancala
variants. As Donkers et al. explain:
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“In any mancala game that includes the rule that a player can move again if a sowing ends
in [their] own store, these [Tchoukaillon] positions are important. These games include
Kalah, Dakon, Ruma Tchuka and many others. If a Tchoukaillon position occurs at the
player’s side, the player is thus able to capture all the counters in this position. . . Also
mancala games that use the 2-3 capture rule and have no stores (like Wari and Awale)
benefit from Tchoukaillon positions.”
For example, Broline and Loeb point out that certain endgame positions in Ayo are in bijection with
Tchoukaillon boards [2]; see [7] for connections to other games.
Our results on partial board reconstruction are natural from this strategic viewpoint. While the more
involved computations may be difficult for a human to carry out during play, we imagine that computer
agents for some of the two-player Mancala variants could use these techniques to help set up “sweep”
moves, given that some bins must remain fixed to cover other tactical goals. These results also give new
heuristics to evaluate potential moves, for humans and computers alike.
As we have seen, Tchoukaillon also has a rich mathematical structure. Generalizing this solitaire
game to other board shapes seems to be a natural avenue for future research.
Definition 5.1. Let (V,E) be a graph with vertices V and directed edges E. Suppose that R ⊂ V is a
collection of vertices that we call Ruma nodes. We call S = (V,E,R) a sowing graph.
A labeling of the vertices of S by nonnegative integers is called a Tchoukaillon board of shape S. If b
denotes a board of shape S, then we let bv denote the label of vertex v.
Given a board b of shape S, we can peform a sowing move to obtain a new board b′. To do this, we
choose a vertex v /∈ R, a Ruma node r ∈ R, and a path in S from v to r of edgelength bv. We then obtain
b′ from b by adding one to each vertex label along the path and assigning the label of v to be zero.
A board is said to be winning if it is possible to achieve a labeling in which all of the non-Ruma nodes
are labeled zero, using sowing moves.
We define the game graph of S to be the graph whose vertices are Tchoukaillon boards of shape S, in
which two boards are edge-connected by a sowing move. Paths in the game graph from a board b to the
zero board describe how to win the particular board b.
When the sowing graph is a directed path with a single Ruma node at the sink, we recover the game
of Tchoukaillon that we have been analyzing. When we play the generalized game, we must still pick
up all the stones from a non-Ruma node, and sow along a path in which the last stone ends in a Ruma.
However, there may be multiple choices for the Ruma and path from a given starting vertex. We have
not imposed requirements on the choice of Ruma nodes in our definition, but notice for example that any
non-Ruma sinks must necessarily be labeled zero in every winning game.
Many of the questions that we have discussed for Tchoukaillon are relevant in this setting. The general
problem is to characterize the winning boards of a given sowing graph and describe algorithms to win
them in a minimal number of sowing moves. We initiate this study by characterizing the sowing graphs
that have finite game graphs.
Theorem 5.2. A finite sowing graph has finitely many winning boards if and only if it has no directed
cycles containing both a Ruma vertex and a non-Ruma vertex.
Proof. Observe that the unplay algorithm introduced in Section 1.1 still generates the game graph in our
generalized setup. Namely, we choose any path from a vertex v labeled zero to a Ruma node r, and
unplay by decreasing all of the labels along the path and setting bv to be the edgelength between v and
r. Doing this in all possible ways from the empty board yields all possible winning boards.
If there exists v /∈ R and r ∈ R both contained in a directed cycle then an unplay move from r will
always succeed, as follows. It may be the case that all of the non-Ruma vertices have positive labels at
the start of the unmove, but we will reduce all of the vertex labels by one each time we wrap around the
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b2
•

b3
•oo
b1
• //
Ruma
◦
OO (0, 0, 0) ← (1, 0, 0) ← (0,2, 0) ← (1, 2, 0) ← (0, 1,3) ←
(1, 1, 3) ← (5, 0, 2) ← (4,2, 2) ← (1,10, 0)← · · ·
FIGURE 6. An initial segment of the game graph for Tchoukaillon on the 4-cycle.
Boards are labeled as (b1, b2, b3).
cycle. Therefore, we can always unplay from r into the closest vertex that is labeled minimally among
the labels of vertices on the cycle. Hence, the game graph will be infinite in this case.
On the other hand, if v is a vertex that is not contained in a directed cycle with a Ruma node, then
bv must be weakly less than the edgelength between v and the furthest Ruma node reachable from v;
otherwise, we could never sow from v. If this is the case for all vertices of S \R, then we obtain an upper
bound on the number of winning boards, so the game graph will be finite. 
Example 5.3. Suppose S is a star graph with k spokes, each of length ℓ, having a single Ruma node at
the center of the star. Then, each of the k spokes is an independent Tchoukaillon game, so moves on
different spokes commute.
Therefore, the game graph is the k-fold Cartesian product of the path on N(ℓ + 1) vertices. If we let
ℓ → ∞ so that each spoke is an infinite Tchoukaillon board, as we have considered in this paper, then
the game graph becomes “square-grid” lattice graph Zk.
Example 5.4. Suppose S is a finite directed cycle with one of the vertices chosen to be a Ruma node.
This game is a mix of two existing solitaire Mancala games: It can be viewed as a variant of Tchoukaillon
that allows sowing to wrap around the board; alternatively, it can be viewed as a variant of Tchuka Ruma
in which “chaining” moves are not allowed (see [3], for example).
Applying the unplay algorithm, we look for reverse paths from the Ruma. As in the proof of The-
orem 5.2, we can always unplay from the Ruma into the closest vertex having the minimum label. In
particular, the game tree is still a path. Unlike Tchoukaillon, however, not every integer is attained as the
total number of stones on some board. The first several boards are illustrated in Figure 6. It is an open
question to characterize the integers that do arise in this game.
Some other questions that can be asked for any sowing graph include:
(1) Can we describe a general “play” algorithm that always solves a board in a minimal number of
steps? This algorithm will need to handle forks and cycles in the sowing graph deterministically.
(2) A finite sowing graph without cycles will have a finite number of winning boards. Can we obtain
a formula to count these in terms of properties of the graph? What sequences are obtained for
various families of graphs?
(3) How do the partial board reconstruction results generalize for sowing graphs?
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