Abstract. We investigate the finite-sample performance of model selection criteria for local linear regression by simulation. Similarly to linear regression, the penalization term depends on the number of parameters of the model. In the context of nonparametric regression, we use a suitable quantity to account for the Equivalent Number of Parameters as previously suggested in the literature. We consider the following criteria: Rice T, FPE, AIC, Corrected AIC and GCV. To make results comparable with other data-driven selection criteria we consider also Leave-Out CV. We show that the properties of the penalization schemes are very different for some linear and nonlinear models. Finally, we set up a goodness-of-fit test for linearity based on bootstrap methods. The test has correct size and very high power against the alternatives investigated. Application of the methods proposed to macroeconomic and financial time series shows that there is evidence of nonlinearity.
I would like to thank Cees Diks, Cars Hommes and an anonymous referee for useful comments that significantly improved the paper. on markov switching models and the successful application to US GNP data emphasized the importance of considering nonlinear effects. The range of nonlinear models used has widened rapidly and Granger (2001) is a recent survey of the different approaches and results.
A flexible way to model nonlinearities in the data are nonparametric regression techniques. Their main advantage is the adaptability in capturing the dependence structure in the data without relying on a specific parametric family. However, their finite samples properties in the high-dimensional case are very misleading, a situation known in the literature as the ''curse of dimensionality''. Many dimensionality reduction techniques, such as additivity, have been proposed to circumvent this problem. Fan and Yao (2003) is a recent review of these techniques in a time series framework. Applications of nonparametric regression methods to economic time series are Diebold and Nason (1990) to weekly exchange rates, Mizrach (1992) to daily exchange rates and Pagan and Schwert (1990) to estimate the conditional variance of stock prices.
In this paper, we investigate the performance of selection criteria for nonparametric regression. In a time series context, there are 2 parameters to select: the lag order and the bandwidth. Both of them affect the complexity of the model, that is, the number of parameters used to fit the data. The selection criteria try to balance between goodness-of-fit and the number of parameters. Using a quantity that captures the number of parameters implied by both the lag order and the bandwidth, it is possible to extend the selection criteria frequently used in linear analysis. In particular, we investigate the performance of the selection criteria in moderate samples and for large orders where the ''curse of dimensionality'' is a relevant issue. We find that most of the criteria perform reasonably well. However, Akaike Information Criteria (AIC) and Final Prediction Error (FPE) perform very poorly because they tend to overfit, that is, to use too many parameters compared to optimal.
The paper is organized as follows: in Sect. (2) we describe the local linear smoother and the selection criteria we use to choose order and bandwidth. Section (3) shows simulation results concerning various linear and nonlinear autoregressive models. In Sect. (4) a goodness-of-fit test for linearity is proposed and the appropriateness of the selection criteria is emphasized. Sect. (5) investigates the presence of nonlinearity in some macroeconomic time series. Finally, Sect. (6) concludes.
The method
Assume fx t g n t¼Àpþ1 is a univariate stationary time series generated by the following nonlinear autoregressive model of order p
where mðxÞ is a function of unknown form, X t ¼ ðx t ; . . . ; x tÀpþ1 Þ 0 denotes the p-dimensional vector of lagged values of the time series and t is an i:i:d: disturbance term with mean 0 and variance r 2 . This general form encompasses the AR model as well as many nonlinear time series models like threshold autoregressive (TAR) and exponential autoregressive (EXPAR). We estimate mðxÞ using nonparametric regression techniques. In particular, we adopt the local linear approach proposed by Cleveland and Devlin (1988) 
