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Chapter 1: Introduction 
In the United States 4.6 million commercial buildings account for approximately one-
sixth of national energy consumption and 32% of total national electricity consumption 
(DOE 2000). Typical buildings consume 20% more energy than necessary (CEC, 2002). 
Fortunately, the opportunities to reduce building energy consumptions are significant (Sun et 
al, 2006). Building energy simulation software provides a tool for architects and engineers to 
reduce the energy use of buildings through better architectural and structural design along 
with optimizing the H VAC systems and equipment. 
Over the last 50 years, a wide variety of building energy simulation programs have been 
developed, enhanced and used (Crawley et al, 2005). A common objective for all programs 
is to determine the annual energy consumption of equipment and systems in a building which 
provides an indoor environment suitable for the building's occupants. Most programs are 
structured around three levels of modeling: (1) zones, (2) systems, and (3) plants. The 
models contain mathematical equations which describe the physical processes relevant to the 
building's heating and cooling loads, mechanical systems that maintain space temperature, 
and primary equipment used to convert fuel (electricity, natural gas, etc.) into energy sources 
used in heating and cooling (i.e. chilled water, steam, etc.) 
U. S. Department of Energy and government laboratories such as Berkeley Solar Group 
(BSG), Lawrence Berkley Lab (LBL), Los Alamos National Lab, National Renewable 
Energy Lab (NREL), Oak Ridge National Lab (ORNL), and the Sustainable Buildings 
Industries Council (SBIC) have participated in the development of building simulation 
software. These efforts have produced building simulation software including EnergyPlus, 
DOE 2.1, BLAST, and Energy 10. Private companies like Trane and Carrier have also 
developed simulation software that includes TRACE 700 and HAP. 
EnergyPlus 1.3.0 (hereafter, E+), developed by U.S. Department of Energy - Energy 
Efficiency and Renewable Energy, Building Technologies Program that was released on 20 
April 2006 was used as the building energy simulation program for the study. The program 
is based on the most popular features and capabilities of Building Load Analysis and System 
Thermodynamics (BLAST) and DOE-2, and includes many innovative simulation 
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capabilities such as time steps of up to one-sixth of an hour, modular systems and plant 
integrated with heat balance-based zone simulation, daylighting and advanced fenestration, 
and multizone air flow systems. 
Validations of building energy simulation programs are an important aspect of the 
software development process which provides confirmation to the software developers and 
users that the predictions from the software are meaningful. There are three general methods 
used to validate a simulation program: analytical, comparative, and empirical methods. 
The analytical methods compare the results from building energy system simulation 
software with results from simple cases with known analytical solutions. The comparative 
validation method computes the same problem to different building energy system simulation 
programs and then compares the results. For empirical validation, comparisons are made 
between parameters obtained from experimental measurements from an actual building with 
results computed by the software. The underlying question for all building energy system 
simulation programs is how well they predict actual energy consumption in a building. 
Empirical validation is the only method that answers this question. 
This research used the empirical method to validate E+. Empirical validation can be 
performed on various levels of the program such as zone level, systems level, and plant level. 
The goal of this research was to integrate the zones, systems and plants into one analysis and 
validate the E+ output with empirical data from an actual building. 
The building used for this study was the Iowa Energy Center's Energy Resource Station 
(ERS) located in Ankeny, Iowa. The ERS is a research and training facility with the ability 
to simultaneously test and demonstrate multiple, full-scale commercial building systems. 
The ERS provides unique opportunities to conduct empirical validation studies. The systems 
and plants installed in the ERS are versatile. The facility has the instrumentation and 
electronic data acquisition system necessary to collect data for validation of building energy 
system simulation software. It also has a weather station for collecting local weather data 
including dry bulb temperature, relative humidity, barometric pressure, direct solar radiation, 
diffuse solar radiation, infrared radiation, wind speed, and wind direction. For empirical 
validation studies, the weather conditions at the time of a test must be provided to the 
simulation software if a meaningful comparison is to be made. 
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Three tests were performed in August 2006 to validate certain aspects of E+. Data 
collect from the tests are in one-minute intervals. However, the minimum time-step size 
available in£+ is 10 minutes. For comparison purposes, the one-minute data was converted 
into ten-minute averaged values. All data recorded at the ERS is in the English Engineering 
System of Units. These were converted to SI units for comparison with the E+ output. 
The three tests performed in this research are referred to as the "chilled water plant tests." 
The tests were designed as part of a broader empirical validation study for the International 
Energy Agency (TEA) Solar Heating and Cooling Task 34 and ECBSC Annex 43. Data 
collected from the tests has been made available to other researchers for empirical validation 
studies with other computer programs. A primary objective of the tests conducted at the ERS 
was to expose the cooling coil to a variety of air conditions entering the coil beyond that 
which could be achieved due to variation of local weather over a limited amount of time. For 
this reason, two of the tests used 100% re-circulated air (closed loop) and one test used 100% 
outdoor air (open loop). For the closed loop tests, the air temperature entering the cooling 
coil was equal to the temperature of the air returning from the building. Using a humidifier 
in the return a path provided "humid" conditions for one of the closed loop tests. The three 
tests conducted are summarized in Table 1. Chapter 3 and Chapter 5 provide detailed 
description of each test setup. 
Table 1: Test periods and general description of the tests. 
Test 
Number Test Period Air Loop 
Test I 8/09 thru 8/11 Closed Loop 
Test II 8/15 thru 8/16 Open Loop 
Test III 8/21 thru 8/23 Closed Loop with Humidifier 
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Chapter 2: Literature Review 
Over the last 50 years, a wide variety of building energy system simulation programs 
have been developed, enhanced and used (Crawley et al, 2005). With the increase of the 
number of such programs, the number of program users has also been increased. A summary 
of some of the research pertaining to empirical validations of building energy system 
simulation programs are contained in this section. 
Most of the building energy system simulation programs have similar algorithms to 
calculate loads and energy consumptions. However, they have different modeling methods 
for user convenience. Each program has unique characteristics, capabilities, and applications 
with different levels of sophistication, complexity and cost. Over the years, many 
researchers have conducted validation studies to evaluate the accuracy of such programs. 
Crawley et al (2005) compared the features and capabilities of twenty major building 
energy simulation programs: BLAST, BSim, DeST, DOE-2.1E, ECOTECT, Enter-Win, 
Energy Express, Energy-10, EnergyPlus, eQUEST, ESP-r, IDA IEC, IES<VE>, HAP, 
HEED, PowerDomus, SUNREL, Tas, TRACE and TRANSYS. 
Sun et al (2006) explored the new approach to developing building energy system 
simulation programs. The authors compared advantages and disadvantages of sequential 
component method (SEM) and equation-oriented method (EOM) and proposed adapting a 
hybrid simulation approach called successive approximation method that combines the best 
features of both SEM and EOM methods. 
Crawley et al (2004) describes development history, main features and structures of 
EnergyPlus. The authors also compared capabilities of EnergyPlus with those in DOE-2.1E 
and BLAST. Witte et al (2001) describes analytical, comparative, sensitivity, range, and 
empirical tests conducted during the development of EnergyPlus. The authors provided 
comparative results for a few parameters from analytical and comparative tests. The authors 
concluded that the test results showed good agreement of E+ with well established 
simulation tools such as DOE-2.1E, BLAST, and ESP. 
Witte et al (2004) tested EnergyPlus using the Building Fabric Analytical Verification 
Test Suite to evaluate shortcomings of EnergyPlus. The tests performed include conduction 
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and convection tests, solar gains & shading tests, infiltration tests, long wave radiation tests, 
internal heat gain tests and ground coupling tests. The authors described the bugs found in 
the EnergyPlus 2004. 
Henninger and Witte (2004) described the analytical and comparative validation of 
EnergyPlus tested using a range of H VAC equipment load specifications as specified in 
International Energy Agency Building Energy Simulation Test and Diagnostic Method for 
H VAC Equipment Models (HVAC BESTEST). The ability of EnergyPlus to predict zone 
loads, cooling coil loads, cooling equipment energy consumption and resulting zone 
environment was tested using varying internal loads and outdoor conditions. The authors 
concluded that EnergyPlus results generally agreed to within 1% of the analytical results 
except for the mean zone humidity ratio which agreed to within 3%. 
Loutzenhiser and Maxwell (2005) described an empirical validation test conducted to 
compare EnergyPlus and DOE-2.1e outputs with actual HVAC system performance data. 
The validation results showed that the assumption of a constant outdoor airflow rate used in 
the software is not valid for a typical VAV system. 
Waltz (1992) stated that a high level of simulation accuracy can be achieved through 
optimization of three factors: a) an intimate understanding of the simulation software, b) an 
intimate understanding of the building to be simulated and c) careful analysis and critique of 
output data. The degree of simulation software accuracy has a number of independent 
factors affecting the results. Hence, the users need to have insights about those independent 
factors. 
The building energy estimation is not an exact science, not because the calculation tools 
are inadequate, but because complete input information is, in some way or other, almost 
always lacking (Black, 1977). A building energy simulation program needs information 
about the test building including system and plant, operating conditions of the building and 
plant and weather data to conduct the simulation. If any of those input data is lacking, some 
assumptions and idealizations are inevitable to model the building, system or plant. These 
assumptions should be rational to achieve reasonable outputs. The ERS provides the 
complete data necessary to perform the empirical validation which is one of the reasons the 
building is unique. 
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Chapter 3: Facility Description and Test Set Up 
In this project all testing was conducted at the Energy Resource Station (ERS), located in 
Ankeny, Iowa. The ERS is managed by the Iowa Energy Center. The ERS is a state of the 
art facility for performing research in building energy utilization, HVAC controls and 
empirical validations. 
3.1 Facility Description 
The ERS is located at 41.7 degrees north latitude, 93.6 degrees west longitude and at an 
elevation of 289 meters above sea level. The building is comprised of eight test rooms, a 
computer room, offices, two classrooms and other rooms necessary for the support and 
operation of the facility. The mechanical room houses three air-handling units, two of which 
are identical and serve the test rooms. Three air cooled water chillers are located at the north 
side of the building. Two of the chillers are identical and serve the test rooms. Four test 
rooms designated as "A" rooms, namely East "A", Interior "A", South "A" and West "A" are 
served by air handling unit "A" and the "A" chilled water loop including chiller "A",. 
Similarly, the other four test rooms are designated as "B" rooms, namely East "B", Interior 
"B", South "B" and West "B" are served by air handling unit "B" and the "B" chilled water 
loop including chiller "B". The third air handling unit and chiller serve the rest of the 
facility. 
The test rooms are grouped in pairs to provide simultaneous side-by-side testing. East, 
South and West test rooms are located at the perimeter of the building while the interior 
rooms are located in the interior of the building. In this project, the "A" and "B" rooms, 
systems and plants were operated under the same set of test conditions; however, only data 
from the "A" components of the facility are used for the empirical validation. This is due to 
the additional instrumentation and equipment that was only available on the "A" system for 
this study. 
Construction and configuration of the building are described more in-depth by Price and 
Smith (2000). Previous research conducted at the ERS performed by Loutzenhiser (2003), 
Kuiken (2002) and Lee (1999) also described geometric and construction details of the 
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building. Previous empirical validation work has focused on comparison between measured 
and calculated quantities at the zone level. In this study system and plant data are included in 
the empirical validation analysis. Figure 3.1.1 shows an aerial picture of the ERS. A floor 
plan of the facility is shown in Figure 3.1.2. 
Figure 3.1.1: An aerial picture of ERS. 
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Figure 3.1.2: A floor plan of the ERS. 
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3.2 Test Parameters Common to all Experiments 
Three separate tests were conducted in this project, each test having a different 
system/room configuration. However, some test parameters were common for all tests. 
These parameters are described in this section. Specific configurations applicable to each 
test are described in Chapter 5. 
Zone 
All exterior test rooms had identical clear glass and no internal or external shading 
devices. This provided maximum solar loads during periods of clear sky conditions. Each 
test room was equipped with a 135 W box fan located near the ceiling. The fan blows air 
towards the floor and promotes air mixing within the room. This was done to prevent 
thermal stratification which can occur along the wall where the electric baseboard heaters are 
located. Baseboard heaters were used to create additional internal loads in the test rooms as 
discussed below. The zone thermostat set-point temperature was fixed at 22.8°C for all test 
rooms. It is important to note that prior to the beginning of Test II and Test III, the room set 
point temperatures had been set to 29.4 °C and the room temperatures were steady at this 
elevated temperature. At the beginning of these tests (all tests begin at midnight on the 
designated start date), the room set point temperatures were suddenly changed to the test 
specification of 22.8°C. This was done to introduce a dynamic step change to the building 
during the night when solar effects are absent and outdoor weather conditions are relatively 
constant. 
Terminal reheat was not used during the test. The maximum and minimum airflow rates 
for the perimeter rooms were fixed at 0.4720 m3/s and 0 m3/ s, respectively. The maximum 
and minimum airflow rates for the interior room were fixed at 0.2596 m3/s and 0 m3/ s, 
respectively. In order to maintain a continuous cooling load on each room, a single stage of 
baseboard electric heat and the room lights were on throughout all tests. With this level of 
internal heat generation, the supply airflow rate was never zero in any of the rooms. For Test 
II, an additional stage of baseboard heat was used in each room. The specific schedule for 
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baseboard heater operation along with power consumed by the heaters and the lights are 
described for each test in Chapter 5. 
.Syafe/M OoM/zgwnzfzoM 
The system operated as a cooling-only variable air volume system (VAV). The air 
handling unit (AHU) was operated with two modes of outdoor air damper settings. During 
Test II the outside air dampers were fully opened and the test was run as an open-loop test. 
For Test I and III the outdoor air dampers were closed and the tests were run as a closed-loop 
test. Although Test I was run with the outdoor air dampers closed, some outdoor air flow 
into the system was observed. This is discussed in Section 5.1. 
The control system maintains a discharge air temperature from the AHU (after the fan) at 
12.8°C. This is accomplished by modulating the three-way chilled water control valve on the 
cooling coil. Both the supply fan and return fan were modulated by variable frequency 
drives. The supply fan speed was controlled to maintain a constant supply duct static 
pressure while the return fan speed was matched to the supply fan. This assured a neutral air 
pressure in the test rooms. The supply fan and return fan were always on and the fan motors 
are located inside the air stream. While fan heat was considered in the E+ model, duct heat 
gain was not since E+ does not account for duct heat gain. 
Chilled water supplied to the cooling coil was always available, and the cooling coil was 
wet during all tests. Humidity control was not an option in the air handling unit, and the 
economizer control was disabled for the test. 
Since condensate from a cooling coil is normally piped to a drain, a special setup was 
constructed to capture and record the amount of condensate produced each hour. The setup 
is shown in Figure 3.2.1, and consists of a condensate pump, a holding tank, an electronic 
scale and a digital camera to capture the time and weight. Condensate from the cooling coil 
was gravity drained to a collection chamber of a condensate pump. The condensate pump 
was controlled by a built-in float switch and by a timing controller. The timing controller 
guaranteed the condensate collection chamber was empted into the holding tank at the 
beginning of each hour when the weight measurement was recorded. After each weighing, 
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the holding tank was automatically drained to make it ready for the next hour of condensate 
collection. 
Figure 3.2.1: Arrangement for condensate collection and measurement. 
A humidifier was used for Test III which is described in Chapter 5.3. 
Plant Configuration 
The chiller used for the research is a McQuay air-cooled chiller model AGZ 01 OAS 
(Figure 3.2.2). The chiller was operated as per manufacturer's specification. The chilled 
water temperature was set at 4.4°C, and the chilled water pump speed was kept constant. 
The average chilled water flow rate was 0.0016 m3/s which remained almost constant 
throughout the tests. 
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Figure 3.2.2: Air cooled liquid chiller used for the Test. 
The chilled water system at the ERS uses a 17.6% (by volume) propylene-glycol and 
water mixture (brine). Energy Plus only allows pure water for a chilled water system model; 
therefore, a correction to the water flow rate entered into the E+ model had to be made in 
order to account for the difference in the heat transfer properties of water compared to the 
brine solution. Properties of the brine solution were evaluated from ASHRAE Fundamentals 
(2005). Figure 3.2.3 shows the relation between specific heat and temperature of the solution 
while Figure 3.2.4 shows the relation between density and temperature of the solution. 
Specific Heat of Aqueous Solution of Propylene Glycol 
0.0021X + 3.9561 
10 15 
Temperature, °C 
20 25 
Figure 3.2.3: Relation between specific heat and temperature of the solution. 
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Figure 3.2.4: Relation between density and temperature of the solution. 
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Chapter 4: Modeling 
EnergyPlus was used to model the "A" test rooms, the "A" air handling system and plant 
equipment serving the chilled water coil in AHU "A" at the ERS. The building parameters 
required to simulate the test rooms (zone models) were similar to those used by Loutzenhiser 
(2006), and are not repeated here. System modeling and plant modeling will be described in 
this chapter. These include modeling of supply air fan, cooling coil, humidifier, the air-
cooled chiller (compressors and condenser fans), and the chilled water pump. 
4.1 System Model 
The supply air and return air fans, cooling coil, and humidifier were the main components 
of the air handling unit. E+ modeling of those components is described below. 
Supply Air Fan 
A simple variable volume fan model was used to characterize the supply air fan in E+. 
The fan power consumption is modeled as a fourth degree polynomial as shown in Equation 
4.1. In this equation FF is the flow fraction, PLF is the fraction of full load power and a, b, c, 
d, and e are coefficients for specific fan system. The flow fraction is the air mass flow rate 
divided by the maximum air mass flow rate. The fan coefficients required for modeling the 
supply air fan were calculated by curve fitting power versus airflow rate from the ERS test 
data. The fan power curve is not only used to model the electrical energy consumed by the 
fan, but it is also used to compute the increase in air temperature due to fan and motor heat. 
The maximum fan power is approximately 4,000 W; therefore, the amount of energy added 
to the supply air must be taken into account since it can be a significant part of the cooling 
coil load. 
fZF = a + 6 ) + c + e (4.1) 
Figure 4.1.1 shows the relation between the PLF and the FF and the value of coefficients 
a, b, c, d and e. 
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Supply Air Fan PLF as a Function of FF 
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Figure 4.1.1: Relation between the PLF and the FF. 
Return Air Fan 
The maximum fan power consumed by the return fan is approximately 400 W, or ten 
times less than the power for the supply fan. During the tests, the return fan power was 
virtually constant; therefore, it was decided not to create a return fan model in E+ as was 
done for the supply fan. Instead the heat dissipated from the return fan and motor was added 
to the return air plenum for the test rooms. The affect on the temperature of the air returning 
to the air handling unit is the same in either case. Average and maximum fan power data for 
each test is provided in Chapter 5. 
Cooling Coil 
In E+, cooling coils can be modeled in great detail, or the user can opt for a default coil 
model provided in the program. The built-in model is for a flat cooling coil. The detailed 
model requires a significant amount of input information for the coil. For a commercial 
cooling coil, much of this information is either not known, or the parameters are not relevant. 
The input required for a detailed coil model in E+ includes: 
maximum water flow rate 
tube outside surface area 
total tube inside area 
fin surface area 
minimum air flow area 
coil depth 
fin diameter 
fin thickness 
tube inside diameter 
tube outside diameter 
tube thermal conductivity 
fin thermal conductivity 
fin spacing 
tube depth spacing 
number of tube rows 
number of tubes per row 
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Only a few of those parameters were available in the coil manufacturer's technical 
specification sheet. Hence the built-in generic detailed flat cooling coil model available in 
E+ was used as a cooling coil model. 
Humidifier 
An electric humidifier was used to add moisture during Test III. Steam generated from 
the humidifier was injected in the return air duct using a steam injector. The power 
consumption by the humidifier was 4.8 kW. In E+, the humidifier was modeled as steam 
equipment located at the room plenums with the capacity of the humidifier equally 
distributed to the four plenums. The total energy added to the plenum air is the sum of the 
latent and sensible heat from the steam. The fraction of latent heat was calculated using 
Equation 4.2. In this equation hfg is the enthalpy of vaporization of water at 100°C, hg is the 
enthalpy of steam at 100°C and hf is the enthalpy of water at return air temperature (23°C). 
h f  ( a t  100°C) 
FractionLatent - —-, ^ r- (4.2) 
^(afl00°C)-A/(af23°C) 
4.2 Plant Model 
The air-cooled liquid chiller and the chilled water pump are the main components of the 
chilled water plant. E+ modeling of those components is described below. 
Air-cooled chiller 
The air-cooled liquid chiller used for the tests was a McQuay AGZ 01 OAS. The chiller 
contains two tandem hermetically-sealed scroll compressors and two condenser fans. The 
compressors operate in stages with a nominal cooling capacity of approximately 17.15 kW 
per stage, for a combined chiller cooling capacity of 34.47 kW. The condenser fans run 
based on the refrigerant pressure in the condenser. While one fan is constant speed, the other 
has a variable frequency drive to modulate the fan's airflow in accordance to the condenser 
pressure. 
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An electric Energy Input to cooling output Ratio (EIR) air-cooled water chiller model 
was used to characterize the chiller in E+. To model a chiller, E+ requires detailed 
specification of the plant including: 
• design capacity • 
• design COP 
• design leaving chilled water 
temperature • 
• design entering condenser fluid • 
temperature • 
• design evaporator volumetric water • 
flow rate • 
• design condenser volumetric fluid • 
flow rate • 
• coefficients of cooling capacity • 
function of temperature curve 
• coefficients of energy input to • 
cooling output ratio function of 
temperature curve 
While most of those specifications are directly available in the manufacturer's data sheet, 
some of the parameters require regression analysis of the values presented in the chiller's 
performance tables. These parameters are discussed below. 
Cooling capacity as a function of temperature curve is a biquadratic performance curve 
that parameterizes the variation of the chiller's cooling capacity as a function of the chiller 
Leaving Water Temperature (LWT) and the condenser Entering air (Fluid) Temperature 
(EFT). The curve is described by Equation 4.3. 
= a + 6(Z^T)+c(Z^T)' +^(EFT)+e(EFT)' + /(Z%T)(EFT) (4.3) 
The data sheet gives expected cooling capacity as a function of these temperatures in the 
range of 5°C to 10°C for LWT and in the range of 25°C to 45°C for EFT. Figure 4.2.1 shows 
the cooling capacity as a function of the LWT and the EFT based on the performance data. 
Numerical values of the coefficients of Equation 4.3 were calculated using Statistical 
Analysis Software (SAS). The manufacturer's performance data and the SAS output are 
included in Appendix A. 
coefficients of energy input to 
cooling output ratio function of 
part load ratio curve 
minimum part load ratio 
maximum part load ratio 
optimum part load ratio 
minimum unloading ratio 
temperature curve input variable 
condenser fan power ratio 
compressor motor efficiency 
leaving chilled water lower 
temperature limit 
chiller flow mode 
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Chiller Cooling Capacity as a Function of LWT and EFT 
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Figure 4.2.1 : Cooling capacity as a function of the LWT and the EFT. 
Energy input to cooling output ratio (EIR) as a function of temperature curve is a 
biquadratic performance curve that parameterizes the variation of the EIR as a function of the 
chiller leaving water temperature and the condenser entering air temperature as described by 
Equation 4.4. 
OMkrE/RFTgmp = a+6 (Z%T) + c (Z%T)" + (EFT) + g (EFT)" + / (Z%T) (EFT) (4.4) 
The EIR is the inverse of the coefficient of performance (COP). The manufacturer's 
performance data gives expected COP values as a function of those temperatures in the range 
of 5°C to 10°C for LWT and in the range of 25°C to 45°C for EFT. Figure 4.2.2 shows the 
EIR as a function of LWT and EFT based on the manufacturer's data. As before, SAS was 
used to compute the coefficients. The manufacturer's performance data and the SAS output 
are included in Appendix A. 
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Figure 4.2.2: EIR as a function of the LWT and the EFT. 
 
 
EFT 35°  
   
 
19 
EIR as a function of part load ratio (PLR) curve is a quadratic performance curve that 
parameterizes the variation of the EIR as a function of the chiller PLR as described by 
Equation 4.5. The PLR is the actual chiller cooling load divided by the design chiller cooling 
capacity. Manufacturer's performance data gives expected EIR as a function of PLR in the 
range of 25% to 100% PLR. Figure 4.2.3 shows the variation of the EIR as a function PLR 
that was calculated from the manufacturer's performance data. Numerical values of the 
coefficients of Equation 4.5 are also shown in Figure 4.2.3. Relevant manufacturer's data are 
included in Appendix A. 
= a + 6 (fFR) + c (fFR)' (4.5). 
Variation of EIR as a function of PLR 
o 
y = 0.4913x2 - 0.0669x + 0.5713 
R2 = 0.9962 0.9 
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Figure 4.2.3 : EIR as a function PLR 
Minimum part load ratio is the chiller's minimum part load ratio below which the 
compressor cycles on and off to meet the cooling load. The default value of 1 was used for 
maximum part load ratio. Optimum part load ratio is the part load ratio at which the chiller 
performs at its maximum COP (or minimum EIR). From Figure 4.2.3 it is evident the 
optimum part load ratio for the chiller is 0.25. 
OoWemer Fa» 
The chiller comes with two direct drive propeller fans used for condenser cooling. One 
fan has a fixed speed motor and the other uses a variable speed drive to modulate the airflow. 
The fan sequencing was such that the variable speed fan turns on first and turns off last while 
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the fixed speed fan turns on last and turns off first. In E+ the user specifies the "condenser 
fan power ratio" to model the condenser fan power associated with air-cooled condensers. 
The condenser fan power ratio is the ratio of the condenser fan power to the chiller cooling 
capacity at design conditions. 
Chilled Water Pump 
For all tests, the chilled water pump was operated at a constant speed and a constant flow 
rate. Recall a 3-way control valve bypasses water around the cooling coil in order to 
modulate the cooling coil capacity. The pump power was stable and the average pump 
power variation among the tests was negligible; therefore, the pump was modeled as constant 
speed and constant power pump. 
At the ERS, a 17.6% (by volume) propylene glycol and water mixture is used in the 
chilled water system. However, pure water is the only option available as a secondary 
refrigerant in E+. Therefore, the chilled water flow rate entered into the E+ model was 
adjusted to account for the effects of propylene glycol on the fluid heat capacitance. For the 
same energy transfer into two different fluids, the effective water flow rate is determined by 
the ratios of density and specific heats as shown in Equation 4.6. Equation 4.6 was used to 
calculate the chilled water flow rate used in the E+ model. 
Ei 
p 
V cj 
vc,. y 
(4.6) 
Where: 
Qw = volumetric chilled water flow rate 
pw = density of water 
Cp = specific heat of water 
Q = volumetric propylene glycol solution flow rate 
pg = density of propylene glycol solution 
Cp = specific heat of propylene glycol solution 
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pg and Cp were evaluated from equation provided in Figure 3.2.3 and Figure 3.2.4, 
respectively. 
With the zone, system and plant models developed, Energy Plus was run for various test 
conditions and the results compared to the test data collected. The specific tests and results 
are discussed in Chapter 5. 
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Chapter 5: Test Comparisons 
In this chapter, comparisons are made between the ERS data and the values predicted by 
E+ for the three tests described in Chapter 4. Both graphical and statistical comparisons are 
made. The statistical parameters used are formally defined in Appendix B. 
5.1 Test I 
Test I was conducted from August 9th to 11th, 2006. During Test I the outside air (OA) 
dampers were closed and the test was run as a closed-loop test; however, it was observed that 
a small amount of outside air entered the system through the OA dampers during the test. 
This is discussed below. The air handling unit was re-circulating 100% of the air from the 
test rooms. The room set-point temperature was fixed at 22.8°C. For each room both stages 
of baseboard heat and the room lights were on continuously throughout the test. Table 5.1.1 
shows the electric power supplied to the baseboard heaters and the lights. 
Table 5.1.1: Baseboard heat and lighting power - Test I. 
Test room Total Baseboard Heater Power, W 
Lights Power, 
W 
East A 1,773 359 
South A 1,622 333 
West A 1,765 363 
Interior A 1,740 544 
During the test, the average and maximum return air fan power consumption was 312 W 
and 391 W, respectively, while the average and maximum supply air fan power consumption 
was 1,324 W and 2,177 W, respectively. The chilled water pumping power was virtually a 
constant with an average power consumption of 613 W. The average propylene-glycol/water 
solution (brine) flow rate was 0.00164 m3/s. As discussed in Section 4.2, Equation 4.7 was 
used to adjust the chilled water flow rate input to E+. The adjustment is made to account for 
the difference in thermal properties for the brine solution used at the ERS versus pure water 
used in E+. The chilled water flow rate used in E+ was 0.00158 m3/s. 
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The weather input file required for E+ simulation was created by using 10 minute 
averaged values of weather parameters recorded during the test. Accurate representation of 
the local weather conditions is critical for empirical validation studies. Weather and solar 
conditions not only affect the building envelope loads, but also affect the ventilation cooling 
coil load and the chiller performance. 
The E+ weather file requires averaged (for specified time step) atmospheric dry bulb 
temperature, dew point temperature, relative humidity, barometric pressure, horizontal 
infrared radiation, direct normal radiation, diffuse horizontal radiation, wind speed, and wind 
direction. All of these parameters were measured at the ERS during the test except for the 
dew point temperature. The dew point temperature was calculated from measured dry bulb 
temperature, barometric pressure, and relative humidity using equations from Chapter 6 in 
the ASHARE Fundamentals (2005). The barometric pressure reported at the ERS is 
normalized to sea level. Therefore, all barometric pressure values were corrected for 
elevation since the absolute barometric pressure was used in the weather files. The 
correction for altitude was performed in accordance with ICAO (Doc 7488). 
A validation of the weather file used in the model was made by comparing the output 
from the E+ weather processor with the weather data collected at the ERS. Figure 5.1.1 
provides a graphical comparison for the weather parameters and Table 5.1.2 contains the 
statistical comparisons of the weather data presented in the figure. The results confirm that 
the weather conditions used in the E+ model closely agree with the weather conditions at the 
ERS. 
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Figure 5.1.1: Measured values and simulation output for weather conditions - Test I. 
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Table 5.1.2: Statistical comparisons of weather data - Test I. 
Statistics OA Temperature, °C OA Humidity, % Barometric Pressure, kPa Test E+ Output Test E+ Output Test E+ Output 
X 23.918 23.916 79.695 79.238 98.248 98.249 
G 0.113 NA 0.902 NA 0.085 NA 
s 3.002 3.004 10.820 10.827 0.211 0.210 
*^ *max 30.553 30.600 93.708 93.000 98.705 98.705 
19.441 19.400 58.039 58.000 97.865 97.865 
D NA 0.002 NA 0.457 NA 0.000 
D NA 0.050 NA 0.943 NA 0.001 
Dmm NA 0.000 NA 0.001 NA 0.000 
D NA 0.024 NA 0.460 NA 0.000 
^\ms NA 0.028 NA 0.543 NA 0.000 
SE NA 0.01% NA 0.57% NA 0.00% 
IE NA 0.10% NA 0.58% NA 0.00% 
Statistics Direct Solar Radiation, W/m
2 Diffused Radiation, W/m2 
Test E+ Output Test E+ Output 
X 92.522 92.398 142.590 142.488 
G 0.523 NA 0.807 NA 
s 142.305 162.005 188.076 190.096 
*^ *max 671.498 884.000 618.016 643.000 
0.457 0.000 0.285 0.000 
D NA 0.123 NA 0.102 
"^ max NA 0.546 NA 2.027 
Dmm NA 0.007 NA 0.002 
D NA 0.385 NA 0.291 
^\ms NA 0.412 NA 0.328 
SE NA 0.13% NA 0.07% 
IE NA 0.42% NA 0.20% 
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Zone ZvgW 
For this study, the primary parameters of interest at the zone (or room) level are the room 
temperature, the temperature of the air supplied to the room, and the cooling airflow rate 
supplied to the room. Together, these parameters quantify the sensible cooling load on the 
room. Using these parameters, the zone sensible cooling loads were calculated and the 
results compared to E+ outputs. 
Temperatures 
Figure 5.1.2 provides a graphical comparison of temperature values for the four test 
rooms. In each graph, the measured values of room temperature and supply air temperature 
are compared to the values predicted by E+. The significance of the room temperature plot 
is to verify that the room temperature remains under control as the thermal loads vary on the 
room. Table 5.1.3 contains the statistical comparisons of the data presented in Figure 5.1.2. 
The results show the room temperature errors are less than 0.5°C. 
The air supplied to the variable air volume (VAV) terminal unit in each room has a 
common origin at the air handling unit. However, as the cold air travels along the duct 
system, it gains heat through the duct walls. The longer the duct run, the more heat gain 
occurs to the supply air which increases the air temperature. For the "A" system at the ERS, 
the interior test room has the shortest duct run. The West and South test rooms have 
progressively longer duct runs with the East test room having the longest supply duct run. 
Therefore, the air supplied to the East room VAV unit shows the greatest amount of heat 
gain. This is evident when comparing the VAV entering air temperature (VAV EAT) for 
each room E+ does not account for duct heat gain; therefore, the E+ VAV EAT values are 
the same for each room. 
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Figure 5.1.2: Room temperature and VAV entering air temperature - Test I. 
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Table 5.1.3: Statistical comparisons of zone level temperatures - Test I. 
Statistics 
Room Temperature 
East, °C 
Room Temperature 
South, °C 
Room Temperature 
West, °C 
Room Temperature 
Interior, °C 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 22.790 22.780 22.771 22.780 22.778 22.780 22.777 22.780 
G 0.170 NA 0.170 NA 0.170 NA 0.170 NA 
s 0.071 0.000 0.057 0.000 0.111 0.000 0.044 0.000 
*^*max 23.278 22.780 22.972 22.780 23.097 22.780 22.896 22.780 
22.406 22.780 22.587 22.780 21.997 22.780 22.597 22.780 
D NA 0.010 NA -0.009 NA -0.002 NA -0.003 
"^max NA 0.498 NA 0.193 NA 0.783 NA 0.183 
Anm NA 0.001 NA 0.001 NA 0.001 NA 0.001 
D NA 0.039 NA 0.042 NA 0.051 NA 0.035 
^\ms NA 0.071 NA 0.058 NA 0.111 NA 0.044 
SE NA 0.04% NA -0.04% NA -0.01% NA -0.02% 
IE NA 0.17% NA 0.18% NA 0.22% NA 0.16% 
Statistics 
VAV EAT East, 
°C 
VAV EAT South, 
°C 
VAV EAT West, 
°C 
VAV EAT Interior, 
°C 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 13.555 12.780 13.231 12.780 13.063 12.780 12.939 12.780 
G 0.170 NA 0.170 NA 0.170 NA 0.170 NA 
s 0.126 0.000 0.126 0.000 0.138 0.000 0.120 0.000 
*^*max 13.889 12.780 13.642 12.780 13.519 12.780 13.415 12.780 
13.031 12.780 12.752 12.780 12.507 12.780 12.490 12.780 
D NA 0.775 NA 0.451 NA 0.283 NA 0.159 
^max NA 1.109 NA 0.862 NA 0.739 NA 0.635 
Dmm NA 0.251 NA 0.000 NA 0.010 NA 0.000 
D NA 0.775 NA 0.452 NA 0.291 NA 0.175 
^\ms NA 0.785 NA 0.469 NA 0.315 NA 0.199 
SE NA 5.72% NA 3.41% NA 2.16% NA 1.23% 
IE NA 5.72% NA 3.41% NA 2.23% NA 1.35% 
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Airflow rates 
Figure 5.1.3 shows the airflow rates for each of the four test rooms and Table 5.1.4 
contains the statistical comparison. In the experimental setup and in the E+ input, the 
minimum value for the supply airflow rate was set to zero. However, since there was always 
a thermal load in each of the rooms, some cooling airflow was always necessary to maintain 
the thermostat set point. As the cooling load increases, the airflow rate increases to maintain 
temperature control. 
Since all internal loads are constant throughout the test, building envelop loads are the 
only reason for variations in room airflow rate with the glass solar being the dominate load. 
This is evident when comparing the East, South and West room airflow rates when generally 
clear ski conditions existed. The Interior room is not influenced by weather conditions; 
hence, the airflow rate is constant throughout the test period. The measured supply airflow 
rate to the rooms is higher compared to the model predicted airflow rate. This is partially due 
to duct heat gain, but is more likely due to differences in the room cooling loads predicted by 
E+ versus the actual room cooling loads. 
Zone cooling loads 
The sensible cooling load for a room can be calculated using the supply air temperature 
(ts), the room temperature (/,) and the supply airflow rate (Q). Neglecting changes in kinetic 
and potential energy, the energy balance yields: 
= ^ C p ( t r ~ t S )  ( 5 1 )  
where qs is the room sensible load, v is the specific volume of the air and cp is the specific 
heat of the air. Figure 5.1.4 shows of the sensible cooling loads for the four test rooms as 
computed using Equation 5.1 and output from E+. Table 5.1.5 contains the statistical 
comparisons of the room cooling loads. 
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Figure 5.1.3: VAV airflow rates - Test I. 
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Table 5.1.4: Statistical comparisons of the VAV airflow rates - Test I. 
Statistics 
VAV Airflow Rate 
East, m3/s 
VAV Airflow Rate 
South, m3/s 
VAV Airflow Rate 
West, m3/s 
VAV Airflow Rate 
Interior, m3/s 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 0.226 0.202 0.237 0.197 0.245 0.223 0.199 0.190 
G 0.005 NA 0.005 NA 0.006 NA 0.005 NA 
s 0.033 0.032 0.039 0.043 0.065 0.056 0.005 0.000 
*^ *max 0.379 0.292 0.354 0.307 0.471 0.421 0.213 0.190 
0.190 0.171 0.195 0.160 0.191 0.174 0.189 0.190 
D NA 0.024 NA 0.040 NA 0.022 NA 0.010 
"^ max NA 0.111 NA 0.066 NA 0.211 NA 0.024 
Anm NA 0.000 NA 0.001 NA 0.000 NA 0.000 
D NA 0.025 NA 0.040 NA 0.028 NA 0.010 
^\ms NA 0.027 NA 0.041 NA 0.041 NA 0.011 
SE NA 10.46% NA 16.82% NA 9.02% NA 4.79% 
IE NA 10.88% NA 16.83% NA 11.24% NA 4.80% 
Table 5.1.5: Statistical comparisons of the zone sensible cooling loads - Test I. 
Statistics 
Zone Sensible 
Cooling Load East, 
kW 
Zone Sensible 
Cooling Load 
South, kW 
Zone Sensible 
Cooling Load West, 
kW 
Zone Sensible 
Cooling Load 
Interior, kW 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 2.468 2.403 2.677 2.344 2.816 2.644 2.318 2.255 
G 0.223 NA 0.242 NA 0.255 NA 0.210 NA 
s 0.389 0.376 0.461 0.505 0.786 0.663 0.061 0.003 
*^ *max 4.275 3.465 4.007 3.648 5.660 5.002 2.513 2.260 
2.064 2.028 2.183 1.897 2.168 2.065 2.153 2.250 
D NA 0.065 NA 0.333 NA 0.171 NA 0.063 
^max NA 1.073 NA 0.601 NA 2.467 NA 0.262 
Dmm NA 0.000 NA 0.011 NA 0.001 NA 0.000 
D NA 0.122 NA 0.336 NA 0.265 NA 0.070 
^\ms NA 0.170 NA 0.354 NA 0.447 NA 0.088 
SE NA 2.65% NA 12.43% NA 6.09% NA 2.71% 
IE NA 4.95% NA 12.55% NA 9.41% NA 3.00% 
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Figure 5.1.4: Zone sensible cooling load comparisons - Test I. 
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There are several parameters of interest at the system level. These parameters center on 
the supply fan, outside airflow, and the cooling coil. For the supply fan, the parameters 
include the supply fan airflow rate and the fan motor power. For the cooling coil, the 
parameters include the psychrometric state of the air entering and leaving the cooling coil, 
the supply air temperature, the temperature of the water entering and leaving the cooling coil, 
and the cooling coil water flow rate. Together, these parameters quantify the heat loss by air 
and the heat gain by water in the cooling coil. Using these parameters, the heat loss by air 
and the heat gain by water in the cooling coil were calculated and the results compared to E+. 
It is important to perform an energy balance on the cooling coil based on measured 
values. This provides a check on the validity of the measurements. The energy balance for 
the cooling coil for all four tests is presented in Appendix C. 
Supply Fan 
Figure 5.1.5 provides a graphical comparison of supply airflow rate and supply fan motor 
power and Table 5.1.6 provides the statistical comparison. At the ERS the supply airflow 
rate is measured at the discharge of the air handling unit. The results show the measured 
supply airflow rate is about 16% greater than that predicted by E+. This is consistent with 
the individual room airflow rate comparisons where the measured value of supply airflow 
rate to each room were slightly higher than that predicted by E+. With the actual airflow rate 
being greater than the model prediction, it is not surprising that the measured fan power is 
greater than that predicted by E+. 
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Figure 5.1.5: Supply airflow rate and supply air fan power - Test I. 
Table 5.1.6: Statistical comparisons of the supply airflow rate and fan power - Test I. 
Measured Supply Airflow Rate Model Supply Airflow Rate 
Measured Fan Power Model Fan Power 
Day 1 Day 2 Day 3 
Time, hrs 
Statistics Supply Airflow Rate, m7s Supply Fan Power, kW Test E+ Output Test E+ Output 
X 0.963 0.812 1.324 1.264 
G 0.022 NA 0.005 NA 
s 0.106 0.117 0.304 0.235 
*^*max 1.195 1.060 2.178 1.809 
0.832 0.694 1.015 1.039 
D NA 0.150 NA 0.060 
"^max NA 0.338 NA 0.762 
Dmm NA 0.018 NA 0.000 
D NA 0.150 NA 0.086 
^rms NA 0.157 NA 0.157 
SE NA 15.63% NA 4.56% 
IE NA 15.63% NA 6.47% 
Outside Airflow Rate 
Although 0% outdoor air was specified for the test, measurements show that the OA 
damper has a small leakage rate of about 0.16% of supply airflow rate at the peak supply 
airflow rate with an average leakage was 0.11% of supply airflow rate. The leakage was seen 
to increase as the supply airflow rate increases. This is due to the negative static pressure in 
the air handling unit (in the return air/outdoor air mixing section) at high supply airflow rate 
conditions. 
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For Test I the outdoor airflow rate was included in the simulation. The OA flow rate was 
entered into E+ by specifying an OA flow rate schedule. Figure 5.1.6 provides a graphical 
comparison of the outside airflow rate measured to the value output be E+. As seen in the 
figure, E+ does not exactly reproduce the same OA flow rate, even though this schedule is an 
input. This seems to be a programming error in E+ and will be reported to the program 
developers. This problem is further discussed in Chapter 6. Table 5.1.7 contains the 
statistical comparison. 
Figure 5.1.6: Outside airflow rate - Test I. 
Table 5.1.7: Statistical comparisons of the outside airflow rate - Test I. 
0.004 
0.003 
0.002 
0.001 
0.000 
Model OA Flow Rate 
Day 2 Day 3 
- Measured OA Flow Rate 
Day 1 
cm oo o CD 
T— T— O O 
Time, hrs 
Statistics Outside Airflow Rate, m7s Test E+ Output 
X 0.0011 0.0009 
G 0.0000 NA 
s 0.001 0.001 
'^max 0.003 0.002 
0.000 0.000 
D NA 0.000 
^max NA 0.001 
Dmm NA 0.000 
D NA 0.000 
^rms NA 0.000 
SE NA 15.09% 
IE NA 16.45% 
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Cooling Coil 
Figure 5.1.7 provides a graphical comparison between measured values and simulation 
output values for the cooling coil entering air temperature (EAT) and the supply air 
temperature (SAT). At the ERS, the supply air temperatures is measured downstream of the 
supply fan. Table 5.1.8 contains the statistical comparisons of the data presented in the 
figure. Note the maximum and average difference in EAT was about 1°C and 0.5°C, 
respectively. 
Measured Cooling Coil EAT 
Measured SAT 
Day 1 
Model Cooling Coil EAT 
Model SAT 
Day 2 Day 3 
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Figure 5.1.7: Cooling coil EAT and SAT - Test I. 
Table 5.1.8: Statistical comparisons of the EAT and SAT - Test I. 
Statistics Cooling Coil EAT, °C Supply Air temperature, °C Test E+ Output Test E+ Output 
X 23.057 23.528 12.777 12.780 
G 0.113 NA 0.170 NA 
S 0.160 0.099 0.130 0.000 
*^*max 23.452 23.747 13.309 12.780 
22.639 23.371 12.267 12.780 
D NA -0.471 NA -0.003 
"^max NA 1.093 NA 0.529 
Anm NA 0.005 NA 0.001 
D NA 0.471 NA 0.080 
^rms NA 0.521 NA 0.130 
SE NA -2.04% NA -0.03% 
IE NA 2.04% NA 0.63% 
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Figure 5.1.8 shows measured values and simulation output values for the cooling coil 
entering air relative humidity (EAH) and the leaving air relative humidity (LAH). At the 
ERS, the leaving air relative humidity is measured just downstream of the cooling coil and 
upstream of the supply fan. Table 5.1.9 contains the statistical comparisons of the data 
presented in the figure. E+ does not provide output for the air relative humidity; however, it 
does provide dry bulb temperature and humidity ratio. The relative humidity was calculated 
from dry bulb temperature, and humidity ratio using the psychrometric relations from 
Chapter 6 in the ASHRAE Fundamentals (2005). No significant discrepancy is observed 
between measured and model predicted EAH and LAH values. 
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Measured Cooling Coil LAH 
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Figure 5.1.8: Cooling coil EAH and LAH - Test I. 
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Table 5.1.9: Statistical comparisons of the relative humidity of air entering and leaving the 
cooling coil - Test I. 
Statistics Cooling Coil EAH, % Cooling Coil LAH, % Test E+ Output Test E+ Output 
X 46.02 44.478 94.85 96.037 
G 0.521 NA 1.073 NA 
s 0.479 0.383 0.530 0.222 
*^*max 47.34 45.011 96.68 96.685 
44.80 43.756 92.81 95.589 
D NA 1.539 NA -1.189 
"^max NA 3.290 NA 3.040 
Dmm NA 0.182 NA 0.006 
D NA 1.539 NA 1.199 
^rms NA 1.683 NA 1.311 
SE NA 3.35% NA -1.25% 
IE NA 3.35% NA 1.26% 
Figure 5.1.9 provides a graphical comparison of cooling coil entering water temperature 
(EWT) and mixed water temperature (MWT). The MWT is the temperature of water after 
the mixing control valve. Under part-load conditions, the valve reduces the flow of chilled 
water through the coil by allowing chilled water to bypass the coil. Table 5.1.10 contains the 
statistical comparisons of the water temperatures. As can be seen from the figure, the model 
predicts no variation in cooling coil EWT; however, a variation in the ERS chilled water 
temperature is seen. This is a result of the chiller's water temperature controller which has a 
control dead band of approximately ± 2 °C. 
Measured Cooling Coil EWT 
Measured Cooling Coil MWT 
Day 1 Day 2 
Model Cooling Coil EWT 
-Model Cooling Coil MWT 
Day 3 
Time, hrs 
Figure 5.1.9: Cooling coil EWT and MWT - Test I. 
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Table 5.1.10: Statistical comparisons of the chilled water temperatures - Test I. 
Statistics Cooling Coil EWT, °C Cooling Coil MWT, °C Test E+ Output Test E+ Output 
X 3.847 4.440 6.061 6.203 
G 0.170 NA 0.170 NA 
s 0.893 0.000 1.162 0.266 
*^ *max 5.364 4.440 7.856 6.772 
2.666 4.440 4.650 5.927 
D NA -0.593 NA -0.142 
"^ max NA 1.774 NA 1.367 
Dmm NA 0.099 NA 0.003 
D NA 0.944 NA 0.867 
\^ms NA 1.067 NA 0.927 
SE NA -15.42% NA -2.35% 
IE NA 24.54% NA 14.30% 
Figure 5.1.10 provides a graphical comparison between measured values and simulation 
output values for cooling coil leaving water temperature (LWT) and chilled water flow rate 
through the cooling coil. The chilled water flow rate through the cooling coil is not directly 
measured at the ERS. The values presented here are calculated based on an energy balance 
performed on the 3-way mixing valve using Equation 5.2. 
( MWT - EWT ^ Cooling coil water flow rate = Total chilled water flow ratel (5.2) 
As discussed in Chapter 4, the built-in generic detailed flat cooling coil model available 
in E+ was used as the cooling coil model for simulation. While the coil model predicts 
significantly less chilled water flow rate through the cooling coil, it predicts a higher leaving 
water temperature to match the net heat gain by water in the coil. 
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Figure 5.1.10: Cooling coil LWT and chilled water flow rate - Test I. 
Using measured temperatures, humidity, and airflow across the cooling coil, an energy 
balance was performed to calculate the heat transfer rate from the air to the cooling coil. In a 
similar manner, using temperature and chilled water flow data through the cooling coil, an 
energy balance was performed to calculate the heat transfer rate from the cooling coil to the 
chilled water. Theoretically, these heat transfer rates are equal, but due to experimental error 
and extraneous heat transfer to the surroundings, they are not. Never the less, these 
calculations can be compared with the cooling coil load predicted by E+. 
Figure 5.1.11 provides a graphical comparison of calculated values of air side and water 
side cooling coil load with the cooling coil load predicted by E+. Table 5.1.11 contains the 
statistical comparisons of the data presented in the figure. 
Air Side - Empirical Simulation Water Side - Empirical 
0 
O C D C M O O O C D C M O O O C D C M O O  O O x —  - t —  O O - * -  O O t —  v —  
Time, hrs 
Figure 5.1.11: Cooling coil load- Test I. 
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Table 5.1.11: Statistical comparisons of the cooling coil load - Test I. 
Statistics Heat Loss 3y Air, kW Heat Gain By Water, kW Test E+ Output Test E+ Output 
X 13.328 11.827 14.743 11.827 
G 1279 NA 2.049 NA 
s 1.725 1.777 2.031 1.777 
*^ *max 18 028 15 648 21069 15 648 
10.882 9.995 11.431 9.995 
D NA 1.501 NA 2 916 
D NA 3 928 NA 7.152 
Dmm NA 0.014 NA 0 087 
D NA 1.512 NA 2 916 
\^ms NA 1683 NA 3.118 
SE NA 11.26% NA 19.78% 
IE NA 11.34% NA 19.78% 
Plant Level Comparisons 
The chilled water pump and the air-cooled chiller are the main components of the plant. 
For the chilled water pump, flow rate and pumping power are the key parameters of interest. 
Similarly, evaporator cooling load, compressor power, and condenser fan power, are the key 
parameters of interest for the chiller. 
Chilled water pump 
During the test, the chilled water pump was operated as a constant speed pump. The 
water flow rate and the pump power did not vary during the test. Likewise, the E+ model 
predicts no variation in the chilled water flow rate and pump power. Figure 5.1.12 provides a 
graphical comparison between the measured values and the simulation output values for the 
pump power and Table 5.1.12 contains the statistical comparisons. 
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Figure 5.1.12: Chilled water pump power - Test I. 
Table 5.1.12: Statistical comparisons of the pump power - Test I. 
Statistics Chilled Water Pump Power, kW Test E+ Output 
X 0.613 0.623 
G 0.002 NA 
s 0.003 0 000 
'^ max 0 618 0.623 
0 607 0.623 
D NA -0.010 
"^max NA 0.016 
Dmm NA 0.005 
D NA 0.010 
^rms NA 0.010 
SE NA -1.57% 
IE NA 1.57% 
Air-cooled chiller 
For the chiller, three parameters were considered for validation: (1) evaporator load, (2) 
compressor power and (3) condenser fan power. The evaporator load was computed from 
ERS water flow rate data along with entering and leaving chilled water temperature data 
measured at the chiller. Compressor power and condenser fan power were measured 
directly. Figures 5.1.13 and 5.1.14 provide graphical comparisons between measured values 
and simulation output values for the evaporator cooling load and compressor power, 
respectively, Table 5.1.13 contains the statistical comparisons. On average the calculated 
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evaporator cooling load was 17.67% higher than that predicted by E+. This is consistent 
with error seen on the cooling coil load where the calculated values was between 11% and 
19% based on air-side and water-side energy balances (Table 5.1.11). E+ also predicted 
lower compressor power than was measured. The measured compressor power was 25.59% 
higher than that predicted by E+. The fluctuations in measured compressor power indicate 
that the second compressor was turning on and off to maintain the cooling load. It can also 
be seen that both compressors were turned off for short time periods. 
E+ calculates the condenser fan power as a fixed fraction of the chiller cooling capacity 
where the fraction is a user supplied input. Figure 5.1.15 shows the measured condenser fan 
power versus the power predicted by E+. Table 5.1.13 contains the statistical comparisons. 
E+ predicts no variation in condenser fan power. 
Exaporator Cooling Load - Empirical 
Day 1 Day 2 
Exaporator Cooling Load - Simulation 
Day 3 
CM oo 
Time, hrs 
Figure 5.1.13: Evaporator cooling load - Test I. 
Measured Compressor Power 
Day 1 Day 2 
Model Compressor Power 
Day 3 
Time, hrs 
Figure 5.1.14: Compressor power - Test I. 
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Figure 5.1.15: Condenser fan power - Test I. 
Table 5.1.13: Statistical comparisons of the evaporator cooling load, compressor power, and 
fan power - Test I. 
Statistics 
Evaporate 
Loac 
>r Cooling 
,kW 
Compressor Power, 
kW 
Condenser Fan Power, 
kW 
Test E+ Output Test E+ Output Test E+ Output 
X 14.820 12.202 4.408 3.280 0.613 1.492 
G 2.331 NA 0.026 NA 0.002 NA 
s 2.182 1.758 0.781 0.358 0.157 0 000 
*^*max 22.302 15.995 8.574 4133 0.989 1.492 
7.271 10 368 1.775 2 816 0.210 1.492 
D NA 2.619 NA 1.128 NA -0.879 
"^max NA 8 002 NA 4.496 NA 1.282 
Anm NA 0.059 NA 0.247 NA 0.503 
D NA 2.737 NA 1.141 NA 0 879 
^rms NA 3.007 NA 1276 NA 0 892 
SE NA 17.67% NA 25.59% NA -143.21% 
IE NA 18.47% NA 25.88% NA 143.21% 
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5.2 Test II 
Test II was a two day test conducted on August 15th, and 16th, 2006. This test used 100% 
outside air. Using 100% outside air also produced large quantities of condensate flow from 
the cooling coil. This provided an opportunity to compare theoretical and measured 
condensate flow rates as part of the system validation. 
Prior to the beginning of this test, the test rooms had been operating with thermostat set 
point temperatures of 29.4°C. Test II began at midnight on August 15th with a change of the 
set-points to 22.8°C. Furthermore, this test scheduled the second stage of baseboard heat to 
be on during a portion of the day. The initial step change in room thermostat set point 
temperature and the variation of the internal loads from the second stage of baseboard heat 
provides addition dynamics which are useful for empirical validation of EnergyPlus. Table 
5.2.1 shows the schedule of the baseboard heaters and the lights while Table 5.2.2 shows the 
electric power supplied to the baseboard heaters and the lights. 
During the test, the average return air fan power consumption was 330 W. The chilled 
water pumping power was virtually a constant with an average power consumption of 611 
W. The average propylene-glycol solution flow rate was 0.00162 m3/s. As discussed in 
Section 4.2, Equation 4.7 was used to adjust the chilled water flow rate input to E+. The 
adjustment is made to account for the difference in thermal properties for the propylene-
glycol solution used at the ERS versus pure water used in E+. The chilled water flow rate 
used in E+ was 0.00156 m3/s. 
PFazfAer Oo/Mpanao».? 
The importance of the weather input file had been described in Chapter 5.1. E+ weather 
file was created by using 10 minute average values of weather parameters recorded during 
the test. A validation of the weather file used in the model was made by comparing the 
output from the E+ weather processor with the weather data collected at the ERS. Figure 
5.2.1 provides a graphical comparison for the weather parameters and Table 5.2.3 contains 
the statistical comparisons. The results confirm that the weather conditions used in the E+ 
model closely agree with the weather conditions at the ERS. 
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Table 5.2.1: Baseboard heaters and lights schedule - Test II. 
Hour Baseboard Heater Stage 1 
Baseboard Heater 
Stage 2 Lights 
1 On On On 
2 On On On 
3 On On On 
4 On On On 
5 On On On 
6 On On On 
7 On Off On 
8 On Off On 
9 On Off On 
10 On Off On 
11 On Off On 
12 On Off On 
13 On Off On 
14 On Off On 
15 On Off On 
16 On Off On 
17 On Off On 
18 On Off On 
19 On Off On 
20 On Off On 
21 On Off On 
22 On On On 
23 On On On 
24 On On On 
Table 5.2.2: Baseboard heat and lighting power - Test II. 
Test room Baseboard Heater Power, Stage 1, W 
Baseboard Heater 
Power, Stage 1, W 
Lights 
Power, W 
East A 861 867 359 
South A 808 822 331 
West A 880 891 360 
Interior A 866 890 540 
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Outside Air Temperature and Relative Humidity 
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Figure 5.2.1 : Measured values and simulation output for weather conditions - Test II. 
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Table 5.2.3: Statistical comparisons of weather data - Test II. 
Statistics OA Temperature, °C OA Humidity, % Barometric Pressure, kPa Test E+ Output Test E+ Output Test E+ Output 
X 23157 23156 61693 61.222 98.765 98 765 
G 0.113 NA 0.698 NA 0.085 NA 
s 3.587 3.586 13.967 13.961 0 099 0 099 
*^ *max 29153 29.200 82.857 82.000 98.950 98.950 
16.419 16.400 36 850 36.000 98 567 98 567 
D NA 0.001 NA 0.471 NA 0 000 
D NA 0.285 NA 2.675 NA 0.010 
Dmm NA 0 000 NA 0.001 NA 0 000 
D NA 0.025 NA 0.474 NA 0 000 
\^ms NA 0.033 NA 0.570 NA 0.001 
SE NA 0.01% NA 0.76% NA 0.00% 
IE NA 0.11% NA 0.77% NA 0.00% 
Statistics Direct Solar Radiation, W/m
2 Diffused Radiation, W/m2 
Test E+ Output Test E+ Output 
X 277.503 277.719 79 925 79.830 
G 1.570 NA 0.452 NA 
s 342.513 344.986 118.799 119.663 
*^ *max 899.637 902.000 443.844 501.000 
0.429 0.000 0.255 0 000 
D NA -0 208 NA 0 096 
^max NA 105.530 NA 0.549 
Dmm NA 0.005 NA 0.003 
D NA 0.739 NA 0.255 
\^ms NA 6.232 NA 0.281 
SE NA -0.08% NA 0.12% 
IE NA 0.27% NA 0.32% 
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Zone ZvgW 
As described in Chapter 5.1, the primary parameters of interest at the zone level are the 
room temperature, the temperature of the air supplied to the room, and the cooling airflow 
rate supplied to the room. Together, these parameters quantify the sensible cooling load on 
the room. Using these parameters, the zone sensible cooling loads were calculated and the 
results compared to E+ outputs. 
Temperatures 
Figure 5.2.2 provides a graphical comparison of temperature values for the four test 
rooms. In each graph, the measured values of room temperature and supply air temperature 
are compared to the values predicted by E+. The significance of the room temperature plot 
is to verify that the room temperature remains under control as the thermal loads vary on the 
room. Table 5.2.4 contains the statistical comparisons of the data presented in the figure. As 
seen in the plots and supported by the statistical analysis, the maximum difference between 
measured and E+ predicted room temperatures are about 3.3°C. 
Of particular interest are the room temperature profiles at the beginning of the test when 
the thermostat set point temperatures were changed from 29.4°C to 22.8°C. The change 
occurred at 12:01 on August 15th. The VAV terminal units responded by opening to their 
maximum airflow settings. For the perimeter rooms this value is 0.472 m3/s, but for the 
interior room the maximum airflow rate is 0.2596 m3/s. With the higher cooling airflow to 
the perimeter rooms, the space temperature in these rooms decreases to the new set point 
more quickly than for the interior room. This dynamic is seen in both the experimental data 
and the E+ results. 
As was seen in Test I, the air supplied to the East room VAV unit shows the greatest 
amount of duct heat gain. This is evident when comparing the VAV entering air temperature 
(VAV EAT) for each room. 
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Figure 5.2.2: Room temperature and VAV entering air temperature - Test II. 
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Table 5.2.4: Statistical comparisons of zone level temperatures - Test II. 
Statistics 
Room Temperature 
East, °C 
Room Temperature 
South, °C 
Room Temperature 
West, °C 
Room Temperature 
Interior, °C 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 22.810 22 786 22.789 22.785 22.795 22 786 22.882 22.822 
G 0.170 NA 0.170 NA 0.170 NA 0.170 NA 
s 0.358 0.101 0.341 0.093 0.332 0.107 0.578 0.338 
*^*max 27.632 24.489 27.611 24.363 27.611 24.589 28 608 27193 
22181 22.780 22139 22.780 22181 22.780 22.101 22.780 
D NA 0.024 NA 0.004 NA 0.009 NA 0.060 
"^max NA 3143 NA 3.249 NA 3.023 NA 1.764 
Anm NA 0.001 NA 0.001 NA 0.001 NA 0.001 
D NA 0 099 NA 0.087 NA 0.084 NA 0.125 
^\ms NA 0.285 NA 0.267 NA 0.247 NA 0.315 
SE NA 0.11% NA 0.02% NA 0.04% NA 0.26% 
IE NA 0.43% NA 0.38% NA 0.37% NA 0.55% 
Statistics 
VAV EAT East, 
°C 
VAV EAT South, 
°C 
VAV EAT West, 
°C 
VAV EAT Interior, 
°C 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 13.598 12.780 13.283 12.780 13.147 12.780 13.045 12.780 
G 0.170 NA 0.170 NA 0.170 NA 0.170 NA 
s 0.274 0 000 0.265 0.000 0.263 0.000 0.294 0.000 
*^*max 15.132 12.780 14.934 12.780 14.766 12.780 14.847 12.780 
12.425 12.780 12.014 12.780 11899 12.780 11686 12.780 
D NA 0.818 NA 0.503 NA 0 367 NA 0.265 
D NA 2.352 NA 2.154 NA 1986 NA 2.067 
Dmm NA 0.008 NA 0.003 NA 0.003 NA 0.001 
D NA 0.821 NA 0.515 NA 0.383 NA 0.300 
^\ms NA 0.863 NA 0569 NA 0.451 NA 0 396 
SE NA 6.02% NA 3.79% NA 2.79% NA 2.03% 
IE NA 6.04% NA 3.88% NA 2.91% NA 2.30% 
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Airflow rates 
Figure 5.2.3 shows the airflow rates for each of the four test rooms and Table 5.2.5 
contains the statistical comparison. As described in Chapter 5.1, in the experimental setup 
and in the E+ input, the minimum value for the supply airflow rate was set to zero. 
However, since there was always a thermal load in each of the rooms, some cooling airflow 
was always necessary to maintain the thermostat set point. As the cooling load increases, the 
airflow rate increases to maintain temperature control. 
Unlike Test I, internal loads were not constant during Test II. As describe above (refer to 
Table 5.2.1), the second stage of the baseboard heater was turned off starting at 7 AM until 9 
PM. Hence, the internal loads and building envelop loads are the reasons for variations in 
room airflow rates. The Interior room is not influenced by weather conditions; therefore, the 
variation in airflow rate is only due to the variation in internal load. 
Similar to the Test I, during the Test II also the measured supply airflow rate to the rooms 
is higher compared to the model predicted airflow rate. This is partially due to the duct heat 
gain, but is more likely due to differences in the room cooling loads predicted by E+ versus 
the actual room cooling loads. The room cooling loads are considered next. 
Zone cooling loads 
The sensible cooling load for a room was calculated as described in Chapter 5.1. Figure 
5.2.4 shows the sensible cooling loads for the four test rooms as computed using Equation 
5.1 and the output from E+. Table 5.2.6 contains the statistical comparisons of the room 
cooling loads. Calculated and E+ predicted zone sensible cooling loads are in better 
agreement for interior and west rooms compared to that for East and South rooms. 
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Figure 5.2.3: VAV airflow rates - Test II. 
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Table 5.2.5: Statistical comparisons of the VAV airflow rates - Test II. 
Statistics 
VAV Airflow Rate 
East, m3/s 
VAV Airflow Rate 
South, m3/s 
VAV Airflow Rate 
West, m3/s 
VAV Airflow Rate 
Interior, m3/s 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 0.245 0.197 0.207 0 169 0.197 0.174 0 162 0153 
G 0.006 NA 0.005 NA 0.004 NA 0.004 NA 
s 0.088 0.066 0.055 0.047 0.059 0.047 0.053 0.043 
*^*max 0.468 0.465 0.467 0.465 0.474 0.465 0.272 0.260 
0.134 0.109 0.116 0.096 0.113 0.105 0.109 0.118 
D NA 0 048 NA 0 038 NA 0.022 NA 0.009 
"^max NA 0.224 NA 0.241 NA 0.217 NA 0.091 
Anm NA 0.002 NA 0.000 NA 0.000 NA 0.000 
D NA 0.050 NA 0.039 NA 0.027 NA 0.013 
^\ms NA 0.061 NA 0.051 NA 0.040 NA 0.020 
SE NA 19.52% NA 18.42% NA 11.29% NA 5.59% 
IE NA 20.50% NA 19.06% NA 13.52% NA 7.90% 
Table 5.2.6: Statistical comparisons of the zone sensible cooling loads - Test II. 
Statistics 
Zone Sensible 
Cooling Load East, 
kW 
Zone Sensible 
Cooling Load 
South, kW 
Zone Sensible 
Cooling Load West, 
kW 
Zone Sensible 
Cooling Load 
Interior, kW 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 2.691 2.344 2.335 2.006 2.256 2.077 1908 1.833 
G 0.244 NA 0.211 NA 0.204 NA 0.173 NA 
s 1.017 0 798 0 640 0.577 0.693 0.583 0.682 0.549 
*^*max 5.301 6468 5.522 6 398 5.542 6.523 3.719 4.379 
1.427 1299 1.270 1.146 1280 1.250 1.230 1396 
D NA 0.348 NA 0.329 NA 0.179 NA 0.075 
^max NA 2.146 NA 2.501 NA 2.259 NA 1622 
Dmm NA 0.011 NA 0.001 NA 0.000 NA 0.001 
D NA 0 391 NA 0.362 NA 0.256 NA 0.159 
^\ms NA 0.548 NA 0.492 NA 0.397 NA 0.247 
SE NA 12.93% NA 14.10% NA 7.94% NA 3.94% 
IE NA 14.53% NA 15.51% NA 11.36% NA 8.33% 
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Figure 5.2.4: Zone sensible cooling load comparisons - Test II. 
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System Level Comparisons 
As described in Chapter 5.1, there are several parameters of interest at the system level. 
These parameters center on the supply fan and the cooling coil. For the supply fan, the 
parameters include the supply fan airflow rate and the fan motor power. For the cooling coil, 
the parameters include the psychrometric state of the air entering and leaving the coil, the 
supply air temperature, the temperature of the water entering and leaving the coil, the 
condensate flow from the coil, and the water flow rate through the coil. Together, these 
parameters quantify the heat loss by air and the heat gain by water in the cooling coil. Using 
these parameters, the heat loss by air and the heat gain by water in the cooling coil were 
calculated and the results compared to E+ output. 
Supply Fan 
Figure 5.2.5 provides a graphical comparison of supply airflow rate and supply fan motor 
power and Table 5.2.7 provides the statistical comparison. The results show the measured 
supply airflow rate was about 11% greater than that predicted by E+. This is consistent with 
the individual room airflow rate comparisons where the measured value of supply airflow 
rate to each room were slightly higher than that predicted by E+. Similarly, the measured fan 
power was about 20% greater than that predicted by E+. 
Measured Supply Airflow Rate Model Supply Airflow Rate 
Measured Fan Power Model Fan Power 
8 
Time, hrs 
Figure 5.2.5: Supply airflow rate and supply air fan power - Test II. 
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Table 5.2.7: Statistical comparisons of the supply airflow rate and fan power - Test II. 
Statistics Supply airflow rate, m
3/s Supply fan power, kW 
Test E+ Output Test E+ Output 
X 0 78 0 693 1.31 1.059 
G 0 018 NA 0.005 NA 
s 0 180 0.125 0.431 0 266 
*^*max 1.711 1652 3.998 4.443 
0.458 0.439 0 815 0.707 
D NA 0 082 NA 0 256 
D NA 0.730 NA 2.465 
Dmm NA 0 000 NA 0 048 
D NA 0 090 NA 0.274 
\^ms NA 0 138 NA 0.425 
SE NA 10.60% NA 19.47% 
IE NA 11.61% NA 20.82% 
Cooling Coil 
Figure 5.2.6 provides a graphical comparison between measured values and simulation 
output values for the cooling coil entering air temperature (EAT) and the supply air 
temperature (SAT). Table 5.2.8 contains the statistical comparisons of the data presented in 
the figure. Because, 100% outside air was used throughout the test, the EAT and the cooling 
coil entering air humidity is the same as atmospheric temperature and humidity, respectively. 
Small discrepancies in measured and model predicted values of those parameters seen on the 
figures are due to the hourly averaging of the measured data for E+ input and then 
interpolation the hourly data for smaller time steps for the output. 
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Figure 5.2.6: Cooling coil EAT and SAT - Test II. 
Measured Cooling Coil EAT Model Cooling Coil EAT 
Measured SAT Model SAT 
Day 1 Day 2 
Time, hrs 
Table 5.2.8: Statistical comparisons of the EAT and SAT - Test II. 
Statistics Cooling coil EAT, °C Supply air temperature, °C Test E+ Output Test E+ Output 
X 23.02 23100 12.79 12.780 
G 0.113 NA 0.170 NA 
s 3.442 3.665 0.304 0 000 
*^*max 28.392 29.200 14.660 12.780 
16.870 16.400 11.487 12.780 
D NA -0.079 NA 0.010 
"^max NA 4.305 NA 1880 
Dmm NA 0.005 NA 0.001 
D NA 0 562 NA 0 209 
^rms NA 0.718 NA 0.304 
SE NA -0.34% NA 0.07% 
IE NA 2.44% NA 1.63% 
Figure 5.2.7 shows measured values and simulation output values for the cooling coil 
entering air relative humidity (EAH) and the leaving air relative humidity (LAH). Table 
5.2.9 contains the statistical comparisons of the data presented in the figure. As described 
earlier, the EAH is the same as outside air relative humidity. The air leaving the cooling cool 
is nearly saturated. 
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Figure 5.2.7: Cooling coil EAH and LAH - Test II. 
Table 5.2.9: Statistical comparisons of the relative humidity of air entering and leaving the 
cooling coil - Test II. 
Statistics Cooling coil EAH, % Cooling coil LAH, % Test E+ Output Test E+ Output 
X 64 85 61309 99 93 99.972 
G 0.734 NA 1.131 NA 
s 12.520 14.553 0.181 0.058 
*^*max 82.238 84.659 100.000 100.022 
43.210 37.406 98 194 99.663 
D NA 3.536 NA -0.046 
"^max NA 19.042 NA 1793 
Dmm NA 0.027 NA 0 000 
D NA 4.395 NA 0 060 
^rms NA 5.254 NA 0 163 
SE NA 5.45% NA -0.05% 
IE NA 6.78% NA 0.06% 
Figure 5.2.8 provides a graphical comparison of chilled water temperature entering the 
cooling coil (EWT) and the mixed water temperature after the three way mixing valve 
(MWT) and Table 5.2.10 contains the statistical comparisons of the water temperatures. 
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Figure 5.2.8: Cooling coil EWT and MWT - Test II. 
Table 5.2.10: Statistical comparisons of the chilled water temperatures - Test II. 
Statistics Cooling coil EWT, °C Cooling coil MWT, °C Test E+ Output Test E+ Output 
X 4.25 4.440 7.29 6.465 
G 0.339 NA 0.339 NA 
s 0.574 0 000 0 888 0.472 
*^*max 5.293 4.440 8 319 7.212 
2 858 4.440 4 859 5.491 
D NA -0.187 NA 0.824 
"^max NA 1.582 NA 1.915 
Dmm NA 0.003 NA 0.034 
D NA 0.497 NA 0 899 
^rms NA 0 598 NA 1.031 
SE NA -4.40% NA 11.31% 
IE NA 11.68% NA 12.34% 
Figure 5.2.9 provides a graphical comparison between measured values and simulation 
output values for cooling coil leaving water temperature (LWT) and chilled water flow rate 
through the cooling coil. As noticed in Chapter 5.1, the model predicts lower chilled water 
flow rate through the cooling coil, but a higher leaving water temperature to match the net 
heat gain by water in the coil. 
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Figure 5.2.9: Cooling coil LWT and chilled water flow rate - Test II. 
Measured Cooling Coil LWT Model Cooling Coil LWT 
Empirical Cooling Coil Water Flow Rate Model Cooling Coil Water Flow Rate 
Day 1 Day 2 3 
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o o o o x— t— 
Time, hrs 
Using measured temperatures, humidity, and airflow across the cooling coil, and 
condensate flow from the coil, an energy balance was performed to calculate the heat transfer 
rate from the air to the cooling coil. In a similar manner, using temperature and chilled water 
flow data through the cooling coil, an energy balance was performed to calculate the heat 
transfer rate from the cooling coil to the chilled water. 
Figure 5.2.10 provides a graphical comparison of calculated values of air side and water 
side cooling coil load with the cooling coil load predicted by E+. Table 5.2.11 contains the 
statistical comparisons of the data presented in the figure. Heat loss by condensate was about 
0.61% of the net heat loss by the air in the cooling coil. 
o 
- Air Side - Empirical 
Day 1 
Simulation 
Time, hrs 
- Water Side - Empirical 
Day 2 
Figure 5.2.10: Cooling coil load- Test II. 
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Table 5.2.11: Statistical comparisons of the cooling coil load - Test II. 
Statistics Heat loss 3\ air, kW Heat gain by water, kW Test E+ Output Test E+ Output 
X 16 27 14.149 19.80 14.149 
G 1562 NA 2.753 NA 
s 3.715 3.401 4.019 3.401 
*^*max 26.239 32.967 28.346 32.967 
7.622 5.974 9 790 5.974 
D NA 2.120 NA 5.655 
D NA 15.512 NA 17.022 
Dmm NA 0.016 NA 1.164 
D NA 2.326 NA 5.791 
^rms NA 2.884 NA 6.058 
SE NA 13.03% NA 28.55% 
IE NA 14.29% NA 29.24% 
As mentioned earlier, 100% outside air was supplied to the cooling coil throughout the 
test. Since the coil temperature was lower than the dew point temperature of the outside air, 
considerable amount of condensate was continuously produced by the cooling coil. 
Using the psychrometric conditions of the air upstream and downstream of the cooling 
coil and the airflow rate, the theoretical condensate flow rate was calculated. The actual 
condensate flow rate was based on condensate collected and weighed on an hourly basis. 
These results, along with the condensate flow rate predicted by E+ are shown in Figure 
5.2.11. Table 5.2.12 contains the statistical comparisons of the actual condensate flow with 
theoretical and E+ predicted condensate flow. 
Theoretical Condensate Flow Actual Condensate Flow Model Predicted Condensate Flow 
Time, hrs 
Figure 5.2.11: Condensate flow rate - Test II. 
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Table 5.2.12: Statistical comparisons of the condensate flow rates - Test II. 
Statistics Condensate Flow Rate, kg/hr Actual Theoretical E+ Output 
X 9.92 8 389 7.029 
G 0.010 NA NA 
s 2.254 2.304 2.533 
*^*max 15.957 13.856 12.739 
5 706 4 839 2.770 
D NA 1526 2 886 
"^max NA 5.742 5.911 
Anm NA 0.338 0.471 
D NA 2.054 3.241 
^rms NA 2.435 3.473 
SE NA 15.39% 29.11% 
IE NA 20.72% 32.69% 
Plant Level Comparisons 
As discussed in Chapter 5.1, the chilled water pump and the air-cooled chiller are the 
main components of the plant. For the chilled water pump, flow rate and pumping power are 
the key parameters of interest. Similarly, evaporator cooling load, compressor power, and 
condenser fan power, are the key parameters of interest for the chiller. 
Chilled water pump 
The chilled water pump was operated as a constant speed pump. The water flow rate and 
the pump power did not vary during the test. Likewise, the E+ model predicts no variation in 
the chilled water flow rate and pumping power. Figure 5.2.12 provides a graphical 
comparison between the measured values and the simulation output values for the pump 
power and Table 5.2.13 contains the statistical comparisons. 
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Figure 5.2.12: Chilled water pump power - Test II. 
Table 5.2.13: Statistical comparisons of the pump power - Test II. 
Statistics Chilled water pump power, kW Test E+ Output 
X 0.611 0.610 
G 0.002 NA 
s 0.003 0 000 
'^max 0.616 0.610 
0 603 0.610 
D NA 0 000 
"^max NA 0008 
Dmm NA 0 000 
D NA 0.002 
^rms NA 0.003 
SE NA 0.06% 
IE NA 0.33% 
Air-cooled chiller 
Variations in the evaporator cooling load and the chiller power were due to the variation 
in the internal load and the weather conditions. Figures 5.2.13 and 5.2.14 provide graphical 
comparisons between measured values and simulation output values for the evaporator 
cooling load and compressor power, respectively, Table 5.2.14 contains the statistical 
comparisons. On average the calculated evaporator cooling load was 25.14% higher than 
Day 1 Day 2 
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that predicted by E+. Similarly, the measured compressor power was 43.1% higher than that 
predicted by E+. Figure 5.2.15 shows the measured condenser fan power versus the power 
predicted by E+. Table 5.2.14 contains the statistical comparisons. 
Evaporator Cooling Load - Empirical 
Day 1 
Evaporator Cooling Load - Simulation 
Day 2 
30 
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Time, hrs 
Figure 5.2.13: Evaporator cooling load - Test II. 
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Figure 5.2.14: Compressor power - Test II. 
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Figure 5.2.15: Condenser fan power - Test II. 
Table 5.2.14: Statistical comparisons of the evaporator cooling load, compressor power, and 
fan power - Test II. 
Statistics 
Evaporate 
Loac 
>r Cooling 
,kW 
Compressor power, 
kW 
Condenser fan power, 
kW 
Test E+ Output Test E+ Output Test E+ Output 
X 19 760 14.791 5.988 3.407 0.703 1.492 
G 3 108 NA 0.029 NA 0.002 NA 
s 4.465 3.456 2.260 0.515 0.220 0 000 
*^*max 30.003 31.139 9.915 4.879 1.010 1.492 
6 166 6.610 1739 2.565 0 180 1.492 
D NA 4 969 NA 2.581 NA -0 789 
"^max NA 20.674 NA 5.815 NA 1.312 
Anm NA 0.905 NA 0.078 NA 0.482 
D NA 5.195 NA 2.615 NA 0 789 
^rms NA 5.718 NA 3.194 NA 0 819 
SE NA 25.14% NA 43.10% NA -112.37% 
IE NA 26.29% NA 43.67% NA 112.37% 
67 
5.3 Test III 
Test III was a three day test conducted from August 21st through the 23rd, 2006. Similar 
to the Test I conditions, no outside air was used for this test. An electric humidifier was used 
to add humidity to the system. Steam generated from the humidifier was injected into the 
system from return air duct using an injector. Power used by the humidifier was consistent at 
about 4.8 kW. Makeup water to the humidifier was measured using a flow meter. During 
the first day of the test, the humidifier was turned off from 08:45 AM until 09:45 AM to 
perform a blowdown of the water in the humidifier's reservoir. Periodically a blowdown is 
required to avoid the buildup of minerals in the unit. The absence of humidifier load is 
clearly seen in the experimental data and the E+ output. 
As in Test II, prior to the beginning of this test, the test rooms had been operating with 
thermostat set point temperatures of 29.4°C. Test III began at midnight on August 21st with a 
change of the set-points to 22.8°C. Due to the sudden change in room set point temperature 
and due to the added load from the humidifier, the cooling coil load exceeded the chiller 
capacity. While the ERS chiller continued to operate at maximum capacity, E+ terminates 
execution and reports an error message. To avoid this problem with E+, the E+ zone cooling 
set point temperature on 20th was set at 22.8°C. While this keep the program running, it 
created a considerable difference between measured values and E+ out put during the 
beginning of the test. An alternative method to avoid exceeding the chiller capacity in the E+ 
model would have been to decrease the thermostat set points more gradually using a 
thermostat schedule. 
During Test III both stages of baseboard heat and the room lights were on continuously. 
Table 5.3.1 shows the electric power supplied to the baseboard heaters and the lights. 
During the test, the average return air fan power consumption was 382 W. The chilled 
water pumping power was virtually a constant with an average power consumption of 611 
W. The average propylene-glycol solution flow rate was 0.00162 m3/s, and the chilled water 
flow rate used in£+ was 0.00156 m3/s. 
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Table 5.3.1: Baseboard heat and lighting power - Test III. 
Test room Total Baseboard Heater Power, W 
Lights 
Power, W 
East A 1,720 340 
Interior A 1,743 544 
South A 1,618 334 
West A 1,763 363 
As with the previous tests, the E+ weather file was created by using 10 minute average 
values of weather parameters recorded during the test. A validation of the weather file used 
in the model was made by comparing the output from the E+ weather processor with the 
weather data collected at the ERS. Figure 5.3.1 provides a graphical comparison for the 
weather parameters and Table 5.3.2 contains the statistical comparisons. The results confirm 
that the weather conditions used in the E+ model closely agree with the weather conditions at 
the ERS. 
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Outside Air Temperature and Relative Humidity 
Measured OA Temperature Model OA Temperature 
Measured OA Humidity Model Humidity 
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Figure 5.3.1: Measured values and simulation output for weather conditions - Test III. 
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Table 5.3.2: Statistical comparisons of weather data - Test III. 
Statistics OA Temperature, °C OA Humidity, % Barometric Pressure, kPa Test E+ Output Test E+ Output Test E+ Output 
X 24.205 24.206 67.260 66.808 98.697 98 697 
G 0.113 NA 0.761 NA 0.085 NA 
s 4.019 4.019 15.157 15.142 0.312 0.312 
*^*max 30.788 30 800 93.469 93.000 99 149 99 149 
16.977 17.000 44.665 44.000 97.958 97.958 
D NA -0.001 NA 0.452 NA 0 000 
D NA 0.243 NA 2.288 NA 0.023 
Dmm NA 0 000 NA 0.001 NA 0 000 
D NA 0.026 NA 0.456 NA 0 000 
\^ms NA 0.031 NA 0.549 NA 0.001 
SE NA -0.01% NA 0.67% NA 0.00% 
IE NA 0.11% NA 0.68% NA 0.00% 
Statistics Direct Solar Radiation, W/m
2 Diffused Radiation, W/m2 
Test E+ Output Test E+ Output 
X 304.240 304.185 71272 73.162 
G 1.721 NA 0.415 NA 
s 310.309 318.640 86.888 89 040 
*^*max 800.136 832.000 331400 379.000 
0.434 0.000 0.300 0.000 
D NA 0.055 NA 0.105 
^max NA 51035 NA 3 199 
Dmm NA 0.001 NA 0.002 
D NA 0.464 NA 0.275 
\^ms NA 2.579 NA 0.328 
SE NA 0.02% NA 0.16% 
IE NA 0.47% NA 0.41% 
71 
Zone ZvgW 
As described in Chapter 5.1, the primary parameters of interest at the zone level are the 
room temperature, the temperature of the air supplied to the room, and the cooling airflow 
rate supplied to the room. Together, these parameters quantify the sensible cooling load on 
the room. Using these parameters, the zone sensible cooling loads were calculated and the 
results compared to E+ outputs. 
Temperatures 
Figure 5.3.2 provides a graphical comparison of temperature values for the four test 
rooms. In each graph, the measured values of room temperature and supply air temperature 
are compared to the values predicted by E+. The significance of the room temperature plot 
is to verify that the room temperature remains under control as the thermal loads vary on the 
room. Table 5.3.3 contains the statistical comparisons of the data presented in the figure. As 
seen in the plots and supported by the statistical analysis, the maximum difference between 
measured and E+ predicted room temperatures are about 5.6°C. The variation in room 
temperatures at the beginning of the test was due to the change in room cooling set point on 
August 21 at 00:01 hours, which was not incorporated in the model due to the reason 
explained earlier. 
As was seen in both Test I and Test II, the air supplied to the East room VAV unit shows 
the greatest amount of duct heat gain. This is evident when comparing the VAV entering air 
temperature (VAV EAT) for each room. For the East room, duct heat gain is equivalent to 
7% of zone cooling load. From the figure, it can be seen that East and West room set point 
temperature was not met for short time when intensity of solar radiation was high. This 
indicates that VAV airflow was not sufficient to maintain room set point temperature. 
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Figure 5.3.2: Room temperature and VAV entering air temperature - Test III. 
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Table 5.3.3: Statistical comparisons of zone level temperatures - Test III. 
Statistics 
Room Temperature 
East, °C 
Room Temperature 
South, °C 
Room Temperature 
West, °C 
Room Temperature 
Interior, °C 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 22.847 22.780 22.792 22.780 22.806 22.780 22.857 22.780 
G 0.170 NA 0.170 NA 0.170 NA 0.170 NA 
s 0.344 0.000 0.302 0.000 0.303 0.000 0.504 0.000 
*^*max 27.691 22.781 27.688 22.781 27.472 22.781 28.337 22.781 
22.243 22.779 22.195 22.779 21.879 22.779 22.538 22.779 
D NA 0.067 NA 0.012 NA 0.026 NA 0.077 
"^max NA 4.911 NA 4.908 NA 4.692 NA 5.557 
Anm NA 0.011 NA 0.001 NA 0.001 NA 0.000 
D NA 0.140 NA 0.098 NA 0.106 NA 0.143 
\^ms NA 0.350 NA 0.302 NA 0.304 NA 0.510 
SE NA 0.29% NA 0.05% NA 0.11% NA 0.34% 
IE NA 0.61% NA 0.43% NA 0.46% NA 0.63% 
Statistics 
VAV EAT East, 
°C 
VAV EAT South, 
°C 
VAV EAT West, 
°C 
VAV EAT Interior, 
°C 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 13.454 12.780 13.169 12.780 13.035 12.780 12.967 12.780 
G 0.170 NA 0.170 NA 0.170 NA 0.170 NA 
s 0.295 0.000 0.321 0.000 0.328 0.000 0.355 0.000 
*^*max 15.247 12.780 15.104 12.780 14.918 12.780 15.028 12.780 
12.023 12.780 11.576 12.780 11.493 12.780 11.285 12.780 
D NA 0.674 NA 0.389 NA 0.255 NA 0.187 
^max NA 2.466 NA 2.324 NA 2.138 NA 2.248 
Dmm NA 0.002 NA 0.006 NA 0.001 NA 0.004 
D NA 0.679 NA 0.423 NA 0.338 NA 0.322 
\^ms NA 0.736 NA 0.504 NA 0.415 NA 0.401 
SE NA 5.01% NA 2.95% NA 1.95% NA 1.44% 
IE NA 5.05% NA 3.21% NA 2.59% NA 2.48% 
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Airflow rates 
Figure 5.3.3 shows the airflow rates for each of the four test rooms and Table 5.3.4 
contains the statistical comparison. As described in Chapter 5.1, in the experimental setup 
and in the E+ input, the minimum value for the supply airflow rate was set to zero. 
However, since there was always a thermal load in each of the rooms, some cooling airflow 
was always necessary to maintain the thermostat set point. As the cooling load increases, the 
airflow rate increases to maintain temperature control. The maximum VAV airflow capacity 
for exterior rooms was 0.4719 m3/s and that for interior room was 0.2596 m3/s. 
Internal loads from baseboard heat and lights were constant during the test. The load 
from the humidifier was also constant except for the blowdown time. Hence, the building 
envelop loads are the reasons for variations in room airflow rate. The Interior room is not 
influenced by weather conditions; hence, the variation in airflow rate at the beginning of the 
test is only due to the change in room set point temperature. 
Similar to the Test I and II, during the Test III also the measured supply airflow rate to 
the rooms is higher compared to the model predicted airflow rate. This is due to the duct 
heat gain, and differences in the room cooling loads predicted by E+ versus the actual room 
cooling loads. 
Zone cooling loads 
The sensible cooling load for a room was calculated as described in Chapter 5.1. Figure 
5.3.4 shows the sensible cooling loads for the four test rooms as computed using Equation 
5.1 and output from E+. Table 5.3.5 contains the statistical comparisons of the room cooling 
loads. Similar to the observation made in Test II, calculated and E+ predicted zone sensible 
cooling loads are in better agreement for interior and west rooms compared to that for east 
and south rooms. 
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Figure 5.3.3: VAV airflow rates - Test III. 
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Table 5.3.4: Statistical comparisons of the VAV airflow rates - Test III. 
Statistics 
VAV Airflow Rate 
East, m3/s 
VAV Airflow Rate 
South, m3/s 
VAV Airflow Rate 
West, m3/s 
VAV Airflow Rate 
Interior, m3/s 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 0.284 0.178861 0.269 0.209 0.264 0.232 0.216 0.190 
G 0.006 0.178641 0.006 NA 0.006 NA 0.005 NA 
s 0.089 0.178422 0.062 0.058 0.081 0.074 0.014 0.000 
*^*max 0.473 0.178206 0.438 0.338 0.473 0.424 0.271 0.191 
0.191 0.177993 0.197 0.157 0.189 0.172 0.181 0.190 
D NA 0.177781 NA 0.060 NA 0.032 NA 0.025 
"^max NA 0.265 NA 0.277 NA 0.278 NA 0.081 
Anm NA 0.001 NA 0.005 NA 0.000 NA 0.005 
D NA 0.056 NA 0.060 NA 0.039 NA 0.025 
\^ms NA 0.066 NA 0.068 NA 0.058 NA 0.029 
SE NA 19.73% NA 22.22% NA 12.03% NA 11.78% 
IE NA 19.80% NA 22.22% NA 14.95% NA 11.80% 
Table 5.3.5: Statistical comparisons of the zone sensible cooling loads - Test III. 
Statistics 
Zone Sensible 
Cooling Load East, 
kW 
Zone Sensible 
Cooling Load 
South, kW 
Zone Sensible 
Cooling Load West, 
kW 
Zone Sensible 
Cooling Load 
Interior, kW 
Test E+ Output Test E+ Output Test E+ Output Test E+ Output 
X 3.184 2.706 3.069 2.482 3.069 2.759 2.531 2.260 
G 0.288 NA 0.278 NA 0.278 NA 0.229 NA 
s 1.099 0.832 0.733 0.690 0.992 0.883 0.227 0.005 
*^*max 5.971 4.757 5.089 4.019 6.247 5.037 3.714 2.267 
2.107 1.988 2.229 1.860 2.175 2.042 2.205 2.254 
D NA 0.478 NA 0.587 NA 0.310 NA 0.271 
^max NA 2.773 NA 3.175 NA 3.144 NA 1.457 
Dmm NA 0.004 NA 0.021 NA 0.001 NA 0.002 
D NA 0.485 NA 0.588 NA 0.417 NA 0.272 
\^ms NA 0.645 NA 0.693 NA 0.659 NA 0.355 
SE NA 15.00% NA 19.14% NA 10.10% NA 10.71% 
IE NA 15.24% NA 19.14% NA 13.59% NA 10.74% 
77 
East Measured Room Sensible Cooling Load Model Room Sensible Cooling Load 
Day 1 Day 2 Day 3 
South 
6 
West 
6 
Interior 
6 
Time, hrs 
Figure 5.3.4: Zone sensible cooling load comparisons - Test III. 
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System Level Comparisons 
As described in Chapter 5.1, there are several parameters of interest at the system level. 
These parameters center on the supply fan and the cooling coil. For the supply fan, the 
parameters include the supply fan airflow rate and the fan motor power. For the cooling coil, 
the parameters include the psychrometric state of the air entering and leaving the coil, the 
supply air temperature, the temperature of the water entering and leaving the coil, the steam 
injection rate, the condensate flow from the coil, and the water flow rate through the coil. 
Together, these parameters quantify the heat loss by air and the heat gain by water in the 
cooling coil. Using these parameters, the heat loss by air and the heat gain by water in the 
cooling coil were calculated and the results compared to E+ output. 
Supply Fan 
Figure 5.3.5 provides a graphical comparison of supply airflow rate and supply fan motor 
power and Table 5.3.6 provides the statistical comparison. The results show the measured 
supply airflow rate was about 19.3% greater than that predicted by E+. This is consistent 
with the individual room airflow rate comparisons where the measured values of supply 
airflow rate to each room were higher than that predicted by E+. Similarly, the measured fan 
power was about 19.5% greater than that predicted by E+. 
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Figure 5.3.5: Supply airflow rate and supply air fan power - Test III. 
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Table 5.3.6: Statistical comparisons of the supply airflow rate and fan power - Test III. 
Statistics Supply airflow rate. ni 7s Supply fan power, kW Test E+ Output Test E+ Output 
X 1.065 0.859 1.700 1.369 
a 0.024 NA 0.006 NA 
s 0.165 0.147 0.522 0.307 
1.553 1.079 3.711 1.862 
0.804 0.685 1.045 1.025 
D NA 0.206 NA 0.331 
^ m i NA 0.854 NA 2.665 
Dm m NA 0.073 NA 0.004 
D NA 0.206 NA 0.332 
rms NA 0.230 NA 0.497 
SE NA 19.32% NA 19.49% 
IE NA 19.32% NA 19.54% 
Cooling Coil 
Figure 5.3.6 provides a graphical comparison between measured values and simulation 
output values for the cooling coil entering air temperature (EAT) and the supply air 
temperature (SAT). Table 5.3.7 contains the statistical comparisons of the data presented in 
the figure. The average EAT is slightly greater than the average zone temperature. This is 
due to the sensible heat gain from steam injected at the return duct. Note that maximum 
difference between measured and E+ predicted EAT and SAT was about 4.3°C and 2°C, 
respectively, which was observer at the beginning of the test. 
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Figure 5.3.6: Cooling coil EAT and SAT - Test III. 
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Table 5.3.7: Statistical comparisons of the EAT and SAT - Test III. 
Statistics Cooling coil EAT, °C Supply air temperature, °C Test E+ Output Test E+ Output 
X 23.462 23.798 12.790 12.780 
G 0.113 NA 0.170 NA 
s 0.433 0.149 0.386 0.000 
*^*max 28.080 24.061 14.851 12.780 
22.795 23.312 11.046 12.780 
D NA -0.336 NA 0.010 
D NA 4.276 NA 2.071 
Dmm NA 0.009 NA 0.001 
D NA 0.466 NA 0.300 
^rms NA 0.577 NA 0.386 
SE NA -1.43% NA 0.08% 
IE NA 1.99% NA 2.34% 
Figure 5.3.7 shows measured values and simulation output values for the cooling coil 
entering air relative humidity (EAH) and the leaving air relative humidity (LAH). Table 
5.3.8 contains the statistical comparisons of the data presented in the figure. The dip in each 
curve occurs when the humidifier was turned off for the blowdown. 
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Figure 5.3.7: Cooling coil EAH and LAH - Test III. 
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Table 5.3.8: Statistical comparisons of the relative humidity of air entering and leaving the 
cooling coil - Test III. 
Statistics Cooling coil EAH, % Cooling coil LAH, % Test E+ Output Test E+ Output 
X 51.76 54.950 99.98 99.929 
G 0.586 NA 1.131 NA 
s 2.822 2.176 0.130 0.287 
*^*max 56.18 57.820 100.00 100.041 
42.42 45.410 98.34 96.752 
D NA -3.185 NA 0.054 
"^max NA 14.771 NA 3.248 
Dmm NA 0.002 NA 0.000 
D NA 3.214 NA 0.089 
^rms NA 4.331 NA 0.323 
SE NA -6.15% NA 0.05% 
IE NA 6.21% NA 0.09% 
Figure 5.3.8 provides a graphical comparison of cooling coil entering water temperature 
(EWT) and mixed water temperature (MWT) and Table 5.3.9 contains the statistical 
comparisons of the water temperatures. E+ predicted EWT is exactly the same as evaporator 
leaving water set point temperature. 
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Figure 5.3.8: Cooling coil EWT and MWT - Test III. 
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Table 5.3.9: Statistical comparisons of the chilled water temperatures - Test III. 
Statistics Cooling coil EWT, °C Cooling coil MWT. °C Test E+ Output Test E+ Output 
X 4.4 4.4 7.6 7.1 
G 0.170 NA 0.170 NA 
S 0.424 0.000 0.415 0.343 
*^*max 5.345 4.440 8.921 7.606 
3.623 4.440 6.570 6.666 
D NA -0.020 NA 0.486 
D NA 0.905 NA 2.213 
Anm NA 0.019 NA 0.013 
D NA 0.348 NA 0.554 
rms NA 0.422 NA 0.727 
SE NA -0.45% NA 6.44% 
IE NA 7.88% NA 7.33% 
Figure 5.3.9 provides a graphical comparison between measured values and simulation 
output values for cooling coil leaving water temperature (LWT) and chilled water flow rate 
through the cooling coil. As mentioned in Chapter 5.1, the model predicts lower chilled 
water flow rate through the cooling coil, but a higher leaving water temperature to match the 
net heat gain by water in the coil. 
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Figure 5.3.9: Cooling coil LWT and chilled water flow rate - Test III. 
Using measured temperatures, humidity, and airflow across the cooling coil, and 
condensate flow from the coil, an energy balance was performed to calculate the heat transfer 
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rate from the air to the cooling coil. In a similar manner, using temperature and chilled water 
flow data through the cooling coil, an energy balance was performed to calculate the heat 
transfer rate from the cooling coil to the chilled water. 
Figure 5.3.10 provides a graphical comparison of calculated values of air side and water 
side cooling coil load with the cooling coil load predicted by E+. Table 5.3.10 contains the 
statistical comparisons of the data presented in the figure. Again the absence of the 
humidifier operation during blowdown is seen in these results. Heat loss by condensate was 
about 0.21% of the net heat loss by the air in the cooling coil. 
Figure 5.3.10: Cooling coil load- Test III. 
Table 5.3.10: Statistical comparisons of the cooling coil load - Test III. 
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Statistics Heat loss 3\ air, kW Heat gain by water, kW Test E+ Output Test E+ Output 
X 17.402 17.481 20.445 17.481 
G 1.671 NA 2.842 NA 
s 2.335 2.273 2.847 2.273 
*^*max 26.398 21.101 30.249 21.101 
13.493 14.671 15.921 14.671 
D NA -0.080 NA 2.963 
"^max NA 11.289 NA 15.116 
Dmm NA 0.004 NA 0.039 
D NA 1.355 NA 2.994 
^rms NA 2.114 NA 3.693 
SE NA -0.46% NA 14.49% 
IE NA 7.79% NA 14.64% 
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Steam generated by the humidifier was injected into the return duct before the mixing 
chamber of the air handling unit. Since the coil temperature was lower than the dew point 
temperature of the air entering the cooling coil, considerable amount of condensate was 
continuously produced by the cooling coil. 
Using the psychrometric conditions of the air upstream and downstream of the cooling 
coil and the airflow rate, the theoretical condensate flow rate was calculated. The actual 
condensate flow rate was based on condensate collected and weighed on an hourly basis. 
Steam injection rate was calculated using make-up water flow rate to the humidifier. These 
results, along with the condensate flow rate predicted by E+ are shown in Figure 5.3.11. 
Table 5.3.11 contains the statistical comparisons of the actual condensate flow with 
theoretical and E+ predicted condensate flow and steam injection rate of the humidifier. The 
discrepancy between actual condensate collected and moisture added by humidifier was less 
than 2%. Clearly, the absence of the humidifier operation is seen in the figure. 
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Figure 5.3.11: Condensate flow rate - Test III. 
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Table 5.3.11: Statistical comparisons of the condensate flow rates - Test III. 
Statistics 
Condensate Flow Rate, kg/hr 
Actual Theoretical E+ Output Moisture Added by Humidifier 
X 5.3 3.2 6.4 5.4 
G 0.010 NA NA NA 
s 2.242 0.770 0.656 0.511 
*^*max 13.989 4.378 6.767 5.508 
0.082 -0.821 1.057 1.377 
D NA 2.173 -1.135 -0.112 
"^max NA 11.114 7.660 8.481 
Dmm NA 0.082 0.004 0.026 
D NA 2.417 1.957 1.350 
^rms NA 3.117 2.485 2.138 
SE NA 40.81% -21.32% -2.11% 
IE NA 45.39% 36.76% 25.36% 
Plant Level Comparisons 
As discussed in Chapter 5.1, the chilled water pump and the air-cooled chiller are the 
main components of the plant. For the chilled water pump, flow rate and pumping power are 
the key parameters of interest. Similarly, evaporator cooling load, compressor power, and 
condenser fan power, are the key parameters of interest for the chiller. 
Chilled water pump 
The chilled water pump was operated as a constant speed pump. The water flow rate and 
the pump power did not vary during the test. Likewise, the E+ model predicts no variation in 
the chilled water flow rate and pumping power. Figure 5.3.12 provides a graphical 
comparison between the measured values and the simulation output values for the pump 
power and Table 5.3.12 contains the statistical comparisons. 
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Figure 5.3.12: Chilled water pump power - Test III. 
Table 5.3.12: Statistical comparisons of the pump power - Test III. 
Statistics Chilled water pump power, kW Test E+ Output 
X 0.611 0.608 
G 0.002 NA 
s 0.002 0.000 
'^max 0.615 0.608 
0.602 0.608 
D NA 0.002 
"^max NA 0.006 
Dmm NA 0.000 
D NA 0.002 
NA 0.003 
SE NA 0.37% 
IE NA 0.40% 
Air-cooled chiller 
Variations in the evaporator cooling load and the chiller power were only due to the 
variation in the weather conditions except for the time when the humidifier was turned off. 
Figures 5.3.13 and 5.3.14 provide graphical comparisons between measured values and 
simulation output values for the evaporator cooling load and compressor power, respectively, 
Table 5.3.14 contains the statistical comparisons. On average the calculated evaporator 
cooling load was 16.84% higher than that predicted by E+. Similarly, the measured 
compressor power was 38.24% higher than that predicted by E+. Figure 5.3.15 shows the 
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measured condenser fan power versus the power predicted by E+. Table 5.3.14 contains the 
statistical comparisons. 
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Figure 5.3.13: Evaporator cooling load - Test III. 
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Figure 5.3.14: Compressor power - Test III. 
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Figure 5.3.15: Condenser fan power - Test III. 
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Table 5.3.13: Statistical comparisons of the evaporator cooling load, compressor power, and 
fan power - Test III. 
Statistics 
Evaporate 
Loac 
>r Cooling 
,kW 
Compressor power, 
kW 
Condenser fan power, 
kW 
Test E+ Output Test E+ Output Test E+ Output 
X 21.165 17.601 6.178 3.815 0.748 1.492 
G 3.329 NA 0.030 NA 0.003 NA 
s 3.337 2.229 2.199 0.608 0.195 0.000 
*^ *max 31.784 21.146 10.428 4.977 1.019 1.492 
16.806 14.877 3.974 2.968 0.421 1.492 
D NA 3.564 NA 2.363 NA -0.744 
"^max NA 16.506 NA 5.702 NA 1.071 
Anm NA 0.011 NA 0.184 NA 0.473 
D NA 3.691 NA 2.363 NA 0.744 
\^ms NA 4.514 NA 2.961 NA 0.769 
SE NA 16.84% NA 38.24% NA -99.47% 
IE NA 17.44% NA 38.24% NA 99.47% 
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Chapter 6: Conclusions and Recommendations 
Validation of building energy simulation software using the empirical method requires 
detailed information about the building, H VAC system and the equipment in order to 
produce as accurate of a model as possible. Moreover, the program user must have a 
complete understanding of the input parameters required to create the model. A small error 
in the input may lead to significant impact on the outputs. Therefore, it is essential to verify 
whether the computer model has the same physical and thermal property data as the building, 
system and plant being modeled. 
For empirical validation it is imperative that the weather data used in the simulations 
represents the actual weather conditions during the tests. Of particular concern is the proper 
definition of "time" used by the model, the weather processor and the weather values 
recorded. The Energy Plus weather processor allows the user to provide weather data from a 
wide variety of formats. For this research, the TMY2 format was used. In TMY2, the time 
associated with the weather data is "standard time" for the time zone of the specific location. 
According to Energy Plus documents, the user can specify if the weather parameters are in 
standard time or daylight saving time. Since the tests were conducted when daylight saving 
time was in effect, the weather file was processed using this option. However, it was 
discovered the daylight saving time option in the program did not make any difference in the 
program output. The comparison between simulation results and ERS data, showed 
considerable differences in solar loads on the East and West rooms during the morning and 
afternoon hours, respectively. Further investigation revealed that it was necessary to shift the 
ERS weather data by one hour to account for daylight saving time. 
While most of the parameters for modeling the building were readily available, not all 
technical specifications required to model system components such as cooling coil and plant 
component such as chiller were readily available from manufacturers' data sheets. 
Information on chiller performance for a range of operating conditions is readily available 
from the product literature, but actual chiller operating conditions may (and often do) fall 
outside the range. Such was the case in the tests performed in this study. 
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To perform an empirical validation study, it is essential to obtain reliable experimental 
data. Hence, accuracy of the sensors being used is critical to draw a valid conclusion from 
the study. Additionally, sensor calibration must be done periodically as specified by the 
manufacturer to minimize instrumentation errors. Errors in sensor readings may be detected 
by performing energy balances on various system components. Reliability of experimental 
data also depends on the stability of the control system. 
Any errors from individual sensor readings such as temperature, humidity and flow 
sensors, propagate when they are used in calculations. Any comparison of quantities 
calculated from measured values with model predictions must include the experimental 
uncertainty propagated from each sensor error. 
The E+ underestimated the solar heat gain through the windows in all three tests. This is 
the reason for lower zone sensible cooling loads estimated by the software compared to the 
actual room loads. This is particularly noticeable on sunny days. Two possible reasons for 
the differences are (1) incorrect values of the solar properties of the windows and (2) low 
estimates of solar irradiation. The window properties are provided by the window 
manufacturer and are assumed to be accurate; therefore, it is assumed that the difference in 
solar heat gain is due to the differences in solar irradiation used by E+ compared to the actual 
solar irradiation on the building. Further investigations are required to resolve this issue. 
The thermal mass of the test facility is an important parameter in building energy 
simulation. Thermal storage by building material affects the time delay of converting 
instantaneous heat gain/loss by the structure into cooling load for the zone air. Ultimately 
this will affect the system and plant loads. This effect is clearly seen in delayed response in 
zone airflow rate and coil/chiller cooling load in the test compared to that in model prediction 
during the time when intensity of solar radiation varies or when the internal loads are 
changed. This effect is evident from Figures 5.2.3, 5.2.10, and 5.2.14 for the zone load, 
cooling coil load and the compressor power, respectively. 
The study showed that E+ predicts zone cooling loads better than system or plant cooling 
loads. The study also showed that E+ predicts zone cooling loads better in non-dynamic 
conditions compared to that in dynamic conditions. However, E+ does not account for duct 
heat gain and no provision is provided to specify it. When the difference between plenum 
91 
temperature and supply air temperature is higher, the duct heat transfer increases. In this 
study the duct heat gain was found to be as high as 8.8% of the zone cooling load for the East 
room. Figure 6.1 shows the average supply air temperature, VAV entering air temperature 
and room air temperature measured during Test II. 
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Figure 6.1 : Average supply air temperature, VAV entering air temperature and room air 
temperature - Test II. 
E+ provides various methods for the user to specify scheduled events. Events include 
thermostat schedules, internal load schedules, system schedules (such as fan operation), plant 
schedules (such as chiller turned off) and outside airflow rate schedules. During this study, 
two types of mismatch between E+ input values and simulation outputs were noticed. Those 
are the time shift and the magnitude inconsistency. When daylight saving time is used in the 
model, any schedule specified for the 1st hour of a day is read by E+ as the schedule for 24th 
hour of the same day. Figure 6.2 provides an example showing E+ input values and out put 
values for a simplified outside air schedule. 
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Figure 6.2: Example Outside Air Schedule. 
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As can be see seen from Figure 6.2, E+ out put value and input value are not matching in 
terms of magnitude and time schedule. 
Propylene-glycol and water mixture (brine) was used as the cooling fluid in the test. 
Energy Plus only allows pure water for a chilled water system model. A correction to the 
water flow rate entered into the E+ model had to be made in order to account for the 
difference in the heat transfer properties of water compared to the brine solution. 
During the test, when the system load exceeded the cooling capacity of the chiller, the 
chiller continued to operate at its maximum capacity and an increase in chilled water 
temperature occurred. This situation can not be modeled in E+, since the program terminates 
execution and reports an error if the system load exceeds the capacity of the chiller. 
Most chillers control the chilled water temperature to a specific set point. Depending on 
the type of compressor controls, the chilled water temperature will fluctuate within a control 
dead band. For the chiller at the ERS, the chilled water temperature fluctuated +/- 2°C about 
the set point. The chiller model in E+ does not account for chiller control dynamics thus the 
chilled water temperature remains a constant. 
For all tests, E+ predicted less chiller power than what was measured; however, this is 
consistent with the E+ predicted cooling coil loads being less than the experimentally 
measured cooling coil loads. Most of the time the chiller was operating at lower atmospheric 
temperature and also producing chilled water at a lower temperature than the conditions 
covered by the manufacturer's chiller performance data for off-design conditions. One 
reason for the discrepancy in compressor power is the discrepancy in evaporator cooling 
load. Another reason could be the operation of the chiller at the conditions not covered in the 
manufacturer's specification sheet. The third reason is the discrepancy in the condenser 
entering air temperature and the air temperature used in the weather file. 
As discussed in Chapter 4, the ambient air temperature entering an air-cooled condenser 
coil affects the performance of the chiller. As the ambient air temperature increases, the 
chiller capacity decreases along with the COP. This leads to an increase in compressor 
power to meet the cooling load on the system. At the ERS the chillers are located in an 
outdoor area that has a concrete pad and is surrounded by concrete walls on the west, north 
and east sides. The ERS borders the area on the south. The concrete walls provide an 
93 
architectural barrier between the mechanical equipment and the surrounding landscape; 
however, on clear sky days, the solar irradiation on the walls causes the ambient air 
temperature in this area to rise above the atmospheric air temperature recorded by the 
weather station (located about 6 meter above the roof of the ERS). This increased air 
temperature not only affects the chillers, but it also affects the temperature of the outdoor air 
used for building ventilation since the outdoor air intakes for the air handling units are 
drawing air from this same area. Figure 6.3 illustrates the situation. The figure shows the 
atmospheric air temperature, the temperature of the air entering the condenser and the 
temperature of the outside air entering the air handling unit recorded during Test II. 
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Figure 6.3: Atmospheric, condenser entering, and AHU entering air temperature - Test II. 
From the figure it can be seen that the temperature of the air entering the condenser is 
generally higher than the atmospheric temperature and the temperature of the air entering the 
air handling unit is also higher than the atmospheric temperature, noticeably on the second 
day of the test. When the supply air temperature is maintained at 12.8°C, increase in AHU 
entering air temperature from 27°C to 28°C, which is observed on the second day of the test, 
increases the cooling coil load and the evaporator load by about 7%. E+ considers the air 
temperature entering the condenser and the air temperature of the ventilation air to be the 
same as the dry bulb temperature value in the weather file. Depending on the location of the 
air cooled equipment and the outdoor air intakes, this may not be a valid assumption. 
E+ evaluates the variation of the energy input to cooling output ratio (EIR) as a function 
of the chiller leaving water temperature and the condenser entering air temperature as 
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described by Equation 4.4. An increase in condenser entering air temperature will increase 
the EIR and decrease the COP of the chiller. Figure 6.4 shows the COP as a function of the 
condenser entering air temperature when the chiller leaving water temperature is constant at 
4.4°C. The calculation is based on the coefficients used in E+ chiller model which is shown 
in Appendix A. 
5.0 
a. 45 
jû 4.0 
o 
3.5 
c d  co o ( n  ( n  ( n  c o  
Condenser Entering Air Temperature, °C 
Chiller COP at Exaporator Leaving 
Water Temperature = 4.4 °C 
Figure 6.4: Chiller COP as a function of condenser entering air temperature. 
As the chiller COP decreases with increased condenser entering air temperature, the 
compress power required to produce the same cooling capacity will be increased. Figure 6.5 
shows the increase in compressor power as the condenser entering air temperature increases 
for the same evaporator cooling load and constant chiller leaving water temperature at 4.4°C 
30% 
20% 
Increase in Compressor Power as 
Condenser Entering Air 
Temperature Increases. 
Condenser Entering Air Temperature, 
Figure 6.5: Compressor power as a function of condenser entering air temperature. 
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From this analysis, it is evident that at the time when condenser entering air temperature 
is about 31 °C whereas the atmospheric temperature is about 27°C, E+ will predict about 
13.2% less compressor power than the actual compressor power. This shows how a small 
variation in test conditions may impact in empirical validation study. 
Energy efficient buildings and building systems are prominent concerns of today's world. 
Accurate building energy simulation programs will undoubtedly help lead to better designs. 
With the complex interaction of building, system and plant loads, empirical validation 
provides the only method to assure the software is simulating reality; hence empirical 
validation studies should be continued. This study was conducted using a simple air-cooled 
chiller providing chilled water to a single cooling coil. Large buildings have multiple chiller 
plants serving multiple cooling coils. The ERS is a suitable facility for simultaneously test 
and demonstrate multiple, full-scale commercial building systems. Additional features of the 
facility include ice thermal storage and hydronic heating systems. Future validation work 
should examine these systems. 
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Appendix A: Chiller Data and Calculation of 
Coefficients of performance Curves for Plant 
Modeling 
Chiller manufactures provide tables that show the performance of their equipment under 
various operating conditions. Performance data for a McQuay air-cooled chiller (Model 
AGZ 01 OAS) were used to create the chiller plant model used in E+. This is the same chiller 
used at the ERS for the validation study. The values in Table A. 1 and A.2 were taken from 
the McQuay product manual. 
Table A.l shows the chiller cooling capacity, compressor power and coefficient of 
performance (COP) for different evaporator leaving water temperature (LWT) and condenser 
entering air temperature (referred to as the entering fluid temperature, EFT) values. The 
performance table is based at sea level and using water as an evaporator fluid. Correction for 
the altitude and the propylene-glycol/water solution was made to match the test conditions. 
The COP in Table A. 1 is for the entire chiller, including compressors, fan motors and control 
power. For E+, COP should not include fan motors and control power. Hence, COP for the 
model was calculated from the chiller cooling capacity and the compressor power provided 
in Table A.l. 
As can be seen from the table, LWT is in the range from 5°C to 10°C and EFT is in the 
range from 25°C to 45°C. During the tests, the maximum LWT and EFT were within the 
range given in the table. However, there were some periods of time during the tests when the 
minimum LWT was 2.5°C and the minimum EFT was 15.1°C. These values are outside the 
range of the table. The manufacturer was contacted for the information on chiller 
performance at the test conditions, but the information was not available. Hence the 
performance data were extrapolated for the operating conditions outside the range shown in 
Table A.l. 
Table A.2 shows the chiller cooling capacity, power and energy efficiency ratio (EER) 
for chiller part load ratios (PLR) in the range of 25% to 100% PLR. The power in the table is 
for the entire chiller. Hence, the condenser fan power and the control power were subtracted 
from the chiller power to calculate EIR. The PLR is the actual chiller cooling load divided 
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by the design chiller cooling capacity. The performance data were extrapolated for the 
operating conditions outside the range shown in Table A.2. 
Table A. 1 : Chiller cooling capacity, power and COP as a function of LWT and EFT. 
LWT 
(°C) 
Ambient Air Temperature (°C) 
25 30 35 40 45 
Unit PWR Unit Unit PWR Unit Unit PWR Unit Unit PWR Unit Unit PWR Unit 
kW kWi COP kW kWi COP kW kWi COP kW kWi COP kW kWi COP 
5 35.0 8.0 3.40 33.7 0
0 00 3.03 32.3 9.7 2.70 30.9 10.7 2.38 29.4 11.8 2.09 
6 36.2 8.1 3.49 34.9 8.9 3.12 33.5 9.8 2.78 32.1 10.8 2.46 30.5 11.9 2.15 
7 37.5 8.2 3.59 36.2 9.0 3.21 34.8 9.9 2.86 33.3 10.9 2.53 31.7 12.0 2.22 
8 38.9 8.3 3.68 37.5 9.1 3.30 36.0 9.9 2.94 34.5 10.9 2.61 32.8 12.1 2.29 
9 40.2 8.4 3.78 38.8 9.1 3.39 37.3 10.0 3.02 35.7 11 2.68 34 12.2 2.35 
10 41.6 8.4 3.87 40.1 9.2 3.48 38.6 10.1 3.11 36.9 11.1 2.75 35.2 12.3 2.42 
Table A.2: Chiller cooling capacity, power and EER as a function of PLR. 
% Load Capacity, Tons 
Power 
kWi EER 
100 9.8 12.1 9.7 
75 7.3 7.4 11.9 
50 4.9 4.6 12.6 
25 2.4 2.4 12.0 
Cooling capacity as a function of temperature 
As described in Chapter 4, the variation of the chiller cooling capacity as a function of 
temperature (ChillerCapFTemp) is modeled in E+ as a biquadratic function of the chiller 
leaving water temperature and the condenser entering fluid temperature. The equation is 
repeated here for clarity. 
= a + 6(Z^T)+c(Z^T)' +^(EFT)+e(EFT)' + /(Z%T)(EFT) (4.3) 
Values from Table A.l corrected for the altitude and the propylene-glycol/water solution 
were entered into SAS (Statistical Analysis Software) in order to determine the coefficients 
in Equation 4.3. The SAS printout is shown in Figure A.l. From the SAS output the 
numerical values of the coefficients are 
a= 0.9485068571 6= 0.0407435357 
c= 0.00025915 d= -0.0033492 
e = -0.0000497333 / = -0.00024208 
The coefficient of determination for the regression is 0.999916. 
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Energy Input to cooling output Ratio as a function of temperature 
In a similar manner, the variation of the Energy Input to cooling output Ratio (EIR) as a 
function of temperature {ChillerEIRFTemp) is also modeled in E+ as a biquadratic function 
of chiller LWT and EFT and is given by Equation 4.4. The equation is repeated here for 
clarity. 
OMkrE/RFTemp = a+6 (TfFT) + c (TfFT)' + d (EFT) + e (EFT)' + / (T%T) (EFT) (4.4) 
The EIR is the inverse of the coefficient of performance (COP); therefore, Table A.l 
provides values used in SAS to establish the coefficients required by Equation 4.4. The SAS 
printout is shown in Figure A.2. From the SAS output the numerical values of the 
coefficients are: 
As can be seen from SAS output, coefficient of determination for the regression is 0.999753. 
Energy Input to cooling output Ratio as a function of Part Load Ratio 
E+ calculates the variation of the EIR of a chiller as a function of PLR. This relationship 
is modeled by a quadratic function in E+ and is given by Equation 4.6. The equation is 
repeated here for clarity. 
PLR and EIR required to calculate coefficients of Equation 4.6 was used from Table A.2. 
From the Figure 4.2.3 the numerical values of the coefficients are: 
a =  0.5713 
6 = -0.0669 
c = 0.4913 
a= 0.6468133333 
c= 0.0004263929 
e = 0.0005266286 
b =  -0.0017149786 
d= -0.0021973524 
/= -0.0009215086 
OMk/E/RFPT# = a + 6 (fT#) + c (fT#) (4.6) 
Coefficient of determination for the regression is 0.9962. 
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SAS input 
DATA VARCAPFT ; 
INPUT X Y Z; 
DATALINES; 
5 25 1  01548 9  30  1  12573 7  40  0  96615 
6  25  1  05029 10  30 1  16345 8  40 1  00097 
7  25  1  08801 5  35 0  93714 9  40  1  03579 
8  25  1  12863 6  35  0  97196 10  40 1  07060 
9  25  1  16635 7  35  1  00967 5  45 0  85300 
10  25 1  20697 8  35  1  0444 9  6  45  0  88491 
5  30 0  97776 9  35  1  08221 7  45  0  91973 
6  30  1  01257 10  35 1  11992 8  45  0  95165 
7  30  1  05029 5  40 0  89652 9  45  0  98  64 6  
8  30  1  08801 6  40  0  93134 10  45 1  02128 
PROC PRINT; RUN; 
PROC GLM DATA = VARCAPFT; 
MODEL Z = X X*X Y Y*Y X*Y; 
run;quit; 
SAS output: The GLM Procedure 
Dependent Variable : Z 
Source 
Model 
Error 
Corrected Total 
DF 
5 
24 
29 
Sum of 
Squares 
0.22693920 
0.00001897 
0.22695817 
Mean Square 
0.04538784 
0.00000079 
F Value 
57425.5 
Pr > F 
<.0001 
R-Square 
0.999916 
Coeff Var 
0.086714 
Root MSE 
0.000889 
Z Mean 
1.025244 
Source DF Type I 55 Mean Square F Value Pr > F 
X 
X*X 
Y 
Y* Y 
X*Y 
0.11440699 
0.00001255 
0.11213343 
0.00012985 
0.00025639 
11440699 
00001255 
11213343 
00012985 
00025639 
144750 
15.87 
141873 
164.29 
324.39 
<.0001 
0.0005 
<.0001 
<.0001 
<.0001 
Pr > F 
<.0001 
0.0005 
<.0001 
<.0001 
<.0001 
Standard 
Parameter Estimate Error t Value Pr > |t| 
Intercept 0.9485068571 0.00681596 139.16 <.0001 
X 0.0407435357 0.00108767 37.46 <.0001 
X*X 0.0002592500 0.00006507 3.98 0.0005 
Y -0.0033492000 0.00029062 -11.52 <.0001 
Y* Y -0.0000497333 0.00000388 -12.82 <.0001 
X*Y -0.0002420800 0.00001344 -18.01 <.0001 
Source DF Type III 55 Mean Square F Value 
X 
X*X 
Y 
Y* Y 
X*Y 
0.00110907 
0.00001255 
0.00010497 
0.00012985 
0.00025639 
0.00110907 
0.00001255 
0.00010497 
0.00012985 
0.00025639 
1403.21 
15.87 
132.81 
164.29 
324.39 
Figure A. 1 : SAS output for chiller capacity as a function of temperature curve. 
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SAS Input: 
DATA VAREIRFT; 
INPUT X Y Z; 
DATALINES; 
5 25 0  80389 9  30  0  82486 7  40  1  15121 
6  25  0  78695 10  30 0  80689 8  40 1  11117 
7  25  0  76905 5  35 1  05619 9  40  1  08367 
8  25  0  75041 6  35  1  02885 10  40 1  05796 
9  25  0  73490 7  35  1  00053 5  45 1  41159 
10  25 0  71016 8  35  0  96718 6  45  1  37221 
5  30 0  91839 9  35  0  94290 7  45  1  33136 
6  30  0  89689 10  35 0  92025 8  45  1  29743 
7  30  0  87439 5  40 1  21786 9  45  1  26198 
8  30  0  85346 6  40  1  18329 10  45 1  22895 
PROC PRINT; RUN; 
PROC GLM DATA = VAREIRFT; 
MODEL Z = X X*X Y Y*Y X*Y; 
run;quit; 
SAS output: 
Dependent Variable: Z 
The GLM Procedure 
Sum of 
Source DF Squares Mean Square F Value 
Model 5 1 , .24036539 0.24807308 19439.0 
Error 24 0, .00030628 0.00001276 
Corrected Total 29 1 , .24067167 
Pr > F 
<.0001 
R-Square 
0.999753 
Coeff Var 
0.353058 
Root MSE 
0.003572 
Z Mean 
1 .011827 
Source DF Type I 55 Mean Square F Value Pr > F 
X 
X*X 
Y 
Y* Y 
X*Y 
0.06651828 
0.00003394 
1.15553779 
0.01456023 
0.00371515 
0.06651828 
0.00003394 
1.15553779 
0.01456023 
0.00371515 
5212.37 
2 . 6 6  
90548.0 
1140.94 
291 .12 
<.0001 
0 .1160 
< .0001 
< .0001 
< .0001 
Source DF Type III 55 Mean Square F Value Pr > F 
X 
X*X 
Y 
Y* Y 
X*Y 
0.00000196 
0.00003394 
0.00004519 
0.01456023 
0.00371515 
0.00000196 
0.00003394 
0.00004519 
0.01456023 
0.00371515 
0. 
2. 
3. 
1140. 
291 . 
15 
66 
54 
94 
12 
0.6982 
0.1160 
0.0721 
<.0001 
<.0001 
Standard 
Parameter Estimate Error t Value Pr > |t| 
Intercept 0.6468133333 0.02738812 23.62 <.0001 
X -0.0017149786 0.00437051 -0.39 0.6982 
X*X 0.0004263929 0.00026147 1.63 0.1160 
Y -0.0021973524 0.00116776 -1.88 0.0721 
Y* Y 0.0005266286 0.00001559 33.78 <.0001 
X*Y -0.0009215086 0.00005401 -17.06 <.0001 
Figure A.2: SAS output for chiller EIR as a function of temperature curve. 
101 
Appendix B: Statistical Parameters Used 
Statistical parameters and comparative statistics were calculated to compare the results 
from E+ with the measured values. Explanations of the parameters are contained in this 
section. The statistical parameters calculated were divided into two general groups: standard 
numerical summary and comparative statistics. These values were then used to calculate the 
building simulation error compared to the tests. 
Standard Numerical Summary 
The standard numerical summaries are the results that describe the individual 
measurement. These values include: arithmetic mean, standard deviation, and range. These 
values were calculated for all important parameters in the tests as well as in the E+ outputs. 
The arithmetic mean was calculated using the relationship described in Equation B. 1. 
1 " 
x = ^ x. (B. 1) 
n i=\ 
where 
n is the number of samples of the parameter. 
Xj is the individual values of the parameter. 
The sample standard deviation was calculated using the relationship described in 
Equation B.2. 
* = (B.2) 
The maximum value was calculated using the relationship described in Equation B.3. 
Xmax=max(X) (B.3) 
The minimum value was calculated using the relationship described in Equation B.4. 
*mm = min(x2) (B.4) 
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Comparative Statistics 
Comparative statistics were calculated to compare the E+ predicted values with measured 
values. These statistics were valuable for evaluation of the accuracy of the E+ outputs. 
Average difference, maximum and minimum differences, average absolute difference, and 
root mean squared difference were used as a comparative statistics for all important 
parameters. 
The average difference was the mean of the differences between the measured values and 
values predicted by the model. This quantity provides relevant summary information about 
how well the results from E+ compared with the empirical results. This value was calculated 
using the relationship described in Equation B.4. 
D = - i ( E , - P , )  (B.4) 
n i=\ 
where 
Ei is the measured experimental value at an instant in time. 
Pi is the predicted value by the E+ for the parameter for the same time. 
The maximum difference was useful to evaluate the largest error between simulation 
output and measured value and was calculated for each ten minute average data. This 
quantity was calculated using the relationship described in Equation B.5. 
#max=max|E-f| (B.5) 
The minimum difference was useful to evaluate smallest error between simulation output 
and measured value and was calculated for each ten minute average data. This quantity was 
calculated using the relationship described in Equation B.6. 
Anm= m i n | ^ -^ |  (B.6)  
The absolute average difference is the mean of the absolute value of the difference 
between the measured parameter at a given instance in time and value predicted by the model 
for the same instance. This quantity reflects how well the building simulation predicts ten 
minute average results compared to the empirical results. This quantity was calculated using 
the relationship described in Equation B.7. 
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M = -É|£,-^| (B.7) 
n 1=1 
A root mean squared comparison is a valuable quantity when comparing the predicted 
results with the empirical results. This is a more conventional comparison that also accounts 
for differences without regard to positive or negative signs. This method also reflects how 
well the building simulation predicted results match compared with the test results. The 
quantity was calculated using the relationship described in Equation B.8. 
Drms = ~Pr)2 (B 8) 
V n 1=1 
Simulation Error 
The error for the simulations was calculated to quantify how the building simulations 
performed on the given analysis over the duration of the experiments. The simulation error 
was quantified as a summary error and as an instantaneous error. Both results are important 
for the validation process. In the building design phase, a simulation might be used to 
quantify energy savings by using various construction materials. In other instances it may be 
advantageous to know the predicted values of the parameters such as psychometric 
conditions of the air, equipment power consumption on a smaller time steps. It is important 
that building energy simulation software predicts both macro parameters and micro 
parameters precisely. 
The summary error was calculated using the relationship described in Equation B.9. 
SE = — xl00% (B.9) 
± E ,  
i=1 
The instantaneous error calculated using Equation B. 10 was useful in comparing the 
experiment datum with the predicted values at a given instant in time. 
±\e,-P;\ 
IE = — xl00% (B 10) 
± E ,  
i=1 
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Experimental Uncertainty 
The experimental uncertainty was calculated for all important parameters. The 
uncertainties associated with the measured values were estimated from manufacturers' 
product information. The total experimental error was calculated using Equation B.ll, which 
is the method recommended by BIPM/ISO guide to account for all the errors in the 
experiment for a 95% confidence interval (Gleser, 1998). 
cr  =  1 .96  | / 2 +Jy (B. l l )  
where 
u =95% uncertainty band calculated using regression analysis. 
d = manufacturer stated error. 
Uncertainty for regression analysis was calculated from sensor calibration data. An 
example of uncertainty analysis for supply airflow measurement is explained below. 
Supply airflow rate measured by Metasys via EBTRON gold series was calibrated 
comparing the flow rate measured by high resolution traverse measurement. Figure B. 1 
shows the linear regression analysis for the measurement. The linear relationship between 
the Metasys measurement and the high resolution traverse measurement is also shown in the 
figure. Each data point is the mean of 61 readings. Table B.l contains analysis of variance 
for the calibration. 
Calibration of Supply Airflow Sensor 
E y=0.9165x+ 0.0761 
R2 = 0.9975 0.8 
0.0 0.4 0.8 1.2 1.6 
High Resolution Traverse Reading, m3/s 
Figure B.l: Calibration of supply airflow sensor. 
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Table B.l: Analysis of variance for supply airflow calibration. 
Source of Variability Degree of Freedom Sum of Squares Mean Square 
Model 1 1.1910 1.1910 
Error 364 0.0029 7.967E-6 
Corrected Total 365 1.1939 
The 95% uncertainty band associated with the sensor calibration error was calculated 
using formula B. 12. 
u = Ï^ K (B.2, 
P  
where 
MSE is the mean square error for the regression equation. 
P is slope of the line from the regression analysis. 
The manufacturer stated error of the sensor is ±2% of Reading (> 0.23597 m3/s). Hence, 
for supply airflow rate of 1 m3/s, the experimental uncertainty is: 
a = 1.96 7-M7E-6 (1(0-02))' w 
(0.9165) 
Several parameters were not directly measured, but calculated from measured quantities. 
Therefore, the experimental uncertainty for a calculated quantity was a function of the 
uncertainty of measured quantities used in the calculation. Propagation of error was 
calculated to estimate 95% confidence interval for calculated quantities. 
Manufacturers' stated accuracy of the instrumentation used in the test is contained in 
Table B.2. 
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Table B.2: Accuracy of the instrumentation at ERS. 
Measured Quantity Sensor Accuracy 
Cooling coil entering air temperature ±0.1°C 
Cooling coil leaving air temperature ±0.1°C 
Supply air temperature ±0.15°C 
Cooling coil entering water temperature ±0.15°C 
Mixed water temperature ±0.15°C 
Chiller entering water temperature ±0.15°C 
Chiller leaving water temperature ±0.15°C 
Atmospheric temperature ±0.1°C 
VAV entering air temperature ±0.15°C 
Room temperature ±0.15°C 
Cooling coil entering air relative humidity ±1% (<90% RH), ±2% (>90% RH) 
Cooling coil leaving air relative humidity ±1% of Reading 
Supply air relative humidity ±2% (<90% RH), ±3% (>90% RH) 
Outside air humidity ±1% (<90% RH), ±2% (>90% RH) 
Supply airflow rate ±2% of Reading (> 0.23597 m
3/s) 
±10% of Reading (<0.23597 m3/s) 
VAV airflow rate ±2% of Reading 
Chilled water flow rate ±0.5% of reading 
Supply fan power ±0.2% of reading ±0.04% of full scale 
Chiller power ±0.2% of reading ±0.04% of full scale 
Condenser fan power ±0.2% of reading ±0.04% of full scale 
Chilled water pump power ±0.2% of reading ±0.04% of full scale 
Barometric Pressure ± 75 Pa 
Pyranometer ± 0.5% of Reading 
Pyrheliometer ±0.5% of Reading 
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Appendix C: Cooling Coil Energy Balance 
It is important to perform an energy balance on the cooling coil based on measured 
values. This provides a check on the validity of the measurements. 
Using measured temperatures, humidity, and airflow across the cooling coil, an energy 
balance was performed to calculate the heat transfer rate from the air to the cooling coil. In a 
similar manner, using temperature and chilled water flow data through the cooling coil, an 
energy balance was performed to calculate the heat transfer rate from the cooling coil to the 
chilled water. Equations from Figures 3.2.3 and 3.2.4 were used to account for variation in 
specific heat and density of propylene-glycol solution. Heat transfer rate from the 
condensate coming out from the coil for Test I, II, and III were 0.01%, 0.61%, and 0.22%, 
respectively, of the heat transfer rate from the air to the cooling coil. 
Theoretically, the net heat loss by air and the heat gain by water are equal, but due to 
experimental error, they are not. Figure C.l provides a graphical comparison of calculated 
values of air side and water side cooling coil loads. Table C. 1 contains the statistical 
comparisons of the data presented in the figure. Average difference between water side and 
air side heat transfer rate for Test I, II, and III was 1.141 kW, 3.534 kW, and 3.043 kW, 
respectively. Uncertainty in those calculations due to instrumentation and calibration 
accuracy is given in Table C. 1. The discrepancy in the energy balance is within the 
measurement uncertainty. 
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Test 1 Heat Loss by Air 
- Net Heat Loss by Air 
Day 1 Day 2 
Heat Loss by Condensate 
Heat Gain by Water 
Day 3 
Time, hrs 
Day 1 Day 2 
Time, hrs 
Day 1 Day 2 Day 3 
ft 
-1 - -VVWV^/Vxft/vVlwr !- J/PA>v 
8 8 8 8 Osl 
Time, hrs 
8 8 cm 00 
Figure C. 1 : Cooling coil energy balance. 
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Table C. 1 : Statistical comparisons of the cooling coil energy balance. 
Statistics 
Test I Test II Test III 
Heat Gain 
by Water, 
kW 
Heat Loss 
by Air, 
kW 
Heat Gain 
by Water, 
kW 
Heat Loss 
by Air, 
kW 
Heat Gain 
by Water, 
kW 
Heat Loss 
by Air, 
kW 
X 14.743 13.329 19.80 16.270 20.445 17.402 
G 2.049 1.280 2.753 1.562 2.842 1.671 
s 2.031 1.724 4.019 3.715 2.847 2.335 
*^*max 21.069 18.028 28.346 26.239 30.249 26.398 
11.431 10.891 9.790 7.622 15.921 13.493 
D NA 1.414 NA 3.534 NA 3.043 
"^max NA 3.692 NA 5.037 NA 5.045 
Anm NA -0.988 NA -1.510 NA -1.212 
D NA 1.430 NA 3.545 NA 3.048 
\^ms NA 1.538 NA 3.605 NA 3.144 
SE NA 9.59% NA 17.85% NA 14.88% 
IE NA 9.70% NA 17.90% NA 14.91% 
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