Suppose D is a Dedekind domain of characteristic 2 and ( M. <p ) is an inner product space, i.e. M is a finitely generated projective D module supplied with a nonsingular symmetric bilinear form <p. It is shown that (M, <p) is determined up to isometry by the extension of <p to F ®ß M, where F is the quotient field of D, and the value module3(M) of all <p(m, m) for m in M. In particular, a hyperbolic space H(M) is completely determined by the rank of the finitely generated projective module M. As consequences, genera coincide with isometry classes, and if A^ and N2 are isometric nonsingular submodules of (A/, <p) such that 3(N¡^) = ¿2(N^-), then Nf and N-¿-aie isometric. Also, given an F inner product space ( V, <p) and a D<2) submodule P of D, a necessary and sufficient condition is given for the existence of a D inner product space (M, *) such that (FM, *) s (V, <p) andS(M) = P. If M is a finitely generated projective D module, an inner product on M is a nonsingular symmetric bilinear form <p on M. In this case (M, <p) will be called an inner product space. If FM denotes the F vector space F ®DM, then <p has a unique extension to a nonsingular symmetric bilinear form on FM. We also use <p to denote this extension, so (FM, <p) is also an inner product space.
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Abstract.
Suppose D is a Dedekind domain of characteristic 2 and ( M. <p ) is an inner product space, i.e. M is a finitely generated projective D module supplied with a nonsingular symmetric bilinear form <p. It is shown that (M, <p) is determined up to isometry by the extension of <p to F ®ß M, where F is the quotient field of D, and the value module3(M) of all <p(m, m) for m in M. In particular, a hyperbolic space H(M) is completely determined by the rank of the finitely generated projective module M. As consequences, genera coincide with isometry classes, and if A^ and N2 are isometric nonsingular submodules of (A/, <p) such that 3(N¡^) = ¿2(N^-), then Nf and N-¿-aie isometric. Also, given an F inner product space ( V, <p) and a D<2) submodule P of D, a necessary and sufficient condition is given for the existence of a D inner product space (M, *) such that (FM, *) s (V, <p) andS(M) = P. If M is a finitely generated projective D module, an inner product on M is a nonsingular symmetric bilinear form <p on M. In this case (M, <p) will be called an inner product space. If FM denotes the F vector space F ®DM, then <p has a unique extension to a nonsingular symmetric bilinear form on FM. We also use <p to denote this extension, so (FM, <p) is also an inner product space.
Preliminaries. Unless otherwise stated, D is a
We use Z><2) (F( If P is a projective module over an arbitrary commutative ring and k is an arbitrary symmetric bilinear form on P, we let P* = rIomn(f, D) and define the inner product space M(P) = (P e P*, hP) by hP(x + f, y + g) = k(x, y) + g(x) + f(y), x, y g P,f, g g P*. Any inner product space isometric to a M(P) is called a metabolic (or split) space. It is easy to see that an inner product space (M, <p) is metabolic if and only if there is a submodule N of M which is a direct summand of M and N is precisely equal to its orthogonal complement Nx. If the symmetric bilinear form k is identically zero, then we denote M(P) by H(P). Any inner product space isometric to a H(P) is said to be a hyperbolic space. We note that (0) e P* is totally isotropic in both M(P) and H(P), while P © (0) is also totally isotropic in H(P). If P is a free D module on one generator then H(P) is called a hyperbolic plane, and if x, y e H(P) are such that hP(x, x) •= 0 « /zf( _y, v) and hP(x, y) = 1, then x, y is called a hyperbolic basis for the plane.
Proofs for the following over an arbitrary commutative ring can be found in [4] .
1.1. If P is a projective D module and P = Px © P2, then M(P) = M(PX) ± M(P2). In particular, H(P) = H(PX) _L H(P2).
If(P,tp)
is an inner product space then (P,<p) ± (P, -q>) = M(P). We now introduce a mapping similar to that of A. Roy [9] ; also see [12] . Suppose (X, cp) is an inner product space where X = M(P) J. Q. If a: P -* Q is a D module homomorphism we define Ea:M(P) ± Q^ M(P) 1 Q by
E«(y) = y -a*(y), y^Q.
Here a*: Q -» P* is defined by where dv: Q -* Q*, 'a: Q* -* P* are defined by dv(z) = m( , z) and 'a is the dual of a.
The following is easily established.
1.3(1) £" restricted to Q is an isometry onto Ea(Q).
(ii) M(P) ±Q = Ea(M(P)) 1 £a(ß).
1.4 Theorem. Gwen M(P) and (Q, cp) inner product spaces with £>(M(P)) c â(Q), we have
Proof. We have a D module homomorphism h: Q -* £(Q) defined by h(x) = cp(x, x). Because 3.(Q) is a torsion free, finitely generated D module, it is a projective D module. Consequently, Q = Qx © K, where K is the kernel of h. Let A-1: â(Q) -» ôj denote the inverse of h restricted to Qv If kP is the symmetric bilinear form on P in M(P) we let k: P -> J(M(P)) be the Z) module homomorphism defined by k(x) = kP(x, x), and let a: P -» g be defined by a = /i_1A:. We note that if je g P then â:(x) = h(a(x)). Therefore Ea(x) = x + a(x) is isotropic and, consequently, Ea(P) is totally isotropic. By 1.3, M(P)±Q = Ea(M(P))±Ea(Q), and i:a(M(P)) is isometric to H(P) and Ea(Q) is isometric to Q. Proofs can be found in [11] . Also see [7, pp. 256-257 and 3, Theorem 40].
The following establishes cancellation of hyperbolic spaces. 
Corollary. // (M,<p) and (N,^) are two inner product spaces over D, (FM,<p) is isometric to (FN,^) and (M^,<p^) is isometric to (N^,^^) for all maximal ideals 23 of D, then (M,<p) and(N, ^) are isometric.

Proof. If 23 is a maximal ideal of the Dedekind domain D then Z)(2) is also a
Dedekind domain with quotient field P(2) and maximal ideal 2}<2). We denote the completion of P (2) If, on the left-hand side, x is a basis for the one-dimensional direct summand and y, z is a basis for the two-dimensional direct summand, then on the right-hand side, x + w is a basis for the one-dimensional summand and y + trw, z + x + w, where w = y + mx, is a basis for the two-dimensional summand. It is easy to see that the two-dimensional summands are anisotropic and they cannot be isometric because they have different value models. Thus the one-dimensional summand (l) cannot be cancelled.
The existence question remains; namely, given an F inner product space (V, tp) and a D (2) N, ty) is anisotropic, q^, is invertible and q^ lqv is easily seen to be the required isometry.
It is easy to verify the first two assertions of (iii). To prove the third, assume Bv is nonsingular on Ê(M) and we are given/g HomD (2>(L, D) . Then/* = (fq~1)2 g HomDm(M(L),D(2)) and there is ízgJ (L) such that /* = Bv(a, ). But then / = <p(qv1(a), ) and, consequently, <p is nonsingular on L. Conversely, if we assume <p is nonsingular on L and we are given/* g HomDm(J2(L), Z> (2) We are now in a position to answer the existence question. (ii) there is a maximal nonsingular Z)(2) lattice L in the Wall invariant ( J(F0), Bv) of(V0,<p) which is contained in P such that (P n 1(V0))/L is a torsion module and is a direct sum of no more than \ dim H cyclic D(2) modules.
Moreover, the ideal class of M is equal to the ideal class of L when it is viewed as a D module.
Proof. We first assume that there is a D inner product space (M, ^) with (FM, V) = (V, <p) and J(M) = P. Then we clearly have F (2) By the Invariant Factor Theorem and Theorem 4.12 of [8, p. 48] , each @,-i3//S/ is cyclic. Also, FM(N2) ± FM0 is isometric to a subspace of H ± V0 and dim FM0 = dim K0 so 2k < rank M(N2) < dim ZZ
To prove the converse, we assume (i) and (ii) are satisfied. We first consider the case in which H = (0) and V0 = (0), so V = Vx ± Vx. We proceed by induction on the rank of P as a Z)(2) module. If the rank of P is one, we can identify P with a fractional ideal of Z>(2> which we will view as a D module using r ° a = r2a for r g D and a G P. Define h: P X P -> D by fc(a, b) = {ab. Then h is a symmetric bilinear form and J2(M(P)) = P. Because J( F (2)M(P)) = P(2)P = J^), F(2)M(P) = Vx ± Vx by Theorem 2.5(iii) [12, p. 382]. In the case that P has rank greater than one, we can represent P as a direct sum of two nonzero submodules, use the induction hypothesis on each, and piece together the results to prove the assertion for P. We now consider the general case. By Lemma 2.8(iii) there is a nonsingular D lattice M0 in V0 such that â(M0) = L, so (FM0, <p) = (V0, <p). Now P n <2(F0) is a pure submodule of P so P = (P n Ê(V0)) © Q for some Z>(2) submodule Q of P. Let (M(i/X), ^j) be an F inner product space with £(UX) = F(2)g and having no hyperbolic part in its Witt decomposition. By the initial argument there is a D inner product space (M(MX),%) such that (FM^),^) = (M(UX),%) and J(M(MX)) = Q. Because (P n£(V0))/L is a torsion module, F(2)Z = F(2)(P n £(V0)) and, consequently, F(2)L © F(2)ö = J(F). By Theorem 2.5 of [12, p. 382] we have (2.10) FM(Mj) 1 FM0 =VX±VX± V0.
Now let S be a maximal submodule of L which is a direct summand of P C\â(V0), so P n J(F0) = F © S for some submodule T of P n á(K0). Because 5 ç Z ç P n J(K0) we also have Z = (Z n T) © 5 and (P n â(K0))/Z = F/(Z n Z). If Z and L Ci T had a common direct summand it would be a direct summand of P n i(F0), which would be contained in L, contradicting the maximality of S. By the Invariant Factor Theorem and (ii), rank(Z n T) = rank T < \ dim H. Now let (M(I/2), ^3) be an F inner product space which has no hyperbolic part in its 
