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In this thesis a method for solving ordinary dif-
ferential equations with periodic coefficients is der i v e d. 
In addition, by utilization of Floquet theory, a theorem 
ll 
lS given by which it is possible to determine the stability 
of the zero solution. Error bounds are glven for the 
method and for the two dimensional case bounds are given 
for the error in the eigenvalues. Several numerical ex-
amples are given to illustrate the method. 
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1 
I. Introduction 
We shall consider linear homogenous ordinary differ-
ential equations with periodic coefficients, which we shall 
refer to as Floquet systems. 
Interest in Floquet systems dates back to 1877, when 
G. W. Hill studied them in relation to the motion of the 
moon's perigee. A major development came in 1883 with the 
publication of the results of Floquet [7]*. Since then, 
much work has been done 1n the qualitative study of these 
systems but little work has been done to utilize the peri-
odic structure in the numerical analysis of these particular 
systems. 
In this thesis we will develop a method for numerical 
solution and also present a theorem that will allow us to 
study the stability of these systems. 
A representative problem of Floquet type is Hill's 
Equation, which has the form 
Y"+P(t)Y=O, 
where P(t)=PCt+w) for some w. An important equation of 
this form is Mathieu's Equation 
Y"+(a-b cos 2t)Y=O, 
* [] will refer to references found 1n the bibliography. 
where a and b are constants. Mathieu's Equation arlses ln 
problems involving wave motion within elliptic boundaries, 
for example, the vibration of an elliptical drum head [6]. 
In problems involving wave propagation in materials 
with periodic structure [4], the following equation arises: 
__£_ [ h(x) du] + p(x)w 2 u = O, dx dx 
where the elastic constant h(x) and the density p(x) are 
assumed to be of period e and w is the circular frequency. 
Numerous other example equations of Hill's type occur, 
including Lame's Equation [8]. In fact, any second order 
equation with periodic coefficients can be reduced to an 
equation of this type [5]. 
2 
II. Analytic Background 
Before developing a numerical technique, we examine 
the theory on which the technique will be based and some 
useful results implied by this theory. 
Consider the system 
Y'=P(t)Y, (2.1) 
where Y is an n-vector and P(t) 1s a continuous nxn matrix 
of period w. 
A matrix solution ~(t) of (2.1) with n linearly inde-
3 
pendent solutions as columns is called a fundamental matrix 
for (2.1). 
The following property will be useful. If ~(t) is 
the fundamental matrix for (2.1) which satisfies ~(O)=I 
Y(t)=~(t)n, 
is the solution of (2.1) which satisfies Y(O)=n. 
Let ~(t) be a fundamental matrix for (2.1) and note 
that ~(t+w) satisfies 
~'(t+w)=P(t+w) ~(t+w). 
Since P(t) =PCt+w), 
~'(t+w) = P(t) ~(t+w). 
Thus ~(t+w) 1s also a fundamental matrix for (2.1). 
Since both ~(t) and ~(t+w) are fundamental matrices, 
we can relate them as follows, 
( 2 . 2 ) 
where A is a non~singular constant matrix, which we call 
the period transformation matrix. Further A can be rep-
resented in the form 
A~ exp(wR), 
where R is a constant nxn matrix. 
We will make use of the well-known result of Floquet 
[ 2 J • 
Theorem 1. In equation (2.l),let :P(t) be a continuous 
matrix of period w and let ~(t) be any fundamental matrix 
for (2.1). Then there exists a periodic non-singular 
matrix Q(t) of period w such that 
~(t)=Q(t)exp(tR). 
From ( 2 .2), it follows that 
and by induction 
~( t+nw)=~(t)AD . 
4 
5 
As a result, we can relate solutions in [nw,(n+l)w] to those 
in [O,w] for all n > 0. The representation of solutions in 2w 
intervals 1s also of importance. For instance wR will be a 
logarithm of A and need not be real but each even power of A 
will have a real logarithm, see [2]. This is of particular 
interest in Mathieu's Equation in which we are interested in 
solutions of period 2w. 
In addition, information regarding the stability of the 
zero solution of (2.1) may be obtained. As stated above, 
any solution of (2.1) can be expressed as 
k ~(t+kw)=~(t)A . 
Note that ~(t) is continuous on [O,w] and therefore bounded. 
Let 
M = max I I ~ ( t) I I · 
O~t~w 
Then ~(t+kw)~MAk. It is clear that the behavior of ~(t+kw) 
will depend upon the behavior of the matrix Ak as is summa-
rized in the following theorem. 
Theorem 2. If every eigenvalue of A has modulus less 
than one then the zero solution of (2.1) is asymptotically 
stable. If any eigenvalue of A has modulus greater than 
one then the zero solution of (2.1) is unstable. If any 
eigenvalue of A is equal to one then (2.1) has a non-trivial 
periodic solution. 
Proof. The proof follows from reduction to standard 
stability results for systems with constant coefficients. 
First write A=exp(wR). Then each eigenvalue Pi of R will 
satisfy 
Pi=!- log Ai, 
w 
when Ai lS a corresponding eigenvalue of A. Set 
Y=Q(t)u, (2.3) 
6 
where Q(t) is the matrix described 1n Theorem l. Substitution 
into (2.1) yields 
u'=Ru, ( 2 • 4 ) 
which is a system with constant coefficients. 
have absolute value less than one, the eigenvalues Pi of R 
will all have negative real parts. This implies that the 
zero solution of (2.1) is asymtotically stable. 
has absolute value greater than one then the corresponding 
Pi is greater than zero and the zero solution of (2.1) is 
unstable. If any Ai=±l then Re(pi)=O and Im(pi)=nn/w, 
n=O,±l,±2,. . then (2.1) will have a non-trivial periodic 
solution, see [2]. 
III. The Algorithm 
In this section we shall approximate the fundamental 
matrix ~(t) for (2.1) which satisfies ~(0) = I. Define the 
algorithm as follows: 
(i) t. = jh, h=w/m, m positive integer, j=l,2, ... ,m. 
J 
(ii) Let ~(t) be a fundamental matrix approximated by 
(iii) 
(iv) 
some standard method on [O,w] for (2.1) with 
~(0) = I. 
Set C=~(w), the approximation to A. 
~(t.+kw)=~(t.)Ck, k=l,2, ... 
J J 
Note that the value of ~(t.) 1s an approximation and that 
J 
the algorithm lS independent of the method of approximating 
7 
~(t.). However, the total accuracy of the algorithm depends 
J 
upon the accuracy of the method used to approximate ~(t.). 
J 
Beyond the first interval, the only error introduced will 
be generated by roundoff and the propagation of the error 1n 
~(t.) and C. This is an advantage of this method over other 
J 
methods. In addition according to Theorem 2, the stability 
of the zero solution of (2.1) can be studied by computation 
of the eigenvalues of the matrix C, provided that suitable 
error bounds are available. 
IV. Analysis of Error 
Consider the initial value matrix Floquet problem 
Y'=P(t)Y, with Y(O)=I. Let C be the approximated and A be 
the exact period transformation matrix. Let E=C-A be the 
error 1n C; then 
Define 
Take the norm of both sides to obtain 
or 
Apply the triangle inequality to obtain 
8 
( 4. 1) 
This 1s an upper bound on the absolute error 1n en. 
In practice the actual values of E and A are not known. 
If a fourth order Runge-Kutta method is used, an error bound 
can be calculated at each step. As an example consider the 
scalar problem 
y'=f(y,t), 
where f(y,t) 1s Lipschitz continuous in y with Lipschitz 
constant L. Let lfCy,t) I~M in the interval [O,nh], then 
n 
the error bound for a fourth order Runge-Kutta is [9], 
le ~~73/720 M L 
n n 
Such a bound is of little use to us 1n the context of this 
thesis s1nce it is a crude estimate and the constant L may 
not be easily obtained. 
A more practical estimate is obtained by step doubling 
9 
[3]. The problem is solved over one interval of length h 1n 
a single step and then solved over the same interval with 
two steps of length h/2. The error has the form 
where for a fourth order Runge-Kutta the function z(t) re-
fleets the contribution made by the method and the problem. 
The two estimated solutions can be compared: 
From this, I lzCt)l I can be estimated and an error estimate 
for the step size h is obtained. 
Now let E* be the estimated error 1n C. Set K=l IC+E*I I 
The absolute error can b e estimated by us1ng (4.1) to get 
Under the assumption that the machine arithmetic is 
10 
done by roundoff the error can be approximated by 
1-t p=l/2S , 
where S is the number base on which the machine operates 
and t the number of digits ln base S available to represent 
a number in the machine. (If the arithmetic is done by 
truncation the error is twice that for roundoff.) For 
the IBM 360-370 series, pis of the order l0- 7 and 10- 16 
for single and double precision, respectively. 
We now consider the combined error introduced by the 
estimation of C and by the machine computation: 
I I c 2 -A 2 I I~ ( I I A I I+ I IE I I ) 2 -I I A I I 2 +I I pI I 
I I c 3 -A 3 I I~ ( I I A I I+ I IE I I ) 3 -I I A I I 3 +I I c I I II pI I+ II pI I 
. n-2 . 
II Cn -An I I~ C II A I I+ II E II ) n -I I A II n+ ( 1 + L C II A I I+ II E II ) l) I I PI I ' 
i=l 
n>2. (4.la) 
We substitute our estimates for A and E into (4.la) to get 
an absolute error estimate: 
n-2 . 
I I C n-An I I ~ ( K + I I E ~: I I ) n- Kn + ( 1 + L ( K + I I E ~·: I I ) l ) I I P I I ' n > 2 · 
i=l 
Note that with a small value of I IPI I the roundoff will con-
tribute little to the absolute error in our approximation 
n 
of A . Further C should be approximated as accurately as 
possible to reduce E and E*. 
Next we need to develop an error bound for the solution 
ll 
at any point. The fundamental solution can be represented as 
Introduce the following notation: 
~(t.)-approximated fundamental matrix at t .. 
J J 




~ k k k <P(t. )C =(¢(t. )+E.) (A +E ) , 
J J J 
~ k k k k k <P(t.)C =~(t.)A +E.A +¢(t.)E +E.E , 
J J J J J 
or 
~ k k k k k <P(t.)C -¢(t.)A =E.A +¢(t.)E +E.E . 
J J J J J 
Take the norm of both sides to obtain 
Include the roundoff error to obtain the £allowing error 
bound: 
+ I I E . I I . I I Ek I I + I I p I I I I E . I I + I I p I I . J J 
12 
Let ~k and~. be approximations to Ek and E. obtained 
J J 
by step doubling. The approximation to the absolute error 
ls given by 
+IIPII·II~·II+IIPII-J 
It should be noted that I 1~ 1 1 I is the·norm of the error in 
C='¥Cw) and that ~.~~ 1 • If IIC+~ 1 II and 11~ 1 11 are less than 
J 
one the error will decrease as k increases. The error in 
the solution will decrease with increasing t until overtaken 
by roundoff error which appears in ~k. 
In stability analysis, the error in computation of 
the eigenvalues of C must also be considered. This error 
will depend upon the slze of the system and the method used. 
In the case of a scalar equation the period transformation 




With a two-dimensional system direct computation of the 
eigenvalues is easily done. The calculations are few and 
error introduced is small. However, in higher dimensional 
systems eigenvalues are harder to obtain. The most effec-
tive techniques used in computation of eigenvalues require 
that the problem be posed in symmetric form, but in general 
13 
~(w) will not be symmetric. We compute an estimate of the 
error in the eigenvalues for a two dimensional system. Let 
C = [~ ~ , A = [: :J 
and 
E = [:: :~ = C-A. 
Then the eigenvalues of A are 
(a+d)±l(a+d) 2 -4ad+4cb A = a 2 









I 'IJ '\.,J '1.!'\.,J 'IJ'IJ cr= ((a+a) 2 -4aa+4cb)-((a+d) 2 -4ad+4cb )l 
( 4 • 3 ) 
• 'IJ We deflne cr>O by 
Since~. ~ Is. I we can obtain the inequalities 
l l 
( 4. 4) 
by (4.3) we obtain 
Since l(a+d) 2 -4ad+4cb > O, 
> q; 
'IJ '\.,J 2 '1.!'\.,J '1.!'\J /(a+a) -4aa+4cb 
finally, substitution into (4.2) yields 
+ +I 1 1'\J 'VI 1 1'\J 'IJ '\.,J 'IJ~ '1.!'\J lA -A <-2 s +s +-2 cr//(a+a)
2
-4aa+4col. 
c a 1 4 
Now consider the case where (~+~) 2 -4~?1+4~~=0. In this 
case q has the form 
By (4.4), 
15 
q<l ~ a ' 
and the estimate of the error ln the eigenvalues lS 
I + +I 1 ~ ~ 1 ~ A -A <-2 1s +s 1+-21 a . c a 1 4 
For higher dimensional systems estimates for the propo-
gation of error and the error introduced by the method used 
to compute the eigenvalues are given in [11], but in most 
cases these will be too great an overestimate to be used for 
the purpose of stability analysis. 
16 
V. Implementation of the Algorithm 
We have designed an algorithm for numerically solving 
first order Floquet systems. Although many applied problems 
are posed as higher order scalar equations, standard tech-
niques of solution require that they be reduced to a system 
of first order equations. 
In order to implement the algorithm, we will in gen-
eral compute the solution at a number of points over the 
basic interval J=[O,w]. However if we are interested only 
in the stability, we need explicitly obtain only C=~(w). 
A straightforward computation of the general solution 
of a particular system by this algorithm requires the com-
putation of a fundamental matrix at each tmsJ.. The accuracy 
of the solution over J will obviously depend upon the method 
used to compute it. If a standard fourth order Runge-Kutta 
method is used, the estimate of the error associated with 
this method is in general too large an estimate for the 
applications studied in this thesis. A more useful error 
estimate can be obtained by the technique of step doubling 
discussed earlier. This technique has been recommended by 
Sedgwick, et al. as the best general method for problems 
of the type we are considering [10]. Benefits of this 
method are minimization of the error and availability of 
an automatic error estimate at each step. These are closer 
to the actual error than the usual prior error estimates. 
One disadvantage is that the points where the solution is 
available are not evenly spaced due to the modification of 
the step size. Hence, the solution at a particular point 
may be hard to obtain. With the solution computed on J, 
we need to store ~(t ) for those t EJ for which the solu-
m m 
tion is required at ~(t +kw). The matrix ~(w) is the 
m 
computed period transformation matrix. The storage of all 
these matrices can become costly for large systems or for 
a large number of points in J. If we are solving a higher 
order scalar equation and are only interested in the solu-
17 
tion we need only store the first row of the matrix at each 
t EJ. 
m 
Then the solution at any point can be represented as 
k y (t +kw)=y Ct )C n, 
1 m 1 m 
where y (t ) is the first row of the fundamental matrix ~(t ). 
1 m m 
If we are interested only in stability of the trivial 
solution, we need store only the matrix ~(w). There will be 
no need to store any intermediate ~(t ). 
m 
If the eigenvalues 
of the period transformation matrix are examined with the 
error estimates taken into account the stability of the triv-
ial solution may be determined by means of Theorem 2. 
Other extensions and applications can be made by use 
of this algorithm, including parameter estimation. For 
instance, consider Mathieu's Equation, 
'V y"+(a+b cos 2t)y=O, 
18 
where for fixed b we wish to determine an ~ for which there 
is a periodic solution. Another possible extension is the 
use of a discrete Fourier Series to fit a possible periodic 
solution to obtain the solution in closed form. 
19 
VI. Examples 
We present several examples to illustrate our theory. 
Example 1. Consider the initial value problem, 
x' ( t) =x ( t) cos t 
( 6 . 1) 
y'(t)=x(t)exp(-sin t), 
with initial condition x(O)=l, y(O)=O. The solution ls, 
x(t)=exp(sin t) 
y(t)=t. 
The computed value of C=~(w) computed by a fourth order 
Runge-Kutta is, 
C= ll.OOOO 0 J 
l9.283l 1.0 
The exact error in the period transformation matrix ls, 
E= 1.1683 D-8 01
0 L 2 50 5 D-7 ~
The calculated eigenvalues are 
A =A =1.0000. 
1 2 
The estimated error ln the eigenvalues lS 
'V 
s=5.8018 D-5. 
( 6 • 2 ) 
The act ual error in the calculation of the eigenvalues lS 
s= . l 683 D-8. 
20 
The computed eigenvalues, together with error bounds 
and the values in Table I lead us to expect by Theorem 2 
that (6.1) has a periodic solution, and indeed this lS the 
case. However, caution should be taken in problems ln-
volving periodic solutions, since we are uncertain that an 
eigenvalue of C is equal to one. Tables I and II compare 
the accuracy for t>2n of the algorithm with that of the 
fourth order Runge-Kutta (which was used in both cases to 
generate the solution in the basic interval [0,2n]). Table 
IA shows the estimated error bound compared to the actual 
error. In each table D-8 represents 10- 8 • All arithmetic 
was done in double precision. 
Example 2. Consider the initial value problem, 
x' (t)=-x(t) 
( 6 . 3 ) 
y'(t)=sin t x(t)-y(t), 
with the initial condition x(O)=l, y(O)=O. The solution is, 
x(t)=exp(-t) 
y(t)=-cos t exp(-t)+exp(-t). 
The computed matrix C=~(w) is, 
C= E1867 D-2 0 
D-2 J 4072 D-15 .1867 
The exact error in c is, 
E= [4912 D-10 0 D-1~ 1067 D-16 .4912 
The calculated eigenvalues of C are 
A. =A. =.1867 D-2 
1 2 




From the calculated value of the Ai and the estimated error 
we can conclude by Theorem 2 that the zero solution of (6.3) 
1s asymtotically stable. Note that this conclusion was 
reached only after consideration of the error bounds. Tables 
III and IV compare the results of the algorithm with a fourth 
order Runge~Kutta. Again as in example 1, the algorithm 
shows a slight improvement in approximation. 
Example 3. The following is an example of approximation 
of a parameter. Consider the Mathieu Equation 
Y"+(~+Scos 2t)Y=O. 
'V Here we estimate a such that there is a periodic solution. 
'V An initial value of a is set. Then the eigenvalues of 
C=~(w) are examined. Then the value of ~ is incremented by 
h and the eigenvalue of C is examined in comparison to the 
previous ~ and repeated until one value of ~ yields an 
unstable solution and the next value of ~ yields a stable 
solution. The boundary represents a periodic solution. 
Once the interval is established h is replaced with -h/2 
and ~ is incremented again until it crosses the boundary. 
22 
This is repeated until the eigenvalue lies within a pre-
scribed interval a~ound one. Numerical experiments on the 
'V 
above example gave the estimated value of a=2.4959, which 
yields an eigenvalue A=.99979 of C. In a table [1] the 
'V • 'V 
actual value of a 1s g1ven as a=2.49593075. 
Example 4. In example 1, we examined a system with a 
periodic solution. The function x(t)=exp(sin t) is the 
solution to (6.1) satisfying x(O)=l, y(O)=O. The problem 
was solved with a standard fourth order Runge-Kutta with 
a step size of h=2n/99. No attempt was made to minimize 
the error. With the ~esulting equally spaced data repre-
senting the approximated solution we fitted a discrete 
Fourier Series. The following series solution was obtained: 
x(t)=2.532132/2+1.130318 s1n t-.044337 s1n 3t 
+.000543 s1n 5t-.000003 s1n 7t-.271495 cos 2t 
+.005474 cos 4t-.000045 cos 6t. 
The max1mum error in the solution obtained by the Runge-
Kutta is 
e=3.4278 D-5. 
Using the data above we fitted a discrete Fourier Series. 
By elementary calculus 
e=maxl exp(sin t)-x(t) I, 
can be estimated to g1ve, 
e=8.28 D-7. 
Here there is an increase 1n accuracy in compar1son to the 




Error in the Solution x(t) of (6.1) 
'V 
x<t) I X ( t) -~ ( t) I t x(t) x( t ) 
4.2097 .4163 .4163 .4163 .8709 D-9 
16.776 1 .4163 .4163 .4163 .8878 D-9 
35.6256 .4163 .4163 .4163 .8891 D-9 
54.4752 .4163 .4163 .4163 .8992 D-9 
73.3243 .4163 . .4163 .4163 .9018 D-9 
92.1743 .4163 .4163 .4163 .9117 D-9 
111.0238 .4163 .41 63 .4163 .9234 D-9 
x(t)-Exact Solution of (6.1). 
~(t)-Runge-Kutta. 
~(t) -The Algor ithm. 











Error Bound For x(t) From (6.1) 
Interval Bound 
1 .8709 D-9 
3 3.7000 D-6 
6 1.8400 D-3 
9 .7600 
12 2.2700 D+2 
15 7.1883 D+6 
18 2.1000 D+7 
x(t)-Exact solution of (6.1). 
~(t)-The Algorithm. 











Error in the Solution y(t) of (6.1) 
y ( t) y ( t ) '\, I y(t)-y(t) I t y(t) 
4.2097 4 . 2097 4 . 2097 4 . 2097 .2180 D-7 
16.7761 16 .7 761 16 .77 61 16.7761 .2622 D-7 
35 . 6256 35.6256 35 . 6256 35 . 6256 .3 274 D-7 
54.4752 54.4752 54.4752 54 . 4752 . 5226 D-7 
73.3243 73 . 3243 73 . 3243 73 . 32ij3 .7 178 D-7 
92.1743 92 . 1743 92 . 1743 92.1743 . 9129 D-7 
111.0238 111.0238 111 . 0238 111 . 0238 1 . 1080 D-7 
y(t)-Exact Solution of (6.1). 
'\, y(t)-Runge-Kutta . 
y(t)-The Algorithm. 
I y(t)-y~t) I 
.2180 D-7 
.7378 D-7 
.1 554 D-6 
. 2356 D-6 
. 3158 D- 6 
.3959 D-6 
. 4760 D-6 
I'V 
Table IV 
Error in the Solution x ( t) of (6.3 ) 
x(t) x <t) "" I x <t)-j{ ( t ) I t x(t) 
1.0053 .3659 . 3659 .3659 .1540 D-8 
13.5717 .1276 D-5 .1276 D-5 .1276 D-5 .4662 D-14 
32.4212 .8310 D-14 .8310 D-14 .8310 D-14 .6066 D-22 
51.2708 . 5412 D-22 .5412 D-22 .5412 D-22 .5924 D-30 
88. 1 203 .3524 D-20 .3524 D-20 .3524 D-20 .5143 D-38 
107.8195 .1229 D-35 .1229 D-35 .1229 D-35 .4186 D-46 
x(t)-Exact SoLution of (6.3). 
x(t)-Runge-Kutta. 
j{(t)-The Algorithm. 










Error in the Solution y(t) of (6.3) 
y(t) rv y(t) I Y < t ) -y < t ) I t y(t) 
1.0053 .1698 .1698 .1698 .2810 D-8 
13.5717 .5923 D-5 .5923 D-5 .5923 D-5 .1579 D-14 
32.4212 .3857 D-14 .3857 D-14 .3857 D-14 .2184 D-22 
51.2708 .2512 D-22 .2512 D-22 .2512 D-22 .2174 D-30 
88.9699 .1065 D-38 .1065 D-38 .1065 D-38 .1560 D-46 
107.8195 .6938 D-47 .6938 D-47 .6938 D-47 .1224 D-54 
y(t)-Exact solution of (6.3). 
y(t)-Runge-Kutta. 
y(t)-The Algorithm. 











w·e have developed a method for accurate prediction of 
the stability or instability of the zero solution of the 
Floquet system by examination of C;~(w). In the two dimen-
sional case we have implemented this method by obtaining 
explicit error estimates for the eigenvalues of C. Con-
ditions for existence of periodic solutions are discussed 
but our method provides insufficient information in this 
case. 
Numerical experiments indicate that the solution to 
the Floquet system (2.1) can be computed by our algorithm 
with accuracy somewhat improved over that of the standard 
method. 
The algorithm may also be more time consuming since 
more calculations are required to compute a fundamental 
matrix rather than a single solution. However, our method 
will be much more efficient over a large time interval. 
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