Introduction {#s1}
============

Understanding the mechanisms that pertain to the function of working memory (WM) is a fundamental and still open problem in neuroscience. WM is considered to have a key-role in higher-level cognitive processes such as decision making (Toth and Lewis, [@B61]), reasoning (Ruff et al., [@B51]), and recognition (Bledowski et al., [@B10]), since it is in charge of holding and simultaneously manipulating a small amount of information stored in the mind for a limited period of time for further processing. WM processing is considered to be governed by two functions, namely the phonological loop, and the visuo-spatial sketchpad (Baddeley and Hitch, [@B5]). Various studies have shown that the visuo-spatial sketchpad can be further separated depending on the task ("what" and "where" pathways) (Goodale et al., [@B25]). Furthermore, it has been shown that the mechanism of visuo-spatial WM retains complete motor programs that could either be executed or not (Awh and Jonides, [@B4]). It has been proposed that this dissociation for movement planning and visual processing for perception is present only when reaching and grasping of objects is performed in real time (Goodale and Westwood, [@B26]). Various studies that typically employ the S1--S2 paradigm have demonstrated the distinction of object vs. location information in spatial WM (see the review in Zimmer, [@B67]).

However, up to date, the question whether there are separate spatial WM processing streams in the brain for movement vs. spatial perception has not been resolved. In a recent study (Smyrnis et al., [@B56]) we tried to address this issue using scalp electroencephalographic recordings (EEG). The experiment involved memory and non-memory conditions on two tasks: one in which the spatial location of the target served as a goal for a 2D pointing movement (movement task) and one in which the spatial location of the target served as the onset of a perceptual yes/no decision (change detection task). We showed that there was a significant increase of the movement-related memory signal compared to the change detection-related memory signal in the central midline area in β and γ bands. Yet, the time-frequency analysis failed to identify in any region the opposite effect, namely an increase in the memory specific signal for the change detection task compared to the movement task, that would suggest a double dissociation for the two visuo-spatial WM processing streams (motor and perceptual). In a similar experiment (Srimal and Curtis, [@B59]), it has been compared the brain activity during a memory-guided saccade task between perceptual and motor spatial WM using fMRI. The authors reported no differences in the fronto-parietal network that was activated for both tasks.

In the current study, we make a step change and provide evidence that visuo-spatial information can be fully dissociated between different tasks (movement-planning vs. perceptual/change detection) and memory conditions (memory vs. non-memory). For that purpose, we calculated the functional directed connectivity networks between the recording sites via spectral Granger causality (GC) analysis. Spectral GC was employed to identify directions, strengths and frequencies of interactions between time-series on a set of 56 EEG electrodes.

Materials and methods {#s2}
=====================

Experimental procedure
----------------------

Four types of trials were performed by ten right-handed volunteers (seven men and three women) between the ages of 29 and 44 (mean age of 35) in a randomized order as described in a previous study (Smyrnis et al., [@B56]). All participants had no history of major medical or psychiatric illness and had normal or corrected-to-normal vision. They were fully informed about the experimental procedure and gave written informed consent. The study protocol was approved by the Aeginition Hospital Ethics committee and conformed to the 2013 WMA Declaration of Helsinki. For the sake of completeness of the presentation, we also describe it here briefly (see also Figure [1](#F1){ref-type="fig"}). At the beginning of each trial, a small circle was presented at the center of the monitor. The color of the circle was either blue indicating that the trial would be completed by making a pointing movement (movement task), or red indicating that the trial would be completed by pressing one of two buttons giving a yes/no response (change detection task). At the end of the baseline period which lasted randomly between 1500 and 2500 ms, a target was presented at one of 36 (equally distributed around 360° of an invisible circle) peripheral locations. After 250 ms (duration of target presentation) the background monitor color changed again either masking the peripheral target (memory condition) or allowing the target to remain visible (non-memory condition). After a delay period that varied randomly between 3500 and 4500 ms, the central circle disappeared; this served as a "go" signal for initiating a response.

![**Schematic of the experimental procedure**. **(A)** Movement-memory task (M-M), **(B)** Movement-non memory task (M-NM), **(C)** Change detection-memory task (CD-M), **(D)** Change detection-non memory task (CD-NM).](fncom-08-00146-g0001){#F1}

For the movement task, the subjects had to simply place the cursor as fast as possible on the peripheral target disk by moving a joystick. For the change detection task, a second peripheral target appeared either at the same location as before (with 0.5 probability) or at another location and remained visible for 250 ms. Subjects had to press the "yes" vs. the "no" button depending on whether they perceived that the second target was at the same or different location as the first target. To summarize, we had four trial types: (1) movement-memory (M-M) (Figure [1A](#F1){ref-type="fig"}), (2) movement-non-memory (M-NM) (Figure [1B](#F1){ref-type="fig"}), (3) change detection-memory (CD-M) (Figure [1C](#F1){ref-type="fig"}), and (4) change detection-non memory (CD-NM) (Figure [1D](#F1){ref-type="fig"}).

For the recordings we used 56 scalp EEG electrodes. Horizontal and vertical eye movements were recorded using an infrared eye tracking system (IRIS SKALAR) attached to the head. The EEG and IRIS infrared analog signals were sampled at 1024 Hz using a data acquisition analog to digital card. The EEG signal recording for each trial began after the first 1000 ms of the baseline period and lasted until 1000 ms after the go signal and the beginning of the response period. During the recording session, the subject\'s head was immobilized with two side bars and a chin rest. The same A/D card sampled the X, Y signals that were produced from the analog joystick, as well as the TTL pulse signals of the joystick buttons used for the yes/no change detection response. The X, Y signal of the joystick was used to record the pointing movement trajectory from the central to the peripheral target. The time period from the "go" signal until the cursor was out of the central target was recorded as the RT for the movement trials. The time period from the "go" signal until the button press was recorded as the RT for the change detection trials. Each trial type was performed 72 times. The analysis of the EEG data was confined to 4.6 s (0.85 s baseline, 0.25 s target presentation and 3.5 s delay period).

Data pre-processing
-------------------

A total of 2880 trials were recorded, but we rejected 761 of them based on behavioral and electrophysiological criteria. As we described in a previous study (Smyrnis et al., [@B56]), the behavioral criteria that leaded to trial-rejection were: (1) reaction time below 100 ms or above 1500 ms and/or cursor exiting the center target at any time during baseline, target presentation and delay period; (2) directional error for the final endpoint of the movement (movement task) more than 30° clockwise or counter clockwise from the direction of the peripheral target and distance error larger than 60 pixels (1.4 inches) from the center of the peripheral target either overshooting or undershooting the peripheral target; (3) no button press after the "go" signal (change detection task). Using these criteria, 259 trials (9%, range for all subjects: 2.5--20%) were removed. The electrophysiological criteria that leaded to trial rejection were: (1) contamination of the EEG signal by the gross artifact (based on visual inspection of the signals); (2) trials in which the eyes during the baseline and delay periods did not remain fixed on the central target (based on the visual inspection of the electro-ocular signal recordings). Using these criteria, another 502 trials were removed (17.4%, range 0.5--31% for all subjects).

We also performed baseline-correction by subtracting from each EEG signal the mean of the first 250 ms of the baseline period. Overall, we ended up with 40 datasets (10 subjects × 4 trial types) of 56 multi time-series.

Spectral GC analysis
--------------------

Over the last years, GC analysis (Granger, [@B28]) has been applied in several studies, mainly in fMRI (see e.g., Roebroeck et al., [@B49]; Rypma et al., [@B52]; Sridharan et al., [@B58]; Florin et al., [@B20]; Gao et al., [@B23]; Hamilton et al., [@B30]; Liao et al., [@B39]; Miao et al., [@B41]; Zhou et al., [@B66]; Al-Aidroos et al., [@B2]; Tang et al., [@B60]; Wen et al., [@B62]; Wu et al., [@B63]; Zhang and Li, [@B65]; Sabatinelli et al., [@B53]; Yang and Shu, [@B64]) and (considerably fewer) in EEG (Chávez et al., [@B16]; Hesse et al., [@B32]; Gow et al., [@B27]; Keil et al., [@B35]; Dauwels et al., [@B17]; Barnett and Seth, [@B6]; Barrett et al., [@B7]; Nicolaou et al., [@B43]; de Tommaso et al., [@B18]; Wu et al., [@B63]).

Here, we employed the so-called spectral GC (Brovelli et al., [@B15]; Ding et al., [@B19]; Dauwels et al., [@B17]; Barrett et al., [@B7]) in sliding time-windows to construct the functional (causal) connectivity networks for all trial types in time-frequency domain. Spectral GC measures the proportion of power of a signal *x*, at a given frequency ω, that derives from its interaction with a signal *y* (Barrett et al., [@B7]) via: $F_{y\rightarrow x}(\omega) = \ln\left( {1 + \frac{H_{xy}(\omega)\sigma_{yy}\text{H}_{xy}^{\ast}(\omega)}{H_{xx}(\omega)\sigma_{xx}\text{H}_{xx}^{*}(\omega)}} \right)$.

In the above equation, *H* is the inverse of the transfer matrix (i.e., the Fourier-transformed matrix of the model coefficients) and σ~xx~, σ~yy~ are the diagonal elements of the covariance matrix of residuals. More precisely, *H* is calculated via: $H(\omega) = inv\lbrack A(\omega)\rbrack = inv\left\lbrack {I - {\sum_{k\mspace{2mu} = \mspace{2mu} 1}^{p}{\left( e^{- i2\pi\omega t_{0}} \right)^{k}A_{k}}}} \right\rbrack$, where *A~k~* are the model coefficients of the generalized Auto-Regressive model in time domain $(X(t) = {\sum_{k\mspace{2mu} = \mspace{2mu} 1}^{p}{A_{k}X(t - kt_{0}) + E_{x}(t))}}$, with *p* being the number of lags included in the Multivariate Regression model (Blinowska et al., [@B11]). Then, the covariance matrix of residuals is calculated via: $\Sigma \equiv \begin{pmatrix}
\sigma_{xx} & \sigma_{xy} \\
\sigma_{yx} & \sigma_{yy} \\
\end{pmatrix} = cov\begin{bmatrix}
{E_{x}(t)} \\
{E_{y}(t)} \\
\end{bmatrix}$, where *E~x~*(*t*) and *E~y~*(*t*) are the residual errors of the AR model in time domain.

The number of lags *p* defines the Auto-Regressive model-order and is obtained using the Akaike Information Criterion (AIC) (Akaike, [@B1]) or the Bayesian Information Criterion (BIC) (Schwarz, [@B54]). Provided that BIC is considered to result to a better fit for neural applications compared to the AIC (Seth, [@B55]), we determined at each sliding-window the model order by minimizing the relation: $BIC(p) = 2\log\lbrack\det(\widetilde{\Sigma})\rbrack + \frac{2n^{2}p\log N_{total}}{N_{total}}$, where *n* is the number of variables, *N~total~* the total number of data points and $\widetilde{\Sigma}$ the prediction error covariance matrix which is given by the equation $\widetilde{\Sigma} = R(0) + {\sum_{k\mspace{2mu} = \mspace{2mu} 1}^{p}{\hat{A}(k)R_{x}(k);\hat{A}(k)}}$; Â(*k*) contains the parameters of the MVAR model and can be estimated directly from the autocorrelation function of its output $R_{x}(k) = E\lbrack x(n)x^{T}(n + k)\rbrack$ by solving the multivariate Yule-Walker equations (Pereda et al., [@B46]; Krumin and Shoham, [@B37]): $\sum_{k\mspace{2mu} = \mspace{2mu} 1}^{p}{\hat{A}(j)R_{x}(i - k) = - R_{x}(i),1\, \leq \, i\, \leq \, p}$.

At this point, we should note that according to the above formulation, *p* could be different at each sliding-window; here it was allowed to range between 1 and 20. The derived values of *p* ranged between 3 and 7 with a mean value of 4. All the values of the model order are in accordance with those found in previous studies and implementations of the method (e.g., Keil et al., [@B35]; Barnett and Seth, [@B6]; Nicolaou et al., [@B43]).

Finally, we should note that a necessary condition for the correct application of the method is the stationarity of the signals. The fact that we used a sliding-window approach facilitates the fulfillment of this requirement and also allows us to reveal any time-varying causal interactions. More precisely, we selected overlapping windows of 440 samples range (\~430 ms) with a time sliding step corresponding to 44 samples (\~43 ms). The selection of the time window was a compromise between the requirement for stationarity, time and frequency resolution. Thus, we ended up with 75 sliding-windows (8 in baseline, 1 in trigger presentation and 66 in delay period). Then, at every sliding-window we performed differencing (i.e., *x*(*t*)′ = *x*(*t*) − *x*(*t* − 1)) to ensure stationarity. The stationarity was tested by means of Kwiatkowski--Phillips--Schmidt--Shin test at a critical level of 0.01 (Kwiatkowski et al., [@B38]).

To test whether the derived GC pairwise values across frequencies were significant, we adopted a random permutation approach (Brovelli et al., [@B15]; Bollimunta et al., [@B12]). More specific, we constructed via time-replacement 100 surrogate data and calculated their GC values. We accepted as significant only the GC values that were higher from the 95% of the GC values of the surrogate data. Here, false discovery rate approximation was used in order to address the problem of multiple comparisons. All the above calculations were performed using Seth\'s GC Connectivity Analysis toolbox implemented in MATLAB (Seth, [@B55]).

Finally, due to the large quantity of datasets, the computational demands were significantly high and for that reason we used a 48 Quatro Core LINUX cluster with 3.2 GHz Intel Xeons and 4 GB RAM, for the parallelization of the procedure.

Data analysis
-------------

The proposed analysis provided us, at each sliding-window, with a 56-dimensional matrix containing significant pairwise directed GC values, for each frequency in the range of \[1, 45\] Hz. The first step was to coarse-grain our data into frequency bands and thus obtain the so-called "band-limited GC" (Barrett et al., [@B7]) via: $F_{y\rightarrow x}(\omega_{1},\omega_{2}) = \frac{1}{\omega_{2} - \omega_{1}}{\int_{\omega_{1}}^{\omega_{2}}F_{y\rightarrow x}}(\omega)d\omega,\text{with }\lbrack\omega_{1},\omega_{2}\rbrack$, with \[ω~1~, ω~2~ \] being the frequency range of each frequency band. Results were obtained at δ (1--4 Hz), θ (4--7 Hz), α (8--12 Hz), β (13--30 Hz) and γ (30--45 Hz) band. To sum up, (for every sliding-window, subject, trial type and frequency band) we derived the significant (non-zero) GC values between all nodes (channels). Having calculated these GC values we proceeded by testing whether the GC values in the delay period differ significantly from those in the baseline period. For this purpose we applied the non-parametric Wilcoxon test (with the significant threshold set at 0.02). The statistical test was performed at each sliding-window; to accommodate the problem of multiple comparisons in time we applied the so called cluster-based permutation algorithm (Maris and Oostenveld, [@B40]). Here, we used 200 permutations of the original data GC series. Firstly, we calculated the length of the sequential significant GC values of the original data. We then performed the non-parametric Wilcoxon test for each one of the 200 permutations, and rejected the sequential points of the original data as noise when their length was smaller than the 98% of the length distribution of the significant permuted sequential points.

For each one of the trial-types, we constructed the binary directed causal networks with edges obtained by the significant different from the baseline sequential GC values: for each specific task and condition, at each sliding window if the distribution (over subjects) of GC values between a pair of electrodes was determined to significantly differ from the one of the baseline then this connection was set to 1, zero otherwise. Here, at each sliding-window, we calculated the total degree of each resulted network.

We then proceeded with the implementation of a non-parametric Wilcoxon test at each sliding-window and frequency band to test whether there are significant differences in GC distributions (over subjects) in four planned comparisons between the trial types, namely, M-M vs. M-NM, CD-M vs. CD-NM, M-M vs. CD-M and M-NM vs. CD-NM. To adjust the problem of multiple comparisons, the resulting p-values were corrected using the false discovery rate (FDR) with *p* \< 0.05 (Benjamini and Hochberg, [@B8]; Benjamini and Yekutieli, [@B9]; Groppe et al., [@B29]). This test resulted to eight binary directed networks whose connections represent statistically significant differences for the above mentioned planned comparisons.

For visualization purposes, the construction of those significant difference networks was as follows: assuming the comparison of two trial types A and B (e.g., M-M and CD-M), we tested for significant differences with respect to the distribution of GC values for each pair of electrodes, in both directions. For each direction, if the median of the distribution of GC values in A was significantly greater that the median of the distribution of GC in B then we assigned (as a convention) a (+1) flag to that directed connection; else if the median of the distribution of GC values in B was significantly greater that the median of the distribution of GC in A then we assigned a (−1) flag to that directed connection. In this manner we were able to extract the significant different "prevailed" networks: the network of A (B) trial type exhibiting statistically significant greater GC values (links) compared to the corresponding GC values of B (A) trial type. For visualization purposes, for each one of the four comparisons, we depict in the same topographic map the node degrees for each one of the significant different networks which were constructed with the above procedure.

Results {#s3}
=======

Figure [2](#F2){ref-type="fig"} depicts for each one of the five frequency bands (δ, θ, α, β, and γ) the evolution of the total degree of the GC networks for each trial type.

![**Temporal evolution of the total degree of the binary networks whose connections represent statistically significant differences between the GC distributions of the delay and baseline period across frequency bands**. Four characteristic time intervals are marked with gray bars.](fncom-08-00146-g0002){#F2}

Within each trial-type, the temporal patterns of network total degrees for δ, θ, α, and β bands share common qualitative characteristics. In these frequency bands, the total network degree for the memory condition for both tasks (movement and change detection) was larger than the total degree of the corresponding non-memory condition. For the movement task, this difference was observed for a period of \~800 ms (in the interval \[0.9--1.7\] s) with a peak around 1 s (gray bar 2). For the change detection task, the total degree was bigger in the memory condition, over three smaller time intervals lasting \~250 ms each. These differences were profound early (gray bar 1), in the middle (gray bar 3) and late (gray bar 4) during the delay period (intervals \[0.5, 0.75\] s, \[1.15, 1.4\] s, \[2.2, 2.45\] s, respectively).

The top Figures [3](#F3){ref-type="fig"}--**7** show the total degree for each binary network of significant differences between M-M and M-NM, CD-M and CD-NM, M-M and CD-M, M-NM and CD-NM across frequency bands. These results confirmed that the total degree of the causal connectivity networks over time during the delay period was significantly different across the four planned comparisons. As it is shown, significant differences were present at all frequency bands although they were more prominent at δ, θ, α, and β and less so at γ band.

![**δ band (1--4 Hz)**. **Top**: Temporal evolution of the total degree of the networks whose connections represent statistically significant differences in the GC distributions for each pair of electrodes, across four planned comparisons, namely, M-M vs. M-NM, CD-M vs. CD-NM, M-M vs. CD-M and M-NM vs. CD-NM trial types. Four characteristic time intervals are marked with gray bars (1: \[0.5, 0.75\] s, 2: \[0.9, 1.15\] s, 3: \[1.25, 1.5\] s, 4: \[2, 2.25\] s). **Bottom**: Topographic maps of node degrees of the statistically different networks resulted from the four planned comparisons, within each one of the characteristic time intervals.](fncom-08-00146-g0003){#F3}

We also depict topographic maps, for four characteristic time periods as marked with gray bars in the corresponding top figure, of the node degrees for each one of the significant different networks which were constructed with the procedure described in the methods section. These maps depict the spatial distribution of the average significant differences, over the corresponding time periods and were created with the aid of FieldTrip (Oostenveld et al., [@B44]). The M-M trials exhibited significantly higher degree nodes at the central and left frontal electrodes as well as right-parietal electrodes compared to the M-NM trials. The CD-M trials exhibited higher degree nodes at central, right frontal and occipital electrodes compared to the CD-NM trials. The significant difference in the spatial topography of the memory networks for both tasks is revealed in the comparison between the M-M and CD-M trial types for all frequency bands. It should be noted here that these different (mostly non-overlapping) topographic patterns were related specifically to the memory conditions since the corresponding comparison between the M-NM and CD-NM trial types did not reveal analogous pattern formations.

Quantitatively, compared to the lower frequency bands (δ and θ, Figures [3](#F3){ref-type="fig"}, [4](#F4){ref-type="fig"}), the differences in the networks were larger in α (Figure [5](#F5){ref-type="fig"}) and profoundly in β (Figure [6](#F6){ref-type="fig"}) band. At γ band, no profound differences were observed (Figure [7](#F7){ref-type="fig"}).

![**θ band (4--8 Hz)**. **Top**: Temporal evolution of the total degree of the networks whose connections represent statistically significant differences in the GC distributions for each pair of electrodes, across four planned comparisons, namely, M-M vs. M-NM, CD-M vs. CD-NM, M-M vs. CD-M and M-NM vs. CD-NM trial types. Four characteristic time intervals are marked with gray bars (1: \[0.5, 0.75\] s, 2: \[0.9, 1.15\] s, 3: \[1.25, 1.5\] s, 4: \[2, 2.25\] s). **Bottom**: Topographic maps of node degrees of the statistically different networks resulted from the four planned comparisons, within each one of the characteristic time intervals.](fncom-08-00146-g0004){#F4}

![**α band (8--12 Hz)**. **Top**: Temporal evolution of the total degree of the networks whose connections represent statistically significant differences in the GC distributions for each pair of electrodes, across four planned comparisons, namely, M-M vs. M-NM, CD-M vs. CD-NM, M-M vs. CD-M and M-NM vs. CD-NM trial types. Four characteristic time intervals are marked with gray bars (1: \[0.5, 0.75\] s, 2: \[0.9, 1.15\] s, 3: \[1.25, 1.5\] s, 4: \[2, 2.25\] s). **Bottom**: Topographic maps of node degrees of the statistically different networks resulted from the four planned comparisons, within each one of the characteristic time intervals.](fncom-08-00146-g0005){#F5}

![**β band (12--30 Hz)**. **Top**: Temporal evolution of the total degree of the networks whose connections represent statistically significant differences in the GC distributions for each pair of electrodes, across four planned comparisons, namely, M-M vs. M-NM, CD-M vs. CD-NM, M-M vs. CD-M and M-NM vs. CD-NM trial types. Four characteristic time intervals are marked with gray bars (1: \[0.5, 0.75\] s, 2: \[0.9, 1.15\] s, 3: \[1.25, 1.5\] s, 4: \[2, 2.25\] s). **Bottom**: Topographic maps of node degrees of the statistically different networks resulted from the four planned comparisons, within each one of the characteristic time intervals.](fncom-08-00146-g0006){#F6}

![**γ band (30--45 Hz)**. **Top**: Temporal evolution of the total degree of the networks whose connections represent statistically significant differences in the GC distributions for each pair of electrodes, across four planned comparisons, namely, M-M vs. M-NM, CD-M vs. CD-NM, M-M vs. CD-M and M-NM vs. CD-NM trial types. Four characteristic time intervals are marked with gray bars (1: \[0.5, 0.75\] s, 2: \[0.9, 1.15\] s, 3: \[1.25, 1.5\] s, 4: \[2, 2.25\] s). **Bottom**: Topographic maps of node degrees of the statistically different networks resulted from the four planned comparisons, within each one of the characteristic time intervals.](fncom-08-00146-g0007){#F7}

Figure [8](#F8){ref-type="fig"} illustrates characteristic snapshots of the resulting directed functional networks for the M-M and CD-M trial types taken at the maxima of the corresponding total degrees of α band (Figure [8A](#F8){ref-type="fig"}) and β band (Figure [8B](#F8){ref-type="fig"}). As it is shown, the connectivity of the M-M differs vastly from that of CD-M (actually they are mostly non-overlapping). In the case of M-M there is an apparent coarse flow from the frontal to the parietal nodes. On the other hand, the functional connectivity of the CD-M is characterized by a coarse flow from occipital and parietal to central and frontal areas.

![**Characteristic snapshots of the directed functional causal connectivity networks for the movement-memory (M-M) and change detection-memory (CD-M) trial types for: **(A)** α band at \~1 s for the M-M and at \~1.3 s for the CD-M, **(B)** β band at \~0.9 s for the M-M and at \~1.3 s for the CD-M**. Left column corresponds to M-M and right column to CD-M. The directed connections are colored with red, black and blue depending from which area are originated (frontal, central and parietal, respectively).](fncom-08-00146-g0008){#F8}

Discussion {#s4}
==========

Comparison with previous studies
--------------------------------

This study addressed the question whether there are separate spatial WM processing streams in the brain for movement vs. spatial perception using two memory tasks. In our previous study using the same data set (Smyrnis et al., [@B56]) we examined the behavioral performance of these two memory tasks and showed that the memorization of the target location in the movement and the change detection tasks did not have any different effect on reaction time or loss of spatial accuracy, thus favoring the hypothesis of a common mechanism of spatial WM as these tasks are concerned. Amplitude spectrum analysis of the EEG, in that same study (Smyrnis et al., [@B56]) revealed that the α (8--12 Hz) band signal was smaller while the β (13--30 Hz) and γ (30--45 Hz) band signals were larger in the memory compared to the non-memory condition. The α band signal difference was confined to the frontal midline area; the β band signal difference extended over the right hemisphere and midline central area and the γ band signal difference was confined to the right occipito-parietal area. Importantly, both in β and γ bands, we observed a significant increase of the movement-related compared to the perceptual-related memory specific amplitude spectrum signal in the central midline area. The amplitude spectrum analysis of the EEG signal though failed to detect the opposite effect, namely an increase in the memory specific signal for the change detection task compared to the movement task that would provide evidence for a double dissociation.

The same question of separate processing streams for perception and movement in spatial WM has been addressed before (Srimal and Curtis, [@B59]), but with two important differences: firstly the movement to be performed at the memorized spatial location was a saccade and not an arm pointing movement and secondly, the measurement of the BOLD signal of fMRI instead of the EEG signal. Again, the analysis did not show differences in the amplitude of the BOLD signal that was similarly increased for the change detection and the saccadic movement task during the delay period in a fronto-parietal network.

The major difference of the two previous studies mentioned above and the present study is that these studies measured the amplitude of the brain signals during the memory delay period in the two tasks of spatial WM, whether that being EEG signals (Smyrnis et al., [@B56]) or hemodynamic response signals (BOLD) (Srimal and Curtis, [@B59]). In this study, instead of looking at the amplitude signals *per se*, we measured the connectivity patterns of these signals using spectral GC. Using this method, a double dissociation of spatial WM for movements and perception was revealed following the dissociation of vision for perception and vision for movement that was described in the introduction. This clear dissociation emerged at the level of functional connectivity both in time and in space.

Functional connectivity network for the memory movement task
------------------------------------------------------------

Memorizing a target location for the planning and execution of a pointing movement resulted in the emergence of a robust pattern characterized by relatively higher (compared to the non-memory condition) total network degree extending over the first 2 s of the delay period. The pattern of significant node degrees occupied mainly the frontal and right-parietal areas. This network modulation was evident for all frequency bands but was most evident in β band and least evident in γ band. The functional connectivity networks of the M-M trial types revealed an apparent coarse flow from frontal to parietal area suggesting that the parietal area might be essential to the continuous updating of the memorized motor plan for the upcoming movement. In line with this hypothesis we have shown in a previous study (Smyrnis et al., [@B57]) that transcranial brain stimulation of the parietal but not prefrontal cortex in healthy human volunteers early during the memory delay period resulted in the disruption of the memorized movement plan (lower accuracy of the upcoming movement).

Functional connectivity network for the change detection task
-------------------------------------------------------------

Memorizing a target location for the performance of a change detection task also resulted in the emergence of a robust pattern characterized by higher network degrees compared to the non-memory condition. Here, the increase in the total network degree followed a very different temporal evolution compared to that observed for the memorization process in the pointing movement task. Three distinct peaks were observed occurring early, in the middle and late during the delay period. The topography of the node degrees for the CD-M was also clearly different from that observed for the M-M. Higher degree nodes were now observed mainly at occipital, central and right frontal areas. The particular network modulation was again evident for all frequency bands but was most evident in β band and least evident in γ band.

Functional connectivity networks for the CD-M trial type revealed a very different network organization exhibiting a coarse flow from occipital and parietal to central and frontal areas. In this task, the location of the target had to be maintained in WM to serve for a decision process after the delay period. This decision is based on an abstract stimulus response mapping rule where the subject has to respond yes (by pressing one button) if the S2 target location matches the S1 target location, or no (by pressing another button) if S2 does not match S1. Then this is a delayed matching to sample task where the prefrontal cortex is crucial for maintaining both the stimulus location information and the information about the rule for responding (Fuster, [@B22]; Owen, [@B45]; Petrides, [@B47]; Zimmer, [@B67]; Michels et al., [@B42]). A flow of information from occipital and parietal to the frontal areas might serve the continuous updating of this information in the frontal areas during the delay period.

Network hypothesis for spatial WM
---------------------------------

We believe that our results favor the hypothesis of the brain function as a network of neural structures that organizes depending on the task-specific demand (Postle, [@B48]; Zimmer, [@B67]). In this view, there is no specific subsystem dedicated to spatial WM. Instead, we could speak of different tasks (change detection or pointing movement) with specific demands. Each one of these tasks is associated with mental operations running on representations. These operations are realized by specific neural networked structures that are domain-specific (Zimmer, [@B67]).

An important issue that deserves further discussion is that the study of WM functions is fruitful if one views these mental operations as being the result of activation of specific spatio-temporal brain networks (Zimmer, [@B67]). This view is within the general frame of looking at the brain as a connectome, a frame that is becoming increasingly popular in functional neuroimaging (Hesse et al., [@B32]; Bressler et al., [@B14]; Friston, [@B21]; Amini et al., [@B3]; Havlicek et al., [@B31]; Joyce et al., [@B34]; Rubinov and Sporns, [@B50]; Bressler and Seth, [@B13]; Jiao et al., [@B33]; Krueger et al., [@B36]; Zuo et al., [@B68]; Ge et al., [@B24]). The use of GC as a method to reveal the spatio-temporal functional connectivity patterns in EEG signals during the performance of cognitive tasks seems to be very promising in this domain. Over the last few years there is an increasing interest in studying the dynamics of brain cognitive processes using GC methodologies \[see for example in EEG data, (Gow et al., [@B27]; Keil et al., [@B35])\].

Conclusion {#s5}
==========

This study showed that the spatial WM for locations can be dissociated to distinct spatio-temporal functional causal connectivity networks of EEG activity depending on whether the memorized spatial location will be used for a perceptual change detection task or whether the spatial location will be the target for a pointing arm movement. Thus, the successful use of GC for the identification of these distinct network patterns that could potentially serve as "functional biomarkers" suggests that this method could be a powerful tool to study complex cognitive functions using scalp recorded EEG in both healthy subjects and patients with neuropsychiatric disorders.
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AIC

:   Akaike Information Criterion

BIC

:   Bayesian Information Criterion

CD-M

:   Change detection-memory

CD-NM

:   Change detection-non memory

EEG

:   Electroencephalography

fMRI

:   functional Magnetic Resonance Imaging

GC

:   Granger causality

M-M

:   Movement-memory

M-NM

:   Movement-non memory

WM

:   Working memory.

[^1]: Edited by: Viktor Jirsa, Aix-Marseille University, France

[^2]: Reviewed by: Andrea Brovelli, Centre National de la Recherche Scientifique, France; Jesus M. Cortes, Biocruces Health Research Institute, Spain

[^3]: This article was submitted to the journal Frontiers in Computational Neuroscience.
