Abstract-A variety of methods have been applied to the inverse scattering problem for breast imaging at microwave frequencies. While many techniques have been leveraged toward a microwave imaging solution, they are all fundamentally dependent on the quality of the scattering data. Evaluating and optimizing the information contained in the data are, therefore, instrumental in understanding and achieving optimal performance from any particular imaging method. In this paper, a method of analysis is employed for the evaluation of the information contained in simulated scattering data from a known dielectric profile. The method estimates optimal imaging performance by mapping the data through the inverse of the scattering system. The inverse is computed by truncated singular-value decomposition of a system of scattering equations. The equations are made linear by use of the exact total fields in the imaging volume, which are available in the computational domain. The analysis is applied to anatomically realistic numerical breast phantoms. The utility of the method is demonstrated for a given imaging system through the analysis of various considerations in system design and problem formulation. The method offers an avenue for decoupling the problem of data selection from the problem of image formation from that data.
Inverse scattering techniques provide a quantitative estimation of a spatial profile of dielectric properties over an imaging region [4] and can account for the scattering responses of both malignant and healthy fibroglandular tissue structures-both of which have high contrast against a background of adipose tissue. However, inverse scattering systems for breast imaging are often designed for frequencies in the UHF band (0.3 to 3 GHz), since signal to noise levels and inverse solution efficiencies tend to become more onerous at higher microwave frequencies. The longer wavelengths of the UHF band scatter less efficiently from the millimeter-scale fine details of the connective, ductal, and glandular tissue structures in the breast. The resulting loss of imaging resolution has led to the investigation of techniques and algorithms capable of overcoming the nonlinearity of the scattering while improving image resolution and preserving the boundaries between adjacent tissue types (see, e.g., [5] [6] [7] [8] [9] ).
While there is a considerable amount of contemporary research into imaging techniques that can be used to reconstruct the breast profile from the scattering data (see, e.g., [10] [11] [12] [13] [14] [15] ), there is comparatively little qualification of the data itself. The information available from the data is typically considered only indirectly by the evaluation of a final image that is obscured by unrelated uncertainties and errors. Such evaluations need not be made indirectly, as there are two relatively distinct technical components to the microwave imaging problem. The first is the design of the measurements and the formulation of the inverse problem from the resulting data; the second is the selection and development of an imaging method to efficiently and accurately image the breast from that data. It is natural, then, to decouple these two components to ensure that the success of an imaging algorithm is not hindered by poor choices in data selection or problem formulation.
Many prior contributions have considered the fundamental limitations of scattering data in the reconstruction of an unknown object or source profile. Slaney et al. [16] showed the limitations of the Born and Rytov field approximations in microwave tomography. Bucci and Franceschetti [17] , [18] studied the degrees of freedom and band-limitation of scattered fields with finite measurement precision and investigated the maximum number of recoverable unknowns for radiative-region scattered field observations [19] . Hori [20] presented an analysis method for geophysical inverse problems in which Green's function is spectrally decomposed and the inverse problem is evaluated by a truncated set of eigenfunctions. The use of singularvalue decomposition (SVD) in the evaluation of ill-posed inverse problems is described in detail by Hansen [21] . Singular-value analysis has been used previously in the study of microwave imaging. Fang et al. [22] used SVD to evaluate the effect of various design parameters on the invertibility of the microwave imaging problem. The study was limited to a 2-D background region for which the singular spectrum of the scattering matrix was used to compare the degree of ill posedness of the inverse problem as a parameter of interest was varied. Winters et al. [23] used SVD to create a custom spatial basis for the solution that was preregularized to remove basis functions that would not be resolved by the illumination. Crocco and Litman [24] studied the information available in a metal-encased imaging apparatus by evaluating the SVD of the scattering operator.
In this paper, we apply a truncated SVD (TSVD) method of analysis in order to decouple the obfuscating issues arising in the solution of nonlinear inverse problems from the evaluation of the quality of the scattering data with respect to system design and problem formulation. The nonlinearity of the problem is avoided by making use of a priori knowledge of the exact fields over the object region. The problem is then linearized without resorting to field approximation. The exact fields are readily available from electromagnetic simulations when studying test objects in a purely computational environment. Our MRI-derived, 3-D numerical breast phantoms [25] , [26] , therefore, offer ideal test cases for the analysis. These high-fidelity numerical phantoms are realistic in tissue distribution and incorporate dielectric properties data from a thorough study on the microwave properties of normal breast tissue, allowing for the simulated acquisition of realistic data. We compute the vector fields and tensor Green's functions for the breast phantoms using finite-difference timedomain (FDTD) simulations. The imaging region is illuminated by electrically short current sources for each orthogonal linear polarization. A system of scattering equations is constructed and then evaluated using the controlled regularization of the TSVD inversion. The TSVD analysis provides a systematic investigation of the quality and quantity of information contained in the scattering data and the performance relative to various system design considerations. Specifically, we investigate single-frequency formulations, multiple-frequency formulations, approximated-field formulations, channel selection, and noise performance. The method provides both an illustration and quantification of the potential imaging performance for a given scenario. Comparative results may be used as a guide in the design of the measurement system and formulation of the inverse problem. Projected images from the TSVD analysis may be used as a reference for evaluating practical imaging performance.
In the next section, we provide a brief background for electromagnetic inverse scattering and TSVD analysis. In Section III, the details of the analysis are presented in the context of the microwave breast imaging problem. The test phantoms are presented in Section IV, and in Section V, the analysis is applied to the phantoms. A discussion of the analysis and the results follows in Section VI and the investigation is concluded in Section VII.
II. BACKGROUND
We focus our attention in this investigation to breast imaging using methods of electromagnetic inverse scattering. In general, inverse scattering techniques reconstruct an estimate of the dielectric properties of an unknown object by inverting a system of equations describing electromagnetic scattering in the presence of an unknown object. In this section, we briefly review the object-scattering relationship and the general form of the inverse problem.
Let an imaging target in a known background of complex wavenumber k b be described by an unknown spatial distribution, over a finite volume V, of the complex wavenumber k(r) where r is a position vector. Let E b be the incident field over V in a known background, let E t be the total field in V in the presence of the object to be imaged, and define the scattered field as
Given a tensor Green's function solution for the background profile G b a frequency domain integral equation is available to express the electromagnetic scattering from an object, due to a source at r src and observed at r obs , in terms of the unknown wavenumber contrast
The electromagnetic scattering relationship is notably characterized by its nonlinearity due to the dependence of the total field E t on the unknown object profile k(r). In this paper, we avoid the nonlinearity by exploiting the computational availability of exact total fields.
The scattering data E s are the difference between measurements of the total field and measurements or computations of the background field. Measurements are collected over a set of spatial channels (selections of source and observation point pairs) and over a set of frequency channels (selections of source frequencies), resulting in a system of equations in the unknown wavenumber, in which each equation is formed as in (1) . Since continuous closed-form inverse operators are unavailable for the general scattering problem, the scattering equations are typically discretized over a finite spatial basis, yielding a system of linear equations composed of an M × N scattering matrix A an N × 1 vector x of the unknown contrast function, and an M × 1 a vector of scattered field data b. In the basic formulation, M is the number of channel measurements and N is the number of spatial basis functions in the discretization. While the selection of field data, the choice of unknown parameters, and use of simplifying assumptions may vary, we will refer to any particular formulation of the linear problem in the generic form Ax = b.
Both linear and nonlinear inverse problems are often posed as a minimization of a cost function having the general form
where the residual error Ax − b is minimized over a selected norm and a penalization term p (x) is added or multiplied (cf. [7] and references therein) in an amount controlled by a tuning parameter λ to encourage or discourage certain solutions based on a priori assumptions about desirable solution characteristics. The residual term represents the phenomenological cost (i.e., how well the the scattering model and the estimate of the object predict the physical scattering phenomena of the true object), while the penalization term represents the presumptive cost (i.e., how well the estimate of the object agrees with known features of the true object).
In this paper, we are specifically interested in comparatively evaluating the phenomenological cost of the problem, since higher quality images will result from any approach to the solution of (2) which operates on superior data. We wish to evaluate the information available from the scattering data b and the ability of the formulation of A to estimate the unknown object from the data. To this end, we employ the singular-value decomposition of the scattering matrix. The SVD of A is given by
where Σ is a diagonal matrix of singular values, and the left and right singular matrices U and V form orthogonal bases for the data space and object space, respectively. The TSVD is a rank limited, SVD-based inverse obtained by discarding a number of the least significant singular values and associated vectors. Written as a sum of left and right singular vectors u i and v i an estimate of the object is found from the data b aŝ
where i n is the truncation index and σ i is the ith singular value. The information available from the data is limited to the components supported by the span of the data-space basis formed by the left singular vectors, and the estimate of the object is limited to the components supported by the span of the object-space basis formed by the right singular vectors. Noise or errors in the data b are amplified by the inverse of the corresponding small singular values and mapped as spurious components of the object estimate. An optimal truncation index (with respect to noise and errors in A and b) can be found by maximizing the fidelity of the object estimate in (4) over the truncation index i n ∈ {1, . . . , N}. The maximum fidelity ofx is related to the quality of the information in b, and the corresponding optimal truncation index is related to the quantity of information in b.
III. METHODS
The general background of the previous section is now extended to the application of interest. Three-dimensional microwave breast imaging presents a large-scale, nonlinear inverse problem characterized by an ill-posed, under-determined scattering matrix. The nonlinearity of (1) arises from the dependence of the total field in the imaging region on the unknown dielectric profile of the object to be imaged. An approximation of the total field is often used to linearize the equations during solution the problem. However, for the purposes of this analysis we wish to evaluate the fundamental limits of microwave illumination in revealing information on the properties and structure of the unknown object. A computational electromagnetics technique is applied to the test domains (described in Section IV) to acquire simulated channel measurements of numerical breast phantoms. We further exploit the use of a full-wave field solver to compute Green's functions of the background media and to record the total fields in the imaging region with the object present. Green's function G b (r i , r ) at location r in the imaging region is computed using the principle of reciprocity and the background fields E b observed at r when the ith probe location is sourced for each orthogonal polarization [27] .
Green's functions may be computed for background models comprised of either homogeneous or heterogeneous media. Heterogeneous backgrounds may include known boundary conditions, physical antenna models, or initial estimates of the boundary and properties of the unknown object. The total fields and Green's functions are used to construct a scattering matrix that is nearly exact, limited only by numerical precision, the accuracy of the electromagnetic solver, and the discretization of the integral equation. This exact formulation may be used as a benchmark in evaluating the linearizing approximations and initial conditions used in practical formulations. To further idealize the benchmark, we include an exact skin layer in the background model so that we can isolate the ability of the microwaves to image the finely detailed tissue structures of the breast interior. The interior breast volume is then filled with a homogeneous material with properties equal to the volume average of the breast phantom interior [15] . The scattering system is also analyzed in Section V without the use of this a priori information to evaluate the effect of the scattering response of the skin.
The cost of computing the SVD of the large-scale scattering matrix is prohibitive. The number of columns in A is equal to the number of unknowns incurred in the discretization of the imaging volume on a sufficiently fine grid such that it will not limit the image resolution achievable by the system. The number of rows is equal to the number of channel measurements, resulting in a highly under-determined system of equations. Noting that (2) is often solved using methods operating on the normal system of equations, we compute the eigendecomposition of the symmetric matrix AA
The fidelity of the estimates from aforementioned equation must be quantitatively evaluated so that an optimal truncation index i n can be determined. Since the true object profile is readily available in the numerical test regime, the estimatex is best judged in direct comparison to this exact solution x * . Although such comparisons are often made according to an error norm x * −x , we quantify the fidelity by correlating the estimate and the exact solution using a normalized inner product [15] 
We choose this scale-independent metric as it tends to demonstrate more sensitivity to truncation index than the error norm. Due to the large relative magnitude of the scattering from the skin layer and the associated imaging error, the metric is applied to a subregion of the imaging volume defined as the interior breast volume 6 mm away from the skin. These omissions are reasonable in the context of the application, as the skin layer is not an area of interest and the region beneath the skin is accessible to direct examination by palpation.
IV. MODELS
Investigating microwave imaging in the numerical regime offers two significant advantages: the availability of the total field over the imaging volume, and the ability to work with highly realistic breast phantoms with knowledge of the exact distribution and properties of the tissues. We select one Class 2 numerical breast phantom ("scattered fibroglandular," ID number 010204) and one Class 3 numerical breast phantom ("heterogeneously dense," ID number 062204) from the University of Wisconsin repository [25] .
The dielectric properties of the dispersive media to be used in the numerical phantoms are obtained by fitting measured data to Debye models. The breast tissue properties are based on data published by Lazebnik et al. [2] , the properties of the skin layer are based on data published by Gabriel et al. [28] , and the properties of the immersion medium are based on experimental measurements of safflower oil [29] . The measured frequency-dependent complex permittivities of each material are fitted by single-pole Debye models over a frequency range of 0.5-3.5 GHz. The complex permittivity is given parametrically as follows, where s is the static permittivity, ∞ is the infinite permittivity, σ s is the static conductivity, and τ is the time constant of the relaxation pole
The resulting model parameters are listed in Table I . Due to practical considerations of the electromagnetic simulations, the time constant is fixed to 15 ps for all materials. The numerical breast phantoms are mapped from MRI data as described in [26] using the Debye models of Table I . The grid resolution is 0.5 mm and the domains are cropped to accommodate a cylindrical antenna array and to remove the chest wall from the models. The homogeneous skin is given a 2.0-mm thickness. Simulated field measurements are acquired using the FDTD method. Forty source and observation points are distributed over a cylindrical surface sized to fit the breast phantoms with a minimum of 1-cm spacing to the skin surface. Locations are chosen every 45
• on each of five coronal rings, with the rings equally spaced along the axial extent of the breast phantom. The second and fourth rings are rotated by 22.5
• to increase the element spacing between adjacent rings. The distance between adjacent array element locations is about 16 ± 2 mm for both phantoms. Soft current sources with no physical antenna allow sourcing and receiving of all three Cartesian polarizations. An appropriately weighted vector sum then achieves arbitrarily directed source and receive polarizations. The z-directed vertical polarizations at the array locations are illustrated in Fig. 1 . Horizontal polarizations at each location are simulated by sum of the x and y field components, weighted such that the polarization is oriented along the horizontal tangent of the cylindrical array surface. Since the FDTD field components are arranged on a staggered grid, x, y, or z field components are sourced or observed on both sides of a given point such that the three source polarizations share a common phase center. Eight electric field components are soft-sourced with the same pulse function, giving a constant current distribution with a 4.0-mm length and a 0.5 mm × 0.5 mm cross section. Although the low radiation efficiency of the electrically small sources results in measurement amplitudes averaging about −80 dB relative to the source magnitude, the computational noise floor of the single-precision FDTD simulations is about −140 dB.
An individual FDTD simulation is run for each source location and each source polarization, with a modulated Gaussian excitation pulse of sufficient bandwidth to cover the frequency range of interest. Electric field measurements are recorded for each polarization through each unique spatial channel. Data are recorded as the electric field averaged over the eight field components centered on the observation point, for each of the x, y, and z polarizations. The vector electric field is recorded for each case over the imaging volume on a downsampled grid of 2.0-mm resolution. The time domain data are transformed to the frequency domain at 0.5, 1.0, 1.5, 2.0, and 2.5 GHz, and the resulting phasor data are normalized by the frequency response of the electric field source pulse.
V. RESULTS
The analysis described in Section III is applied to field data collected from the numerical breast phantoms defined in Section IV. We analyze both single-frequency and multiplefrequency formulations of (1), with the unknown contrast expressed in terms of complex permittivity, ε c = k 2 /ω 2 μ 0 , rather than the square of the wavenumber. In the single frequency case, the unknown elements of x are complex permittivity contrasts of the form (ε * c −ε c ). In the multiple-frequency formulation, the dispersive, frequency-dependent complex permittivity is posed by the real-valued unknown parameters of the single-pole Debye model [23] . In addition, we investigate the use of the analysis in the selection of channels and in the formulation of the inverse problem. The method is further employed to evaluate the effect of noise in the data, modeling errors, and field approximations.
A. Single-Frequency Formulation
Systems of single-frequency scattering equations at 0.5, 1.0, 1.5, 2.0, and 2.5 GHz are constructed for analysis using fields from the Class 3 phantom test bed. The systems are formulated with phasor data from vertically polarized channels and the scattering matrices are constructed using tensor Green's functions and vector total fields corresponding to the vertical source and receive polarizations. Each system consists of 820 equations corresponding to 780 bistatic channel measurements and 40 monostatic channel measurements. The unknowns are the complex-valued permittivity contrasts over the N voxels in the imaging region V, which is restricted to the volume interior to the skin layer. On the 2-mm grid, the Class 3 phantom interior contains about 42 000 voxels. The fidelity is computed by applying (6) to a subset of the the N × 1 elements of the exact and estimated contrast vectors, as described in Section III. Fig. 2 charts the fidelity of the TSVD image as the truncation level and signal-to-noise ratio (SNR) are varied for each operating frequency. An improvement in the peak fidelity is evident in Fig. 2(a) at the higher frequencies. The optimal truncation index corresponding to peak fidelity increases with frequency. The optimal truncation index provides a measure of the effective rank of the system. The noise performance of a system may be illustrated by examining the peak fidelity of the TSVD estimate as a function of SNR (where 0 dB is the source level). Fig. 2(b) shows the effect on peak fidelity of additive white noise in the data for single-frequency formulations. The curves illustrate the required measurement sensitivity at a given frequency. Note the competing considerations of higher losses at higher frequencies versus lower radiation efficiency at lower frequency (due to the fixed physical source length). More efficient antennas or higher loss media (e.g., larger or denser breasts) would translate these curves to the left and right, respectively.
The spatial frequency content of the singular vectors generally increases with singular-value index [21] ; thus, the increase in optimal truncation index with frequency demonstrated by Fig. 2(a) suggests that the resolution of the resulting images will improve as frequency increases. The trend in image resolution with frequency is visualized adding the TSVD-estimated contrast vectorx to the background and viewing the result over the 3-D imaging volume. Coronal cross sections of the imaging volume at each frequency are represented in Fig. 3 . The corresponding cross section of the exact phantom profile is shown for comparison in Fig. 3(a) .
In addition to the comparison across frequencies, we investigate the information held by single-frequency scattering data with respect to the relative permittivity and effective conductiv- ity parameters. The fidelity of each parameter is computed by applying (6) separately to the real and imaginary parts of the exact and estimated complex permittivity contrasts. Fig. 4 clearly indicates that the effective conductivity is more poorly estimated than the relative permittivity throughout the UHF band.
B. Multiple-Frequency Formulation
The TSVD analysis can be used to inform the choice of a particular formulation of the problem to be inverted. For example, simultaneous multiple-frequency solutions can be compared to single-frequency formulations and comparisons can be made of various choices of assumed frequency dependence for the unknown dielectric properties. Over the UHF band the single-pole Debye model is a natural choice for constraining the frequency dependence of biological tissues, whose responses are dominated by their water content and the single-pole behavior of water in the band. With the time-constant of the pole fixed for all tissues, the unknowns are formulated as the three remaining free parameters of the Debye model: static permittivity ε s , infinite permittivity ε ∞ , and static conductivity σ s . The Debye model is alternatively expressed with the static permittivity parameter replaced by a parameter Δε = ε s − ε ∞ , which corresponds directly to the dispersive term in the Debye relation (7). We have included all three Debye permittivity parameters in this analysis for completeness, though since they collectively represent 2 DOF only Δε and ε ∞ are estimated.
A multiple-frequency scattering system is constructed using field data at 0.5, 1.0, 1.5, 2.0, and 2.5 GHz from the Class 3 phantom test bed. The formulation uses vertically polarized channel data and the scattering matrices are computed using tensor Green's functions and vector total fields corresponding to the vertical source and receive polarizations. The system comprises 8200 equations consisting of the real and imaginary equation pairs for each of 820 channels at each of the five frequencies. The 3N × 1 vector x is the concatenation of three N × 1 vectors of the real-valued Debye parameters. The construction of the linear system of equations in the Debye parameter unknowns is described in detail elsewhere [27] .
As in the single-frequency cases earlier, the imaging region is restricted to the volume interior to the skin layer. Fig. 5 shows coronal cross sections of the actual and estimated interiors of the Class 2 and Class 3 phantoms. The fidelity is computed by applying (6) to the 3N × 1 vectors of exact and estimated Debye parameter contrasts. Fig. 6 shows the fidelity versus SNR of each parameter of the optimal TSVD solution to the fivefrequency Debye formulation of the inverse problem. Similar to the single-frequency results in Fig. 4 , the static conductivity parameter of the multiple-frequency Debye formulation is shown to be poorly estimated by the scattering data compared to the estimation performance for the permittivity parameters. It is important to note that the scattering equations at each frequency in the multiple-frequency formulation are inherently weighted by the frequency-dependent radiation efficiency of the source. Artificial weighting of the the scattering equations by frequency is another interesting candidate for the TSVD analysis.
C. System Design
The selection of a set of measurement channels for an imaging system is a significant design consideration. A channel is defined by the locations of the source and receiver, the polarizations of the source and receiver, and the frequency of the source. The selection of frequency is investigated earlier; here we compare the information for varied selections of polarization and spatial channels.
The effect of the polarization on the information content of the scattering data can be studied by sourcing and observing the field components corresponding to the polarizations of interest. Any combination of co-and cross-polarization channels can be analyzed in this way. For illustration, we compare vertical source and receive polarization to horizontal source and receive polarization. For the cylindrical array of source-receive locations described in Section IV, the E z field component is defined as the vertical polarization. The horizontally polarized illumination and observation are achieved by proportionally combining the x-and y-directed field components as described in Section IV. For each case of polarization, the multiple-frequency formulation is constructed using data at 0.5, 1.0, 1.5, 2.0, and 2.5 GHz from all 820 spatial channels. The fidelity of the static permittivity estimate for each polarization versus SNR is shown in Fig. 7 . The performance of the polarizations is similar, indicating that there is comparable imaging information available from either vertically or horizontally copolarized scattering data.
The spatial selection of channels requires consideration of the array shape and the population density of elements in the array. In addition, it is of interest to consider whether certain channels contain better or different information than others. We investigate one example of channel selection by distinguishing between through and reflect channels. In the cylindrical array configuration with the origin on the cylindrical axis, we define the through channels as the channels in which the receive location is equal to or greater than 90
• from the source location, and the reflect channels are defined as the channels in which the receive location is equal to or less than 90
• from the source location. For the 40-element array described in Section IV, there are 556 through channels and 556 reflect channels. The fidelity versus truncation index of each channel set is charted in Fig. 8(a) for the 3N × 1 contrast estimates of the multiple-frequency Debye parameter formulation. Although the peak fidelity is about equal each case, the difference in the optimal truncation indices suggest that through channel data favor lower spatial frequency solutions while reflect channel data favor higher spatial frequency solutions. This result is consistent with the Fourier-space treatment of microwave imaging in [16] and [30] where it is shown for linear arrays of sources and receivers that the through data captures lower spatial frequencies and the reflect data captures higher spatial frequencies. Cross sections of the through and reflect image estimates in Fig. 8(b) and (c) illustrate the difference in resolution. Comparison to the exact cross section in Fig. 5 suggests that the information content of each is complementary and that both should be used.
D. Error Evaluation
The preceding results have shown the use of the TSVD analysis for noise errors in the data. Others sources of errors in the data vector or in the scattering matrix can be analyzed in a similar manner. We illustrate the evaluation of such errors with a few representative examples. The performance of the scalar-field approximation is investigated, imperfect estimation of the skin layer is visualized, and the Born approximation of the total field is evaluated.
The scalar field approximation is a computationally advantageous simplification of the inverse problem formulation that introduces an error in the scattering matrix. The validity of the scalar field approximation, in which Green's functions and total fields calculated in the imaging region are assumed to be scalar, is compared to the exact formulation in which the tensor Green's functions and vector total fields are used. In our scalar example, only the z-component of the electric field and the zz-component of Green's functions are used in the construction of the scattering matrix. For vertical source and observation polarizations, 820 spatial channels at each of five frequencies are used to evaluate the fidelity of the complex permittivity estimate versus truncation index for the scalar and vector scattering matrix formulations for the Class 3 phantom. Fig. 9 shows the limitation of the scalar-field-approximated scattering matrix in mapping the information available from multiple-frequency data.
The results in Section V-A-C used the simplifying assumption that the skin region is exactly modeled in the background media, allowing us to isolate the performance of a microwave system in imaging the detailed heterogeneous tissue distributions of the breast interior. We can compare this to the performance of the system with no a priori information by using a homogeneous background of the immersion medium. The imaging volume is defined to extend 6 mm away from the outer skin surface. The optimal TSVD images of multiple-frequency data at 0.5, 1.0, 1.5, 2.0, and 2.5 GHz with and without the background skin model are shown in Fig. 10(b) and (c). In the cross section shown in Fig. 10 (c) the skin layer is only partially reconstructed by the data. Although any residual scattering from an imperfect estimation of the skin layer will manifest as clutter elsewhere in the imaging region, Fig. 10(a) shows that the fidelity and rank of the estimate are actually higher than that of the formulation using a priori background information. The higher optimal truncation index suggests increased resolution, which is supported by a visual comparison of the images. Higher spatial frequencies are likely emphasized in the solution due to the presence of the data of the scattering from the thin, high contrast skin layer.
The analyses presented in this paper exploit the availability of the exact total field over the entire unknown imaging region in order to evaluate the ability of the microwave scattering data to image the breast. In practice, the total field term E t in the scattering relation of (1) is unknown and dependent on the unknown contrast. Solutions to the inverse scattering problem must, therefore, approximate the total field term. The Born approximation [4] is commonly used, in which the total field is replaced the by incident field in the background region. The Born approximation is known to be inaccurate for electrically large objects with high contrast relative to the background, which is certainly the case for the breast volume. The error due to the use of the Born approximation in the microwave breast imaging application can be evaluated by the TSVD analysis. A multiple-frequency scattering matrix is formulated with the exact total fields replaced by the fields measured in the a priori background. The effect of the Born approximation on the image fidelity is demonstrated in Fig. 11 for the static permittivity and static conductivity Debye parameters. The system is formulated using data from 820 channels at 0.5, 1.0, 1.5, 2.0, and 2.5 GHz. The comparison underscores the limited utilization of the information in the data when the Born approximation is employed. Iterative methods of nonlinear optimization such as the Born iterative and distorted-Born iterative methods are often used to overcome this limitation. In the context of such methods, Fig. 11 gives an expectation of performance for the first iteration. The performance of the conductivity estimation is so low in the Born approximation that it suggests the use of an iterative technique that favors permittivity solutions in early iterations. The lower optimal truncation index of the Born approximation formulation suggests that low-pass regularization should be increased during early iterations.
VI. DISCUSSION
The single-frequency performance relative to the singularvalue truncation index in Fig. 2(a) shows that as frequency is lowered, fewer and fewer of the singular basis vectors corresponding to the higher indices are informed by the data. Since the spatial frequencies of the singular vectors generally increases with singular-value index, this trend suggests that low-frequency formulations should be increasingly regularized by low-pass filtering to avoid noise components in the part of the singular spectrum for which the data have no information. Furthermore, this trend may suggest that a frequency-hopping method of imaging may be effective, in which the solution for each frequency of operation is filtered accordingly. The measurement sensitivity required for a given system to image experimental or clinical data can be estimated by analysis of numerical data over SNR such as in Figs. 2(b) and 6 . The results of Figs. 4 and 6(a) reveal that the conductivity properties of the unknown objects are more poorly estimated from the scattering data than the permittivity properties. Given the rough correlation between the permittivity and conductivity properties of biological tissues, a higher fidelity estimate of the conductivity might be obtained indirectly from the permittivity estimate rather than by direct estimation from the data.
One goal of the method presented in this paper is to provide a loose sense of an upper bound on imaging performance that can be expected from a given microwave breast imaging system under ideal conditions. However, when speaking of upper bounds on imaging performance, it is important to clarify that the TSVD analysis optimizes the fidelity metric over the 2 norm. Cost functions and regularizations based on the this norm are known to have a low-pass filtering effect on the spatial frequencies of the solution. The TSVD is itself a method of inversion and regularization, with an effect similar to the Tikhonov method of regularization [21] . Alternative formulations and techniques of inversion and regularization intended to improve resolution and edge preservation have been investigated elsewhere and have potential to out-perform results illustrated by TSVD analysis. However, all approaches are fundamentally limited with respect to the information available from the data. The TSVD analysis is adept at the comparative evaluation of that information. It is, therefore, a powerful tool for the design of the measurement system and the formulation of the inverse problem, irrespective of the eventual choice of imaging technique used to recover the unknown object.
There are a number of idealizations employed by our analysis in service of the goal of evaluating imaging performance. Practical performance expectations are tempered by some of these idealizations. The exact total fields in the imaging region are available in a computational study, but in practice they must be estimated as discussed in the analysis of the Born approximation in Section V-D. The Hertzian current sources simplify polarization analysis, but exhibit none of the mutual coupling or modeling errors arising with the use of actual antennas. The inclusion of the exact skin model in the background allows us to isolate the ability of the microwaves to resolve realistic tissue structures in the breast interior, but the skin tissue presents a scattering response that is quite large compared to interior scattering, and therefore, small errors in the modeling or imaging of the skin layer may result in significant image distortion. Although idealizations such as these may be seen as overly contrived from a practical perspective, the effect of each idealization and source of error can be analyzed by the TSVD analysis and their cost on performance can be objectively quantified. In addition, the idealized images may provide a useful benchmark for practical imaging results than comparison to the exact profile of the numerical phantoms.
Many important issues in microwave imaging design are not included in this investigation, but most can be analyzed in a similar manner. For example, the shape and population of the antenna array can be optimized using the TSVD analysis. The properties of the immersion medium have significant implications on antenna and array design and impacts the coupling of illumination into the breast interior. The TSVD analysis can be used to evaluate the imaging performance for various selections of immersion media. Although inverse scattering techniques for breast imaging typically operate at frequencies in the UHF band (300 MHz to 3 GHz), tissue-penetrating radar techniques (e.g., [31] and [32] ) are often designed in the UWB band (3.1 to 10.6 GHz). Since both methods are based on the same scattering phenomena it is a natural extension of the TSVD analysis to consider the usable information content of data in the UWB band, particularly with respect to measurement sensitivity. These and many other considerations in system design and problem formulation are readily analyzed by the techniques employed herein.
VII. CONCLUSION
A method of analysis using the TSVD has been presented in which the scattering data may be systematically evaluated independently from the development of imaging methods to be applied to the data. The method was used to compare the information available from the data for frequencies in the UHF band, for single-and multiple-frequency formulations, for different selections of measurement channel locations, and for errors due to measurement noise and field approximations. The results can be used to evaluate the tradeoff between field penetration and image resolution over frequency and to inform the practical measurement sensitivity necessary to utilize the data at each frequency. Limitations in data utilization were shown when using the scalar field approximation or Born approximation in the formulation of the breast imaging problem. In addition to the considerations investigated in this paper, the TSVD analysis of scattering data and inverse formulation can be used to systematically optimize and evaluate a microwave imaging system, from the design of the test fixture to the analysis of noise and modeling errors. Any microwave breast imaging method stands to benefit from the betterment of the information in the data available from a system developed in this manner.
