Abstract. We study the interplay between the properties of the germ of a singular variety N ⊂ R n given in the title and the algebra of vector fields tangent to N . The Poincare lemma property means that any closed differential (p + 1)-form vanishing at any point of N is a differential of a p-form which also vanishes at any point of N . In particular, we show that the classical quasihomogeneity is not a necessary condition for the Poincare lemma property, it can be replaced by quasi-homogeneity with respect to a smooth submanifold of R n or a chain of smooth submanifolds.
Introduction.
Let N be the germ at 0 of a singular variety in R n . We study the interplay between the properties of N given in the title and the algebra of vector fields tangent to N .
We work with germs in either the analytic or the C ∞ category. By Poincare lemma property we mean the following property of N : any closed differential (p+1)-form vanishing at any point of N is a differential of a p-form which also vanishes at any point of N .
The proof of the classical (global) Poincare lemma uses contraction to a point, see for example [Bo-Tu] . This method also can be applied to singular varieties N ⊂ R n . The main corollary of results in is as follows (Theorem 1.1): if R n is analytically contractible to 0 along N then N has the Poincare lemma property. The analytic contraction of R n to 0 along N is an analytic family of maps F t : R n → R n such that F 1 is the identity map, F 0 (R n ) = 0, and F t (N ) ⊂ N for all t. In section 1 we show (Theorem 1.2) that the Poincare lemma property holds under weaker assumptions: it is enough to require that R n is analytically contractible to N along N (i.e. F 0 (R n ) ⊂ N instead of F 0 (R n ) = 0). Also, the analytic contraction can be replaced by the piece-wise analytic contraction with respect to the parameter t. This result remains true in the C ∞ category.
The Poincare lemma property of N can be expressed as the triviality of de Rham cohomology groups of N . Such cohomology groups were constructed in [Gr-Ke] , [Gr] . See also , [Bl-He] and section 2 of the present paper. In section 2 we present a reduction theorem (Theorem 2.1) which helps to study the cohomology groups and to distinguish the cases when they are trivial.
Checking if there exists a smooth or analytic contraction to 0 along N is problematic. The simplest case where this is so is the case that N is quasi-homogeneous. This means that in some local coordinate system N contains, along with any point (x 1 , . . . , x n ), the curve (t λ 1 x 1 , . . . , t λ n x n ), where λ 1 , . . . , λ n are positive numbers, called weights. Is it the only case of smooth (analytic) contractibility? This question was studied in many works, with attempt to give a positive answer for a wide class of singular varieties N . In it was proved that the analytic contractibility and quasi-homogeneity is the same property if N is singular plain curve, with an algebraically isolated singularity. Moreover, in it was proved that these properties are equivalent to the Poincare lemma property. Later this result was generalized in [Sa] , where the same was proved in the case that N is a singular hypersurface with an algebraically isolated singularity.
In section 3 we show that the classical quasi-homogeneity is not a necessary condition for contractibility (and consequently for the Poincare lemma property). We give a definition of quasi-homogeneity of N with respect to a smooth submanifold S ⊂ R n . It can be understood as the classical quasi-homogeneity with some of the weights allowed to be 0. The classical quasi-homogeneity is the quasi-homogeneity with respect to S = {0}. We prove (Theorem 3.2) that if N is quasi-homogeneous with respect to S and S is contained in N then R n is contractible to N along N (and then by our results in section 1 N has the Poincare lemma property.) We give an example of an analytic singular set N which is quasi-homogeneous with respect to a certain smooth submanifold S in some coordinate system, but not quasi-homogeneous, i.e. not quasi-homogeneous with respect to S = {0}, in any coordinate system. Theorem 3.3 generalizes Theorem 3.2. We define quasihomogeneity with respect to a chain of smooth submanifolds S 1 ⊂ S 2 ⊂ · · · ⊂ S r and show that the quasi-homogeneity of N with respect to the chain implies piecewise smooth contractibility of R n to S 1 along N . If S 1 ⊂ N then this implies contractibility to N and consequently the Poincare lemma property. In general case, when S 1 is not contained in N our reduction Theorem 2.1 reduces the cohomology groups of N ⊂ R n to the cohomology groups of (N ∩ S 1 ) ⊂ S 1 (Theorem 3.4).
The quasi-homogeneity or its generalizations (quasi-homogeneity with respect to a smooth submanifold or a chain of smooth submanifolds) remain the main tool to check the (piece-wise) smooth or analytic contractibility and the Poincare lemma property. According to A. Givental', positive quasi-homogeneity should be regarded as an analytic analog of contractibility, see [Gi] .
How to check if N is quasi-homogeneous? Assume that the set of non-singular points of N is dense and that the ideal I(N ) of functions vanishing on N is pgenerated (p < ∞) and can be identified with N (this is always so for analytic varieties). Then the simplest way to prove that N is quasi-homogeneous is to prove that the ideal I(N ) is quasi-homogeneous, i.e. there exist (a) a local coordinate system x and (b) tuple of generators H 1 , . . . , H p such that in the coordinate system x each of the generators H 1 , . . . , H p is quasi-homogeneous with the same weights. How to check that (a) and (b) exist or to prove that they do not exist if one works with arbitrary generators and arbitrary local coordinate system? One should not expect an algorithm, but it is important to give an answer in terms of some canonical object.
It is clear that the quasi-homogeneity of N (or the ideal I(N )) is related to the following property of the algebra of all smooth or analytic vector fields V tangent to N (or to the ideal I(N ) which means that V (f ) ∈ I(N ) for any f ∈ I(N )). If N is quasi-homogeneous then one of these vector fields must have positive eigenvalues. In fact, it follows from the definition of quasi-homogeneity of N that in suitable coordinates the Euler vector field E = λ 1 x 1 ∂ ∂x 1 + · · · + λ n x n ∂ ∂x n , where λ 1 , . . . , λ n are the weights, is tangent to N . If we change the coordinate system then E will be transformed to a vector field of another form, but the new vector field has the same eigenvalues λ 1 , . . . , λ n . Therefore the quasi-homogeneity of N implies the existence of a smooth (analytic) vector field V which is tangent to N and has positive eigenvalues at the singular point 0. Is this also a sufficient property for quasi-homogeneity?
We answer in section 4 containing the main contribution of the present paper. Theorem 4.1 gives the positive answer: N is quasi-homogeneous if and only if there exists a smooth (analytic) vector field V , V (0) = 0, which is tangent to N and has positive eigenvalues at the singular point 0. Theorem 4.2 generalizes Theorem 4.1 from the classical quasi-homogeneity (i.e. quasi-homogeneity with respect to {0}) to the quasi-homogeneity with respect to a smooth submanifold S ⊂ R n . A necessary and sufficient condition for such quasi-homogeneity is the existence of a vector field V which vanishes at any point of S and has at any point of S the same positive eigenvalues corresponding to directions transversal to S. Theorem 4.4 generalizes, in the same way, Theorem 4.2. Theorems 4.1-4.4 imply Theorem 4.5 which looks obvious, but in fact it is not. Theorem 4.5 states that if N can be identified with I(N ) and the set of non-singular points of N is dense then the quasi-homogeneity (with respect to a smooth submanifold) of N and the quasi-homogeneity (with respect to a smooth submanifold) of I(N ) is the same property.
Like all other results in this paper, Theorems 4.1-4.4 hold in either the analytic or the C ∞ category. In the analytic category the particular case p = 1 of Theorem 4.3 can be compared with the distinguished Saito theorem [Sa] stating that function-germ H with algebraically isolated singularity is quasi-homogeneous if and only if it belongs the ideal generated by its partial derivatives. Recently the Saito theorem was generalized in [Vo] (see also references in [Vo] ) for complete intersection singularities. The relation between the results in [Vo] and Theorem 4.3 is yet to be understood.
We prove the results of section 4 in section 5. (The proof of all theorems in sections 1-3 is contained right after their formulations.) The proof of results of section 4 consists of several steps and therefore we divide section 5 onto several subsections.
In Appendix A we compare the Poincare lemma property used in this paper with a different version of this property studied in [Fe] , [Gi] : the property of an analytic set N that any closed (p + 1)-form with vanishing pullback to the regular part of N is a differential of a p-form satisfying the same condition. The corresponding de Rham complex is a priori different from the complex in section 2. The conditions ( certain types of contractibility) given in sections 1 and 2 are sufficient for exactness of the both complexes. Nevertheless, we do not know if the cohomology groups of the two complexes are isomorphic for any analytic varieties.
1. Relative Poincare lemma and contractibility.
Convention. We work in either the C ∞ or the analytic category. All objects (varieties, maps, differential forms, etc. ) are germs at 0.
Definition. We will say that a set N ⊂ R n has the Poincare lemma property if any closed differential (p + 1)-form vanishing at any point of N is a differential of a p-form which also vanishes at any point of N .
Saying that a differential p-form ω vanishes at a point x ∈ R n we mean that the algebraic form ω| x annihilates any tuple of p vectors in T x R n . This of course implies that the pullback of ω to the regular part of N (the set of points near which N is a smooth submanifold of R n ) is zero, but the inverse is not true. For example the 1-form dx 1 on R 2 (x 1 , x 2 ) has zero pullback to the line x 1 = 0, but it does not vanish at points of this line.
Definition. Let N be a subset in R n . We say that R n is smoothly (analytically) contractible to 0 along N if there exists a family F t of smooth (analytic) maps from R n to R n depending smoothly (analytically) on t ∈ [0, 1] such that F 1 is the identity map, F 0 (R n ) = {0}, and F t (N ) ⊂ N for all t ∈ [0, 1]. The family F t is called a smooth (analytic) contraction. This theorem holds globally, not only locally, and one can replace R n by a smooth manifold. Though in [Re3] only the holomorphic case was considered the proof remains the same in the analytic and the C ∞ categories. It is similar to one of the proofs of the classical Poincare lemma (see, for example, [Bo-Tu] ). The key-point is the following
where α is a differential p-form vanishing at any point of N . (F * t ω) dt, where the derivative is taken with respect to t. It is well known that
Here L V t is the Lie derivative along the vector field V t . Since ω is closed we get
The (p + 1)-form ω vanishes at any point of N , therefore so does the form V t ω and, due to assumption that F t (N ) ⊂ N , the form F * t (V t ω) also vanishes at any point of N . Consequently, the p-form α vanishes at any point of N . Theorem 1.1 can be generalized. The Poincare lemma property of a subset N ⊂ R n holds with weaker assumptions: it suffices to have contractibility along N to N (not necessarily to 0), and the smooth (analytic) contractibility can be replaced by piece-wise smooth (analytic) contractibility with respect to t.
Definition (cf. [Re3] ). Let N and Y be subsets of R n . We say that R n is piece-wise smoothly (analytically) contractible to Y along N if there exists a family F t , t ∈ [0, 1] of smooth (analytic) maps R n → R n which is piece-wise smooth (analytic) in t such that F 1 is the identity map,
In the present section this definition will be used with Y = N and in the next section, on de Rham cohomology groups, with Y being a smooth submanifold of R Like Theorem 1.1, this theorem also holds globally and R n can be replaced by a smooth manifold.
Proof. Let F t be the contraction of R n to N along N . The proof is also based on Lemma 1.1. Fix points 0 = t 0 < t 1 < · · · t r = 1 such that F t is smooth (analytic) The de Rham cohomology were defined in [Gr] , [Gr-Ke] , [Re3] . They are related with the following objects (remind that we work throughout the paper with germs):
the space of smooth (analytic) differential p-forms (when
consisting of p-forms of the form α + dβ, where α and β are p-form and (p − 1)-form respectively vanishing at any point of the set N .
= dω is well-defined, and one has a complex (called the Grauert-Grothendieck complex):
This complex is the factor-complex of the classical de Rham complex. The classical de Rham sequence is exact because we work with germs. Therefore the Grauert-Grothendieck sequence is exact if and only if the sequence
It is easy to see that exactness of the sequence K
is the same condition as the Poincare lemma property for closed p-forms vanishing at any point of N . It follows that exactness of the sequence Ω
is the same condition as the Poincare lemma property for closed (p + 1)-forms vanishing at any point of N . Therefore the set N has the Poincare lemma property if and only if the GrauertGrothendieck sequence is exact.
In general, the Grauert-Grothendieck sequence defines the cohomology groups
which are invariants of N . If N does not have the Poincare lemma property then at least one of the cohomology groups is not trivial. Namely, the group H (S) . Any germ of a differential form on S can be obtained as the pullback i * of a germ of a differential form on R n , therefore the map i * is surjective homomorphism. It remains to prove that it is injective, i.e. has trivial kernel. Analyzing this condition one can reduce Theorem 2.1 to the following lemma. In the next section we will present some corollaries of Theorem 2.1. An immediate one is as follows.
) is trivial and the Poincare lemma property holds for closed (p + 1)-forms vanishing at any point of N .
Contractibility and quasi-homogeneity.
In general, it is hard to determine if there exists a piece-wise smooth or analytic contraction. Nevertheless, in certain cases the existence of a smooth (analytic) contraction is obvious.
Example 3.1. Let us prove, using Theorem 1.1, that the germ N at 0 of a smooth submanifold of R n has the Poincare lemma property. Take a local coordinate system x 1 , ..., x n such that N = {x 1 = · · · = x s = 0}. Then the family
Consequently, the germ of any smooth submanifold of R n has the Poincare lemma property.
If N is a singular variety then the existence of a smooth (analytic) contraction of R n to 0 or N along N depends on the singularity of N .
Example 3.2, from . Let N be the singular plane curve given by the equation
It follows from results in [Re3] that N does not have the Poincare lemma property if a = 0. For example, the closed 2-form H(x 1 , x 2 )dx 1 ∧ dx 2 vanishes at any point of N , but if a = 0 it is not a differential of any 1-form vanishing at any point of N . Therefore there is no smooth or analytic contraction of R 2 to 0 (and, by Theorem 1.2, to N ) along N if a = 0. Such contraction exists if a = 0, it is given by the maps (
x 2 ). Therefore if a = 0 then N has the Poincare lemma property.
In fact, Example 3.1 is based on the local homogeneity of any smooth submanifold N ⊂ R n (in suitable coordinates the map x → tx brings N to itself), and Example 3.2 with a = 0 is based on the local quasi-homogeneity: in suitable coordinates the map (
x 2 ) brings N to itself. The quasi-homogeneity generalizes homogeneity. The close relation between the analytic contractibility to 0 along N and quasi-homogeneity of N was realized in [Re-1], , [Sa] , [Gi] . We will use the following definition of quasi-homogeneity of a priori an arbitrary set.
is called quasi-homogeneous if there exists a local coordinate system x 1 , ..., x n and positive numbers λ 1 , ..., λ n (called weights) such that for all t the map
If N is quasi-homogeneous then the family F t in this definition is a smooth (analytic) contraction of R n to 0 along N . Therefore Theorem 1.1 implies the following corollary. ), see [Br-Ga] .
In section 1 we showed that the Poincare lemma property also holds under a weaker type of contractibility. This allows to think that the quasi-homogeneity is not a necessary condition for the Poincare lemma property. We will show that if a subset N ⊂ R n contains a smooth submanifold S of R n then N has the Poincare lemma property provided that N is quasi-homogeneous with respect to S according to the definition given below. We will also give an example showing that in general the quasi-homogeneity with respect to S does not imply the classical quasi-homogeneity (in any coordinate system), and therefore the classical quasihomogeneity is not a necessary condition for the Poincare lemma property.
Definition. Let N be a subset of R n , and and let S be a smooth submanifold of R n of codimension k. We will say that N is quasi-homogeneous with respect to S if there exists a local coordinate system (
.., y n−k ), and positive numbers λ 1 , ..., λ k such that S is given by the equations x = 0 and such that that for all t the map
This definition generalizes the definition of the classical quasi-homogeneity: it is the quasi-homogeneity with respect to S = {0}. The quasi-homogeneity with respect to S can be understood as the classical quasi-homogeneity with some of the weights allowed to be 0.
If N is quasi-homogeneous with respect to S then R n is smoothly (analytically) contractible to N along N provided that S ⊂ N . Therefore Theorem 1.2 implies the following corollary. Remark. Theorem 3.2 can also be obtained as a corollary of Theorem 2.1. In fact, the quasi-homogeneity of N with respect to S implies, by Theorem 2.1, that the cohomology groups
The set N is quasi-homogeneous with respect to the curve S : {x 1 = x 2 = 0} with weights (1, 1): if (x 1 , x 2 , y) ∈ N then (tx 1 , tx 2 , y) ∈ N . Since S ⊂ N then by Theorem 3.2 the set N has the Poincare lemma property. In the next section we will show that N is not quasi-homogeneous (in any coordinate system) in the classical sense, see Example 4.3.
The quasi-homogeneity of N with respect to a smooth submanifold of R n contained in N is also not a necessary condition for the Poincare lemma property, as we show in Example 3.5 below. It can be weakened: one can replace the quasihomogeneity with respect to S by quasi-homogeneity with respect to a chain of smooth submanifolds It is easy to see that the quasi-homogeneity of N with respect to a chain S 1 ⊂ S 2 ⊂ · · · ⊂ S r implies the existence of a contraction of R n to S 1 along N , but now this contraction is piece-wise smooth (analytic). If S 1 ⊂ N then we have a piece-wise smooth (analytic) contraction to N along N . Using again Theorem 1.2 we obtain the following corollary. 
Let us show that N has the Poincare lemma property by Theorem 3.3. Let S 1 be the smooth 2-dimensional submanifold of R
14
given by the equations x = y = 0 and S 2 be the smooth 6-dimensional submanifold given by the equations x = 0. It is clear that N is quasi-homogeneous with respect to S 2 with weights 1, 1, 1, 1, 1, 1, 1, 1 and the set N ∩ S 2 = {G 1 (x, y, z) = G 2 (x, y, z) = x = 0} is quasi-homogeneous with respect to S 1 with weights 1, 1, 1, 1. Therefore N is quasi-homogeneous with respect to the chain S 1 ⊂ S 2 . Since S 1 is a subset of N then by Theorem 3.3 N has the Poincare lemma property.
One can show that in this example N is not quasi-homogeneous with respect to any single smooth submanifold of R 14 contained in N . In fact, any smooth submanifolds of R 14 contained in N is the plane S 1 or a non-singular curve in this plane. It is easy to see that N is not quasi-homogeneous with respect to any of such submanifolds.
The assumption S 1 ⊂ N is necessary, see Example 3.6. In general case, refusing from the assumption S 1 ⊂ N , we have the following corollary of Theorem 2.1. 
The set N a is quasi-homogeneous with respect to a chain of submanifolds S 1 ⊂ S 2 , where S 1 is a smooth 2-dimensional submanifold of R
given by the equations x = y = 0 and S 2 is a smooth 6-dimensional submanifold given by the equations x = 0 ( see Example 3.5). Let C a be a subset of R 2 (z 1 , z 2 ) given by equation 4. Quasi-homogeneity and vector fields tangent to a singular variety.
In this section we present our main results relating the quasi-homogeneity of a variety N ⊂ R n with the algebra of smooth (analytic) vector fields tangent to N . We will work with germs of subsets N ⊂ R n satisfying the following conditions: A generalization of this theorem, on the quasi-homogeneity with respect to a smooth submanifold S ⊂ R n , is as follows. Note that if V is a vector field which vanishes at any point of S then at any point x ∈ S it has zero eigenvalues corresponding to directions in T x S, i.e. V always has (dimS) zero eigenvalues. The other (codimS) eigenvalues corresponding to directions in T 0 R n transversal to S are, in general, arbitrary. The implication from quasi-homogeneity to the existence of a vector with the required properties is simple. In fact, if N is quasi-homogeneous with respect to S (the classical quasi-homogeneity is the case S = {0}) then in some coordinate system S is given by the equations x 1 = · · · = x k = 0 and there exists a tuple (λ 1 , . . . , λ k ) of positive numbers such that for any non-singular point
. . y n−k ) ∈ N provided that t is close to 1. Differentiating this inclusion by t at t = 1 we obtain that the vector
is tangent to N (belongs to the space T a N ). Consider now E λ as a vector field in R n . It is tangent to N , vanishes at any point of S, and has at any point of S the same positive eigenvalues λ 1 , . . . , λ k corresponding to the directions transversal to S (all positive eigenvalues if S = {0} and consequently k = n).
To prove the difficult part of Theorems 4.1 and 4.2 we work with quasi-homogeneous function germs and quasi-homogeneous ideals in the ring of function germs. The usual quasi-homogeneity corresponds to the case S = {0}. In this case k = n. In section 5.1 we will present two other, equivalent definitions of quasihomogeneity of function germs.
Example 4.1. Consider the ideal I in the ring of function germs H(x 1 , x 2 , x 3 ) generated by the functions
It is easy to see that H 1 and H 2 are not quasi-homogeneous with the same weights in the given coordinate system. Moreover, one can show that they are not quasihomogeneous with the same weights in any coordinate system. On the other hand, one can chose other generators of the ideal I,
3 . Now we see that the ideal I is quasi-homogeneous with weights (3, 2, 5/7). Consequently the set N = {H 1 = H 2 = 0} is quasi-homogeneous with the same weights. Notation. Let V be a vector field tangent to a p-generated ideal I in the ring of function germs. The invariants of V defined above (the eigenvalues of the matrix R(0) in (4.1)) will be denoted by d 1 (V, I) , . . . , d p (V, I).
Example 4.2. Let I be the ideal in Example 4.1. We showed that the Euler vector field E λ , λ = (3, 2, 5/7), is tangent to the ideal I(N ). The invariants I ) are equal to 6 and 10. The simple part of Theorems 4.1 and 4.2 (the quasi-homogeneity of N implies the existence of a vector field V with the required properties) was proved above in this section. The difficult part of these theorems (the existence of a vector field V with the given properties implies the quasi-homogeneity) is a corollary of Theorems 4.3 and 4.4. In fact, under assumptions (a) and (b) on the set N in the beginning of the present section any vector field V tangent to N is also tangent to the ideal I = I(N ) consisting of function-germs vanishing at any point of N and the quasi-homogeneity of the ideal I(N ) implies the quasi-homogeneity of N .
Theorem 4.4 implies one more result, which looks trivial, but in fact it is not. As we have just noticed, under assumptions (a) and (b) on N the quasi-homogeneity of the ideal I(N ) implies the quasi-homogeneity of N . This statement is clear. The inverse statement is also true, but it is not trivial. Underline once again that the classical quasi-homogeneity is a particular case of the quasi-homogeneity with respect to a smooth submanifold S -it corresponds to the case S = {0}.
We end this section with an example of an analytic variety N having the Poincare lemma property which is not quasi-homogeneous in the classical sence. The latter will be proved using Theorem 4.3.
Example 4.3. In Example 3.4 we showed that the germ
is quasi-homogeneous with respect to the smooth submanifold {x 1 = x 2 = 0} and since S ⊂ N then N has the Poincare lemma property by Theorem 3.2. Let us prove that N is not quasi-homogeneous in the classical sense, i.e. with respect to {0}. Assume that N is quasi-homogeneous. The ideal I(N ) is generated by the function H = H(x 1 , x 2 , y). By Theorem 4.3 it suffices to check that there is no vector field V, V (0) = 0, which is tangent to N and has positive eigenvalues at 0. Assume that such a vector field V exists. Then V (H) = Q(x 1 , x 2 , y))H, where Q is a function. By the last statement of Theorem 4.3 Q(0, 0, 0) > 0. Therefore X = V /Q is a smooth vector field, also with positive eigenvalues, and X(H) = H.
where f 1 , f 2 , g are smooth (analytic) function-germs at 0. The relation X(H) = H takes the form
Calculate the coefficients at the terms x It follows that the matrix of linearization of X has zero column. This contradicts to the condition that all eigenvalues of X are positive.
Proof of Theorems 4.3 and 4.4.
Theorem 4.3 is a particular case of Theorem 4.4, therefore we will prove Theorem 4.4. As we explained in the previous section, the implication (i) → (ii) in Theorem 4.4 is obvious, so we will prove the implication (ii) → (i) and the statement on the invariants d 1 (V, I) , . . . , d p (V, I). The proof consists of several steps, therefore we separate this section onto several subsections. Throughout the proof we work with quasi-homogeneous functions and also quasi-homogeneous vector fields with respect to a smooth submanifold S ⊂ R n . We need three equivalent definitions of quasi-homogeneity. They are given in section 5.1.
To prove the implication (ii) =⇒ (i) we have to find two objects: (a) a coordinate system and (b) a tuple of generators of the ideal I. They have to be found such that each of the generators is quasi-homogeneous with weights λ 1 , . . . , λ k in the chosen coordinate system. The coordinate system is fixed in section 5.2. It is a coordinate system in which the vector field V has the classical resonant normal form if S = {0} and generalized resonant normal form if S = {0}. The advantage of this coordinate system, used throughout the proof, is that in this coordinate system V is quasi-homogeneous (with respect to S and with weights λ 1 , . . . , λ k ) of degree 0.
The choice of generators of the ideal is a more difficult task. We work in the coordinate system fixed in section 5.2. Take any tuple H = (H 1 , . . . , H p ) t of generators of the ideal. Then we have system of equation (4.1) with some matrix R(·). In section 5.4 we present a certain normal form for the matrix R(·) which we call resonant normal form. We prove that if R(·) has the resonant normal form then (4.1) implies that the generators H 1 , . . . , H p are quasi-homogeneous with respect to S with the same weights λ 1 , . . . , λ k . The proof requires several statements on the spectrum of operator H → V (H) − R(·)H. They are collected and proved in section 5.3. To complete the proof of the implication (ii) → (i) we have to reduce the matrix R(·) in (4.1) to the resonant normal form by changing the tuple of generators H by another tuple of generatorsĤ. The two tuples are related via a non-degenerate matrix T (·): H = T (·)Ĥ. The change of generators brings the matrix R(·) in (4.1) to a certain matrix T # R. The map (T, R) → T # R is an action of the group of non-degenerate matrix-functions in the space of all matrix-functions. In section 5.5 we prove that any orbit of this action contains a matrix having the resonant normal form. This completes the proof of the implication (ii) → (i). Simultaneously, in section 5.5 we prove the statement of Theorem 4.4 on the invariants d 1 (V, I) 
, . . . , d p (V, I).
The proof of several statements in sections 5.1 -5.5 consists of two steps. At first we give a proof on the level of formal series with respect to x 1 , . . . , x k whose coefficients are smooth (analytic) functions of y 1 , . . . , y n−k , assuming that the coordinates are such that S is given by the equations
then these are the usual formal series). After that we use certain results allowing to pass to the analytic and the C ∞ category. These results are collected in section 5.6.
Quasi-homogeneous functions and vector fields.
In this section we give three equivalent definitions of quasi-homogeneous functions and vector fields with respect to a smooth submanifold S ⊂ R n of codimension k. Each of them will be used throughout the proof of Theorem 4.4. The classical quasi-homogeneity corresponds to the case S = {0}, k = n.
Let S be a smooth submanifold of R n of codimension k. Fix a local coordinate system in which S is given by the equations x 1 = · · · = x k = 0:
Fix positive numbers λ 1 , . . . , λ k and the Euler vector field
In section 4 a definition of quasi-homogeneity of a function germ with respect to S was given; the following proposition gives two more equivalent definitions. 
, where a α (y) are functions on S.
Proof. To obtain the implication (i) =⇒ (ii) we differentiate (i) by t at t = 1. The implication (iii) =⇒ (i) is obvious. It remains to prove (ii) =⇒ (iii).
This implication is clear on the level of formal series with respect to x (coefficients are smooth or analytic functions of y) and consequently it holds in the analytic category. The assumption λ i > 0 is required in Proposition 5.1 only to prove the implication (ii) → (iii) in the C ∞ -category; it follows from the same implication on the level of formal series with respect to x and Proposition 5.11 (section 5.6).
The numbers λ 1 , . . . , λ k are called weights, and the number d the degree (of quasi-homogeneity with respect to S).
Notation. The space of all function germs f (x, y) which are quasi-homogeneous with respect to S with positive weights λ 1 , . . . , λ k will be denoted by QH λ,S (R n ).
The subspace consisting of quasi-homogeneous function germs of a fixed degree d will be denoted by QH
It is worth to make the following observations following immediately from Proposition 5.1. A function f ∈ QH 
Consequently, the degree of quasi-homogeneity with respect to S of a function germ f (x, y) ≡ 0 is always a non-negative number. The space QH 
Now we give three equivalent definitions of quasi-homogeneous vector fields. 
Therefore by Proposition 5.1 (ii) and (iii) are equivalent. The implication (iii) → (i) also follows from Proposition 5.1. Taking in
Definition and notation. The germ of a vector field V satisfying condition (i) (and consequently conditions (ii), (iii)) of Proposition 5.2 with positive λ 1 , . . . , λ k is called quasi-homogeneous with respect to S. The numbers λ 1 , . . . , λ k are called weights, and the number d the degree (of quasi-homogeneity). The space of all quasi-homogeneous with respect to S germs of vector fields with weights λ 1 , . . . , λ k will be denoted by QH λ,S (R n ). The subspace consisting of quasi-homogeneous germs of vector fields of a fixed degree d will be denoted by QH
Note that we use the same notations as for quasi-homogeneous functions. One can easily check that QH λ,S (R n ) (the space of quasi-homogeneous germs of vector fields with respect to S) is a Lie algebra: if
The choice of a coordinate system.
In this section we fix a coordinate system in which suitable generators of the ideal are quasi-homogeneous. At first assume that S = {0}, then V is a vector field on R k with positive eigenvalues λ 1 , . . . , λ k at the singular point 0. Consider the classical resonant normal form
The resonant normal form is polynomial because λ 1 , . . . , λ k > 0. It is well known (see [Ar-Il] ) that in this case the vector field V can be reduced to the resonant normal form by a change of coordinates in either the analytic or the C ∞ category. The advantage of a coordinate system in which V has the resonant normal form is as follows: in such a coordinate system the vector field V is quasi-homogeneous of degree 0 with weights λ 1 , . . . , λ k .
Consider now the general case of Theorem 4.4 that the vector field V vanishes at any point of the smooth submanifold S = {x = 0} of codimension k and has at any point of S the same positive eigenvalues λ 1 , . . . , λ k corresponding to directions transversal to S. In this case, as it was showed in [Zh] , the vector field V can be reduced, also in either the analytic or the C ∞ category, to the normal form
where the functions δ ij (y) and a i,α (y) satisfy the following conditions
for any y the matrix {δ ij (y)} is nilpotent; (5.1.b)
As well as in the case S = {0} we will call this normal form resonant. Since λ 1 , . . . , λ k > 0 then the resonant normal form is polynomial with respect to x 1 , . . . , x k . Conditions (5.1.a) -(5.1.c) and Proposition 5.2 imply the following statement. Here by a nilpotent vector field we mean a vector field whose eigenvalues at the singular point 0 are all equal to zero.
Proposition 5.3. Assume that a coordinate system is chosen so that the vector field V has the resonant normal form (5.1). Then (i) V is quasi-homogeneous with respect to S of degree 0, with weights
Example 5.1. Let n = 5, k = 3, λ 1 = λ 2 = 1, λ 3 = 2. Then in suitable coordinates the vector field V has the resonant normal form
where the 2 × 2 matrix δ(y 1 , y 2 ) = {δ ij (y 1 , y 2 )} has zero eigenvalues for any y 1 , y 2 . This matrix can be replaced by any matrix of the form T −1
(y 1 , y 2 )δ(y 1 , y 2 )T (y 1 , y 2 ), where T (y 1 , y 2 ) is a 2 × 2 matrix, detT (0, 0) = 0, depending smoothly (analytically) on y 1 , y 2 . Note that in general this transformation does not allow to reduce the matrix δ(y 1 , y 2 ) even to triangular form. Take, for example,
Then trace δ(y 1 , y 2 ) ≡ det δ(y 1 , y 2 ) ≡ 0, but the relation δ(y 1 , y 2 )v(y 1 , y 2 ) = 0, where v(y 1 , y 2 ) is a vector depending smoothly (analytically) on y 1 , y 2 implies v(0) = 0. Therefore the matrix δ(y 1 , y 2 ) cannot be reduced to triangular form.
The operator H → V (H) − R(y)H.
Convention. In this and the next sections we work in a fixed coordinate system (x, y) such that S = {x = 0} and the vector field V has the resonant normal form, i.e. form (5.1) with the functional coefficients satisfying conditions (5.1.a), (5.1.b) and (5.1.c).
Denote by (QH
. Let R(y) be any p × p matrix function which depends only on y. Consider the linear operator y)H(x, y) .
, therefore using Proposition 5.2 it is easy to see that this linear operator is well-defined. The following statement will be used throughout section 5.4. . This family depends smoothly (analytically) on the parameter y, therefore it suffices to prove that 0 is not an eigenvalue of the linear operator corresponding to y = 0, i.e. the operator
( 5.2)
The vector field V 0 has the form E λ + N , where N is a quasi-homogeneous degree 0 nilpotent vector field, see Proposition 5.3. Therefore operator (5.2) is the sum of the operator
, therefore these two operators commute and the spectrum of the first operator consists of the numbers r − λ, where λ is an eigenvalue of the matrix R(0). It follows that the spectrum of the operator (5.2)consists of the same numbers. By the assumption of Proposition 5.4 none of these numbers is equal to 0.
Proposition 5.4 implies the following corollary.
Proposition 5.5 easily follows from Proposition 5.4 on the level of formal series with respect to x (coefficients are smooth or analytic functions of y) and consequently in the analytic category. The transition from formal series to to the C ∞ category is possible due to Proposition 5.11 (section 5.6).
We need one more statement generalizing Proposition 5.4. Let (QH
be the space of all p 1 × p 2 matrices whose entries are functions in the space QH (r) λ,S (R n ). Let A(y) be a p 1 ×p 1 matrix and let B(y) be a p 2 ×p 2 matrix. Consider the operator (QH Proof. Fix the following operator in the finite-dimensional space (QH 
Normal form for the equation V (H(x, y)) = R(x, y)H(x, y).
In this equation H(x, y) = (H 1 (x, y) Definition. We will say that the matrix R(x, y) = {R ij (x, y)} i,j=1,...,p has the resonant normal form if the following conditions hold:
(a) The matrix R(0, 0) is a below-triangular matrix with real diagonal entries
The motivation for this definition is as follows. Let H(x, y) = (H 1 (x, y) (x, y)H(x, y) . If R(x, y) has the resonant normal form then, as it is easy to check,
Assume that the matrix R(x, y) has resonant normal form. The requirement 
Proof. We will give a proof for the case that R(x, y) is the matrix in Example 5.2; the proof in the general case is the same modulo notations. The equation V (H(x, y)) = R(x, y)H(x, y) is a system of four equations. Take the first two. They have the form
The eigenvalues of the 2 × 2 matrix {R ij (0)}, i, j = 1, 2 are its diagonal entries, each of them is equal to d 1 = d 2 = 2. Now we use Proposition 5.5. It implies that
Consider the next two equations of the system V (H(x, y)) = R(x, y)H(x, y) corresponding to d 3 = d 4 = 3. They have the form
Since, as we have proved, H 1 (x, y), H 2 (x, y) ∈ QH 
The eigenvalues of the 2 × 2 matrix {R ij (0)}, i, j = 3, 4 are its diagonal entries, each of them is equal to d 3 = d 4 = 3. Using again Proposition 5.5 we obtain that
5.5. Reduction of the matrix R(x, y) to the resonant normal form.
As in previous sections we work in a coordinate system such that the vector field V has resonant normal form. To complete the proof of the implication ( 
is an action of the group of nondegenerate matrices T (x, y) in the space of all matrices R(x, y).
Proposition 5.8. Let I be a p-generated ideal in the ring of functions. If 
We have to find T (r) (x, y) such that the matrixR
ij (x, y)} has the resonant normal form. This means that
(5.6)
We will prove that the required matrix T (r) (x, y) exists for the case that R(0, y) is a matrix of the form (5.5). The proof in the general case is the same modulo notations.
where
The requirement (5.6) can be expressed as follows:
The existence of U 1 (x, y), . . . , U 4 (x, y) satisfying (5.7)-(5.10) is a corollary of Proposition 5.6. Consider, for example, condition (5.9). If r = 3 then (5.9) holds for any
, and if r = 3 then (5.9) is equivalent to the equation
by Proposition 5.6 with p 1 = 3, p 2 = 2, A(y) = F (y), B(y) = −E(y) because the sum of any eigenvalue of the matrix F (0) and any eigenvalue of the matrix −E(0) is equal to 5 − 2 = 3 = r.
Proof of Proposition 5.8. It suffices to prove that all eigenvalues of the matrix R(0, 0) are real, then they are non-negative by Proposition 5.9 and 5.7. Assume, to get contradiction, that at least one of the eigenvalues of the matrix R(0, 0) is not real. Then there is no loss of generality to assume that the matrix R(0, y) has
, where E(0) is an s × s matrix with no real eigenvalues,
Lemma 5.1. There exists a non-degenerate p × p matrix T (x, y) such that
Lemma 5.1 implies that there exists a tupleĤ(x, y) = (Ĥ 1 (x, y) , . . . ,Ĥ p (x, y)) t of generators of the ideal such that V (Ĥ 1 (x, y) , . . .Ĥ s (x, y)) with respect to the matrices
Here W 1 (x, y) and W 2 (x, y) are arbitrary matrices in the spaces (H
s× (p−s) and (H Underline that this statement holds in either the C ∞ or the analytic category. By formal series with respect to x we mean power series in x whose coefficients are smooth (analytic) functions of y.
In the analytic category Proposition 5.10 holds due to the absence of "small denominators" (see [Ar-Il] ) which is a corollary of assumption (b) on the vector field V . In the C ∞ category an analogous of Proposition 5.10 for functional equations (H(F ) instead of V (H), where F is a local diffeomorphism of R n ) was proved in [Be] . Proposition 5.10 can be proved by the same method, using techniques developed in [Be] and [Be-Ko] . In fact, in the C ∞ category the techniques developed in [Be] allows to prove Proposition 5.10 under the assumption that the eigenvalues of the vector field V corresponding to directions transversal to the manifold x = 0 have non-zero real part, i.e. V is hyperbolic with respect to the manifold x = 0. This assumption is much weaker than assumption (b), but the proof will be much more involved.
In the C ∞ category one more statement was used in sections 5.1-5.4. This statement is also similar to results in [Be] and can be proved using the techniques in [Be] . Note that Proposition 5.11 is not true if asumption (b) is replaced by hyperbolicity of V with respect to S. Another version of Poincare lemma property for local analytic subsets N ⊂ C n was studied in [Fe] and [Gi] . Let ω be a closed holomorphic (p + 1)-form with vanishing pullback to the regular part N reg of N . This means that ω| T p N = 0 for any point p near which N has the structure of a smooth submanifold of C n . Is it true that ω is a differential of a p-form α on C n with the same property? If yes then we will say that N has Poincare lemma property for closed forms with vanishing pullback to N reg . The Poincare lemma property considered in sections 1-2 concerns closed forms vanishing at any point of N .
If a form ω vanishes at any point of N , i.e. for any p ∈ N the coefficients of ω in some (and then any) local coordinate system vanish at p, then of course ω has zero pullback to the regular part of N . The inverse is not true, for example the non-vanishing 1-form dx has zero pullback to the line N : x = 0. Therefore the assumption that ω vanishes at any point of N is stronger than the assumption that ω has zero pullback to N reg . Nevertheless, in any version of the Poincare lemma property the p-form α must have the same property as ω, therefore it is not clear a priori if one of the Poincare lemma properties implies the other. This is an open question. We do not know example of an analytic set N which has one of the Poincare lemma properties and does not have the other.
On the other hand, the known sufficient conditions for the two Poincare lemma properties of an analytic set N are the same. In [Fe] an analogous of Theorem 1.1, for closed forms with vanishing pullback to N reg , was proved. In [Gi] it was underlined that for analytic sets the quasi-homogeniety should be considered as a type of contractability and it was proved that the quasi-homogeniety implies the Poincare lemma property for forms with vanishing pullback to N reg . In fact, if N is an analytic set or, moreover, any variety with Whitney stratification, then all our other results in section 1 also remain true when replacing the Poincare property for closed forms vanishing at any point of N by the Poincare lemma property for closed forms with vanishing pullback to N (say the union of curves) any 3-form vanishing at any point of N is a differential of a 2-form vanishing at any point of N .
