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Singular integral equations of second kind with negative index possess bounded 
solutions whenever the forcing function satisfies the orthogonality conditions. 
Numerically, the discretization of the integrals via Gauss-Jacobi quadrature does 
not ensure the preservation of a consistent system. It is shown that for Gauss- 
Jacobi quadrature, the overdetermined system of equations is consistent if and only 
if the discretized compatibility condition is satisfied. The solutions of inconsistent 
systems via generalized inverses are considered. Error estimates are established 
which are shown to be independent of which equation is excluded in the solution of 
the overdetermined system. 8 1989 Academic Pess, Inc. 
I. INTRODUCTION 
The theoretical foundations for the solution of singular integral 
equations were developed in the early forties and fifties. Since then, notably 
in the past decade, the study of numerical schemes for the solution of these 
equations has become a popular subject of many investigations. Singular 
integral equations arise in the formulation of mixed boundary-value 
problems of Mathematical Physics. Here, the unknown function is sought 
in the class of Holder continuous functions on [ - 1, 11, which are either 
bounded at the endpoints or unbounded but with integrable singularities. 
The boundedness of the solutions at the endpoints is governed by the index 
theory. The index of the equation, k, may take on any one of a number of 
values, those of interest being - 1, 0, and 1. The effect of the value of the 
index is evident in the numerical solution of singular integral equations via 
quadrature-collocation techniques. Quadrature-collocation techniques 
reduce the singular integral equation to a linear algebraic system by using a 
quadrature formula followed by collocation at a set of nodes, which are 
closely related to the quadrature nodes. While the case k= 0 is 
0022-247X3/89 $3.00 
Copyright Q 1989 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
2 DRISCOLL AND VENTURINO 
straightforward, for k = 1 an undetermined system is obtained and a 
supplementary condition arising from the physics of the problem must be 
specified. When the index is negative, an overdetermined system is 
obtained, and the solution exists provided the forcing function satisfies an 
orthogonality condition. Erdogan, Gupta, and Cook [l] remarked that in 
the latter case the equation corresponding to the collocation node closest 
to zero can be omitted, and the resulting system could then be solved. Jen 
and Srivastav [3] investigated the overdetermined system for dominant 
equations of the first kind in which Chebyshev nodes of the first and 
second kind are used. This paper will extend these analyses to equations of 
the second kind. To solve these equations, Jacobi polynomials are used in 
lieu of the Chebyshev polynomials. Unlike their analysis, the symmetry of 
the nodes cannot be exploited. However, other simplifications result, 
leading to a rather elegant form for the norm of the error. 
After some preliminaries, the major result is stated. It asserts that if the 
discretized orthogonality condition is satisfied the overdetermined system 
remains consistent regardless of which equation is omitted. Section IV con- 
siders the case in which the discrete analogue is not satisfied and obtains a 
criterion for the selection of the equation to be omitted. It is further shown 
that the 2-norm of the error between the solution obtained in this way and 
the least-squares solution is independent of which equation was deleted. 
Finally, a numerical example is provided to illustrate the effects of incon- 
sistency on solutions of overdetermined systems. 
II. PRELIMINARIES 
The dominant part of a singular integral equation of the second kind is 
given by 
ug(x)=$/1,~dr=f(x), -l<x<l. 
When a solution bounded at both endpoints is sought, the index of the 
equation has the value 
k= -(tl+fl)= -1, (2.2) 
where 
1 
a=-ln 
a + ib 
27G I I a +N (2.3) 
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and 
0.4) 
M and N are integers chosen such that Re(a) < 1 and Re(fl) < 1. For this 
case, a solution exists if and only if the forcing function satisfies the 
orthogonality condition 
’ f(x) s - dx = 0. I w(x) (2.5 1 
Here, W(X) represents the fundamental function of the equation which is 
defined as the solution of the corresponding homogeneous problem. It is 
given by 
w(x) = (1 - x)l( 1 +.)c)“. (2.6) 
This is the weight function for the Jacobi polynomials Pp”‘(x); 
n=0,1,2 ).... In what follows, Gauss-Jacobi quadrature formulae with 
quadrature nodes given by sk, the zeros of PFb), and weights [wk]; are 
utilized. The weight function for the related family of Jacobi polynomials 
PCpX, - B); n = 0, 1, 2..., n+ I is w*(x) = (w(x)))‘. The quadrature nodes will be 
the zeros x, of Pj,;, a, -p)(x), I= 1, 2, . . . . n + 1, and the weights will be 
denoted by WY, I= 1, . . . . n + 1. The explicit expressions for the two sets of 
weights can be found in Gerasoulis and Srivastav [2] together with the 
proof of the fundamental relation 
,r, &=O’ I= 1,2, . ..) n+ 1. (2.7) 
A similar argument with -c(, -/3 exchanged for c( and /3, respectively. 
yields the dual relation 
IIf1 
c 
w: 
- = 0, k = 1, 2, . . . . n. 
,=, xI-sk 
III. ANALYSIS OF THE OVERDETERMINED SYSTEM 
The equation of interest is 
(2.8 1 
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where upon rewriting g as the product of the weight function w  and a real 
continuous bounded function y, Eq. (3.1) is reduced to 
b ’ - 
I w(t) 
y(t)lI;(X)dt=f(x), -l<x<l. 
?I -1 
(3.2) 
Equation (3.2) is then discretized by applying Gauss-Jacobi quadrature 
and collocating at x1, obtaining 
l= 1,2, . ..) n+ 1, 
which is further reduced by (2.8) to the form 
f w,&=f(x,), f= 1,2, . . . . n+ 1. 
k=l 
(3.3) 
Clearly, there are n unknowns and n + 1 equations and so an overdeter- 
mined system of equations is obtained. 
THEOREM 3.1. Zf the discretized version of the orthogonality condition 
(2.5) is verified, then any equation of (3.3) is a linear combination of the 
remaining ones. The system is consistent. 
Proof. By applying Gaussian quadrature to (2.5) with weight function 
w*, it follows that 
,$, w&?f(x,)=O. (3.4) 
Multiplying each side of (3.3) by w,? and summing over I, but omitting the 
p-th equation, we have 
;,=;#p w: kg,== f w:f(&). 
l=l.#p 
Interchanging of the order of summation and using (3.4) and (2.8) now 
give 
; k;, wkwp* $+= -wp*f((x,), 
P 
which is the omitted pth row in the original overdetermined system. 
Therefore the system is consistent. 
Remark. When (3.4) holds, the solution of the overdetermined system 
is independent of which equation is excluded. 
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IV. ANALYSIS OF THE OVERDETERMINED SYSTEM 
BY MEANS OF GENERALIZED INVERSES 
Suppose now that (3.4) is not satisfied. On setting xk = y(sk)&, 
k = 1, . . . . n, and introducing a new variable CL,,+, as in Jen and 
Srivastav [3] which satisfies 
1= 1,2, . ..) n+ 1, (4.1) 
a square system of equations results in which the columns of the matrix 
constitute an orthogonal basis of E, + 1. The basis becomes orthonormal if 
a2+h2= 1. Indeed by (2.8), 
bpGW:=O 
’ 
k = 2, . . . . n, 
/=I sk-xI 
and so 
(4.2) 
where (2.1) has been normalized by setting a2 + b* = 1. (Note that the dual 
relationship of (2.12) in Gerasoulis and Srivastav [Z] was used to obtain 
(4.21.) 
The normal equations give the least-squares solution x*, i.e., 
ATAx* = ATb, (4.3 1 
where A is the matrix of the system (4.1) and b is its right-hand side. This 
gives 
x,*=bz +Gef~Xl) k = 1, 2, . . . . n, 
I= I Sk-x, ’ 
(4.4) 
The size of d is related to the condition (3.4) and is a measure of incon- 
sistency for the overdetermined system. 
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Let xCp’ represent the solution of the system in 
been omitted. Let also 
e(P) = x* -x(P) 
Note that 
- 
which the pth row has 
(4.5) 
+ dn,/w,* 
=Z P WI (f(Xj)+d). (4.6) 
From (4.1) and (4.5), it follows that 
A(P)e(P) = A’Plx* _ A(P)X(P) =-J 
7 (4.7) 
where d is the vector whose jth component is 
(d), = dqf+. 
Again by introducing a new variable e,, r, and on bordering A with a 
column of constants, it follows that 
CAIqle=d*, (4.8) 
where 
e = (ej), j= 1, . . . . n + 1 
(q)j=&, j= 1, . . . . n+ 1 
and 
(d*), = dnJu;*, 
(d*),= -dn 1 ,,/@. 
j = 1, . . . . n+l;j=p 
Now the right-hand side satisfies the consistency condition (3.4). Using the 
normal equation, (4.8) may be solved, i.e., 
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By using (2.8), 
On taking the 2-norm, it follows that 
Thus, the norm of the error is independent of the actual row which is 
omitted. 
13.4 I E*(Pl 
Pgl P=21 
FIG. 5.1 E*l”’ versus S 
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V. NUMERICAL EFFECTS OF INCONSISTENCY 
Finally, as an illustration of inconsistency in numerical solutions, 
consider the equation 
(5-l) 
Here, a=$ p= f and so 
g(x)=(z-x)“(l+x)p (5.2) 
and for f(x) = 8.49x2 + 4.24x - 3.18 the solution is y(x) = 6x. Figure 5.1 
illustrates the values of e*(p) for n = 20, d- l.l2E- 3, and some selected 
values of p, viz. p = 1, 7, 12, 17,21. Note that the error is the largest near 
the neglected node. As pointed out in Jen and Srivastav [3], the choice of 
the row to be excluded should depend on the quantity of interest in the 
problem being solved. 
Finally, Tables 5.1 and 5.2 display numerical values obtained for the 
TABLE 5.1 
Least-Squares versus E*(p) (n = 20; d= O.l120E- 2) 
E*(P) 
Least 
s Exact squares P=l P=l P=12 P=17 P=21 
-0.9862 - 5.9172 -5.9136 0.0877 
- 0.9502 - 5.7012 - 5.6979 0.0499 
-0.8930 - 5.3580 - 5.3549 0.0365 
-0.8159 - 4.8954 - 4.8924 0.0292 
- 0.7205 -4.3230 -4.3205 0.0244 
-0.6091 - 3.6546 - 3.6523 0.0209 
- 0.4840 - 2.9040 - 2.9024 0.0183 
- 0.3482 - 2.0892 - 2.0878 0.0162 
- 0.2046 - 1.2276 - 1.2265 0.0144 
- 0.0564 -0.3384 -0.3379 0.0128 
0.0931 0.5586 0.5582 0.0115 
0.2405 1.4430 1.4418 0.0102 
0.3824 2.2944 2.293 1 0.0091 
0.5159 3.0954 3.0932 0.0080 
0.6378 3.8268 3.8242 0.0069 
0.7454 4.4724 4.4697 0.0059 
0.8364 5.0184 5.0153 0.0049 
0.9087 5.4522 5.4488 0.0039 
0.9607 5.7642 5.7606 0.0028 
0.9912 5.9472 5.9438 0.0016 
-0.0012 -0.0004 - 0.0002 
- 0.0029 - 0.0008 -0.0004 
-0.0055 -0.0014 -0.0006 
-0.0101 -0.0021 -0.0009 
-0.0216 - 0.0029 -0.0013 
-0.1222 -0.0041 -0.0018 
0.0447 - 0.0057 -0.0022 
0.02 10 -0.0081 - 0.0028 
0.0137 -0.0126 - 0.0035 
0.0104 - 0.0239 - 0.0043 
0.0084 -0.1244 -0.0055 
0.0069 0.0425 -0.0071 
0.0059 0.0184 - 0.0096 
0.0049 0.0116 -0.0141 
0.0042 0.0083 - 0.0255 
0.0035 0.0063 -0.1262 
0.0029 0.0048 0.0404 
0.0023 0.0036 0.0159 
0.0016 0.0025 0.0086 
0.0009 0.0014 0.0042 
-0.0001 
- 0.0002 
- 0.0003 
-0.0005 
- 0.0007 
-0.ooo9 
-0.0011 
-0.0014 
-0.0017 
- 0.0020 
- 0.0025 
-0.0030 
- 0.0036 
- 0.0045 
- 0.0056 
-0.0074 
-0.0101 
-0.0153 
- 0.0282 
-0.1340 
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TABLE 5.2 
Least Squares versus E*(P) (n = 100; d= 0.34488- 3) 
E*(P) 
s Exact Least squares P=20 P=65 P= 101 
-0.8282 - 4.9692 - 4.9663 - 0.083 1 
-0.8104 - 4.8624 -4.8594 0.0287 
-0.7918 -4.7508 -4.7478 0.0127 
0.4112 2.4672 2.2461 o.ooo7 
0.4394 2.6364 2.4183 0.0007 
0.467 1 2.8026 2.5884 o.OcQ7 
0.7965 4.7790 4.7759 0.0004 
0.9959 5.9754 5.9723 0.0001 
0.9983 5.9898 5.9860 0.0001 
0.9996 5.9976 5.9949 0.0001 
-0.0#02 -0.0001 
-0.0002 -0.0001 
- 0.0002 -0.0001 
-0.0839 -0.0004 
0.0279 - o.ooo4 
0.0120 -0.ooo4 
0.0012 - 0.0008 
0.0002 -0.0104 
0.0001 -0.0201 
0.0001 -0.898 
solution using Gauss-Jacobi quadrature with n = 20, 100, respectively, and 
selected rows excluded from the overdetermined system. Note that the 
discrepancy between the computed and the generalized inverse solution 
depends solely on the value of d, and not on the solution itself. 
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