Abstract. In this paper, we discuss an approach to an operator scheduling problem in a large organization over time with the aim of maintaining service quality and reducing total labor costs. We propose a genetic algorithm (GA) with a parameterized fitness function inspired by homotopy methods and with null mutation to handle a variable number of operators. The proposed method is applied to the practical problem of scheduling operators in a telephone information center. Experimental results show that the proposed method performs consistently better than a GA method previously developed.
Introduction
In the operator scheduling problem for customer service operations at a telephone information center, we are given a set of working shifts with known start and end times and number of short breaks to be taken during the work session. The primary objective is to minimize staff shortages against number of customer calls over time. This objective is so important to maintain service quality that it is treated as a constraint such that the shortage must be zero. The secondary objective is to minimize labor costs or a surplus of operators for actual needs. Other objectives such as overtime and employee satisfaction are not considered. This problem reflects the very significant needs of a large organization such as an information service center for telephone directory assistance. Constructing a good schedule by hand, however, can be very difficult. Nippon Telegraph and Telephone Corporation (NTT), for example, has more than one hundred such centers all over Japan and currently suffers huge deficits. There is urgent demand to automatically supply efficient schedules in a short time corresponding to frequently changing work shift patterns and distribution of customer calls.
Genetic algorithms (GAs) have been successfully applied to a variety of scheduling problems including jobshop and flowshop [2, 7, 4, 6, 8] . Yoshimura and Nakano [9] first applied GAs to the information operator scheduling problem. They proposed a GA with mutation especially dedicated to the problem and a partial reinitialization method with good success. The more general form of the problem is discussed in [3] under the name of the employee scheduling problem, where they proposed tabu search approach to solve the problem and compared with other methods. The organization of this paper is as follows. Section 2 explains the information operator scheduling problem and its objective functions. In Section 3, we briefly review the GA approach previously proposed by Yoshimura and Nakano [9] and then modify their mutation to handle a variable number of operators. In Section 3.4 a GA with ranking based selection, duplicate elimination and local search is proposed. A new approach using a parameterized fitness function is proposed in Section 4. Experimental results using real data supplied by NTT are reported in Section 5.
The Information Operator Scheduling Problem
The number of human operators required to deal with inquiry calls from customers changes over time, and its time distribution is given based on statistical data at each center. Figure 1 shows such an example sampled at one of NTT's largest centers. The service starts at t = 8:00 and ends at t = 23:00. The time interval is measured in units of five minutes, therefore the total service time interval of 15 hours corresponds to T = 180 time units. The vertical axis represents the number of required operators for each time unit and is denoted by n 1 (t). A solid line at the top of the n 1 (t) histogram represents tolerable surplus n 2 (t): an acceptable margin of at most 5 % at each time unit to absorb daily fluctuations.
A shift type specifies the work starting and ending times and the number of breaks to be taken during the work session. The number of breaks depends on the length of the shift type, and the length of one break is fixed at 10 minutes (= 2 time units). A break pattern is a placement of breaks under a given shift type. A working pattern of an operator can be represented by specifying its shift type and break pattern. An operator can choose any shift type from a list of admissible shift types and any break pattern under the constraint that the length of any continuous working period must be between 30 and 60 minutes. Table 1 shows an example set of admissible shift types and the number of breaks. For example, a shift type with starting time 8:00 and ending time 12 : 00 has four breaks. Let us assume there are a total of D operators available per day, and each of these operators is assigned a shift type selected from Table 1 and a break pattern. A schedule is obtained by finding a combination of D working patterns with possibly different shift types and break patterns. Each chosen working pattern corresponds to a (partial) schedule of one operator. Please note that even though the total number D is fixed, the total labor costs differ depending on the total length of the chosen shift types. In a center, operators must work in pairs, thus a working pattern is shared by two operators. To avoid confusion, however, we simply assume that one working pattern corresponds to one operator.
Let n(t) be a number of operators working at time t under a schedule S. Total shortage of operators f 1 and total surplus f 2 are defined in Equation (1), where x = x if x > 0; otherwise x = 0.
The objective of the information operator scheduling problem is to minimize f 2 under the constraint that f 1 must be zero. In [9] , a single f with a constant a ∈ [0, 1] in Equation (2) is used as a fitness measure. Another type of fitness function shown in Equation (3) can also be considered where the constant α must be small enough to satisfy f 1 = 0.
Solution representations
A schedule S consists of a set of partial schedules of all the operators and is denoted by S = {s 1 For example, an operator who starts working at time t s and ends at t e as specified by a shift type a 10 , first works for a duration specified by a 1 , then takes the first ten-minute (= 2 time units) break, and resumes work for a duration specified by a 2 and so on. The following equality must be satisfied (for more details, please refer to [9] ):
Mutation
For each s i probabilistically selected for mutation with probability p mut , one of the following M1 to M4 is applied with the probabilities p 1 , p 2 , p 3 and p 4 (p 1 + p 2 + p 3 + p 4 = 1), respectively.
M1
Two genes a j1 and a j2 are randomly selected and their values are exchanged. M2 A gene a j1 with a value greater than 30 minutes is randomly selected and decreased by 5 minutes, another gene a j2 with a value smaller than 60 minutes is randomly selected and increased by 5 minutes. M3 a 1 , . . . , a m are randomly regenerated under the constraint Equation (4), while a 9 and a 10 remain the same. M4 a 10 is probabilistically changed to the next (a 10 +1) or the previous (a 10 −1) type in Table 1 , a 9 to the corresponding number of breaks, and then a 1 , . . ., a m are randomly generated with the new a 9 , a 10 under Equation (4).
The mutation defined above assumes the number of genes and the total number of operators D are fixed. However, it is desirable to extend the mutation to allow D to be varied within an upperbound D 0 during the search to find a solution of higher quality. A special gene null for a 10 , meaning that the operator is off duty, is introduced for this purpose. The following mutation M5, called null mutation, is applied with probability p 5 .
M5
(null mutation) : a 10 is probabilistically changed to null.
The mutation M4 is slightly modified to incorporate this change such that if a 10 is null, it is changed to any type in Table 1 at random.
1. Initialize population: randomly generate a set of P schedules.
Repeat Step 2a to
Step 2d L1 times:
(a) Select two schedules S1, S2 from the population with probabilities inversely proportional to their fitness ranks. (b) Apply crossover with probability pcross and obtain T1 and T2, otherwise just copy S1 and S2 to T1 and T2. (c) For i = 1, 2, repeat as follows L2 times:
Apply mutation to Ti and obtain Ti. If Ti is at least as good as Ti, replace Ti with Ti. (d) For i = 1, 2, if Ti is better than the worst in the population, and no member of the current population has the same fitness as Ti, replace the worst individual with Ti. 3. Output the best member in the population and terminate.
Fig. 2. Genetic local search for information operator scheduling problem

Crossover
A partial schedule-wise uniform crossover is employed as follows. Let two parent solutions be S 1 
Genetic local search
It is well known that there are some problem classes in which GAs are not well suited for fine-tuning structures that are very close to optimal solutions and that it is essential to incorporate local search methods into GAs. The result of such incorporation is often called Genetic Local Search (GLS) [5] . In this framework, an offspring obtained by a recombination operator is not included in the next generation directly but is used as a "seed" for the subsequent local search. The local search moves the offspring from its initial point to the nearest locally optimal point, which is included in the next generation.
The mutation discussed in Section 3.2 is used for local search here. Instead of applying mutation only once to each individual generated from the crossover, it is applied repeatedly and the results are accepted only when they are improved (or at least the same). Figure 2 shows the outline of our GLS algorithm based on the steady state model with ranking selection. The reinitialization method introduced in [9] is substituted by the duplicate elimination technique in Step 2d to avoid premature convergence even under a small-population condition. 
Parameterized Fitness Function
Yoshimura and Nakano use f in Equation (2) with a = 0.7 as a fitness function [9] . They observe that their GA finds a solution with f 1 = 0 effectively as long as a > 0.3, while the quality of f 2 is not always excellent. In their experiments, f 1 and f 2 start from large values, then f 1 quickly decreases to zero and does not increase again, while f 2 decreases very slowly. Once a solution S with f 1 (S) = 0 is found, a new solution S with f 1 (S ) > 0 is difficult to survive because f (S ) is inferior to f (S) in many cases. Thus only a limited region where f 1 is always 0 is searched. On the other hand, if f α with α = 1 in Equation (3) is used, both f 1 and f 2 decrease smoothly, but f 1 does not reach zero or close to zero. One may be able to overcome this dilemma by finding an optimal α in Equation (3), but this itself is quite difficult.
As a possible remedy, we treat α as a parameter, which decreases from 1 to 0 throughout the search. For our purpose, the algorithm in Figure 2 is slightly modified to use the parameterized f α in which α is first initialized as α = 1 in Step 1, and is changed as α := (1 − )α in Step 2b after the crossover is applied, where > 0 is a small constant.
The idea of a parameterized fitness function is inspired by a far more sophisticated approach known as the homotopy method, which has been used for decades to find solutions of nonlinear equations [1] . By initializing α = 1, we start from a relaxed problem in which minimizing f 2 is easier at the cost of violating the constraint f 1 = 0. α is then gradually decreased to enforce f 1 = 0 and finally a schedule with f 1 = 0 and reasonably small f 2 is obtained.
Experimental Results
Numerical experiments based on the data given in Figure 1 and in Table 1 are carried out under various conditions. Figure 3 shows the average time evolutions of f 1 and f 2 over 40 runs each on a SUN Ultra30 workstation. The programs are written in C language, and each run takes about 25 minutes of CPU time. All experiments were conducted under these conditions: the population size P = 9, the crossover and mutation rate p cross = 0.2 and p mut = 0.02 respectively, Table 2 . In Figure 3 (a), the number of operators D is fixed to 105 as in [9] . In the figure, the results of three different fitness functions are compared: (I) the same fitness function used in [9] , (II) f α with α = 1, and (III) the parameterized f α with α decreasing from 1 to 0. It is clear that by using the parameterized fitness function, the quality of f 2 greatly improves while the constraint f 1 = 0 is satisfied at the end of the computation.
In Figure 3 Figure 4 shows one of the best schedules obtained under (VI). The picture on the right in Figure 4 shows the schedule, where the x axis represents time and the y axis the chosen working patterns. The filled block indicates that an operator is at work, while each small white block is a ten-minute break. Among 105 operators initially assigned, a total of 102 operators were found to be actually necessary, and the total surplus is 97, meaning that only 0.54 operators on average are redundant per time interval. The picture on the left shows the corresponding time distribution of the operators. 
Conclusions
We have developed a genetic algorithm with local search for the information operator scheduling problem. The experimental results show that the use of a parameterized fitness function and null mutation improves the solution quality with a smaller number of total operators, while satisfying the given constraints. Future research will be to investigate the better control of α rather than decreasing it monotonically.
