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We consider a scalar field system with a class of potentials given by the expression, V (φ) ∝
φmexp(−λφn/MnPl), m > 0, n > 1 for which Γ = VφφV/V 2φ → 1 as |φ| → ∞. We carry out
a dynamical analysis for the underlying system choosing a suitable set of autonomous variables
and find all of the fixed points. In particular, we show that the scaling solution is an attractor
of the system in the asymptotic regime. We indicate the application of the solution to models of
quintessential inflation.
PACS numbers:
I. INTRODUCTION
Scalar fields have been used extensively in cosmology for the description of the inflationary era as well as the
phenomenon of late-time acceleration. In their application to late-time acceleration, it is imperative that they do
not interfere with the thermal history of the Universe, and the dynamics is such that the late-time physics bears
no dependence on the initial conditions. The first requirement a` la the the nucleosynthesis constraint [1–5] implies
that the field energy density should remain subdominant to background during radiation and matter era and should
show up only at late stages to account for the late-time acceleration. In general, the first requirement asks for a
steep field potential, whereas the second forces the choice of a particular type of steep behavior. In the case of the
early field dominance, the field energy, during evolution, undershoots the background such that the Hubble damping
freezes the scalar field φ on its potential.1 As the background energy density becomes comparable to the field energy
density, field evolution commences again. Hereafter, the evolution crucially depends on the nature of steepness of
the field potential. In a case where the underlying field potential is of standard exponential type, the field energy
density exactly tracks the background forever [1]. If the potential is less steep than the exponential — for instance,
the inverse power-law potentials — the field energy density gradually approaches the background and overtakes it.
And for potentials more steep than the standard exponential, the field energy density would evolve away from the
background, pushing the field into the freezing regime and after the recovery from the latter [6, 7]. The same behavior
keeps repeating till later.2 Such a framework belongs to the class of thawing models [8, 9], where the evolution is
sensitive to the initial conditions.
Recently, generalized exponential potential V (φ) ∝ exp(−λφn/MnPl), n > 1 was considered in Refs. [7, 10] in the
context of quintessential inflation [3, 6, 11–37], which successfully describes inflation and mimics desirable behavior
[38–43] at late stages despite the fact that the slope of the potential is not constant, which is important for the
derivation of the scaling solution. In this case, one has an additional equation for the slope, where a crucial role is
played by a quantity Γ = VφφV/V
2
φ [38] such that the latter being equal to 1 implies the standard case of exponential
potential. There might be interesting cases in which Γ approaches unity in certain limits, signaling the emergence of
scaling behavior asymptotically; the mentioned class of potential satisfies said criteria.
It is desirable to have scaling behavior in models of dark energy, which makes the evolution free of initial condi-
tions [38]. However, since the scaling solutions are not accelerating, one needs a late-time exit from scaling regime to
acceleration which can be triggered using various mechanisms discussed in the literature [23, 44]. Scaling behavior
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1 In this case, the field energy density is subdominant to the background initially, the field remains frozen till its energy density becomes
comparable to the background. Thereafter evolution depends upon the nature of steepness of the potential, similar to the case described
in the text.
2 We imagine a late-time feature in the potential allowing the exit to acceleration.
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2with a mechanism of late-time exit to acceleration dubbed a tracker [38, 45–49] is at the heart of model building for
dark energy and quintessential inflation.
In this paper, we consider a scalar field system with a generalized class of potentials with the desired property of
Γ and carry out a dynamical analysis rigorously to confirm the existence and stability of scaling solutions using the
autonomous system framework; the analysis was missing in the earlier cited work. We also indicate the applications
of these solutions for models of quintessential inflation.
II. DYNAMICAL ANALYSIS
In what follows, we shall present the evolution equations in the autonomous form suitable for the study of fixed
points. In particular, our focus will be on the existence and stability of the scaling solution, which plays an important
role in model building of dark energy and quintessential inflation. Besides the autonomous form, we shall also retain
evolution equations in the original variables, which would be helpful in constructing certain physical quantities along
with the additional check on the results to be obtained from the autonomous system. We shall use units ~ = c = 1.
A. Equations of motion
Let us consider the model of quintessence with the following action,
S =
∫
d4x
√−g
[
−MPl
2
2
R+
1
2
(∇φ)2 − V (φ)
]
+ SM , (1)
where
V (φ) = V0
(
φ
MPl
)m
e
−λ φnMPln , λ > 0, V0 > 0, n > 1,m > 0 (2)
is the scalar field potential, MPl
2 = 18piG and SM is the matter action. The case with m = 0 and n = 1 has been
thoroughly studied in the literature [4, 16, 23, 50–53]. Several asymptotic solutions were found in Refs. [47, 54] in the
models with various parameters n, m of the potential (2). A mixed-quintessence potential similar to Eq. (2) appears
in the Einstein-frame formulation of the nonminimal coupled scalar field models, and it is obtained in Ref. [55] that
a corresponding system shows scaling behavior in spite of having a potential without constant slope.
Hereafter, we specialize to a spatially flat Friedmann-Lemaˆıtre-Robertson-Walker metric ds2 = dt2−a2(t)δijdxidxj ,
where a is the scale factor. Equations of motion are obtained by varying the action (1) with respect to the metric
and with respect to the scalar field, giving rise to the usual set of evolution equations,
3H2M2Pl =
1
2
φ˙2 + V (φ) + ρ, (3)
(2H˙ + 3H2)M2Pl = −
1
2
φ˙2 + V (φ)− p, (4)
φ¨+ 3Hφ˙+ Vφ = 0, (5)
where H(t) ≡ a˙a is the Hubble parameter, ρ, p are the energy density and pressure of the background matter, w = p/ρ
is the background matter equation of state parameter (w ∈ [−1; 1]) and Vφ = dVdφ .
Let us note that the asymptotic scaling solution in the model with the potential V (φ) = V0e
−λ φnMPln was constructed
in Ref. [10], though the existence and stability was not demonstrated there using dynamical system analysis. We
could expect that this solution exists for a general potential V (φ) = V0
(
φ
MPl
)m
exp
(
−λ φnMPln
)
also, as the parameter
Γ ≡ VφφV/V 2φ has the same asymptotic behavior in this case. This is not surprising as the power law gives an
insignificant contribution in the asymptotic regime. In this case, we are interested in investigating all of the fixed
points, in particular, the scaling solution.
Let us note that the behavior of the scalar field in the scaling regime is characterized by
wφ =
pφ
ρφ
=
φ˙2/2− V
φ˙2/2 + V
= w ⇒ φ˙2(1− w) = 2(1 + w)V, (6)
3where ρφ, pφ, wφ are the energy density, the pressure and the equation of state parameter of the scalar field φ,
respectively. The time derivative from the last relation in Eq. (6) is
φ¨φ˙(1− w) = (1 + w)Vφφ˙ ⇒ (−3Hφ˙− Vφ)φ˙(1− w) = (1 + w)Vφφ˙ ⇒
⇒ − 3(1− w)Hφ˙2 = 2Vφφ˙. (7)
Therefore, we find for the scaling solution
φ˙2
2V
=
1 + w
1− w,
Vφ
φ˙H
=
3
2
(w − 1). (8)
Some of the features of the dynamics can be made clear by looking at the form of the potential. We plot the
potential V (φ) = V0
(
φ
MPl
)m
e
−λ φnMPln for several sets of parameters, n, m, λ, V0, and we observe that for n even and
m odd, the potential has a minimum for the negative value of the field and should give rise to de Sitter solution (see
Fig. 2, right plot). However, this case cannot be captured by our choice of autonomous variables; they are best suited
to scaling solutions. In a case of even m > 0 and both n being even or odd, the potential has a local minimum at
φ = 0 with V = 0. In this case, we expect that the stable fixed point would correspond to Ωφ → 0, corresponding to
weff =
p+pφ
ρ+ρφ
→ w. Thus, apart from the scaling solutions, it is expected that the formalism would capture the latter
behavior also.
−5 −4 −3 −2 −1 0 1 2 3 4 5
−0.2
0
0.2
0.4
0.6
0.8
1
φ
V
−5 −4 −3 −2 −1 0 1 2 3 4 5
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
φ
V
FIG. 1. The scalar field potential V (φ) = V0
(
φ
MPl
)m
e
−λ φnMPln is plotted for the parameters
(left panel) n = 2, m = 0 and (right panel) n = 2, m = 2. Other parameters are V0 = 1, λ = 1, M
2
Pl = 1.
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FIG. 2. The scalar field potential V (φ) = V0
(
φ
MPl
)m
e
−λ φnMPln is plotted for the parameters
(left panel) n = 3, m = 7, (middle panel) n = 3, m = 12 and (right panel) n = 4, m = 3. Other parameters are
V0 = 1, λ = 1, MPl
2 = 1.
4We introduce new expansion-normalized variables x, y, A:
x =
φ˙2
2V
, y =
Vφ
φ˙H
, A =
1
φ/MPl + 1
. (9)
Let us note that the variable x is positive if V (φ) > 0 and the variables x and y in Eq. (9) are constants in the scaling
regime, which happens exactly in the case of a standard exponential potential where the third relation is redundant.
For a general class of potentials with a property, the parameter Γ → 1 as |φ| → ∞, we have an asymptotic scaling
regime where A is zero.
The initial variables φ, H, ρ and also their time derivatives and expressions of these variables are expressed through
autonomous variables x, y, A. Indeed, we have
φ = MPl
1−A
A
, (10)
φ˙2 = 2xV (φ) = 2xV0
(
1−A
A
)m
e−λ
(1−A)n
An , (11)
H2 =
Vφ
2
y2φ˙2
= V0
2
y2φ˙2
e
−2λ φn
Mn
Pl
(
mφ
m−1
MmPl
− λnφm+n−1
Mm+nPl
)2
=
= V0
2M2Plxy
2 e
−λ (1−A)nAn (1−A)m−2A2−2n−m[mAn − λn(1−A)n]2.
(12)
Positive values of the scalar field φ correspond to A ∈ (0; 1), whereas negative ones correspond to A ∈ (−∞; 0)∪(1; +∞)
and A→ ±∞ for φ→ −1.
Using definitions of x, y, A (9) and the expression (10), we derive the following important relations:
V
2MPl
2H2
= xy2A2n−2
[
1−A
mAn − λn(1−A)n
]2
, (13)
H˙
H2 = − 32 (w + 1) + V2MPl2H2 (x(w − 1) + w + 1) =
= − 32 (w + 1) + xy2A2n−2(x(w − 1) + w + 1)
[
1−A
mAn−λn(1−A)n
]2
,
(14)
φ¨
φ˙H
= −y − 3, (15)
wφ =
x− 1
x+ 1
, (16)
weff =
p+pφ
ρ+ρφ
= − (2H˙+3H2)MPl2
3MPl2H2
= −1− 23 H˙H2 =
= w − 23xy2A2n−2(x(w − 1) + w + 1)
[
1−A
mAn−λn(1−A)n
]2
,
(17)
ρφ =
φ˙2
2
+ V (φ) = V0(x+ 1)
(
1−A
A
)m
e−λ
(1−A)n
An , (18)
ρ = 3H2MPl
2 − ρφ =
= 3V02xy2 e
−λ (1−A)nAn (1−A)m−2A2−2n−m[mAn − λn(1−A)n]2 − V0(x+ 1)
(
1−A
A
)m
e−λ
(1−A)n
An =
= V0
(
1−A
A
)m−2
e−λ
(1−A)n
An
{
3
2xy2A2n [mA
n − λn(1−A)n]2 − (x+ 1)( 1−AA )2} , (19)
Ωφ =
ρφ
3MPl
2H2
=
V
3MPl
2H2
(x+ 1) =
2
3
(x+ 1)xy2A2n−2
[
1−A
mAn − λn(1−A)n
]2
. (20)
5Let us note that points of the phase space of the new variables (x, y,A) have the physical sense only if their coordinates
x0, y0, A0 give rise to ρ > 0 after the substitution into Eq. (19).
Let us emphasize that the parameter Γ becomes important beyond the standard exponential potential; it governs
the dynamics of the underlying system. In general, it provides a yardstick to check for the scaling solutions. For the
potential under consideration, we have
Γ = 1 + (n− 1) V
Vφφ
−mn
(
V
Vφφ
)2
= 1 +
(n− 1)An
mAn − λn(1−A)n −
mnA2n
[mAn − λn(1−A)n]2
, (21)
where we have used the following relation,
V
Vφφ
=
An
mAn − λn(1−A)n . (22)
Let us note that n = 1, m = 0 corresponds to the standard case of an exponential potential which gives rise to a
scaling solution. It is interesting that Γ → 1 for arbitrary values of n and m provided that A → 0 corresponding to
|φ/MPl| → ∞, which signals the emergence of scaling behavior in the asymptotic regime, while Γ→ m−1m in the other
asymptotic limit, φ/MPl → 0 (that is, A→ 1). In what follows, we shall demonstrate this rigorously.
Taking the derivative of x, y, A with respect to (ln a), we find the following autonomous system,
dx
d(ln a)
= −2x(3 + y + xy), (23)
dy
d(ln a)
= 2xy2
VφφV
V 2φ
− y φ¨
φ˙H
− y H˙
H2
, (24)
dA
d(ln a)
= −2xyA(1−A) V
Vφφ
, (25)
which after the substitution of the relations (14), (15), (21) and (22) has the final form
dx
d(ln a)
= −2x(3 + y + xy), (26)
dy
d(ln a) = 2xy
2
{
1 + (n−1)A
n
mAn−λn(1−A)n − mnA
2n
[mAn−λn(1−A)n]2
}
+ y(9/2 + y + 3w/2)−
−xy3A2n−2(x(w − 1) + w + 1)
[
1−A
mAn−λn(1−A)n
]2
,
(27)
dA
d(ln a)
= − 2xyA
n+1(1−A)
mAn − λn(1−A)n . (28)
Once the autonomous system of equations is set up, we can proceed for its analysis, which we do in the following
subsections.
B. Stationary points
Solving the system (26)-(28), we find the stationary points and investigate their stability in the linear approximation
a` la Lyapunov [56]. In this case, there exist four fixed points.
1. x = 0, y = 0, A ∈ (−∞; +∞).
This is stationary line. The eigenvalues of the Jacobian matrix associated with the system (26)-(28) are given by
L1 = −6 < 0,
L2 = 9/2 + 3w/2 > 0 for w ∈ [−1; 1].
L3 = 0
(29)
6The eigenvalue L2 is positive for w ∈ [−1; 1]; hence this stationary line is unstable. Using its coordinates x, y, A, we
calculate the corresponding values of the important quantities using Eqs. (14) and (15): H˙H2 = − 32 (w + 1), φ¨φ˙H = −3.
Solving them, we obtain H(t) = 23(w+1)(t−t0) ,
d(φ˙)
φ˙
= −3H(t)dt and
φ˙(t) = φ˙1
(
t
t0
− 1
)− 2w+1
, (30)
φ(t) = φ0 + φ2
w + 1
w − 1
(
t
t0
− 1
)w−1
w+1
, (31)
and the time dependence of the scale factor is
a(t) = a0
(
t
t0
− 1
) 2
3(w+1)
. (32)
Using the continuity equation ρ˙+ 3(w + 1)Hρ = 0, we find the time dependence of the energy density of matter,
ρ(t) = ρ0
(
t
t0
− 1
)−2
. (33)
Here t0, φ0, φ˙1 and φ2 are constants. φ0 and φ2 have the dimension of energy, t0 has the dimension of (energy)
−1
, φ˙1
has the dimension of (energy)2.
The coordinates of this stationary line do not allow us to reconstruct correctly the behavior of the scalar field
φ(t), and the formula (31) is approximate. Our numerical investigations (see the next section) confirm the power-law
dependence φ˙(t) in Eq. (30); however, the absolute value of φ˙ is very small — close to zero — and φ(t) changes very
slowly and is equal approximately to the constant φ0.
Substituting the values of the coordinates of this stationary line into formulas (16) and (17), we obtain wφ → −1
and weff → w. As the coordinate A runs along an axis of real numbers, the parameter Γ = Γ(A) [see Eq. (21)] can
take various values, and we have Γ = 1 for the point of this line with A = 0.
In the particular case of w = −1, instead of the solution (31)-(33), we conclude from Eqs. (14) and (15)
that the Hubble parameter H = H0, the matter energy density ρ = ρ0, the time derivative of the scalar field de-
creases as the exponent φ˙(t) = φ˙1e
−3H0(t−t0), and the scalar field tends to the constant φ(t) = φ0−φ2e−3H0(t−t0) → φ0.
2. x = 0, y = − 32 (w + 3), A ∈ (−∞; +∞).
We find the eigenvalues for this stationary line
L1 = 3 + 3w > 0 for w ∈ [−1; 1],
L2 = −9/2− 3w/2 < 0 for w ∈ [−1; 1],
L3 = 0.
(34)
This stationary line is unstable for w ∈ (−1; 1]. Using Eqs. (14) and (15), we get H˙H2 = − 32 (w + 1), φ¨φ˙H = 32 (w + 1).
Then
φ˙(t) = φ˙1(t/t0 − 1), (35)
φ(t) = φ0 + φ2(t/t0 − 1)2, (36)
where t0, φ0, φ2 and φ˙1 are constants. Let us note that the behaviors of the scale factor and the matter energy density
are the same as in case of the stationary line 1 [see Eqs. (32) and (33)].
Using the numerical integration, we confirm the time dependences of the scalar field derivative (35) and the difference
φ(t)− φ0 = φ2(t/t0 − 1)2. It is found that |φ˙| is close to zero and that φ(t) ≈ φ0.
Applying formulas (16) and (17), it is calculated that wφ → −1 and weff → w in this line. The parameter Γ is
equal to 1 for the point of this stationary line, with the coordinate A = 0.
For w = −1, the obtained solution does not exist, and we find, using Eqs. (14) and (15), H = H0, ρ = ρ0,
φ˙(t) = φ˙1. The numerical integration gives us φ˙(t) = φ˙1 ≈ 0, and the scalar field is equal to the constant φ(t) ≈ φ0.
73. x = 1+w1−w , y =
3
2 (w − 1), A = 0.
This point corresponds to the scaling solution, and it exists for w 6= 1 (for realistic fluid, w = 0; 1/3). We are
especially interested in this case; the eigenvalues are
L1 = 0,
L2,3 = 3/4
(
w − 1±√(9w + 7)(w − 1)) . (37)
Real parts of eigenvalues L2, L3 are negative for w ∈ (−1; 1). As L1 vanishes, one needs an additional check for the
determination of the type of stability.
Since the coordinate x = 1+w1−w =
φ˙2
2V > 0 for w ∈ [−1; 1), V (φ) > 0 and the conditions of existence of the scaling
point are
(1) m is even, ∀φ,
(2) m is odd, φ > 0.
We substitute coordinates of this point into Eqs. (14) and (15) and find that H˙H2 = − 32 (w + 1), φ¨φ˙H = − 32 (w + 1).
Therefore, for this point, φ˙(t) = φ˙1(
t
t0
− 1)−1, where φ˙1, t0 are constants, and a(t) and ρ(t) are the same as in
Eqs. (32) and (33). Actually, the time dependence φ˙(t) is more complicated, and we cannot reconstruct it using only
fixed point coordinates.
Substituting x, y, A of this stationary point into Eqs. (16), (17), (20) and (21), we readily check that wφ → w,
weff → w, Ωφ → 0, Γ→ 1 as the fixed point is approached.
The numerical integration of the system (26)-(28) (see Figs. 1-3) shows that the scaling stationary point 3 is the
attractor in phase space (x, y,A) for (ln a) → +∞ in some region of the initial data. Therefore, the found scaling
regime exists for t→ +∞.
The time behavior of the scalar field φ(t) cannot be found correctly from the coordinates of this stationary point.
Following Ref. [10], where the potential V (φ) = V0e
−λ φnMPln was considered, we assume for the potential (2) that the
time dependence of φ(t) is given by the following series,
λ
(
φ
MPl
)n
= f0 ln
(
t
t1
)
+ f1 ln
[
ln
(
t
t1
)]
+ ... , (38)
where f0, f1, t1 are constants. Substituting this form of scaling solution (38), a(t) = a0
(
t
t0
) 2
3(w+1)
, into Eq. (5) and
using the fact that Vφ = V0
φm−1
MPlm
e
−λ φnMPln
(
m− λn φnMPln
)
→ V0 φ
m−1
MPlm
e
−λ φnMPln
(
−λn φnMPln
)
for φn → ±∞, t → +∞,
we obtain
MPlf0
1
n
[
ln
(
t
t1
)] 1
n−1
λ
1
nnt2
(
−1 + 2
1 + w
)
− nV0
MPlλ
m−1
n
f0
m+n−1
n tf01 t
−f0
[
ln
(
t
t1
)]m+n−1
n −f1
= 0. (39)
Equating the power-law indices and the coefficients of these two terms, we find the values of f0, f1, t1:
f0 = 2, f1 =
2n− 2 +m
n
, t1
2 =
MPl
2(1− w)
V0n2(1 + w)
2
2−n−m
n λ
m−2
n . (40)
We can find the character of approach to zero of the quantities φ˙(t), V (φ(t)), ρφ(t), Ωφ(t) in the obtained scaling
solution. From Eq. (38), it follows that
φ˙(t) =
C1
t
[
ln
(
t
t1
)] 1
n−1
+
C2
t
ln
[
ln
(
t
t1
)][
ln
(
t
t1
)] 1
n−2
+ ... , (41)
V (φ(t)) =
C3
t2
[
ln
(
t
t1
)] 2
n−2
+
C4
t2
ln
[
ln
(
t
t1
)][
ln
(
t
t1
)] 2
n−3
+ ... , (42)
where C1 =
MPl
n
(
2
λ
) 1
n , C2 =
MPl(1−n)(m−2+2n)
2n3
(
2
λ
) 1
n , C3 =
MPl
2(1−w)
2n2(1+w)
(
2
λ
) 2
n , C4 =
MPl
2m(m−2+2n)(1−w)
4n4(1+w)
(
2
λ
) 2
n are
constants. Then
ρφ(t) =
φ˙2
2 + V (φ) =
C21/2+C3
t2
[
ln
(
t
t1
)] 2
n−2
+ C1C2+C4t2 ln
[
ln
(
t
t1
)] [
ln
(
t
t1
)] 2
n−3
+ ... . (43)
8Therefore, we find that ρφ tends to zero for n > 1, t → +∞ faster than ρ(t) = ρ0
(
t
t0
)−2
in the scaling regime.
Keeping the first-order term in Eq. (43), we have
ρφ
ρ → C1
2/2+C3
ρ0t02
[
ln
(
t
t1
)] 2(1−n)
n
= MPl
2
n2(1+w)ρ0t02
(
2
λ
) 2
n
[
ln
(
t
t1
)] 2(1−n)
n ∝
[
ln
(
t
t1
)] 2(1−n)
n ∝
[
ln
(
a
a0
)] 2(1−n)
n → 0,
for n > 1, w 6= −1, t→ +∞.
(44)
The quantity Ωφ has the following asymptotic behavior,
Ωφ(t) =
ρφ
3MPl2H2
→ 3(w+1)4n2
(
2
λ
) 2
n
[
ln
(
t
t1
)] 2(1−n)
n ∝
[
ln
(
t
t1
)] 2(1−n)
n ∝
[
ln
(
a
a0
)] 2(1−n)
n → 0,
for n > 1, w 6= −1, t→ +∞,
(45)
where the Hubble parameter in the scaling solution H(t) = 23(w+1)t has been substituted. It is seen that Ωφ →
3(w+1)
λ2 = const, for n = 1. The same behavior of Ωφ is obtained in the scaling regime for the model with the potential
V (φ) = V0exp(−λ φ
n
MPln
) in Ref. [10].
Now we obtain the character of tendency wφ → w, using Eqs. (41) and (42) and keeping only the first dominated
two terms in them:
wφ(t) =
φ˙2/2−V (φ)
φ˙2/2+V (φ)
≈ (C
2
1/2−C3)
[
ln
(
t
t1
)] 2
n
−2
+(C1C2−C4) ln
[
ln
(
t
t1
)][
ln
(
t
t1
)] 2
n
−3
(C21/2+C3)
[
ln
(
t
t1
)] 2
n
−2
+(C1C2+C4) ln
[
ln
(
t
t1
)][
ln
(
t
t1
)] 2
n
−3 =
=
C21/2−C3+(C1C2−C4) ln
[
ln
(
t
t1
)]
/ ln
(
t
t1
)
C21/2+C3+(C1C2+C4) ln
[
ln
(
t
t1
)]
/ ln
(
t
t1
) .
(46)
Denoting ε(t) = ln
[
ln
(
t
t1
)]
/ ln
(
t
t1
)
, which tends to zero for t → +∞, and taking into account 11+x ≈ 1 − x for
|x| < 1, we find
wφ(t) ≈ C
2
1/2−C3+(C1C2−C4)ε(t)
C21/2+C3+(C1C2+C4)ε(t)
≈ C12/2−C3+(C1C2−C4)ε(t)
(C12/2+C3)
2
[
C21/2 + C3 − (C1C2 + C4)ε(t)
]
=
= C1
2/2−C3
C12/2+C3
+ (C1C2−C4)(C1
2/2+C3)−(C1C2+C4)(C12/2−C3)
(C12/2+C3)
2 ε(t) +
C4
2−C12C22
(C12/2+C3)
2 ε2(t).
(47)
Neglecting the term with ε2(t) and calculating C1
2/2−C3
C12/2+C3
= w, (C1C2−C4)(C12/2+C3)−(C1C2 +C4)(C12/2−C3) =
C1(2C2C3 − C1C4), C1(2C2C3−C1C4)(C12/2+C3)2 =
(w2−1)(m−2+2n)2
4n2 , we finally obtain
wφ(t) ≈ w + (w2 − 1)
[
(m− 2 + 2n)/(2n)
]2 ln[ln( tt1 )]
ln
(
t
t1
) → w, for t→ +∞. (48)
The time dependent correction to w in Eq. (48) is nonvanishing for generic values of m, n and w (n > 1, m > 0, and
w 6= ±1). Also, in the asymptotic regime, the time dependent correction to w proportional to ln [ ln(t)]/ ln(t) decays
uniformly, and the dependence on exponents n and m enters into the proportionality constant only. The latter is a
manifestation of the fact that Γ→ 1 in the asymptotic regime irrespective of the numerical values of the exponents.
Secondly, Eq. (48) gives the same asymptotic expression for wφ as the model with m = 0 found in Ref. [10], which
reduces to the standard result (wφ = w) for n = 1.
The preceding analysis completes our description of the scaling fixed point. Let us note, that for w = −1,
coordinates x, y of this fixed point and the stationary line 2 coincide, and we have the same behavior of cosmological
quantities, H = H0, ρ = ρ0, φ˙(t) = φ˙1 ≈ 0, φ(t) ≈ φ0, where φ1 ≈ 0 is found by the numerical investigations. We
next come to the description of the last fixed point of the dynamical system under consideration.
4. x = − m(1+w)wm−m+4 , y = 3(wm−m+4)2(m−2) , A = 1.
This stationary point exists for m 6= 0, m 6= 2, w 6= m−4m . The eigenvalues are found as
L1 = − 3(1+w)m−2 < 0 for m > 2, w ∈ (−1; 1],
L2,3 =
3
4(m−2)
(
f1(m,w)±
√
f2(m,w)
)
Re(L2,3) < 0 for m > 2, w ∈
(
−1; m−6m+2
)
,
(49)
9where f1(m,w) = w(m+ 2)−m+ 6,
f2(m,w) = (9m
2 − 12m+ 4)w2 + 2(20m−m2 − 20)w − 7m2 + 36m− 28.
We note that the function f1(m,w) < 0 for w <
m−6
m+2 , while f2(m,w) < 0 for w1 < w < w2
where w1,2 =
20+m2−20m∓8
√
(m−1)(m−2)3
(3m−2)2 .
Thus the imaginary parts of the eigenvalues L2,3 appear for w1 < w < w2.
We find that w1 <
m−6
m+2 < w2. Moreover, when w 6 w1, the eigenvalues L3 < L2 < 0; when w > w2, the eigenvalue
L2 > 0. Therefore, taking into account that L1 < 0 for m > 2, w ∈ (−1; 1], we obtain the stability conditions of
point 4: it is a stable node for w ∈ (−1;w1], m > 2, and a stable focus for w ∈
(
w1;
m−6
m+2
)
, m > 2.
For example, for a ordinary matter w = 0, the stable point exits when m > 6, and for radiation, w = 13 the stable
point exists when m > 10. For 2 < m < 6, this point behaves like an unstable (saddle) one for both radiation and
matter. For the case m = 6, with w = 0 it behaves like a center and for w = 13 it behaves like a saddle point.
The coordinate x of this fixed point can be either positive or negative depending on m, w. Taking into account the
definition of x = φ˙
2
2V we find the conditions of existence of this point:
(1) m is even, ∀φ, or m is odd, φ > 0, and w ∈
[
− 1; m−4m
)
,
(2) m is odd, φ < 0, and w ∈
(
m−4
m ; 1
]
.
Since m−4m >
m−6
m+2 for m > 2, for odd m and φ < 0, the point 4 is unstable.
Time behavior of the scale factor, the scalar field, and the energy density of matter are calculated in the same way
as for the previous fixed points. Since for this point H˙H2 = − 32 (w + 1), φ¨φ˙H =
3m(1+w)
2(2−m) , we find the following solution
around this stationary point φ˙(t) = φ˙1
(
t
t0
− 1
) m
2−m
and
φ(t) = φ0
(
t
t0
− 1
) 2
2−m
, (50)
where t0, φ˙1, φ0 are constants. The time dependences of the scale factor and the energy density of matter coincide
with those in stationary line 1 [Eqs. (32) and (33)]. As the fixed point coordinate A→ 1, the scalar field φ tends to
zero in the found asymptotic solution. Therefore, it exists for 0 < m < 2, t → t0 or m > 2, t → +∞. The
constant φ0 is found after the substitution of the obtained solution into Eq. (5),
2mφ0
(2−m)2t02
(
t
t0
− 1
) 2(m−1)
2−m
+
4φ0
(2−m)(1 + w)t02
(
t
t0
− 1
) 2(m−1)
2−m
+ V0m
φ0
m−1
MPl
m
(
t
t0
− 1
) 2(m−1)
2−m
= 0, (51)
where we have used Vφ = V0
φm−1
MPlm
e
−λ φnMPln
(
m− λn φnMPln
)
→ V0m φ
m−1
MPlm
for φ→ 0. From Eq. (51), it follows that
φ0
m−2 =
2MPl
m(m(1− w)− 4)
t0
2V0m(1 + w)(2−m)2
. (52)
Using values of coordinates of this stationary point, it is obtained that Γ → m−1m , wφ → wm+2m−2 , weff → w. In
the discussion to follow, we shall numerically confirm the aforesaid results based upon linear approach.
For w = −1, we have the same situation as in the previous point: H = H0, ρ = ρ0, φ˙(t) = φ˙1 ≈ 0, φ(t) ≈ φ0, where
φ1 ≈ 0 is obtained numerically.
C. Case of exponential potential: Standard autonomous system versus our framework
In this subsection, we shall demonstrate how our dynamical system explicitly captures the results corresponding
to the standard exponential potential discussed in the literature [1, 57]. The latter is associated with a special case
obtained by setting m = 0 and n = 1 in expression (2). For the sake of comparison, let us briefly mention the standard
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definition of autonomous variables and the corresponding autonomous system3,
X ≡ φ˙√
6HMPl
; Y ≡
√
V√
3H
; λs ≡ −MPlVφ
V
; Γ ≡ V Vφφ
Vφ
2 . (53)
The autonomous system then has following symbolic form,
dX
d(ln a)
= F (X,Y, λs);
dY
d(ln a)
= G(X,Y, λs);
dλs
d(ln a)
= −
√
6λ2s(Γ− 1)x (54)
where F and G are functions4 of X, Y and λs. Physical quantities are then expressed through these variables — for
instance, Ωφ = X
2+Y 2 and weff = w+(1−w)X2−(1+w)Y 2. Let us note that, for the standard exponential potential,
V ∝ exp(−λφ/MPl), the last equation in Eq. (54) becomes redundant; it has trivial information — namely, the slope
of the exponential potential is constant. The autonomous variables defined in Eq. (53) are convenient ones for the
search of scaling as well as for field dominated fixed points. However, this formalism is not suitable for investigation
of scaling solutions in the asymptotic regime (|φ| → ∞), as the autonomous variables (53) do not explicitly contain
the dependence upon φ. Thus while dealing with a general class of potential such as Eq. (2), one needs to invent
other variables that could capture the said feature. Let us also point out that, apart from the scaling solution, the
autonomous system with exponential potential (54) exhibits one more stable fixed point that corresponds to the field
dominant solution — namely, Ωφ = 1; weff = wφ = −1 + λ2/3 — which is stable provided that λ2 < 3(1 +w). This
solution can give rise to late-time acceleration provided that λ2 < 2.
As already mentioned, the autonomous system (54) is not convenient for the investigation of scaling solutions in the
asymptotic regime. We have demonstrated that our system (26)-(28) is adequate for said purpose. However, the field
dominant fixed point is not visible in our framework, though it is very much there5. To this effect, let us specialize to
m = 0, n = 1. In that case, the dynamical system under consideration assumes the following form in our framework,
dx
d(ln a)
= −2x(3 + y + xy) (55)
dy
d(ln a)
= y
[
2xy + 9/2 + y + 3w/2− xy
2
λ2
(x(w − 1) + w + 1)
]
(56)
dA
d(ln a)
=
2
λ
A2xy, (57)
where the autonomous variables x, y and A are given by Eq. (9).
In this case, Ωφ and weff acquire the following form [see Eqs. (20) and (17)]:
Ωφ =
2
3λ2
(x+ 1)xy2, weff = w − 2
3λ2
xy2(x(w − 1) + w + 1). (58)
Clearly, the variable A drops out from Eqs. (55) and (56) in the case of m = 0, n = 1 and equations for x and y
can be solved without reference of the third equation, which thereby becomes redundant. The latter demonstrate the
consistency of our autonomous system. Solving Eqs. (55) and (56), we obtain the fixed point:
1a. x = λ
2
6−λ2 , y =
1
2
(
λ2 − 6).
Analysis shows that 1a is an attractor for λ2 < 3(1 + w) (see Appendix C); for this fixed point, Ωφ = 1, and
weff = wφ = −1 + λ23 , which is certainly the field dominant solution6 with a(t) = a0
(
t
t0
) 2
λ2 → +∞, φ(t) =
φ0 ln
(
t
t0
)
→ ±∞, t→ +∞ as mentioned above [1, 57].
It is also easy to check for the second fixed point corresponding to the standard scaling solution in our formalism.
Indeed, we obtain the following:
3 The variable λs is referred to the “slope” of the potential, defined such that λs = λ for exponential potential V ∝ exp(−λφ/MPl).
4 The concrete forms of functions F and G are not relevant to our discussion.
5 For m > 0, n > 1, there exists no field dominant solution; thus it not surprising that, in our general analysis, this fixed point for m = 0,
n = 1 is not seen.
6 weff = Ωφwφ + Ωmw, where Ωm stands for the background matter with the equation of state parameter w such that Ωφ + Ωm = 1.
Obviously for the field dominant solution (Ωφ = 1), weff = wφ.
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2a. x = 1+w1−w , y =
3(w−1)
2 .
In this case, Ωφ =
3(w+1)
λ2 , weff = wφ = w, the fixed point is stable for λ
2 > 3(1 + w), a` la the standard scaling
solution with a(t) = a0
(
t
t0
) 2
3(w+1) → +∞, φ(t) = φ0 ln
(
t
t0
)
→ ±∞, t → +∞ [1, 57]. Using the asymptotic
expressions, we demonstrated above, in a complicated manner, that point 3 in our analysis, which corresponds to the
asymptotic scaling solution, gives rise to the fixed point 2a for m = 0, n = 1; see Eqs. (45) and (48).
The aforesaid includes the complete information about cosmological dynamics of scalar field with exponential
potential. Let us comment on the third equation (57) which, at the onset, does not look trivial. For both the fixed
points 1a and 2a, H(t) ∝ 1/t, Eq. (57) then reduces to φ˙ ∝ 1/t or φ(t) ∝ ln(t). This information is already contained
in (55) and (56), hence (57) is redundant though not trivial.
In this subsection, by specializing our autonomous system (26)-(28) to m = 0, n = 1, we have explicitly shown the
existence and the stability of the field dominant solution. This solution might play an important role in the framework
of quintessential inflation if the complicated potential is capable of giving rise to successful inflation, and reconciling
with the nucleosynthesis constraint could mimic V ∝ exp(−λφ/MPl), (λ2 < 2)-like behavior at late stages [24]; see
the Appendix C for details.
III. NUMERICAL INVESTIGATIONS
In the preceding section, we found the fixed points of the dynamical system under consideration and discussed their
stability. In what follows, we shall confirm the details using numerical integration of equations of motion. We integrate
numerically two first-order systems of differential equations for several sets of fixed parameters, n > 1, m > 0, λ > 0,
V0 > 0:
(1) The system with initial variables φ, Φ = φ˙, H, which is derived from Eqs. (3)-(5),
dφ
d(ln a)
=
Φ
H
, (59)
dΦ
d(ln a)
= −3Φ− V0e
−λ φnMPln
MPl
mH
(
mφm−1 − λnφ
m+n−1
MPl
n
)
, (60)
dH
d(ln a)
= − 1
2MPl
2H
{
Φ2 + (1 + w)
[
3M2PlH
2 − Φ
2
2
− V0
(
φ
MPl
)m
e
−λ φnMPln
]}
, (61)
where dd(ln a) ≡ dHdt and ρ = 3M2PlH2 − Φ
2
2 − V0
(
φ
MPl
)m
e
−λ φnMPln have been substituted in.
(2) The autonomous system with dimensionless variables x, y, A [Eqs. (26)-(28)].
We compare the results obtained from both systems, which are presented in Figs. 3-9. Let us mention that it is
convenient to use the system with original variables also to compute the behavior of certain physical quantities like
ρφ; it also provides a check of results obtained using the autonomous form.
Trajectories in the phase space (x, y,A) are plotted using the system with variables x, y, A [Eqs. (26)-(28)], and they
are shown in Figs. 3-5 (left panels). The right panels in Figs. 3-5 and Fig. 8 (left panel) demonstrate the evolution of
variables x, y, A, which are obtained by applying the initial equations of motion (59)-(61). In Figs. 3-5 (right panels),
we see that the variables x, y, A approach the coordinates specific to the scaling point for large values of (ln a) that
are at late times. The scaling stationary point 3 has the complex type of stability (see the left panel in Fig. 5). This
is stable for some initial data (black trajectories go to point 3) and unstable for others (green trajectories leave from
the scaling point 3 and go to infinity).
Secondly, for m > 2, w ∈
(
−1; m−6m+2
)
, there exists one more attractor — namely, the fixed point 4 in addition to
point 3 (the scaling solution). This case is illustrated in the left panels of Figs. 4 and 5. Before reaching one of two
attractors, the trajectories move from the stationary line 1 to 2, each point of which is a saddle. Then the trajectories
in black go to the stable point 3, and those in blue go to point 4. In Fig. 8, the evolution of x, y, A is shown, which
corresponds to the blue curves in Fig. 5. The variables x, y, A approach their values in the fixed point 4 at late times
(ln a→ +∞).
Further, integrating the initial system, we plot the dependence of quantities φ, ρ, ρφ, Γ, wφ, Ωφ versus (ln a) in
Figs. 6-9. When the phase trajectories move near the stationary lines 1 and 2, the scalar field φ behaves almost like
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FIG. 3. (Left panel) Several trajectories in the phase space (x, y,A) and (right panel) the evolution of variables
x, y, A. In the left plot, vertical straight lines of red stars are stationary lines 1, 2. The separate red star is the
scaling solution point 3. Squares denote initial data, which are chosen as x(0) = 10, y(0) = −0.01, A(0) from
−0.6 to −0.2 with step 0.2 and from 0.2 to 0.6 with step 0.2. For the right graph starting values are
φ(0) = 4, φ˙(0) = 0.0015, H(0) = 0.06. The parameters are n = 2, m = 0, V0 = 1, λ = 1, w = 0,
MPl
2 = 1.
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FIG. 4. (Left panel) Several trajectories in the phase space (x, y,A) and (right panel) the evolution of variables
x, y, A. In the left graph, vertical straight lines of red stars are stationary lines 1, 2. The separate red stars are the
scaling solution point 3 and the point 4. Squares denote initial data, which are chosen as
x(0) = 10, y(0) = −0.01, A(0) from 0.1 to 0.3 with step 0.1 for the black curves and
x(0) = 10, y(0) = −0.01, A(0) from 0.7 to 0.9 with step 0.1 for the blue curves. For the right plot, the
starting values are φ(0) = 2.3, φ˙(0) = 0.19, H(0) = 10. The parameters are n = 3, m = 7, V0 = 1, λ = 1,
w = 0, MPl
2 = 1.
a constant, changing very slowly. It is seen from the left plot in Fig. 6 and the middle graph in Fig. 8 at the initial
stages of the evolution φ(ln a). We reveal numerically the same power-law dependences of scalar field derivative φ˙ as
in Eqs. (30) and (35), and the behavior of the scalar field φ near the stationary line 2, which coincides with Eq. (36),
and find that |φ˙| ≈ 0 at both stationary lines.
For ln a → +∞, the scalar field φ, the matter energy density ρ and other said quantities display behaviors cor-
responding to the asymptotic scaling solution of point 3 (see Figs. 6 and 7) or to the power-law asymptotic regime
of point 4 (see Figs. 8 and 9) depending on the initial conditions. We note that a power-law function in double
logarithmic scale is a straight line. In the scaling solution, the scalar field φ increases as (ln a)
α
, the energy densities
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FIG. 5. (Left panel) Several trajectories in the phase space (x, y,A) and (right panel) the evolution of variables
x, y, A. In the left graph, vertical straight lines of red stars are stationary lines 1, 2. The separate red stars are the
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FIG. 6. The evolution of (left panel) φ(ln a) and (right panel) ρ(ln a) (black), ρφ(ln a) (blue) for the initial
data: φ(0) = 2.3, φ˙(0) = 0.19, H(0) = 10. The parameters are n = 3, m = 7, V0 = 1, λ = 1, MPl
2 = 1
for all curves, w = 0 for the solid lines, and w = 1/3 for the dashed lines. For these initial data, the
cosmological evolution ends in the asymptotic scaling solution, which corresponds to the fixed point 3.
ρ and ρφ decrease with slightly different rates confirming Eqs. (43) and (44), the parameter Γ tends to unity, the
parameter of the scalar field equation of state wφ approaches w, and Ωφ decays as (ln a)
β
, where α = 1n , β =
2(1−n)
n
are power indices calculated from Eq. (38) [see formula (45)].7 In the power-law solution, φ, ρ, ρφ, Ωφ decrease as the
scale factor in some degrees, and Γ and wφ tend to constants (m− 1)/m, (wm+ 2)/(m− 2), respectively. Therefore,
7 Note that, in case of n = 1 corresponding to the standard exponential potential, Ωφ is constant in the scaling regime, as it should be.
Secondly, the asymptotic expressions in the scaling regime do not depend upon m, as the power law in Eq. (2) is not relevant in the
asymptotic regime, |φ| → ∞.
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FIG. 7. The evolution of (left panel) Γ(ln a), (middle panel) wφ(ln a), (right panel) Ωφ(ln a) for the same
initial data and parameters as in Fig. 6. For these initial data, the cosmological evolution ends in the asymptotic
scaling solution, which corresponds to the fixed point 3.
we conclude that the results of the numerical investigation of the initial system coincide with calculations based upon
Eqs. (10)-(21), where coordinates of the fixed points 3 and 4 are substituted in.
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IV. CONCLUSION
In this paper, we have investigated cosmological dynamics of scalar field φ with V (φ) ∝ φmexp(−λφn/MPln);
m > 0, n > 1 in the presence of background matter. We used the autonomous system with three variables x, y and
A, which governs the dynamics of the underlying system. In addition, we also used the dynamical system (3)-(5)
with original variables; the last was convenient to computing certain physical quantities like ρφ and also provided an
independent cross-check on results obtained using the autonomous system.
In the case with m = 0 and n = 1, for which Γ = VφφV/V
2
φ = 1, we have a standard scaling solution which tracks
the background matter as an attractor. In a general class of potentials with m > 0, n > 1, we should mimic said
behavior in the asymptotic regime as Γ = VφφV/V
2
φ → 1 for |φ| → ∞. Indeed, in this case, we find three fixed points
— namely, two fixed points given by x = 0, y = 0, A = 0 aand x = 0, y = −9/2 − 3w/2, A = 0 which belong to
two stationary lines; both of them are unstable solutions. As expected, we also have a scaling solution with A = 0
corresponding to the third stationary point, which is stable for some limited region of the phase space; see the black
trajectories in Figs. 3-5 (left panels). The type of stability of the scaling point is complicated. It is demonstrated
in Fig. 5 (left panel), where the green curves first go to the scaling point, then leave it and go to infinite values of
A. The scaling solution is reached asymptotically for |φ| → ∞ such that wφ → w (V (φ) → 0, Ωφ → 0). Let us
note that Ωφ ∝ (ln a)β , β = 2(1 − n)/n is constant for n = 1, corresponding to the exponential potential which is a
well-known result in the literature. The left plot in Fig. 6 displays the behavior of ρφ in the presence of background
matter. As seen in the figure, the field being initially subdominant remains frozen till its energy density becomes
comparable to the background energy density. Thereafter, the evolution of ρφ commences, ultimately catches up with
the background, and tracks it forever a` la the scaling regime. Our formalism, as demonstrated, is well suited to the
investigation of asymptotic scaling solutions. However, the field dominated solution which exists for m = 0 and n = 1
is not visible in our analysis though it is there. In the Sec. II C, by specializing to n = 1, we explicitly showed the
existence and stability of the field dominant solution. This solution might play an important role in the framework
of quintessential inflation [24].
The fourth fixed point is also stable for w ∈
(
−1; m−6m+2
)
, m > 2 and corresponds to A = 1 or φ = 0; see the
left plots in Figs. 4 and 5, which show both fixed points 3 and 4, for which Ωφ → 0 and weff → w. In this case,
wφ → (wm + 2)/(m − 2) as the fixed point is reached; for m = 12, w = 0, wφ → 0.2 and for m = 12, w = 1/3,
wφ → 0.6 which is clear from Figs. 8 and 9. It is found that the stability of stationary point 4 does not depend on
the existence of the minimum of the potential at φ = 0. For example, when n = 3, m = 7, the scalar field potential
does not have the minimum at φ = 0, as is shown in Fig. 2 (left panel), and, however, the stable fixed point 4 exists
for w < 19 (see the left graph in Fig. 5). Actually, the minimum of the potential at φ = 0 corresponds to the stable
scalar field oscillations near zero. In the oscillation regime, the variables x, y can go through the infinite values and,
therefore, it cannot be revealed from the analysis of the dynamical system with those variables. Let us emphasize
that the definitions of autonomous variables are different from the standard ones not suitable for the investigation of
the stability of a de Sitter solution; we have added Appendix B, which separately deals with the de Sitter case.8
In general, the class of potentials under consideration, is characterized by parameters n, m and λ. In the case of
m = 0, we have the generalized exponential potential [V ∝ exp(−λφn/MnPl), n > 1], which has a remarkable property
— namely, it is shallow near the origin and steep for large values of φ. Indeed, the slope of the potential is given by
nλφn−1/MPln−1; thereby slow roll is ensured (for generic values of n and λ) provided that |φ| . MPl, giving rise to
successful inflation for λ 1 and large values of n. In the steep region |φ| > MPl, scaling behavior is ensured in the
asymptotic regime as Γ → 1 for |φ| → ∞. It should further be noted that the asymptotic behavior of Γ in the limit
|φ| → ∞ is the same for the generalized exponential potential (m = 0, n > 1) and the potential given by expression (2)
(m 6= 0, n > 1); the contribution from the power law in the asymptotic regime is negligible. However, fixed point 4
does not exist in the case of the generalized exponential potential. On the other hand, the scaling solution does not
exist for n = 0 (the case of the power-law potential), which is clarified in Appendix A for the framework used by us.9
In the general case represented by Eq. (2), we also have the attractor given by the fixed point 4, which, however, is not
suitable for late-time acceleration as Ωφ → 0, and the evolution around this fixed point is driven by the background
matter. In fact, the generalized exponential potential is more useful for said purpose. To this effect, reversing the sign
of λ, we could consider evolution of φ from large positive values of the field towards the origin. Obviously, in this case
one would realize trackerlike behaviour. As for the quintessential inflation, one would require to invoke extra Hubble
8 As demonstrated in Ref. [6], coupling of the field to massive neutrino matter triggers a minimum in the field potential giving rise to a
de Sitter solution which is a late-time attractor of the dynamics.
9 It should be noted that the singular inflation scenarios exist [58] for scalar field models with the power-law potential.
16
damping; for instance, such an effect could result from high energy brane corrections capable of supporting slow roll
along a steep potential. Unfortunately such a scenario in giving rise to the consistent values of scalar to tensor ratio
of perturbations [4].
During our investigation, we had found that the standard choice of autonomous variables was cumbersome when
applied to the potential (2). As demonstrated in Ref. [10], the model with m = 0 can be reconciled easily with
observational constraints on inflationary era as well as late-time acceleration, making the latter independent of initial
conditions a` la the tracking behavior. In the generalized case, the desirable behavior is shown to be intact. We have
rigorously shown the existence and stability of a scaling solution using fixed point analysis. Interestingly, we have
demonstrated, as expected, that Ωφ → 0 as the scaling regime is reached asymptotically; thereby, the nucleosynthesis
is taken care of naturally. Indeed, Figs. 6 and 7 clearly show, that ρφ tracks the background ultimately, showing
the commencement of the scaling regime such that Γ→ 1, wφ → w and Ωφ diminishes compared to the background
matter content. Said behavior is suited to unified models of inflation and late-time acceleration.
It should, however, be mentioned that the class of models under consideration cannot on their own account for late-
time acceleration. To that effect, we imagine the presence of an additional mechanism responsible for late-time exit
from scaling regime to accelerated expansion. As pointed out in Ref. [10], the interaction with massive neutrino matter
may easily trigger said transition at late stages. Finally, we should note that the model based upon the generalized
class of potentials has a richer structure than the one considered in Ref. [10] and deserves further attention for model
building for quintessential inflation.
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VI. APPENDIX A: THE CASE OF V (φ) = V0
(
φ
MPl
)m
(n = 0)
For n = 0, the scalar field potential is V (φ) = V0
(
φ
MPl
)m
, and the system (26)-(28) has the form
dx
d(ln a)
= −2x(3 + y + xy), (62)
dy
d(ln a)
= 2xy2
m− 1
m
+ y(9/2 + y + 3w/2)− xy
3
m2
(x(w − 1) + w + 1)
(
1−A
A
)2
, (63)
dA
d(ln a)
= − 2
m
xyA(1−A). (64)
We solve this system and find the following stationary points.
1. x = 0, y = 0, A ∈ (−∞; +∞).
This is stationary line. Eigenvalues are calculated as
L1 = −6 < 0,
L2 = 9/2 + 3w/2 > 0 for w ∈ [−1; 1],
L3 = 0.
(65)
2. x = 0, y = − 32 (w + 3), A ∈ (−∞; +∞).
We find eigenvalues for this stationary line:
L1 = 3 + 3w > 0 for w ∈ [−1; 1],
L2 = −9/2− 3w/2 < 0 for w ∈ [−1; 1],
L3 = 0.
(66)
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3. x = − m(1+w)wm−m+4 , y = 3(wm−m+4)2(m−2) , A = 1.
This stationary point exists for m 6= 0, m 6= 2, w 6= m−4m . Eigenvalues are found as
L1 = − 3(1+w)m−2 < 0 for m > 2, w ∈ (−1; 1],
L2,3 =
3
4(m−2)
(
f1(m,w)±
√
f2(m,w)
)
Re(L2,3) < 0 for m > 2, w ∈
(
−1; m−6m+2
)
,
(67)
where f1(m,w) = w(m+ 2)−m+ 6,
f2(m,w) = (9m
2 − 12m+ 4)w2 + 2(20m−m2 − 20)w − 7m2 + 36m− 28.
We see that the coordinates x and y of these stationary points are not equal to 1+w1−w and
3
2 (w − 1), respectively.
Therefore, the scaling solution does not exist in the model with the potential V (φ) = V0
(
φ
MPl
)m
.
VII. APPENDIX B: THE STABILITY OF THE de SITTER SOLUTION
The de Sitter solution H = H0, φ = φ0, ρ = 0 exists for
Vφ(φ0) = V0
φ0
m−1
MPlm
e
−λ φ0nMPln
(
m− λn φ0nMPln
)
= 0 ⇒ (1) φ0 = 0, (2) φ0n = mMPl
n
λn ,
3H0
2MPl
2 = V0
(
φ0
MPl
)m
e
−λ φ0nMPln ⇒ (1) H0 = 0, (2) H02 = V03MPl2
(
m
λn
)m
n e−
m
n .
(68)
Adding small perturbations to the solution φ(t) = φ0 + δφ, φ˙(t) = δφ˙, H(t) = H0 + δH, we substitute these into
Eqs. (4) and (5) and find, in the linear approach,
δH˙ = −3H0(1 + w)δH + Vφ(φ0)(1 + w)
2MPl
2 δφ, (69)
δφ¨+ 3H0δφ˙+ Vφφ(φ0)δφ = 0, (70)
where ρ = 3H2MPl
2 − 12 φ˙2 − V (φ) has been substituted in. We introduce new variables s1 = δφ, s2 = δφ˙, s3 = δH
and obtain a first-order system of differential equations:
s˙1 = s2, (71)
s˙2 = −3H0s2 − Vφφ(φ0)s1, (72)
s˙3 = −2H0(1 + w)s3 + Vφ(φ0)(1 + w)
2MPl
2 s1. (73)
The eigenvalues for the matrix of this system are
L1 = −3H0(1 + w) < 0 for H0 > 0, w ∈ (−1; 1],
L2,3 =
3
2
(
−H0 ±
√
H0
2 − 4Vφφ(φ0)/9
)
Re(L2,3) < 0 for H0 > 0, Vφφ(φ0) > 0.
(74)
Therefore, we have a stable de Sitter solution in the minimum of the potential at φ = φ0 (that is, for Vφφ(φ0) > 0).
VIII. APPENDIX C: FIXED POINT ANALYSIS FOR THE CASE OF m = 0 AND n = 1
To find the fixed points or critical points of the dynamical system (55), (56), we set their left-hand sides to zero,
dx
d(ln a)
= f(x, y)|(xc,yc) = 0, (75)
dy
d(ln a)
= g(x, y)|(xc,yc) = 0, (76)
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which allows us to obtain a set of critical points (xc, yc),
1a : x =
λ2
6− λ2 , y =
1
2
(
λ2 − 6) (77)
1b : x = 0, y = 0 (78)
2a : x =
1 + w
1− w, y =
3
2
(w − 1) (79)
2b : x = 0, y = −3
2
(w + 3) (80)
To check for the stability of the critical points, we do the linear perturbation [42, 56], δx and δy, around the critical
points xc and yc,
x = xc + δx, y = yc + δy. (81)
Substituting Eq. (81) back into Eqs. (75) and (76), we get the following set of perturbation equations,
d
d ln a
(
δx
δy
)
=M
(
δx
δy
)
, (82)
where
M =
(
∂f
∂x
∂f
∂y
∂g
∂x
∂g
∂y
)∣∣∣∣∣
xc,yc
(83)
is the perturbation matrix. The nature of the eigenvalues of the matrixM gives the stability criteria of the system; see
Refs. [42, 56] for details. In this appendix, we shall consider points 1a and 2a only, as they are central to our discussion.
(1a) In this case, the eigenvalues are
L1 =
1
2 (λ
2 − 6),
L2 = λ
2 − 3(1 + w). (84)
It is clear that L1 < 0, L2 < 0 for λ
2 < 3(1 + w) (0 6 w < 1). This is the field dominant solution with Ωφ = 1
which was invisible in our general analysis. This solution is a global attractor and does not exist for m = 0 and
n > 1.
(2a) For this point, the eigenvalues are
L1,2 =
3
4
(w − 1)± 3
4λ
√
(w − 1)
(
λ2(9w + 7)− 24(w + 1)2
)
. (85)
Since Ωφ < 1, we have λ
2 > 3(1 + w). Taking into account the fact that 24(1 + w)2/(9w + 7) > 3(w + 1) for
0 6 w < 110 we find that this fixed point is an attractor.11 Namely, we have the following:
(1) For λ2 > 24(1 + w)2/(9w + 7) it is a stable focus, as the expression under the square root in L1 and
L2 [see Eq. (85)] is negative, and the real parts of both the eigenvalues are equal and negative.
(2) For 3(1 + w) < λ2 6 24(1 + w)2/(9w + 7), it is a stable node, as the eigenvalues L1, L2 do not have
an imaginary part, and both of them are negative.
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