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Abstract
Recent years have been tainted by market practices that continuously expose us, as
consumers, to new risks and threats. We have become accustomed, and sometimes even
resigned, to businesses monitoring our activities, examining our data, and even meddling
with our choices. Artificial Intelligence (AI) is often depicted as a weapon in the hands of
businesses and blamed for allowing this to happen. In this paper, we envision a paradigm
shift, where AI technologies are brought to the side of consumers and their organizations,
with the aim of building an efficient and effective counter-power. AI-powered tools can
support a massive-scale automated analysis of textual and audiovisual data, as well as
code, for the benefit of consumers and their organizations. This in turn can lead to a
better oversight of business activities, help consumers exercise their rights, and enable
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the civil society to mitigate information overload. We discuss the societal, political, and
technological challenges that stand before that vision.
1. Introduction
Artificial Intelligence (AI) technologies have become ubiquitous in our daily experience as
consumers in the digital era (Ransbotham, Gerbert, Reeves, Kiron, & Spira, 2018). AI is
more and more used by businesses in order to understand and influence consumers’ habits
and behaviors (Helbing, 2019). Society is gaining awareness of this practice, which is in-
creasingly looked at with concern and uneasiness, as being a source of risks for consumers,
whose privacy, autonomy and wellbeing are threatened. Anticipation and control of con-
sumers’ behaviour is made possible by the huge amounts of data – concerning the activities
and the characteristics of individuals – that companies are able to collect and process (Si-
mon, 2013). In 2015, Gartner predicted that “by 2018 half of business ethics violations
would occur through improper use of big data analytics” (Gartner, 2015). Even if “half”
could be deemed an exaggeration, the phenomenon is too large to be ignored.
This novel scenario poses new challenges to the fields of consumer law and policy-
making (BEUC, 2018). Under the umbrella of AI, technologies related also to big data (Tene
& Polonetsky, 2012; Pan, 2016), robotics (Richards & Smart, 2016; Leenes et al., 2017) and
algorithms (Gal & Elkin-Koren, 2017) are being analysed from the consumer protection
perspective.
Over time, various regulations have been enacted to protect consumers and data subjects
(Ramsay, 2012; Kaminski, 2019) and are currently being put under pressure. It is hard for
consumers to resist to potential abuses and to exercise their rights. A major reason for this
failure is that for consumers it is difficult to know what data practices are implemented by
companies and, therefore, to pinpoint unfair or unlawful conduct. All in all, there is an
urgent need to implement new countermeasures (Scherer, 2015).
A change of mindset is needed, and regulation must be complemented with consumer
empowerment. Here is where AI could play a crucial role: that of driving technologies able
to empower consumers and their organizations, by supporting consumers in safeguarding
their privacy, defending their rights, protecting them from unfair practices. A real and effec-
tive counter-power of consumers against producers and intermediaries needs to be brought
about (Lippi et al., 2019), not to build instruments that represent alternatives to the law,
but to overcome the difficulties for consumers and regulatory agencies in enforcing the law.
In order to achieve this goal, several actors have to play their part and make a sig-
nificant effort in the empowerment direction. First and foremost, domain experts should
initiate an inter-disciplinary dialogue between lawyers and computer scientists. The impor-
tance of combining perspectives from several areas of law has already been recognized by
scholars investigating these novel challenges (Kerber, 2016; Costa-Cabral & Lynskey, 2017;
Helberger, Zuiderveen Borgesius, & Reyna, 2017), and this is the time to further broaden
the perspective. Researchers and academics should also strive to bring cutting-edge AI
technologies to the service of consumer organizations and consumer agencies,1 as well as
individual consumers. Also businesses could be incentivized to use AI not only to maximize
their profits, but also to internally monitor compliance with consumer law. Such a process
1. For first signs of this process, see, e.g., (Hunt, 2018).
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will require the creation of novel societally relevant technologies. In particular, we argue
that consumer-empowering AI should go beyond purely data-driven approaches: it should
be capable of enhancing learning from and reasoning with background legal knowledge.
The argument proceeds in four steps. In section 2 we explain how the deployment of AI
by the businesses amplified certain existing risks to consumers, and created new ones. We
argue that even though changes in law might be necessary, simply amending the rules will
not be sufficient. What is needed is increasing the factual power of consumers: knowledge
of the law, of the market, and, crucially, the ability to act upon that knowledge. This is
where AI has a role to play. In section 3 we present concrete venues and dimensions where
AI-driven empowerment can occur. In particular, we claim that AI can help consumers and
their organisations with (1) oversight of consumer law compliance; (2) exercise of consumer
rights; and (3) empowering consumers beyond their legal standing. We discuss various
models of legal intervention, reasons for regulatory shortcomings, and concrete ways in which
AI could help mitigate those shortcomings. In Section 4 we exemplify the types of data that
can be analysed by these tools. Those include textual data (terms of service and privacy
policies), audiovisual data (ads) and code (apps collecting consumer information). We
then describe existing systems developed lately as early attempts to implement consumer-
empowering technologies, and the broader challenges to the development of this research
field. Having discussed legal, political and technological opportunities and limitations,
in Section 5 we analyze the societal and economic conditions needed for the consumer
empowering AI to move from the researchers’ labs to the hands of actual consumers and
NGOs active in the market place. Those include fostering collaboration between researchers
and practitioners, creating novel schemes of funding and, broadly speaking, changing the
way we, as a society, think of AI’s relation to consumers. Threats notwithstanding, the
potential for empowerment is there.
2. Risks for Consumers in the Big Data Era
Power imbalances between consumers and traders are arguably as old as consumer markets.
Consumers have always had a lower bargaining power, they have always been prone to
being manipulated into purchases, and they have always fallen short of fully understand-
ing the boilerplate contracts they accepted. Rules on unfair commercial practices, unfair
contract terms, or mandatory rights have been put in place exactly in order to counter
this imbalance (Weatherill, 2001). Such corrective measures helped, though the imbalance
remains (Reich, 2016; Busch, 2016; Cohen, 2019).
In the digital economy, fueled by big data and powered by machine learning algorithms,
certain old risks to consumers have been amplified or transformed, and certain new ones
have emerged. It has been discussed how the corporate use of AI may lead to various
socially undesirable outcomes in business-to-consumer relations (Vladeck, 2015; BEUC,
2018). These include the risk of manipulation, where micro-targeted behavioral advertising
may induce consumers into purchases that are against their best interest (Calo, 2014; Mik,
2016; Grafanaki, 2016), and the exclusion of particular consumer groups from access to
some goods and services (Schmitz, 2014; Citron & Pasquale, 2014), also in a discriminatory
manner (Zarsky, 2014; Barocas & Selbst, 2016), due to the mass-personalization of ads,
prices and displayed content. Algorithmic collusion and other anti-competitive practices
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can negatively affect markets, and thus opportunities for consumers (Ezrachi & Stucke,
2016; Janka & Uhsler, 2018). Even the relatively more “traditional” threats to privacy have
been amplified by pervasive consumer surveillance and AI-based profiling (Hildebrandt &
Gutwirth, 2008; Spencer, 2014; Pan, 2016; Zuboff, 2015).
It is thus clear that consumers are exposed to a multiplicity of threats. Some of them
are new, brought about by AI, others are existing threats that became more dangerous,
due to advances in AI and more in general in information technology. From a consumer
policy perspective, we should consider AI as one among many technologies companies use
to maximize their profit. What consumer law and policy needs to respond to is therefore
not “the emergence of corporate use of AI” per se, but rather a broader transformation
of the marketplace, of the market actors and their abilities, in which AI, alongside other
socio-technological phenomena, plays a significant role.
A response to this transformation might require changes in legislation, as explored by
legal researchers and policy makers: in the EU, for the time being, primarily from a private
law perspective (De Franceschi, 2016; Grundmann, 2017). This, however, is not our focus in
this paper. Some changes in legislation might be necessary, but we argue that just amending
the law is insufficient to counter the imbalance of power. What is also needed is increasing
the factual power of consumers: knowledge of the law, of the market, and, crucially, the
ability to act upon that knowledge. That is why we focus on the prospect of using AI to
create tools that will empower consumers and their organizations vis a vis the businesses.
A common critique to this view is that consumers today have a lot to gain from the
new opportunities offered by businesses in the digital economy, for instance in terms of
free services. We do not want to argue that there are no benefits to consumers or society
at large stemming from the corporate use of AI. Effective search engines, translation tools
and personalized product recommendations are clearly valuable to consumers. However, an
important distinction between AI-driven products or services, and consumer-empowering
AI, is given by who benefits from AI. For instance, a consumer who sees a personalized
ad for a book she might enjoy, and who makes a purchase fitting her preferences, benefits
from the corporate use of AI (though accepting that some of her personal data have to
be processed), and so does the seller. Conversely, a consumer alerted by an AI-powered
assistant that an ad is potentially unfair, benefits from empowering AI, while the seller does
not. The latter is the empowerment of consumers we focus on.
3. Venues of Consumer Empowerment
Being a consumer is as much a legal status, as it is a market role (Galbraith, 1958; Roethe,
2014). From the economic viewpoint, everyone is a consumer at different points in time:
when doing groceries, buying a family car or applying for a mortgage loan. The imbalance
of bargaining power, experience and information between businesses and consumers is, in
some sense, an inherent feature of the modern market economy. Realization of the negative
effects of these asymmetries - both on the functioning of markets and on vital interests
of consumers themselves (Ramsay, 2012; Rischkowsky & Do¨ring, 2008) - has led to the
enactment of consumer protection rules in all major economies around the world, including
the United States and the European Union (Bourgoignie & Trubek, 2013; Reich, Micklitz,
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Rott, & Tonner, 2014; Howells & Weatherill, 2005). The expansion of consumer law has
gone hand in hand with the expansion of consumer markets.2
Importantly, the direct statutory interventions consumer law is usually associated with
are not a suitable or sufficient remedy to all risks consumers face. Only some consumer
problems have been addressed by legislation. Some were addressed by legislators with
poor results (Loos & Luzak, 2016), which courts had to remedy (Leone, 2014), and some,
arguably, were caused by poor regulation (Ben-Shahar & Schneider, 2014). Some were
avoided on purpose. Overall, however, consumer law and policy point to important areas
where consumers have a role to play as actors in the market game or where otherwise find
themselves in need of protection.
The distinction between goals and measures employed by consumer law and policy
is relevant for identifying the venues of consumer empowerment through AI. Technology
alone cannot solve problems societal in nature, and at the same time simply changing
the law will not automatically change societal practices. However, there appears to be a
significant untapped potential in the combination of legal and technological tools in the
field of consumer protection. In particular, AI can be used to create tools that would
empower consumers regarding: (1) better oversight of consumer law compliance; (2) easier
exercise of consumer rights; and (3) empowering consumers beyond their legal standing. In
the remainder of this section we uncover the potential venues of consumer empowerment
through AI – first against the background of existing laws and their shortcomings, and then
by focusing on other (non-legal) instruments for safeguarding consumer interests.
3.1 Empowerment for More Effective Rights and Duties
In this section, we analyze statutory interventions and contractual relations as further
venues for consumer empowerment, focusing on the shortcomings that motivate the need
for solutions powered by AI.
3.1.1 Statutory Interventions
Direct statutory interventions in consumer markets can usually be categorized as: i) duties
or prohibitions imposed on traders, or ii) mandatory rights which consumers can exercise.
A prominent example of the former are the rules on unfair commercial practices in
business-to-consumer relationships. Such rules in the US are set out in the Federal Trade
Commission Act and in the EU they are fully and comprehensively harmonized by Di-
rective 2005/29/EC. Both acts forbid traders, among others, from engaging in misleading
advertising. Traders’ freedom to conduct their business generally remains unquestioned,
but boundaries to this freedom are being set to protect consumer decision-making and the
functioning of the market at large (Gomez, 2006). The sanctions for violating these rules
include various public interventions, most notably injunctions by the FTC in the US and
fines by consumer agencies in the EU. European law also forbids companies from collecting
certain types of data about consumers and it even regulates what types of clauses must
not be used in standard-term contracts. Finally, different types of information duties are
imposed on traders in Europe and the US. Some of these rules have been criticized as being
2. Appendix A compiles the legal acts addressing the topics discussed in Section 3.
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overreaching or ineffective, yet overall they reflect the socially desirable goals related to the
protection of consumers as weaker parties (Howells, 2005; Ben-Shahar & Schneider, 2014).
Consumer rights, on the other hand, are mandatory entitlements that consumers en-
joy vis-a`-vis the traders. For example, European sales law grants consumers a right to
withdraw from contracts concluded at a distance (e.g., online), of which they must be in-
formed by the trader. Consumers who shop for goods or services online are thus granted a
cooling-off period of 14 days, during which they can inspect the product and change their
mind. Similarly, the General Data Protection Regulation (GDPR) grants consumers rights
to explanation of an automatic decision process, to object to personal data processing (in-
cluding for the purposes of profiling), or to withdraw the consent which they had earlier
granted. Of course, there is often a synergy between traders’ duties and individual rights
and consumers’ initiatives to exercise their rights can positively affect traders’ compliance
with their corresponding obligations. The aforementioned distinction is not meant to be a
clear-cut categorization, but rather to serve as lens through which one can analyze various
types of regulatory shortcomings, where AI can be used to empower consumer and civil so-
ciety. Importantly, many shortcomings identified with statutory interventions can equally
apply to contractual settings, which are briefly discussed in the subsequent section.
3.1.2 Contractual Relations
It is worthy of note that important rights enjoyed by consumers may be granted not di-
rectly via statutes, as for the EU right to withdraw, but rather by contract. A prominent
example are opt-outs of arbitration agreements, often hidden deep into the terms of ser-
vice. For example, the terms and conditions set by Headspace (a popular meditation app)
state (Headspace, 2019):
Opt-out. YOU MAY OPT-OUT OF THIS ARBITRATION AGREEMENT. If
you do so, neither you nor Headspace can force the other to arbitrate. To opt-out,
you must notify Headspace in writing no later than 30 days after first becoming
subject to this arbitration agreement. Your notice must include your name and
address, and the email address you used to set up your Headspace account (if
you have one), and an unequivocal statement that you want to opt-out of this
arbitration agreement. You must send your opt-out notice to one of the following
physical or email addresses: Headspace, Inc., ATTN: Arbitration Opt-out, 2415
Michigan Avenue, Santa Monica, CA 90404; ADR@ headspace. com .
In this case, it is not directly a statute, but rather the company, that gives a consumer
the right to opt out. The background for this outcome remains legal: as shown in the legal
practice, granting a right to opt out can be an important consideration for the courts for
upholding the arbitration clause altogether.3 Still, the right remains unused if consumers
are not aware of its existence (because the opt-out clause is buried under lengthy terms and
conditions they do not have the skills to process), or if they are unable to exercise it for
some other reasons. The clause cited above contains all information needed to exercise the
right: the address, deadline for doing so, indication of what should be sent. However, once
3. See, e.g., Antonio Suarez, et al. v. Uber Technologies, Inc., No. 16-13263 (11th Cir. 2017)
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again it becomes useless if consumers do not actually read the entire document, or look for
such a clause.
3.1.3 Causes of Regulatory Shortcomings
One reason why duties and prohibitions imposed on traders do not achieve their set objec-
tives is the lack of traders’ compliance, which, in turn, often results from deficiencies in the
enforcement system. The reasons for this state of affairs can vary. For one, factual capaci-
ties of actors involved in oversight – from state and civil society to individuals – are often
limited. For example, our recent study of terms of service of online platforms indicates that
all big online platforms use unfair terms of service in their consumer contracts (Lippi et al.,
2019). These terms remain in use in spite of substantive regulations forbidding traders
from using them. A possible explanation of this undesirable outcome is that the agencies in
charge of enforcing the underlying laws simply lack the resources a thorough analysis of all
terms of service would require. Only exceptionally have the relevant agencies joined forces
to analyze standard terms of selected major platforms and apply collective pressure – see
the example of Airbnb (European Commission, 2018).
The failure to address violations of consumer law in digital markets is also attributed to
additional difficulties posed by data-driven personalization. Even the most straightforward
advertising standards cannot be monitored in a systematic manner, if no-one, outside of the
advertisers and their targets, really knows what ads individuals are seeing on their smart-
phones and computers. Therefore, unfair commercial practices become harder to detect,
and appropriate countermeasures more difficult to put into action.
What also certainly impairs the effectiveness of consumer rules is the lack of consumer
awareness. This becomes additionally problematic when consumers who are mostly prone to
abuse - e.g. children - are those who know least about both substantive law and applicable
remedies. The law might give consumers as many rights as needed, but unless the consumers
know about them, and are able to make use of them, the effect of these legal entitlements
will remain merely symbolic. To illustrate, under GDPR, if the processing of personal data
is based on consumer’s consent, such a consent should be freely given. This means that
companies should not make the provision of services or the delivery of goods conditional
to the consumer’s consent to data processing that is unrelated to contractual performance.
Consumers also enjoy the right to withdraw consent to the processing of personal data at
any time and in an easy way, but are not always aware of this choice, or able to make use
of it. Informing consumers about their rights (in a meaningful way) as well as providing
them with easy-to-use tools for exercising their rights, is another major venue of consumer
empowerment.
Finally, the non-transparency of algorithmic outcomes contributes to making the en-
forcement of consumers protection rules even harder. Consumers may not be able to protect
themselves from unfair practices if the relevant influence remains surreptitious. For exam-
ple, Facebook was infamously reported to allow targeting teenagers who felt “overwhelmed”,
or “useless” - a state in which they may not critically perceive marketing communications
with which they are confronted. Another prominent case concerns data processing prac-
tices, where disclosure rules are in place prompting businesses to publish privacy policies,
but consumers have no way to determine whether the companies’ claims match the actual
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practice. The resulting inability of the consumers to detect and contest violations may pro-
vide an argument in favor of other enforcement mechanisms (e.g. via agencies). However,
due to difficulties described above, these may also be unable to achieve the relevant regu-
latory objectives. This rightly draws attention to the possibility of addressing the “control
crisis” exacerbated by algorithms by means of technological tools themselves (Bodo´ et al.,
2017).
3.2 Empowerment beyond Legal Rights and Duties
As signalled above, consumer relations are not only domain of law, but also of economics.
One of the intrinsic features of these relations is a certain imbalance of knowledge and
bargaining power. Hence, the law is not the only instrument for countering this imbalance.
Increases in factual capabilities of consumers (like information gathering), even if not legally
mandated, are equally important tools safeguarding the proper functioning of the markets.
In this section, we will show some types of empowerment that focus on the economic position
of consumers, and that are not directly related to the oversight and the enforcement of legal
rights and duties.
Indeed, there are many non-law-related activities that could benefit consumers, but
which the latter may have limited capacity to engage in. One can think of processing
data about prices, product reviews, etc. that can prove very helpful for consumers (Qazi,
Syed, Raj, Cambria, Tahir, & Alghazzawi, 2016; Hong, Xu, Wang, & Fan, 2017). Even
if such market-enhancing tools are not imposed by the law, consumer law and policy has
long supported their development, for instance via price indication laws enhancing price
comparability, or through specific tools allowing the comparison of offers in the field of
electronic communications. The deployment of reliable and transparent AI systems in such
domains would therefore fit the philosophy of consumer protection laws.
The discussion about empowering consumers beyond their legal standing becomes addi-
tionally relevant from a transnational perspective. Data protection offers a good illustration.
The comprehensive data protection approach adopted by the EU is clearly influential be-
yond its borders – a phenomenon described more broadly as ‘the Brussels effect’ (Bradford,
2012) – yet a global legal standard of personal data processing has so far not been achieved.
Thus the collection of particular categories of personal data may or may not be legally
forbidden, depending on the applicable law. However, as the Cambridge Analytica scandal
showed, even in those countries where they may be legally permissible, certain data practices
may be considered socially unacceptable. Hence, merely detecting an objectionable practice
and communicating about it via civil society may be of value to consumers, independently
of the possibility of an effective legal recourse. Societal pressure, even in the absence of
legal enforceability, might still have some influence over business behavior. This is another
example of empowerment that goes beyond just relying on applicable regulations.
3.3 Conclusions on the Legal Analysis
In conclusion, even though the imbalance of power between consumers and traders is in-
evitable, consumer law steps in when this imbalance becomes detrimental to consumers’
interests or to the functioning of the market. More specific risks addressed by these norms
include the loss of consumer autonomy, privacy violations, or undue influence – all of which
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can be amplified by the corporate use of AI. Legal responses can encompass regulation of
certain practices (such as data collection or advertising) and/or granting consumers ac-
tionable rights. Failure in implementing consumer protection law stems from insufficient
oversight by the competent agencies, as well as from the fact that consumers may: (1) not
know the law; (2) not know what is factually happening on the market; or (3) be unable to
report infringements and exercise their rights. AI may benefit the implementation of con-
sumer protection law by addressing the detection of law infringement and the assessment of
compliance, as well as by supporting consumers in the exercise of their rights. For instance,
AI may help consumers and their organisations in determining whether a contractual clause
is unfair, whether a privacy policy violates legal requirements, whether an advertisement is
potentially misleading or aggressive, etc.4 It can also facilitate consumers in making and
aggregating their claims. Finally, AI can assist consumers in other, non-law related actions
that may effectively improve their position. These include the gathering and processing of
information such as product reviews and prices, the monitoring of company operations so
as to exercise market pressure, and actions for claiming additional, not publicly available
information from suppliers and producers regarding their products and services.
4. AI for Consumer Empowerment
Having determined where AI-powered tools could be used to empower consumers, we shall
now elaborate on how AI can help consumers. In particular, we will discuss (1) the types of
data AI can process to generate actionable knowledge; (2) the state of the art of consumer-
empowering applications; and (3) present and future challenges.
4.1 Data Types
A major potential for AI is the ability to collect and automatically process massive amounts
of data, generating knowledge that consumer organizations can use for consumer law en-
forcement, and consumers can rely on in order to exercise their rights. Specifically, action-
able knowledge can be obtained from the (semi-)automated analysis of a variety of sources
such as texts, multimedia documents, and code.
4.1.1 Large-scale Text Analytics
Consumers are surrounded by textual documents, either produced by companies, such as
terms of service, privacy policies and product specifications, or generated by users, such as
product reviews. These documents contain plenty of valuable information that is especially
relevant to consumers, as they may specify consumer rights and opportunities. However, it
has been shown (Elshout, Elsen, Leenheer, Loos, & Luzak, 2016) that too much information
can be counter-productive, to the point that consumers become unable to process the excess
of information. AI can contribute to address such an “information overload” by enabling
consumers to isolate and understand relevant parts and act upon them. In this way, thanks
to AI, consumers could benefit from the wealth of information in their reach, just like many
Internet companies do (Pa lka & Lippi, 2020).
4. For a definition of ’misleading’ and ’aggressive’ commercial practices under EU law, see Articles 6-8 of
Directive 2005/29/EC on unfair commercial practices.
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4.1.2 Multimedia Data Analysis
Consumers are targeted not only with text data, but also with images, videos, games and
other interactive tools. Multimedia are often used to capture the consumers’ attention and
to send them stimuli able to influence their behaviour, for instance through micro-targeted
advertising (Zuboff, 2015; Grafanaki, 2016; Mik, 2016; Lanier, 2018).
The business model of online platforms offering services like search engines, social media
sites or emails “for free” typically relies on advertising. Naturally this model creates an
incentive to collect as much data as possible about consumers, for better targeting, as
well as to addict consumers to the platforms, and so ensure their frequent exposure to the
ads (Balkin, 2018). This leads to increasing data collection and surveillance over consumers,
to the detriment of privacy, and a pervasive influence over consumers’ behavior, to the
detriment of autonomy (Zuboff, 2015). The decrease in consumer autonomy may lead to
malfunctioning of the market, the exclusion of certain groups, etc. (Dagan, 2018). Arguably,
law governing advertising needs to be updated (Ebers, 2018). However, even if we were
endowed with perfect substantive rules, the problems would remain if there was no effective
oversight. Unfortunately, a problem with oversight in the ad domain is the lack of reliable
mechanisms for continuously collecting data about what ads are shown, to whom, and when.
The challenge here is to define, circumscribe, and filter out sensitive, unnecessary and/or
private data from the captured data stream (Bodo´ et al., 2017).
AI could help detecting aggressive advertising by analysing multimedia data. A possibil-
ity for effectively gathering and analysing such data could be to devise collective “ad-watch”
campaigns consumers could be allowed to opt-in. Consumer devices could run software able
to extract relevant elements from the ads a particular consumer is shown, such as images,
videos, or audio signals like the voice of personal assistants making product recommenda-
tions. Such elements could then be further processed by AI techniques. Tasks such as image
classification or object detection in video could be exploited in order to understand whether
certain strategies are aggressive, misleading, or discriminatory. This could lead to AI-based
applications endowed with normative components able to warn a consumer that a certain
ad might not be legit.
4.1.3 Code Analysis
Finally, one could imagine an AI monitoring consumer data collection and explaining the
practices to consumers. Just as with text and images, data about data collection could
become actionable knowledge in the hands of consumers, who could either take an individual
initiative or, thanks to AI, even collective action. Some research (Austin et al., 2018)
suggests that the source code of apps installed on a smartphone could be reverse-engineered,
which would enable uncovering with whom certain data is shared. Arguably, this scenario is
the most challenging one, not only for the AI technologies involved, but also form a system’s
viewpoint, because data collected from a user device could be shared via other nodes of the
network. For example, a service provider could collect data about consumers, and share it
with its business partners, with the consumers none the wiser. Challenging as it may be,
we believe that ensuring the consumers’ ability to monitor the collection of their data is a
task worthy of a research agenda.
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4.2 Current State of the Art
Consumer-empowering AI is at its dawn. Yet, some applications already exist, that propose
preliminary solutions to address some of the tasks introduced in the previous sections.
Research so far has mainly focused on textual document analysis. The aim of the Us-
able Privacy Policy Project5 is to enhance the understanding of the content of privacy
policies by the end-users. Major project outcomes deal with information extraction, docu-
ment classification, and question answering, exploiting state-of-the-art techniques in natural
language processing. For example, the Polisis framework (Harkous et al., 2018) uses con-
volutional neural networks to run an automated analysis of privacy policies, which enables
answering natural language questions. On a slightly different perspective, the Claudette
system (Lippi et al., 2019) automatically detects potentially unlawful clauses in online con-
tracts using machine learning and natural language processing techniques, such as support
vector machines coupled with syntactic features.
Another line of research has been dedicated to the development of legal ontologies: this
is the case of PrivOnto (Oltramari et al., 2018), which models the content of privacy
policies, and PrOnto (Palmirani, Martoni, Rossi, Bartolini, & Robaldo, 2018), which
represents the legal concepts within the General Data Protection Regulation.
Regarding the analysis of software compliance, the Mobile App Privacy System (MAPS)
tool (Story et al., 2019) and the AppTrans system (Austin et al., 2018) make use of ma-
chine learning techniques to check whether the implemented data practices comply with
the declared policies. The key idea behind these approaches is to automatically analyze the
data flow of the binary code of an app, comparing the information regarding the data actu-
ally shared with the information extracted from the privacy policies using natural language
processing. Some theoretical analysis of the relation between the use of software APIs and
the assessment of user privacy is also ongoing (Russell et al., 2019).
To the best of our knowledge, image and video analysis have not yet been applied
to consumer-empowering AI, but the recent success of deep learning approaches in the
computer vision domain (He, Zhang, Ren, & Sun, 2015) indicates that the time is ripe to
pursue such a research direction too. In that respect, several works have recently focused
on the contextual relevance and intrusiveness of multimedia content on the Internet (Mei
& Hua, 2010), as well as on the classification of advertising images and videos (Hou et al.,
2017).
4.3 Challenges Faced by AI
In order to implement consumer-empowering technologies capable of bringing about the
benefits presented in Section 3, and of processing all the categories of data described in
Section 4.1, AI has to face several challenges. In particular, we shall remark that state-of-
the-art solutions in fields such as speech recognition, computer vision, and natural language
processing largely consist of deep neural networks trained on huge data collections (LeCun,
Bengio, & Hinton, 2015; He et al., 2015). These are all purely data-driven approaches and
cannot fully enjoy the contributions that legal experts could give.
Although the existing state-of-the-art systems for consumer empowerment described in
Section 4.2 have indeed produced promising results, in the scenarios we envisage AI will
5. https://www.usableprivacy.org/
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need to move some steps further. In particular, we believe that a crucial contribution
to the development of consumer-empowering technologies will come from the integration
of deep networks with methods for knowledge representation and reasoning. Combining
sub-symbolic approaches, such as neural networks, with symbolic ones, such as logic-based
frameworks, is one of the major challenges for AI in the coming years (LeCun et al., 2015).
In order to properly exploit AI within technologies that aim to safeguard consumers, AI
needs to make use of background knowledge of the Law. To illustrate, let us consider
the problem of detecting unfair clauses in contracts and policies. In this domain, classic
NLP approaches such as support vector machines or recurrent neural networks achieve
good performance when dealing with Terms of Service (Lippi et al., 2019) whereas more
complex documents such as privacy policies need more sophisticated approaches (Contissa
et al., 2018). Traditional machine learning systems are simply trained on large collections of
annotated documents, where positive (potentially unfair) clauses are distinguished from the
negative ones (all the remaining sentences), without exploiting any background knowledge
of the legislation. Yet, an explicit representation of such knowledge would undoubtedly be
a valuable resource for the task at hand, as it would provide relevant information. Besides,
the reasons why a clause should be deemed fair or unfair reside in the legislation, therefore
an explicit model of the legislation is required for explaining the predictions made by the
classifier. A combination of symbolic and sub-symbolic methods could then increase both
the effectiveness of the systems and the interpretability and explainability of deep networks,
which otherwise would act as “black-box” models (Doshi-Velez et al., 2017; Miller, 2018).
Research carried out in advanced areas such as Neural-Symbolic (NeSy) learning and
reasoning (Garcez et al., 2015), and Statistical Relational Learning (SRL) (Getoor & Taskar,
2007; De Raedt, Kersting, Natarajan, & Poole, 2016) has attempted diverse combinations
of neural networks and statistical classifiers with logic-based formalism coming from re-
lational learning. Frameworks such as DeepProblog (Manhaeve, Dumancic, Kimmig, De-
meester, & De Raedt, 2018), Logic Tensor Networks (Serafini & d’Avila Garcez, 2016), and
Ground-Specific Markov Logic Networks (Lippi & Frasconi, 2009), to mention a few, are
examples of systems that enable inferences over a set of random variables, whose outcome
can be computed via a (deep) neural network, and whose inter-relations can be modeled
via rules and constraints expressed in a logic formalism, which in turn can easily encode
background knowledge of the domain. From a slightly different perspective, a growing
number of approaches have recently been developed to exploit purely sub-symbolic (neural)
approaches for reasoning tasks: this is the case, for example, of Memory Networks (Weston,
Chopra, & Bordes, 2014; Sukhbaatar, Szlam, Weston, & Fergus, 2015), Neural Tensor Net-
works (Socher, Chen, Manning, & Ng, 2013), Neural Turing Machines (Graves, Wayne, &
Danihelka, 2014) and the Neural Reasoner (Peng, Lu, Li, & Wong, 2015).
A challenge for consumer-empowering AI would then be to be able to digest and encode
in such models and frameworks the large amount of information given by consumer law in
the form of regulations, judgments, cases, legal ontologies. Efficiently performing reasoning
over this amount of knowledge, and translating the results of this inferential process into
practical recommendations and alerts for consumers would be a major achievement of this
line of research.
Recently, some works have been dedicated to the classification and understanding of
images and videos in ads (Vo, Tran, & Le, 2017; Hussain, Zhang, Zhang, Ye, Thomas, Agha,
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Ong, & Kovashka, 2017). Here the challenge is to move from a standard categorization
problem to the task of automatically detecting unfair or misleading behaviour from the
provider. Clearly, this setting needs the development of novel corpora with the proper
annotations. This process will have to take into account the problems of bias and fairness in
machine learning datasets (Friedler et al., 2019). Since the construction of new datasets is a
costly procedure, which often requires guidelines that are hard to define, another challenge
for consumer-empowering AI is to exploit large unsupervised data collections. A recent
approach, for example, focuses on learning specific language models and word embeddings
from a corpus of unlabeled privacy policies (Harkous et al., 2018).
5. From Academic Research to Empowerment
So far, we have discussed how the realization of consumer-empowering technologies requires
an advancement in the state-of-the-art for the whole research field of AI and law. Neverthe-
less, endowing consumers and their organizations with easy-to-use tools also requires facing
societal, political and technological challenges.
To illustrate this point, we will first offer glimpses of a possible world where consumers
and their organizations are empowered, and then isolate the “AI-independent” challenges
that must be addressed.
Picture an app, installed on a consumer’s phone/computer, which automatically imports
and analyzes the terms of service and privacy policies said consumer accepts by visiting
online websites. This analysis could be conducted either in search of infringement (Lippi
et al., 2019), or to assess the terms in accordance with a non-legal standard, or to inform the
consumer about the rights she is granted by these contracts. Imagine also that the consumer
is given an easy way to act upon the finding. For example, when she visits a website, a
notification pops up saying: “I have detected 5 potentially unfair clauses. Would you like
me to send the relevant data to the supervisory authority in this jurisdiction?”; or “the
terms of service you have just accepted contain an arbitration clause, but you have a right
to opt-out. Would you like me to send an opt-out to the company?” Finally, the consumer
could have default settings in the app set to always send complaints to the supervisory
authority or opting-out of arbitration, if this is what she actually prefers.
Similarly, watchdogs and supervisory authorities could have crawlers traversing the web,
and analyzing each and every terms of service and privacy policy used in a given jurisdiction.
These would not replace human lawyers with machines, but significantly increase the effec-
tiveness of the lawyers’ work (Surden, 2014). Humans could concentrate on the difficult and
creative tasks of assessment and evaluation of the pre-scanned and pre-structured data. A
further development would encompass a sort of consumer dashboard, i.e., a platform, run for
instance by NGOs, collecting all the information required by individual or collective actions.
Such a platform would possess huge amounts of data about consumers, often sensitive data,
and because of that it would represent a new threat to consumer privacy. However, recent
research on privacy by design (Tamo`-Larrieux, 2018) suggests that protective measures can
be put in place.6
6. Moreover, we want to believe that such a civic-minded, pro-consumer initiative would gain from making
use of privacy-enhancing techniques.
181
Lippi, Contissa, Jab lonowska, Lagioia, Micklitz, Pa lka, Sartor, & Torroni
If, as we argue, technology already enables such tools, why do we not see them at work
yet? And what can be done in order to make such tools a reality?
A present obstacle to the take up of such a technology is the expertise required for
making use of such data and computational resources. Labeled data needed to train su-
pervised learning algorithms requires the contribution of experts, and thus it is a highly
time-consuming process. In other cases, we have discussed how additional datasets could be
built via information sharing between consumers and their organizations. Crowdsourcing
is another option (Nowak & Ru¨ger, 2010) and it has been recently proposed in the context
of privacy policies (Wilson et al., 2018), though its use for the construction of high-quality
corpora is still matter of discussion (Lease, 2011).
Yet, even assuming that data were publicly available, which mostly is not the case, and
that computing resources were affordable, which is not true in general, building effective
AI systems would still require considerable expertise. If this is an issue for businesses,
who need to remain competitive, and thus require such competence, it is even more so
true for the other actors in the consumer domain: consumers, consumer organizations, and
public administrations. Therefore, specific policies have to be developed, aimed to fund
inter-disciplinary research in the domain of consumer-empowering AI. Such policies are
required for a sustainable transfer of technology and know-how from research institutions
to consumer organizations.
At present, the public discourse around AI usually focuses on strategic, competitive,
ethical and even defence issues. There are several establishments such as the Future of
Life Institute,7 the AI Governance Programme at Oxford,8 and more closely related to
the consumer domain, the Institute for Consumer Policy (ConPolicy).9 However, we see
a need to determine measures to incentivize partnerships between research centers and
administrations, for instance new funding programmes that specifically support projects
providing consumer-empowerment tools and technologies to be used not only by consumers,
but also by consumer organizations and by public administrations. We also believe that
active empowerment needs strategic policies in order to become a reality. For example, a
very much needed political intervention could be the incentive to start-ups working in the
domain of consumer-empowering AI.
A related societal challenge has to do with making consumers aware of the problems
and the tools to address them. Moreover, we cannot ignore a huge economic challenge, if
we consider the trade-off between the regulations that have to be in place (one instance
of that is the recent enactment of the GDPR) and the need to remain competitive in the
global economy.
In some application domains other than law there have already been some proposals for
building AI-based systems aimed to empower citizens. For example, in the context of smart
cities and the Internet of Things, recent research has envisioned the development of the so-
called algorithmic guardians (Zambonelli, Salim, Loke, De Meuter, & Kanhere, 2018), i.e.,
software tools completely under human control, able to protect us from “undesirable be-
havior of third party algorithms”. By using such systems, consumers could control the flow
and processing of their personal data. Similarly, AI guardians have been recently proposed
7. https://futureoflife.org
8. https://www.fhi.ox.ac.uk/governance-ai-program/
9. https://www.conpolicy.de/
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in (Etzioni & Etzioni, 2016) as “AI programs that examine AI programs”, hence heading
to the development of AI systems that detect and study unfair use of AI. Moreover, there
is a rich debate around the need to build “ethically-bounded” AI (Rossi & Mattei, 2019).
The reason why the legal domain still lags behind may be the knowledge barrier. Legal
knowledge is difficult, if not impossible, to access for individual consumers, and sometimes
also for their organizations. AI could indeed fill this gap, by unlocking novel services and
enabling novel technologies to the wide public.
6. Conclusions
The legal discourse on AI as a social and technological phenomenon has significantly changed
over last decades. With the growing number of AI-powered applications used in consumer
markets and beyond, AI started to be considered as a source of challenges, a phenomenon
needing the attention of lawmakers and regulators. Notwithstanding the importance of
these endeavours, we argue that legal scholars should not restrict themselves to combating
the challenges posed by AI, but they should also embrace AI as an empowering tool for the
civil society and the consumers. A few, peripheral, initiatives in this strand are already in
place, but there is still a significant margin for progress.
We argued that applied AI does not have to remain in the hands of big businesses
and corporations alone, but it can (and should) be brought to individual consumers, their
organizations (civil society), as well as consumer agencies (public authorities), created to
represent and defend consumer interests. Clearly, not all automation happening in these
different categories and stages of empowerment would rely on AI. Nevertheless, AI would
play a very important role in each of these tasks.
Specifically, we have distinguished between the different venues of empowerment. We
argue that AI could be used for better oversight of business activities, easier exercise of
consumer rights, and safeguarding their other, not necessarily law-related, interests. From
a practical perspective, AI-powered tools could be employed to process large amounts of
information (texts, audio-visual data, algorithms) to generate actionable knowledge.
However, none of this will happen without a political effort, since one cannot reason-
ably expect the costs of such research to be funded by the commercial sector. Likewise,
political action cannot be born in a vacuum, but it should be fostered by awareness. In
similar contexts, such as the movement for supporting net neutrality, significant steps for-
ward have been made thanks to initiatives arising from the population and the civil society.
We thus envision consumer-empowering AI to act as a flywheel of change, by promoting
awareness, and in a sense democratizing AI, while enabling bottom-up initiatives and incen-
tivizing regulatory processes that would otherwise be hampered by an apparent imbalance
between citizens, or even consumer organizations, and the big businesses holding data and
technology.
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Appendix A. Regulations and Directives
• For foundational sources regarding the evolution of consumer law, see: President John
F. Kennedy, Special message to Congress of 15 March 1962 on protecting consumer
interest; Council resolution of 14 April 1975 on a preliminary programme of the Euro-
pean Economic Community for a consumer protection and information policy [1975]
OJ C92/1; Resolution of United Nations General Assembly of 16 April 1985 on con-
sumer protection, A/RES/39/248.
• Federal Trade Commission Act, 15 U.S.C. §§ 41-58, as amended.
• Council Directive 93/13/EEC of 5 April 1993 on unfair terms in consumer contracts
[1993] OJ L95/29.
• Directive 98/6/EC of the European Parliament and of the Council of 16 February
1998 on consumer protection in the indication of the prices of products offered to
consumers [1998] OJ L80/27.
• Directive 2005/29/EC of the European Parliament and of the Council of 11 May 2005
concerning unfair business-to-consumer commercial practices in the internal market
and amending Council Directive 84/450/EEC, Directives 97/7/EC, 98/27/EC and
2002/65/EC of the European Parliament and of the Council and Regulation (EC)
No 2006/2004 of the European Parliament and of the Council (Unfair Commercial
Practices Directive) [2005] OJ L149/22.
• Directive 2008/48/EC of the European Parliament and of the Council of 23 April
2008 on credit agreements for consumers and repealing Council Directive 87/102/EEC
[2008] OJ L133/66.
• Directive 2011/83/EU of the European Parliament and of the Council of 25 Octo-
ber 2011 on consumer rights, amending Council Directive 93/13/EEC and Directive
1999/44/EC of the European Parliament and of the Council and repealing Council
Directive 85/577/EEC and Directive 97/7/EC of the European Parliament and of the
Council [2011] OJ L304/64.
• Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April
2016 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive 95/46/EC (Gen-
eral Data Protection Regulation) [2016] OJ L119/1.
• Directive (EU) 2018/1972 of the European Parliament and of the Council of 11 De-
cember 2018 establishing the European Electronic Communications Code (Recast)
[2018] OJ L321/36.
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