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Abstract
The Dark Energy Survey (DES) is a next generation optical survey aimed at measuring the expansion history of the
universe using four probes: weak gravitational lensing, galaxy cluster counts, baryon acoustic oscillations, and Type Ia
supernovae. To perform the survey, the DES Collaboration is building the Dark Energy Camera (DECam), a 3 square
degree, 570 Megapixel CCD camera which will be mounted at the Blanco 4-meter telescope at the Cerro Tololo Inter-
American Observatory. DES will survey 5000 square degrees of the southern galactic cap in 5 ﬁlters (g, r, i, z, Y).
DECam will be comprised of 74 250 micron thick fully depleted CCDs: 62 2k x 4k CCDs for imaging and 12 2k x 2k
CCDs for guiding and focus. Construction of DECam is nearing completion. In order to verify that the camera meets
technical speciﬁcations for DES and to reduce the time required to commission the instrument, we have constructed
a full sized telescope simulator and performed full system testing and integration prior to shipping. To complete this
comprehensive test phase we have simulated a DES observing run in which we have collected 4 nights worth of data.
We report on the results of these unique tests performed for the DECam and its impact on the experiment’s progress.
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1. Introduction
The Dark Energy Survey (DES, darkenergysurvey.org) [1, 2, 3] is a ground-based photometric survey
conceived to shed light on the problem of the accelerated expansion of the universe by measuring the dark
energy equation of state parameter with four complementary techniques: galaxy cluster counts, weak lens-
ing, galaxy angular power spectrum and Type Ia supernovae. The combination of these techniques will
result in a factor of ∼3-5 improvement over current experiments in the ﬁgure of merit deﬁned by the Dark
Energy Task Force [4]. This will be achieved by measuring, in the redshift range 0  z  1.5, redshifts
and shapes of 300 million galaxies, mass and redshifts of tens of thousands of galaxy clusters, luminosity
and redshifts of about 4000 Type Ia supernovae. DES will survey a 5000 square-degrees area of the sky
in the optical grizY bands and its total volume, estimated to be of 24 h−3Gpc3, is 7 times larger than the
largest existing CCD survey of the Universe by volume to date, the Sloan Digital Sky Survey Luminous Red
Galaxies photometric sample [5]. DES will also provide the astronomical community with a wide ﬁeld, 5
band digital survey of the southern sky with excellent image quality, uniform photometry and unprecedented
depth for its sky coverage.
To accomplish our science goals the DES collaboration has designed [6, 7] and built [8, 9] the Dark
Energy Camera (DECam) [10, 11], a new imaging instrument comprised with 74 250 micron thick CCDs
[12, 13]. DECam will be installed on the Cerro Tololo Inter-American Observatory (CTIO) 4-meter Blanco
telescope [14]. DES will use 525 nights of DECam observations carried in the 2012-2017 austral spring and
summer months.
Construction of DECam is nearing completion. In order to verify that the camera meets technical spec-
iﬁcations for DES and to reduce the time required to commission the instrument, we have constructed a
full sized telescope simulator [15] and performed full system testing and integration prior to shipping. In
this paper we report on the results of these unique tests performed for the DECam and its impact on the
experiment’s progress. Updated overviews of the DECam project [16], the CCD properties [17] and readout
electronics [18] can be found in this conference proceedings volume.
This paper is organized as follows: Section §2 describes the DECam hardware components available
for testing on the telescope simulator (§2.1) and the data acquisition system (§2.2). Section §3 details the
telescope simulator setup, goals and methods. Section §4 presents the data taken during this test phase. Our
results are discussed in section §5 and followed by a brief Conclusions section, §6.
2. Instrument
2.1. DECam
DECam is a new imaging instrument for the Blanco 4-meter telescope at CTIO. Its major components
are: a 570 Megapixel cryocooled [19] optical CCD imager with 74 250 microns thick detectors [13] that
were developed at LBNL [12] and packaged at Fermilab [20, 21, 22, 23, 17], a low noise readout system
[24, 25, 18] housed in actively cooled crates, a two-blade shutter, a ﬁlter changer with 8 slots (5 of which
used for DES ﬁlters), a hexapod for real-time focus and alignment with precision of 1-micron and an optical
corrector with 5 lenses [26]. Of the 74 CCDs, 62 are 4k x 2k chips used for science imaging, 12 are 2k x
2k of which 4 are used for guiding and 8 for focus. Figure 1 shows these main components, highlighting
those that were available for testing at the telescope simulator: (a) the readout crates, (b) the imager focal
plane, (c) shutter and ﬁlter changer, (d) hexapod. Also shown in the picture are the corrector lenses and
the barrel. The focal plane was loaded with 27 engineering grade CCDs (24 imaging, 3 guiding detectors)
as shown in Fig. 1. Tests with the ﬁnal set of 74 science grade CCDs currently installed on the focal plane
were performed after we were satisﬁed with the results on the telescope simulator. We did not include any of
the optics components in our tests. Both lenses and ﬁlters were tested independently and are being shipped
directly to CTIO. We used dummy weights in the place of the optical components and a ﬂat optical window
instead of C5 for our tests.
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Fig. 1. Left: DECam schematic view showing the components tested on the telescope simulator: (a) readout electronics crates, (b)
imager focal plane, (c) ﬁlter changer and shutter system and (d) hexapod. The optical corrector lenses, C1 to C5, and the barrel (e) are
also shown. Right: Focal plane populated with 24 engineering grade CCDs for testing at the telescope simulator.
2.2. Data acquisition system
Survey Image System Process Integration (SISPI) is the DES data acquisition system [27]. Image data
from the focal plane CCDs, read by the Monsoon front end electronics, ﬂow to the Image Acquisition and
Image Builder systems before being recorded on a storage device and handed over to the DES Data Manage-
ment system [28]. The data ﬂow is coordinated by the Observation Control system (OCS) which determines
the exposure sequence and is assisted by the Instrument Control (ICS) and Image Stabilization systems.
Pointing information, correction signals derived from the guide CCDs and other telemetry information is
exchanged with the Blanco Telescope Control system (TCS). The ICS implements hardware control loops
for the shutter, ﬁlter changer and cooling system. With 62 CCDs or 520 Mega pixels and 16 bits per pixel,
one DECam exposure generates approximately 1 GByte of data. At a rate of 250 kpix/s it takes about 17
seconds to transfer the data from the focal plane to the computers of the Image Acquisition system. During
this time the telescope slews to the next position and SISPI must be ready for the next exposure. The images
transfer via Gigabit Ethernet links to the Image Building system where it is packaged in multi-extension
FITS ﬁles and stored on disk. The SISPI applications are built upon a common software infrastructure layer
which provides the message passing system, the facility database and support for conﬁguration and initial-
ization. In SISPI we distinguish between Command messages and Telemetry data. Commands are used to
request information from a remote application or to activate a remote action. The Command or Message
Passing system is implemented using a Client-Server design pattern based the CTIO developed Soar Mes-
saging Library (SML). Telemetry in this context refers to any information an application provides and that
can be of use to another application. In order to provide this functionality we implemented a Shared Variable
system (SVE) using the Publish-Subscribe design pattern. The read-out and control system are operational
and were tested on the telescope simulator.
3. Telescope Simulator: concept, goals and methods
The Telescope Simulator [15], shown in Fig. 2 is a full-size replica of the Blanco telescope top end rings
and the ﬁns that connect the camera to those rings. The camera, ﬁns, and rings are supported by a frame
that provides pitch and roll capability to orient that equipment as if it were at the top of a telescope. Though
the machine has the capability to move, it does not mimic the slewing or guiding capability of the telescope,
which means that our tests were performed with DECam statically positioned at diﬀerent orientations. The
telescope simulator is 14 ft tall and 25 ft wide. The four rings weigh 32,000 pounds. The outer one has a
24 ft diameter. Two motors from SEW Eurodrive can orient the camera to any angle within the pitch and
roll degrees of freedom. The pitch motor is 1/3 HP, 1800 RPM, directly-coupled, torque-limited and geared
down 35,009:1 for a maximum speed of 20 minutes per revolution. The roll motor is 1/2 HP, 1800 RPM,
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Fig. 2. Left: DECam on the telescope simulator (Photo credit: Reidar Rahn, Fermilab). Right: Blanco telescope (Photo credit: Jose
Francisco Salgado,Adler Planetarium). The two white rings on the telescope simulator replicate the Blanco top end rings.
geared down 709:1 and coupled by a 62 ft chain to result in a maximum speed of 11.5 minutes per revolution.
When the assembly is not moving the motors automatically engage brakes. The motors are controlled from
a panel located on the exterior of the base. These controls are simple power on/oﬀ, with forward/backward
and speed control for each ring. Four limit switches prevent the rings from being oriented in any undesired
direction. A Star and Flat Field Projector [29] is mounted at the end of the cage and is used to illuminate the
focal plane. In the ﬂat ﬁeld conﬁguration, the Projector consists of a laser and an integrating sphere. The
light level can be adjusted by changing the intensity of the beam. By replacing the sphere with a diﬀractive
grid, we project point sources.
The primary goals of the telescope simulator testing phase were to (1) verify that DECam meets all
the requirements for acceptance by CTIO, (2) test and exercise the procedures for installing the new prime
focus cage, (3) establish and exercise the procedures to safely handle the instrument during installation at
the mountain top and (4) minimize the time required for integration and commissioning. Speciﬁcally for
SISPI, the main goal was to (4) integrate the various components, verifying that the data acquisition system
is fully operational. In addition, with the telescope simulator setup at our disposal we had the opportunity to
(5) obtain feedback about the system’s readiness for commissioning from experienced observers within the
collaboration, identifying improvements to be made prior to commissioning, (6) develop and exercise some
of the operational procedures to be used at the mountain top and train personnel to operate the system.
The methods employed in order to achieve these goals are listed below:
1. To develop and practice the procedures that will be used to install instrument on the telescope, the
cage and ﬁns, including the hexapod and barrel were inserted into the new Prime Focus Cage and
the installed onto the ring system using a circular ceiling crane that is similar to that attached to the
telescope dome. Then the DECam imager was installed onto the camera barrel using the imager
installation/removal hardware that is being provided to CTIO.
2. We veriﬁed that all systems at hand were operating according to their technical speciﬁcations and
requirements by operating the camera oriented in 6 positions: with the imager pointed down, as if the
telescope was at zenith, and with the imager aimed near the horizon in 5 roll orientations covering 131
degrees. We took series of darks, ﬂat ﬁelds at diﬀerent illumination levels and point source images.
A summary of our ﬁndings in comparison to the requirements is provided in the Results section §5.1.
3. Methods developed and exercised for installation and removal of components such as the shutter and
ﬁlter changer will also help minimize the telescope down-time for commissioning at CTIO.
4. SISPI components were integrated and tested as new hardware components were added to the system.
But the most comprehensive test was done by performing a simulated (mock) observing run, in which
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we operated DECam as if we were taking DES data at the Blanco telescope. Results of the mock
observing run are discussed in section §5.2. Extensive feedback was collected from the observers
during the mock observing run and summarized in a report. This helped to plan the preparatory work
for commissioning.
5. A draft version of an observer’s guide was produced for the mock observing run and serves as a
baseline for the document that will be provided to observers during DES operations.
4. Data
The imager was operated on the telescope simulator for about 5 months, from Oct 2010 to Feb 2011
and during this time, we took more than 10 thousand images of various types. The week of Feb 14-19 2011
was devoted to mock observing and 280 images were produced in that week. Examples of the images taken
are shown in Fig. 3. In addition to the image types expected in regular DES operations (biases, darks, ﬂat
Fig. 3. Sample DECam data taken at the telescope simulator, showing the focal plane mosaic (a) with 24 CCDs installed and a series
of single CCD images: (b) ﬂat ﬁeld, (c) projected point sources, (d) point sources with trails of light obtained by reading out the CCDs
with the shutter open.
ﬁelds and science ﬁelds) we also simulated “focus” images by performing traditional focus sweep sequences
and “trail” images by reading out with the shutter open. The focus images were used to test the hexapod
movements, but DES will not rely on focus sequences to maintain focus. DECam has dedicated focus chips
at the edges of the focal plane and will analyze their images to adjust the focus and alignment from one
image to the next. The trail images were used to test the vibrations requirements.
5. Results
5.1. Veriﬁcation of technical requirements
Data obtained during the testing of the imager on the telescope simulator were used to verify the DECam
technical requirements [30]. The tests were detailed in a report [31] and a summary of the results is presented
in Table 1. The technical requirements are divided into groups: General (TG), Optical (TO), CCD detectors
(TD), Opto-mechanical (TOM), Guider, Focus and Alignment (TGFA). The results show that DECam meets
all the requirements tested. Other requirements, such as those involving optics elements, will be tested at
CTIO. Based on these results, the imager was accepted and the shipping process has started. All the DECam
components are expected to have arrived at CTIO by December 2011.
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ID DESCRIPTION REQUIREMENT MEASUREMENT
TG6 Internal charged particle rate < 5 events/cm2/min 2.7 events/cm2/min
TG8 Function in all orientations Yes Yes(a)
TG10 Function in all expected environment Yes Yes(b)
TO10 Flat Focal Plane peak to peak variations < 30μm < 15μm (c)
TD1 Nonlinearity < 1% 1%
TD2 Full well capacity > 130k e− > 130k e−
TD4 Readout rate 17 seconds 17 seconds
TD9 CCD temperature stability with time < ±0.25K over 12 h < ±0.15K over 3 days
TD11 CCD temperature stability across FP < 10C < 8C
TD12 CCD readout noise < 15e− < 9e−
TOM1 FP mean temperature −120 < T¯ < −80 C −100.15 ± 0.05 C (c)
TOM2 FP temperature stability with time < ±0.25K over 12 h < ±0.15K over 3 days
TOM3 FP temperature stability across FP < 10C < 5C
TOM4 Dewar vacuum before cooling < 0.2mtorr < 0.01mtorr
TOM5 Dewar vacuum after cooling < 0.01mtorr < 0.001mtorr
TOM6 Operation time w/o human intervention > 30h 1 week
TOM8 FP cooling time < 8h 6h
TOM9 Dewar warm up time < 12h 12h
TOM12 Vibration due to vacuum/cooling < 5μm < 2.5μm
TOM13 Alignment between FP and C5 ﬂange < 30μm 19μm (d)
TOM21 Horizontal translation accuracy < 25μm < 15μm
TOM24 Filter placement accuracy < 0.5mm < 15μm
TGFA1 Guider update rate > 1Hz 1.21Hz
TGFA5 Guide CCD readout noise < 20e− 9e−
TGFA6 Guider region-of-interest capability Yes Yes
(a) Tested at 5 rotation angles (0,45,90,117,131 deg) with respect to the optical axis and 2 elevation angles (Zenith and 7 deg).
(b) Tested at environment temperatures between 13 and 38 C and relative air humidity between 15 and 45 percent.
(c) Measured with science grade CCDs after the imager was taken down from the telescope simulator.
(d) Alignment between the focal plane and the mounting surface on the C5 ﬂange that mates to the barrel.
Table 1. Technical requirements veriﬁed during the telescope simulator tests.
5.2. Mock observing run
By the end of the DECam test cycle on the telescope simulator it became clear that we had made sig-
niﬁcant progress towards a fully integrated system. The mock observing run [32] was a comprehensive
integration test, scheduled for Feb 14-18 2011, in order to verify that the full system is operational by suc-
cessfully simulating 4 nights of DES main survey and supernova observations. This test allowed us to bring
together new functionalities of SISPI, gather feedback on GUIs, verify that all images produced have head-
ers useful for analysis, train people to operate the data acquisition system and identify improvements to be
made before we move to CTIO. Observers followed the Observers’ Guide, a document drafted for the mock
observing run and will serve as a baseline for the DES Observers’ Guide. Of the various components that
provide input for SISPI, the Focal Plane was the one we could fully test. The Data Transfer System was
simulated by transferring images from one machine to another in our own network, but transfers to remote
locations were not tested. Other components such as the Telescope Control System and Cloud Camera were
not simulated. Data Management processing of the images was not a goal for this test.
We operated the system as if we were taking DES data at the mountain top, starting with calibration
images such as biases, darks and ﬂats in the various ﬁlters and proceeding to science images. We exer-
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cised both survey and supernova modes using ObsTac, the autopilot responsible for populating the exposure
queue according to the survey strategy. We veriﬁed that the exposures were taken in survey mode when the
conditions were set to photometric and that ObsTac would automatically switch to supernova mode when
conditions changed to non-photometric, as expected. Image Health, the diagnostics tool, provided basic
information about the noise level in real time. The images taken generated entries in the Exposure Database
Table, the Electronic Logbook and, in case of problems, the Alarms Database. The Guider Control System
was used to perform regions-of-interest readouts of the guider chips, but we did not test any guiding algo-
rithm because our setup did not simulate the telescope guiding capability. In addition to the Image Health
realtime diagnostics, we tested the Quick Reduce system. Quick Reduce processes selected images from
the Exposure Table, providing a higher level of diagnostics to the observers. We exercised the operations
model in which we have 2 observers per night. Although experienced observers could operate the system
without a partner, the 2 observers model has proven to be a very eﬃcient way to run the system, allowing
for frequent checks of the various diagnostic tools and decision making without unnecessary delay between
exposures.
Overall the system worked very well with only minor glitches from which we could recover easily and,
although some functionalities were not available for testing, we were able to simulate the observing routine
and follow the observing plan very closely. Besides the data that was collected by the SISPI software,
the observers were asked to provide feedback regarding the use of the software and other aspects of the
observing in order to provide guidance towards future development. These were gathered into the mock
observing end of run report [33].
6. Conclusion
The installation of DECam at CTIO is imminent. To verify that the DECam imager meets the key
requirements prior to shipping and in order to minimize the time needed for commissioning we built a
telescope simulator and performed extensive tests which included a mock observing run according to the
DES observing strategy. Table 1 shows that DECam meets all of the requirements tested. As we performed
a comprehensive test of the system with all the core components working together for the ﬁrst time, we were
able to verify the readiness of each component and test them in conditions close to what we will experience
at the mountain top. This allows us to assess the current status and plan ahead for the next stage of the
project.
In the process of performing the mock observing run, a high level of interaction between the SISPI team,
the DECam team and the collaboration at large was achieved. Some of the observers were not familiar with
the system prior to the mock observing run and were glad to have the opportunity to learn through this
experience. On the other hand, the SISPI and DECam team beneﬁted from this interaction through very
positive feedback aimed at the observers needs. Also, in the process of preparation for the mock observing
run, the overall integration and reliability of the system improved at a fast pace. As a result, observers were
able to operate the system with only minor glitches and by the end of the run, the team was conﬁdent that
commissioning will occur smoothly and DES will be ready to start its ﬁrst observing season in September
2012.
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