Abstract-The NVIDIA graphics processing units (GPUs) are playing an important role as general purpose programming devices. The implementation of parallel codes to exploit the GPU hardware architecture is a task for experienced programmers. The threadblock size and shape choice is one of the most important user decisions when a parallel problem is coded. The threadblock configuration has a significant impact on the global performance of the program. While in CUDA parallel programming model it is always necessary to specify the threadblock size and shape, the OpenCL standard also offers an automatic mechanism to take this delicate decision.
I. INTRODUCTION
Many-core Graphics Processing Units (GPUs) have become an important computing platform in many scientific fields, such as intensive-data or biomedical computing. Their main advantages are their low operational cost, their easy and friendly programming environments, and a high performance peak. GPGPU (General Purpose GPU) programming has been simplified by the introduction of high level data parallel languages, such as CUDA [1] , or OpenCL [2] . However, maximizing the performance of any parallel problem implementation requires in depth knowledge about GPU underlying architecture, as well as an expertise on the use of code tuning techniques. Therefore, fully exploiting the GPU capabilities is a tedious task only suited for experienced programmers.
In CUDA, it is always necessary to define a grid of threadBlocks that are scheduled to the different SMs (Stream multiprocessors) . The choice of the threadblock size and shape is a very important decision to develop a highly-tuned implementation of a parallel problem on GPUs. Currently, many programmers choose the threadblock size and shape by trial and error. Although there are well-known basic techniques to eliminate bad candidates, to explore the remaining alternatives is time-consuming. Moreover, little modifications done to the code may force to restart the search, and there are no solid strategies to guide the programmer.
CUDA is not the only alternative for the NVIDIA GPU programming. OpenCL standard offers a common programming API for GPUs of different vendors, hiding many hardware resource details by the use of abstractions. Therefore, it is simpler to use, but more difficult to tune for high-performance.
Regarding the threadblock selection, OpenCL offers a mechanism to automatically select the threadblock configuration.
In this paper we present a practical study of the Fermi architecture, focused on how the threadblock parameters and the use of hardware resources affect performance. Our experimental results show that it is possible to use hardware knowledge to better squeeze the GPU potential, with no need of time-consuming tests. Many obvious and typical threadblock configuration strategies, such as choosing square shapes, or blocks with the maximum number of threads, are not always appropriate. Moreover, we also show that OpenCL automatic strategy to select the threadblock is too simplistic, implicating performance degradations up to 65% in our experiments. We show how it can be easily improved.
II. NVIDIA FERMI ARCHITECTURE
Fermi is NVIDIA's latest generation of CUDA architecture [3] , released in early 2010. The main characteristics introduced by this new architecture include double precision performance, error correction code support, transparent L1/L2 cache hierarchy, configurable L1 and shared memory, faster Context Switching, and faster atomic operations. This section discusses the details of the Fermi architecture that are relevant for our study of the relation between performance and program characteristics.
(A) Transparent L1/L2 cache memory. Fermi introduces an L1/L2 transparent cache memory hierarchy (see Fig. 1 ). The programmer can choose between two configurations: 48 KB of shared memory and 16 KB of L1 cache (default option), or 16 KB of shared memory and 48 KB of L1 cache. Besides this, the L1 cache memory can be deactivated by the user at compilation time.
(B) Threadblocks, Warps and SMs. The number of registers per multiprocessor in Fermi is 32KB, and the number of SP (Streaming Processor) per SM (Streaming Multiprocessor) is 32. The maximum number of threads per threadblock is doubled, from 512 to 1 024, while the maximum number of threads per SM is 1 536. Note that these changes force the programmer to re-calculate block parameters used in implementations for previous architectures, in order to maximize the use of SM resources. When the SMs require more workload, the threadblocks are dispatched to the SMs in row-major order [4] .
In programs where the computational workload of all threads is similar (most data parallel programs), the blocks are scheduled to the SMs at regular intervals. This implies a high reutilization of data on the L2 cache, that works as a fast transparent shared memory for all SMs. As the computation advances at the same pace on each SM, the situation appears again and again. Moreover, the application can be optimized through a proper selection of threadblock size and shape.
Regarding the dual warp scheduler present in Fermi, each scheduler has its own instruction dispatch unit (IDU). The SM executes simultaneously two halves of different warps. It is important to notice that this may influence the span of data that is requested to the cache hierarchy at the same time. Although the SMs have only 16 load/store units, each half warp issues its memory requests on a different flank, allowing them to issue up to 32 memory requests on the same cycle, 16 from each half-warp.
(C) Shared memory conflicts and global memory access. Fermi has 32 shared memory banks. Currently, the global memory is also distributed on 5 or 6 banks in Fermi. The memory addresses are scattered across the banks. A frequent problem in pre-Fermi architectures is the partition camping problem [4] . This problem arises when concurrent threads request at the same time memory locations belonging to different transaction segment in the same data bank. In Fermi, the problem is alleviated by the L2 cache.
III. SELECTING THE THREADBLOCK SIZE AND SHAPE
In this section we present a discussion on how the Fermi architecture details affect the programmer decisions about threadblock size and shape. The implication of other configurable parameters, such as deactivating the L1 cache or modifying its size, are also discussed.
A. Threadblock size 1) Maximize occupancy: One SM can execute two halfwarps at the same time. The warps of several thread blocks can be queued on the same SM. When the threads of a warp issue a global memory request, these threads are blocked until the data arrives from memory. During this high latency time, other warps in the queue can be scheduled and executed. Thus, it is important to have enough warps queued in the SM to hide the global memory latencies by overlapping them with computation, or with other memory accesses.
The first consideration to maximize Occupancy is to select a proper block size. In Fermi, the number of threads per block should be an integer divisor of the maximum number of threads per SM, and higher than or equal than 192, to allow to fill up the maximum number of threads per SM with no more than 8 blocks (1536/8 = 192). These values are 192, 256, 384, 512, and 768.
Finally, in computations that use a grid with a small number of total threads, it may be beneficial to use very small blocks to distribute the computational load across the available SMs in the GPU. For example, to execute 512 threads, using only one block for all of them forces to execute all the load in one SM.
2) Coalescing and high ratio of global memory accesses: Memory Coalescing is a technique used in kernel coding to force consecutive threads in the same warp to concurrently request consecutive logical addresses from global memory. This allows to minimize the number of transaction segments requested to the global memory. Typically, it is done by properly associating data elements to thread indexes when traversing dense data-structures, such as multidimensional arrays. Classical examples include many dense matrix and linear algebra operations. Coalescing is particularly important on codes with a high ratio of global memory accesses. For this study, we consider high a ratio of one or more memory accesses per arithmetic operation, omitting the typical computation of global thread indexes at the start of the kernel.
A common technique to ease the programming of coalescing is to ensure that the dense data-structures are aligned with the global memory banks and transfer segments. Thus, arrays with the last dimension multiple of 32 simplify the programming of Coalescing. Moreover, to avoid partition camping problems, it is better to use data structures that are aligned to the number of global memory controllers or banks on the target architecture.
For kernels with a high-ratio of coalesced global memory accesses, and considering the block sizes that maximizes Occupancy, we may expect that the best performance would be obtained maximizing the number of blocks in any SM, which means minimizing the threadblock size (192 to keep maximum Occupancy). The rationale behind this hypothesis is that programs with continuous accesses to global memory need at all times 48 warps in an SM to properly hide latencies. This effect is mainly noticeable on kernels with a short number of total operations per thread, because the blocks finish, and need to be replaced, faster.
On the other hand, when the code in the kernel is not requesting data fast enough to need 48 warps to hide latencies, we do not need maximum occupancy to obtain the best performance. Examples are codes with high computational workload between global memory requests, that are not issued at the same time. In this situation, the computation of one warp may hide the latencies of the memory requests of other warps, and the best performance results could also be obtained with block sizes that does not maximize Occupancy.
3) Non-coalesced accesses: Codes with non-coalesced global memory accesses request many different memory trans- fer segments from the same warp at the same time. The memory requests are serialized and it is much more difficult to have a code with enough computational workload, and computation vs. memory accesses overlapping, to hide such latencies. Moreover, in these cases, reducing the number of requests has another beneficial impact on the partition camping problems that arise in the global memory banks. Thus, reducing the blocks up to 32 threads, may keep all possible parallelism (eight blocks with their maximum of 32 threads per block), minimum global memory bandwidth requested, and minimum number of bank conflicts. The global memory bandwidth bottleneck, and the partition camping problems, may become so expensive that it may even compensate to reduce the number of active SPs per warp using blocks with less than 32 threads. However, reducing it too much may lead to waste parallelism capabilities and to lose performance. Without using more information about the architecture details it is difficult to predict the optimum block size.
In general, codes with scatter accesses benefit from deactivating the L1, since the transaction segment size is reduced, thus alleviating bottlenecks. Figure 2 shows the Occupancy obtained for different combinations of threadblock shape dimensions, when the code does not exhaust SM resources (registers and shared memory). The block shapes with the same block size, that also maximize Occupancy, are linked by a gray line. Besides the effect of Occupancy, the chosen shape has also a significant impact on coalescing, partition camping, and memory bottlenecks.
B. Shape in several dimensions
In programs with good Coalescing, the best performance results will be obtained with shapes with no less than 32 columns. One warp should request 32 contiguous elements to reduce the total memory bandwith. With perfect Coalescing, the first half-warp request 16 elements, obtaining a full cache line with 32 elements: The 16 elements requested by the first half-warp, and 16 more elements which are needed by the second half-warp. Thus, the second half-warp finds all needed elements in the cache, skipping the global memory latency.
In Fermi, we may find 320 or 380 consecutive elements spread across the full span of the five or six memory banks. Thus, perfectly coalesced codes using a threadblock shape with that amount of columns, minimize the global memory bank conflicts. Reducing the number of columns to increment the number of rows immediately derives in an increment of these conflicts, and in performance degradation.
C. Tuning techniques and threadblock size and shape
Some of the common code tuning strategies [1] heavily interact with, or are dependent on, the chosen block size and shape. Although it may seem intuitive to first choose the block shape, and then apply the other tuning techniques, some of them may need specific block sizes or shapes to exploit their potential. For example, the CUBLAS optimized matrix operations [5] uses specific block shapes to improve performance while keeping correctness. It is an open question when, and where, it is possible to isolate the threadblock configuration from the application of other tuning techniques.
D. Threadblock size and shape in OpenCL
OpenCL [2] (Open Computing Language) is an open royalty-free standard for general purpose parallel programming across CPUs, GPUs, and other processors. It provides developers with a portable and efficient software to manipulate these heterogeneous processing platforms.
OpenCL provides a mechanism to select manually the threadblock shape. The behaviour of programs when using the CUDA driver on OpenCL are similar to direct CUDA programming. The effects discussed on previous sections are dependent on the hardware architecture, and thus, they will affect performance in the same way.
OpenCL includes a convenient mechanism to automatically select the threadblock shape, letting the programmer to skip this decision. However, our study on the use of this OpenCL automatic mechanism shows that it is focused on using the maximum number of threads per block (1024 on Fermi). Based on the previous discussion, the reader may expect that other smaller block sizes will lead to better performance. In Sec. VII we present specific experimental results.
IV. DESIGN OF EXPERIMENTS
In this section we introduce the design of experiments to verify the previously presented hypotheses and deductions derived from the architecture observation. We will run different benchmarks on a Fermi architecture platform. We have selected real applications and kernels, as well as synthetic codes, to isolate and test different application features. Kernels used are intentionally simple, to minimize the interactions among different hardware effects, such as coalesced vs. scattered accesses, different ratios of workload vs. number of memory accesses, cache reutilization, etc.
The algorithms and coding ideas of some of the benchmarks are obtained from examples included in the CUDA and OpenCL SDK, or well-known linear algebra libraries, such as CUBLAS [5] and MAGMA [6] . The original codes cannot be directly used in our study because their optimizations and tuning strategies are dependent on specific threadblock sizes and shapes. For example, the threadblock sizes for the basic matrix multiplication on CUBLAS and MAGMA libraries is fixed to 512 and 256 respectively. We have adapted and simplified the codes to make them completely independent of the threadblock shape. We avoid the use of sophisticated tuning techniques to isolate the different effects of the block shape on each benchmark.
Although we focus on 1-and 2-dimensional problems, results can be extrapolated to 3-dimensional cases. The programs have been tested for different combinations of square-and rectangular-shaped threadblocks. We use shapes with a number of rows or columns which are powers of 2, or powers of 2 multiplied by 3. This include all the combinations that maximize Occupancy.
The experiments have been conducted with 1-and 2-dimensional arrays, using integer and float elements. In this work we present results for the integer arrays experiments. As the storage size of both types is the same, the effects on the memory hierarchy are similar. Float arrays experiments simply present slightly higher execution times due to the extra computation cost associated to the floating point operations. The 1-dimensional benchmark repeats 16 times a reduction of an input vector with 1023 k-elements. Therefore, we can use blocks with eight or more threads, generating grids with no more than the maximum number of blocks allowed in CUDA for any dimension (65535). For the 2-dimensional benchmarks we use input matrices of 6144 rows and columns. The size chosen has several advantages. First, this size is small enough to allocate up to three matrices in the global memory of the GPU device. Second, this size also ensures that not all blocks can be executed at the same time, and therefore most of them are queued. In this way, this size mimics the behavior of bigger matrices, as long as data is aligned in the same way. Moreover, the dimensions of the matrices are multiples of: (1) all the block-shape dimensions tested; and (2) the number of global memory banks in our test platform (described below). Thus, matrix accesses on any threadblock are always aligned with the matrix storage, generating the same access pattern.
The experiments have been run on an Nvidia GeForce GTX 480 device. The host machine is an Intel(R) Core(TM) i7 CPU 960 3.20GHz, 64 bits compatible, with a global memory of 6 GB DDR3. It runs an UBUNTU desktop 10.10 (64 bits) operative system. The programs have been developed using CUDA and OpenCL. The CUDA driver used was the version included in the 4.0 toolkit. All benchmarks were also executed with both OpenCL 1.0 and 1.1, with the same performance for both versions. We measure performance considering only the total execution times of the kernel functions in the GPU. We skip initialization, and CPU-GPU communication times. Our results are the mean of the measures of three or more executions.
V. BENCHMARKS
In this section we describe the criteria to select and/or design the different benchmarks.
A. Coalesced accesses 1) Vector reduction:
We use a reimplementation of one of the CUDA SDK examples modified to simplify the change of threadblock shape. The kernel is launched in several synchronized stages. On each stage each thread reduces two contiguous data elements, storing the result in a properly compacted ancillary data structure, used as input for the next stage. Thus, each thread issues two contiguous read requests to global memory, in two consecutive load operations. After the single arithmetic operation, each full warp writes the results in a single global memory transaction segment of 128 KB. The number of blocks is divided by two on each stage. The main code execute the kernel 16 times to generate enough load to obtain stable results.
2) Adaptive-block vector reduction: In Sec. III-A1 we remarked that executing a small amount of threads in the whole GPU can benefit more from using many small blocks than a single bigger one, in order to spread the workload and exploit more parallelism on the SMs. Taking into account these observations, we have introduced an improvement on the vector reduction code. The first stages are computed with a fixed block size. When we need less than 15 blocks (the number of SMs in our GPU testing device) to process the data, we divided the threadblock size to increase the number of blocks and the potential parallelism. This improvement is done on stages with low workload. We expect a slight performance improvement, noticeable for small input data sets.
3) Matrix addition: We also test a matrix addition (C = A + B) algorithm. Each thread is associated with a particular matrix position. This implies three global memory accesses per thread (two reads and one write). It presents a full coalesced memory access pattern, with no reutilization of the same matrix elements by other threads.
4) Overloaded kernel:
We have generated a synthetic program based on the matrix addition code. It simply adds an arbitrary number of dummy arithmetic operations (10 000) to the original single addition after loading the two elements. This code keeps the matrix addition access pattern, but introduce an overload between the load and the store global memory accesses.
5) Overlapped memory accesses kernel:
We propose another modification to the matrix addition code to force different warps in the same block to issue load global memory operations at different times. There is a maximum of 48 warps in a SM. We use the warp number to select the exact amount of dummy arithmetic operations carried out before the loads (warpId × 1000), and between the loads and stores ((48 -warpId) × 1000). We have tested that 1000 dummy arithmetic operations take more time than the global memory latency. Thus, we completely overlap the communication latencies of the load operations with computation across the different warps.
6) Matrix multiplication:
We have coded two versions of matrix multiplication (C = A × B) which are independent of the block size and shape. A naïve matrix multiplication and an iterative block-products matrix multiplication. The first one is very simple and straightforward for a non-experienced programmer. There are reutilization of data between threads in the same block at different stages of the dot product. This benchmark is interesting due to the relationship of the reutilization of caches with the coalesced memory access pattern. We also consider a second, more sophisticated implementation using iterative block products.
B. Non-coalesced accesses 1) Regularly-scattered accesses:
This synthetic benchmark is designed to create a simple scattered access pattern in which each thread requests a different memory transfer segment. Each thread accesses to a single matrix element. The position is computed multiplying the column index of the thread by the maximum size of a transfer segment (32 elements). The obtained value is modified with a simple arithmetic operation and copied into the same element to reuse the same transfer segment. Only one single arithmetic operation is issued on each thread.
2) Random accesses: This benchmark is a modified version of the previous one. Each thread copies one value from a random position of one matrix, in the same random position of another matrix. The workload associated with computing the random indexes is higher than in the previous benchmark, and comprises around 20 arithmetic operations. Two memory transfer segments are requested per thread, one per each matrix access. The random indexes force most threads to request elements on different transfer segments, with little or no reuse of transaction segments. This benchmark simulates random scattered accesses that typically appears in graph traversing algorithms, or codes for other sparse data structures.
VI. EXPERIMENTAL RESULTS
In this section we present the results obtained by our experiments for both, CUDA and OpenCL implementations, and discuss their relation with the Fermi architecture details commented in previous sections. We first describe the results obtained with CUDA, and then, we discuss the differences with OpenCL. Table I(A) shows the execution times of the matrix addition benchmark for different shapes. The results for the block sizes that maximizes Occupancy are presented in boldface. The table skips the first columns where the warps are with at least three quarters of their threads idle, and the execution times grow quickly.
A. Coalesced global memory accesses 1) Small kernels with no data reutilization:
The table confirms the expected results, as previously discussed in section III: (1) The best performance is obtained with block sizes that maximize Occupancy; (2) considering the maximum Occupancy block sizes, diagonals of smaller blocks present better performance, with the optimum in blocks of 192 threads; (3) blocks with 48 columns, or less than 32 columns, perform really bad due to the lose of coalescing; and (4) blocks with more columns and less rows, imply less conflicts when accessing the global memory banks.
Table II(A) shows the execution times of the vector reduction benchmark. For the vector sizes chosen, we cannot choose blocks sizes below 32, due to the maximum number of blocks per dimension in CUDA. Having similar properties than the matrix addition, the effects observed are similar, and the best performance is found in 192 threads per block. Our results indicate that the adaptive-block vector reduction improves the performance only for small input data sets. For example, 3% to 4% for 1023 k-elements. This techniques have more impact of computations with a higher workload per thread.
As expected, for coalesced codes without data reutilization, deactivating the L1 cache does not affect performance. There are four more transaction segment requests, but the segments are four times smaller. The final global memory bandwith does not significantly change.
2) Higher loaded kernels: Table I(B) shows the execution times of the overloaded kernel. As expected for high loaded coalesced codes, with no data reutilization across threads, and low number of memory accesses comparing with arithmetic operations, the results indicate that any shape that maximizes occupancy produces a similar performance. Blocks with very few columns that prevents coalescing have a very small effect on total performance because the extra cost of global memory accesses are hidden by the big computation costs. The effect of the faster replacement of ending warps when smaller blocks finish, is negligible comparing with the overall computation. In this code, all warps begin executing the load accesses at almost the same time. Thus, latencies are not really well hidden across the warps of a block.
3) Hiding global memory latencies: Table I(C) shows the execution times of the overlapped memory accesses kernel. Recall that this benchmark ensures that the latencies of global memory loads on any warp are completely overlapped with the computation of other warps in the block. We observe that the best performance is obtained for blocks with less than 192 threads. As expected, in this type of code maximum Occupancy is not needed to hide latencies, because they are hidden by the computation overlap. Table II(B) shows the execution times of the naïve matrix multiplication code. The tables for this benchmark skip all the columns where the warps have idle threads and the execution time explodes. Due to the high reutilization of data, bigger block sizes have more opportunities to reuse the cache lines. Thus, the best performance results are found for the biggest block size that maximizes Occupancy (768). For a given block size, we also observe a trend that lead to obtain better performance results when using a shape with more columns and less rows. As commented in Sect. III-B, blocks with more columns, up to 384 (due to the 6 global memory banks on our device) reduce the number of bank conflicts. It also impacts on the reutilization and trashing of the L1 cache due to the algorithm properties. Table III shows the number of L1 cache misses as reported by the visual profiler included in the CUDA toolkit. For maximum Occupancy we observe a clear correlation of L1 and L2 cache misses and performance. Blocks with one row have no opportunity to exploit any reutilization of data on the second matrix. Thus, they produce many more cache misses and its performance is degraded. The best performance is found for the shape 2×384. Increasing the L1 cache size to 48 KB, reduces cache misses and produces an improvement Columns  Rows  8  12  16  24  32  48  64  96  128  192  256  384  512  768  1 024  128  9,01  96  6,35  64 of performance between 0.3% to 7.5% for block sizes with maximum Occupancy.
4) Intensive data reutilization:
The iterative block-products version performs worse than the naïve implementation for the same shapes. The naïve version achieves better reutilization of data, as all warps work on the same parts of the first matrix during the dot product evolution. Naive multiplication algorithm is more suitable for multi-or many-cores architectures with cache hierarchies. Table I(D) shows the execution times of regularly-scattered accesses benchmark. As discussed in section III-A3, this type of code does not need to maximize Occupancy, due to the big amount of simultaneous memory requests which latencies cannot be hidden. Moreover, reducing the number of threads per block also alleviates the global memory bandwith bottleneck. We observe that the best performance is obtained for blocks with only 24 threads (shapes with 1×24, or 2×12 threads). As reasoned in section III-A3, having even some idle SPs per warp is compensated by the reduction of the memory bandwith bottleneck, and the bank conflicts.
B. Non-coalesced accesses 1) Regularly-scattered accesses:
Table I(E) shows the execution of this benchmark with L1 cache deactivated. As expected, the smaller memory transaction segments have a big impact on performance, obtaining improvements in the range of 20% to 40% for block sizes of 16 or more threads. Reducing the transfer segments alleviate the global memory bandwith problem up to the point that it is not needed to have idle SPs, and the best block size moves from 24 to 32 threads per block (warps with all threads active).
2) Random accesses: Table II(C) shows the execution times of the random accesses code. This program uses many registers for the computation of the random indexes. Thus, the Occupancy is reduced for all shapes. The cells with a star indicate block sizes that cannot be execute due to an exhaustion of resources that leads to Occupancy zero.
This program has a medium ratio of global memory accesses per arithmetic operations (2 global memory accesses vs. 20 arithmetic operations). This load is not enough to eliminate the effect of improving performance when reducing the block size, up to 192 for maximum Occupancy. As expected, the improvement is less noticeable than in kernels with lower workload. For this type of codes, the block size is the key decision. The shape is not relevant due to the random access pattern used on each thread, that distributes global memory accesses across global memory banks.
The medium workload on the threads helps to hide the global memory access latencies when the L1 is active. Although this code has a non-coalescent pattern, the deactivation of L1 cache only improves the performance slightly (less than 1% for any shape).
VII. OPENCL RESULTS
All the results obtained with OpenCL 1.0 and 1.1 consistently show the same effects discussed for the CUDA results. OpenCL introduces a performance penalty on the Fermi architecture tested, due to the OpenCL abstraction layer.
We have tested the mechanism provided by OpenCL to select automatically the block size and shape. For all our benchmarks, the results indicate that this mechanism systematically chooses threadblock sizes of 1024 threads, maximizing the number of threads per block. However, due to the Fermi architecture particular features, this block size does not maximize Occupancy, Thus, the performance obtained with this mechanism is always far from the optimum, with performance degradations between 28% and 65% in our benchmarks.
This technique can easily be improved using a simple and conservative strategy, selecting blocks of 768 threads for big kernels, and 192 for small ones. More sophisticated techniques can be devised using code analysis to detect other code features, such as coalescing vs. scattered accesses, ratio of global memory accesses, total workload, etc.
VIII. RELATED WORK
The most appropriate and common code tuning strategy is to choose the threadblock that maximize the SM Occupancy in order to reduce the memory latencies when accessing global device memory [1] . The authors focus on block shapes that simplify the programming task, such as square shapes, or dimensions that are power of two. They do not explore the relationships between the threadblock size and shape and the underlying performance impact on the hardware resource utilization. The work by Wynters [7] shows a naïve matrix multiplication implementation where several threadblock sizes are tested on pre-Fermi architecture. However, the threadblock shapes are not considered. The authors in works like [8] - [11] use advanced compilation techniques to transform highlevel constructors into optimized CUDA code. However, these frameworks use automatic optimizations that only take into account the pre-Fermi state-of-art tuning techniques. A simple performance model is introduced in [12] . Nevertheless, none of these works relate their results to the critical choice of size and shape of threadblock. In [13] the authors show several global memory access strategies in an attempt to maximize the Coalescing factor, as well as other common tuning strategies. This work is developed on pre-Fermi architecture and does not consider global programming parameters, such as L1 cache configurations and threadblock size and size choice. In [14] the authors show how to use the GeForce 8800 NVIDIA hardware resource in order to improve the SM Occupancy. A brief discussion about the different tuning strategies is also included. These studies are focused on pre-Fermi architectures. In [15] , [16] the authors show several interesting metrics related to hardware architecture. The authors use these metrics in an attempt to predict the performance of CUDA kernel codes once the block shape is manually chosen. In addition, the Ocelot's transaction infrastructure is presented where several optimization are automatized on PTX (Parallel Thread Execution) low-level code. Focusing on Fermi, in [17] the authors show how the cache memory hierarchy helps to take advantage of data locality significantly improving the global performance. However, taking into account the cache hierarchy leads to a very complicated performance prediction model. They do not consider the effects of the block size and shape.
IX. CONCLUSIONS
One of the most important decisions when programming a GPU is to choose global programming parameters, such as threadblock size and shape, in order to achieve the highest performance. However, these parameters are usually chosen by a trial-and-error process.
The choice of global parameters are closely related to the particular parallel problem implementation. We show in this paper that a combined analysis of the knowledge of a specific GPU card architecture, and code features such as the type of global memory access pattern (coalesced vs. scatter), the total workload per thread, the ratio of global memory readwrite operations, can significantly help to choose important programming parameters, such as threadblock shape and L1 cache memory configuration.
While OpenCL introduces a mechanism to automatically select the appropriate threadblock size and shape, our results show that its current strategy is far from optimum, with performance degradation of up to 65% in our benchmarks. Using architecture knowledge to choose an appropriate block shape for each particular application leads to important performance benefits.
