Abstract. Functional principal components (FPC's) provide the most important and most extensively used tool for dimension reduction and inference for functional data. The selection of the number, d, of the FPC's to be used in a specific procedure has attracted a fair amount of attention, and a number of reasonably effective approaches exist. Intuitively, they assume that the functional data can be sufficiently well approximated by a projection onto a finite-dimensional subspace, and the error resulting from such an approximation does not impact the conclusions. This has been shown to be a very effective approach, but it is desirable to understand the behavior of many inferential procedures by considering the projections on subspaces spanned by an increasing number of the FPC's. Such an approach reflects more fully the infinite-dimensional nature of functional data, and allows to derive procedures which are fairly insensitive to the selection of d. This is accomplished by considering limits as d → ∞ with the sample size.
Introduction
Functional data analysis has grown into a comprehensive and useful field of statistics which provides a convenient framework to handle some high-dimensional data structures, including curves and images. The monograph of Ramsay and Silverman (2005) has done a lot to introduce its ideas to the statistics community and beyond. Several other monographs and thousands of papers followed. This paper focuses on a specific aspect of the mathematical foundations of functional data analysis, which is however of fairly central importance. We first describe the contribution of this paper in broad terms, and provide some more detailed background and discussion in the latter part of this section. Perhaps the most important, and definitely the most commonly used, tool for dimension reduction of functional data is the principal component analysis. Suppose we observe a sample of functions, X 1 , X 2 , . . . , X N , and denote bŷ η i,j = X i (t) −X N (t) v j (t)dt, i = 1, 2, . . . , N, j = 1, 2, . . . , d, the scores of the X i with respect to the estimated functional principal componentsv j . The scoresη i,j depend on two variables i and j, and to reflect the infinite-dimensional nature of the data, it may be desirable to consider asymptotics in which both N and d increase. This paper establishes results that allow us to study the two-dimensional partial sum process
More specifically, we derive a uniform normal approximation and apply it to two problems related to testing the null hypothesis that all observed curves have the same mean function. We obtain new test statistics in which the number of the functional principal components, d, increases slowly with the sample size N. We hope that our general approach will be used to derive similar results in other settings. Statistical procedures for functional data which use functional principal components (FPC's) often depend on the number d of the components used to compute various statistics. The selection of an optimal d has received a fair deal of attention. Commonly used approaches include the cumulative variance method, the scree plot, and several forms of cross-validation and pseudo information criteria. By now, most of these approaches are implemented in several R packages and in the Matlab package PACE. A related direction of research has focused on the identification of the dimension d assuming that the functional data actually live in a finite-dimensional space of this dimension, see Hall and Vial (2006) and Bathia et al. (2010) . The research presented in this paper is concerned with functional data which cannot be reduced to finite-dimensional data in an obvious and easy way. Such data are typically characterized by a slow decay of the eigenvalues of the empirical covariance operator. Figure 1 shows the eigenvalues of the empirical covariance operator of the annual temperature curves obtained over the period in Melbourne, Australia, while Figure 2 shows the cumulative variance plot for the same data set. It is seen that the eigenfunctions decay at a slow rate, and neither their visual inspection nor the analysis of cumulative variance provide a clear guidance on how to select d. This data set is analyzed in greater detail in Section 5. In situations when the choice of d is difficult, two approaches seem reasonable. In the first approach, one can apply a test using several values of d in a reasonable range. If the conclusion does not depend on d, we can be confident that it is correct. This approach has been used in applied research, see Gromenko et al. (2012) for a recent analysis of this type. The second approach, would be to let d increase with the sample size N, and derive a test statistic based on the limit. In a sense, the second approach is a formalization of the first one because if a limit as d → ∞ exists, then the conclusions should not depend on the choice of d, if it is reasonably large. In the FDA community there is a well grounded intuition that d should increase much slower than N, so asymptotically large d need not be very large in practice. It is also known that the rate at which d increases should depend on the manner in which the eigenvalues decay. We obtain specific conditions that formalize this intuition in the framework we consider. In more specific settings, contributions in this directions were made by Cardot et al. (2003) and Panaretos et al. (2010) . The work of Cardot et al. (2003) is more closely related to our research: as part of the justification of their testing procedure, they establish conditions under which a limiting chi-square distribution with d degrees of freedom can be approximated by a normal distribution as Panaretos et al. (2010) are concerned with a test of the equality of the covariance operators in two samples of Gaussian curves. In the supplemental material, they derive asymptotics in which d is allowed to increase with the sample size. Our theory is geared toward testing the equality of mean functions, but we do not assume the normality of the functional observations, so we cannot use arguments that use the equivalence of independence and zero covariances. We develop a new technique based on the estimation of the Prokhorov-Lévy distance between the underlying processes and the corresponding normal partial sums. The paper is organized as follows. In Section 2, we set the framework and state a general normal approximation result in Theorem 2.1. This result is then used in Sections 3 and 4 to derive, respectively, change-point and two-sample tests based on an increasing number of FPC's. Section 5 contains a small simulation study and an application to the annual Melbourne temperature curves. All proofs are collected in the appendices.
Uniform normal approximation
We consider functional observations X i (t), t ∈ I, i = 1, 2, . . . , N, defined over a compact interval I. We can and shall assume without loss of generality that I = [0, 1].
Throughout the paper, we use the notation =
All functions we consider will be elements of the Hilbert space L 2 of square integrable functions on [0, 1].
In the testing problems that motivate this research, under the null hypothesis, the observations follow the model (2.1)
where EZ i (t) = 0 and µ(t) is the common mean. We impose the following standard assumptions.
Assumption 2.1. Z 1 , Z 2 , . . . , Z N are independent and identically distributed.
Assumption 2.2. µ 2 (t)dt < ∞ and E||Z 1 || 2 < ∞.
Under these assumptions, the covariance function c(t, s) = EZ 1 (t)Z 1 (s), is square integrable on the unit square and therefore it has the representation
where λ 1 ≥ λ 2 ≥ . . . are the eigenvalues and v 1 , v 2 , . . . are the orthonormal eigenfunctions of the covariance operator, i.e. they satisfy the integral equation
One of the most important dimension reduction techniques of functional data analysis is to project the observations X 1 (t), . . . , X N (t) onto the space spanned by v 1 , . 
. In this section, we require only two more assumptions, namely
Assumption 2.3 is needed to ensure that the FPC's v j are uniquely defined. In Theorem 2.1 it could, of course, be replaced by requiring only that the first d eigenvalues are positive and different, but since in the applications we let d → ∞, we just assume that all eigenvalues are positive and distinct. If λ d * +1 = 0 for some d * , then the observations are in the linear span of v 1 , . . . , v d * , i.e. they are elements of a d * -dimensional space, so in this case we cannot consider d = d(N) → ∞. Assumption 2.3 means that the observations are in an infinite-dimensional space. Assumption 2.4 is weaker than the usual assumption E||Z 1 || 4 < ∞. As will be seen in the proofs, subtle arguments of the probability theory in Banach spaces are needed to dispense with the fourth moment. To state the main result of this section, define
where · T denotes the transpose of vectors and matrices. Set
We now provide an approximation for the partial sum processes S j,N (x) defined in (2.4) with suitably constructed Wiener processes (standard Brownian motions). 
where c * only depends on λ 1 and E||Z 1 || 3 .
The constant 1/80 in (2.5) is not crucial, it is a result of our calculations. Theorem 2.1 is related to the results of Einmahl (1987 Einmahl ( , 1989 who obtained strong approximations for partial sums of independent and identically distributed random vectors with zero mean and with identity covariance matrix. In our setting, for any fixed d, the covariance matrix is not the identity, but this is not the central difficulty. The main value of Theorem 2.1 stems from the fact that it shows how the rate of the approximation depends on d; no such information is contained in the work of Einmahl (1987 Einmahl ( , 1989 , who did not need to consider the dependence on d. The explicit dependence of the right hand side of (2.5) on d is crucial in the applications presented in the following sections in which the dimension of the projection space depends on the sample size N. Very broadly speaking, Theorem 2.1 implies that in all reasonable statistics based on averaging the scores, even in those based on an increasing number of FPC's, the partial sums of scores can be replaced by Wiener processes to obtain a limit distribution. The right hand side of (2.5) allows us to derive assumptions on the eigenvalues required to obtain a specific result. Replacing the unobservable scores ξ i,j by the sample scoresη i,j is relatively easy. We will illustrate these ideas in Sections 3 and 4.
Change-point detection
Over the past four decades, the investigation of the asymptotic properties of partial sum processes has to a large extent been motivated by change-point detection procedures, and this is the most natural application of Theorem 2.1. The research on the change-point problem in various contexts is very extensive, some aspects of the asymptotic theory are presented in Csörgő and Horváth (1997) . Detection of a change in the mean function was studied by Berkes et al. (2009) 
. Under the null hypothesis, the X i follow model (2.1) in which µ(·) is an unknown common mean function under H 0 . The alternative hypothesis is
Under H A the mean changes at an unknown time k * . To derive a new class of tests, we introduce the procesŝ
The processẐ N (u, x) contains the cumulative sumsŜ j (⌊Nx⌋) − xŜ j (N) which measure the deviation of the partial sums from their "trend" under H 0 , and a correction term x(1 − x) needed to ensure convergence as d → ∞.
To obtain a limit which does not depend on any unknown quantities, we need to impose assumptions on the rate at which d = d(N) increases with N. Intuitively, the assumptions below state that d is much smaller than the sample size N, the d largest eigenvalues are not too small, and that the difference between the consecutive eigenvalues tends to zero slowly. Very broadly speaking, these assumptions mean that the distribution of the observations must sufficiently fill the whole infinite-dimensional space L 2 .
where
With these preparations, we can state the main result of this section.
Theorem 3.1. If Assumptions 2.1-2.3 and 3.1-3.5 are satisfied, then
where Γ(u, x) is a mean zero Gaussian process with
One can verify by computing the covariance functions that
. Representation (3.1) means that continuous functionals of the process Γ(·, ·) can be simulated with arbitrary precision, so Monte Carlo tests can be used. One would choose the number of projections in the CUSUM procedure such that the test would give the largest rejection if the alternative holds. The statistic max u max x |Ẑ N (u, x)| is maximizing the CUSUM statistics max x |Ẑ N (k/d, x)|, where k = 1, 2, . . . , d projections are used. It is however possible to obtain a number of simple asymptotic tests by examining closer the structure of the process Γ(·, ·). We list some of them in Corollary 3.1, and we will see in Section 5 that the Cramér-von-Mises type tests have very good finite sample properties. Let B denote a Brownian bridge and define
Corollary 3.1. If the assumptions of Theorem 3.1 are satisfied, then
where N(0, 1) stands for a standard normal random variable.
We conclude this section with two examples which show that Assumptions 3.2-3.5 hold under both power law and exponential decay of the eigenvalues.
Example 3.1. If the eigenvalues satisfy
with some c 1 > 0, 0 ≤ c 2 < 1 and α > 0, then Assumptions 3.2-3.5 hold if d/(log N) β → 0 with some β > 0.
Under the conditions of Example 3.1, one could choose
, where ζ depends on α. In case of a fixed samplle size N, the power of the test would decrease if d N is too large. Hence we recommend choosing d N ≈ (log N) β , where β > 0 can be arbitrarily chosen.
Example 3.2. If the eigenvalues satisfy
with some c 0 > 0 and α > 0, then Assumptions 3.2-3.5 hold if d/(log log N) β → 0 with some β > 0.
Two-sample problem
The two-sample problem for functional data was perhaps first discussed in depth by Benko et al. (2009) who were motivated by a problem related to implied volatility curves. It has recently attracted a fair amount of attention motivated by problems arising in space physics, see , genetics, see Panaretos et al. (2010) , and finance, see Horváth et al. (2012) . The above list does not include many other important contributions. In its simplest, but most important form, it is about testing if curves obtained from two populations have the same mean functions. The most direct approach, developed into a bootstrap procedure by Benko et al. (2009) , is to look at the norm of the difference of the estimated mean functions. In this section, we show that the normal approximation of Section 2 leads to an asymptotic test whose limit distribution is standard normal. Suppose we have two random samples of functions: X 1 , . . . , X N and Y 1 , . . . , Y M . We assume the X sample satisfies (2.1) and Assumptions 2.1, 2.2 and 2.4. Similarly, the Y sample is a location model given by
where µ * (t) is the common mean of the Y sample and EQ i (t) = 0. As in the case of the X sample, the Y sample satisfies the following conditions:
Assumption 4.1. Q 1 , Q 2 , . . . , Q M are independent and identically distributed.
Assumption 4.2. µ 2 * (t)dt < ∞ and E||Q 1 || 3 < ∞.
Assumption 4.2 yields that
is a square integrable function on the unit square. In this section we are interested in testing the null hypothesis 
Now we define the pooled covariance function
Since c P (t, s) is a positive-definite, symmetric, square integrable function, there are real numbers κ 1 ≥ κ 2 ≥ . . . and orthonormal functions u 1 , u 2 , . . . satisfying Our test statistic is
As in Section 3, we need additional assumptions balancing the rate of growth of d = d(N) and the rate of decay of the κ ℓ and the differences between them.
Assumption 4.6.
Since u 1 , u 2 , . . . are unknown, we replace them with the corresponding empirical eigenfunctionsû 1 ,û 2 , . . . defined by the integral operator 
Theorem 4.1. If H * 0 , Assumptions 2.1, 2.2 and 4.1-4.6 hold, then
A small simulation study and a data example
The main contribution of this paper lies in the statistical theory, but it is of interest to check if the new tests derived in Sections 3 and 4 perform well in finite samples. We report the results for the test based on Theorem 3.1 in some detail, as it utilizes the convergence of the two-parameter process in full force, and such an approach has not been used before. We also comment on the tests based on Corollary 3.1 and Theorem 4.1. We conclude this section with an illustrative data example. The simulated data which satisfy the null hypotheses of Sections 3 and 4 are generated as independent Brownian motions on the interval [0, 1]. We generate them by using iid normal increments on 1,000 equispaced points in [0, 1] (random walk approximation).
(Example 3.1 shows that for the Brownian motion the assumptions of Theorem 3.1 are satisfied.) Alternatives are obtained by adding the curve at(1 − t) after a change-point or to the observations in the second sample. The parameter a regulates the size of the change or the difference in the means in two samples. Many tests can be obtained from Theorem 3.1 by applying functionals continuous on
It is not our objective to provide a systematic comparison, we consider only the test based on the weak convergence To compute the critical values, we use the following representation of the limit
−2 are the eigenvalues of the Wiener process, the ν ℓ are the eigenvalues of the covariance operator with kernel 2(min(s, t) − st) 2 , and {N k,ℓ } is an array of independent standard normal random variables. The critical values were determined for a truncated version of the right-hand side of (5.2) with truncation level 49, i.e. for 1≤k,ℓ≤49
Since the eigenvalues ν ℓ are difficult to determine explicitly, they were calculated numerically using the R package fda, cf. Ramsay et al. (2009) . The simulated critical values based on 100,000 replications of (5.3) are provided in for the probability p of rejection. The entries are based on R = 1, 000 replications. The table shows that the test based on convergence (5.1) has correct empirical size at the 5% level and is a bit too conservative at the 10% level. However even at the 10% level the empirical sizes for d ≥ 3 are not significantly different; they all fall into each others 90% confidence intervals. This illustrates the main point that for the tests that use the asymptotics with d → ∞ developed in the paper, selecting d is not essential; every sufficiently large d gives the same conclusion on the significance. The empirical power of the test is reported in Table 5 .3. Again, for d ≥ 3, the power remains statistically the same. We note that the change in mean equal to the function at(1 − t) with a = 1.5 is fairly small if the "noise curves" are Brownian motions. This is illustrated in Figure 3 which shows 20 Brownian motions in the left panel and another independent sample of 20 Brownian motions with the curve at(1 − t), a = 1.5 added. If one knows that this curve was added, one can discern it in the plot in the right panel, but the difference would have been much less obvious if individual curves were observed, as in the change-point setting relevant to Table 5 .3. Regarding Corollary 3.1, we found out that the test based on convergence (3.3) has empirical size only slightly higher than nominal (about 1% at 5% level). For d ≥ 3, the empirical size does not depend on d. The test based on (3.4) severely overrejects for N = 100, and we do not recommend it. The test based on Theorem 4.1 overrejects by about 2% at the 5% level, and by about 1% at the 10% level. The power of the test is above 95% for N, M = 100 and a = 1.0, and practically 100% for larger a or N, M. For d ≥ 2, the rejection probabilities do not depend on d.
Change-point analysis of annual temperature profiles. The goal of this section is to illustrate the application of the change-point test based on convergence (5.1). Changepoint analysis is an important field of statistics with a large number of applications, the recent monographs of Chen and Gupta (2011) and Basseville et al. (2012) provide numerous references. The change-point problem in the context of functional data has also received some attention, we refer to Horváth and Kokoszka (2012) for the references, Aston and Kirch (2012) report some most recent research. The data set we study consists of 156 years (1856-2011) of minimum daily temperatures in Melbourne. These data are available at www.bom.gov.au (the Australian Bureau of Meteorology website). The original data can be viewed as 156 curves with 365 measurements on each curve. We converted them to functional objects in R using 49 Fourier basis functions. Five consecutive functions are shown in Figure 4 . It is important to emphasize the difference between the data we use and the Canadian temperature data made popular by the books of Ramsay and Silverman (2005) and Ramsay et al. (2009) . The Canadian temperature curves are the curves at 35 locations in Canada obtained by averaging annual temperature over forty years. Since each such curve is an average of forty curves like those shown in Figure 4 , those curves are much smoother, and the first two FPC's are sufficient to describe their variability. Even after smoothing with 49 Fourier functions, the annual temperature curves exhibit noticeable year to year variability, and a larger number of FPC's is needed to capture it, see Table 5 .4. The goals of our analysis are also different from those of Ramsay and Silverman (2005) . We are interested in detecting a change in the mean function using a sequence of noisy curves; the examples in Ramsay and Silverman (2005) used the averaged curves to describe static regression type dependencies between climatic variables. The analysis proceeds through the usual binary segmentation procedure. The test is first applied to the whole data set. If the P-value is small, the change-point is estimated aŝ
(I N is a discretization ofẐ N .) The test is then applied to the two segments, and the procedure continues until no change-points are detected. In practice, a procedure of this type detects only a few change-points (four in our case), so the problems of multiple testing are not an issue. We applied the test using many values of d, and we were pleased to see that the final segmentation does not depend on d. Table 5 .5 shows the outcome. The estimated change-points are the years 1892, 1960, 1967, 1996 . It is clear that the change-point model is not an exact climatological model for the evolution of annual temperature curves, but it is popular in climate studies, see e.g. Gallagher et al. (2012) , as it allows us to attach statistical significance to conclusions and provides periods of approximately constant mean temperature profiles. In this light, the weak evidence for a change-point in 1967 could be viewed as indicating an accelerated change in the period 1960-1995. The estimated mean temperature curves over the segments of approximately constant mean are shown in Figure 5 . An increasing pattern of the mean temperature is seen; the mean curve shifted upwards by about two degrees Celsius over the last 150 years. This could be due to the conjectured global temperature increase or the urbanization of the Melbourne area, or a combination of both. A discussion of such issues is however beyond the intended scope of this paper. Table 5 .5. Segmentation procedure of the data into periods with constant mean function Appendix A. Proof of Theorem 2.1
We start with some elementary properties of the projections ξ i,j . Let | · | denote the Euclidean norm of vectors.
Lemma A.1. If Assumptions 2.1, 2.3 and 2.4 hold, then
and for all 1 ≤ j ≤ d
Proof. Since EZ 1 (t) = 0, the relation in (A.1) is obvious. The orthonormal functions v k and v ℓ satisfy (2.2), so we get
proving (A.2) . Using the definition of the Euclidean norm and the Cauchy-Schwarz inequality we conclude
, since ||v j || = 1. Taking the expected value of the equation above we obtain (A.3) . Clearly,
The next lemma plays a central role in the proof of Theorem 2.1.
Lemma A.2. If Assumptions 2.1, 2.3 and 2.4 hold, then for all n we can define independent identically distributed standard normal vectors γ 1 , . . . , γ n in R d such that
where c is an absolute constant.
Proof. The result is a consequence of Theorem 6.4.1 on p. 207 of Senatov (1998) and the corollary to Theorem 11 in Strassen (1965).
We note that
Also, since |γ 1 | 2 is the sum of the squares of d independent standard normal random variables, Minkowski's inequality implies (A.6) E|γ
with some constant c 1 , and clearly
Combining Lemma A.2 with (A.5)-(A.7), we conclude that
where c 2 does not depend on d.
In the next lemma we provide an upper bound for the variance of
Lemma A.3. If Assumptions 2.1, 2.3 and 2.4 hold, then for any 1 ≤ j ≤ d we get
, where c 3 does not depend on d.
Proof. Let
.
First we write
Using Hölder's inequality we get that
by (A.8) . Applying now Rosenthal's inequality (cf. Petrov (1995) , p. 59) we obtain
where c 4 is an absolute constant. Hence
and therefore
Following the previous arguments one can show that
The constants c 8 and c 9 do not depend on d. Since in view of Assumption 3.3, nr 2 n is smaller than the latter rates, this completes the proof of Lemma A.3.
Proof of Theorem 2.1. We use a blocking argument to construct a Wiener process which is close to the partial sums 1≤i≤k ξ i,j , 1 ≤ k ≤ N, 1 ≤ j ≤ d. Let K be the length of the blocks to be chosen later.
Using the γ i,j 's, the independent standard normal random variables constructed in Lemma A.2, we define
By Lemma A.3 we get for any 0 < δ < 1/2 and 1 ≤ j ≤ d via Kolmogorov's inequality (cf. Petrov (1995) ), p. 54)
One can define independent Wiener processes (standard Brownian motions) W j (x), x ≥ 0, 1 ≤ j ≤ d such that (A.9) holds. We obtained approximations for the partial sums of the ξ i,j 's at the points k = ℓM, 1 ≤ ℓ ≤ K. Next we show that neither the partial sums of the ξ i,j 's nor the Wiener processes W j (x) can oscillate too much between ℓM and (ℓ + 1)M. Using again Rosenthal's inequality (cf. Petrov (1995) , p. 59) we obtain for all 1
on account of Lemma A.1. Combining the Marcinkiewicz-Zygmund inequality (cf. Petrov (1995) , p. 82) with (A.11) we conclude
Applying (A.12) we get
Lemma 1.2.1 of Csörgő and Révész (1981) yields (A.14) Now choosing δ = 1/80 and K = ⌊N β ⌋ with β = 1/10, it follows from (A.10), (A.13 ) and (A.14) for all 1 ≤ j ≤ d that P sup 0≤y≤N 1≤i≤y
The result now follows from (A.15) 
Appendix B. Proofs of the results of Section 3
We first investigate the weak convergence of the process 
where the Gaussian process Γ(u, x) is defined in Theorem 3.1.
To prove Theorem B.1, we need several lemmas and some additional notation. Let
where S j,N is defined in (2.4) and the W j,N 's are the Wiener processes of Theorem 2.1. It follows from the definition that for each N the processes B j,N , 1 ≤ j ≤ d, are independent Brownian bridges.
Lemma B.1. If Assumptions 2.1, 2.3 and 2.4 hold, then
where c * and c * * only depend on λ 1 and E||Z 1 || 3 .
Proof. First we write
Since the B j,N 's are Brownian bridges, the distribution of the supremum functional of the Brownian bridge (cf. Csörgő and Révész (1981) ) gives
where c * * is an absolute constant. Now the result follows immediately from Theorem 2.1. Now we prove the weak convergence of the partial sums of the squares of independent Brownian bridges. Let B 1 , B 2 , . . . , B d be independent Brownian bridges.
Lemma B.2. As d → ∞, we have that
Proof. The proof is based on Theorem 2 of Hahn (1978) . Let B denote a Brownian bridge and θ 1 = sup 0≤t≤1 |B(t)|. It is clear that Eθ m 1 < ∞ for all m ≥ 1. According to Garsia (1970) , there is a random variable θ 2 such that Eθ m 2 < ∞ for all m ≥ 1 and
. We note
Thus we get 
whereĉ j = sign( v j , v j ) are random signs, and ζ 1 , ζ 2 , . . . are defined in Assumption 3.5.
Proof. Inequality (B.3) can be deduced from the general results presented in Section VI.1 of Gohberg et al. (1990) or in Dunford and Schwartz (1988) . These results are presented in a convenient form in Lemma 2.2 in Horváth and Kokoszka (2012) . Finally Lemma 2.3 in Horváth and Kokoszka (2012) gives (B.4).
Proof of Theorem 3.1. Introducing
we can writeẐ
Elementary arguments give
By the Cauchy-Schwarz inequality we have
It follows from the results of Kuelbs (1973) (for a shorter proof we refer to Theorem 6.3 in Horváth and Kokoszka (2012) ) that
Due to Assumption 2.4 we can use a Marcinkiewicz-Zygmund type law of large numbers for sums of independent and identically distributed random functions in Banach spaces (cf., e.g., Woyczynski (1978) or Howell and Taylor (1980) ) to conclude So by Lemma B.3 and (B.5) we have
on account of Assumptions 3.2 and 3.4. Similarly, (B.6) and Assumption 3.5 yield
Theorem 3.1 now follows from Theorem B.1.
Proof of Corollary 3.1. By Lemma B.1 and (B.7), relation (3.2) is proven if we show that The above result is known, see Remark 2.1 in Aue et al. (2009) . The same argument can be used to prove (3.4).
Appendix C. Proofs of the results of Section 4
We note that under the null hypothesisX N −Ȳ M =Z N −Q M . Define
The proof of Theorem 4.1 is based on Lemma A.2, we need to write F N,M as a single sum of independent identically distributed random processes and an additional small remainder term. Let K be an integer and define the integers R = ⌊N/K⌋ and L = ⌊M/K⌋. Next we define , where c 4 only depends on E||Z 1 || 3 and E||Q 1 || 3 . Using Lemma A.2 we obtain similarly to (A.8 ) that there are independent standard normal random vectors γ i = γ i (N, M), 1 ≤ i ≤ K, in R d such that Hence it follows from (C.5) and Assumption 4.5 that
Since |γ N,M | 2 is a χ 2 random variable with d degrees of freedom, Assumption 4.5 yields that
It is well known that (|γ N,M | 2 −d)/(2d) 1/2 converges in distribution to a standard normal random variable, and therefore
where N(0, 1) stands for a standard normal random variable. The difference between |κ N,M | 2 /N and D N,M is that the projections are done into the direction of different functions (ū i 's andû i 's, respectively) and the normalizations (κ i 's andκ i 's, respectively) are also different. However, using the Marcinkiewicz-Zygmund law of large numbers in a Banach space together with (C.6) and Assumption 4.5, we obtain that ||ĉ P − c N,M || = O P (N −1/4 ).
Hence, in view of (C.7), also So repeating the arguments used in the proof of Theorem 3.1, we get
completing the proof. 
