Abstract Quantifying geomorphic variability of coastal environments is important for understanding and describing the vulnerability of coastal topography, infrastructure, and ecosystems to future storms and sea level rise. Here we use a Bayesian network (BN) to test the importance of multiple interactions between barrier island geomorphic variables. This approach models complex interactions and handles uncertainty, which is intrinsic to future sea level rise, storminess, or anthropogenic processes (e.g., beach nourishment and other forms of coastal management). The BN was developed and tested at Assateague Island, Maryland/Virginia, USA, a barrier island with sufficient geomorphic and temporal variability to evaluate our approach. We tested the ability to predict dune height, beach width, and beach height variables using inputs that included longer-term, larger-scale, or external variables (historical shoreline change rates, distances to inlets, barrier width, mean barrier elevation, and anthropogenic modification). Data sets from three different years spanning nearly a decade sampled substantial temporal variability and serve as a proxy for analysis of future conditions. We show that distinct geomorphic conditions are associated with different long-term shoreline change rates and that the most skillful predictions of dune height, beach width, and beach height depend on including multiple input variables simultaneously. The predictive relationships are robust to variations in the amount of input data and to variations in model complexity. The resulting model can be used to evaluate scenarios related to coastal management plans and/or future scenarios where shoreline change rates may differ from those observed historically.
Introduction
Barrier islands are constantly evolving coastal landforms where nearshore currents driven by winds, waves, and tides actively shape the islands (see reviews in Davis [1994] and FitzGerald et al. [2008] ). Over short timescales (days to months), storms modify the barrier island landscape through erosion [Morton et al., 1994; Zhang et al., 2002; List et al., 2006] , overwash [Sallenger, 2000; Morton and Sallenger, 2003; Stockdon et al., 2007; Roelvink et al., 2009; , and episodic inlet formation [Leatherman, 1983; Davis, 1994; Moslow and Heron, 1994; FitzGerald et al., 2008; Sherwood et al., 2014] . Over longer timescales spanning decades to centuries, sea level rise increases the potential of storms to drive the evolution of the barrier island system [FitzGerald et al., 2008; Gutierrez et al., 2009] . With increased potential for future sea level rise and for increased frequency of storm-related overwash, many barrier islands are expected to evolve at a faster pace than what has been observed during the late Holocene and historically [Gutierrez et al., 2007 FitzGerald et al., 2008] .
A variety of approaches have been used to examine storm and sea level rise impacts on coastal regions. These methods range from simple inundation mapping (i.e., the "bathtub" approach) [Najjar et al., 2000; Titus and Richman, 2001; Kirshen et al., 2008; Cooper et al., 2008; Gesch et al., 2009; Weiss et al., 2011; Strauss et al., 2012] to models that evaluate the dynamic response of coastal landforms such as barrier islands [Cowell et al., 1995; Stolper et al., 2005; McNamara et al., 2011; Corbella and Stretch, 2012; Roelvink et al., 2009; McCall et al., 2010; Lindemer et al., 2010; Lorenzo-Trueba and Ashton, 2014; Sherwood et al., 2014] . While the most detailed numerical models for predicting barrier island response to storms have excellent skill for specific events such as nor'easters and hurricanes [Roelvink et al., 2009; McCall et al., 2010 , Lindemer et al., 2010 , these models have not been used to make longer-term predictions that would simulate evolution in response to multiple storms and changes in sea level. For long-term simulations, simplified morphodynamic models have been useful to explore the sensitivity of barrier island evolution to sea level rise, storminess, and geological constraints [Cowell et al., 1995; Stolper et al., 2005; Werner, 2008a, 2008b; Moore et al., 2010; Lorenzo-Trueba and Ashton, 2014] .
Another approach that includes some overlap with both inundation mapping and detailed numerical modeling is to develop a model based on observed geomorphic metrics that represent the actual impacts of short-and long-term processes on barrier islands. The metrics capture the likelihood of erosion, overwash, and inlet formation that occur on short timescales, as well as longer-term changes in barrier island geometry and position. Sallenger [2000] and Stockdon et al. [2007 Stockdon et al. [ , 2009 developed an approach to evaluate the vulnerability of barrier islands to storms. In particular, they showed that dune crest height is an important parameter for identifying barrier island vulnerability to maximum water level elevations caused by a combination of storm surge and wave runup during storms [Stockdon et al., 2007] . Others have shown that dune height is not the only important morphological characteristic that determines storm vulnerability. For example, beach width and dune width have also been shown to control the severity of erosion during storms [Thieler and Young, 1991; ClaudinoSales et al., 2008; . Barrier island width and height above sea level are also relevant for application to future sea level scenarios, including groundwater system response to sea level rise [Masterson et al., 2013] . Finally, long-term shoreline change is correlated to sea level rise [Gutierrez et al., 2011; Romine et al., 2013] , and these long-term processes act as drivers of change in the other geomorphic features including marshes, inlets, and the cross-shore profile [FitzGerald et al., 2008; Passeri et al., 2015] . Additionally, anthropogenic modification such as dune building and beach nourishment can directly affect long-term or short-term variability [Slott et al., 2010; Magliocca et al., 2011; Ells and Murray, 2012; Hapke et al., 2013; Schupp et al., 2013; Van Den Hoek et al., 2012; Plant et al., 2014] .
We approach the problem of predicting future barrier island characteristics that couple short-term and long-term processes with a Bayesian network (BN) [Charniak, 1991; Cooper and Herskovits, 1992; Marcot et al., 2006; Wikle and Berliner, 2007] that statistically couples physical attributes of a barrier island derived from coastal lidar data sets, long-term shoreline change rates based on imagery and lidar, and records of anthropogenic modifications of a barrier island geomorphic setting. A key utility of the BN is that it captures the uncertainty in the relationships between the geomorphic variables, and it can be driven with uncertainty in the inputs. For example, the BN handles uncertainty in future estimates of both the climate and anthropogenic drivers.
BNs have been used in a number of recent studies to evaluate the probabilities of shoreline change or morphological changes given knowledge of forcing, boundary, or other morphological conditions [Plant and Holland, 2011; Gutierrez et al., 2011; Lentz and Hapke, 2011; Hapke et al., 2013; Plant et al., 2014] . We use data from Assateague Island, a largely undeveloped barrier island along the Maryland and Virginia coast of the United States, to develop and test the model. This island has substantial diversity in dune height and beach width, and we assume that spatial variations in these relatively short-scale features are correlated to large-scale variations in island width, shoreline change rates, and degree of anthropogenic modifications (e.g., beach nourishment). Thus, we expect that the island can be used to test predictions from a BN that represent both short and long spatial scales. Although we utilize data from several different time periods, we are not explicitly testing a time-resolving model that could include short-term variations in the morphologic drivers (i.e., individual storms). Instead, we are seeking the set of morphologic states that are admissible through a range of short-term transitions captured by our data. In this sense, the drivers are assumed to be constant over the short term and are represented by the two long-term forcing terms (shoreline change rate and anthropogenic modifications), which vary along Journal of Geophysical Research: Earth Surface 10.1002/2015JF003671 the shoreline of Assateague Island. Our assumption extends to the details of sediment transport, which are captured in the long-term shoreline change rate (e.g., representing sediment transport convergences and divergences), while short-term changes (e.g., overwash fluxes coupled to dune heights) are captured statistically. Ideally, the model extracts properties that represent climatological averages at multiple scales.
The following sections describe the study site in detail and how our BN was developed to predict specific geomorphic characteristics that describe barrier island morphology and vulnerability. The robustness of these predictions is tested. Then we identify the complex correlations between the geomorphic variables and evaluate the BN prediction skill, describe the implications of the predictability of morphologic features and the residual uncertainty, evaluate our assumptions, and explore different prediction scenarios.
Study Site
Assateague Island is located along the mid-Atlantic coast of the eastern United States, between Ocean City, Maryland to the north, and Chincoteague, Virginia, to the south (Figure 1 ). This midlatitude, wave-dominated, microtidal barrier island [Hayes, 1979] is approximately 60 km long and varies in width from approximately 220 m along portions of its northern end to nearly 4.5 km near Chincoteague. The island is generally low lying, with a mean elevation of 0.9 m (NAVD88). There are forested dune ridges in several portions of the island 
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with maximum elevations ranging from 5 to 15 m, with the highest elevations toward the southern end of the island.
Prior to 1933, Assateague Island was part of Fenwick Island to the north and extended the length of Delaware and Maryland's coast south to Chincoteague [Dean and Perlin, 1979; Dolan et al., 1980; Krantz et al., 2009] . In 1933, a hurricane cut an inlet at Ocean City, Maryland. The inlet was made permanent by the addition of riprap jetties in 1934 and breakwaters along the southern channel of the inlet in the subsequent years. The presence of the jetties interrupted the net southward alongshore transport of sand due to impoundment of sand on the north jetty (the beach is noticeably wider even today) and the development of a large ebb tidal delta offshore of Ocean City inlet. Consequently, the northern 10 km of Assateague Island experienced rapid erosion, with the barrier retreating several hundred meters landward (see review in Dean and Perlin [1977] , Dolan et al. [1980] , and Krantz et al. [2009] ). Large storms during the mid-1950s and early 1960s produced breaches on northern Assateague Island that resulted in the artificial placement of dredged sediment to return the barrier to its prestorm state. Since that time, a number of other anthropogenic modifications have been required to maintain the inlet and the integrity of northern Assateague Island. Initially, this involved mechanical sand bypassing that used sediment dredged from Ocean City inlet and its ebb tidal delta and placed this material in the surf zone of northern Assateague Island, 5-8 km to the south. In addition, emergency storm berms were built in the same region to reduce significant overwash during the late 1990s [Schupp et al., 2013] . Large storms have overwashed portions of Assateague Island episodically, leading to dune erosion and in some cases creating temporary inlets [Truitt, 1968; Krantz et al., 2009] [USGS, 2012] have generated high storm surges and wave runup that led to overwash at several locations on the island.
Methods
We hypothesize that a basic set of morphological characteristics, such as dune crest height (DH), beach width (BW), and/or beach height (BH), can be predicted from longer-term, larger-scale attributes such as the rate of historical shoreline change or distance to the nearest tidal inlet. We express this relationship in the form
where DH, BH, and BW describe the short-scale geomorphology evaluated on a cross-island transect and are indexed to a spatial location vector → x (i.e., latitude and longitude). Large-scale, long-term, and external forcing variables include distance to nearest inlet (DI), the long-term shoreline change rate (SLC), anthropogenic modification applied at each location (AM), the mean elevation of a barrier cross section (ME), and barrier width (WB). These variables have been shown to be important to storm [Stockdon et al., 2007; and habitat vulnerability assessments [Gieder et al., 2014] . Our goal is to formulate this model in the form of a BN.
Bayesian Network Framework
To construct a BN that can test our hypothesis, we cast equation (1) as a probabilistic relationship p DH; BH; BW DI; SLC; ME; WB; AMÞ ¼ funct: p DH; BH; BW; DI; SLC; ME; WB;
The variables targeted for prediction also occur as input, because BNs include prior knowledge of each variable; thus, equation (2) can be modeled with BNs. BNs are directed acyclic graphs that apply Bayes' theorem to relate the probability of an event R given the occurrence of another event O [Jensen and Nielsen, 2007] :
where the "events" in our case will be particular combinations of geomorphic variables. In equation (3), the left side denotes the conditional probability of a response variable R i (i.e., BW, BH, or DH) given a corresponding set of input observations O j (i.e., any or all of the variables, where the subscript j could represent the specific inputs at each location as well an index to our set of test scenarios). The subscript i represents a particular spatial location, which we define as data along a transect that cuts across the island perpendicular to the shoreline.
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The first term of the numerator is known as the likelihood and is the probability of the observation given that the response is known. This term provides a measure of the correlation between observation and response. The second term in the numerator is the prior probability of the response, and it is the probability of a particular response integrated over all observations. Lastly, the denominator is a normalization factor to account for the likelihood of the particular set of observations.
We used the Netica software package (Norsys, Netica, v. 4.16, www.norsys.com) to build a BN representing equation (2) in the form of equation (3) (Figure 2a) . In a BN, each variable is represented by a node that stores the probabilities of occurrence of a variable conditioned on the value of its parent variables. The arrows in Figure 2a indicate parent-child relationships. A node with no parents stores only the prior probabilities. There are multiple connections between each variable because each geomorphic characteristic is believed to influence each of the others; hence, the BN is fully connected such that variables within each of the three forcing and scale groups are correlated to each other as well as to variables in other groups. The forcing variables (SLC, DI, and AM) are parents to large scale (WB and ME), and the large scale is the parent of the shorter scales (DH, BW, and BH). Although the arrows point in one direction, this only indicates an imposed parent-child hierarchy representing a morphologic feedback loop where the child variables can ultimately influence the parents (e.g., after many storm events or after a long period of sea level rise). In the BN, the correlations can be applied in either direction. The probabilities are stored in discrete tables called conditional probability tables (CPTs) that require each variable to be divided into finite bin ranges. The CPTs for most nodes Figure 2 . Schematic diagrams showing (a) the general structure of the Bayesian network that was developed and implemented for this study and (b) the barrier island cross section illustrating four of the barrier island metrics utilized in the Bayesian network: dune crest height (DH), beach height (BH), beach width (BW), and barrier width (WB). MHW = local mean high water, MLW = local mean low water. Dune toe elevation is shown here because it is a reference point used to calculate beach width and beach height.
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were discretized into four or five bins (Table 1) . Bin widths were determined by subjectively balancing the need to have enough bins to resolve meaningful scenarios and thresholds but not exceeding the limits imposed by data accuracy and resolution or exceeding a level of model complexity that degrades the predictive robustness. For the AM node, the data were discrete, consisting of six states corresponding to combinations of management scenarios.
To implement a BN, CPT values must be learned from data, other models, or even expert opinion. In this paper we refer to the process of estimating the CPT tables via importing our data sets as "training." Training depends on both the selection of one or more data sets and on the method used to estimate CPT tables. We used the expectation maximization approach [Lauritzen, 1995] . Once trained, the BN can be used to make probabilistic predictions. In the following sections, we describe the data sets used for training and testing; we describe methods for evaluating the robustness of predictive skill; and we describe how the BN is used to conduct analysis, including sensitivity of predictions to variations in the input as well as for forecasting, scenarios where we impose generalized conditions on the input to assess the impact of variations in shoreline erosion rates and anthropogenic modifications.
Data Sources and Extraction of Variables
Data describing the eight model variables were extracted along 1171 cross-island transects spaced at 50 m intervals alongshore. Ideally, all variables are available at all locations. However, one of the advantages of the BN approach is that incomplete data are tolerated. Transects matched those used to estimate a long-term historical shoreline change rate at Assateague Island [Himmelstoss et al., 2010] . In a few instances, additional transects were added to fill gaps where shoreline change transects were missing. Lidar metrics, described in detail below and illustrated in Figure 2b , were obtained by applying methods described in Stockdon et al. [2009] to three lidar data sets acquired by the U.S. Geological Survey in 1999 , 2002 (data used from 1999 and 2002 datasets provided in supporting information, Bonisteel et al. [2009 ). These three lidar data sets were chosen because they cover the majority of the barrier island and span a range of geomorphic conditions. The 1999 data set was collected a year after major overwash occurred in February 1998 on the north end of the barrier island. The 2002 lidar data set was collected prior to a major beach nourishment effort and documents the barrier island geomorphology 4 years after the 1998 overwash event. The 2008 data set is representative of a barrier island that has been subject to erosion mitigation efforts and relatively unaffected by overwash for the 5 years preceding the acquisition of this data set. Eight variables ( Figure 3 ) are extracted from the lidar data, aerial imagery, or derived from existing analyses.
1. Dune height (DH) influences whether a barrier island is eroded, overwashed, or inundated by storm surge and wave runup Sallenger [2000] . In this study, DH is the elevation of the foredune crest as defined in Stockdon et al. [2007 Stockdon et al. [ , 2009 Stockdon et al. [ , 2012 . DH elevations are referenced to the NAVD88 datum. 2. Beach width (BW) was calculated as the horizontal distance between the dune toe location [Stockdon et al., 2009] and the location of the mean low water (MLW) elevation along a transect. The local MLW elevation is À0.66 m relative to the NAVD88 datum [Weber et al., 2005 ; National Ocean Service, 2011] (Ocean City pier station: 0570280). 3. Beach height (BH), in combination with beach width, can be used to compute beach volume and has an influence on beach vegetation and shorebird nesting [Gieder et al., 2014] . Here BH is defined as the difference between the dune toe elevation and the local MLW elevation (À0.66 m NAVD88). 4. Distance to nearest inlet (DI) was computed as alongshore distance of each sampling transect from the nearest tidal inlet, either Ocean City or Chincoteague inlet ( Figure 1 ). This distance includes changes in the path of the shoreline rather than just a straight-line distance between each transect and the inlet and reflects sediment transport pathways. 5. Long-term shoreline change rates (SLC) were obtained from the U.S. Geological Survey National Assessment of Shoreline Change [Hapke and Plant, 2010; Himmelstoss et al., 2010] analysis, which represents changes over the past~150 years. We used the linear regression rates of long-term shoreline change calculated from a set of 6-10 historical shorelines spanning 1845-2000. 6. Anthropogenic modifications (AM) were quantified by classifying infrastructure, such as paved roads and buildings, shoreline engineering, and nourishment occurring over the last 30-40 years (i.e., since 1970). Sources of information include Morton et al. [2007] , Krantz et al. [2009] , and geographic information system data sets available from the National Park Service and by inspection of aerial photographs. The classification includes six discrete states: a. None specifies the absence of shoreline engineering practices such as beach nourishment, berm or dune construction, and infrastructure such as paved roads, parking lots, or buildings. b. Construction present indicates the presence of parking lots, paved roads, buildings, or constructed berms or buildings. c. Occasional modification indicates that beach (or offshore) nourishment has been undertaken at least once since 1970. d. Construction plus occasional modification indicates that both b and c are true on a transect. e. Ongoing modification indicates that nourishment (e.g., sand added to the surf zone) has been undertaken on a sustained basis at any time since 1970. f. Ongoing modification plus construction indicates that b or e is true on a transect. 7. Mean barrier elevation (ME) was defined by averaging elevations within 5 m bins along each barriernormal transect (e.g., Figure 2b ) and then taking a mean value for each transect. The averaging process filtered short-scale features and observational noise. The 1999 and 2002 data sets contained numerous outlier elevations in the interior portions of the barrier that were removed prior to averaging. Mean barrier elevations were calculated for only those transects having less than 20% missing values within the 5 m bins. Locations not satisfying this criterion were marked as missing. 8. Barrier island width (WB) was calculated as the distance between the back-barrier and seaward MHW shorelines, using 2008 lidar data and a back-barrier shoreline derived from imagery. To develop a MWH contour, lidar elevation values were adjusted to local MHW using NOAA's VDatum software [Yang et al., 2008] and the zero-elevation contour was interpolated along the back-barrier regions. WB only included regions of the barrier above the MHW level and did not extend into any of the sinuous or intervening backbarrier waterways and islands. Large portions of the 1999 and 2002 lidar data sets did not extend to the back-barrier shoreline regions of Assateague Island. To generate estuarine shorelines for these years, we used the 2008 back-barrier shoreline as a starting point and modified the shorelines using aerial photos from 1999 and 2002 and a National Park Service shoreline that was generated from data collected in 2003.
Bayesian Network Skill Assessment
Before using a trained BN for analysis, such as sensitivity studies and forecasting, we must evaluate its predictive skill. The training requires estimating the values of a large number of conditional probabilities (about 240,000 values). Many of these values are zero, or nearly zero, because they correspond to parameter combinations that do not exist in the data set. However, (1) a trained BN cannot perfectly represent the data and (2) training will attempt to fit spurious relationships that offer no real predictive skill. This second problem is called overfitting. Thus, we seek measures of skill that can quantify how well the BN predictions fit the data and then determine how much of this fit is spurious such that interpretations of the model output can be used to understand robust and generalizable coastal process relationships.
To evaluate our BN skill, we conducted a series of k-fold cross-validation tests using the approach of Fienen and Plant [2015] . The skill metric used was the error rate, which measures the percent of cases where the most likely predicted outcome (i.e., the bin with the greatest posterior probability) does not match the observed outcome. To implement these tests, we use a random sampling scheme to divide the data set into k subsets (folds) where k À 1 of these subsets are used to train the BN and the remaining data are used for testing the BN to identify differences in the hindcast and validation skills. The process is repeated until all permutations of the training and testing subsets have been used and results are averaged across these folds. Predictions of all three output variables (DH, BW, and BH) can be performed simultaneously, or each output can be predicted separately, allowing the remaining output variables to be used as input. We applied the cross-validation analysis to seven different BNs to assess the relationship between calibration and validation errors as a function of model complexity, testing each output separately. The eight BNs included the primary BN that was designed subjectively (Table 1 ). The remaining BNs explored model complexity by varying the number of bins from two (low complexity) for each input node to eight (high complexity). The bins are defined to include equal probability prior distributions, which differs from the design of our primary BN based on threshold values and data uncertainty.
Additionally, we explored the sensitivity of BN skill to the amount temporal variability contained by the data used in training. One of our assumptions was that the spatial variability in a particular study site can be used to represent temporal variability if there is enough geomorphic diversity to capture different processes at different locations. For example, the north and south ends of the island are narrow and low and tend to overwash frequently, whereas the middle section of the island has high dunes that may not overwash often. Using data from time periods that represent both recent and past overwash, we can test whether we have enough data to develop a robust BN that represents temporal and spatial variability. The error rate metric was used to evaluate seven different BNs, all with model complexity identical to the primary BN, but using all possible
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combinations of data sets such that the BN was trained on a single data set (e.g., 1999, 2002, or 2008) , sets of two data sets (1999 and 2002, 1999 and 2008, or 2002 and 2008) , and all three data sets simultaneously.
Morphologic Analysis With the BN
Once a BN is trained and tested such that an optimal fit to data has been achieved that balances robustness and generalizability on one hand and representation of geomorphological process details on the other, it can be used to analyze the important correlations between input data and output data as well as to identify the role of correlations among the input and output variables. At worst, if there are no meaningful correlations between input and output variables, the BN will return the prior distribution as the prediction in each case, and this result would represent the maximum prediction uncertainty (equation (3)). (An exception to this statement is the case where a prediction is requested for a scenario that was not included in the training data. In this case, the priors would consist of uniform distributions which represent a state of total uncertainty). At best, strong correlations between input and output variables will, via Bayes' rule, narrow the predicted distributions and identify a single bin with 100% probability.
Lastly, we used a log likelihood ratio metric [Weigend and Bahnsali, 1994; Plant and Holland, 2011] to examine the impact of individual input variables on model performance. The log likelihood ratio measures the performance of the BN predictions relative to the prior probability and is calculated as
where p posterior i is the predicted (i.e., posterior) probability distribution function (PDF) computed using the input variables (e.g., DI, SLC, ME, WB, and AM) on the ith transect evaluated at the bin corresponding to the observed values (e.g., O i = DH, BH, or BW) on that transect. The log of the prior probability À p
for the specific outcome is subtracted from the log of the predicted probability and summed over all transects. A positive log likelihood results if predicted probability is greater than that of the prior; i.e., the prediction is more likely than the prior. A log likelihood ratio less than zero results if the predicted probability is smaller than the prior probability. Negative log likelihood ratios can result when the most likely outcome has a high probability but differs from the actual outcome (i.e., the prediction is confident and wrong) or when the predicted PDF has a low probability everywhere (hedging).
Results
Our results begin with a presentation of the BN model skill obtained from the cross-validation analysis. This includes analysis of the hindcast (e.g., training or calibration) and validation skill of our primary BN as well as comparisons to alternative BNs with varying levels of model complexity and varying number of sample dates included in the training data. Then we evaluate model sensitivity to understand the geomorphic relationships captured by the BN, beginning with some simple, illustrative scenarios and then including complicated and quantitative evaluations.
We show the calibration and validation skill using the k-fold testing approach applied to predictions of DH given all other variables as input (Figure 4a ). The primary BN (see Figure 7 for a graphical description of this BN) was used, and several choices of number of folds were explored, starting at two folds and increasing to 15 folds. For two folds, the data are divided in half; the BN is trained and tested on one half (calibration) and then tested on the withheld half (validation). For 10 folds, 90% of the data are used in training and 10% are used for testing, again using all permutations for the training and testing sets. In all cases, the mean (averaged across the folds) calibration error rate is lower than the validation error rate. The difference in error rate indicates overfitting. That is, the difference in error rate is due to details that are fit by the BN in one data set but are not generally applicable to the withheld data set. As the number of folds increases, more data are used for training and the calibration error rate increases because the BN cannot explain the increasing amount of observed detail. The validation error increases slowly as well, and the validation error is more variable across the folds than the calibration error. Both error rates begin to converge to constant (but different) values when the number of folds is greater than five, approaching a 50% overfitting ratio (calibration error
rate/validation error rate = 0.2/0.4). We will assume that this ratio applies to the limit of k = N À 1 (where N is the number of data points and one value is left out for validation) and this is the overfitting of the most robust model, trained using all of the data.
We then applied the cross-validation analysis to eight different BN designs to assess the relationship between calibration and validation errors as a function of model complexity (Figure 4b ). Because the difference calibration and validation error rates change only slightly when we use more than five folds and because we are only concerned with the relative performance of competing BN designs, rather than assessing the absolute skill of the primary BN, we use five folds in subsequent tests. The calibration error rate is 0.35 for dune height when the primary BN is evaluated (indicated as 0 bins in Figure 4b ). The corresponding validation error is about 0.58, indicating that the calibrated model is overfit, as shown in Figure 4a . When only two input bins are allowed, the calibration and validation error rates are nearly equal (about 0.50 and 0.52). Thus, this relatively simple BN is robust compared to validation but does not explain as much of the data variability as the primary BN. By increasing the number of bins to four, the calibration error rate is about the same as the primary BN's error rate and the validation error rate is basically unchanged. For a larger number of bins, the calibration error rate decreases (more of the details of the training data are explained), but the validation error rate remains relatively unchanged. The consistent decrease in the calibration error rate reflects an increasingly overfit model, but there is no cost in terms of robustness or generalizability of overfitting as far as the validation skill is concerned. Note that we do not change the number of output bins so that the calibration and validation tests have fixed bin resolutions for the variable being predicted (dune height). Additionally, the AM node, which is an input variable, has the same number of bins for all tests because the values are discrete and cannot change. We repeated this test for beach width and beach height variables (using just three folds). Beach width and beach height error rates (Figures 4c and 4d) were approximately 10-15% higher respectively than those for dune height, and validation skill worsened for complex BN designs with greater than six bins. The skill values for the primary BN are consistent with complexity of four to five bins per input and maximize calibration skill without degrading validation skill.
Skill Sensitivity to Addition of Temporal Variability
The detailed data available to train the primary BN spanned three different dates over nearly a decade when the island geomorphology evolved, either naturally or due to anthropogenic activity ( Figure 3) . As with the k-fold method, which randomly subsampled the data, we can train and test the BN using different data sets through time. For example, the BN trained on all of the data (e.g., all three dates and all locations) is used to predict DH at each of the three dates by varying the input variables ( Figure 5 ). This spatially explicit prediction is generated at each transect and for each year by extracting the values of the input variables from the data, inserting them into the BN, and extracting the updated probabilities for DH and displaying the result at the location of the shoreline. At a broad scale, predicted patterns of DH (showing the most likely outcome for the prediction) are similar to the observed patterns. A trend of dune lowering in the northern part of the island is predicted well, and a general lack of dune height change is predicted (and observed) in much for the southern part of the island.
To assess the impact of training the BN on different barrier island conditions, error rates were computed for hindcast predictions of DH, BW, and BH based on training scenarios that used data from only 1 year (three different tests), 2 years (three different tests), and all years (one test) (see section 3.2 for data set description). In addition, there are two levels of input specification. All possible inputs can be used in a Figure 5 . Maps of Assateague Island showing comparisons of observed and predicted dune crest heights for each data set included in this study. Each map displays the most likely dune height determined from the output probability distribution for DH. Observations were binned and displayed according to the discretization defined in the BN.
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10.1002/2015JF003671 prediction ( Figure 6 , squares), such that the detailed morphologic information of all but the variable being predicted (DH, BW, or BH) is used as input. Alternatively, we can omit the detailed morphologic information from the inputs and instead simultaneously predict DH, BW, and BH (Figure 6 , circles). Error rates tend to be highest for predictions trained on data from all 3 years ( Figure 6 , last case in each panel) and lowest for predictions trained on a single-year data set. This is consistent with the result from the k-fold testing that showed increasing calibration (hindcast) error rates as more data were used in the training (Figure 4a ). Error rates are lowest for DH and range from 17-27% for single-variable prediction to 34-45% for three-variable prediction. (These error rates are slightly lower than what was shown in Figure 4a because we limited the number of iterations when conducting the k-fold analysis due to the large number of simulations required. Using the more intensive training, we found that the k-fold analysis error rates could be reduced by 20% for the calibration and 10% for the validation-the sensitivity trends were not changed.) For BW, error rates range from 27-35% for single-variable prediction to 44-49% for three-variable prediction. Error rates for BH range from 27-38% for singlevariable prediction to 48-59% for threevariable prediction.
Morphologic Analysis
The trained BN can be used to make predictions using all the inputs, some of the inputs, or based on the prior probability without providing any input constraints. In our application, the prior probability of a particular variable represents its probability distribution given all possible conditions in our data set. The prior distributions (Figure 7a ) indicate that 65% of the island has undergone long-term shoreline retreat (a sum of the probabilities in bins corresponding to negative SLC) and about 30% has been subject to anthropogenic modification (where AM is not "none") over the last 40 years (a sum of the probability in all bins, excluding none). A broad range of island widths are encountered with equal probability in the bins that we have assigned; and 60% of cross-island transects have a mean elevation less than 1.0 m. The most likely dune height is 2-3 m (30% probability); beach width is most likely 50-75 m (32% probability); and beach height is most likely 3-3.5 m (28% probability). The BN allows us to ask how these most likely characteristics vary if we impose constraints on specific barrier island conditions, which we explore in the next sections. Figure 6 . Hindcast error rates for BN trained on data from one or more dates (horizontal axis labels) and calculated where only one variable was predicted (squares) or where three variables were predicted simultaneously (circles).
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4.2.1. Geomorphic Sensitivity to Variations in Shoreline Change Rate Posterior PDFs are updated by adding constraints corresponding to known input values at particular locations or by exploring scenarios that survey the range of input variability. We take the latter approach here. For our first scenario we specify that P(SLC < À1 m/yr) = 100%, which corresponds to long-term shoreline recession. Here the PDF for SLC is set to 100% in the À6 to À1 m/yr bin and the BN reevaluates and updates the PDFs for the remaining variables (Figure 7b ). The resulting PDFs indicate that rapid shoreline recession is most likely within 10 km of an inlet [P(DI < 10 km) = 93%] and the likelihood of some anthropogenic response is 76%. The PDFs also indicate that island widths are likely to be narrow, and mean island elevations are higher than the prior and most likely >1 m. Dune crest heights are most likely to be less than 3 m high (79%); beach width and beach height are generally similar to the prior probabilities.
Next, we explore a scenario where long-term shoreline changes are stable (SLC = ±1 m/yr), and we exploit the ability of a BN to use uncertain input by assigning equal likelihood for SLC = À1 to 0 m/yr and 0 to +1 m/yr. Because our input is uncertain, the BN algorithm updates this input information with the prior to yield a prediction of the SLC PDF (Figure 7c ) that indicates it is more likely to be eroding (68%) than accreting (32%). In our study area, stable shorelines occur everywhere except within 10 km of tidal inlets and are only 21% likely to be associated with an anthropogenic response. Compared to the eroding scenarios (Figure 7b ), island widths are wider, the mean elevation is lower, and dune heights are higher (most likely to be 3-4 m high). Beach widths are likely to be slightly greater, and beach heights are slightly higher. Figure 7 . Examples of the BN showing each variable, the probabilities in each bin, and correlations included in the CPT (arrows). The mean and standard deviation value is shown for each variable (it is meaningless for the discrete AM variable). (a) The prior probabilities. The BN is updated to show probabilities for different rates of shoreline change, including (b) an erosional scenario where P(SLC < À1) = 100%, (c) a stable scenario where P(À1 < SLC < 1) = 1, and (d) an accretional scenario where P(SLC > 1) = 1.
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Finally, accreting shorelines (SLC > 1 m/yr, Figure 7d ) occur mostly at intermediate distances from an inlet (a few are very close to an inlet-likely corresponding to prograding spits) and are not associated with anthropogenic modifications. Island widths are most likely to be wide, and the mean elevation is more likely to be lower than the other scenarios. Dune heights are likely to be the highest of any scenario. In addition, beaches are most likely to be narrower and slightly higher compared to all the other scenarios.
Geomorphic Sensitivity to Anthropogenic Modification
Anthropogenic modification is, unsurprisingly, correlated with the erosional cases where SLC < À1 m/yr (Figure 7b above) . This leads to the following question: are there clear differences between eroding portions of the coast that include some form of AM versus those where AM is absent? We constrain the following analysis to erosional scenarios and investigate the role that the remaining variables (AM, DI, and WB) have in influencing the detailed barrier island characteristics (DH, BW, and BH). Comparing input scenarios where AM = none to scenarios where AM = "not none" constraints, we find that AM is most likely near inlets and where the barrier island is narrow (Figures 8a and 8b) . To produce this prediction, we again exploited the ability of the BN to utilize uncertain input and set the probability of AM = none to be zero; the BN uses the prior probabilities and the CPTs to update the probabilities of the other states. Low dunes (DH < 3 m) are more likely where AM is present (64%) compared to no AM (38%). Beaches are more likely to be narrower (BW < 75 m) if AM is present (57%, compared to 41% without AM). Beach height is similar for the two cases. We examine a more direct comparison between erosional cases with and without AM by considering cases where DI is less than 10 km (Figures 8c and 8d ). Comparing scenarios with and without AM under this constraint, a bimodal distribution of dune heights is predicted without AM, where dunes are either <3 m (72%) or very high (24%). When AM is present, dune heights are more likely to be <3 m (86%). Beach width The results that include rapidly eroding (SLC < À1 m/yr), stable (À1 < SLC < 1 m/yr), and accreting (SLC > 1 m/yr) scenarios where AM is either unconstrained or constrained to be none are summarized and compared to the prior distributions for each variable (Figure 9 ). Where shoreline change rates are constrained to erosion (rate < À1 m/yr, net shoreline movement shoreward), resulting posterior PDFs are distinct from the prior. For cases where shoreline change rates are stable (À1 < SLC < 1 m/yr; shoreline stationary), posterior PDFs remain relatively close to the prior distributions for cases with and without human modifications (Figures 9g-9l) . The largest differences between the posterior and prior PDFs occur for island width and distance to nearest inlet. When cases with and without AM are compared, posterior PDFs are within 10% of one another. Where shoreline change rates are constrained to accretion (SLC > 1 m/yr; net shoreline movement seaward), PDFs for dune height, barrier width, and distance to inlet show the most response compared to the prior. In addition, there is no difference in the posterior PDFs with and without AM. This result is consistent with the observation that AM was already unlikely for this set of scenarios. Overall, some variables are not very sensitive to SLC and AM constraints (e.g., BH and to some degree BW) while others exhibit greater sensitivity (DH, WB, and DI, where "sensitive" was defined as predicted PDFs exceeding 60%). Below, we explore the role of the other variables in predicting DH, BW, and BH.
Geomorphic Sensitivity to Input Variables
The previous section illustrates that there are multiple correlations between variables at all scales. When the correlation exists between input variables, either the inputs are somewhat redundant (e.g., SLC and DI may be redundant and one of the variables could be eliminated to make a simpler model) or the input correlation can be used to correct uncertainty in the inputs (e.g., where we specifically used an uncertain constraint, Figure 9 . Summary plots of the probabilities for each variable constrained by shoreline change scenario to represent (a-f) eroding, (g-l) stable, and (m-r) accreting scenarios. The shading indicates prior probabilities (light gray), each SLC constraint (medium gray bars), and AM constraint corresponding to no anthropogenic modification (black bars). Figure 8b ). We already used all of the information from the input variables SLC, DI, WB, AM, and ME to make spatially explicit predictions of DH (e.g., Figure 5 ) as well as for BW and BH when we assessed the BN skill (Figures 4c, 4d, and 6 ). The impact of progressively including more of the input variables on the DH prediction was evaluated for five prediction scenarios, ranging from using only a single input variable (SLC) to using all possible variables in the data set (Figure 10 ). Much of the broad structure of dune height variability is explained with SLC as the only input. Increasing the number of inputs yields more fine-scale variability. The prediction accuracy increases with increasing the number of input variables. Error rates do not drop below 50% until at least five variables are input in the BN (Figure 10d ). In addition, the largest decrease in the error rate (to 20%) occurs when detailed morphologic variables (BW and BH) are included as inputs.
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Value of the error rate metric employed so far is to evaluate the prediction skill of the most likely value predicted by the BN. However, many problems do not require a specific estimate but instead ask how likely is DH (or BW or BH) to exceed a threshold value. We have used this line of questioning in our demonstration of the differences and similarities of the various prediction scenarios (e.g., Figures 7-9) . A specific example related to storm vulnerability queries the likelihood of overwash exceeding BH or DH. For a particular storm, the runup height can be computed [Stockdon et al., 2007] and can be used to set a threshold value for BH and DH. The runup calculation also requires an estimate of beach slope, so BW (along with BH, from which slope can be estimated) is also relevant.
The value of using a BN to evaluate threshold-crossing probabilities is that it is possible to consider multiple outcomes simultaneously. For example, in Figure 8c , there is a bimodal distribution for DH for the case of rapid long-term erosion without any AM. DH might be very low (the most probable outcome corresponding to low, frequently overwashed sections of the island), but there are high dunes that are being actively eroded as well. We evaluated log likelihood ratio scores in three ways to examine how each of the input variables contributed to uncertainty reduction. First, we evaluated the log likelihood ratio for predictions using all input variables. This should represent the best possible prediction. Then, we evaluated log likelihood ratio scores for predictions that included only a single input variable (Figures 11a-11c) . Finally, we evaluated the log likelihood ratio for predictions where all but one input was included in the prediction (Figures 11d-11f) . The log likelihood ratio results (only one input and all but one input) can be compared to the result when all of the inputs are used in the prediction. For dune height, the single-variable predictions using only AM, DI, or SLC produced the highest log likelihood ratio scores (Figure 11a ). For BW predictions, DH, DI, or AM had the highest scores, while SLC was not among the most important inputs (Figure 11b ). For BH, DH was the most important input; all other scores were relatively low in comparison (Figure 11c ). This analysis was repeated using all but one of the input variables. In this case, variables that most reduce the log likelihood ratio can be interpreted as having the largest impact on the prediction. For example, removing BW reduces the log likelihood ratio for dune height predictions the most, followed by BH (Figure 11d) . Alternatively, when ME was removed, log likelihood ratio scores exceeded the score corresponding to input of all variables (Figure 11d , uppermost dashed line), indicating that ME actually degraded the prediction. Log likelihood ratio scores for beach width predictions also depend on the detailed beach variables, with removal of DH and BH causing the largest decreases in log likelihood ratio score (Figure 11e ). Removing any of the remaining variables produced smaller log likelihood ratio decreases and AM produced the smallest decrease. Beach height predictions responded essentially identically to the beach width prediction (Figure 11f ). 
Discussion
Our results demonstrate that the primary BN can predict the probability of specific geomorphic characteristics, including dune crest height, beach height, and beach width metrics that are relevant to coastal vulnerability. Predictions used information that describes larger-scale characteristics such as distance to inlet, barrier width, and mean elevation or that characterizes some of the long-term drivers of morphologic change such as long-term shoreline change rates and knowledge of anthropogenic modifications. We have used the BN to couple these variables that span different temporal and spatial scales, as well as to couple quantitative measurements (heights, widths, and rates) with qualitative classification data representing anthropogenic modifications. Because the BN is a statistical model, we must interpret the results to identify the geomorphic processes that we believe are responsible for robust relationships. We must also explain how these results might depend on details of our modeling approach by interpreting the skill assessments. Finally, the value of our analysis approach lies in its ability to be extrapolated to new problems and tests in the future. We discuss each of these topics in the next sections.
Interpretations of Predictive Relationships
The BN used in this study shows that specific shoreline change trends are correlated to barrier island geomorphology. For example, sections of the barrier island that are eroding rapidly (at rates < À1 m/yr) are most likely to be narrow, close to tidal inlets, and have low dunes (Figure 9 ). Those sections of barrier island that are accreting at rates >1 m/yr are generally farther from inlets, are wider and have higher dunes, but exhibit lower mean elevations. On the other hand, sections of the barrier island where shorelines are stable exhibit a range of geomorphic possibilities that differ little from the prior probabilities. Furthermore, where barrier islands have not undergone anthropogenic modifications, they tend to have higher probabilities of having wider island widths, higher dunes, and narrower beach widths (Figure 8 ). Although SLC and AM are the strongest individual influences on the short-scale geomorphic characteristics (e.g., DH), including the other variables results in more accurate predictions (Figures 10 and 11 ). For example, the sensitivity analysis shows that removing inputs BW and BH results in the largest departure from the best prediction (Figures 10 and 11 ).
Our results suggest that portions of the barrier island experiencing erosion (i.e., negative SLC rates) are more vulnerable to storm overwash in the short-term because dune heights are more likely to be lower (2-3 m) compared to the prior distribution. This result makes an important connection between the long-term processes of shoreline change and the short-term processes that, when integrated, produce the long-term impacts. Additionally, it exposes feedbacks in the system where low dunes allow overwash that contributes to island rollover and landward migration of the shoreline; this tends to maintain low dunes because of the rapid landward migration associated with high overwash flux [Lorenzo-Trueba and Ashton, 2014] .
The dependence of geomorphology on location along the length of the island is shown to be important. For example, our analysis indicates that extreme erosion occurs within 10 km of tidal inlets (Figure 7b ). It is well recognized that shoreline change trends can be variable near tidal inlets [Nordstrom, 1988] where there can be large sediment transport gradients associated with changes in shoreline orientation, tidal flow through inlets, and interactions with incoming waves. Fenster and Dolan [1996] investigated the extent of inlet influence on barrier island shoreline behavior and showed that tidal inlets influence shoreline change behavior over distances of 5-13 km in this region. We show that it is possible to include this information in what is otherwise a transect-based modeling approach. This capability in our application to Assateague Island does not prove that the specific relationship between DI and the other variables is universal. However, for the geomorphic features included in this study, it is clear that DI is important. The actual role played by DI likely depends on a variety of factors, including rates of alongshore migration of the island, rates of inlet migration and spit extension, and island orientation.
Interpretation of Prediction Scenarios at Different Spatial Scales
Our skill analysis shows that the BN can reproduce observed DH, BW, and BH values accurately 62-73% of the time (1 minus the error rate) for cases where just one variable is evaluated and all other variables are used as input. This prediction scenario is relevant when some of the detailed morphologic information is known. For example, if a coastal engineering project is planned to construct dunes and beaches to specific elevations, the model could be used to predict a compatible range of beach widths. If, on the other hand, only largeand intermediate-scale information is available, then all three detailed variables (DH, BW, and BH) must be evaluated simultaneously, which reduces error rates to 45-60% (Figures 6, 10, and 11 ). This shows that the Journal of Geophysical Research: Earth Surface 10.1002/2015JF003671 inclusion of at least some of the detailed variables reduces the prediction error for DH, BW, or BH due to the correlations at the detailed morphological scale. Similar improvements are found for predictions of BW (including DH and BH as input) and BH (including DH and BW as input) (Figure 6 ). Coupling across a variety of spatial scales allows the BN to answer a range of questions. In the case of beach nourishment, which often creates a beach with a specific elevation and width, one could ask what dune height would be consistent with the new beach configuration that also accounts for long-term erosion. We illustrate scenario-based forecasting in section 5.4.
Skill, Fitting, Overfitting, and Data Requirements
Overfitting is a concern of any statistical estimation approach, regardless of whether it is simple linear regression with a few free parameters or a BN with thousands of free parameters. Overfitting is a problem (1) if hindcast skill is used to naively represent the more generalizable validation skill and (2) if the hindcast skill is excessively spurious such that the more generalizable validation skill is not minimized. To address the first problem, we identified the degree of overfitting (it is about 50% of the error rate) and demonstrated that overfitting is minimized by using all of the available data to train the primary BN (Figures 4a and 6) . To address the second problem, we show in Figures 4b-4d that the primary BN has a level of complexity that achieves a high descriptive power (hindcast error rate is low) without degrading generalizability (validation error rate is minimized). We find that a BN discretized with four to five bins per input variable minimized both training and validation errors. The validation errors were not very sensitive to increasing the number of bins until more than three bins for DH and BH and four bins for BW were used (Figures 4b-4d) . Again, the training error rate reduced steadily as model complexity increased.
Our primary BN used in the morphologic analysis was trained on three data sets to provide input data representing a range of geomorphic conditions and temporal variability. Using all of the data for training (Figure 4a ) or all three data sets resulted in degraded hindcast skill (Figure 6 ) because the BN structure and training could not represent all of the details represented in all of the data sets. Even so, the difference in error rates between the highest and lowest performing BN training scenarios was only 5-10% (Figure 6 ). The largest of these differences occurred for DH and BH when three variables (DH, BH, and BW) were predicted simultaneously. The training data used in this study span nearly a decade and reflect a barrier island that had been eroded and breached by strong winter storms and was consequently subject to erosion and breach management activity (data sets from 1999 and 2002). Thereafter, the barrier island had been relatively unaffected by storms for several years (data set from 2008) and was subject to persistent anthropogenic modification (principally sand management programs). By adding more data spanning periods of significant morphologic change (natural or otherwise), the model is forced to ignore some patterns, treating them as a contribution to uncertainty, while fitting variability that can be reproduced more robustly. We purposely selected data sets where the morphology differed, and presumably, there is a point of diminishing return from adding additional data sets as no new observational complexity is introduced. For instance, error rates using 2 years of data are similar to error rates using 3 years of data. Admittedly, the variability through time is more challenging to predict than predicting spatial variability at a single time, but the temporal variability is captured statistically and is representative of future variability. The BN approach accounts for a range of variability by retaining the full probability distribution of predictions and therefore captures the increased, and realistic, uncertainties.
Forecast Scenario Examples
Dune height is a key indicator of overwash or inlet breaching vulnerability [Sallenger, 2000; Stockdon et al., 2007 Stockdon et al., , 2009 . The capability to forecast future dune height probabilities driven by SLC or AM can be used to identify potential vulnerabilities. The predictive skill we have shown for the BN can be utilized to produce probabilistic forecasts of the future distribution of the detailed morphologic features (DH, BW, and BH) given some possible future scenarios for the larger-scale drivers (e.g., SLC and AM).
We calculated and mapped the probability of DH <3 m for three different scenarios representing plausible future conditions. The 3 m DH threshold is one that would be overtopped for a category 1 hurricane which, for Assateague Island, could drive 2.5 m of wave runup on top of 1 m of storm surge . From a habitat management standpoint, regions of a barrier island subject to overwash are often attractive to shorebirds seeking foraging and breeding habitat [Loegering and Fraser, 1995; Cohen et al., 2009; Gieder et al., 2014] and thus our approach has decision support application where a coastal manager could answer Journal of Geophysical Research: Earth Surface 10.1002/2015JF003671 a question such as "What is the likelihood that future conditions would provide suitable habitat for shorebirds?" The three scenarios we examine are (1) stabilization of the barrier where SLC is 0; (2) small increase in long-term erosion rate, where SLC is more negative by 1 m/yr; (3) and large increase in long-term erosion rate, where SLC becomes more negative by 2.5 m/yr. In these scenarios, BW and BH are unconstrained and they are predicted by the BN as well, but not shown here. All other variables are set to the current condition (i.e., the 2008 data set). Estimated probabilities of DH < 3 m for the three scenarios are shown on a map of Assateague Island (Figures 12b-12d ) and compared to probabilities for present-day conditions (Figure 12a ). For scenario 1 (Figure 12b ), the probabilities of DH < 3 m are the most similar to those for present conditions along central portions of the barrier island and differ most notably at the northern and southern ends of the island where there are more extensive regions where low dunes become less likely. The one exception occurs along the southern portion of the island where there is an increased probability of DH < 3 m for this scenario (see arrow, Figure 12b ). This occurs where the island is narrow, and distinguishing this location from the north end of the island, there is not any anthropogenic modification. Similarities for the central portions of the island are related to the fact that SLC = 0 m/yr is comparable to the historical shoreline change rates that are already consistent with the present-day case (Figure 12a ). Scenarios 2 and 3 add increasing amounts of erosion via negative SLC constraints. These scenarios result in DH probabilities at the northern and southern ends of the island that are very similar to current conditions, indicating a high probability that DH < 3 m will continue into the future. Regions where DH currently exceeds 3 m (i.e., P(DH < 3 m) is low; mapped in blue in Figure 12a ) are predicted to be less likely under the increased erosion scenarios. Under scenario 3 (most extreme erosion), P(DH < 3 m) is between 0.33 and 0.5 along much of the island and low dunes are "about as likely as not" when considered in terms of the Intergovernmental Figure 12 . Maps of Assateague Island showing probability of DH ≤ 3 m evaluated using the BN for (a) present 2008 conditions, (b) SLC = 0, (c) SLC increases by 1 m/yr (small increase in erosion rate), and (d) SLC increases by 2.5 m/yr (large increase in erosion rate). For these scenarios DI, AM, WB, and ME were based on data from 2008. The color scale is labeled according to IPCC terminology [Cubasch et al., 2013] .
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Panel on Climate Change (IPCC) likelihood terminology [Cubasch et al., 2013] that is common in decisionmaking. This phrasing acknowledges increasing predictive uncertainty for scenarios that are approaching (but have not exceeded) conditions at the limit of our historical experience. This is not a prediction failure, as this result is different from the predictions under the current or more benign scenarios that include higher confidence: low dunes are predicted to be unlikely and extremely unlikely in the light and dark blue areas in Figure 12a . From a decision support perspective, knowing where dunes are very likely to be low (the ends of the island, unless the SLC rate becomes zero) and where one cannot rule out the possibility that they could be low (almost everywhere else) are both useful predictions.
The BN utilizes SLC, a valuable metric, which is derived for many coastlines [e.g., USGS, 2013] and depends on sea level rise among other factors [Gutierrez et al., 2011] . BNs such as that in Gutierrez et al. [2011] predict probabilities of shoreline changes at coarse (1-5 km) spatial resolution and long (100 year) timescales. The BN presented in this paper provides probabilities of geomorphic states at relatively high spatial resolution (analysis at 50 m alongshore resolution) and resolves short-scale features (DH, BW, and BH) that control storm vulnerability and define habitat suitability and extent relevant to land and species management goals. The forecasting scenario approach can be applied to management decisions affecting infrastructure vulnerability or maintenance of specific habitat characteristics over years to decades where response to specific storm events and sea level changes are uncertain and must be treated probabilistically. Because we include anthropogenic modifications in our analysis, our approach supports decisions relating to both reactive responses to climate and storm-driven processes (e.g., beach nourishment as a response to increased erosion) as well as proactive decisions to alter natural processes (e.g., optimizing habitat availability by allowing or promoting certain types of natural landscape change such as dune erosion and overwash).
Conclusions
This study demonstrates an approach to skillfully predict probabilities of specific barrier island geomorphic characteristics using Bayesian networks. We show that there are distinct geomorphic conditions associated with long-term shoreline change trends. Specifically, where shoreline change rates are erosional (SLC < À1 m/yr), the barrier island tends to be narrow, has lower dunes, and this setting occurs close to tidal inlets. In contrast, where shoreline change rates are accretional (SLC > 1 m/yr), the barrier island tends to be wider, has higher dunes, and this occurs farther away from tidal inlets. Where shoreline change rates are relatively stable (À1 m/yr < SLC < 1 m/yr), barrier island morphology displays a wider range of variability. We find that the lowest prediction error rates are 28-38% and result for scenarios where the geomorphic outputs (DH, BW, or BH) are forecast independently. When DH, BW, and BH are forecast simultaneously, the error rates are higher (45-59%). Examination of the relative influence of the variables included in this BN shows that decadal-to centennial-scale attributes of the barrier island (i.e., SLC and AM) individually contribute most to skillful predictive performance. Skill is improved with the addition of DI, and more detailed variables (DH, BW, and BH) are important additions to maximize hindcast accuracy and improve BN skill when combined with the other variables. The eight-variable model's robustness was rigorously evaluated using data sets that spanned 50 km of coastline and three points in time. The mechanics of our BN framework were tested with a rigorous k-fold approach that identified the degree of overfitting (about 50% for the error rate) and showed that our primary BN had a justifiable level of complexity and that overfitting was minimized by using all available data. These conclusions were demonstrated via hindcast testing of seven possible training options for a single BN and an additional validation applied to the primary BN as well as to seven alternate models. Because the BN integrated data representing longer-term processes (e.g., shoreline change), shortterm vulnerabilities (e.g., dune erosion), and anthropogenic modifications to the coast, it was used to predict future morphologic characteristics resulting from changes in large-scale behavior that has application to landscape and species management.
