We present a long-term study of the secondary star in the cataclysmic variable AE Aqr, using Roche tomography to indirectly image starspots on the stellar surface spanning 8 years of observations. The 7 maps show an abundance of spot features at both high and low latitudes. We find that all maps have at least one large high-latitude spot region, and we discuss its complex evolution between maps, as well as its compatibility with current dynamo theories. Furthermore, we see the apparent growth in fractional spot coverage, f s , around 45
INTRODUCTION
Understanding the behaviour of stellar magnetic activity, and the nature of the underlying dynamo mechanism, are some of the most pressing challenges in solar and stellar physics. It is well known that the Sun displays an 11 yr sun spot cycle. Since the first detection of cyclic magnetic behaviour in solar-like stars (e.g. Wilson 1978) , there has been great interest in determining which parameters, such as binarity, spin, or convective zone depth (and hence stellar type), are pivotal to both the duration and amplitude of magnetic activity cycles.
In a survey of stellar activity on 111 lower mainsequence stars, Baliunas et al. (1995) used chromospheric Ca ii HK measurements as a proxy of the surface magnetic fields. They found that, of the stars with solar-like activity cycles, the measured activity cycle periods Pcyc ranged from 2.5 yr to the 25 yr maximum baseline of observations. They also found that G0-K5V type stars show changes in rotation and chromospheric activity on an evolutionary timescale, with stars of intermediate age showing moderate levels of activity and occasional smooth cycles, whereas * E-mail: chill17@qub.ac.uk young rapidly-rotating stars exhibit high average levels of activity and rarely display a smooth, cyclic variation.
In other work, Saar & Brandenburg (1999) used a large and varied stellar sample (including evolved stars and cataclysmic variable secondaries) to explore the relationships between the length of the activity cycle Pcyc and the stellar rotation period Prot. They parameterized the relationships using the ratio of cycle and rotation frequencies ωcyc/Ω (= Prot/Pcyc), as well as the inverse Rossby number Ro −1 (≡ 2τcΩ, where τc is the convective turnover timescale). They found that stars with ages >0.1 Gyr lay on two nearly parallel branches, separated by a factor of ∼ 6 in ωc/Ω, with both branches exhibiting increasing ωc/Ω with increasing Ro −1 . Furthermore, they found that, if the secondary stars in close binaries can be used as proxies for young, rapidly rotating single stars, the cycles of these stars populate a third 'superactive' branch, that shows the opposite trend of decreasing ωcyc/Ω with increasing Ro −1 .
Elsewhere, Radick et al. (1998) found that the luminosity variation of young stars was anti-correlated with their chromospheric emission, in the sense that young stars are fainter near their activity maxima. This suggests that the long-term variability of young stars is spot-dominated, whereas older stars are faculae-dominated (Lockwood et al. 2007 ). Such behaviour has been observed in a number of young single stars (e.g. Berdyugina et al. 2002; Messina & Guinan 2002; Järvinen et al. 2005) as well as in binary systems (e.g. Henry et al. 1995) . Indeed, magnetic activity cycles have been found in several systems using photometric techniques, with some systems appearing to show preferred longitudes for spot activity. The increase and corresponding decrease of spot activity on opposite stellar longitudes has been interpreted as a so-called 'flip-flop' magnetic activity cycle (e.g. Berdyugina & Tuominen 1998; . By tracking the number and position of spots on the stellar surface using Doppler imaging, such activity was also found on the RS CVn star, II Peg, by Berdyugina et al. (1999) .
While the magnetic activity of single stars and detached binaries is reasonably well studied, studies of magnetic activity cycles on interacting binaries are critically lacking. Cataclysmic variables (CVs) are semi-detached binaries consisting of a (typically) lower main-sequence star transferring mass to a white dwarf (WD) primary via Roche-lobe overflow. These systems, with both rapid rotation and tidal distortion, provide a unique parameter regime to allow critical tests of stellar dynamo theories. In addition, CVs form the foundation of our understanding of a wide range of accretion driven phenomena, and in turn, the secondary stars are key to our understanding of the origin, evolution and behaviour of this class of interacting binary. The secondary star regulates the mass transfer history and is intimately tied in with the orbital angular momentum transport that determines the evolutionary timescales of the various accretion stages. In particular, magnetic braking is thought to drain angular momentum from the system, sustaining the mass transfer that causes CVs to evolve to shorter orbital periods. This has been a standard ingredient of compact binary evolution theory for several decades.
Furthermore, magnetic activity cycles in secondary stars have been invoked to explain the variations in orbital periods in interacting binaries caused by the Applegate (1992) mechanism. This causes angular momentum changes within the secondary star throughout the activity cycle to be transmitted to the orbital motion, resulting in cyclical orbital period variations. In addition, an increase in the number of magnetic flux tubes on the secondary star during a stellar maximum is thought to cause the star to expand (Richman et al. 1994) and to result in enhanced mass transfer -giving rise to an increased mass transfer rate through the disc and a corresponding increase in the system luminosity. Additional mass transfer also reduces the time required to build up sufficient material in the disc to trigger an outburst, resulting in shorter time intervals between consecutive outbursts (e.g. Bianchini 1990 ). On shorter timescales, starspots are thought to quench mass transfer from the secondary star as they pass the mass-losing 'nozzle', resulting in the low-states observed in many CVs (see Livio & Pringle 1994; King & Cannizzo 1998; Hessman et al. 2000) . Previous surface maps of the secondary stars in the CVs BV Cen (Watson et al. 2007 ) and AE Aqr (Watson et al. 2006; Hill et al. 2014) show a dramatic increase in spot coverage on the side of the star facing the WD. This suggests that magnetic flux tubes are forced to emerge at preferred longitudes, as predicted by Holzwarth & Schüssler (2003b) , and is possibly related to the impact of tidal forces from the nearby compact object. If these particular spot distributions are confirmed to be long-lasting features, they would require explanation by stellar dynamo theory (e.g. Moss et al. 2002) , and would provide evidence for the impact of tidal forces on magnetic flux emergence. In addition, since the number of star spots should change dramatically over the course of an activity cycle, the density of spots around the mass transfer nozzle may also vary. This would provide an explanation for the extended high and low periods seen in polar type CVs such as AM Her (Hessman et al. 2000) .
Thus, the magnetic activity of CV secondary stars is crucial to the long and short term behaviour of these systems. Furthermore, it is clear that comparisons of the longterm magnetic activity across a range of stellar types, in different systems, are crucial to understanding the nature of the stellar dynamo, how it evolves, and what system parameters are most important in its operation. In light of this, we present a study of the long-term magnetic activity of the secondary star in the CV, AE Aqr (Prot = 9.88 h) by using Roche tomography to map the number, size, distribution and variability of starspots on the surface. This is the first time a CV secondary has been tracked with this type of a campaign, and given that CVs with both rapid-rotation and tidal distortion provide unique test-beds for dynamo theories, we can better understand what parameters are most important to the behaviour of the underlying dynamo mechanism, and the duration and amplitude of magnetic activity cycles
OBSERVATIONS AND REDUCTION
Simultaneous spectroscopic and photometric data of AE Aqr were taken in 2001, 2004, 2005 and 2006 (hereafter D01, D04, D05, D06) , with spectroscopic data only in 2008 and 2009 (hereafter D08, D09a, D09b) , where D9a and D09b were taken 9 d apart. As D01 and D09a & D09b have previously been published in Watson et al. (2006) and Hill et al. (2014) , respectively, we refer the reader to these works for details of the reduction methods for both the spectroscopic and photometric data. Logs of the observations are shown in Tables 1 and 2 .
Spectroscopy

MIKE+Magellan Clay telescope
For D04, D05 and D06, spectroscopic observations were carried out using the dual-beam Magellan Inamori Kyocera Echelle spectrograph (MIKE, Bernstein et al. 2003 ) on the 6.5 m Magellan Clay telescope, situated at the Las Campanas Observatory in Chile. The standard set-up was used, allowing a wavelength coverage of 3330-5070 Å in the blue arm and 4460-7270 Å in the red arm, with significant wavelength overlap between adjacent orders. A slit width of 0.7 arcsec was used, providing a spectral resolution of around 38,100 (∼ 7.8 kms −1 ) and 31,500 (∼ 9.5 kms −1 ) in the blue and red channels, respectively. A Gaussian fit to several arc lamp lines gave a mean instrumental resolution of ∼ 9 kms −1 , which was adopted for use in Roche tomography in Section 4. Exposure times of 250 s (0.7 per cent of the orbital period) were used in order to minimize velocity smearing of the data due to the orbital motion of the secondary star. ThAr lamp exposures were taken every 10 exposures for the purpose of wavelength calibration.
The data were reduced using the MIKE pipeline written in python by Kelson (2015) . This automatically conducts bias subtraction, flat-fielding, blaze correction and wavelength calibration. The final output provides 1-D spectra split into orders, for both the blue and red arms. After reduction, it was found that each extracted order was not fully blaze-corrected, and so we applied an additional correction using a flux standard star. After flux calibration, the orders in the blue and red arms, respectively, were combined into continuous spectra by taking a variance-weighted mean across the spectral range. The blue spectra were then scaled to match the red spectra by optimally-subtracting the overlapping spectral regions (where the blue spectra was scaled and subtracted from the red spectra, with the optimal scaling factor being that which minimizes the residuals). Finally, a variance-weighted mean was made by combining the spectra from both arms, creating a single spectrum for each exposure.
UVES+VLT
For D08, spectroscopic observations were carried out using the Ultraviolet and Visual Echelle Spectrograph (UVES, Dekker et al. 2000) on the 8.2-m UT2 of the VLT, situated on Cerro Paranal in Chile. UVES was used in the Dichroic-1/Standard setting (390+580 nm) mode, allowing a wavelength coverage of 3282 − 4563 Å in the blue arm and 4726 − 6835 Å in the red arm. A slit width of 0.9 arcsec was used, providing a spectral resolution of around 46,000 (∼ 6.5 kms −1 ) and 43,000 (∼ 7 kms −1 ) in the blue and red channels, respectively -an instrumental resolution of 7 kms −1 was adopted for use in Roche tomography in Section 4. Exposure times of 230 s (0.65 per cent of the orbital period) were used, with ThAr lamp exposures taken at the start and end of the night. The data were taken from the European Southern Observatory (ESO) data products archive after being reduced automatically using version 5.1.5 of the ESO/UVES pipeline. The final output consisted of 1-D spectra for both the red and blue arms.
Photometry
Simultaneous photometry was carried out for D04, D05 and D06 using a Harris V-band filter on the Carnegie Institution's Henrietta Swope 1-m telescope, situated at the Las Campanas Observatory in Chile. The data were reduced using standard techniques. The master bias frame showed no ramp or large scale structure across the CCD, and so the bias level of each frame was removed by subtracting the median value of pixels in the overscan region. Pixel-to-pixel variations were corrected by dividing the target frames by a master flat-field taken at twilight. Optimal photometry was performed using the package photom (Eaton et al. 2009 ), where three suitable comparison stars were identified using the catalogue of Henden & Honeycutt (1995) to perform differential photometry. The light curves of D04, D05 and D06 are shown in Figure 1 . Flaring activity is clearly evident over both slow and rapid timescales, with amplitudes of up to ∼ 0.6 mag. This most likely stems from accretion variability rather than the secondary star. Table 2 . Rapid and frequent flaring is apparent in all plots, and is due to accretion variability.
EPHEMERIS AND RADIAL VELOCITY CURVES
The analysis carried out in this section was completed for the sole purpose of determining a revised ephemeris in order to improve the quality of the Roche tomograms in Section 7. New ephemerides were determined from the radial- Table 1 . A log of the spectroscopic observations of AE Aqr. Columns 1-3 list the UT date, the start, and end times of observations, respectively. Column 4 lists the instrument and telescope used. Columns 5-8 show the exposure time, the number of spectra taken, the peak signal-to-noise ratio around the central wavelength of each spectrum (with the typical value in parentheses), and the phase coverage achieved. Column 9 gives the abbreviation used throughout the text to refer to that specific data set. Table 3 . Spectral-type templates used to calculate new ephemerides for AE Aqr. Columns 1-3 list the data for which the template star was used, the star's designation, and its systemic velocity.
velocity curves independently for each AE Aqr data set, by cross-correlation with a spectral-type template star, following Watson et al. (2006) and Hill et al. (2014) . The details of the template star used for each data set are shown in Table 3 , where the systemic velocity was measured by a Gaussian fit to the least-squares deconvolution (LSD, see Section 5) line profile for each star (using a line-list where lines with a central depth shallower than 10 per cent of the continuum were excluded). For this, we restricted ourselves to the spectral regions lying between 6000 − 6270 Å and 6320 − 6500 Å, as these contain strong absorption lines from the secondary star, and reduce the probability of introducing a continuum slope from the blue primary. Both the AE Aqr and K4V template spectra were normalized by dividing by a constant, and the continuum was fit using a third-order polynomial, and subtracted, thus preserving the line strength. The template spectrum was then artificially broadened (initially by 100 kms −1 ) to account for the rotational velocity (v sin i) of the secondary, multiplied by a constant, and subtracted from an averaged high-signal-to-noise orbitally-corrected AE Aqr spectrum. These latter three steps were repeated, artificially broadening the template spectrum in 0.1 kms −1 steps until the scatter in the residual spectrum was minimized. This typically took two to three iterations. Through the above process, a cross-correlation function (CCF) was calculated for each AE Aqr spectrum, and the peak of the CCF was found using a parabolic fit. A radial velocity (RV) curve was then derived by fitting a sinusoid through the CCF peaks, obtaining new zero-point ephemerides for each data set (shown in Table 4), with the orbital period fixed at P orb = 0.41165553 d (from Casares et al. 1996) . All subsequent analysis of each data set have been phased with respect to these new ephemerides. Separate ephemerides were calculated for each data set as the RV curves are affected by systematics, and so combining all data to calculate a single global ephemeris may not be optimal. Furthermore, the scatter in the O-C values of all data is relatively small, with a standard deviation of 0.12 per cent of the orbital period.
The RV measurements obtained from the crosscorrelation method described above are relatively insensitive to the use of a poorly-matched template, or an incorrect amount of template broadening. Surface features such as irradiation or star spots, as well as the tidal distortion of the secondary are more likely to introduce systematic errors in RV measurements, if not properly accounted for (e.g. Table 4 . The new ephemerides for each data set of AE Aqr based on the radial velocity analysis described in Section 3. Columns 1-4 list the data set, the ephemeris and associated statistical uncertainty, as calculated from the fit to the RV curves, the systemic velocity, and the radial velocity semi-amplitude. Only the ephemerides are adopted for the Roche tomography analysis. Davey & Smith 1992). In addition, no detailed attempt was made to determine the best-fitting spectral-type or binary parameter determination in this analysis, however, for completeness we include the systemic velocity (γ), the radial velocity semi-amplitude (K2) and the projected rotational velocity (v sin i) in Table 4 . Figure 3 shows the measured radial velocities for each data set, the fitted sinusoid, and the residuals after subtracting the sinusoid. The inherent systematic biases are clearly evident as deviations from a perfect sinusoid, and as such, the binary parameters derived from this RV analysis have not been used in the subsequent analysis presented in this work.
The small variation in γ, K2 and v sin i between data sets (see Table 4 ) may be due to instrumental offsets between observations, but the spread in values is most likely dominated by the systematic biasing of RV measurements due to surface features such as irradiation and starspots. Such features may alter the slope of the RV curve, changing K2, and due to their non-uniform distribution, surface features may cause a shift in the measured γ. We note that the 1σ spread in ephemerides is ∼ 37 s, suggesting the period was stable over the duration of all observations.
ROCHE TOMOGRAPHY
Roche tomography is a technique analogous to Doppler imaging (e.g. Vogt & Penrod 1983) , and is specifically designed to indirectly image the secondary stars in close binaries such as CVs (Rutten & Dhillon 1994 . The technique assumes that the secondary is locked in synchronous rotation with a circularized orbit, and that the star is Roche-lobe filling. We refer the reader to the references above and the technical reviews of Roche tomography by and for a detailed description of the axioms and methodology.
LEAST SQUARES DECONVOLUTION
Least squares deconvolution (LSD) was applied to all spectra in the same manner as in Watson et al. (2006) , producing mean line profiles with a substantially increased signal-tonoise ratio (SNR). LSD requires that the spectral continuum be flattened. However, the contribution to each spectrum from the accretion regions is unknown, and a constantly changing continuum slope due to, for example, flaring (see Figure 1 ) or the varying aspect of the accretion regions, means a master continuum fit to the data cannot be used. In addition, as the contribution of the secondary star to the total light of the system is constantly varying, normalizing the continuum by division would result in the photospheric absorption lines from the secondary star varying in relative strength from one exposure to the next. Hence, we are forced to subtract the continuum from each spectrum. This was achieved by fitting a spline to the data. As the spectral type of AE Aqr has been determined to lie in the range K3-K5V (Crawford & Kraft 1956; Chincarini & Walker 1981; Tanzi et al. 1981; Bruch 1991) , we generated a stellar line list for a K4V type star (T eff = 4750 K and log g = 4.5, the closest approximation available) using the Vienna Atomic Line Database (VALD, see Kupka et al. 2000) , adopting a detection limit of 0.2. The normalized line depths were scaled by a fit to the continuum of a K4V template star so each line's relative depth was correct for use with the continuum subtracted spectra.
Emission lines and telluric lines were masked in the spectra and line list -the excluded spectral regions are detailed in Table 5 . This meant that over the 4600-7700 Å spectral range for D04, D05 and D06, 2354 lines were available over which to carry out LSD. Similarly, 1558 lines were available for D08 in the spectral range 4780-6810 Å. After carrying out LSD, a small continuum slope was present in the LSD profiles. This was removed by masking out the line centre and subtracting a second-order polynomial which was fit to the continuum. Details for D01 and D09a & D09b may be found in and Hill et al. (2014) , respectively.
The variable light contribution of the secondary means we cannot normalize the data in the usual way. Instead, we are forced to use relative line fluxes, requiring the spectra Table 4 , and a least-squares sinusoid fit to the RV points (assuming a circular orbit) is shown as a solid line. The lower panels of each plot show the residuals after subtracting the fitted sinusoid, as well as the statistical uncertainies of the measured RVs.
to be slit-loss corrected. For D04, D05 and D06 we used simultaneous photometry to monitor transparency and target brightness variations (see Section 2.2). We corrected for slit losses by dividing each LSD profile by the ratio of the flux in the spectrum (after integrating the spectrum over the photometric filter response function) to the corresponding photometric flux. The value of photometric flux used was the mean over the duration of the spectroscopic exposure. As we were unable to obtain simultaneous photometry for D08, we used the fits from Roche tomography to iteratively scale the LSD line profiles in the same manner as carried out for D09a & D09b in Hill et al. (2014) . The resulting scaled profiles were visually inspected and found to be consistent.
The final LSD profiles, the computed fits, and the residuals after subtracting the fits from the LSD profiles, are trailed for each data set in Figures 3 to 6 , where the orbital motion has been removed. Starspots and surface features are clearly visible as emission bumps moving through the profiles from negative to positive velocities as AE Aqr rotates. The variation in v sin i due to the tidal-distortion is also clearly apparent. Furthermore, the residuals of D04, D05 and D08 (see Figures 3, 4 and 6) show narrow emission features that are seen to lie outside the stellar absorption profile, and appear to move in anti-phase with respect to the secondary. Similar features were also seen in the trails of D09a & D09b (see Figure 3 of Hill et al. 2014) , and as they are visible at all phases, they may be due to accretion material in the system. However, as this emission is weak, we did not carry out any further analysis. The residuals also show the relatively poor fit to the wings of the LSD profiles, resulting from adopting a spherical limb darkening law for a non-spherical object. We note that the SNR of D08 is significantly higher than for any other data set (see Table 1 ), resulting in a relatively better fit with Roche tomography. This means that visually, the fits to the wings of the LSD profiles appear of lower quality, but the absolute level of the residuals is indeed lower than that of the other data sets. Trailed LSD profiles of AE Aqr for D04. The orbital motion has been removed assuming the binary parameters found in Section 6.2, allowing individual starspot tracks across the profiles and the variation in v sin i to be more clearly observed. Panels show (from left to right) the observed LSD profiles, the computed fits to the data using Roche tomography, and the residuals (increased by a factor of 10). Starspots and surface features appear bright in these panels, where a grey-scale of 1 corresponds to the maximum line depth in the reconstructed profiles.
SYSTEM PARAMETERS
The system parameters (systemic velocity γ, orbital inclination i, primary star mass M1 and secondary star mass M2) of AE Aqr were determined using the standard methodology of Roche tomography (e.g. Watson et al. 2006 Watson et al. , 2007 . Adopting incorrect system parameters when carrying out Roche tomography reconstructions results in spurious artefacts in the final image. These artefacts are well characterised (see , and always increase the amount of structure (information content) of the map, decreasing the map entropy. We can constrain the binary parameters by carrying out map reconstructions for many pairs of component masses, fitting to the same χ 2 . This can be visualized as an entropy landscape, with an example shown in Figure 7 , where the optimal masses are the pair that produce the map of maximum entropy (least information content). Entropy landscapes are then repeated for different values of i and γ, with the optimal set of parameters those which produce the map containing least structure (the map of maximum entropy).
The optimal system parameters are unique to each data set, as systematic effects may result in different optimal parameters between data sets. Hence, we do not adopt the mean values across all data sets for our analysis, as to do so may increase the number of artefacts reconstructed in the maps. This is further discussed in Section 7. 
Limb Darkening
Following Hill et al. (2014), we adopted the four-parameter non-linear limb darkening model of Claret (2000) . The stellar parameters closest to that of a K4V star were adopted, which for the PHOENIX model atmosphere were log g = 4.5 and T eff = 4800 K. The adopted coefficients for each data set are shown in Table 6 , where different (but very similar) values were used for each data set due to the different central wavelengths of the spectra. The treatment of limb darkening for D01 and D09a & D09b may be found in the previously published work of Watson et al. (2006) and Hill et al. (2014) , respectively.
Systemic velocity, inclination and masses
All data sets were fit independently. For each, we constructed a series of entropy landscapes for a range of orbital inclinations i and systemic velocities γ. For given values of Figure 6 . The same as Figure 3 but for D08. The fits to the wings of the LSD profiles appear relatively poor, but due to the higher SNR of the data, the absolute level of the residuals is actually lower (see text for discussion). Figure 7 . The entropy landscape for AE Aqr using D05, assuming the parameters given in Table 7 . Dark regions indicate masses for which no acceptable solution could be found. The cross marks the point of maximum entropy, corresponding to component masses of M 1 = 0.86 M and M 2 = 0.56 M .
i and γ we selected the pair of masses that produced the map of maximum entropy. The results of this analysis are presented here. Figure 8 shows the map entropy (after adopting optimal values of M1, M2 & i) as a function of systemic velocity, for each data set. Crosses mark the peak of the 'entropy parabola', giving the optimal values of γ, as listed in Table 7. The measured values of γ are consistent with that of previous work, falling within the uncertainties given by both Welsh et al. (1995) and Casares et al. (1996) . The significant difference between the γ found here and that found by Echevarría et al. (2008) stems from the uncertainties in the absolute radial velocities of the template stars used in the latter authors' analysis. The spread in γ as measured by Roche tomography may be explained by instrumental offsets between different instruments, as well as for the same instrument over different observation periods. Values of γ obtained by using entropy landscapes was found to be independent of the assumed inclination, as previously found by Watson et al. (2003 Watson et al. ( , 2006 and Hill et al. (2014) . In addition, the values obtained using the radial velocity curves are similar, although these will be biased, as discussed in section 3. Figure 9 shows the maximum entropy obtained as a function of inclination, for each data set, assuming the systemic velocities derived in Section 6.2.1. Crosses mark the maximum entropy obtained for a given data set, and the corresponding inclinations are listed in Table 7 . All values of i are consis- tent with previously published work by Welsh et al. (1995) and Casares et al. (1996) , although all values lie below that found by Echevarría et al. (2008) . Furthermore, all values of i lie between the previously determined inclinations of D01 (i = 66
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• , Watson et al. 2006 ) and D09a & D09b (i =50-51 Hill et al. 2014) .
The consistency of i = 57-60
• across the four data sets is a reassuring result, as inclination is the worst constrained parameter when using Roche tomography. We do not have a clear explanation for the discrepancy between the inclinations found here and that of D01 and D09a & D09b.
Masses
The component masses of AE Aqr were determined using entropy landscapes, with an example shown for D05 in Figure 7 . For each data set we assumed i and γ, as derived in Sections 6.2.1 & 6.2.2. Our derived masses shown in Table 7 are consistent (within the uncertainties) of those found by Echevarría et al. (2008) , Welsh et al. (1995) , and Casares et al. (1996) , once the masses have been adjusted to account for the change in inclination. The differences between the masses determined here, and those found in previous studies of AE Aqr using Roche tomography, are simply due to the use of slightly different inclination values. Indeed the Figure 9 . The points show the maximum entropy obtained for each data set as a function of inclination, assuming the optimal values of γ and masses, as found in Sections 6.2.1 & 6.2.3, respectively. Crosses mark the optimal value of i, and a solid line is shown as a visual aid. mass ratios q are in excellent agreement with previous work, and are typically 6 per cent larger than those found by Echevarría et al. (2008) , Welsh et al. (1995) , and Casares et al. (1996) . We note that the masses determined in this work are (in principle) the most reliable, as we correct for the systematic effects of surface features that may bias the measured RVs used to determine the system parameters in other work.
The target reduced χ 2 to which our data were fit was chosen as the point where the entropy of the reconstructed maps dramatically decreased when fits to a lower χ 2 were performed. An increase in small scale structure contributes to a dramatic decrease in entropy, indicative of mapping noise in the Roche tomograms. Fitting to a higher reduced-χ 2 caused fewer features to be mapped, and thus the system parameters were less well defined as more map pixels were assigned the default map value. Figure 10 shows how the map entropy depended on the aim χ 2 , where the adopted value is circled. The absolute value of χ 2 is not a good reflection of the quality of fit, as a value above or below 1 indicates our error bars were systematically under or over estimated.
Assigning uncertainties to any of the derived system parameters (i, γ, M1, M2) is not trivial. As previously discussed in Watson & Dhillon (2001) Reduced χ 2 Figure 10 . The reconstructed-map entropy as a function of reduced χ 2 for the Roche tomograms of each data set (marked in top left of panels). The system parameters derived in Section 6.2 were adopted for the fits. The selected aim χ 2 is circled in each plot, and is taken as the point where there is a dramatic decrease in map entropy, and a corresponding increase in small scale features in the reconstruction. The final reduced χ 2 for D04, D05, D06 and D08 are 0.95, 1.2, 1.3 & 0.26, respectively, where a χ 2 < 1 indicates that we overestimated the size of our propagated uncertainties. See Section 6.2.3 for further discussion.
bined with bootstrap resampling to generate synthetic data sets drawn from the same parent population as the observed data. Then, the same analysis carried out in this work would need to be applied to the hundreds of bootstrapped data sets, requiring an unfeasible amount of computation. Hence we do not assign strict uncertainties to our derived system parameters.
SURFACE MAPS
Roche tomograms of the secondary star in AE Aqr were constructed for each data set using the system parameters derived in Section 6.2. The corresponding fits to the data are shown in Figures 3 to 6 , and the Roche tomograms are shown in Figures 12 to 15 . For ease of comparison, the previously published Roche tomograms of D01 and D09a & D09b are shown in Figures 11, 16 & 17, respectively. These were previously analysed by Watson et al. (2006) and Hill et al. (2014) , and we highlight the relevant features here. In the analysis which follows, the map coordinates are defined such that 0
• longitude is the centre of the back of the star, with increasing longitude towards the leading hemisphere, and with the L1 point at 180
• . We note that, due to the inclination of the system combined with limitations in the technique, we only consider features mapped in the Northern hemisphere to be reliable. Hence, the Southern hemisphere is excluded from our analysis.
A Figure 11 . The Roche tomogram of AE Aqr using D01. Dark grey-scales indicate regions of reduced absorption-line strength that is due to either the presence of starspots, the impact of irradiation, or gravity darkening. The absolute grey-scales are relative and are not necessarily comparable between maps. The orbital phase is indicated above each panel. Roche tomograms are shown without limb darkening for clarity.
We have adopted the optimal system parameters determined for each data set rather than the mean values across all data sets. This is due to the fact that systematic effects between data sets may result in different optimal system parameters being determined. Hence, adopting the mean values may lead to an increase in the number of artefacts reconstructed in the maps. Nevertheless, we have assessed the impact of adopting the mean system parameters by additionally carrying out the analysis in this section for Roche tomograms reconstructed using the mean values of i = 57.4
• , M1 = 0.92 M and M2 = 0.61 M (where the component masses were calculated from the mean of the constant M (1,2) sin 3 i). We find that, for each data set, the spot features reconstructed using the mean parameters are not significantly different to those reconstructed using the optimal parameters. Furthermore, there are no significant differences in the fractional spot coverage as a function of longitude and latitude (see Section 7.3) on the maps reconstructed using the mean and the optimal parameters. This shows the robustness of the surface features reconstructed against incorrect inclination and component masses. However, to obtain the same map entropy using the mean parameters, as compared to the optimal parameters, we were required to fit the data to a higher aim χ 2 . Thus, we adopted the optimal parameters for the spot analysis as they provide a better fit to the data.
Global features
Spot features, both large and small, are clearly prevalent in all tomograms. Common to all maps are the dark regions around the L1 point, primarily due to the time-averaged effects of irradiation (ionising weak metal lines preventing photon absorption), as well as gravity darkening. As both of these effects appear dark in the maps, we are unable to Table 7 . System parameters. Columns 1-6 list the data set or paper from which the parameters were taken, the systemic velocity as measured by Roche tomography, the inclination, the mass of the primary star, the mass of the secondary star and the mass ratio. The significantly higher component masses found in D09a & D09b are due to the lower inclination found in that study. (2008) -63 70 ± 3 0.63 ± 0.05 0.37 ± 0.04 0.60 Casares et al. (1996) −60.9 ± 2.4 58 ± 6 0.79 ± 0.16 0.50 ± 0.10 0.63 Welsh et al. (1995) −63 ± 3 54.9 ± 7.2 0.89 ± 0.23 0.57 ± 0.15 0.64 B C Figure 12 . The same as Figure 11 but for D04.
clearly distinguish between the two. Likewise, we are unable to disentangle any starspots that may inhabit the affected region. Nevertheless, the impact of gravity darkening on the fractional spot coverage, fs, was assessed, and is discussed in Section 7.3.
The map of D01 (see Figure 11) clearly shows a single large spot (labelled 'A') extending 60-80
• latitude and 260-320
• longitude, with a second prominent spot centred at 50
• latitude and 180
• longitude. Also clearly apparent is a spot extending from ∼ 40
• latitude down to the L1 point, becoming indistinguishable in the irradiated region. The map of D04 (see Figure 12) shows two separate large spots, with the largest (labelled 'B') extending 40-75
• in latitude and 160-220
• in longitude, and the second largest (labelled 'C') covering 60-70
• latitude and 310-340
• longitude. The map of D05 (see Figure 13 ) has a single large spot (labelled 'D'), extending 55-75
• in latitude and 140-210
• in longitude. The poor phase coverage of AE Aqr in D06 resulted in the reconstructed map having a relatively featureless leading hemisphere, with spots on the rest of the star becoming smeared out over the image, resulting in a lower contrast (see Figure 14) . Despite this, at least one, possibly two large spots (labelled 'E') are evident above ∼ 65
• latitude, centred on ∼ 180
• longitude, with another prominent feature extending from 40
• down to the L1 point. The D Figure 13 . The same as Figure 11 but for D05.
map of D08 (see Figure 15 ) exhibits a single large spot (labelled 'F') extending 65-85
• and 340-060
• in latitude and longitude, respectively. Finally, the maps of D09a and D09b (see Figures 16 and 17) show one large spot (labelled 'G') spanning 65-90
• latitude and 340-050
• longitude. The latitude of the largest spot in each map (labelled A, B, D, E, F, G) remains fairly constant over the 8 years between the first and last observations, ranging between 60-80
• . However, the longitude of the dominant spot is not fixed. In D01, the dominant spot (A) lies ∼ 290
• longitude, whereas for D04, D05 and D06, the dominant spot (labelled B, D and E, respectively) lies ∼ 180
• longitude, although the position of spot E in D06 is less certain due to smeared features. In contrast, the largest spot in D08 (labelled F) and D09a & D09b (labelled G) lies at ∼ 15
• longitude. Such monolithic spots are prevalent in many Doppler imaging studies of rapidly-rotating solar-type stars such as LQ Hya (Donati 1999) , and in CVs such as BV Cen (Watson et al. 2007 ). The high-latitude spots imaged here, and their possible evolution, are further discussed in Section 8.
Starspots are also prevalent at low to mid latitudes in all maps, and in order to make a more quantitive assessment of their properties and the underlying dynamo mechanism, we must consider their size and distribution across the stellar surface.
The long-term magnetic activity of AE Aqr 13 E Figure 14 . The same as Figure 11 but for D06. Figure 15 . The same as Figure 11 but for D08. Figure 16 . The same as Figure 11 but for D09a. 
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Pixel intensity and spot filling factor
To determine the spot coverage in the Roche tomograms, it was first necessary to define the pixel intensity of the immaculate photosphere as well as that of a totally spotted pixel. We do not adopt a two-temperature model when fitting with Roche tomography, where a spot filling factor is predetermined (e.g. Collier-Cameron & Unruh 1994), as secondary stars in CVs are expected to exhibit large temperature differences due to irradiation by the primary. Our method of determining a totally spotted pixel was to simply select the lowest pixel intensity at the centre of the largest spot feature. The adopted value of a totally spotted pixel for each map is shown as a dotted line on the left side of the histograms of pixel intensities in Figure 18 , where the brightest pixel is assigned an intensity of 100 and other pixels scaled linearly relative to this. Pixels with a lower intensity are present in the Roche tomograms, but these are confined to the region around the L1 point, and as discussed above, are not likely to be due to a spot feature. Pixels on the Southern hemisphere are not included in the histograms or any of the analysis below for two reasons. Due to the inclination of the binary, a large portion of the surface is not visible, and so a substantial number of pixels on the Southern hemisphere are assigned the default map value. Furthermore, as RVs cannot constrain whether a feature is located in the Northern or Southern hemisphere, features may be mirrored about the equator, reducing their contrast as they are smeared over a larger area.
The intensity of the immaculate photosphere was more difficult to define due to the growth of bright pixels -an artefact known to affect maps that are not thresholded (e.g. Hatzes & Vogt 1992) . To assess the extent of bright pixel growth in our Roche tomograms, we carried out reconstructions of simulated maps with a random spot distribution, adding in varying levels of noise. We found that the brightest reconstructed pixel was between 4-15 per cent higher in intensity than that of the original map, and that up to 12% of pixels were classed as 'bright' (typically ∼ 1 per cent). Data with a higher SNR increased the number of bright pixels, however, the most dramatic increase was found when the Figure 18 . Histograms of the pixel intensities in the Roche tomograms of AE Aqr for each data set, where the pixel density is the fraction of the total number of pixels. Pixels on the Southern hemisphere (latitude < 0 • ) were not included (see Section 7.2 for details). The brightest pixel in each map was assigned an intensity of 100 and all other pixel intensities were scaled linearly against this. The definition of the pixel intensity representing the immaculate photosphere is shown as a dashed line on the right side of the histogram (a dotted line for D09b), and that representing a totally spotted pixel is shown as a dashed line on the left side (see text for details).
data were fit to progressively lower reduced χ 2 . Indeed, the maps with a large number of bright pixels were clearly overfit, exhibiting substantial reconstructed noise. Given that our Roche tomograms of AE Aqr were fit to an aim reduced χ 2 that limited the amount of reconstructed noise (see Figure 10 ), we assumed a percentage growth of bright pixels of 3% of the total number of pixels in the map. This somewhat conservative estimate, given the results of our simulations, means we likely underestimate fs. Hence, we defined the immaculate photosphere as the lowest pixel intensity that includes 97% of all pixels, and is shown in Figure 18 as a dotted line on the right side of the histograms.
The histograms of pixel intensities in Figure 18 show broad peaks, with long tails towards lower intensities. An idealised histogram would have a significantly bimodal distribution of pixel intensities, where spotted pixels and those representing the immaculate photosphere would be more clearly separated. The large number of intermediate pixel intensities found here may be explained by a lack of contrast in the maps, stemming from both a population of unresolved spots, as well as spots that have been smeared in latitude, increasing their areal coverage.
Spot coverage as a function of longitude and latitude
Figures 19 and 20 show the fractional spot coverage fs as a function of longitude and latitude for each map, respectively. We calculate fs using Equation 1, where I is the pixel intensity, Ip is the intensity of the immaculate photosphere, and Is is the intensity of a totally spotted pixel.
The most prominent feature common to all plots is the large value of fs around 180
• longitude in Figure 19 , as well the increased coverage below 20
• latitude in Figure 20 . These regions include the features around the L1 point which are dominated by the effects of irradiation and gravity darkening (as discussed above). The impact of these phenomena on the maps was assessed by simulating blank maps using the corresponding system parameters and limb darkening coefficients specific to each data set. Additionally, a gravity darkening coefficient of β = 0.1 was adopted, as this is representative of that measured for late-type secondary stars in close binaries (Djurašević et al. 2003 (Djurašević et al. , 2006 . The simulated maps were used to create synthetic line profiles with the same orbital phases, exposure times and instrumental resolutions of the original data. These synthetic line profiles were then reconstructed in the same manner as the original data, and fs was calculated using the same definitions of a totally-spotted pixel and that representing the immaculate photosphere, as determined above. The value of fs of these synthetic maps was then subtracted from that of the original maps, effectively removing the systematic effects of inclination, phase sampling, and incorrect limb and gravity darkening in the spot coverage of the original maps. However, we cannot distinguish between a spot and the effects of gravity darkening or irradiation, as all three appear as dark regions in the maps. Hence, when we apply the correction described above, spots that are located in the regions most affected by irradiation and gravity darkening are not preserved (as the regions are made brighter, regardless of spots being present; see discussion in Section 7.1), and thus we may underestimate fs in those regions (see Figures 19 and 20) .
Longitude cover
The fractional spot coverage fs as a function of longitude varies significantly for each map (see Figure 19 ). Even after subtraction of the simulated maps there still remains a significant spot coverage around 180
• longitude for D04, D05, D06 and D09a & D09b. The map of D01 shows an increase in fs around 250
• longitude, with the maps of D04 and D06 showing a significant increase in fs between 280-360
• longitude, and the maps of D08 and D09a & D09b showing a larger fs over a broader range of 280-060
• longitude. The increase in fs between 0-120
• longitude for D06 is not real and results from poor phase coverage, leading to the pixels Figure 19 . The fractional spot coverage fs as a function of longitude for the Northern hemisphere of AE Aqr for each data set, where fs is normalized by the number of pixels within a 6 • longitude bin. The solid line shows fs for the original map, and the dotted line shows fs after subtracting fs for the simulated map (removing the effects of irradiation and gravity darkening, see Section 7.3 for details). The shaded region for D06 indicates that features in this region are not reliable due to a lack of phase coverage.
in this region being assigned a value similar to that of the default map (the mean of all map pixels).
The distributions of fs in longitude suggests the existence of two longitude regions, separated by ∼ 180
• , with significantly higher fs in the maps of D04, D06 and D09a & D09b. However, no such distributions are present in D01 and D05, with the high fs around 180
• in D08 becoming much lower once the effects of irradiation and gravity darkening have been removed. Such 'active longitudes' are observed in single stars such as LQ Hya, AB Dor and EK Dra (Berdyugina 2005) as well as in RS CVn binaries (e.g. Rodonò et al. 2000) . In shorter period systems (Prot < 1 d), active regions are preferentially located at quadrature longitudes (e.g. Olah et al. 1994; Heckert et al. 1998) , whereas longer period systems show no such preference. Indeed the RS CVn binaries HD 106225 (Strassmeier et al. 1994 ) and II Peg (Rodonò et al. 2000) show a migration of active longitudes with respect to the companion star, ascribed to differential rotation. However, the lack of clearly defined active longitudes in the maps of D01, D05 and D08 suggest that such active regions are not permanent features in AE Aqr, or are at least not fixed with respect to the companion. We discuss possible explanations of the observed stellar activity in Section 8.
Latitude cover
The fractional spot coverage fs as a function of latitude is shown in Figure 20 for all maps. Latitudes above 60
• show high fs due to the large high-latitude spots. The distribution of fs above 60
• latitude is similar in D01, D08, and D09a & D09b, with maximum fs at latitudes > 70
• . In comparison, fs peaks around 65
• latitude for D04 and D06, with the flatter distribution of D05 exhibiting a peak that is consistent with D04 and D06.
At mid-latitudes of ∼ 45
• we see the apparent growth of fs over the 8 years of observations, with a peak becoming more pronounced in the plots of D08 and D09a & D09b. This may be indicative of increasing spot coverage at this latitude, however, it could also be explained by a relative decrease in the spot coverage at surrounding latitudes. Given our lack of an absolute spot filling factor, the total spot coverages between maps (given as a percentage in the top-left of each panel in Figure 20 ) are not necessarily comparable on an absolute scale, rather, they indicate the relative spot coverage for that particular map. However, given the measured spot coverage increases between D05 and D09b, we can be confident the increase of fs at 45
• latitude is indeed due to an increase in spot coverage localised to this latitude.
A common feature to all maps, excluding that of D01, is the apparent lack of spots around 30
• latitude. This is most obvious for D04, D05 and D08, as fs is lowest at this latitude, and becomes more pronounced for D06 and D09a & D09b when the systematic effects of irradiation and gravity darkening are subtracted. The lower quality of data in D01 means features at lower latitudes are more smeared out compared with other maps in our sample, and so while this feature may exist, we cannot resolve it to the same degree as in the other maps.
At lower latitudes, we see a clear increase in fs around 20
• for all maps. As previously discussed, the effects of irradiation and gravity darkening are significant at these latitudes, which makes it difficult to determine how fs varies between maps. However, even after these effects have been subtracted, we still see a persistently high-level of fs around 20
• latitude, suggesting spots at this latitude are common.
The reliability of the reconstruction of small scale features in the maps was tested with reconstructions of simulated data sets. Test maps were created using the same parameters as those for D04, D05 and D08, with a large polar spot, bands of spots at 45
• and 20
• latitude, and gravity and limb darkening. The bands of spots each contained at least 17 individual spots, with sizes ranging between 5-10
• in latitude and longitude, separated by 10-20
• longitude. Trailed spectra were created using the same phases as the original data, and representative noise was added. Maps were reconstructed from the synthetic data in the same manner as that carried out for the original data. The resulting maps of all three simulated data sets show that the polar spot and the spot band at 45
• are clearly recovered, with the spot band at 20
• becoming moderately smeared in latitude, reducing the contrast. However, the latter spots are still clearly distinct from the reconstructed noise, and so we are confident that we can reliably reconstruct features of this size at these latitudes. Furthermore, the latitudinal spread in fs due to these smeared spots has been taken into account in the analysis presented here. Figure 20 . The fractional spot coverage fs as a function of latitude for the Northern hemisphere of AE Aqr for each data set, normalized by the surface area at that latitude. The solid line shows fs for the original map, and the dotted line shows fs after subtracting fs for the simulated map (removing the effects of irradiation and gravity darkening, see Section 7.3 for details). The total spot coverage for each map is given as a percentage in the top left of each panel, where the value in parenthesis is the total spot coverage after subtracting the simulated map.
DISCUSSION
Evolution of high-latitude spots
Several high-latitude spots are seen in the maps of AE Aqr, and are labelled A-G in Figures 11-17 . There are several possible scenarios that may explain the behaviour of the dominant high-latitude spot; The largest spot in each map may be the same feature, with only its position changing between observations. Alternatively, the largest spot may not be the same feature, but instead is evolving significantly, disappearing and appearing elsewhere between maps.
In the first scenario, if the largest spot in each map (labelled A, B, D, E, F, G) is the same feature, and is able to move position, then stable spots may have a lifetime of ∼ 8 yr. However, if the largest spot must remain in a fixed position, then spots B, D and E in Figures 12-14 imply that a large, stable spot can live for ∼ 4 yr. The changing position of the dominant spot may be explained by the presence of differential rotation (DR) on the surface of the star, as measured by Hill et al. (2014) using the maps of D09a & D09b. By using the measured shear-rate, we have determined the longitude-shift for latitudes between 60-80
• over the intervals between observations. By comparing the shift in longitude due to DR with the observed change in longitude of the spot in question, we find that spot A in D01 may have shifted to the position of spot B in D04, and spot E in D06 may have shifted to the position of spot F in D08. Only the movement of the spots in these two cases may be explained by DR, with all other observed shifts being incompatible with this mechanism. It is possible that the spot C in D04 grew in area and rotated due to DR to the same position as spot D in D05, however, the spot B in D04 would then have to disappear completely in D05, which seems unlikely. Furthermore, the fact that spot F in D08 is at the same location as spot G in D09a & D09b suggests DR is unlikely to be the cause of the observed shifts. Indeed DR may primarily affect smaller spots that have magnetic flux tubes anchored closer to the surface, whereas larger spots are less affected as their flux tubes may be anchored deeper in the stellar interior.
The second scenario requires the evolution of these dominant spots over a relatively short time period. Similar behaviour, observed in other systems, has been explained by a phenomenon known as the 'flip-flop' activity cycle. In this scenario, active longitudes are present on the star. The 'flipflop' cycle occurs when the active longitude with the highest level of activity (i.e. the most spotted) switches to the opposite longitude, with cycles taking years to decades to occur (see Berdyugina 2005 for a summary). The disappearance of spot C in D04, as compared to D05, may imply the switching of dominant longitudes between observations of AE Aqr. However, the lack of at least two clearly defined active longitudes in D01, D05 and D08 suggests that this type of cycle is not present in AE Aqr. In any case, a robust detection of a 'flip-flop' cycle in AE Aqr would require a much shorter gap between observations than obtained for our sample in order to clearly track the emergence of spots at preferred longitudes.
Magnetic flux tube dynamics in close binaries
To understand why surface features are distributed as they are, and why they evolve in the observed manner, we can compare the Roche tomograms to numerical simulations of emerging magnetic flux tubes in close binary systems. Holzwarth & Schüssler (2003a) carried out such simulations, assuming that starspots are formed by erupting flux tubes that originate from the bottom of the stellar convective zone (by analogy with the Sun). Magnetic fields, believed to be amplified in the rotational shear layer (tacholine) near the base of the convection zone, are stored in the form of toroidal flux tubes in the convective overshoot layer (Schussler et al. 1994) . By studying the equilibrium and linear stability properties of these flux tubes, Holzwarth & Schüssler (2003a,b) examined whether the influence of the companion star was able to trigger rising flux loops at preferred longitudes, since the presence of the companion breaks the rotational symmetry of the star.
The authors find that while the magnitudes of tidal effects are rather small, they nevertheless lead to the formation of clusters of flux tube eruptions at preferred longitudes on opposite sides of the star, a phenomenon resulting from the resonating action of tidal effects on rising flux tubes. Pertinently, the authors establish that the longitude distribution of spot clusters on the surface depends on the initial magnetic field strength and latitude of the flux tubes in the overshoot region, implying there is no preferred longitude in a globally fixed direction. Moreover, flux tubes that are perturbed at different latitudes in the convective overshot region, show a wide latitudinal range of emergence on the stellar surface, with considerable asymmetries appearing as highly peaked fs distributions or broad preferred longitudes. In a binary with P orb = 2 d, the authors find it takes several months to years for a flux tube, perturbed from the convective overshoot region, to emerge on the stellar surface. Over this time, the Coriolis force acts on the internal gas flow and causes the poleward deflection of the tube (Schuessler & Solanki 1992) , with the largest deflection for flux tubes starting at lower latitudes, and those starting > 60
• latitude showing essentially no deflection. Such simulations are consistent with the large high-latitude spots found on AE Aqr.
Clearly the behaviour of flux tubes in a binary system is complex. However, the results of the models by Holzwarth & Schüssler (2003b) may explain the varying size, distribution and evolution of the starspots imaged in AE Aqr; Namely, the low value of fs around 30
• latitude in the maps of AE Aqr is consistent with the fact that some latitudes are avoided by the simulated erupting flux tubes. Furthermore, the variable peak of fs at high latitudes in AE Aqr may be a redistribution of magnetic energy, changing the field strength of perturbed flux tubes and causing them to emerge at different latitudes, as well as shifting in longitude. In addition, flux tube eruption at high latitudes, due to flow instabilities, leads to spots emerging over a broad longitude region -similar to the large high-latitude spots observed in AE Aqr.
A MAGNETIC ACTIVITY CYCLE?
It is unclear what the dominant dynamo mechanism is in AE Aqr. There is no clear evidence that we see a 'flip-flop' cycle, especially given the lack of active longitudes in three maps of our sample. Indeed the most prominent evidence of an activity cycle is the increase in fs at 45
• latitude over the course of the 8 years of observations, combined with the persistently high fs around 20
• latitude. The growth in spot coverage around 45
• latitude may be indicative of an emerging band of spots, forming part of an activity cycle similar to that seen on the Sun. Furthermore, the increase in fs around 20
• latitude may be a second band of spots that form part of a previous cycle. In the case of the Sun, the latitude of emergence of flux tubes gradually moves towards the equator over the course of an activity cycle, taking ∼ 11 years, with little overlap between consecutive cycles of flux tube emergence. However, simulations by Işık et al. (2011) show that stronger dynamo excitation may cause a larger overlap between consecutive cycles. Given that the high spot coverage in AE Aqr suggests a strong dynamo excitation, the presence of two prominent bands of spots may be indicative of such an overlap between cycles. However, if such a cycle were to exist, we would expect to see the higher-latitude peak move towards lower latitudes over the course of our observations. Given that we do not clearly see this, any solar-like activity cycle must take place over a timescale longer than 8 years. Saar & Brandenburg (1999) , in their study of a large sample of stars in a range of systems (including single stars and binaries), found several correlations between the duration of the magnetic activity cycle and the rotation period. Pertinently, using the fit to all stars in their sample, we estimate that AE Aqr would have a magnetic activity cycle lasting ∼ 16 years. Furthermore, we estimate a longer cycle period of ∼ 22 years by using the fit to stars defined as 'superactive' by Saar & Brandenburg (2001) . If the correlations found for other systems are also true for AE Aqr, then we may have observed less than half of an activity cycle. This is the first time the number, size and distribution of starspots has been tracked in a CV secondary. While any specific interpretation of the long term behaviour of the imaged starspots is somewhat challenging, the presence and evolution of two distinct bands of spots may indicate an ongoing magnetic activity cycle in the secondary star in AE Aqr. Hence, it is crucial we continue our study of its magnetic activity. Future maps would allow us to track the evolution of the large high-latitude spots to determine if their long term behaviour is periodic. Moreover, by tracking the evolution of the spot bands we may determine if they form part of a periodic activity cycle, and if so, the length of such a cycle could be measured, providing a unique insight into the behaviour of the stellar dynamo in an interacting binary. In addition, shorter, more intensive campaigns would allow the position of specific spot features to be tracked. This would allow further measurements of differential rotation as well as determining if meridional flows are present. The impact of tidal forces on magnetic flux tube emergence and possible quenching of mass transfer could then be assessed.
CONCLUSIONS
We have imaged starspots on the secondary star in AE Aqr for 7 epochs, spread over 8 years. This is the first time such as study has been carried out for a secondary star in a CV and, in some cases, the number, size and distribution of spots varies significantly between maps. In particular, the changing positions of the large high-latitude spots cannot be explained by differential rotation, nor by the 'flip-flop' activity cycle. At lower latitudes, we see the emergence of a band of spots around 45
• latitude, as well as a persistently high spot coverage around 20
• latitude. These bands may form part of an activity cycle similar to that seen in the Sun, where magnetic flux tubes emerge at progressively lower latitudes throughout a cycle. Furthermore, the complex distribution and behaviour of spots may be attributed to the impact of the companion WD on flux tube dynamics.
