Abstract-Saliency represents a region where viewers tend to put more focus on compared to other regions in an image or video. Although there are many saliency models available, very few exploit the saliency model based on depth video sequences. This paper proposed a saliency depth based video by utilizing selected saliency maps and fusing it into depth video sequences. The proposed saliency depth based model is used with multi-view video plus depth (MVD) and compressed using the latest High Efficiency Video Coding (HEVC) compression method. The proposed method showed a notable quality improvement on the virtual view video compared to other saliency model such as the frequency-tuned saliency model.
I. INTRODUCTION
When it comes to the development of 3D video, it is crucial to highlight contents in the video that are considered important according to the viewers. In 3D videos, it is known that high quality and realistic images takes a toll on the size of the video. Hence, this is where the proposed research will focus on, which is on the salient regions detection and compression in 3D videos without compromising the quality of the video.
A. Saliency
The human visual system (HVS) receives information that is too massive, well beyond what is capable to be processed in real-time. In order to deal with the load of information received, viewers rely on visual attention mechanism. Visual attention describes how viewers focus on only the most important elements in a scene in order to reduce complexity. There are two notable visual attention model, known as bottom-up attention model and top-down attention model [1] . Bottom-up attention model is known as a free viewing task, where it is driven by external low-level stimuli of color, luminance, orientation and motion contrast. On the other hand, top-down attention model is a task driven attention model which involves voluntary process. Top-down attention model depends on the shape, pattern and other cognitive processing related features. The two attention models interact with each other and affect the behavior of human visual. A saliency map predicts what viewers are most attracted to in a scene, based on bottom-up features that were predicted according to eye movements of the viewers [2] . Bottom-up attention model are easier to understand compared to top-down attention model. As proposed in [3] , different visual features contributes to an attentive selection of stimulus known as color, motion, orientation, depth and can be combined into a single orientation map. This combination of different stimulus is known as the saliency map. Therefore, a bottom-up attention model is determined by how different a stimulus is from its surround, in many submodalities and at many different scales. As further described in [3] , the most salient area in a scene would be an ideal attention selection. Once the most salient area is identified, the area will be computed by a winner-take all mechanism. Thus the second-highest salient area will be further identified and this will lead to a succession of sequential saliency of the visual scene. The work in [3] was conceptual until it was first implemented in [4] . The implementation in [4] involves using color, motion, orientation, and intensity cues that creates simplified visual scenes as well as complex visual scenes. The saliency model described in [2] is based on a more refined model of the implementation in [4] .
B. Multi-view Video plus Depth (MVD)
Multi-view is known as how a view is being captured from two or more aspects. As described in [5] , multi-view video coding (MVC) is an amendment to the H.264/MPEG-4 AVC video compression standard. MVC is generated by coding efficiently both the stereo and multi-view signals. Multi-view video is recognized as one of the current video format that is most suitable to use for immersive three dimensional (3D) auto-stereoscopic displays.
Several cameras are to be arranged in the correct order to ensure that all of the sequences of the multi-view video are captured properly to generate the 3D effect.
Multi-view video plus depth (MVD) is known as multiview videos that are captured together with its depth video [6] . Depth videos describe the information between the camera capturing the scene and the objects present in the scene. Depth videos are grayscale sequences where lighter color scale suggests the object being closer to the camera capturing it, while darker color hues suggest the object being further apart from the camera. A stereoscopic 3D video can be generated using Depth Image Based Rendering (DIBR) techniques by combining 2D videos with depth video, which consequently generates virtual view videos.
C. High Efficiency Video Coding (HEVC)
In the recent technology advances, 3D video has become one of the most on demand technology. According to [7] , recent reports showed that there has been an increase in the percentage of digital network traffic transmissions throughout the world relating to 3D videos that are high in quality according to spatial and temporal resolution, and color conformity. It is expected in the future for next generation displays to be able to support Ultra High Definition (UHD) resolution which has 4K x 2K resolution and beyond. It is important to have a new generation of video compression standard which has the ability of having a higher compression capability compared to the H.264/MPEG-4 AVC standard.
As there has been an increase in the production and usage of 3D video, it is important for the 3D viewing technology to be usable and acceptable well within what viewers need. Hence, the Moving Picture Experts Group (MPEG) and ITU-T Video Coding Experts Group (ITU-T VCEG) collaborated together to form the Joint Collaborative Team on Video Coding (JCT-VC) to develop the standard known as High Efficiency Video Coding (HEVC) [8] . HEVC has twice as much the data compression ratio when compared to H.264/MPEG-4 AVC at the same video quality. It has the ability to improve the video quality significantly even at the same bit rate, and may support up to 8192x4320 resolution. The first version of HEVC was formally published as an ITU-T standard in June 2013. The second version of HEVC was approved as an ITU-T standard in October 2014.
In this paper, the application of multi-view video plus depth using the latest video compression standard HEVC will be investigated. It is proposed to use a new saliency depth based video sequences with the multi-view video plus depth. The main objective of this paper is to achieve an acceptable quality of virtual view video using the proposed method. Hence, the extra feature of saliency map included in HEVC is to highlight important regions based on HVS in the 3D videos, and to test whether saliency maps have an impact on the virtual views. Furthermore, saliency maps may be useful for error resilience purposes especially to protect more on salient regions compared to non-salient regions.
The paper is organized as follows. Section 2 elaborates on the previous work that has been done relating to saliency in 2D/3D videos. Section 3 discusses in detail about the proposed saliency depth video used in this paper. Section 4 shows the experimental setup, results obtained and the discussions of the results. Section 5 gives concluding remarks of this paper.
II. RELATED WORK
The implementation of saliency maps has proven to be beneficial and valuable especially in the area of image and video processing. However, there are a lot of variations in methodologies when it comes to saliency map estimation and it may be difficult to see improvements in the quality of the image or video based on specific saliency algorithm. Therefore, in this paper the discussion will be focused on previous works done on saliency maps relating to depth video sequences, 3D videos and HEVC.
As stated in [9] , most researches on visual saliency focuses on static or dynamic 2D scenes and very few emphases on depth influences in visual saliency. The research work in [9] analyzes the major differences between 2D and 3D image pairs with a collection of a large human eye fixation database. Based on their findings, depth cues provide an improvement in performance of current saliency models. This finding was also supported in [10] , where improvements of 3D saliency models are achieved compared with 2D saliency models specifically taking account of objects in an indoor setting. In [11] , a novel computational model of visual saliency incorporating depth information was proposed. The result shows a performance gain compared to saliency models without depth cues.
Viewers are drawn to 3D videos mainly because of the pop-out region in the scene making viewers feel like being a part of the scene viewed. According to [12] , traditional visual attention model cannot be applied to analyze 3D videos as it lags depth cues information. Hence, they proposed a bottomup stereoscopic visual attention that accurately simulates human visual system. In [13] , the proposed algorithm was able to automatically detect saliency in stereoscopic video. The results showed that this method ensures the final saliency map to contain more depth impression if the video itself contains large amounts of pop-out regions. The proposal submitted by [14] also suggests that 3D saliency map outperforms 2D saliency map, as they calculate 3D depth map from 2D images using a depth learning algorithm. A comprehensive depth based computational model of visual attention for 3D images was proposed in [1] , where the proposed model contains depth saliency map created base on probability of eye-tracking data. The result in [1] also supported that better performance was observed when depth cues were taken into consideration.
The proposal submitted by [15] suggests the usage of saliency with HEVC. The proposed algorithm includes using fast mode decision (FMD) to speed up the HEVC encoder and causing the rough mode decision (RMD) in FMD to speed up local saliency detection in 2D video. Based on the saliency information included in HEVC in [16] , the quantization parameter (QP) can be controlled by using larger QP value for coding units with lower probability attention area resulting in considerable bit rate reduction without losing visual quality. In [17] , an algorithm to estimate visual saliency is proposed utilizing intra-coded frames in HEVC. The algorithm detects salient regions without the need of decoding HEVC bit streams which eases computational time.
III. MULTI-VIEW VIDEO PLUS SALIENCY DEPTH VIDEO
The research method performed in this paper involves evaluating the visual quality of MVD using a saliency depth based video sequence and compressed using HEVC. To the best knowledge of the researchers involved in this research, very few or almost none previous researches have incorporated HEVC with MVD and saliency depth based video sequence. When it comes to using HEVC, this research paper follows the proposed method in [18] but with the exception of the depth video sequences used where selected saliency maps are considered as part of the depth video sequences. MVD has an advantage when it comes to error resilience protection, as multiple depth videos may aid in protecting more salient regions compared to non-salient regions.
The aim of this research is not to create a new saliency model but to improvise established saliency maps and to incorporate it with depth video sequences. The proposed method in this research is somewhat similar to the work done in [19] , where saliency map features are first extracted from both color and depth video sequences. However what differentiates this research in comparison with [19] is that an extra feature is proposed, which is by combining the saliency maps with depth video sequences. This combination generates a fusion of depth video sequences and saliency maps.
An overview of the combined saliency depth video can be observed in Fig. 1 . The saliency map is generated using Itti's saliency model [2] , where the saliency maps can be categorized into color, motion, orientation, attention, flicker and intensity saliency map, respectively. The orientation saliency map (SM o ) is chosen for the saliency map of color video. The motion saliency map (SM m ) is chosen for the saliency map of depth video. The selected saliency maps were chosen to provide balance to the resulting saliency depth video sequence (SDV). A straightforward approach is used to merge the saliency maps with original depth video sequences (DV s ). The HVS does not have the capability to process redundant information, hence it would be desirable to reduce them. The final saliency depth video sequence (SDV) is the sum of both saliency maps, and with depth video sequence, as in
where ω 1 = ω 2 = ω 3 = ω 4 = 0.5. The HEVC video compression software comes with application tools known as encoder, decoder, renderer, and an extractor. The encoder generates a single bit stream file from input views. The bit stream file is later channeled into the decoder to generate back multiple views. The renderer is used to generate virtual views from the decoded views. The extractor tool is used to extract layers from the bit stream file. This tool is especially useful if the color bit stream and depth bit stream are required to be extracted individually. The common test configuration available in the HEVC encoder consists of 2 views, 3 views, 2 views plus depth, and 3 views plus depth.
In Fig. 2 , the test configuration used in this research is illustrated. The 2 views plus depth test configuration portraits how MVD would be used in HEVC. The renderer tool is also used in the proposed method in order to generate virtual views. The virtual views are generated by reconstructing the color video sequences and depth video sequences. It is more desirable to generate virtual views from decoded color and depth video sequences as delivering all of the views would only increase the bit rate value.
Enhanced virtual views can be generated by manipulating the parameters in the renderer tool, particularly the option of blend mode and blend hole margin. The blend mode option is a crucial part of the renderer where it is used to blend right and left images. The images could be blended either using average calculation, blending only holes from the right image, blending only holes from the left image, and blending the images by setting the base view order as the main view. The blend hole margin option takes into account the margin around the holes to be filled with other view. 
IV. EXPERIMENTS AND RESULTS

A. Experimental Setup
The test sequence selected for this research is known as 'Kendo' [20] . 'Kendo' is an indoor scene of two people performing the Japanese modern martial arts known as kendo, captured by moving cameras. The resolution of the video is 1024x768 pixels, 300 frames and with a frame rate of 30 frames/s. There are 7 cameras with 5 cm spacing capturing the scene in 'Kendo'.
In this paper, only two camera views with depth views are chosen to be encoded with HEVC, known as the views of camera 3 and camera 5 from 'Kendo'. In the test configuration of 2 views plus depth encoder, views from camera 5 for color and depth videos were set to be view input 0 and view input 1, correspondingly. Views from camera 3 for color and depth videos were set to be view input 2 and view input 3, respectively. The test sequences are encoded using HEVC version HM 12.2 [21] . The encoding parameter is set according to original configuration file setting of 3D HEVC for 2 views plus depth video. The QP value is set to a varying value of QP 25, QP 30, QP 35, QP 40 and QP 45.
As illustrated in Fig. 1 , the saliency maps of 'Kendo' video sequences is first obtained by using Itti's saliency model, out of which only the orientation saliency map from the color video is chosen and the motion saliency map is chosen for depth video. After the saliency maps have been chosen, they will be combined together as in (1) and also later combined with depth video sequences as in (2) . This generates the proposed saliency depth video sequences, as shown in Fig. 3 .
The color video sequences and the proposed saliency depth video sequences will then be encoded and decoded using HEVC according to 2 views plus depth setting parameter to mimic using MVD with HEVC. Consequently, the output of the compression method yields two view color sequences and two view depth sequences. The compressed view will later be channeled to the renderer tool to generate virtual views. The renderer in HEVC is capable of generating 5 views for 2 view plus depth configuration, as showed in Fig. 4 . 
B. Results and Discussion
An objective evaluation is performed by calculating the peak signal-to-noise ratio (PSNR) of the proposed method with original video sequences that has not been added with saliency depth video. For evaluation and comparison purposes, the frequency-tuned saliency model based on [22] is also used in accordance with the proposed method. The virtual view chosen for evaluation purposes in this research comes from view 3, as illustrated in Fig. 4 . Only view 3 is chosen as it represents the center camera view. The results obtained from the objective evaluation of virtual view are tabulated in Table  1 , and the graphical representation is shown in Fig. 5 . According to Fig. 5 , it can be observed that the quality of the proposed method outperforms the frequency-tuned saliency model by at least 21 %. When compared to original videos without including saliency cues, the original video outperforms the quality of the proposed method. But according to [23] , the proposed method which PSNR value ranges between 30 dB and 32 dB, still falls under acceptable value of lossy video compression, which is between 30 dB and 50dB. The subjective quality comparison of the virtual view between the compressed original video and compressed proposed method is shown in Fig. 6 . In Fig. 7 , it shows the comparison between the compressed proposed method and the compressed frequency-tuned saliency model. The virtual view chosen for this subjective quality is from view 3, as mentioned earlier. In Fig. 6 , there are no significant differences between the proposed method and the original virtual view. This goes to show that the proposed method while giving a lower quality objectively, still manages to portrait an acceptable quality subjectively. In Fig. 7 , a notable difference in terms of video quality can be seen where for the frequency-tuned saliency model, blockiness can be detected especially on moving objects in the video unlike the proposed method where the virtual view video is much smoother and less blocky. This difference can be detected clearly in the example shown in Fig. 7 . 
CONCLUSION
This research paper presents the application of multi-view video plus depth using saliency depth video with the latest compression technique known as HEVC. The proposed method in this paper suggests using selected saliency cues together with depth maps in order to generate a refined saliency depth based video. According to the experimental evaluation, the proposed method of multi-view video plus saliency depth video shows notable improvement in both the objective and subjective evaluation based of the virtual view video compared to frequency-tuned saliency model. In the future work of this research, it is intended to further explore on error resilience method based on the proposed saliency depth video in order to protect salient regions in 3D videos especially in error-prone environments.
