Tsunami damage, fragility, and vulnerability functions are statistical models that provide an estimate of expected damage or losses due to tsunami. They allow for quantification of risk, and so are a vital component of catastrophe models used for human and financial loss estimation, and for land-use and emergency planning. This paper collates and reviews the currently available tsunami fragility functions in order to highlight the current limitations, outline significant advances in this field, make recommendations for model derivation, and propose key areas for further research. Existing functions are first presented, and then key issues are identified in the current literature for each of the model components: building damage data (the response variable of the statistical model), tsunami intensity data (the explanatory variable), and the statistical model that links the two. Finally, recommendations are made regarding areas for future research and current best practices in deriving tsunami fragility functions (see Discussion, Recommendations, and Future Research). The information presented in this paper may be used to assess the quality of current estimations (both based on the quality of the data, and the quality of the models and methods adopted) and to adopt best practice when developing new fragility functions.
INTRODUCTION
Tsunami are long propagating waves generated by large scale underwater displacements (eg. earthquake, underwater explosions), or aerial impacts (eg. landslides), which travel at high speeds across large bodies of water. When they reach coastal areas, large tsunami can inundate up to several kilometers inland causing many deaths and costly damage or destruction to buildings and infrastructure in the coastal region. Figure 1 shows a widely accepted definition of risk to natural hazards in the built environment (Crichton, 1999) applied to tsunami. Following recent large tsunamis (e.g., Indian Ocean, 2004; Chile, 2010 and Japan, 2011) significant resources have been dedicated worldwide to improve tsunami hazard models (Suppasri et al., 2016) . This has resulted in significant advances being made in the identification of tsunamigenic earthquake sources and their activity (Yamazaki and Cheung, 2011; Satake et al., 2013) , and in the modeling of tsunami propagation and inundation both numerically (Synolakis et al., 2008) and experimentally (Rossetto et al., 2011; Goseberg et al., 2013; Foster et al., 2017) . Less effort has been dedicated to the prediction of damage to the built environment from tsunami inundation and the accurate evaluation of tsunami risk. While some vulnerability assessment methods may directly relate probable losses to tsunami intensity (direct vulnerability), more detailed assessments (indirect vulnerability) separate the assessment of likely building damage (fragility assessment) from the estimation of losses due to that damage (the loss model), as shown in Figure 2 . Fragility (sometimes referred to as "physical vulnerability") relates an indicator of building damage to a measure of the tsunami intensity at the location of each considered building.
Fragility functions are a family of cumulative distribution functions that provide the probability of a given type of building exceeding specified damage states (where each individual curve represents a specific damage state, such as "collapse" or "heavy damage") over a range of values of a tsunami intensity measure (TIM, e.g., inundation depth). In order to derive fragility functions, three components are required: damage data, tsunami inundation data, and the statistical model linking them (i.e., a representation of the mean damage exceedance probabilities and the associated uncertainty). There are in the literature a small number of tsunami damage functions, which relate a TIM directly to mean damage (Ruangrassamee et al., 2006; Valencia et al., 2011) ; however, these do not consider aleatoric uncertainty at a given TIM value so can be considered superseded by fragility functions, and so they will not be considered further. Vulnerability functions relate a TIM directly to financial loss or casualties (Berryman, 2005; Reese et al., 2007; Masuda et al., 2012 ) though very few exist in the literature (due partly to challenges in obtaining financial data), and so the remainder of this paper will focus only on fragility functions.
Functions can be classified according to how the damage data are gathered (regardless of how the inundation data are gathered) (D' Ayala et al., 2013; Rossetto et al., 2014) . Empirical fragility functions derive damage data from post-tsunami assessments (or physical experiments); judgment-based functions derive damage estimates from expert elicitation; analytical functions use numerical simulations of structural damage (Dias et al., 2009; Park et al., 2013; Kircher and Bouabid, 2014; Macabuag and Rossetto, 2014) ; and hybrid functions use a combination of these techniques. FIGURE 2 | Example fragility functions. IM, intensity measure; DS, damage state. The y-axis represents the probability of damage exceedance for each damage state (P{ds < DS} versus IM).
Empirical fragility functions make up the overwhelming majority of the available functions, and so will be the focus of this paper.
The field of tsunami fragility assessment is relatively new when compared to seismic fragility, and there are, therefore, many lessons that can be learned from the seismic field. However, tsunami fragility assessment has access to damage data of better quality (primarily from the 2011 Great East Japan Earthquake and Tsunami) and so new statistical approaches have been developed that would not have been feasible using currently available earthquake damage datasets. Tarbotton et al. (2015) give a review of existing literature on tsunami fragility curves, noting trends and comparing existing fragility curves in order to highlight variability in the mean function across a range of studies. However, they do not provide guidance on how to interpret and tackle such variability, nor draw on literature from other fields (such as earthquake engineering), nor include the most recent research that has made significant leaps forward in areas such as critical assessment of the statistical models, multivariate methods, treatment of missing data, and quantification of uncertainty in both the explanatory and response variables of the fragility functions. Note that the terminology used by Tarbotton et al. (2015) to classify fragility functions is different to that of the Global Earthquake Model (GEM), though to be consistent with best practice functions will be classified as empirical or analytical as per the GEM guidance throughout this paper.
The present review provides the most comprehensive review of existing studies to-date and provides a deeper understanding of what drives the epistemic (systematic) uncertainty in existing models, and how to practically reduce it, focusing on sources of uncertainty which can be addressed. Key empirical fragility models from existing literature have been chosen for this purpose, representing a variety of locations, events, statistical approaches, intensity measures, and building stocks most commonly investigated. Drawing upon experience of a similar exercise for the development of the GEM compendium, this paper formulates recommendations consistent with the established best-practice in the seismic field (PAGER, GEM).
The aim of this paper is to collate and summarize existing empirical tsunami fragility functions for buildings, to outline limitations and significant advances in the field, and to propose key areas for further development. The information presented in this paper will allow the reader to assess the quality of current estimations (both based on the quality of the data, and the quality of the models and theories adopted), and to adopt best practice when developing new fragility functions and, therefore has significant implications for those using, assessing, or developing empirical tsunami fragility functions.
EXISTING EMPIRICAL TSUNAMI FRAGILITY FUNCTIONS
Empirical fragility functions are based on observed damage data from tsunami events. Table 1 shows existing empirical tsunami fragility functions for the 1993 Japan tsunami, 2004 Indian Ocean tsunami, 2009 Samoa Tsunami, and 2010 Chilean Tsunami. Table 2 shows existing empirical tsunami fragility functions for the 2011 Japan tsunami.
In Tables 1 and 2 , TIM indicates the TIM assigned to each building, discussed in detail in Section "The Explanatory Variables: Tsunami Intensity Measures" (h, inundation depth; v, velocity; F, drag force; MF, momentum flux; MMF, moment of momentum flux, F QS , a new proposed quasi-steady force estimate). The explanatory variable data-source describes how the TIM was determined for each building (sim., numerical inundation simulation). The response-variable data-points indicate the number of buildings in the study (− = data not given in the reference, Aggr. = aggregated, note that all data are aggregated when used in OLS models, see Model Quality). Response variable data-source indicates how damage data were collected (remote = satellite or aerial imagery, survey = visual inspection in the field). #DS indicates number of damage states (including DS0, so that #DS = 2 indicates 1 fragility curve, generally collapse). The model column indicates the statistical model describing the fragility function (OLS = standard linear model with parameters estimated via ordinary least squares (OLS), generalized linear model (GLM) using maximum likelihood parameter estimation with various link functions, see Section "Model Quality").
It can be seen that there are many more fragility functions derived from data for the 2011 Japan tsunami (19 fragility functions) than for all previous tsunamis combined (11 fragility functions), which is indicative of the unprecedented quantity and quality of data that have become available following the 2011 Japan tsunami. Furthermore, it can also be seen that the majority of damage data from the 2011 Japan tsunami which has been used in fragility functions is from field surveys, again due to the unprecedented scale of the surveys conducted, such as that conducted by Japan's Ministry of Land Infrastructure Tourism and Transport (MLIT) which provided a database of all of the houses (over 200,00) within the tsunami inundation zone.
Existing fragility functions cover several construction types, including engineered structures in Japan (RC, steel, masonry, and timber), and primarily non-engineered structures of Thailand, Indonesia, and Samoa. Some studies consider construction year (Amakuni and Terazono, 2011; Suppasri et al., 2014) and number of stories (Suppasri et al., 2013 , though most do not make this distinction. The majority of studies use normal or lognormal models with OLS parameter estimation, with improved models (e.g., GLM) becoming more widely used in more recent studies.
Alongside the published studies presented in Tables 1 and  2 , there are also substantial proprietary investigations carried out by commercial catastrophe risk modeling companies using confidential insurance loss information. While these cannot be included in this paper, the comprehensive review and recommendations presented here are of significance to modelers and model developers interrogating or developing these proprietary functions.
A critical review of this literature is now presented according to the three fundamental components of tsunami fragility functions. Building damage data are discussed in Section "The Response Variable: Building Damage Data, " tsunami intensity data in Section "The Explanatory Variables: Tsunami Intensity Measures, " and the statistical model that links the two in Section "Model Quality. " Finally, recommendations are made regarding areas for future research and current best practices in deriving tsunami fragility functions.
THE RESPONSE VARIABLE: BUILDING DAMAGE DATA
Fragility functions express the probability that a building may reach or exceed a set of damage states, for a given value of a TIM (e.g., inundation depth). Damage states represent the response variable in regression analysis, and each curve of a family of fragility functions represents a different damage state. This section sets out the criteria that an optimal damage scale should meet for fragility function derivation and discusses the current literature in relation to these criteria, highlights shortcomings in damage data collection, and highlights that currently used building classifications miss features of the building that make it vulnerable to tsunami. 
Damage Scale
Damage scales define the set of damage states into which tsunamiaffected buildings are classified. McCullagh and Nelder (1983) states fundamental rules that damage scales must follow, and Hill and Rossetto (2008) proposed a ranking system for "scoring" existing seismic damage scales based on the key characteristics required for use in loss modeling. The rules and characteristics relevant for tsunami fragility function derivation are shown in Table 3 and the damage mechanisms to be captured by fragility functions are defined and characterized in Table 4 . All of the fragility functions derived from data for the Great East Japan Earthquake and Tsunami (Table 2 ) use the damage scale proposed by the Japan Cabinet Office (2013) shown in Table 5 . The damage scale in Table 5 (and many of the scales presented in Table 1 ) violates the first rule set out by McCullagh and Nelder (1983) (CH1.1, Table 3 ). For example, buildings with inundation below the ground floor ceiling (DS3) could also experience collapse (DS5). Therefore, surveyors inspecting a building that falls into multiple damage state categories is presented with a subjective choice as to which damage state to assign. Charvet et al. (2014a,b) highlight that the descriptions of DS5 and DS6 also violate the second rule (CH1.2, Table 3 ). The damage scale in Table 5 also does not directly address global and local damage nor distinguish between structural and non-structural damage but instead shows an assumed direct correlation between the hazard intensity (inundation depth in this case) and damage in that depth is specified directly in the damage state descriptions for DS1-DS4, and so structural response is not actually considered by these definitions.
The shortcomings of the damage scale in Table 5 have implications for the uncertainty in the observations for empirical studies and, therefore, raises questions about the reliability of existing functions derived from data for the Great East Japan Earthquake and Tsunami (Table 2) . Furthermore, the remaining building damage scales that can be found in the literature for tsunami Adapted from McCullagh and Nelder (1983) (CH1.1 and CH1.2) and Hill and Rossetto (2008) (all other characteristics) . The definitions of "global," "local," and "non-structural," damage are given in Table 4 .
( 
Damage Data: Quality and Collection Method
Empirical building damage data post-tsunami is collected either via ground survey (visual inspection), or remotely (aerial or satellite photography). Remote sensing allows for the rapid collection of large amounts of data. However, the limitation on satellite remote sensing damage surveys is that the only detectable damage state is often "total collapse" (and where intermediate damage Suppasri et al. (2014) . This damage scale violates several of the rules set out in McCullagh and Nelder (1989) , so it is not proposed that this scale be used in future studies.
and intermediate damage states, though they take more time than remote sensing. Ground surveys can be conducted by surveyors with different levels of training and expertise. They are commonly carried out for purposes other than the construction of fragility functions (e.g., for safety evaluations) hence they may not record appropriate damage. Further sources of uncertainty are introduced due to the typical issues highlighted in Table 6 . In the case of an earthquake-generated tsunami where damage is surveyed in the near-field regions, it is likely that the earthquake has damaged buildings before the tsunami's arrival. Park et al. (2013) considered previous seismic damage in an analytical study of tsunami fragility. However, for empirical studies, it is difficult to separate tsunami-induced damage from earthquake-induced damage, which creates bias in the data and so likely affects the applicability to estimating tsunami-only risk (e.g., for far-field tsunamis) for all of the fragility functions derived from the 2011 Japan tsunami to some degree.
Empirical fragility functions can be very specific to the location from where the damage data were gathered. Suppasri et al. (2014) and Charvet et al. (2014b) compare fragility functions formed using data from areas within the same city (Ishinomaki, Japan) but with different topographies. Narita and Koshimura (2015) separate building damage data by location according to four broad factors: bathymetric features, distribution of buildings, coastal protection facilities, topographic features. Such studies show that fragility functions cannot typically be generalized or applied to similar structures in a different geographical location.
Empirical fragility studies based on field measurements all face the issue of data analysis with missing attributes, and existing studies [e.g., Suppasri et al. (2013) ] generally conduct completecase analysis, i.e., they remove any partial data, such as buildings of unknown material, from their fragility analysis. However, this may lead to a loss of statistical power, loss of precision, and introduction of bias if the missing data are informative. Missing data can be assigned to one of three categories [Ware et al. (2012) ]: Missing Completely At Random (MCAR), Missing At Random (MAR), or Missing Not At Random (MNAR). MCAR refers to the case where the data are missing purely by chance. MNAR refers to the case where the missing information is related to the reason that the information is missing (e.g., if wooden buildings had been removed from the dataset because they were wooden). MAR refers to the case where the information is not MCAR but can be accounted for by using other attributes. The only study to analyze and treat missing data before conducting fragility function derivation is Macabuag et al. (2016a) . All other studies that produce fragility functions for various building classifications based on data from existing fragility functions may be susceptible to bias introduced by the removal of incomplete data-entries. 
Building Classification
In order for the fragility results to be representative of the different structural responses to tsunami loading, typically buildings are classified according to structural properties and analysis is carried out on each class separately. Suppasri et al. (2014) considers structural material, height, occupancy, and date of construction (concluding that date of construction did not greatly affect tsunami performance). All other existing studies consider structural material only. However, the building classifications are not consistent between studies. For example, Tinti et al. (2011) divides masonry buildings into five sub-classes of structures with varying construction materials and numbers of stories, and Valencia et al. (2011) consider two types of masonry-structures (class B and C). Fragility functions from different studies can often not be compared for this reason. The purpose of a building classification system is to allow buildings to be grouped according to their likely performance in the case of tsunami, i.e., so that they can be represented by a single set of fragility curves. Current building classes that have been used in tsunami fragility studies are based on classification systems for earthquakes and do not take into account the building characteristics that make buildings susceptible to damage from tsunami (e.g., openings, soil type, foundation type, cladding system). This means that they may cluster together buildings that will perform differently in tsunami, into the same building class. For example, an RC structure with and without large openings will behave very differently in tsunami, or a structure founded on piles verses one on raft foundations may behave very differently even if it has the same superstructure. Therefore, a building classification system that accounts for the features of the building that make it vulnerable to tsunami (so grouping buildings of similar performance together) is presented in Section "Assessment/Improvement of the Quality of Building Damage Data. "
THE EXPLANATORY VARIABLES: TIMs
Tsunami intensity measures (represented as the x-axis of fragility curves) should provide the best possible representation of the damage potential of the tsunami. In this respect, they can be considered as trying to represent the structural demand that a given tsunami places on the building being investigated. However, existing studies vary in their selection of TIMs and derivation of intensity data. This section, therefore, compares the various TIMs used in the literature, highlights challenges in their methods of derivation, and highlights that the optimal TIM depends on the particular dataset being used.
Summary of Intensity Parameters
Tsunami-induced building damage can arise due to hydrostatic forces (including buoyancy), hydrodynamic effects (drag and bore impact), and debris (impact and damming), and the severity of these effects are determined by a number of flow parameters.
The majority of existing tsunami fragility curves adopt only the local maximum inundation depth as the TIM (Tables 1  and 2) , often because it is the most readily definable parameter from post-tsunami surveys [e.g., residue lines in houses, Suppasri et al. (2012a,b) ] and can be calculated from numerical inundation simulations more accurately than other flow parameters (discussed below, Section "Determination of Inundation Parameters"). Flow depth is indeed the main parameter driving lateral hydrostatic forces, buoyancy forces, and it also determines the size of debris that can be carried by the flow. However, a wide range of velocities (and so hydrodynamic forces) can exist for a given inundation depth, and indeed various studies have indicated that the sole use of inundation depth does not adequately describe observed damage at higher damage states (Charvet et al., 2014a; Macabuag et al., 2016a,b) . Note also that various definitions and names for inundation depth can be found in the literature [water level (Reese et al., 2007) , inundation depth (Inoue et al., 2007) , tsunami depth, or water depth (Tanaka et al., 2007) ], and so caution should be exercised when referring to these studies.
Flow velocity influences the hydrodynamic force, the surge force, the debris impact, and damming forces. Studies that have compared TIMs have generally concluded that velocity alone is less effective than depth as an indicator of damage for buildings for the datasets investigated (Koshimura et al., 2009a,b; Macabuag et al., 2016a) . However, velocity is often used to calculate the fluid force TIMs shown in Table 7 .
Froude number indicates the flow regime such that Fr < 1 indicates sub-critical flow (where the flow velocity is less than the wave velocity and so behaves in a slow or stable way) and Fr > 1 indicates choked or supercritical flow (where flow is dominated by inertia forces, so behaving as a rapid or unstable flow). Macabuag et al. (2016a) is the only study to consider Froude Number as a TIM and found it to be a poor indicator of building damage when used alone, for the dataset considered. However, Froude Number is used to calculate the quasi-steady force discussed below (Qi et al., 2014; Foster et al., 2017) , and recommend using different fragility curves for flow conditions characterized by high and low Froude numbers.
Momentum flux is proportional to hydrodynamic form-drag (Table 7 ) and so they can be considered equivalent TIMs [i.e., fragility functions derived from momentum flux and drag force will give identical goodness-of-fit results, Macabuag et al. (2016a) ]. Park et al. (2014) compares damage estimates for a case-study town in the USA using fragility functions for depth, velocity, and momentum flux, concluding that velocity and momentum flux provide the most realistic damage estimates, though this is only based on a qualitative visual assessment of damage locations and the authors acknowledge that this conclusion must be verified with field data. are the only empirical study to consider moment of momentum flux in their fragility curves. Note that nearly all current studies that consider force are using the standard drag equation (all except Macabuag et al. (2016a) , below, and who additionally consider moment of momentum flux), however, this does not account for alternative estimations, such as equivalent hydrostatic methods (MLIT, 2011), bore impact (Robertson and Riggs, 2011) , or changes in flow regime (Qi et al., 2014; Foster et al., 2017) . Macabuag et al. (2016a) derived fragility functions using an equivalent quasi-steady force proposed by Qi et al. (2014) and 
TIM Description
Inundation depth Peak observed or simulated inundation depth (h peak ) at each building location.
Flow velocity
Peak velocity Peak velocity (v peak ), generally calculated from numerical simulation as the vector sum of the velocity components in the directions of the two orthogonal axes of the 2D flow calculation.
Froude number A measure of flow velocity non-dimensionalized by the gravity-wave velocity:
Fluid forces
Momentum flux A vector in the direction of flow, of magnitude equal to the mass-flow per unit area:
Form drag
The force exerted on an object (per unit width perpendicular to the direction of flow) due to the movement of a surrounding fluid of density ρ:
is a function of the object shape and orientation
Moment of momentum flux
The product of momentum flux and inundation depth, considered a proxy for the overturning moment induced by the flow:
Alternative steady-state force estimation considering choked and sub-critical flow for a body of width b in a channel of width w:
-λ is a function of hydrostatic and form drag coefficients, and up-and down-stream Froude Numbers. -Frc is a function of drag coefficient and blockage ratio (b/w).
See Foster et al. (2017) for calculation procedure.
In-flow debris A measure of whether a building is thought to have been struck by large debris. Tables 1 and 2 show which existing studies use each TIM.
All TIMs represent a peak value measured at each building location.
shown by Foster et al. (2017) to represent the force of a tsunami inundation on buildings. It is evaluated via two different flow regimes determined by Froude number. The equations relate depth, velocity, and blockage ratio (building width/channel width) to the force. Increasing the blockage ratio generally has the effect of increasing the force on the structure, and readers are referred to Qi et al. (2014) for the calculation procedure. Macabuag et al. (2016a) found that measures of force appear to provide the most efficient TIMs, if the inundation simulation from which they are derived is sufficiently accurate, or simulated velocity can be validated, and, furthermore, that flow regime (indicated by Froude number) appears to be a significant consideration when conducting fragility assessments, or quantifying tsunami-induced forces on structures. Debris impact has been shown to have a significant influence on tsunami-induced damage and has been considered in fragility function derivation by Charvet et al. (2015) , Macabuag et al. (2016b) , Reese et al. (2011) . However, all current studies simply use a binary indicator defining whether a building is thought to have been impacted or not, and further work is needed in order to more fully capture the characteristics of the likely forces imposed by debris on the structure.
Overall, the literature does not show a consensus as to which flow parameter is the most appropriate TIM to estimate fragility, though Macabuag et al. (2016a) proposed a rigorous methodology for determining the optimum TIM for any given dataset.
Tsunami magnitude is not considered a TIM as it is a function of offshore wave characteristics only and is not building specific. Run-up is also not considered a TIM as it is not building-specific, though it can be used to estimate building-specific inundation depths.
Not all tsunami loads and effects are necessarily captured by any single TIM used in the current literature ( Table 7) . For example, duration of immersion (and number of waves) is not captured in existing TIMs. This is significant as additional waves provide multiple impulsive impacts on the structure, the structure experiences load-reversal due to both the inflow and draw-down, and increases degradation of non-engineered structural materials (e.g., wood). Scott and Mason (2017) propose multi-hazard intensity measures considering both seismic and tsunami demand in a single parameter, though this concept has not been explored for fragility analysis. In fluvial flood modeling, Kreibich et al. (2009) compare Flood Intensity Measures of depth, velocity, momentum flux, and energy head according to the Bernoulli Equation, concluding that for fluvial flooding depth and energy head have the strongest correlation with observed damage, although it is acknowledged that a much larger sample size is required in order to draw conclusive results.
Froude Number and all of the force TIMs presented in Table 7 are all complex TIMs that represent information of both depth and velocity. However, even a complex TIM may not capture all the relevant tsunami information necessary to predict structural damage, and so it would be beneficial to consider additional intensity measures simultaneously. Multiple regression techniques allow for several intensity measures to be included in the model simultaneously. Charvet et al. (2015) and De Risi et al. (2017a,b) generate fragility surfaces considering depth and velocity simultaneously (Figure 3) , both concluding that such multiple regression models are more accurate than considering either TIM in isolation. However, surfaces are currently seldom used in practice for quantitative loss estimation and it is always the aim to develop a "parsimonious model" (the best model for the fewest predictors) as using additional intensity measures requires more data points and difficulties of obtaining these additional tsunami parameters must be overcome. 
Determination of Inundation Parameters
For the derivation of fragility functions, the flow conditions at each building location (i.e., the TIM values) must be measured or estimated. These flow conditions may be obtained from posttsunami field surveys, or they can be calculated using empirical flow estimation methods or numerical inundation modeling techniques. Calculation of onshore flow, by either empirical or numerical methods, requires information of offshore conditions obtained by modeling propagation from source to the coastline. Source and deep-sea propagation modeling is beyond the scope of this study, but methods of inundation estimation based on offshore conditions will be briefly discussed here, as the accuracy of the resulting TIM values directly impacts the reliability of the final fragility functions.
Field Surveys
In post-tsunami field surveys, flow depth can be measured using for example local water marks, or debris hanging on trees. If flow depth cannot be measured directly from an affected building (for example, the building has been washed away) various interpolation methods can be employed to estimate parameters between observation location (Mas et al., 2012; De Risi et al., 2017a,b) , though there will be error introduced by the interpolation. Note that run-up may also be obtained from field surveys in order to validate numerical inundation results, either by direct observation immediately post-tsunami or by examining tsunami deposits, particularly for historic tsunamis.
Flow velocity is difficult to determine from observations in sufficient accuracy and resolution (EEFIT, 2006; Reese et al., 2007) , and so is always calculated numerically for fragility function derivation. However, observation methods are often used to validate numerical results (Adriano et al., 2016) .
Tsunami-induced forces on buildings have never been directly measured, and although some studies have attempted to estimate tsunami forces from observed damage to onshore structures (Tokyo University and BRI, 2011; Chock et al., 2013) , force-related TIMs for fragility analysis have always been based on numerical inundation modeling.
Empirical Flow Estimation
Several studies and guidelines provide empirically based approaches for the estimation of onshore depth, velocity, and force.
Inundation depth values used in existing empirical fragility studies have all been derived using either field surveys or numerical modeling, and all velocity values obtained from numerical modeling. However, empirical methods may be used to verify numerical results in specific locations. These empirical methods include, for example, empirical formulae to estimate run-up from off-shore flow parameters ], formulae provided by FEMA (2012) for determining the peak depth and velocity field from the run-up, or the energy grade-line method proposed by ASCE 7-16 (Kriebel et al., 2017) using offshore tsunami amplitude and run-up maps to define peak onshore depth and velocity fields.
However, depths and velocities are obtained, all of the fragility studies using any measure of force as a TIM generally use empirical formulations to estimate forces (Table 7) based on the peak depth and velocity flow-fields.
Numerical Inundation Modeling
Numerical modeling of tsunami inundation can provide estimates of onshore flow conditions across large areas as well as at single sites but poses a complex problem in computational fluid dynamics. Inundation models can vary in complexity from detailed 3D models considering flow around individual buildings to simplified 2D models modeling built-up areas using a roughness factor and making assumptions regarding the depth distribution of velocities and pressures (Table 8) . Tables 1 and 2 show which existing fragility studies obtain TIMs from numerical inundation. Where simulation has been used, simplified 2D models have been utilized as detailed topographical data are often lacking, and more complex models are still prohibitively costly in computation time and the required resources in accurately modeling a location with all buildings and obstacles to the required resolution. The required TIMs are calculated for each grid, and for each timestep, though over a large inundation area this would represent a prohibitively large dataset, and so only peak TIM values are retained. Existing studies using a force-related TIM (and Froude Number) all rely on empirical formulae to calculate force from depth and velocity. Peak depth and peak velocity generally do not occur at the same time (Chock, 2016) , so peak force should not be calculated from the peak values of depth and velocity, but instead force should be calculated at each timestep with the peak force value over the inundation duration being retained for each calculation grid.
Numerical inundation estimates are seen to be highly sensitive to the uncertainties/inaccuracies in the initial properties of the tsunami (shape and total energy), the near-shore bathymetry, the effect of wave breaking, the on-shore topography, the effect of buildings and other obstacles, which may move or alter throughout the inundation period. Furthermore, while it is possible to validate simulated inundation depth results, there is generally insufficient velocity observation data to conduct a meaningful validation (Macabuag et al., 2016a,b) . Park et al. (2013) compare simulated depth, velocity, and momentum flux values to experimental results, and Park et al. (2014) conduct a sensitivity analysis of the same TIMs to friction coefficient and modeling software. Both studies find that a change in simulation parameters can lead to small changes in depth, but result in much greater changes in velocity and momentum flux (e.g., they report a 15% change in depth corresponded to a change in velocity and momentum flux of 95% and 208%, respectively).
Therefore, the reliability of the existing fragility functions based on velocity or force is very dependent on the accuracy of those inundation models, which is determined by a number of factors. such as quality/reliability/resolution of the topography/bathymetry data, quality/reliability of the source and propagation models, the software used, the resolution of the calculation grid, and so on.
MODEL QUALITY
Fragility functions are derived by applying statistical model fitting techniques on building damage data. They are expressed as a function of the chosen TIMs for the purpose of making damage predictions under future tsunamis. In this context, statistical model fitting assumes that the probability of damage exceedance P DS is a function of the TIM:
In Eq. 1, ds is the observed damage state and DS the classification label given by the damage scale.
Three types of statistical models have been used in the literature:
• Linear models that utilize linear least squares regression-most commonly applied in fragility studies (Tables 1 and 2 ), • GLM (e.g., Reese et al., 2011; Charvet et al., 2014a; Muhari et al., 2015; Macabuag et al., 2016a,b; De Risi et al., 2017a,b) , • Generalized Additive Models (Macabuag et al., 2016a,b) .
This section describes methods of statistical model fitting and model diagnostics used in tsunami fragility studies to date, highlighting potential shortcomings of each method as well as potential solutions and proposed best-practice.
Traditional Fragility Estimation: Simple Linear Regression
Lognormal cumulative distribution functions have been the most popular form of tsunami fragility functions in the literature. This approach is typically attractive given the following three properties of this distribution This has become a standard assumption, however, not well justified in the literature [e.g., "The capacity of the structure is generally assumed to be lognormally distributed" (Valencia et al., 2011) ; "(. . .) we develop the fragility functions for structural damage and casualties throughout the statistical analysis under the assumption that they can be represented by normal or lognormal distribution functions (. . .)" (Koshimura et al., 2009a,b) ].
However, this distribution applies to a continuous response and, therefore, is not a suitable representation of discrete, classified outcomes such as a damage scale.
Simple linear regression applies when only one explanatory variable at a time can be considered as the TIM (i.e., for defining curves rather than functions of multiple TIMs, such as fragility surfaces). When a lognormal distribution is assumed, the fragility function or expected probability of damage exceedanceP DS is expressed as follows:
The parameters μ and σ of the distribution can be estimated using least squares regression by linearizing equation (2), where Φ is the normal distribution function:
Unfortunately, this model is unable to deal with probabilities of 0 and 1 (the inverse normal distribution function does not converge for those values), thus disaggregated data cannot be analyzed directly. The data need to be aggregated into bins across the TIM to define a total number of buildings (across all damage states), and the number of buildings corresponding to each damage state DS. The observed probability of damage is then calculated as follows:
However, aggregation introduces uncertainty: for example, the distribution of the TIM within each bin is unknown, which may affect the shape of the curve, or the number of points in all bins may not be equal. In addition, data aggregation does not prevent some bins from having either a very low or a very high number of damaged buildings, which means that probabilities of 0 and 1 may still exist in the dataset. This issue is usually overcome by dismissing the corresponding data points and has consequences on model performance (Charvet et al., 2014a; Macabuag et al., 2016a) .
New Fragility Estimation: GLM

Overview
The aforementioned issues associated with linear models have been addressed in recent research, by using a different class of models, namely GLM. GLMs relax many of the assumptions associated with linear regression and allow the response variable to follow various distributions (McCullagh and Nelder, 1989) . Contrary to linear models, GLMs provide a better representation of the post-tsunami data because:
1. Discrete probability distributions (binomial or multinomial)
can be used directly to model discrete outcomes, such as a damage level. 2. The linearity assumption (which may not hold) between the response and the explanatory variable (TIM) is relaxed through the use of a linear predictor. 3. More than one TIM can be included in the linear predictor, thus the model is not limited to one explanatory variable. 4. Model fitting does not require aggregation of the observations. 5. If only aggregated data are available, the binomial distribution can be used directly, without the need of a weighting system.
Parameter Estimation
In GLM regression, the assumption that the explanatory variable x is linearly related to the probability of damageP DS is relaxed by using a linear predictor η, which relates the probability of damage to all J available explanatory variables x j through a link function g:
Equation 5 is the systematic component of the model, where μ k represents the expected damage probability function (i.e., fragility function) for each k non-zero damage level. θ 0,k and θ j,k are the parameters of the model to be estimated through maximum likelihood estimation (McCullagh and Nelder, 1989; Myung, 2003) , commonly abbreviated as MLE.
In Eq. 5, g is the link function relating the linear predictor to the mean of the chosen distribution and can take one of the following forms for discrete outcomes:
This model requires the response to be expressed in terms of the counts of buildings that have been damaged to a level equal or exceeding a predetermined damage state. The response can be considered to follow either a binomial or multinomial distribution for every level of intensity, and the random component of the model is the chosen distribution.
Logistic regression is the name given to GLM regression when the distribution is assumed binomial and the link function is the logit. It is appropriate when we assume the response variable is binary. However, the ordered nature of damage states is not represented. This may lead to inconsistent results, such as fragility functions that cross (Figure 4, left panel) , implying DS k+1 is reached before DS k as the intensity measure increases. Multinomial or Ordinal regression are both used when the response variable is defined as a categorical outcome, or classification; however, ordinal regression is a method specific to cases where such outcome is ordered (1, 2, 3. . .etc.) , resulting in the socalled cumulative link model. In ordinal regression, θ j,k (the rate of change of response probability for a unit increase in x j ) is fixed across damage levels (θ 1,k = θ 1 ), which preserves response ordering. Figure 4 , right panel shows the fragility curves obtained using an ordinal model on the same sample data as in Figure 4 , right panel. Table 9 summarizes the components and concepts behind GLM regression.
Generalized Additive Models and Non-Parametric Models
One key assumption made in GLMs is that all explanatory variables are linearly related through the predictor (Eq. 5), which may not be the case. If rigorous diagnostics reveal that the chosen GLM do not provide a satisfactory fit to the data, alternative methods such as general additive models (GAM) or non-parametric regression can be used (Macabuag et al., 2016a) .
Generalized additive models [developed by Hastie and Tibshirani (1990) ] are semi-parametric models that fit GLMs in a piecewise regression system with a number of separation points (or knots). While there are dangers in using non-parametric and semiparametric methods for prediction purposes due to overfitting (Chandler, 2014) , methods for overcoming this issue are demonstrated in Macabuag et al. (2016a) . Rossetto et al. (2014) recommend that GAMs can be used if the data do not have a strictly monotonic trend which can be captured by GLMs, and when the data are densely distributed in the available TIM range (>100 data points). The reader is referred to Wood (2006) for detailed instruction on the fitting of GAMs.
When all assumptions cannot be met, an alternative approach is to use non-parametric regression, as non-parametric regression does not require a set of assumptions to be met for the results to be accurate and meaningful. The local polynomial kernel method is presented in Rossetto et al. (2012) , this approach consists in using a well-known function (kernel) which is successively centered on each data point and uses a number of surrounding data points (bandwidth) to estimate the resulting function. Kernels are typically used as smoothers in signal processing (Schuenemeyer and Drew, 2011) . The issue with this approach is the final, curve is very sensitive to the choice of bandwidth if the latter is too small, the resulting function will pick up unnecessary local variations in the data, if it is too large, the trend might be too general. Therefore, if all parametric alternatives fail to provide a satisfactory FIGURE 4 | Left-Crossing Fragility Functions-An unrealistic result which can be rectified by using ordinal regression. Here, the binomial logistic model has been fitted to a representative sub-sample of the data used in Charvet et al. (2014b) for illustrative purposes. Right-The same data analyzed using ordinal regression. The cross-over cannot take place. 
Random component (i.e., statistical distribution)
Link function g (see also Eq. 6 to 8) Logit (canonical link), probit or complementary loglog
Note that in existing literature J (the number of TIMs) is generally 1, with the exception of Charvet et al. (2014a) , for which J = 3 [x 1 = tsunami flow depth, x 2 = velocity, and x 3 = building class (dummy coded variables {0,1})]. * Note also that because the theoretical multinomial response gives the probability of damage being smaller than or equal to a given level, the exceedance damage probability will be obtained by using the complimentary cumulative distribution, i.e., P (ds
fit to the data non-parametric regression can be a useful alternative.
Model Diagnostics
Unfortunately, the evolution of fragility studies applied to tsunami induced damage is still at an early stage and adequate model assessment is seldom carried out. This leads to the impossibility of identifying sources of uncertainty in the probability estimations, thus preventing model improvement. In order for fragility results to be exploited further, it is necessary to perform model diagnostics to reveal if the model used gives a satisfactory representation of the data, identify sources of uncertainty, and assess the adequacy of the systematic and random components.
Diagnostics of Linear Models
For such models, the goodness-of-fit is typically assessed by reporting the value of the coefficient of determination, or R 2 [e.g., Gokon et al. (2010) and ]. However, this assessment of model performance is insufficient in the light of the shortcomings previously outlined in this section.
In addition, when using any form of parametric regression, assumptions should be systematically validated as part of the analysis, as they can be easily violated . Linear regression requires several assumptions to be met (Chatterjee and Hadi, 2006) , which are typically not checked in practice.
Diagnostics of GLM
For binomial models, it is necessary to graphically examine the model errors (or Pearson residuals, McCullagh and Nelder, 1989) for each curve, which may reveal: Model accuracy (the proportion of correctly classified outcomes) can be used as a quantitative indicator of the performance of the model. It is directly related to the prediction error rate (the proportion of incorrectly classified outcomes). Charvet et al. (2015) propose a penalized accuracy measure (accounting for the distance between observed and expected outcomes) estimated through 10-fold cross-validation, which provides a quantitative assessment of goodness-of-fit of the model and an indication of predictive power. This methodology was applied by Macabuag et al. (2016a) to assess model performance, as well as prevent overfitting with the use of GAMs.
FIGURE 5 | Expected versus observed probabilities after fitting a multinomial model to the building damage data used in Charvet et al. (2014b) , for 1 storey timber buildings. The green, light blue, dark blue, and red color codes correspond respectively to DS1, DS2, DS3, DS4 and over, as per damage descriptions in Table 6 . A good fit is indicated by counts following closely the 45 line. Measures such as the AIC (Akaike Information Criterion) or likelihood ratio tests based on deviance for nested models are useful measures for model comparison. These can only be used to compare two models that have been fitted on the same data and with the same choice of statistical distribution:
• The likelihood ratio test can be used to assess whether a model with more parameters provides a significantly better fit in comparison to a simpler model with less parameters (i.e., nested models). For example, it can be used to assess whether a model with an additional explanatory variable fits the data significantly better. It can also be used to test the relative goodness-of-fit of the multinomial model compared to the ordinal model, its simpler alternative. Indeed, in an ordinal model, the free parameters for each class are fixed, which leads to a smaller number of parameters in comparison with the multinomial alternative (see Table 9 ).
• The AIC (Akaike, 1974) can be used, for example, to compare two identical models but differing only by their link function. It can also be used for nested models. The AIC can be calculated as follows:
In Eq. (9), −2ln(L) is the model's deviance (a measure of the model error), p is the number of parameters in the model, φ is the dispersion parameter (a function of the model's variance), and L is the likelihood function (McCullagh and Nelder, 1983) . The model that provides the best fit to the data is the model with the smallest AIC.
Various options for model configuration and selection method are presented in Table 10 .
Further Considerations for Statistical Modeling
Sample Size
A low number of data points may lead to a spuriously well-fitted model (over-prediction). While a minimum sample size must be used to yield reliable results, little guidance is available on its determination .
Comprehensive studies on the topic of sample size have been carried in the context of linear regression, although these considerations also apply to the context of generalized linear modeling. In the context of simple or multiple regression such as linear regression, a rule of thumb states there should be no less than 50 data points for a regression, with the number increasing with larger numbers of independent variables. VanVoorhis and Morgan (2007) and Green (1991) provide a more detailed guidance in the context of regression analysis, based on power considerations.
Leveraging on the results from Cohen (1988) , Green (1991) provides power tables that give the required sample size according to the number of predictors and expected effect size, i.e., the strength of the relationship between the predictor(s) and the response. If we assume that, for example, the damage state of a building is strongly related to the tsunami flow depth (i.e., the effect size is large), and flow depth is the only available predictor variable, the aforementioned power table recommends a minimum of 24 points. It should be noted that this study focused on the analysis of data for behavioral sciences, such thresholds should be investigated in the context of the typical relationships expected in physical sciences. Other studies have recommended to use anything from a minimum of 10 (Miller and Kunce, 1973; Harrell et al., 1985; Bartlett et al., 2001; Babyak, 2004) to a minimum of 100 (the case of small effect size or large number of predictors in Green, 1991) or even 200 data points (Guadagnoli and Velicer, 1988; Nunnally and Bernstein, 1994) . Ideally, the analyst should carry out their own sensitivity study prior to fitting a statistical model, the minimum number of data points required to construct a vulnerability or fragility function depending on the level of uncertainty the analyst is willing to accept.
However, the scarcity of data is often a limitation and current rules-of-thumb have to be used.
In the case of fragility curves for earthquakes, a minimum of 100 observations is recommended and at least 30 of them should have reached or exceeded a given damage state (Noh et al., 2014) , with the data points spanning a wide range of TIM values. Although there is a reasonable starting point to guide tsunami fragility function derivation, research is needed to assess the minimum sample size for tsunami fragility.
Aggregation of Data
When data are aggregated over bins of the TIM (such as flow depth), it is assumed that the distribution in each bin is normal or uniform (as the value of TIM for each bin is taken as its median). This definition affects both the shape of the function and the confidence intervals. For instance, Valencia et al. (2011) generated 0.1 m wide bins from minimum to maximum flow depth recorded. Similarly Koshimura et al. (2009b) generated 0.2 m bins in order to separate the building damage data into groups of roughly equal size. The definition of bins of arbitrary sizes (x-axis) typically leads to an inconsistent number of buildings in each sample, without the model accounting for points of different weights. This issue may be addressed by weighting the N i data points in each sample. However, if both a large and small number of data points are used, i.e., 10 < N i < 100; the smaller samples will not have any influence on the curve and may have to be removed . Data are also aggregated, at the collection stage, by location, by damage level, or by building class. Aggregation of data over real areas, including variable inundation depths introduces significant uncertainty in the TIM (x-value) at any specific location (Koshimura et al., 2009a) . Charvet et al. (2014a,b) found the analysis of the 2011 Japan tsunami damage data aggregated over Japan led to a significant amount of uncertainty in the results, and Macabuag et al. (2016a) quantified the uncertainty related to data aggregation by showing a clear reduction in predictive accuracy of the model. Finally, data from different sources (for example, different events or survey teams) are often grouped and analyzed as a single entity. This practice does not account properly for all sources of uncertainty. In such cases, it is appropriate to use generalized linear mixed models. These models introduce a random intercept for each group in Eq. (5) to explicitly account for the group (event or survey) as an explanatory variable . Macabuag et al. (2016a) demonstrate techniques to classify missing data and complete the database accordingly (Table 11) . Where data are identified as MCAR complete-case analysis may be conducted without introducing bias in the results. For data that are MNAR, complete-case analysis would introduce bias and missing data cannot be estimated, and so the dataset must be supplemented with additional information to address this issue before fragility analysis can be conducted. For data that are MAR, the missing data may be estimated by Multiple Imputation (MI) techniques. MI involves replacing missing observed data with substituted values estimated multiple times via stochastic regression models built on the other attributes (used as explanatory variables), with all of the imputations being combined in order to derive the final estimate (Rubin, 1987) . Figure 6 demonstrates the effect of bias due to completecase analysis on fragility function derivation. Macabuag et al. (2016a) , therefore, recommends that existing fragility assessments should be re-examined for potential bias if they have been based on complete-case analysis of data subsets (e.g., construction material). Missing at Random Not MCAR or MNAR Estimate missing data using MIs techniques FIGURE 6 | The effect of ignoring incomplete datasets. Dashed-lines show curves formed using complete-case analysis for steel and RC buildings from the 2011 Japan Tsunami (i.e., ignoring all buildings for which the construction material was unknown). Solid lines show a range of mean curves for the imputed dataset (i.e., with building material for "unknown" buildings estimated using MI). Colours indicate the individual damage states, from light damage (dark green) to collapse (red). (Adapted from Macabuag et al., 2016a) .
Missing Data
DISCUSSION, RECOMMENDATIONS, AND FUTURE RESEARCH
Existing tsunami fragility functions are concisely presented in Tables 1 and 2 , which summarize the key features of the damage datasets, inundation datasets, and statistical models used by each Table 1 . In order to compare and combine fragility functions it is important that consistent terminology is used, and so recommended terminology has been presented for tsunami risk and vulnerability (Figure 1) , and the various methods for presenting damage and loss estimates. The key issues with existing studies, as identified in previous sections, are summarized in Table 12 . This section provides recommendations on both the assessment of existing fragility functions and the derivation of new fragility functions.
Assessment/Improvement of the Quality of Building Damage Data
In order to compare and combine fragility functions, a unification of building classifications for tsunami fragility analysis is needed. Following the example of the seismic building classifications recommended by the GEM (Brzev et al., 2013) , it is recommended that tsunami building classifications follow the building attributes that govern performance under tsunami loading as summarized in Table 13 .
Similarly, unification of tsunami damage scales is required and many of the issues highlighted with existing damage scales have been addressed by Fraser et al. (2013) [adapted from EEFIT (2006) ] who propose improved damage scales, based on the familiar EMS-98 damage scales, for RC, steel, and timber. This damage scale only goes part way to fulfilling the needs of a damage scale suitable for use in the future development of tsunami fragility functions from both empirical and analytical approaches.
Specifically, it includes descriptions of visual damage but does not define a set of engineering demand parameter thresholds that can be used to determine a building's damage state from an analysis of its tsunami response using software. Hence, research is still required in order to deliver an appropriate damage scale, adhering to the rules set out in Table 3 , for use in fragility function derivation.
Typical issues associated with post-tsunami damage data collection have been summarized in Table 6 . To obtain more reliable field-survey, data measures must be taken to limit uncertainties due to combining data from surveyors of differing experience, errors in survey forms, or combination of data from different surveys. It is, therefore, necessary to develop universal guidance for tsunami damage data collection. Consistent and adequate training for surveyors is required but may be difficult to achieve for large-scale disasters where a large number of surveyors from different professional backgrounds will be deployed rapidly in the immediate aftermath of the disaster. An example of guidance used for Japanese surveyors following the 2011 Tohoku earthquake and tsunami is presented in EEFIT (2013).
So as not to introduce biases in the data, it is also important to include all buildings in a survey and not segregate data collected to damaged buildings only. Aggregation of data (by location) must also be limited where possible, so as to reduce uncertainty when pairing damage and inundation data. It is recommended that incomplete data are investigated and treated as per Macabuag et al. (2016a) .
As empirical fragility functions have been shown to be very sensitive to the location from where their damage data were collected, in order to quantify fragility in the many at-risk locations around the world without available damage data, analytical methods for fragility function derivation based on structural analysis are required.
Assessment/Improvement of the Quality of Tsunami Intensity Data
Although inundation depth is used as the only TIM for the majority of existing tsunami fragility functions, this does not capture all of the relevant tsunami information necessary to predict structural damage. Therefore, for future studies numerical modeling should be conducted in order to obtain TIMs other than depth (validated against values measured or inferred from observations). If the inundation simulation from which they are derived is sufficiently accurate, then force estimates often provide the most efficient TIMs. These and other additional TIMs should be compared and the optimal defined for a given dataset according to the methodology set out in Macabuag et al. (2016a) .
Fragility functions incorporating multiple TIMs (e.g., fragility surfaces), should be considered also.
Debris has been shown to significantly affect the fragility of buildings, and further research is needed to fully capture the damage potential that debris presents.
The reliability of the existing fragility functions based on velocity or force is very dependent on the accuracy of the inundation models on which those TIMs are based. Reviewing current best-practice for numerical inundation modeling is outside the scope of this paper, but it is recommended that the quality of inundation models used in existing studies be examined against Suppasri et al. (2014) .
a number of factors, such as quality/reliability/resolution of the topography/bathymetry data, quality/reliability of the source and propagation models, the software used, the resolution of the calculation grid, and so on. In order to improve the accuracy of numerical inundation models, better understanding is needed of tsunami near and onshore processes and on the determination of actions on structures. Physical experiments can give an insight into the complex processes involved in flow-structure interactions onshore, however, most large-scale laboratory facilities to-date do not allow for the reproduction of some keys characteristics of tsunami, such as their wavelengths. Some work on tsunami forces has been done using solitary waves or similar, but results involving long (shallow water) waves is limited. This leads to a lack of experimental validation of current fragility and damage relationships. There are several studies to address this gap (Rossetto et al., 2011; Charvet, 2012; Lloyd and Rossetto, 2012; Foster et al., 2017) , and this area should be the focus of further research to improve the accuracy of inundation models and the understanding of tsunami-effects on buildings, both crucial for accurate fragility function derivation.
Assessment/Improvement of the Quality of Statistical Modeling
It is recommended that data aggregation be avoided and that missing data be classified and treated prior to regression analysis, as set out in section "Model Quality. "
A case is made to show that existing fragility studies using GLMs are more reliable than those employing linear models with linear least squares parameter estimation. The optimal model configurations for a given dataset can be determined using the tests shown in Table 10 . Semi-parametric GAMs may also be used if overfitting is avoided using the cross-validation methods outlined in Macabuag et al. (2016a) . If all parametric alternatives fail to provide a satisfactory fit to the data non-parametric regression can be a useful alternative.
For new studies, missing data should be analyzed and treated as set out in Table 11 and it is recommended that existing fragility assessments should be re-examined for potential bias if they have been based on complete-case analysis of data subsets (e.g., construction material).
It is recommended that uncertainty of the mean fragility curves should always be presented and one such technique is to confidence intervals derived by bootstrap methods as outlined in Charvet et al. (2014b) . Furthermore, rigorous diagnostics of the final model should be employed in order to assess likely model accuracy.
Multivariate regression can be achieved using GLM regression techniques and any number of intensity measures can be included in the model. However, it is always the aim to develop a "parsimonious model" (the best model for the fewest predictors) as using additional intensity measures requires more data points, and difficulties of obtaining these additional tsunami parameters must be overcome. In addition, the representation of a fragility surface in more than three dimensions (i.e., with more than two TIMs) is challenging and it is necessary to find a representation method giving interpretable and useful results.
CONCLUSION
This paper collates and summarizes existing empirical tsunami fragility functions for buildings, to outline limitations and significant advances in the field, and to propose key areas for further development. A number of key issues and recommendations for each component of tsunami fragility functions have been presented (damage data, tsunami intensity data, and the statistical model).
The information presented in this paper may be used to assess the quality of current estimations (both based on the quality of the data, and the quality of the models and theories adopted), and to adopt best practice when developing new fragility functions. This paper, therefore, has implications for those using, assessing, or developing tsunami fragility functions.
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