A Bernoulli random variable is the indicator function of an event or, in other words, a discrete random variable whose only possible values are zero and one. If X ∼ Be(p), P (X = 1) = 1 − P (X = 0) = p.
Normal distribution
Arguably the most used (and abused) probability distribution. Its density is
with expected value µ and variance σ 2 .
Beta distribution
The support of a Beta distribution is the interval (0,1). For this reason it is often used as prior distribution for an unknown probability. The distribution is parametrized in terms of two positive parameters, a and b, and is denoted by B(a, b). Its density is .
A multivariate generalization is provided by the Dirichlet distribution.
Gamma distribution
A random variable X has a Gamma distribution, with parameters (a, If a > 1, there is a unique mode at (a − 1)/b. For a = 1, the density reduces to the (negative) exponential distribution with parameter b. For (a = k/2, b = 1/2) it is a Chi-square distribution with k degrees of freedom, χ 2 (k). If X ∼ G(a, b), the density of Y = 1/X is called Inverse-Gamma, with parameters (a, b), and we have E(Y ) = b/(a − 1) if a > 1 and Var(Y ) = b 2 /((a − 1) 2 (a − 2)) if a > 2.
Student-t distribution
If Z ∼ N (0, 1), U ∼ χ 2 (k), k > 0 and Z and U are independent, then the random variable T = Z/ U/k has a (central) Student-t distribution with k degrees of freedom, with density
It is clear from the definition that the density is positive on the whole real line and symmetric around the origin. It can be shown that, as k increases to infinity, the density converges to a standard Normal density at any point. We have
If T ∼ T (0, 1, k), then X = µ + σT has a Student-t distribution, with parameters (µ, σ 2 ) and k degrees of freedom; we write
Let (X, Y ) be a bivariate random vector. If X|Y = y ∼ N (µ, (n 0 y) −1 ), and Y ∼ G(a, b), then we say that (X, Y ) has a Normal-Gamma density with parameters (µ, n
Multivariate Normal distribution
A continuous random vector Y = (Y 1 , . . . , Y k ) ′ has a k-variate Normal distribution with parameters µ = (µ 1 , . . . , µ k ) ′ and Σ, where µ ∈ R k and Σ is a symmetric positive-definite matrix, if it has density
where |Σ| denotes the determinant of the matrix Σ. We write
Clearly, if k = 1, so that Σ is a scalar, the N k (µ, Σ) reduces to the univariate Normal density.
We have E(Y i ) = µ i and, denoting by σ i,j the elements of Σ, Var(
Several results are of interest; their proof can be found in any multivariate analysis textbook (see, e.g. Barra and Herbach; 1981, pp.92,96) .
where A is a n × k matrix, then X ∼ N k (Aµ, AΣA ′ ). 2. Let X and Y be two random vectors, with covariance matrices Σ X and Σ Y , respectively. Let Σ Y X be the covariance between Y and X, i.e.
Suppose that Σ X is nonsingular. Then it can be proved that the joint distribution of (X, Y ) is Gaussian if and only if the following conditions are satisfied: (i) X has a Gaussian distribution; (ii) the conditional distribution of Y given X = x is a Gaussian distribution whose mean is
and whose covariance matrix is
Consider a set of n independent and identically distributed observations taking values in a finite label set {L 1 , L 2 , . . . , L k }. Denote by p i the probability of an observation being equal to L i , i = 1, . . . , k. The vector of label counts X = (X 1 , . . . , X k ), where X i is the number of observations equal to L i (i = 1, . . . , k) has a Multinomial distribution, whose probability mass function is
where p = (p 1 , . . . , p k ) and the counts x 1 , . . . , x k satisfy the constraint x i = n.
Dirichlet distribution
The Dirichlet distribution is a multivariate generalization of the Beta distribution. Consider a parameter vector a = (a 1 , . . . , a k ). The Dirichlet distribution Dir (a) has k − 1-dimensional density
Wishart distribution
Let W be a symmetric positive-definite matrix of random variables w i,j , i, j = 1, . . . , k. The distribution of W is the joint distribution of its entries (in fact, the distribution of the k(k + 1)/2-dimensional vector of the distinct entries). We say that W has a Wishart distribution with parameters α and B (α > (k − 1)/2 and B a symmetric, positive-definite matrix), if it has density
is the generalized gamma function and tr(·) denotes the trace of a matrix argument. We write W ∼ W k (α, B) or just W ∼ W(α, B). We have
The Wishart distribution arises in sampling from a multivariate Gaussian
In fact, the Wishart distribution is usually parametrized in n and Σ, as in the expression above; then the parameter n is called degrees of freedom. Note that E(W ) = nΣ. We used the parametrization in α and B for analogy with the Gamma distribution; indeed, if k = 1, so that B is a scalar, then W 1 (α, B) reduces to the Gamma density G(·; α, B).
The following properties of the Wishart distribution can be proved. Let W ∼ W k (α = n/2, B = Σ −1 /2) and Y = AW A ′ , where A is an (m×k) matrix of real numbers (m ≤ k). Then Y has a Wishart distribution of dimension m with parameters α and 1 2 (AΣA) −1 , if the latter exists. In particular, if W and Σ conformably partition into
where W 1,1 and Σ 1,1 are h × h matrices (1 ≤ h < k), then
This property allows to compute the marginal distribution of the elements on the diagonal of W ; for example, if k = 2 and
1,1 /2), where σ 1,1 is the first element of the diagonal of Σ. It follows that w 1,1 /σ 1,1 ∼ χ 2 (n). Then,
More generally, it can be proved that
+µ has a p-variate Student-t distribution, with parameters (µ, Σ) and k > 0 degrees of freedom, with density
. We write X ∼ T (µ, Σ, k). For p = 1 it reduces to the univariate Student-t distribution. We have
Multivariate Normal-Gamma distribution
Let (X, Y ) be a random vector, with X|Y = y ∼ N m (µ, (N 0 y) −1 ), and Y ∼ Ga(a, b). Then we say that (X, Y ) has a Normal-Gamma density with parameters (µ, N 
B Matrix algebra: Singular Value Decomposition
Let M be a p × q matrix and let r = min{p, q}. The singular value decompoproperties:
If M is a square matrix, D is a diagonal matrix. If, in addition, M is nonnegative definite, then D ii ≥ 0 for every i. In this case one can define a diagonal matrix S by setting
It can be shown that if M is also symmetric, such as, for example, a variance matrix, then M = U S 2 U ′ . M is invertible if and only if S ii > 0 for every i. The SVD has many applications in numerical linear algebra. For example, it can be used to compute a square root 1 of a variance matrix M , i.e., a square matrix
it is enough to set N = SU ′ . The inverse of M can also be easily computed from its SVD, provided M is invertible. In fact, it is immediate to verify that M −1 = U S −2 U ′ . Note also that S −1 U ′ is a square root of M −1 . More generally, for a noninvertible M , a generalized inverse M − is a matrix with the property that M M − M = M . The generalized inverse of a variance matrix can be found by defining the diagonal matrix S − ,
and setting
In package dlm the SVD is used extensively to compute filtering and smoothing variances in a numerically stable way, see Wang et al. (1992) sition (SVD) of M consists in a triple of matrices (U, D, V ) with the following Zhang and Li (1996) for a complete discussion of the algorithms used. For example, consider the filtering recursion used to compute C t . The calculation can be broken down in three steps:
Suppose (U C,t−1 , S C,t−1 ) are the components of the SVD of C t−1 , so that C t−1 = U C,t−1 S 2 C,t−1 U ′ C,t−1 and N W,t is a square root of W t . Define the 2p × p partitioned matrix
and let (U, D, V ) be its SVD. The crossproduct of M is
Since V is orthogonal and D 2 is diagonal, (V, D 2 , V ) is the SVD of R t and we can set U R,t = V and S R,t = D. Now consider a square root N V,t of V
Premultiplying by U R,t and postmultiplying by U ′ R,t we obtain
The expression for C −1 t follows from the formulas in Proposition 2.2 by applying the general matrix equality
in which A and E are nonsingular matrices of orders m and n and B is a m × n matrix.
Since U R,t V is the product of two orthogonal matrices of order p, it is itself an orthogonal matrix. Therefore
gives the SVD of C −1 t : the "U " matrix of the SVD of C −1 t is U R,t V and the "S" matrix is D. It follows that for the SVD of C t we have U C,t = U R,t V and S C,t = D −1 . 
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