A binary random multicyclic sequence is determined by a Boolean function of r variables and r independent binary random cyclic sequences with period lengths m 1 , . . . , m r . We obtain the limit distribution of the number of 1's per cycle of a multicyclic sequence in the case when the numbers m 1 , . . . , m r → ∞ and the number of 1's for each sequence has its own limit distribution.
Introduction
Let there be r binary vectors x j = (x (j) 0 , . . . , x (j) m j −1 ), j = 1, . . . , r, of mutually prime lengths m 1 , . . . , m r . Each vector x j represents a cyclic sequence of values used as arguments of the Boolean function f (y 1 , . . . , y r ), j = 1, . . . , r. The multicyclic sequence determined by the Boolean function f is constructed by the rule z t = f x (1) t(m 1 ) , . . . , x (r)
where t(m) = t mod m. We assume that the function f (y 1 , . . . , y r ) essentially depends on all its arguments y 1 , . . . , y r . If the vectors x 1 , . . . , x r are output sequences of some random generators (see, e.g., [1, 2, 3] ) and we consider them to be the content of shift registers, then the multicyclic sequence of the form (1) describes the output sequence of a combining generator [1, 2] . A simple example of such a generator is the Pohl generator for which f (y 1 , . . . , y r ) = y 1 ⊕ . . . ⊕ y r (hereinafter, ⊕ denotes the addition operation modulo 2) (see [4] ).
The multicyclic sequence (1) is purely periodical with a period (possibly, not minimal) of length L = m 1 m 2 . . . m r .
The number of 1's per cycle (any segment of length L of the sequence (1)) is equal to
This variable is uniquely determined by the number of 1's in the cells of generator registers. Such a formula for Pohl generator (f (y 1 , . . . , y r ) = y 1 ⊕. . .⊕y r ) was derived by Mezhennaya and Mikhailov [5] . In the general case (for arbitrary f ), the corresponding formula was obtained by Mezhennaya and Mikhailov [6, 7] . Bilyak and Kamlovskii [1, 2] got a similar result for the output sequence of the combining generator.
Some results on periodicity properties of the output sequence of the combining generator are contained in [3] . The properties of the letter frequencies in the sequences produced by filtering generators which have relatively similar properties and applications in coding theory are studied by Kamlovskii [8] , Dai, Feng, Liu, and Wan [9, 10] , and Niederreiter [11] .
Well-known results describe (see, for example, [12] ) the linear complexity of linear recurrent sequences, which can be assumed as register content. The properties of binary-exponent alternating sums [13] are required to study the probabilistic characteristics of sequence (1) . The problem of the frequency characteristics of linear recurrent sequences, random number generators, and, in particular, sequences constructed according to rule (1) , turned out to be less studied.
Mezhennaya and Mikhailov in [5] obtained a wide spectra of limit theorems for the number ξ of 1's per cycle of the output sequence of the Pohl generator, when m 1 , . . . , m r → ∞ and the number of registers r remains fixed or tends to infinity, and the registers contain mutually independent equiprobably distributed random variables. The Pohl generators with registers containing mutually independent segments of non-equiprobable Bernoulli sequences were considered in [14] .
The distribution of the number of 1's in a random multicyclic sequence determined by a Boolean function (of arbitrary form) with mutually independent vectors x 1 , . . . , x r with uniformly distributed on {0, 1} and possibly dependent letters was considered by Mezhennaya and Mikhailov in [6] . The paper [7] was devoted to a similar problem for the vectors x 1 , . . . , x r with independent components that have an arbitrary distribution on {0, 1}.
The present research completes and summarizes a series of research papers by the authors. We obtain a generalization of the results for the number ξ of 1's in the cycle of the sequence (1) based on only the assumption that the numbers of 1's in each of the vectors x 1 , . . . , x r (with proper normalization) have their own limit distributions, and the vectors x 1 , . . . , x r are mutually independent. Previously, assumptions about the asymptotic normality of the number of 1's in the generator registers [5, 7, 14] or, moreover, assumptions on the independence and identical distribution of letters in the cells of generator registers [5, 14] were used.
In the future, it is also interesting to obtain limit distributions for the numbers of tuples and runs with a given structure in a sequence of the form (1) (see, e.g., [15, 16, 17, 18, 19] ).
Limit theorem
We denote the numbers of 1's in the vectors x j = (x (j) 0 , . . . , x (j) m j −1 ) by s j , j = 1, . . . , r, and suppose that the joint distribution of the binary vectors x j , j = 1, . . . , r, and the Boolean function f satisfy the following conditions.
Condition 1. Let the binary vectors
. . , r, be random and mutually independent, and let there be the numbers a 1 , . . . , a r and b 1 , . . . , b r > 0 such that the random variables j = b −1 j (a j − 2s j ) converges in distribution for m j → ∞ to some proper random variable η j , j = 1, . . . , r.
Condition 2. Let for m 1 , . . . , m r → ∞ the numbers a 1 , . . . , a r , b 1 , . . . , b r vary so that
Let
where W f (z) is a Walsh-Hadamard coefficient of the function f (see [21, p. 59] ):
r is a binary vector in which the components with the numbers {j 1 , . . . , j k }, 1 ≤ k ≤ r, are 1's, and the remaining components are 0's, wt(f ) is the weight of the function f (see [21, p. 59] ), and |A| is the cardinality of the set A. We assume that the sum over the empty set is 0.
Condition 3. A number q : 1 ≤ q ≤ r exists such that
Remark 1. Theorems 2 and 3 of [6] and Theorem 1 of [7] are special cases of Theorem 1.
Proof of Theorem 1
We cite the formula from the paper [7, Lemma 1, formula (3)] which establishes a linkage between the number ξ of 1's per cycle of the sequence (1) and the numbers s 1 , . . . , s r of 1's in the vectors x 1 , . . . , x r :
Since
then it follows from (6) that
We expand the brackets and rearrange the terms in the right-hand side of (7) to select the free term and the coefficients fors j 1 . . .s j k . We start with the free term. Obviously, it is equal to the following:
Now we separate the coefficient fors j . Each such coefficient is formed only by the terms in which there is an index j in the products on the right-hand side of (7) . As a result, we obtain the following coefficient:
(We assume that the product over an empty set is 1). Similarly, the coefficient for the product ofs j 1 . . .s j k is equal to
Next, we perform the transformations similar to those that led to the expressions (8) and (10) . Thus, from (7) we obtain the following equality:
where
Considering the notation (4), (5) , and (12), the formula (11) can be rewritten as
According to Condition 1 the terms of the exterior sum for k ≤ q − 1 on the right-hand side of (13) are of the order o(1). Hereinafter, the entries of the form ζ 1 = o(t) and ζ 2 = O(t) mean that, for t → ∞, the value of ζ 1 t −1 tends in probability to zero, and the value of ζ 2 t −1 is bounded in probability.
Then, from the conditions (2) we get the following dominant term of the right-hand side of (13):
where, according to Condition 1, the remainder R(f ) can be estimated as
Consequently, if m 1 , . . . , m r → ∞ the formula (15) results in the following:
From Condition 2, we find that, for m 1 , . . . , m r → ∞, there is a limit relation of the form
Therefore, it remains bounded, and b j q+1 /m j q+1 = o(1). Thus, R(f ) = o(1), and from (14) and Condition2 for m 1 , . . . , m r → ∞, we derivẽ
Under the conditions of Theorem 1 for
thus, it follows from (2) that the random variable on the right-hand side of (16) has the same limit distribution as the random variable V q . The proof of Theorem 1 is complete.
Some examples
We assume that the registers contain mutually independent binary random letters, but their distributions may not be equiprobable for one or several registers. Let η 1 , . . . , η r be mutually independent random variables, each of which is distributed by the standard normal law. Example 1. We consider the function f 1 of r = 2 variables of the form f 1 (u 1 , u 2 ) = u 1 ⊕ u 2 . For it, we have W f 1 (1 (1,2) ) = 4 and W f 1 (z 1 , z 2 ) = 0 as (z 1 , z 2 ) = 1 (1, 2) . According to the formula (3)
If registers contain equiprobably distributed random letters, then α i = 0 and β j = 0, i, j = 1, 2. Thus, in (4) B 2 1 = 0, B 2 2 > 0 and Condition 3 is satisfied for q = 2. Therefore, ξ converges in distribution to V 2 = 2η 1 η 2 as in [5] .
If i ∈ {1, 2} : α i = 0 exists then Condition 3 is satisfied for q = 1, and the limit distribution is a normal distribution corresponding to the random variable
A similar result holds for the linear function of r variables of the form f 1 (u 1 , . . . , u r ) = u 1 ⊕ . . . ⊕ u r . For this function, we have W f 1 (1 (1,2,. ..,r) ) = 2 r and W f 1 (z 1 , . . . , z r ) = 0 as (z 1 , . . . , z r ) = 1 (1,...,r) . Thus, if registers contain equiprobably distributed random letters, then β 1,...,r = − 1 2 · 2 r = 2 r−1 and all β j 1 ,...,j k = 0 for 1 ≤ k ≤ r − 1. Thus, q = r in Condition 3 and ξ converges in distribution to V r = −2 r−1 η 1 . . . η r .
Example 2.
We consider the function f 2 of r = 2 variables of the form f 2 (u 1 , u 2 ) = u 1 u 2 . For this function, we have W f 2 (1 (1,2) ) = −2 and W f 2 (1 (j) ) = 2, j = 1, 2. According to the formula (3)
If α i = 1, i = 1, 2, then B 2 1 > 0 in (4) , and Condition 3 is satisfied for q = 1. Consequently, ξ converges in distribution to V 1 = (1−α 2 )η 1 +(1−α 1 )η 2 ρ 2 ρ 1 , which has a normal distribution with zero mean and variance ( 
Particularly, if registers contain equiprobable random letters (α i = 0, i = 1, 2), then the distribution of ξ converges to the normal distribution with zero mean and variance 1 + ρ 2 2 /ρ 2 1 .
Example 3. As in Example 1, we consider a balanced Boolean function of three variables f 3 (u 1 , u 2 , u 3 ) = u 1 u 2 ⊕ u 3 . For this function, we have
According to (3)
The sum B 2 1 = 3 j=1 β 2 j > 0, if α 3 = 0 or (1 − α 1 )(1 − α 2 ) = 2. Hence, q = 1 in Condition 3. In that case the limit distribution of ξ is the normal distribution corresponding to the random variable
For example, in the equiprobable case, we have
It is not difficult to see that in this case B 2 2 > 0 (q = 2 in Condition 3), and the number ξ of 1's converges in distribution to the random variable
In this case, the distribution of V 2 is formed by the product of two independent centered normal random variables with different variances. Condition 3 for q = 3 cannot be satisfied for the function f 3 and any distribution of the random letters in the registers.
Conclusion
The present research completes and summarizes a series of research papers by the authors.The generalization of the results of Mezhennaya and Mikhailov [6, 7] for the limit distribution the number ξ of 1's per cycle of the random binary multicyclic sequence determined by Boolean function is obtained. The conditions of the limit theorem contain only the assumption that the numbers of 1's in each of the vectors x 1 , . . . , x r (with proper normalization) have their own limit distributions when their lengths tend to infinity, and the vectors x 1 , . . . , x r are mutually independent. Previously, assumptions about the asymptotic normality of the number of 1's in the generator registers or assumptions on the independence and identical distribution of letters in the cells of generator registers [5, 14] were used.
