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Because the dynamic model of a system predicting its evolution is usually inaccurate, the actual behaviors may deviate significantly from the predicted ones. Thus, acquiring accurate knowledge of the physical model is essential to ensure satisfactory performance of MPC controllers. Owing to the well-developed information technology, copious amounts of measurable process data can be easily collected, and such data can then be employed to predict and assess system behaviors and make control decisions, especially for the establishment and development of learning MPC.
For the application of MPC design in on-line regulation or tracking control problems, several studies have attempted to develop an accurate model, and realize adequate uncertainty description of linear or non-linear plants of the processes [3] [4] [5] . In this work, we employ the datadriven learning technique specified in [6] to iteratively approximate the dynamical parameters, without requiring a priori knowledge of system matrices. The proposed MPC approach can predict and optimize the future behaviors using multiorder derivatives of control input as decision variables. Because the proposed algorithm can obtain a linear system model at each sampling, it can adapt to the actual dynamics of time-varying or nonlinear plants. This methodology can serve as a data-driven identification tool to study adaptive optimal control problems for unknown complex systems.
Problem Formulation. In this work, we consider a continuous-time industrial process given bẏ
where t t 0 , x ∈ R n , and u ∈ R m are the system states and input, respectively. H(·, ·) :
T , where ⊗ denotes the Kronecker product. Θ denotes the vector of the system parameters given by Θ
, where A ∈ R n×n is the system matrix, B ∈ R n×m is the input matrix, and vec(·) denotes the vectorization operator, that is, vec(P ) = p
n is the ith column of a matrix P ∈ R n×m . We assume that (A, B) is controllable and (A, C) is observable.
In this work, we consider the following input constraint: u ∈ U ⊂ R m , where U denotes a nonempty compact convex set and contains the origin as its interior point. In this case, since Θ is unknown, the primary objective of this work is to design a data-driven MPC formulation to obtain an open-loop optimal control policy that tracks a given reference x d and, at each sampling time t k , k = 1, 2, . . ., minimizes the following cost function
where e(·) = x(·) − x d (·) denotes the error, Φ(·) denotes the terminal cost, and Q = Q T ≻ 0 and R = R T 0 are the symmetric weighting matrices. Methodology. To facilitate MPC design, at time t = t k , the states x and the parameter Θ of the predicted model over the moving horizon [t, t + T ] are both learned from the input-output measurements, using a data-driven learning technique. In this work, we consider two situations.
• All the states and input information are available to us. Then, by rearranging (1), we have the linear error system in the form
whereΘ is an estimate of the unknown parameter Θ; the matrices F (·) : R 0 → R n and G(·) : R 0 → R n×(n 2 +mn) are defined as
where δ denotes the sampling period; the vectors
• Only partial states and input information are available; we assume the available states as the first q = n/2 < n components of the states and denote them as ξ ∈ R q . We assume that the pair (A, B) has the form
Then, the linear error system is given by
whereΘ 1 is an estimate of the unknown parameter
2 +mq) are defined as
Further, from (3) and using the measurements, for a positive integer l k, we define the vector Γ k ∈ R ln and matrix Ψ k ∈ R ln×(n 2 +mn) such that
where 0 t 0 < t 1 < · · · < t l and t i = iδ, i = 0, 1, . . . , l. Then, (3) implies the linear equation
Notice that if Ψ k has full column rank, (6) can be directly solved aŝ
Similarly, for (5), we let δ 1 = δ and δ 2 = 2δ; thus, we obtain the same results forΘ 1 . To guarantee rank(Ψ T k Ψ k ) = n 2 + nm, we let the states and inputs collected over a sufficiently large number of data samples be l ≫ n 2 + nm. In practice, we assume that there exists a nominal control input u = −K 0 x, where K 0 denotes a stabilizing feedback gain matrix, such that Γ k and Ψ k in (6) can be implemented using 2l integrators to collect information about the states and
, which can be used to predict and optimize the future behaviors over a finite horizon [0, T ].
First, let us consider the MPC formulation. As mentioned in [4] , the majority (if not all) of existing formulations consider only u(·) as the decision variable. For (1), we can extend it to a higher order derivative of u(·), that is,
with some control order r ∈ N + larger than ρ 1, where ρ denotes the input relative degree of (1). This will improve the efficacy of our learning MPC, and the first term of u k (·) in (8) is the control inputû k (·) that is to be optimized in (2) . Then, we letB = vec −1 (B),Ã = vec −1 (Â), where vec −1 (·) denotes the inverse operation of vec(·), and define the following matrices:
, and
At time instant t = t k , the MPC formulation can be given by Eq. (9) (see Appendix A for details).
s.t. x(t k + τ ) = T 1 (τ ) T 2 (τ )
where 
