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Quantum networks play a major role in long-distance communication, quantum cryptography,
clock synchronization, and distributed quantum computing. Generally, these protocols involve many
independent sources sharing entanglement among distant parties that, upon measuring their sys-
tems, generate correlations across the network. The question of which correlations a given quantum
network can give rise to, remains almost uncharted. Here we show that constraints on the observable
covariances, previously derived for the classical case, also hold for quantum networks. The network
topology yields tests that can be cast as semidefinite programs, thus allowing for the efficient charac-
terization of the correlations in a wide class of quantum networks, as well as systematic derivations
of device-independent and experimentally testable witnesses. We obtain such semidefinite tests
for fixed measurement settings, as well as parties that independently choose among collections of
measurement settings. The applicability of the method is demonstrated for various networks, and
compared with previous approaches.
A basic scientific goal is the development of causal
models explaining observed phenomena. Through the
mathematical theory of causality, empirical data can be
turned into a causal hypothesis that can be falsified or
refined by new observations [1–3]. Not surprisingly,
this causal framework has found many applications,
ranging from economics [4, 5] to biology and medicine
[6, 7] and also quantum physics [8–14]. Indeed, Bell’s
theorem [15] can be regarded as a particular case of a
causal inference problem [16, 17], and the phenomenon
generally known as quantum nonlocality shows that
quantum correlations are incompatible with our clas-
sical notion of cause and effect [18].
More recently, in view of steady experimental ad-
vances [19–22], understanding the role of causality in
quantum networks of growing size and complexity, typ-
ically composed of many independent sources of en-
tanglement, has become a topic of particular relevance
[23]. On the practical side, quantum correlations can be
distributed across the whole network via quantum re-
peaters [24]. Fundamentally, new and stronger notions
of nonlocality can emerge in such quantum networks
[25] and lead to novel quantum information protocols.
In spite of its clear importance, the characterization
of correlations in quantum networks remains in its in-
fancy. Even in the simplest case of two distant labo-
ratories sharing quantum states, this characterization
turns out to be extremely demanding [26]. The situa-
tion for more complex quantum networks, such as the
quantum internet [27, 28], and quantum repeaters [24],
is yet more intractable. Due to the independence of
entanglement sources, correlations compatible with a
quantum network form a non-convex set [29, 30] that,
even in a purely classical case, cannot be easily char-
acterized beyond very small networks [31–33]. To cir-
cumvent this problem, novel approaches have recently
been proposed to characterize quantum causal struc-
tures [10, 34–36]. In this context, we consider arbitrary
quantum networks where a number of distant parties
share quantum states provided by several independent
sources, and we introduce a method to characterize the
covariances that are compatible with such quantum net-
works, determining the constraints on correlations aris-
ing from the topology of the network irrespective of
whether the underlying sources are classical or quan-
tum. Despite the non-convex nature of the underlying
problem, our approach can be implemented via effi-
cient semidefinite programs, which moreover allows for
the derivation of device-independent witnesses for the
quantum network topology. We demonstrate the appli-
cability of our method in various cases also comparing
it with previous approaches.
We consider typical quantum networks with two
types of vertices: i) quantum states distributed among
several distant parties, and ii) classical variables stand-
ing for the outcomes of measurements performed on
such states. These networks can be represented as di-
rected acyclic graphs (DAGs) G = (V, E), consisting of
a set of vertices V and directed edges E together with a
bipartition of the vertex-set V into the latent set (quan-
tum states) and the observable set (measurement out-
comes). Due to the state-distribution scenario, we here
exclusively consider the class of DAGs where all edges
are directed from latent vertices to observable vertices,
but with no edges within these two groups (see Fig. 1).
For this reason, we refer to the elements of the latent set
as parents pn, and the elements in the observable set as
children cm.
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2Although the quantum state $pn , associated to each
parent pn, can be entangled internally, the parents have
no correlations between each other, which results in
the joint state $ = $p1 ⊗ · · · ⊗ $pN . The parents dis-
tribute the quantum systems to their children, where
child cm measures an arbitrary positive-operator val-
ued measure [37] (POVM) {A(m)xm }xm (see Fig. 1). For
a given graph G with N parents and M children, the
joint measurement outcome x1, . . . , xM thus occurs with
a probability
P(x1, . . . , xM) = Tr([A
(1)
x1 ⊗· · ·⊗A(M)xM ][$p1 ⊗· · ·⊗ $pN ]).
(1)
The question is whether a quantum causal structure
G can ‘explain’ an observed distribution, in the sense
that it can be written as in (1), for some choices of states
and POVMs that are compatible with G. Proposition
1, below, provides a method to falsify such causal ex-
planations. For this purpose, we consider a collec-
tion of orthogonal Hilbert spaces V1, . . . ,VM, and let
V := ⊕Mm=1 Vm. To each possible outcome xm of child
cm we associate a vector Y
(m)
xm ∈ Vm. This type of map-
pings is often referred to as feature maps [41], and can
be chosen freely as part of the analysis (see [38] for
discussions). Here, we take the liberty of overload-
ing the notation, and let Y(m) denote both the feature
map, and the random vector that results from apply-
ing the feature map to the random measurement out-
comes xm. By combining all the children, we get the
global random vector Y := ∑Mm=1 Y
(m) with elements
Yx1,...,xM := Y
(1)
x1 + · · ·+Y(M)xM .
Broadly speaking, Proposition 1 says that the co-
variance matrix Cov(Y) = E(YY†) − E(Y)E(Y)† nec-
essarily satisfies a specific semidefinite decomposition,
Eq. (2), determined by G. This can be viewed as the
quantum generalization of a similar result for classical
networks in [42] (see [38] for a brief summary). For
intuition concerning the decomposition (2), it can be
useful to view Cov(Y) as a block-matrix with respect
to the subspaces Vm, where the corresponding projec-
tors Pm can be used to select ‘blocks’ PmCov(Y)Pm′ =
Cov(Y(m), Y(m
′)). Equation (3) forces each Cn to have
zero blocks PmCnPm′ = 0 whenever cm or cm′ is not a
child of parent pn . Similarly, (3) forces R to be block-
diagonal. (See Fig. 1 b, and an illustration in [38].)
Proposition 1. Let the distribution P(x1, . . . , xM) be com-
patible, in the sense of (1), with a quantum causal structure
G with parents p1, . . . , pN and children c1, . . . , cM. Assume
that each child cm is assigned a feature map Y(m) into a vec-
tor space Vm. Then there exist operators R and (Cn)Nn=1
on V := ⊕Mm=1 Vm, such that the covariance matrix of
c)
FIG. 1. Triangular quantum network. a) Triangular quantum
DAG with three children α, β,γ (white disks). Each parent
(gray disks) has two children. The parents are uncorrelated,
but distribute (possibly entangled) quantum systems (colored
disks) to all of its children, and each child performs a mea-
surement on its systems. b) The covariance matrix of the ob-
served random variables can be decomposed into a sum of
positive semidefinite blocks; one for each parent, where the
support of the block is determined by the children of the par-
ent. For the triangular DAG, there are three positive semidef-
inite components (red, yellow, blue), each with bipartite sup-
ports. If a given covariance matrix cannot be decomposed
in this manner, then the triangular quantum scenario is re-
jected as an explanation of the observed covariance. c) The
witness WGHZ [Eq. (4)] rejects the triangular quantum DAG
as an explanation of the distributions Pp,q in Eq. (5), estab-
lishing the analytic expression q > p + (4−√1+ 48 p)/3 for
the incompatibility region determined by our method. Re-
markably, WGHZ is optimal for all points above the solid blue
curve (verified numerically by comparison with the general
semi-definite results in Proposition 1). For comparison we
also consider two versions of the Finner inequality [35] (red
and magenta dashed curves) that differ in terms of local post-
processings of the observable variables. First, by using the
variables directly without any post-processing, the test rejects
all cases above the dashed red curve. Then, by resorting to
a numerical optimization over the possible processings, we
obtain the magenta curve, that approximates our curve from
below and rejects a slightly larger region. Details of the com-
parison with the Finner inequality are provided in the Sup-
plemental Material [38]. We consider also the inflation bound
(green dot-dashed) recently obtained in [36] and the entropic
bound (black dot-dashed) [10, 39, 40] (see [38] for more de-
tails).
3c)
FIG. 2. Tests for 4-partite scenarios. Analogous to
Fig. 1, we consider the family of four-partite distributions
Pp,q = pδ0000 + qδ1111 + (1− p− q)(1− δ0000− δ1111)/14, with
p, q ≥ 0 and p+ q ≤ 1. We test for values of p and q for which
the resulting covariance matrix is compatible with two quan-
tum scenarios: a) Six parents (grey disks), each with two chil-
dren (white disks). b) Four parents, each with three children.
c) For all values of p, q above the solid blue curve, our test
rejects scenario a) as an explanation of Pp,q. Above the dot-
dashed curve, the test rejects scenario b) as an explanation of
Pp,q. In scenario a) we moreover compare again with two ver-
sions of the Finner test [35], with and without optimization
over local post-processings of the observable variables. For
the latter, we obtain the dashed red curve, while for the for-
mer, we obtain a curve that approximately coincides with our
curve from above, shown superimposed in light dashed line
on top of the solid blue curve. See the Supplemental Material
for details [38].
Y = ∑Mm=1 Y
(m) satisfies
Cov(Y) = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (2)
P(n)CnP(n) = Cn, R =
M
∑
m=1
PmRPm, (3)
for the projectors P(n) := ∑m∈Cn Pm, where Cn denotes the
children of parent pn in the given DAG G, and where Pm is
the projector onto Vm.
The proof of Proposition 1 is presented in [38]. Since
the semidefinite decomposition in Eq. (2) is a necessary
condition, it defines a ‘semidefinite test’ whose failure
falsifies G as an explanation of the observed distribu-
tion. This test is identical to the classical counterpart in
[42] (see [38]), irrespective of the classical or quantum
nature of the underlying sources of correlations. The
semidefinite test can moreover be cast as a semidefinite
program, which is efficiently solved via standard con-
vex optimization tools [38], in spite of the non-convex
nature of the underlying problem. From technical point
of view, the semidefinite test provides an outer relax-
ation to the (generally non-convex) set of distributions
that can be explained by G. One should note that for ap-
plications of the semidefinite test it suffices to know the
covariance matrix Cov(Y), that is, bipartite information.
Arguably, this appears advantageous for experimental
implementations, since it may be challenging to obtain
good estimates of the full distribution of measurement
outcomes P(x1, . . . , xM).
One can furthermore derive general purpose wit-
nesses. An equivalent (dual) formulation of (2) yields
a Hermitian matrix W, with the same dimensions as
Cov(Y), such that Tr(W C) ≤ 0, for any covariance ma-
trix C that admits the decomposition in Eq. (2). For
example, measuring the observable σz on each qubit
of a GHZ state [43] |GHZ〉 = (√1/2) (|000〉+ |111〉),
generates the distribution PGHZ = δ000/2+ δ111/2 with
δabc(x1, x2, x3) = δa,x1δb,x2δc,x3 , which has the optimal
witness (see [38])
WGHZ :=
1
6

−1 1 1 −1 1 −1
1 −1 −1 1 −1 1
1 −1 −1 1 1 −1
−1 1 1 −1 −1 1
1 −1 1 −1 −1 1
−1 1 −1 1 1 −1
 , (4)
where we assume feature maps that assign orthonormal
vectors to all outcomes. For the corresponding covari-
ance matrix CGHZ, we obtain Tr(W CGHZ) = 0.5, reveal-
ing that the distribution is incompatible with the trian-
gle network (Fig. 1). In [38] we show the explicit form
of the dual problem, as well as generalized forms of the
witness for more parties.
To demonstrate the applicability of the semidefinite
test, we apply it to the family of distributions
Pp,q = pδ000 + qδ111 +
1
6
(1− p− q)(1− δ000− δ111), (5)
where p, q ≥ 0 and p + q ≤ 1. In Fig. 1, we com-
pare our method with other constraints proven to hold
for quantum/non-signalling correlations: the Finner in-
equality [35], the inflation bound recently obtained in
[36] and the entropic bound [10, 39, 40]. The Finner
inequality is the best method in regions close to a
deterministic distribution, while the inequality in [36]
detects the incompatibility of Pp,q with the triangular
quantum DAG in a slightly larger region of parame-
ters as compared with our method. Even though the
original Finner inequality [44] is valid for any classical
network, the quantum generalization of the Finner in-
equality, and of the inflation constraints, were proved
4only for quantum networks where each source is con-
nected with at most two parties. Fig. 2 illustrates the
advantage of our method, in that it allows for con-
nections to any number of parties. Furthermore, the
Finner and inflation bounds are computationally much
more costly: Finner [35] requires optimizing over post-
processing functions while the inflation [36] requires
a Fourier-Motzkin elimination (of double exponential
complexity) and in fact has only be done for the trian-
gle network. In turn, our method relies on a computa-
tionally efficient semi-definite program and can be used
to derive analytical constraints for networks of any size
(see [38] for more details).
Next we consider a generalization where each child
cm can choose measurement settings sm, modeled via
a collection of POVMs A(m,sm) = {A(m,sm)x }x (see
Fig. 3). The distribution of the measurement outcomes
x1, . . . , xM, conditioned on the choices of measurement
settings s1, . . . , sM, is
P(x1, . . . , xM|s1, . . . , sM)
= Tr([A(1,s1)x1 ⊗ · · · ⊗ A(M,sM)xM ][$p1 ⊗ · · · ⊗ $pN ]).
(6)
We moreover associate a feature map Y(m,sm), to each
child cm and each choice of measurement sm, which
maps into subspaces Vm,sm , each associated with a pro-
jector Pm,sm . In general, the different choices of POVMs
correspond to non-commuting observables, thus imply-
ing that covariances of the form Cov(Y(m,sm), Y(m,s
′
m)),
for sm 6= s′m, are not empirically observable. In other
words, these covariances cannot be determined experi-
mentally, since child cm cannot simultaneously measure
two non-commuting observables (see [38] for further re-
marks). Based on the observable covariances only, we
define the observable covariance matrix
Cobservable :=∑
m
∑
sm
Cov(Y(m,sm))
+ ∑
m,m′ :m 6=m′
∑
sm ,s′m′
Cov(Y(m,sm), Y(m
′ ,s′m′ )),
(7)
where the unobservable covariances correspond zero
‘blocks’ Pm,sm CobservablePm,s′m = 0 for sm 6= s′m. It turns
out that one can complete the zero blocks in Cobservable
with a matrix Ccompletion, such that C := Cobservable +
Ccompletion is positive semidefinite. Moreover, Ccompletion
is non-zero only on the blocks associated to the unob-
servable covariances, and thus
Pm,sm CcompletionPm,sm = 0,
Pm,sm CcompletionPm′ ,s′
m′
= 0, m 6= m′. (8)
The completed covariance matrix can be decomposed
according to the DAG G, as detailed by the following
proposition.
0β1α
0γ
0α
1γ
1β
0β1α 0γ0α 1γ1β
0β
1α
0γ
0α
1γ
1β
a) b)
FIG. 3. Triangular quantum network with inputs. a) For
the same triangular quantum DAG as in Fig. 1, we allow each
child m = α, β,γ to choose among two different measure-
ment settings (POVMs). Child α chooses between settings 0α
and 1α, and analogous for child β and γ. b) For all possible
measurement choices we form a covariance matrix of the ran-
dom variables of the measurement outcomes, where we need
to take into account that, e.g., child α cannot simultaneously
measure the POVMs corresponding to 0α and 1α. These un-
observable covariances correspond to the black squares, while
all white squares correspond to measurable covariances. Any
scenario as in a) results in observable covariances that can be
completed into a matrix that can be decomposed into positive
semidefinite blocks, analogous to Fig. 1.
Proposition 2. Let the conditional distribution
P(x1, . . . , xM|s1, . . . , sM) be compatible, in the sense of
(6), with the quantum causal structure G with parents
p1, . . . , pN and children c1, . . . , cM, with associated inputs
s1, . . . , sM. Assume that each child cm, and each input sm,
is assigned a feature map Y(m,sm) into a vector space Vm,sm .
Let the operator Cobservable on V :=
⊕M
m=1
⊕
sm Vm,sm be as
defined in (7). Then there exist operators Ccompletion, R and
(Cn)Nn=1 on V , such that Ccompletion satisfies (8) and
C := Cobservable + Ccompletion ≥ 0, (9)
and
C = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (10)
P(n)CnP(n) = Cn, R = ∑
m,sm
Pm,sm RPm,sm , (11)
P(n) := ∑
m∈Cn
∑
sm
Pm,sm , (12)
where Pm,sm is the projector onto Vm,sm , and where Cn denotes
the children of parent pn in the given DAG G.
The proof for Proposition 2 and, for the sake of
completeness, its classical counterpart, are provided in
[38]. The perhaps surprising conclusion is that even
though we add inputs, the semidefinite test still only
depends on the network topology, without distinguish-
ing the classical and quantum case. As an application of
Proposition 2, we tested the nonlocal correlations aris-
ing from σx and σz measurements on a W-state [45–
547] |W〉 = (√1/3) (|001〉+ |010〉+ |100〉) with visibil-
ity v, that is, $W = v|W〉〈W|+ (1− v)1 /8. We observe
numerically that these nonlocal correlations violate our
SDP test for visibilities above v ≈ 3/4, thus witnessing
their incompatibility with the quantum triangle with in-
puts. In [38] we moreover compare the semidefinite test
induced by Proposition 2, with alternative tests with in-
puts, obtained via Proposition 1.
In summary, we have presented a systematic method
to test whether some observed covariances are com-
patible with a given quantum network topology. The
approach is fairly general as it can be applied to any
network where the correlations between the observed
variables are mediated via independent sources, the
number of inputs and outputs as well as the number
of sources being arbitrary. Irrespective of Hilbert space
dimensions and the type of quantum measurements be-
ing performed, our results show that the topology of
the quantum network alone implies constraints on the
covariance matrix of distributions compatible with it.
Our method can be efficiently implemented via an SDP,
even though the original problem is non-convex. Fur-
thermore, it allows for analytical derivations of exper-
imentally testable constraints that can be understood
as device-independent witnesses of the topology of the
quantum network. In comparison with another recently
proposed test [35], our approach not only provides a
significantly better description (see Figs. 1 and 2) but
can also be applied on a wider range of quantum net-
works.
Given the ubiquitous role of quantum networks,
we believe that our approach, together with other re-
cently proposed alternatives [10, 34, 35, 48, 49], offer a
novel suite of tools for network related problems, such
as multipartite secure communication [50], distributed
computing [51], quantum-repeaters [24], or any other
tasks where quantum networks might play a role.
An interesting open problem is whether our ap-
proach, based on the covariance of the observed cor-
relations and that provides an outer approximation to
the true set of correlations compatible with a given net-
work, can be generalized to include higher-order mo-
ments of the distribution, thus providing a tighter de-
scription of the quantum set of correlations. Also, one
can wonder whether the same constraints hold for non-
signalling correlations [36] and if our method can be
combined with inflation techniques [34]. We hope that
our results will trigger further developments in these
directions.
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I. BRIEF SUMMARY: SEMIDEFINITE DECOMPOSITIONS FOR CLASSICAL NETWORKS
For convenience, we here restate the core result on the classical semidefinite test obtained in [1]. As explained in
the main text, we exclusively consider the class of DAGs where the vertices can be partitioned into a set of parents
that is distinct from the set of children, and where the arrows only go from parent vertices to children vertices. This
class of DAGs is in [1] referred to as ‘bipartite’. However, here we avoid this terminology, since in the quantum
context, this may be misinterpreted as each parent having at most two children, i.e., that each parent only can
create bipartite entanglement, while we here allow for scenarios where the parents can create quantum correlations
between any number of children.
For this class of DAGs with parents p1, . . . , pN and children c1, . . . , cM, the joint distribution of the parents (or
latent variables) and children (observables) can be written
P(c1, . . . , cM, p1, . . . , pN) = ΠMm=1P(cm|Pm)ΠNn=1P(pn), (S1)
where Pm denotes the set of parents of child cm. We say that an observed distribution P(c1, . . . , cM) is compatible
with the given classical causal structure G with parents p1, . . . , pN and children c1, . . . , cM (or that G is a causal
explanation of the distribution), if it is the margin of some distribution of the form (S1). In [1], it was shown
that this structure induces a particular signature on any covariance matrix that can be construed from the random
observables c1, . . . , cM. We form covariance matrices by assigning feature maps Y(m) := Y(m)(cm) into pairwise
orthogonal vector spaces Vm. On the joint space V := ⊕Mm=1 Vm, we let Pm denote the projector onto Vm.
The following proposition is taken from [1] (rephrased in order to better fit our discussions).
Supplementary Proposition 1 ([1]). Let the distribution P(c1, . . . , cM) be compatible with the classical causal structure
G with parents p1, . . . , pN and children c1, . . . , cM. Assume that for each child cm there is assigned a feature map Y(m)
into a vector space Vm. Then there exist operators R and (Cn)Nn=1 on V :=
⊕M
m=1 Vm, such that the covariance matrix of
Y = ∑Mm=1 Y
(m) satisfies
Cov(Y) = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (S2)
where
P(n)CnP(n) = Cn, R =
M
∑
m=1
PmRPm, (S3)
for the projectors P(n) := ∑m∈Cn Pm, where Cn denotes the children of parent pn in the given DAG G, and where Pm is the
projector onto Vm.
Remark: From this proposition we can conclude that whenever we find a covariance matrix that cannot be de-
composed in this manner, then we can exclude G as an explanation of the observed covariance or underlying
distribution. This necessary condition can be used to design an SDP-test that must be satisfied whenever G is a
causal explanation, as discussed in [1] (see also the discussion about the quantum counterpart in Section III).
Remarks on feature maps: As mentioned in the main text, the mappings from the measurement outcomes xm to the
vectors Y(m)xm are sometimes referred to as feature maps [2]. Intuitively, it seems reasonable that it would be enough
to map distinct measurement outcomes to an orthonormal basis. This intuition was confirmed in [1], where it was
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2shown that for a finite number of outcomes, it suffices to associate these to linearly independent vectors (referred
to as ‘universal’ feature maps in [1]). For finite number of outcomes, it is thus enough to choose orthonormal
feature-vectors, which also is what has been done throughout this paper for all concrete examples. The freedom to
choose feature maps can nevertheless provide a useful flexibility. If one considers a countably infinite number of
outcomes, or more generally a continuum of outcomes, one may potentially construct generalizations of the notion
of universal feature maps. Although this may yield a semidefinite test that could be useful from a theoretical point
of view, it seems challenging to obtain practically functioning numerical implementations. It is also not difficult
to imagine scenarios where the number of outcomes are finite, but too many for performing the resulting tests
in practice. However, since the semidefinite test is valid for any choice of feature maps, we can still obtain finite-
dimensional covariance matrices, and practically feasible tests, by mapping distinct outcomes to linearly dependent
feature-vectors. In other words, we sacrifice potential power of the test in order to gain implementability.
II. PROOF OF PROPOSITION 1 IN THE MAIN TEXT
Before we turn to the setting and proof of Proposition 1 in the main text, we first establish a technical lemma that
not only will be important for the proof of Proposition 1, but also will play a similar role in Section V, when we
prove Proposition 2 of the main text.
A. Technical Lemma
For a Hilbert space H, we let S(H) denote the set of density operators on H. Given a family Hp1 , . . . ,HpN of
Hilbert spaces, let
H :=
N⊗
n=1
Hpn . (S4)
In the following we consider linear operators Q : H → H⊗ V . For density operators $ on H, we often consider
objects such as TrH(Q$), TrH(Q†$) and TrH(QQ†$), where TrH denotes the partial trace with respect to H. While
TrH(Q$) is an element of V , and TrH(Q†$) is an element of the dual V∗, TrH(QQ†$) is an element of the space
L(V) of linear operators on V . More specifically, if one chooses {|ψk〉}k as an orthonormal basis for H and {|aj〉}j
as a basis for V , then any linear operator Q : H → H⊗V decomposes as
Q =∑
j
∑
k,l
Qjk,l |ψk〉|aj〉〈ψl |. (S5)
The partial traces thus become
TrH(Q$) =∑
j
∑
k,l
Qjk,l〈ψl |$|ψk〉|aj〉 ∈ V ,
TrH(Q†$) =∑
j
∑
k,l
(Qjk,l)
∗〈ψk|$|ψl〉〈aj| ∈ V∗,
TrH(QQ†$) =∑
l
∑
j,j′
∑
k,k′
Qjk,l(Q
j′
k′ ,l)
∗〈ψk′ |$|ψk〉|aj〉〈aj′ | ∈ L(V).
(S6)
Supplementary Lemma 1. Let Q : H → H⊗V be a linear operator, and let $n ∈ S(Hpn) for each n = 1, . . . , N. Define
$ := $p1 ⊗ · · · ⊗ $pN . Then
TrH(QQ†$)− TrH(Q$)TrH(Q†$) =
N
∑
n=1
Cn, (S7)
3where
C1 :=Trp1,...,pN
[(
Q− 1ˆp1 ⊗ Trp1(Q$p1)
)(
Q− 1ˆp1 ⊗ Trp1(Q$p1)
)†
[$p1 ⊗ · · · ⊗ $pN ]
]
,
Cn :=Trpn ,...,pN
[(
Trp1,...,pn−1(Q[$p1 ⊗ · · · ⊗ $pn−1 ])− 1ˆpn ⊗ Trp1,...,pn(Q[$p1 ⊗ · · · ⊗ $pn ])
)
(
Trp1,...,pn−1(Q[$p1 ⊗ · · · ⊗ $pn−1 ])− 1ˆpn ⊗ Trp1,...,pn(Q[$p1 ⊗ · · · ⊗ $pn ])
)†
[$pn ⊗ · · · ⊗ $pN ]
]
, 2 ≤ n ≤ N − 1,
CN :=TrpN
[(
Trp1,...,pN−1(Q[$p1 ⊗ · · · ⊗ $pN−1 ])− 1ˆpN ⊗ Trp1,...,pN (Q[$p1 ⊗ · · · ⊗ $pN ])
)
(
Trp1,...,pN−1(Q[$p1 ⊗ · · · ⊗ $pN−1 ])− 1ˆpN ⊗ Trp1,...,pN (Q[$p1 ⊗ · · · ⊗ $pN ])
)†
$pN
]
,
(S8)
One can realize that each Cn is a positive semi-definite operator on V .
Proof. We break this proof into two main pieces. First of all, one should note that Eq. (S7) can be rewritten as the
telescopic sum
Tr(QQ†$)− Tr(Q$)Tr(Q†$) =
N
∑
n=1
Dn, (S9)
where
D1 :=Trp1,...,pN
[
QQ†[$p1 ⊗ · · · ⊗ $pN ]
]− Trp2,...,pN [Trp1(Q$p1)Trp1(Q†$p1)[$p2 ⊗ · · · ⊗ $pN ]],
Dn :=Trpn ,...,pN
[
Trp1,...,pn−1(Q[$p1 ⊗ · · · ⊗ $pn−1 ])Trp1,...,pn−1(Q†[$p1 ⊗ · · · ⊗ $pn−1 ])[$pn ⊗ · · · ⊗ $pN ]
]
− Trpn+1,...,pN
[
Trp1,...,pn(Q[$p1 ⊗ · · · ⊗ $pn ])Trp1,...,pn(Q†[$p1 ⊗ · · · ⊗ $pn ])[$pn+1 ⊗ · · · ⊗ $pN ]
]
,
2 ≤ n ≤ N − 1,
DN :=TrpN
[
Trp1,...,pN−1(Q[$p1 ⊗ · · · ⊗ $pN−1 ])Trp1,...,pN−1(Q†[$p1 ⊗ · · · ⊗ $pN−1 ])$pN
]
− Trp1,...,pN
[
Q[$p1 ⊗ · · · ⊗ $pN ]
]
Trp1,...,pN
[
Q†[$p1 ⊗ · · · ⊗ $pN ]
]
.
(S10)
The second step consists in noticing that for each n = 1, . . . , N one has Dn = Cn with Cn as in (S8).
B. Semidefinite decompositions for quantum networks
Let G be a graph with N parents p1, . . . , pN , and M children c1, . . . , cM. Recall that Cn denotes the set of children
with parent pn, and Pm denotes the set of parents to child cm. Also recall that we here restrict to the class of graphs
G where there only are arrows directed from the set of parents to the set of children, i.e., no parent is itself a child,
and no child itself a parent.
For each parent pn we assume a collection of Hilbert spaces {Hnm}m∈Cn , and define
Hcm :=
⊗
n∈Pm
Hnm, Hpn :=
⊗
m∈Cn
Hnm,
H :=
M⊗
m=1
⊗
n∈Pm
Hnm =
N⊗
n=1
⊗
m∈Cn
Hnm =
M⊗
m=1
Hcm =
N⊗
n=1
Hpn .
(S11)
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FIG. S1. Block structure in the semidefinite decomposition for the triangular DAG. To each child c1, c2, c3 we associate a
subspace V1, V2, V3 with a corresponding projector Pc1 , Pc2 , Pc3 . To parent p1 we associate a projector onto the subspaces of its
children, P(1) := Pc1 + Pc2 , for parent p2 the projector P
(2) := Pc1 + Pc3 , and for parent p3 the projector P
(3) := Pc2 + Pc3 . One can
view the semidefinite decomposition Cov(Y) = R+C1 +C2 +C3 in terms of a block-structure with respect to the subspaces V1,
V2, V3. The operator R is block-diagonal, in the sense that R = Pc1 RPc1 + Pc2 RPc2 + Pc3 RPc3 . The operator C1 only has support
on the subspace V1 ⊕ V2, i.e., P(1)C1P(1) = C2, and analogously P(2)C2P(2) = C2, and P(3)C3P(3) = C3.
The interpretation of this structure is that Hnm is the Hilbert space of the system that parent pn sends to child cm (if
pn indeed is a parent of cm).
We let $n ∈ S(Hpn) for n = 1, . . . , N, and the define the joint state
$ := $p1 ⊗ · · · ⊗ $pN ∈ S(H). (S12)
Hence, the parents are all uncorrelated.
On each of the Hilbert spaces Hcm we assign a POVM {A(m)xm }xm . From the collection of POVMs
{A(1)x1 }x1 , . . . , {A(M)xM }xM , we define the joint POVM
Ax1,...,xM := A
(1)
x1 ⊗ · · · ⊗ A(M)xM . (S13)
By measuring this joint POVM on the state $, it follows that the outcome (or observation) x1, . . . , xM occurs with
the probability
P(x1, . . . , xM) = Tr([A
(1)
x1 ⊗ · · · ⊗ A(M)xM ][$p1 ⊗ · · · ⊗ $pN ]). (S14)
We say that an observed distribution P(x1, . . . , xM) is compatible with the given quantum casual structure G with
parents p1, . . . , pN and children c1, . . . , cM, if it can be written as in (S14), for some state as in (S12) and some POVM
as in (S13).
Analogous to the classical case in Section I, we assign a feature map Y(m) to each child cm, i.e., to each measure-
ment outcome xm, corresponding to POVM element A
(m)
xm , we associate an element Y
(m)
xm in a vector space Vm. We
also define V := ⊕Mm=1 Vm. The joint feature map for the joint measurement of all children is
Yx1,...,xM := Y
(1)
x1 + · · ·+Y(M)xM ∈ V .
We let Pm denote the projector onto the subspace Vm, and for each n = 1, . . . , N we define the projector
P(n) := ∑
m∈Cn
Pm. (S15)
For the sake of convenience, we here restate Proposition 1 as in the main text. We emphasize that the semidefinite
decomposition (S16) can be understood via a block-structure of Cov(Y), with respect to the subspaces Vm. This is
illustrated for the triangular DAG in Fig. S1.
5Supplementary Proposition 2. Let the distribution P(x1, . . . , xM) be compatible, in the sense of (S14), with a quantum
causal structure G with parents p1, . . . , pN and children c1, . . . , cM. Assume that each child cm is assigned a feature map
Y(m) into a vector space Vm. Then there exist operators R and (Cn)Nn=1 on V :=
⊕M
m=1 Vm, such that the covariance matrix
of Y = ∑Mm=1 Y
(m) satisfies
Cov(Y) = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (S16)
P(n)CnP(n) = Cn, R =
M
∑
m=1
PmRPm, (S17)
for the projectors P(n) := ∑m∈Cn Pm, where Cn denotes the children having parent pn in the given DAG G, and where Pm is
the projector onto Vm.
Remark concerning R: Note that since R is block-diagonal with respect to the projectors Pm, we can in many cases
incorporate the blocks PmRPm into the operators Cn. In other words, we create a new set of operators C′n that
satisfy all the requirements, and let R = 0. This is possible whenever the collection of supports of the projectors
P(n) spans the entire space V , where the exception is when there exists a child cm that does not have any parent.
(This observation also applies to the classical setting, as was briefly remarked in [1].) Hence, except in the special
case of orphans (i.e. children nodes with no parents in the DAG), it is sufficient for the semidefinite test to search
among Cn that satisfy all conditions of Proposition 2, while putting R = 0.
Proof. By the assumption that P(x1, . . . , xM) be compatible with the quantum causal structure G with parents
p1, . . . , pN and children c1, . . . , cM, there exists a state on the form (S12), and a POVM of the form (S13), such that
P(x1, . . . , xM) can be written as in (S14). With the assigned feature maps Y(m) each outcome xm of the measurement
of the POVM {A(m)xm }xm corresponds to a vector in Y(m)xm . The measurement of the POVM Ax1,...,xM thus results in a
random vector Y on V . In the following, we will show that the covariance matrix Cov(Y) can be decomposed as in
(S16) for R ≥ 0 and Cn ≥ 0. Define Q ∈ V ⊗ L(H) by
Q := ∑
x1,...,xM
Yx1,...,xM ⊗ A(1)x1 ⊗ · · · ⊗ A(M)xM
= ∑
x1,...,xM
(Y(1)x1 + · · ·+Y(M)xM )⊗ A(1)x1 ⊗ · · · ⊗ A(M)xM
=
M
∑
m=1
∑
xm
Y(m)xm ⊗ A(m)xm ⊗ 1ˆ/cm ,
(S18)
where 1ˆ/cm denotes the identity operator on Hc1 ⊗ · · · ⊗ Hcm−1 ⊗Hcm+1 ⊗ · · · ⊗ HcM , and where the last equality
follows from {A(m)xm }xm being a POVM. Next we note that
Cov(Y) =E(YY†)− E(Y)E(Y)†
= ∑
x1,...,xM
Yx1,...,xM Y
†
x1,...,xM Tr(Ax1,...,xM$)
− ∑
x1,...,xM
Yx1,...,xM Tr(Ax1,...,xM$) ∑
x′1,...,x′M
Y†x′1,...,x′M
Tr(Ax′1,...,x′M$)
= ∑
x1,...,xM
Yx1,...,xM Y
†
x1,...,xM Tr(Ax1,...,xM$)
− TrH(Q$)TrH(Q†$)
=R + TrH(QQ†$)− TrH(Q$)TrH(Q†$)
=R +
N
∑
n=1
Cn,
(S19)
where the last equality follows by Supplementary Lemma 1, and where
R := ∑
x1,...,xM
Yx1,...,xM Y
†
x1,...,xM Tr(Ax1,...,xM$)− TrH(QQ†$), (S20)
6and where Cn is as in Supplementary Lemma 1, which also yields Cn ≥ 0.
Next we shall show that P(n)CnP(n) = Cn, for the projectors P(n) defined with respect to the given DAG G. For
2 ≤ n ≤ N − 1, recall the definition of Cn in (S8). With the definition of Q in (S18), it follows that
Cn =
M
∑
m,m′=1
∑
xm ,x′m′
Y(m)xm Y
(m′)
x′
m′
†
Trpn ,...,pN
[
Wm,nxm W
m′ ,n
x′
m′
†
[$pn ⊗ · · · ⊗ $pN ]
]
, (S21)
where
Wm,nxm :=Trp1,...,pn−1([A
(m)
xm ⊗ 1ˆ/cm ][$p1 ⊗ · · · ⊗ $pn−1 ])
− 1ˆpn ⊗ Trp1,...,pn([A(m)xm ⊗ 1ˆ/cm ][$p1 ⊗ · · · ⊗ $pn ]).
(S22)
Suppose m /∈ Cn. This implies that 1ˆpn ⊗ Trpn([A(m)xm ⊗ 1ˆ/cm ]$pn) = A(m)xm ⊗ 1ˆ/cm . Consequently Wm,nxm = 0, for all xm.
Hence, if m /∈ Cn or if m′ /∈ Cn, then
Wm,nxm W
m′ ,n
x′
m′
†
= 0, ∀xm, x′m′ . (S23)
Recall that Y(m)xm is supported on Vm. By comparing (S23) with with (S21) one can note that PmCnPm′ = 0 if m /∈ Cn
or if m′ /∈ Cn. Thus
Cn =
M
∑
m,m′=1
PmCnPm′
=
M
∑
m,m′∈Cn
PmCnPm′
=P(n)CnP(n).
(S24)
We can conclude that P(n)CnP(n) = Cn, for 2 ≤ n ≤ N− 1. The proofs for the cases n = 1 and n = N are analogous.
Next we show that R, as defined in Eq. (S20), is positive semidefinite. Recall that R is an operator on V .
In addition, from the definition of R, the definition of Q in (S18), and the fact that {Ax1,...,xM}x1,...,xM and thus
∑x1,...,xM Ax1,...,xM = 1ˆ, we have
R = ∑
x1,...,xM
TrH
[(
Yx1,...,xM ⊗ 1ˆ− ∑
x1,...,xM
Yx1,...,xM ⊗ Ax1,...,xM
)
Ax1,...,xM
(
Yx1,...,xM ⊗ 1ˆ− ∑
x′1,...x′M
Yx′1,...,x′M ⊗ Ax′1,...,x′M
)†
$
] (S25)
and hence, for arbitrary c ∈ V it is the case that
c†Rc = ∑
x1,...,xM
Tr[Zx1,...,xM Ax1,...,xM Z
†
x1,...,xM$],
Zx1,...,xM :=c
†Yx1,...,xM ⊗ 1ˆ− ∑
x1,...,xM
c†Yx1,...,xM Ax1,...,xM .
(S26)
Since Ax1,...,xM ≥ 0 and $ ≥ 0 it follows that c†Rc ≥ 0, and thus R ≥ 0.
The final step is to show that R satisfies the decomposition R = ∑Mm=1 PmRPm, where Pm is the projector onto Vm
in
⊕M
m=1 Vm. Recall that Ax1,...,xM = A(1)x1 ⊗ · · · ⊗ A(M)xM and Yx1,...,xM = Y(1)x1 + · · ·+Y(M)xM , where Y(m)xm has support inVm. By combining these observations with Eq. (S25) for m 6= m′ we get
7PmRPm′ = ∑
x1,...,xM
Tr
[(
Y(m)xm ⊗ 1ˆ−∑
xm
Y(m)xm ⊗ A
(m)
xm
)
Ax1,...,xM
(
Yx1,...,xM ⊗ 1ˆ−∑
x′m′
Y(m
′)
x′m′
⊗ A(m′)x′m′
)†]
= ∑
xm ,xm′
Tr
[(
Y(m)xm ⊗ 1ˆ−∑
xm
Y(m)xm ⊗ A
(m)
xm
)
A(m)xm ⊗ A(m
′)
xm′
(
Y(m
′)
xm′ ⊗ 1ˆ−∑
x′m′
Y(m
′)
x′m′
⊗ A(m′)x′m′
)†
$
]
.
(S27)
Expanding the last two parentheses in (S27), and using the fact that {A(m)xm }xm is a POVM and thus ∑xm A(m)xm = 1ˆ,
yields PmRPm′ = 0. Hence, R is block-diagonal with respect to the subspaces Vm, i.e., R = ∑m PmRPm.
C. Semidefinite test for quantum networks
From Supplementary Proposition 2 we can conclude that whenever we find a covariance matrix that cannot be
decomposed in the manner of (S16) and (S17), then we can exclude the quantum network G as an explanation
of the observed covariance. This observation can thus be turned into a test that allows us to falsify hypothetical
quantum networks, and we colloquially refer to this as the ‘semidefinite test’. In Section III we discuss how this
semidefinite test can be cast as a semidefinite program.
The semidefinite test provides an outer relaxation to the set of distributions P that are compatible with G. In
other words, the set of distributions (or covariance matrices) that are compatible with G forms a subset of the
distributions (covariance matrices) that are accepted by the semidefinite test. Hence, if a distribution fails the test,
we can safely reject G as an explanation, while if the distribution passes the test, it may still not be compatible with
G.
On the level of the covariance matrix Cov(Y), the conditions (S16) and (S17) in the quantum case are identical
to the conditions (S2) and (S2) in the classical case. Hence, the semidefinite test in the quantum case is identical
to the test in the classical case, which means that it tests the topology of the network, irrespective of whether this
network is classical or quantum.
III. DUAL FORMULATION AND A GENERAL WITNESS FOR QUANTUM NETWORKS WITH BIPARTITE SOURCES
In this Section we prove some of the claims made in the main text, regarding the results shown in figures 1 and 2.
In the following section, we establish an equivalent dual formulation for the test introduced in Proposition 1 of the
main text, which has the advantage of providing a witness for the particular graph topology imposed by the causal
model under consideration—i.e. it provides a linear functional over the covariance matrix Cov(Y) that determines
incompatibility with the proposed causal model for values above a certain threshold.
A. Dual formulations
As established in Proposition 1, the decomposition imposed by a quantum network on the covariance matrix
Cov(Y) (which we denote here as C for convenience) can be immediately stated in the form of a semidefinite
8program (SDP) as a feasibility problem [3], namely
Given C, (S28a)
find R, Cn, (S28b)
subject to R ≥ 0, (S28c)
R =∑
m
PmRPm, (S28d)
Cn ≥ 0, (S28e)
Cn = P(n)CnP(n), (S28f)
C = R +∑
n
Cn. (S28g)
For practical purposes, this test can be slightly simplified into
Given C, (S29a)
find R, Cn, (S29b)
subject to R ≥ 0, (S29c)
Cn ≥ 0, (S29d)
C =∑
m
Pm R Pm +∑
n
P(n) Cn P(n), (S29e)
which subsumes the expected structures for R and Cn [Eqs. (S28d, S28f)] within the decomposition for C [Eq.
(S29e)]. There is no loss in this simplification since we may always get a solution for problem (S28) from the
solution for (S29) and vice-versa: Any solution for the original problem automatically satisfies the constraints of
the simplified problem, while, on the other way, if the R and Cn obtained from (S29) are not already a solution for
the original problem, we may define
R′ :=∑
m
Pm R Pm, (S30)
C′n := P(n) Cn P(n), (S31)
and the new variables make a viable solution for both (S28) and (S29). In fact, we have R′ ≥ 0 (since R ≥ 0 from
Eq. (S29c)), and C′n ≥ 0; C = R′ +∑n C′n, from Eq. (S29e); ∑k Pk R′ Pk = R′, since
∑
k
Pk R′ Pk = ∑
k,m
Pk Pm R Pm Pk
=∑
m
Pm R Pm = R′, (S32)
given that Pm Pk = δm,k Pm. Similarly,
P(n) C′n P(n) = ∑
j,j′
k,k′ ∈ Cn
Pj Pk Cn Pk′ Pj′
= ∑
k,k′ ∈ Cn
Pk Cn Pk′
= P(n) Cn P(n) = C′n. (S33)
From the SDP (S29), we may obtain an associated dual optimization problem [3, 4] that returns a numerical value
for the optimal separation between the given covariance matrix C and the set of matrices that satisfy the constraints
(S29c-S29e). More specifically, the test described by Eqs. (S29) admits the dual formulation
Maximize
W Tr[W C], (S34a)
subject to ∑
m
PmWPm ≤ 0, (S34b)
P(n)WP(n) ≤ 0, (S34c)
9which should detect feasibility or infeasibility in the same way that the other (primal) formulation does. As a
byproduct, we obtain the hermitian matrix W, which works as a witness for incompatibility with the the causal
model under test: the dual constraints (S34b-S34c) ensure that Tr[W C] ≤ 0 whenever C is decomposable as
R + ∑n Cn, since
Tr[W R] =∑
m
Tr[W PmRPm]
=∑
m
Tr[PmWPm R] ≤ 0, (S35)
and similarly Tr[W Cn] ≤ 0. As a consequence, if W is applied over another given covariance matrix C ′ and
Tr[W C ′] > 0, we can immediately conclude that C ′ is not explained by the proposed causal model.
While formulation (S34) is very simple and already useful for obtaining a valid witness for the given causal
model, its objective function may be unbounded in some cases, where the primal problem is infeasible. It is
interesting then for practical purposes to have the witness W bounded in some manner. To this end, we add a
scaling constraint on Tr[W], rendering the program as
Maximize
W Tr[W C], (S36a)
subject to ∑
m
PmWPm ≤ 0, (S36b)
P(n)WP(n) ≤ 0, (S36c)
Tr[W] ≥ −1, (S36d)
noting that Tr[W] is already bounded above due to Eq. (S36b), since Tr[W] = Tr[∑m Pm W] = ∑m Tr[Pm W Pm] ≤ 0,
using that ∑m Pm = 1 and P2m = Pm.
B. Applications
As an application, we consider the family of distributions
PNpq(x1, .., xN) = p δ
(N)
0 + q δ
(N)
1 + (1− p− q)
1− δ(N)0 − δ(N)1
2N − 2 (S37)
for N parties with binary outcomes, where δ(N)x = 1 if x1 = x2 = ... = xN = x, and 0 otherwise, and p + q ≤ 1.
These distributions include, in particular, the ones used for the results in Figs. 1-c and 2-c, which correspond,
respectively, to the cases N = 3 and N = 4. Figures 1-c and 2-c also include the results based on the Finner
inequality, that in triangle case can be simply written as p(x1, x2, x3) ≤
√
p(x1)p(x2)p(x3) (see [5] for more details).
To build the covariance matrix, we use the feature maps Y(m)xm = |xm〉, where { |xm〉 | 1 ≤ xm ≤ Xm } forms the
canonical basis in the Xm-dimensional Hilbert space Vm. Let now ad be a ladder operator in d dimensions defined
as ad := ∑d−1j=1 |j + 1〉〈j|, 1d the identity also in d dimensions, and σx, σy, σz the usual Pauli matrices. Numerical
evidence suggests that the witness
W2N := −12N + 2 (1N ⊗ σx) +
2N−1
∑
j=1
(−1)j
[
a j2N +
(
a†2N
)j]
(S38)
is optimal for the family of distributions PNpq when the corresponding covariance matrix is incompatible with a
network where all possible bipartite sources (i.e., sources connecting 2 children) are present (See, for instance,
Figures 1-a and 2-a in the main text for the cases N = 3 and N = 4). This has been verified numerically for N =
3, ..., 7 parties and we conjecture that this witness is always optimal for this family of distributions. Nonetheless,
regardless of optimality, it is possible to prove that W2N is always a valid witness and, in particular, that for any
value of p, there is always a value of q above which the witness detects incompatibility with the causal model.
To prove that W2N is a valid witness, first we use that, for the scenario that we consider here, where all parties
have binary outcomes, the projector onto Vm can be written as Pm = |m〉〈m| ⊗ 12. We note also that a2N = 1N ⊗
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a2 + aN ⊗ a†2. Together these imply that
Pm ak2N Pm = δk,1 |m〉〈m| ⊗ a2, (S39)
Pm a2k2N Pn = δm,n+k |m〉〈n| ⊗ 12, (S40)
Pm a2k+12N Pn = δm,n+k |m〉〈n| ⊗ a2 + δm,n+k+1 |m〉〈n| ⊗ a†2, (S41)
for m, n ∈ {1, ..., N} and m 6= n. Applying these results on Eq. (S38), we obtain
Pm W2N Pn = (−1)δm,n |m〉〈n| ⊗ (12 − a2 − a†2) = (−1)δm,n |m〉〈n| ⊗ |−〉〈−|, (S42)
where |−〉 := |0〉 − |1〉. Consequently,
∑
m
Pm W2N Pm = −1N ⊗ |−〉〈−| ≤ 0, (S43)
and, given that each latent vertex connects only two different parties,
P(n) W2N P(n) = (Pin + Pjn)W2N (Pin + Pjn) = −
(|−〉〈−|in ,jn ⊗ |−〉〈−|) ≤ 0, (S44)
where |−〉ij := |i〉 − |j〉 for i 6= j, and Pin , Pjn are the projectors that compose P(n), in 6= jn. Consequently, W2N
satisfy the dual constraints (S36b) and (S36c) and, therefore, returns Tr[W2N C] ≤ 0 for any covariance matrix that
is compatible with the proposed causal model.
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FIG. S2. Comparison between numerical results (solid blue lines) obtained as solutions of the SDP (S36) and the analytical curves
(dashed red lines) that bound the region defined in (S46). Corresponding numerical and analytic solutions are presented for
N = 3, ..., 7, where it can be observed that both types of solution coincide, implying that the witness W2N [Eq. (S38)] is optimal
for the entire family of distributions PNpq in these cases. The dot-dashed curves correspond to analytical curves for N = 10 and
N = 20.
Now, let CNpq be the covariance matrix for PNpq. It can be written as
CNpq =
(
∆Npq 1N + χ
N
pq |1〉〈1|N
)
⊗ (12 + σx), (S45)
where ∆Npq := 2N−2(1 − p − q)/(2N − 2), χNpq := 14 [1 − (p − q)2] − ∆Npq, and |1〉N := ∑Nm=1 |m〉. Evaluating
Tr[W2N CNpq], we obtain the expression Tr[W2N CNpq] = 4N [χNpq(N − 2) − ∆Npq]. This allows us to solve for q and
establish the analytic formula
q > p + κN −
√
4 κN p + (κN − 1)2, (S46)
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for the region of incompatibility with the network witnessed by W2N (i.e., the region where Tr[W2N CNpq] > 0 ),
where κN :=
(N−1) 2N−2
(N−2) (2N−1−1) .
It should be remarked that, since χNpq and ∆Npq are both symmetric under permutation of p and q, the same is true
for the region described by (S46), which is expected since CNpq has this property. Also, if equality is obtained in Eq.
(S46) for q = q0 < 1 at p = 0, then CNpq is always incompatible with the network independently of p for q > q0, with
the same behavior occurring for p > q0, due to the symmetry. In fact, since q0 = κN − |κN − 1|, this always true
for N ≥ 4, where κN < 1. As N → +∞, κN → 1/2, implying then that q0 → 0+. In fig. S2 we show the analytical
curves for different values of N and a comparison with the numerical results.
IV. SEMIDEFINITE DECOMPOSITIONS FOR CLASSICAL NETWORKS WITH INPUTS
Here we combine the classical test developed in [1] (see Section I) with the notion of ‘inputs’ or ‘measurement
settings’. We do this for the sake of comparison with the quantum test with inputs in Proposition 2, which we prove
in Section V. As we shall see here, the notion of inputs does in the classical case not introduce anything essentially
new compared to [1], in the sense that the classical setting with inputs can be simulated by an ‘extended’ classical
setting without inputs.
For a DAG G with parents p1, . . . , pN and children c1, . . . , cM with inputs or (measurement) settings s =
(s1, . . . , sM) ∈ {1, . . . , S1} × · · · × {1, . . . SM}, the joint distribution of the parents and children, conditioned on
the inputs, can be written
P(c1, . . . , cM, p1, . . . , pN |s1, . . . , sM) =ΠMm=1P(cm|sm,Pm)ΠNn=1P(pn). (S47)
One may note that (S47) is nothing but the ordinary causal Markov condition, applied to the scenario with inputs.
It expresses that each child cm may potentially be influenced, not only by its parents Pm, but also by the choice
of input sm. One should in particular note that each input sm only affects the output of child cm. We should also
remark that we here overload the notion and let p1, . . . , pN and c1, . . . , cM not only denote vertices in the DAG G,
but also the random variables associated with those vertices, as well as the values that these random variables may
attain.
We say that an observed conditional distribution P(c1, . . . , cM|s1, . . . , sM) is compatible with a given classical
causal structure G with parents p1, . . . , pN and children c1, . . . , cM, with associated inputs s1, . . . , sM, if it is the
marginal of some distribution of the form (S47), for all inputs (s1, . . . , sM) ∈ {1, . . . , S1} × · · · × {1, . . . SM}.
A. Proof-idea and conceptual remarks
Before turning to the statement and proof of Supplementary Proposition 3 below, we will in the following give
an outline of the main conceptual ideas of our argument, which in essence reduces the proof to a special case of
Supplementary Proposition 1. Suppose that we have a (classical) device that randomly produces an output X, but in
such a way that this distribution is determined by some input s = 1, . . . , S. In other words, the output distribution
P(X = x|s) is conditioned on s. Now imagine a second device that simultaneously produces a collection of random
variables X(1), . . . , X(S), with a joint distribution P(X(1), . . . X(S)), for which the marginal distribution of X(s) is
P(X(s) = x) = P(X = x|s). There always exists at least one such distribution, namely the product distribution
P(X(1) = x(1), . . . , X(S) = x(S)) = ΠSs=1P(X
(s) = x(s)|s). Marginalizing over all indices but s, the second device can
thus simulate the first by presenting only random variable X(s) when the input is s. In the proof of Supplementary
Proposition 3, we will apply this ‘extension’ to all the children (that has more that one measurement setting sm).
As a side-remark, one may note that for the corresponding quantum case, in Proposition 2, the parents potentially
distribute entangled states to their children. Due to such entangled states, it is difficult to see that one could employ
a similar proof strategy of ‘extensions’ in the quantum case. Hence, although the quantum version in Proposition 2
shares an essential structural similarity with Supplementary Proposition 3, the proof strategy of the former is very
different from the latter, and focuses directly on the covariance matrix.
We next make a few observations and definitions concerning the framework of Supplementary Proposition 3.
We consider a scenario where each child cm at each instance only can choose one single input sm. For each child
cm and for each choice of local input sm we assign a feature map Y(m,sm) := Y(m,sm)(cm) into a subspace Vm,sm . For
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each single child, we can observe Cov(Y(m,sm)(cm)|sm). Moreover, we can observe all kinds of cross covariances
Cov(Y(m,sm)(cm), Y
(m′ ,s′m′ )(cm′)|sm, s′m′) for each possible pair of inputs sm, s′m′ of child m, m′ with m 6= m′. Ad-
ditionally, one may note that Cov(Y(m,sm)(cm)|s) = Cov(Y(m,sm)(cm)|sm) and Cov
(
Y(m,sm)(cm), Y
(m′ ,s′m′ )(cm′)
∣∣s) =
Cov
(
Y(m,sm)(cm), Y
(m′ ,s′m′ )(cm′)
∣∣sm, s′m′), due to the structure of (S47). However, in this setting, there exist no cross
covariances of the type ‘Cov
(
Y(m,sm)(cm), Y(m,s
′
m)(cm)
)
’ for s′m 6= sm, since at each instance, cm can only choose one
input sm. We collect all the observable covariances into the observable covariance matrix
Cobservable :=∑
m
∑
sm
Cov(Y(m,sm)(cm)|sm)
+ ∑
m,m′
m 6=m′
∑
sm ,s′m′
Cov
(
Y(m,sm)(cm), Y
(m′ ,s′m′ )(cm′)
∣∣sm, s′m′). (S48)
We wish to find a ‘completion’ Ccompletion of the observable covriances Cobservable, such that their sum, C :=
Cobservable + Ccompletion, is positive semidefinite, and where Ccompletion satisfies.
Pm,sm CcompletionPm,sm = 0, m = 1, . . . , M, sm = 1, . . . , Sm
Pm,sm CcompletionPm′ ,s′
m′
= 0, m, m′ = 1, . . . , M : m 6= m′, sm = 1, . . . , Sm, s′m′ = 1, . . . , Sm′ .
(S49)
These conditions in essence says that Ccompletion, regarded as a block matrix with respect to the sub spaces Vm,sm ,
must be zero on the blocks that constitutes Cobservable. In the proof of Supplementary Proposition 3 this comple-
tion is constructed via the above described ‘extended’ random variables. The point is that the cross covariances
Cov
(
Y(m,sm)(cm), Y(m,s
′
m)(cm)
)
that lack meaning in the conditional setting, become meaningful in the extended set-
ting. Moreover, via the extended collection of random variables, it turns out that Supplementary Proposition 1 can
be applied to to the ‘completed’ matrix C, which yields Supplementary Proposition 3.
B. Proof of Supplementary Proposition 3
Supplementary Proposition 3. Let the conditional distribution P(c1, . . . , cM|s1, . . . , sM) be compatible with the classical
causal structure G with parents p1, . . . , pN and children c1, . . . , cM, with associated inputs s1, . . . , sM. Assume that each
child cm, and each input sm, is assigned a feature map Y(m,sm) into a vector space Vm,sm . Let the operator Cobservable on
V := ⊕Mm=1 ⊕Smsm=1 Vm,sm be as defined in (S48). Then there exist operators Ccompletion, R˜ and (C˜n)Nn=1 on V , such that
Ccompletion satisfies (S49), and
C := Cobservable + Ccompletion ≥ 0, (S50)
and
C = R˜ +
N
∑
n=1
C˜n, R˜ ≥ 0, C˜n ≥ 0, (S51)
P˜(n)C˜n P˜(n) = C˜n, R˜ = ∑
m,sm
Pm,sm R˜Pm,sm , (S52)
P˜(n) := ∑
m∈Cn
Sm
∑
sm=1
Pm,sm , (S53)
where Pm,sm is the projector onto Vm,sm , and where Cn denotes the children having parent pn in the given DAG G.
Remark: One may note that from the requirement that C is positive semidefinite, it follows that C also is Her-
mitian, C† = C. Since Cobservable necessarily is Hermitian, it follows that Ccompletion = C − Cobservable also is
Hermitian. Hence, in any search for a completion Ccompletion, one can, without loss of generality, assume that
C†completion = Ccompletion.
Proof. By the asumption that P(c1, . . . , cM|s1, . . . , sM) it compatible with the classical causal structure G with parents
p1, . . . , pN and children c1, . . . , cM, with associated inputs s1, . . . , sM, it follows that P(c1, . . . , cM|s1, . . . , sM) is the
margin of a conditional joint distribution P(c1, . . . , cM, p1, . . . , pN |s1, . . . , sM), as in (S47), with respect to G.
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The first step is to construct a new graph G˜ that contains the same set of parents as G, but where each child cm in
G is replaced with a collection of children c(1)m , . . . , c
(Sm)
m , i.e., one new child for each input sm. We moreover assume
that the set of parents of child c(sm)m is Pm. In other words, child c(sm)m in G˜ has the same set of parents as cm has in
G.
In the following we construct an extended probability distribution P˜ of {c(sm)m }m,sm , p1, . . . , pN regarded as random
variables. The distribution P(c1, . . . , cM, p1, . . . , pN |s1, . . . , sM) is by assumption of the form (S47), which thus yields
a collection of conditional distributions P(cm|sm,Pm). Define P(c(sm)m |Pm) by
P(c(sm)m = x|Pm) := P(cm = x|sm,Pm), m = 1, . . . , M, sm = 1, . . . , Sm, (S54)
and construct the distribution of p1, . . . , pN , {csmm }m,sm by
P˜(c(1)1 , . . . , c
(S1)
1 , . . . , c
(1)
M , . . . , c
(SM)
M , p1, . . . , pN) =Π
M
m=1Π
Sm
sm=1P(c
(sm)
m |Pm)ΠNn=1P(pn). (S55)
If we take the marginal distribution of c(1)1 , . . . , c
(S1)
1 , . . . , c
(1)
M , . . . , c
(SM)
M in (S55), it follows by comparison of (S55)
with (S1) that the resulting distribution P˜(c(1)1 , . . . , c
(S1)
1 , . . . , c
(1)
M , . . . , c
(SM)
M ) is compatible with the new DAG G˜.
Thus Supplementary Proposition 1 is applicable to P˜ with respect to G˜. For child c(sm)m we choose the feature
map Ym,sm . By Supplementary Proposition 1, there exist operators R˜ and (C˜n)
N
n=1, such that the covariance matrix
Cov(Y˜) of
Y˜ :=
M
∑
m=1
Sm
∑
sm=1
Y(m,sm)(c(sm)m ), (S56)
satisfies
Cov(Y˜) = R˜ +
N
∑
n=1
C˜n, R˜ ≥ 0, C˜n ≥ 0, (S57)
where
P˜(n)C˜n P˜(n) = C˜n, R˜ =
M
∑
m=1
Sm
∑
sm=1
Pm,sm RPm,sm , (S58)
and
P˜(n) := ∑
(m,sm)∈Cn
Pm,sm = ∑
m∈Cn
Sm
∑
sm=1
Pm,sm , (S59)
where in the second equality in (S59) we have used the observation that since c(sm)m in G˜ has the same parents as cm
in G, it follows that if cm is a child with parent pn in G, then all of c
(1)
m , . . . , c
(Sm)
m are children with parent pn in G˜.
In the following, we compare marginal distributions of (S55) with those of (S47). The marginal distribution of
c(sm)m , p1, . . . , pN , with respect to (S55), can be written
P˜(c(sm)m , p1, . . . , pN) =P(c
(sm)
m |Pm)ΠNn=1P(pn). (S60)
Similarly, if we marginalize the conditional distribution (S47) to cm, p1, . . . , pN , we obtain
P(cm, p1, . . . , pN |s1, . . . , sM) =P(cm|sm,Pm)ΠNn=1P(pn), (S61)
where we note that only the conditioning on sm remains on the right hand side. By recalling that we by construction
have P(c(sm)m = x|Pm) = P(cm = x|sm,Pm), we can conclude that
P˜(c(sm)m = x, p1, . . . , pN) = P(cm = x, p1, . . . , pN |sm), (S62)
14
where we on the right hand side have dropped all superfluous conditioning.
Analogously, for m 6= m′ we find that the marginalization of (S55) to c(sm)m , c(s
′
m′ )
m′ , p1, . . . , pN yields
P˜(c(sm)m , c
(s′m′ )
m′ , p1, . . . , pN) =P(c
(sm)
m |Pm)P(c(s
′
m′ )
m′ |Pm′)ΠNn=1P(pn). (S63)
Similarly, the marginalization of the conditional distribution (S47) to cm, cm′ , p1, . . . , pN yields
P(cm, cm′ , p1, . . . , pN |s1, . . . , sM) =P(cm|sm,Pm)P(cm′ |s′m′ ,Pm)ΠNn=1P(pn), (S64)
and since we again have P(c(sm)m = x|Pm) = P(cm = x|sm,Pm), it follows that
P˜(c(sm)m = x, c
(s′m′ )
m′ = x
′, p1, . . . , pN) = P(cm = x, cm′ = x′, p1, . . . , pN |sm, s′m′). (S65)
By (S62) we can conclude that
Pm,sm Cov(Y˜)Pm,sm =Cov
(
Y(m,sm)(c(sm)m )
)
=Cov
(
Y(m,sm)(cm)
∣∣sm). (S66)
By (S65) it similarly follows that
Pm,sm Cov(Y˜)Pm′ ,s′
m′
=Cov
(
Y(m,sm)(c(sm)m ), Y
(m′ ,s′m′ )(c
(s′m′ )
m′ )
)
=Cov
(
Y(m,sm)(cm), Y
(m′ ,s′m′ )(cm′)
∣∣∣sm, s′m′). (S67)
Equations (S66) and (S67) implies that Cobservable defined in (S48) can be written
Cobservable =∑
m
∑
sm
Pm,sm Cov(Y˜)Pm,sm + ∑
m,m′
m 6=m′
∑
sm ,s′m′
Pm,sm Cov(Y˜)Pm′ ,s′
m′
. (S68)
Moreover, define
Ccompletion :=
M
∑
m=1
Sm
∑
sm ,s′m=1
sm 6=s′m
Pm,sm Cov(Y˜)Pm,s′
m′
. (S69)
One can confirm that Ccompletion so defined satisfies all the conditions in (S49). Moreover,
Cobservable + Ccompletion = Cov(Y˜). (S70)
Finally, since Cov(Y˜) necessarily is positive semidefinite, we can conclude that Ccompletion and C := Cov(Y˜) satisfy
(S50). By combining (S70) with (S57), (S58) and (S59), it follows that (S51), (S52) and (S53) holds, which proves the
proposition.
V. PROOF OF PROPOSITION 2 IN THE MAIN TEXT
Here we consider the classes of quantum networks where we have the freedom to locally choose among col-
lections of measurement settings. In other words, analogous to how Supplementary Proposition 3 generalizes
Supplementary Proposition 1 to the case of inputs, Proposition 2 generalizes Proposition 1 to the case when we
have local measurement settings.
Like for the classical case in Section IV, completions of the observable covariance matrix is an important notion
also in the quantum setting. In the classical case, we made the completion on the level of probability distributions,
where the completion of the covariance matrix followed as a consequence. As already remarked in Section IV, it
is difficult to see how one could apply a similar proof-strategy in the quantum case, since the quantum parents
may generate entanglement between their children. Locally copying the quantum states, in a manner analogous to
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how we copy the transition probabilities in the classical case, is thus excluded due to the no-cloning theorem. We
circumvent such issues by instead directly completing the covariance matrix itself, and this approach is detailed in
Section V A.
Let us recall that we here, like in the rest of this investigation, exclusively consider the class of DAGs where the
vertices can be partitioned into a class of parents p1, . . . , pN and a class of children c1, . . . , cM, where there only are
arrows from parents to children. For a graph G with parents p1, . . . , pN and children c1, . . . , cM, we do, precisely as
in Section II, associate a structure of Hilbert spaces as in (S11). As in Section II we also assume that the parents are
initially uncorrelated, with a global state
$ := $p1 ⊗ · · · ⊗ $pN ∈ S(H). (S71)
However, as a generalization of the setting in Section II, we here consider a collection of POVM {A(m,sm)xm }xm , for
sm = 1, . . . , Sm, where the latter is the possible ‘inputs’ or ‘measurement settings’, resulting in the joint POVMs
As1,...,sMx1,...,xM := A
(1,s1)
x1 ⊗ · · · ⊗ A(M,sM)xM . (S72)
This construction results in a distribution of measurement outcomes x1, . . . , xM conditioned on the choice of settings
s1, . . . , sM, defined by
P(x1, . . . , xM|s1, . . . , sM) = Tr([A(1,s1)x1 ⊗ · · · ⊗ A(M,sM)xM ][$p1 ⊗ · · · ⊗ $pN ]). (S73)
We say that an observed conditional distribution P(x1, . . . , xM|s1, . . . , sM) is compatible with the given quantum
casual structure G with inputs, if it can be written as in (6), for some state as in (S71) and some collections of
POVMs.
Analogous to the classical case with inputs in Section IV, we assign a feature map Y(m,sm) to each child cm and
each measurement setting sm, i.e., to each measurement outcome xm,sm , corresponding to POVM element A
(m,sm)
xm,sm ,
we associate an element Y(m,sm)xm,sm in a vector space Vm,sm . We also define V :=
⊕M
m=1
⊕Sm
sm=1 Vm,sm . To each subspaceVm,sm we associate the projector Pm,sm .
As a side remark, we note that the central idea in our construction to deal with networks with inputs (Proposition
2) is indeed the same as in the NPA hierarchy [6]. To illustrate, consider the simple bipartite Bell scenario (with a
single source). In a Bell experiment we have access to terms like Tr(A(1,s1)x1 A
(2,s2)
x2 $), but non-observable terms like
Tr(A(1,s1)x1 A
(1,s′1)
x′1
$) are also mathematically well defined. If the observed correlations have a quantum realization,
then it is possible to complete these values in such a way that a larger matrix collecting these extra terms is positive
semi-definite.
The same idea is behind our proof. In fact, we notice that for a single source, our SDP test is equivalent to the
first level in the NPA hierarchy. However, for more two or more sources, there is no direct comparison between
our method and the NPA hierarchy, since the latter always assumes that there is a single source connecting all
observable variables. In some sense one can think of Proposition 2 as the first level of the NPA hierarchy, but where
the topology of the quantum network is explicitly taken into account.
In fact, consider a convex combination, where we with probability v select a PR-box given by pPR(x1, x2|s1, s2) =
(1/2)δx1⊕x2,s1s2 (assuming all variable dichotomic and assuming the values 0, 1), and with probability 1− v select
the white noise distribution pW(x1, x2|s1, s2) = 1/4. A numerical implementation of the SDP test in Proposition
2 shows that the resulting distribution is incompatible with the quantum network for any v > 1/
√
2, which
corresponds exactly to the Tsirelson’s bound of 2
√
2 in the CHSH inequality. That is, the test in Proposition 2 is
able to detect post-quantum correlations.
A. Semidefinite completion of the observable covariance matrix
Here we show that the observable covariance matrix Cobservable always possesses a positive semidefinite comple-
tion Ccompletion, by explicitly constructing one such completion. We first make a few observations.
As discussed in the main text, we define the observable covariance matrix as
Cobservable :=∑
m
∑
sm
Cov(Y(m,sm)) + ∑
m,m′
m 6=m′
∑
sm ,s′m′
Cov(Y(m,sm), Y(m
′ ,s′m′ )).
(S74)
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With the conditional distribution defined by (S73), it follows that the covariances Cov(Y(m,sm)) for each single child
cm can be written
Cov(Y(m,sm)) = ∑
xm,sm
Y(m,sm)xm,sm Y
(m,sm)
xm,sm
†
Tr([A(m,sm)xm,sm ⊗ 1ˆ/cm ]$)
− ∑
xm,sm
∑
x′m,sm
Y(m,sm)xm,sm Y
(m,sm)
x′m,sm
†
Tr([A(m,sm)xm,sm ⊗ 1ˆ/cm ]$)Tr([A
(m,sm)
x′m,sm
⊗ 1ˆ/cm ]$),
(S75)
where 1ˆ/cm denotes the identity operator on Hc1 ⊗ · · · ⊗ Hcm−1 ⊗Hcm+1 ⊗ · · · ⊗ HcM . For the ‘cross-covariances’
between each pair of children cm, cm′ with m 6= m′, we analogously get
Cov(Y(m,sm), Y(m
′ ,s′m′ ))
= ∑
xm,sm
∑
x′
m′ ,s′
m′
Y(m,sm)xm,sm Y
(m′ ,s′m′ )
x′
m′ ,s′
m′
†
×
[
Tr(A(m,sm)xm,sm ⊗ A
(m′ ,s′m′ )
x′
m′ ,s′
m′
⊗ 1ˆ/cmcm′ $)− Tr([A
(m,sm)
xm,sm ⊗ 1ˆ/cm ]$)Tr([A
(m′ ,s′m′ )
x′
m′ ,s′
m′
⊗ 1ˆ/cm ]$)
]
.
(S76)
It is convenient to define the operator
Q :=∑
m
∑
sm
∑
xm,sm
Y(m,sm)xm,sm ⊗ A
(m,sm)
xm,sm ⊗ 1ˆ/cm . (S77)
We moreover define
R :=∑
m
∑
sm
∑
xm,sm
Y(m,sm)xm,sm Y
(m,sm)
xm,sm
†
Tr([A(m,sm)xm,sm ⊗ 1ˆ/cm ]$)
−∑
m
∑
sm
∑
xm,sm
∑
x′m,sm
Y(m,sm)x′m,sm
Y(m,sm)xm,sm
†
Tr([A(m,sm)x′m,sm
A(m,sm)xm,sm ⊗ 1ˆ/cm ]$).
(S78)
The completion, of the observable covariance matrix stemming from a given state and given collections of POVMs,
can be stated as follows.
Supplementary Lemma 2. Let $ be any density operator on H = Hc1 ⊗ · · · ⊗HcM . Let Q be defined as in (S77), and R as
defined in (S78), and Cobservable as defined by (S74), (S75) and (S76). Then it is the case that
TrH
[(
Q− TrH(Q$)
)(
Q− TrH(Q$)
)†
$
]
+ R = Cobservable + Ccompletion, (S79)
where
Ccompletion :=∑
m
∑
sm ,s′m
sm 6=s′m
∑
xm,sm
∑
x′
m,s′m
Y(m,sm)xm,sm Y
(m,s′m)
x′
m,s′m
†
×
[
Tr
(
[A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
⊗ 1ˆ/cm ]$
)
− Tr([A(m,sm)xm,sm ⊗ 1ˆ/cm ]$)Tr([A
(m,s′m)
x′
m,s′m
⊗ 1ˆ/cm ]$)
]
.
(S80)
Moreover
Cobservable + Ccompletion ≥ 0, R ≥ 0, (S81)
Pm,sm CcompletionPm,sm = 0, m = 1, . . . , M, sm = 1, . . . , Sm,
Pm,sm CcompletionPm′ ,s′
m′
= 0, m, m′ = 1, . . . , M, m 6= m′, sm = 1, . . . , Sm, s′m′ = 1, . . . , Sm′ ,
(S82)
C†completion = Ccompletion. (S83)
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Remark: One may note that this lemma holds for any density operator $, i.e., we are not restricted to density
operators on the form $ = $p1 ⊗ · · · ⊗ $pN , which however is needed in the setting of Proposition 2.
Proof. We first use (S77) to see that
TrH
[(
Q− TrH(Q$)
)(
Q− TrH(Q$)
)†
$
]
=TrH(QQ†$)− TrH(Q$)TrH(Q$)†
= ∑
m,m′
∑
sm ,s′m′
∑
xm,sm
∑
x′
m′ ,s′
m′
Y(m,sm)xm,sm Y
(m′ ,s′m′ )
x′
m′ ,s′
m′
†
×
[
Tr
(
[A(m,sm)xm,sm A
(m′ ,s′m′ )
x′
m′ ,s′
m′
⊗ 1ˆ/cmcm′ ]$
)
− Tr([A(m,sm)xm,sm ⊗ 1ˆ/cm ]$)Tr([A
(m′ ,s′m′ )
x′
m′ ,s′
m′
⊗ 1ˆ/cm′ ]$)
]
=∑
m
∑
sm
∑
xm,sm
∑
x′m,sm
Y(m,sm)xm,sm Y
(m,sm)
x′m,sm
†
×
[
Tr
(
A(m,sm)xm,sm A
(m,sm)
x′m,sm
$
)
− Tr(A(m,sm)xm,sm $)Tr(A
(m,sm)
x′m,sm
$)
]
+∑
m
∑
sm ,s′m
sm 6=s′m
∑
xm,sm
∑
x′
m,s′m
Y(m,sm)xm,sm Y
(m,s′m)
x′
m,s′m
†
×
[
Tr
(
A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
$
)
− Tr(A(m,sm)xm,sm $)Tr(A
(m,s′m)
x′
m,s′m
$)
]
+ ∑
m,m′
m 6=m′
∑
sm ,s′m′
∑
xm,sm
∑
x′
m′ ,s′
m′
Y(m,sm)xm,sm Y
(m′ ,s′m′ )
x′
m′ ,s′
m′
†
×
[
Tr
(
A(m,sm)xm,sm A
(m′ ,s′m′ )
x′
m′ ,s′
m′
$
)
− Tr(A(m,sm)xm,sm $)Tr(A
(m′ ,s′m′ )
x′
m′ ,s′
m′
$)
]
=∑
m
∑
sm
∑
xm,sm
∑
x′m,sm
Y(m,sm)xm,sm Y
(m,sm)
x′m,sm
†
×
[
Tr
(
[A(m,sm)xm,sm A
(m,sm)
x′m,sm
⊗ 1ˆ/cm ]$
)
− Tr([A(m,sm)xm,sm ⊗ 1ˆ/cm ]$)Tr([A
(m,sm)
x′m,sm
⊗ 1ˆ/cm ]$)
]
+ Ccompletion
+ ∑
m,m′
m 6=m′
∑
sm ,s′m′
Cov(Y(m,sm), Y(m
′ ,s′m′ ))
Hence,
TrH
[(
Q− TrH(Q$)
)(
Q− TrH(Q$)
)†
$
]
+ R
= Ccompletion
+ ∑
m,m′
m 6=m′
∑
sm ,s′m′
Cov(Y(m,sm), Y(m
′ ,s′m′ ))
+∑
m
∑
sm
Cov(Y(m,sm))
= Ccompletion + Cobservable.
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Hence, we have confirmed (S79).
Next, we wish to show that R ≥ 0 and Ccompletion + Cobservable ≥ 0. To this end, define
R :=∑
m
∑
sm
∑
xm,sm[
Y(m,sm)xm,sm ⊗ 1ˆ− ∑
x′m,sm
Y(m,sm)x′m,sm
⊗ A(m,sm)x′m,sm
]
A(m,sm)xm,sm
[
Y(m,sm)xm,sm ⊗ 1ˆ− ∑
x′′m,sm
Y(m,sm)x′′m,sm
⊗ A(m,sm)x′′m,sm
]†
.
(S84)
One can confirm that R = TrH(R$). Moreover, by the manner in which R is constructed in (S84), one can see that
R ≥ 0. Consequently, R = TrH(R$) ≥ 0. One can also realize that
TrH
[(
Q− TrH(Q$)
)(
Q− TrH(Q$)
)†
$
]
≥ 0.
Hence, the left hand side of (S79) is positive semidefinite, and thus is also the right hand side. We can thus conclude
that Ccompletion + Cobservable ≥ 0.
Next, we wish to prove (S82). First note that
Pm′′ ,s′′
m′′
Y(m,sm)xm,sm = δm′′ ,mδs′′m ,sm Y
(m,sm)
xm,sm .
Hence
Pm′′ ,s′′
m′′
CcompletionPm′′ ,s′′
m′′
=∑
m
∑
sm ,s′m
sm 6=s′m
∑
xm,sm
∑
x′
m,s′m
Pm′′ ,s′′
m′′
Y(m,sm)xm,sm Y
(m,s′m)
x′
m,s′m
†
Pm′′ ,s′′
m′′
×
[
Tr
(
A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
$
)
− Tr(A(m,sm)xm,sm $)Tr(A
(m,s′m)
x′
m,s′m
$)
]
= 0.
Similarly, for m′′ 6= m′′′, it is the case that
Pm′′ ,s′′
m′′
CcompletionPm′′′ ,s′′′
m′′′
=∑
m
∑
sm ,s′m
sm 6=s′m
∑
xm,sm
∑
x′
m,s′m
Pm′′ ,s′′
m′′
Y(m,sm)xm,sm Y
(m,s′m)
x′
m,s′m
†
Pm′′′ ,s′′′
m′′′
×
[
Tr
(
A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
$
)
− Tr(A(m,sm)xm,sm $)Tr(A
(m,s′m)
x′
m,s′m
$)
]
= 0.
Hence, we have shown (S82).
Finally, for the proof of (S83), one should keep in mind that Tr
(
A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
$
)
in general can be complex, and
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that Tr
(
A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
$
)∗
= Tr
(
A(m,s
′
m)
x′
m,s′m
A(m,sm)xm,sm $
)
.
C†completion =∑
m
∑
sm ,s′m
sm 6=s′m
∑
xm,sm
∑
x′
m,s′m
Y(m,s
′
m)
x′
m,s′m
Y(m,sm)xm,sm
†
×
[
Tr
(
A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
$
)∗ − Tr(A(m,sm)xm,sm $)Tr(A(m,s′m)x′
m,s′m
$)
]
=∑
m
∑
sm ,s′m
sm 6=s′m
∑
xm,sm
∑
x′
m,s′m
Y(m,s
′
m)
x′
m,s′m
Y(m,sm)xm,sm
†
×
[
Tr
(
A(m,s
′
m)
x′
m,s′m
A(m,sm)xm,sm $
)
− Tr(A(m,sm)xm,sm $)Tr(A
(m,s′m)
x′
m,s′m
$)
]
=Ccompletion,
which demonstrates (S83).
B. Unobservable covariances
As briefly mentioned in the main text, we regard the covariances Cov(Y(m,sm), Y(m,s
′
m)) for sm 6= s′m as being
‘unobservable’. The basic rationale is that each child generally only can measure one single POVM at a time, and it
thus seems difficult to give a direct observational meaning to covariances between two measurements that exclude
each other. For the classical case, we did in Section IV A observe that we in some sense can overcome this by
considering extensions of the underlying random variables. However, as discussed above, it is difficult to see how
this strategy could be transferred to the quantum setting. One can certainly consider special cases where simul-
taneous measurements are feasible, such as two POVMs corresponding to the eigenprojectors of two commuting
observables. However, in more general cases, such as eigenprojectors of non-commutative observables, it seems
challenging to provide a direct interpretation of Cov(Y(m,sm), Y(m,s
′
m)) in terms of standard (strong) measurements.
Similar remarks apply to the explicit construction of the completion Ccompletion in (S80). While Cobservable in (S74)
has a direct physical interpretation in terms of (strong) measurements of the POVMs A(m,sm), it seems problematic
to provide Ccompletion with such an interpretation, due to the terms Tr
(
A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
$
)
in (S80). One may for
example note that the products Q := A(m,sm)xm,sm A
(m,s′m)
x′
m,s′m
generally cannot be interpreted as POVM elements (since
they typically would not be positive semidefinite), and not even as observables (since they generally would not
be Hermitian). One could in principle imagine schemes where one indirectly determines Tr(Q$) via expectation
values of the observables Q + Q† and i(Q− Q†), or via weak measurements. However, here we will not attempt
to make conceptual sense, within the current context, of such alternative constructions. For our purpose it suffices
that Ccompletion, on a purely mathematical level, completes Cobservable into a positive semidefinite matrix.
C. Semidefinite decompositions for quantum networks with inputs
For convenience we here restate Proposition 2 contained in the main text.
Supplementary Proposition 4. Let the conditional distribution P(x1, . . . , xM|s1, . . . , sM) be compatible, in the sense
of (S73), with the quantum causal structure G with parents p1, . . . , pN and children c1, . . . , cM, with associated inputs
s1, . . . , sM. Assume that each child cm, and each input sm, is assigned a feature map Y(m,sm) into a vector space Vm,sm . Let the
operator Cobservable on V :=
⊕M
m=1
⊕
sm Vm,sm be as defined in (S74). Then there exist operators Ccompletion, R and (Cn)Nn=1
on V , such that Ccompletion satisfies (S82) and
C := Cobservable + Ccompletion ≥ 0, (S85)
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and
C = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (S86)
P(n)CnP(n) = Cn, R = ∑
m,sm
Pm,sm RPm,sm , (S87)
P(n) := ∑
m∈Cn
Sm
∑
sm=1
Pm,sm , (S88)
where Pm,sm is the projector onto Vm,sm , and where Cn denotes the children having parent pn in the given DAG G.
Remark: Analogous to the completion in the classical version in Supplementary Proposition 3, it follows from the
requirement that C is positive semidefinite, that Ccompletion is Hermitian. Thus, in any search for a completion, one
can assume that is Hermitian. As stated in Supplementary Lemma 2, the specific choice of completion in (S80) is
indeed also Hermitian.
Proof. By the assumption that the conditional distribution P(x1, . . . , xM|s1, . . . , sM) is compatible with the quantum
causal structure G with parents p1, . . . , pN and children c1, . . . , cM, with associated inputs s1, . . . , sM, there exists a
state as in (S71) and POVMs on the form (S72), such that P(x1, . . . , xM|s1, . . . , sM) can be written as in (S73). With
the assigned feature maps Ym,smxm,sm to the outcomes xm,sm corresponding to POVM A
(m,sm)
xm,sm , the observable covariance
Cobservable is defined as in (S74). By Supplementary Lemma 2 we know that Ccompletion, defined in (S80) is such
that C := Cobservable + Ccompletion ≥ 0 and thus (S85) holds. By Supplementary Lemma 2 we moreover know that
Ccompletion satisfies (S82).
Next, we consider Q, defined in (S77), and note that
TrH
[(
Q− TrH(Q$)
)(
Q− TrH(Q$)
)†
$
]
=TrH(QQ†$)− TrH(Q$)TrH(Q†$)
=
N
∑
n=1
Cn,
(S89)
where the last equality follows by Supplementary Lemma 1, where Cn are defined as in (S8).
By equation (S79) in Supplementary Lemma 2, we can conclude that Cobservable + Ccompletion = C = R+∑Nn=1 Cn,
with R, defined by (S78). Furthermore, Supplementary Lemma 2 yields that R is positive semidefinite, and Supple-
mentary Lemma 1 yields that each Cn is positive semidefinite. Hence we can conclude that (S86) holds.
Next we shall show that P(n)CnP(n) = Cn, for the projectors P(n) defined in (S88) with respect to the given DAG
G. For 2 ≤ n ≤ N − 1, recall the definition of Cn in (S8). With the definition of Q in (S77), it follows that
Cn := ∑
m,m′
∑
sm ,s′m′
∑
xm,sm
∑
x′
m′ ,s′
m′
Y(m,sm)xm,sm Y
(m′ ,s′m′ )
x′
m′ ,s′
m′
†
Trpn ,...,pN
[
Wm,sm ,nxm,sm W
m′ ,s′m′ ,n
x′
m′ ,s′
m′
†
[$pn ⊗ · · · ⊗ $pN ]
]
, (S90)
where
Wm,sm ,nxm,sm := Trp1,...,pn−1([A
(m,sm)
xm,sm ⊗ 1ˆ/cm ][$p1 ⊗ · · · ⊗ $pn−1 ])
− 1ˆpn ⊗ Trp1,...,pn([A(m,sm)xm,sm ⊗ 1ˆ/cm ][$p1 ⊗ · · · ⊗ $pn ]).
(S91)
Suppose that m /∈ Cn. This implies that 1ˆpn ⊗Trpn([A(m,sm)xm,sm ⊗ 1ˆ/cm ]$pn) = A
(m,sm)
xm,sm ⊗ 1ˆ/cm . Consequently Wm,sm ,nxm,sm = 0,
for all sm and all xm,sm . Hence, if m /∈ Cn or if m′ /∈ Cn, then
Wm,sm ,nxm,sm W
m′ ,s′m′ ,n
x′
m′ ,s′
m′
†
= 0, ∀sm, s′m′ , xm,sm , x′m′ ,s′
m′
. (S92)
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Recall that Y(m,sm)xm,sm is supported on Vm,sm . By comparing (S90) with with (S92) one can realize that Pm.sm CnPm′ ,s′m′ = 0
if m /∈ Cn or if m′ /∈ Cn, for all sm and s′m′ . Hence
Cn =
M
∑
m=1
Sm
∑
sm=1
Pm,sm Cn
M
∑
m′=1
Sm′
∑
s′
m′=1
Pm′ ,s′
m′
= ∑
m∈Cn
Sm
∑
sm=1
Pm,sm Cn ∑
m′∈Cn
Sm
∑
s′
m′=1
Pm′ ,s′
m′
=P(n)CnP(n).
We can thus conclude that P(n)CnP(n) = Cn, for 2 ≤ n ≤ N − 1. The proofs for the cases n = 1 and n = N are
analogous.
As the final step we need to show that R, defined in (S78), satisfies the decomposition R = ∑m,sm Pm,sm RPm,sm .
Since Y(m,sm)xm,sm is supported on Vm,sm , it follows that Pm′ ,s′m′Y
(m,sm)
xm,sm = δm,m′δsm ,s′m Y
(m,sm)
xm,sm for all xm,sm . By comparison
with (S78) it follows that Pm,sm RPm′ ,s′
m′
= δm,m′δsm ,s′m Pm,sm RPm,sm , and thus R = ∑m,sm Pm,sm RPm,sm .
D. Semidefinite test for quantum networks with inputs
Analogous to how the case of quantum networks without inputs in Proposition 1 gives rise to a semidefinite
test, Supplementary Proposition 4 can also be turned into a semidefinite test that allows us to rule out hypothetical
causal structures as explanations of a given conditional distribution P. Supplementary Proposition 4 can be phrased
schematically as follows: If P iscompatible with G, then for every choice of feature maps there exist Ccompletion, R,
and (Cn)n such that the ‘conditions’ [(S85) - (S88)] are satisfied. This can equivalently be rephrased as follows:
If there exists a choice of feature maps for which the ‘conditions’ fail for all choices of Ccompletion, R, and (Cn)n,
then P is not compatible with G. This alternative formulation is the basis of the semidefinite test. It is worth
stressing that one has to test all completions Ccompletion before a given quantum causal structure G can be excluded
as an explanation of an observed conditional distribution P. In particular, when applying the semidefinite test,
one cannot in general fix the completion Ccompletion to be (S80). For example, if the conditional distribution is
obtained via some quantum state and families of POVMs (not necessarily compatible with G), then one should
not be tempted to use the completion in (S80) for the semidefinite test, since there may exist some other states and
collections of POVMs that would be compatible with G, and yield the same distribution.
By comparison of Supplementary Proposition 4 and Supplementary Proposition 3, one can see that the conditions
of the completion and semidefinite decomposition is identical in both cases. We can thus conclude that even though
we allow for measurement settings, the semidefnite test does not distinguish classical and quantum networks. This
may seem surprising, since including measurement setting in many cases yield such distinctions. In view of this, it
is worth pointing out that although the semidefinite test has identical structure in both the classical and quantum
case, this does not exclude the possibility that the observable covariance matrix per se may contain information that
would allow for distinctions in some cases. More precisely, it may be the case that the set of observable covariance
matrices that are compatible with a quantum network is larger than the set compatible with the corresponding
classical network, even though the semidefinite test is oblivious to such differences.
VI. ALTERNATIVE TESTS FOR QUANTUM NETWORKS WITH INPUTS
The semidefinite test for inputs in Proposition 2 is in some sense proved independently of the semidefinite test
without inputs in Proposition 1 (although both depend on Supplementary Lemma 1). However, one can consider
methods to directly use Proposition 1 in order to generate tests also for the case of inputs. Loosely speaking, from
a setting with inputs we can generate a family of settings without inputs, onto which we can apply Proposition 1.
If any of these sub-tests would fail, then we have falsified the hypothetical DAG as an explanation of the observed
covariances. Here we consider two such alternative tests (or rather one test, and a generalization of it) and we show
that none of these two alternatives is stronger than the test stemming from Proposition 2.
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Since these alternative tests all have the structure of a collection of separate tests, while Proposition 2 in some
sense can be regarded as yielding a ‘collective’ test, it seems reasonable to expect that Proposition 2 yields strictly
stronger tests. Although an interesting question, we leave this for future investigations, and focus on showing that
Proposition 2 is not weaker than these alternatives.
A. Tests from local selections
Suppose that we have a setup with choices of inputs. Consider the case that each child cm fixes a specific input sm.
By fixing the inputs we effectively obtain a setting without inputs, onto which we can apply the test of Proposition
1. In other words, if there would exist a collective choice of inputs s = (s1, . . . , sM) for which the semidefinite
test of Proposition 1 would fail, then it means that the hypothetical DAG has been falsified. Here we show that
this alternative ‘selection-test’ is not stronger than that of Proposition 2. We shall do this by showing that if the
‘full’ observable covariance matrix satisfies the semidefinite decomposition in the sense of Proposition 2, then the
selection test is also satisfied. Equivalently: if the selection test fails, then the test of Proposition 2 will also fail.
Hence, the selection test is not stronger than the ‘full’ test.
For a given DAG G and collection of local POVMs {A(m,sm)xm }xm we have the conditional distribution of outcomes
P(x1, . . . , xM|s1, . . . , sM) := Tr([A(1,s1)x1 ⊗ · · · ⊗ A(M,sM)xM ]$), $ := $p1 ⊗ · · · ⊗ $pN . (S93)
Let us also assume a collection of feature maps Y(m,sm). For each choice of measurement inputs s = (s1, . . . , sM) we
define the corresponding covariance matrix with respect to (S93) as
C(s) :=∑
m
Cov(Y(m,sm)) + ∑
m,m′
m 6=m′
Cov(Y(m,sm), Y(m
′ ,sm′ )),
(S94)
with Cov(Y(m,sm)) as in (S75), and Cov(Y(m,sm), Y(m
′ ,sm′ )) as in (S76) with $ := $p1 ⊗ · · · ⊗ $pN . Similarly, we define
the ‘full’ observable covariance matrix with respect to (S93) as
Cobservable :=∑
m
∑
sm
Cov(Y(m,sm)) + ∑
m,m′
m 6=m′
∑
sm ,s′m′
Cov(Y(m,sm), Y(m
′ ,s′m′ )).
(S95)
The following proposition essentially states that if (S95) satisfies the semidefinite decomposition of Proposition 2,
then (S94) satisfies the semidefinite decomposition in the sense of Proposition 1.
Supplementary Proposition 5. Let G be a DAG, and assume an underlying conditional distribution (S93), as well as a
collection of feature maps Y(m,ms) into spaces Vm,sm . If Cobservable defined in (S95) is such that there exist operators Ccompletion,
R, (Cn)Nn=1 such that
Pm,sm CcompletionPm,sm = 0, m = 1, . . . , M, sm = 1, . . . , Sm,
Pm,sm CcompletionPm′ ,s′
m′
= 0, m, m′ = 1, . . . , M, m 6= m′, sm = 1, . . . , Sm, s′m′ = 1, . . . , Sm′ ,
(S96)
and
C = Cobservable + Ccompletion, (S97)
C = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (S98)
P(n)CnP(n) = Cn, (S99)
R = ∑
m,sm
Pm,sm RPm,sm , (S100)
where P(n) := ∑m∈Cn ∑
Sm
sm=1 Pm,sm and Pm,sm is the projector onto Vm,sm , and Cn denotes the children with parent pn in G,
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then for every s = (s1, . . . , sM), there exist operators R(s) and (C
(s)
n )
N
n=1, such that
C(s) = R(s) +
N
∑
n=1
C(s)n , R(s) ≥ 0, C(s)n ≥ 0 (S101)
C(s)n = P(n,s)C
(s)
n P(n,s), (S102)
R(s) =∑
m
P(s)m R(s)P
(s)
m , (S103)
where P(n,s) := ∑m∈Cn P
(s)
m , and P
(s)
m := Pm,sm , and where C
(s) is as defined in (S94).
Remark: We can equivalently say that if C(s) fails to satisfy the semidefinite decomposition (S101), then Cobservable
fails to satisfy the semidefinite decomposition (S98). In other words, the ‘selection-test’ is not stronger than the test
resulting from Proposition 2.
Proof. Define P(s) := ∑Mm=1 P
(s)
m = ∑Mm=1 Pm,sm . The first step of the proof is to show that P
(s)CP(s) = C(s). To this
end we first observe that
P(n,s)P(s) = P(s)P(n,s) = P(s)P(n) = P(n)P(s) = P(n,s),
P(s)Pm′ ,s′
m′
= Pm′ ,s′
m′
P(s) = δsm′ ,s′m′
Pm′ ,s′
m′
.
(S104)
Next we note that by (S96) it follows that P(s)CcompletionP(s) = 0, which in turn yields
P(s)CP(s) = P(s)CobservableP(s) =
M
∑
m=1
P(s)m CobservableP
(s)
m + ∑
m,m′ :m 6=m′
P(s)m CobservableP
(s)
m′ = C
(s). (S105)
We can thus conclude that P(s)CP(s) = C(s).
Next we will show that the decomposition (S98) leads to the decompsiton (S101) of C(s). For this purpose we
define R(s) := P(s)RP(s) and C(s)n := P(s)CnP(s). We first observe C(s) = P(s)CP(s) = P(s)RP(s) +∑Nn=1 P
(s)CnP(s) =
R(s) + ∑Nn=1 C
(s)
n , where the second equality follows by (S98). Next we wish to show that the operators R(s) and
C(s)n satisfy all the required conditions. From (S98) we know that R ≥ 0 and Cn ≥ 0. By comparing with the
definition of R(s) and C(s)n we can conclude that R(s) ≥ 0 and C(s)n ≥ 0. Next we wish to show that R(s) satisfies
property (S103). From (S100) we know that R = ∑m′ ,s′
m′
Pm′ ,s′
m′
RPm′ ,s′
m′
. From P(s)Pm′ ,s′
m′
= δsm′ ,s′m′
Pm′ ,s′
m′
, it thus
follows that R(s) = P(s)RP(s) = ∑m P
(s)
m R(s)P
(s)
m . Hence (S103) is satisfied. Finally, we should show that C
(s)
n satisfies
(S102). By (S99) we know that P(n)CnP(n) = Cn. By combining this with the observations in (S104) we obtain
C(s)n = P(n,s)C
(s)
n P(n,s), and thus (S102) is satisfied.
B. Tests from local random selections
In the previous section we created a family of tests without inputs by fixing a specific selection of inputs. Here we
shall generalize this by consider a scheme where we select the inputs according to a local probability distribution.
The previous setting is obtained as a special case when the distributions deterministically single out one specific
choice of POVM.
For this scenario we assume that all the possible POVMs of child cm have the same number of outcomes irre-
spective of the choice sm. In other words, instead of {A(m,sm)xm,sm }xm,sm we can write {A
(m,sm)
xm }xm . Hence, the range of
the index xm does not depend on sm. One should note that this is not a restriction, since if the number of POVM
elements differ, one can ‘pad’ the POVMs with zero-operators, such that they all have the same number of elements.
The joint conditional distribution is
P(x1, . . . , xM|s1, . . . , sM) := Tr([A(1,s1)x1 ⊗ · · · ⊗ A(M,sM)xM ]$), $ := $p1 ⊗ · · · ⊗ $pN . (S106)
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We let the local input sm be selected according to the distribution (q
(m)
sm )sm . The resulting effective POVM {A
(m)
xm }xm
is defined by
A(m)xm :=∑
sm
q(m)sm A
(m,sm)
xm . (S107)
Hence, for each choice of local distributions q(1), . . . , q(M) we have fixed local POVMs {A(m)xm }xm , and can thus apply
the test of Proposition 2. Hence, if we can find one collection of local distribution q(1), . . . , q(M) that would violate
this test, then we have falsified the given DAG G as an explanation of the observed covariances. Compared to the
previous section, we do in this case not only get a finite collection of semidefinite tests, but rather a continuum of
them. However, here we shall show that this ‘local random test’ still is not stronger the test of Proposition 2. We
follow the same strategy as in the previous section, and show that if the ‘full’ test is satisfied, then the local random
test is also satisfied. Hence, if the local random test is falsified, then the full test is also falsified.
For the semidefinite test without inputs, let us choose feature maps Y(m) into spaces Vm. We let Y := ∑Mm=1 Y
(m).
With respect to the distribution
P(x1, . . . , xM) = Tr([A
(1)
x1 ⊗ · · · ⊗ A
(M)
xM ][$p1 ⊗ · · · ⊗ $pN ]), (S108)
we consider the covariance
CovP(Y) :=∑
m
CovP(Ym) + ∑
m,m′ :m 6=m′
CovP(Ym, Ym′)
=∑
m
∑
xm
Y(m)xm Y
(m)
xm
†
Tr([A(m)xm ⊗ 1ˆ/cm ]$)−∑
m
∑
xm ,x′m
Y(m)xm Y
(m)
x′m
†
Tr([A(m)xm ⊗ 1ˆ/cm ]$)Tr([A
(m)
x′m ⊗ 1ˆ/cm ]$)
+ ∑
m,m′ :m 6=m′
∑
xm ,x′m′
Y(m)xm Y
(m′)
x′
m′
†
[
Tr([A(m)xm ⊗ A
(m′)
x′
m′
⊗ 1ˆ/cmcm′ ]$)− Tr([A
(m)
xm ⊗ 1ˆ/cm ]$)Tr([A
(m′)
x′
m′
⊗ 1ˆ/cm′ ]$)
]
,
$ := $1 ⊗ · · · ⊗ $N ,
(S109)
where we have added the subscript P to emphasize that the covariance is calculated with respect to the distribution
(S108). For the corresponding ‘full’ test with inputs, we have to have one feature-space Vm,sm for each child cm and
each choice of measurement sm. Since the number of outcomes of the local measurements are the same for all sm,
we let dimVm,sm = dimVm. In other words, we let all Vm,sm be ‘copies’ of Vm. In a similar manner we let the feature
maps Y(m,sm) in some sense be copies of Y(m). The idea is that the different choices of sm should all give rise to
the ‘same outcome’ on the level of the covariance matrix. More precisely, we define mappings from Vm to Vm,sm to
construct Y(m,sm) from Y(m) via partial isometries Vm,sm defined in (S110).
Supplementary Proposition 6. Let G be a DAG, and assume an underlying conditional distribution (S93). We assume a
collection of feature maps Y(m,sm) into spaces Vm,sm , and a collection of feature maps Ym into spaces Vm, where we assume
linear mappings Vm,sm :
⊕M
m=1 Vm →
⊕M
m=1
⊕Sm
sm=1 Vm,sm , such that
Y(m,sm)xm := Vm,sm Y
(m)
xm , V
†
m,sm Vm,sm = Pm, Vm,sm V
†
m,sm = Pm,sm , (S110)
where Pm is the projector onto Vm, and Pm,sm is the projector onto Vm,sm . Let CovP(Y) be as defined in (S109), with respect
to (S108) where {A(m)xm }xm is as in (S107) for given distributions q(1), . . . , q(M). If Cobservable, defined in (S95), is such that
there exist operators Ccompletion, R, (Cn)Nn=1 such that
Pm,sm CcompletionPm,sm = 0, m = 1, . . . , M, sm = 1, . . . , Sm,
Pm,sm CcompletionPm′ ,s′
m′
= 0, m, m′ = 1, . . . , M, m 6= m′, sm = 1, . . . , Sm, s′m′ = 1, . . . , Sm′ ,
(S111)
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and
C = Cobservable + Ccompletion, (S112)
C = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (S113)
P(n)CnP(n) = Cn, (S114)
R = ∑
m,sm
Pm,sm RPm,sm , (S115)
where P(n) := ∑m∈Cn ∑
Sm
sm=1 Pm,sm , and Cn denotes the children having parent pn in G, then there exist operators R and
(Cn)Nn=1 such that
CovP(Y) = R +
N
∑
n=1
Cn, R ≥ 0, Cn ≥ 0, (S116)
P(n)CnP
(n)
= Cn, (S117)
R =
M
∑
m=1
PmRPm, (S118)
where P(n) := ∑m∈Cn Pm.
Proof. This proof does to a large extent build on Supplementary Proposition 5, and as the first step we shall express
CovP(Y) in terms of C
(s) defined in (S94). For this purpose we define
R˜ :=∑
m
∑
sm
q(m)sm ∑
xm
∑
x′m
Y(m)xm Y
(m)
x′m
†
Tr([A(m,sm)xm ⊗ 1ˆ/cm ]$)Tr([A(m,sm)x′m ⊗ 1ˆ/cm ]$)
−∑
m
∑
xm
∑
x′m
Y(m)xm Y
(m)
x′m
†
Tr([∑
sm
q(m)sm A
(m,sm)
xm ⊗ 1ˆ/cm ]$)Tr([∑
s′m
q(m)s′m A
(m,s′m)
x′m
⊗ 1ˆ/cm ]$)
=∑
m
∑
sm
q(m)sm
[
f (m)sm −∑
s′m
q(m)s′m f
(m)
s′m
][
f (m)sm −∑
s′′m
q(m)s′′m f
(m)
s′′m
]† ≥ 0,
(S119)
where f (m)sm := ∑xm Y
(m)
xm Tr([A
(m,sm)
xm ⊗ 1ˆ/cm ]$). Hence R˜ is positive semidefinite. One can also confirm that
∑m PmR˜Pm = R˜. We next define F := ∑m ∑sm V
†
m,sm and q(s) := q
(1)
s1 × · · · × q(M)sM . With C(s) as defined in (S94) we
get
∑
s
q(s)FC(s)F† =∑
m
∑
sm
q(m)sm FCov(Y
(m,sm))F† + ∑
m,m′
m 6=m′
∑
sm ,sm′
q(m)sm q
(m′)
sm′ FCov(Y
(m,sm), Y(m
′ ,sm′ ))F†
=∑
m
∑
sm
q(m)sm ∑
xm
Y(m)xm Y
(m)
xm
†
Tr([A(m,sm)xm ⊗ 1ˆ/cm ]$)
−∑
m
∑
sm
q(m)sm ∑
xm
∑
x′m
Y(m)xm Y
(m)
x′m
†
Tr([A(m,sm)xm ⊗ 1ˆ/cm ]$)Tr([A(m,sm)x′m ⊗ 1ˆ/cm ]$)
+ ∑
m,m′
m 6=m′
∑
sm ,sm′
q(m)sm q
(m′)
sm′ ∑
xm
∑
x′
m′
Y(m)xm Y
(m′)
x′
m′
†
×
[
Tr(A(m,sm)xm ⊗ A
(m′ ,sm′ )
x′
m′
⊗ 1ˆ/cmcm′ $)− Tr([A
(m,sm)
xm ⊗ 1ˆ/cm ]$)Tr([A
(m′ ,sm′ )
x′
m′
⊗ 1ˆ/cm ]$)
]
.
(S120)
By combining (S119) with (S120) and (S107) we get
CovP(Y) = R˜ +∑
s
q(s)FC(s)F†. (S121)
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Hence, we have expressed CovP(Y) in terms of C
(s). Next, we observe that since Cobservable satisfies (S111), (S113),
(S114), and (S115), it follows that Supplementary Proposition 5 is applicable to C(s) for each s = (s1, . . . , sM). By
combining (S121) with the decomposition (S101) in Supplementary Proposition 5 it follows that
CovP(Y) = R +
N
∑
n=1
Cn, R := R˜ +∑
s
q(s)FR(s)F†, Cn :=∑
s
q(s)FC(s)n F†. (S122)
Next we wish to show that R and (Cn)Nn=1 satisfy all the required properties. By Supplementry Proposition 5 we
know that C(s)n ≥ 0, and thus Cn ≥ 0. From Supplementary Proposition 5 we also know that R(s) ≥ 0, and thus
∑s q(s)FR(s)F† ≥ 0. From (S119) we also know that R˜ ≥ 0. We can thus conclude that R ≥ 0 and Cn ≥ 0.
Next, we show that Cn satisfies (S117). Recall that P
(n)
= ∑m∈Cn Pm, F = ∑m ∑sm V
†
m,sm , and moreover that
V†m,sm Vm,sm = Pm and Vm,sm V
†
m,sm = Pm,sm . From this follows that PmF = F∑sm Pm,sm and thus P
(n)F = ∑m∈Cn PmF =
F∑m∈Cn ∑sm Pm,sm = FP
(n). By combining this observation with (S104) it follows that P(n)CnP
(n)
= Cn, and we
can thus conclude that Cn satisfies (S117). We finally should show that R satisfies (S118). For this purpose we
note that PmF = F∑sm Pm,sm implies PmFP
(s)
m = F∑s′m Pm,s′m P
(s)
m = F∑s′m Pm,s′m Pm,sm = δm,mFP
(s)
m . By combining this
observation with (S122) and with the previous observation ∑m PmR˜Pm = R˜, we obtain (S118).
VII. COMPARISON WITH THE FINNER INEQUALITY, INFLATION AND ENTROPIC BOUNDS
In Figures 1 and 2 of the main text we compare the results of our method in two distinct scenarios to results
obtained with a special case of the Finner inequality (proven to be valid for quantum networks in Ref. [5]) given by
P(x1, . . . , xn) ≤
√
∏
i
Pi(xi), (S123)
valid for distributions compatible with the corresponding network, where P is the complete distribution of the ob-
servable variables, and Pi single-party marginals corresponding to the i-th party. Incompatibility with the network
is established when any possible outcome assignment x1, . . . , xn makes the inequality invalid. Finner inequality,
however, in its general form can be stated as
E
(
∏
j
f j
)
≤∏
j
[
E(| f j|1/ηj)
]ηj
, (S124)
where f j are generic post-processing functions of each outcome xj, E are expectation values taken over the cor-
responding parties’ distribution, and ηj are exponents satisfying ∑j∈Cn ηj ≤ 1 for all parents n. As mentioned
in [5], the set of allowed exponents is convex and extremal exponents are nonnegative integers and half-integers.
For the cases considered in the main text, we have ηi + ηj ≤ 1 for all i 6= j, which leads to the possibilities
(η1, ..., ηn) = (1/2, ..., 1/2), or to a single ηj = 1 while all others are 0, where
[
E(| fi|1/ηi )
]ηi
for ηi = 0 is to be
taken as max{xi |Pi(xi) 6=0} | fi(xi)| and is denoted as ‖ fi‖∞. Considering these extremal cases, we are still left with
the choice of processing functions f j. To obtain the inequality in Eq. (S123), we have considered indicator functions
f j(x) = δx,xj , where δa,b is the Kronecker’s delta, given by δa,b = 1, if a = b, and zero otherwise. The general case
for dichotomic distributions is analyzed below.
We first consider the case of a single ηj = 1, and the others 0, in (S124), which yields
E
(
∏
j
f j
)
≤
(
∑
xj
Pj(xj)| f j(xj)|
)
∏
i 6=j
| fi(x∗i )|, (S125)
where x∗i is any outcome that satisfies | fi(x∗i )| = ‖ fi‖∞, corresponding to the contribution of terms with ηi = 0. In
the following we show that (S125) is satisfied trivially. By the definition of ‖ fi‖∞, either we have | fi(x∗i )| ≥ | fi(xi)|
for all xi, or | fi(x∗i )| < | fi(x′i)| for some x′i , for which Pi(x′i) = 0. If Pi(x′i) = 0, however, then P(x1, . . . , xn)|xi=x′i = 0
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as well. Consequently, it is always the case that P(x1, . . . , xn) ∏nk=1 | fk(xk)| ≤ P(x1, . . . , xn) | f j(xj)| ∏i 6=j | fi(x∗i )|.
This inequality yields
∑
x1,...,xn
P(x1, . . . , xn)
n
∏
k=1
fk(xk) ≤ ∑
x1,...,xn
P(x1, . . . , xn)
n
∏
k=1
| fk(xk)|
≤ ∑
x1,...,xn
P(x1, . . . , xn) | f j(xj)|∏
i 6=j
| f j(x∗j )|
=∑
xj
Pj(xj) | f j(xj)|∏
i 6=j
| f j(x∗j )|,
(S126)
which implies (S125). Hence, (S125) always holds.
For ηj = 1/2, we need to consider an optimization over possible functions f j. Note that, since the right-hand
side of (S124) includes only the modulus of each fi, while the left-hand side can become negative with fi ≤ 0, we
restrict our analysis to fi(xi) ≥ 0 for all parties and values of xi to look for a violation. In fact, using f j ≥ 0, we
may square both sides of Eq. (S124) and obtain
∑
x1,...,xn
x′1,...,x′n
(
∏
j
f j(xj)
) (
P(x)P(x′)−∏
j
Pj(xj) δxj ,x′j
)(
∏
j
f j(x′j)
)
≤ 0, (S127)
where x = (x1, ..., xn) and similarly for x′. Determining whether this inequality can be violated can then be
interpreted as the constrained quadratic optimization problem
maximize
F
{
FT M F | F = f1 ⊗ f2 ⊗ . . .⊗ fn
}
, (S128)
where M is the matrix with elements Mxx′ = P(x)P(x′) −∏j Pj(xj) δxj ,x′j . The restriction of F to a pure-product
vector makes finding a direct solution to the problem a complicated task numerically, and heuristic methods to
find lower bounds to the global maximum of the expression must be used. In particular, note that we may restrict
the codomain of f j to the interval [−1, 1] by dividing the inequalities by ∏j ∑xj | f j(xj)|, assuming of course that
f j(xj) 6= 0 for some xj. Using only nonnegative f j, this also implies that ∑xj f j(xj) = 1, which, for distributions
with only two possible outcomes per party, reduces the problem to optimizing a single variable per party: f j(xj) =
(1 + (−1)xj δj)/2, with δj ∈ [−1, 1], assuming also xj ∈ {0, 1}. By using a sequential optimization for each δj, we
have obtained the curve included in Figs. 1 and 2 of the main text, both very close to the corresponding curves
obtained with the covariance method described in Theorem 1. The algorithm used is described in the following.
For each distribution P, we start with a random selection of values for each δj, sampled independently from
a uniform distribution in the allowed interval [−1, 1]. We then optimize δi individually, starting with a random
i ∈ {1, . . . , n}, where n is the number of parties, and changing according to i→ i( mod n) + 1 for each subsequent
step. The result is then combined with the remaining non-updated values of δj for j 6= i, to be used as a starting
point in the individual optimization. The value of i is updated a fixed number of times and the minimum obtained
for FT M F is stored. The whole procedure is also repeated a fixed number of times, with the overall minimum
collected in the end. To establish the transition graph between non-violating and violating values of (p, q) for the
distribution PNpq(x1, .., xN) = p δ
(N)
0 + q δ
(N)
1 + (1− p− q)
1−δ(N)0 −δ
(N)
1
2N−2 , we then apply the algorithm to each value of
(p, q) evaluated.
Fig. 1 in the main text also includes a comparison with the inflation bound recently obtained in [7] and the
entropic bound [8, 9]. The three observable variables in the triangle scenario are labelled as A, B, C. The inflation
bound was obtained in [7] by considering the non-signalling constraints arising from a specific inflation of the
triangle network and is given by
(1+ 2E1 + E2)2 ≤ 2(1+ E1)3, (S129)
where E1 = EA = EB = EC and E2 = EAB = EBC = EAC, with EA, EB and EC are the expectation values for
single-party marginals, and EAB, EBC and EAC are the expectation values for two-party marginals.
In turn, the entropic bound is given by following inequality (and its two other symmetries by relabelling of the
parties)
I(A : B) + I(A : C) ≤ H(A), (S130)
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where H(A) = −∑a p(a) log2 p(a) is the Shannon entropy of the outcome measurement A and I(A : B) = H(A) +
H(B)− H(A, B) is the mutual information between variables A and B.
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