Abstract-We address the problem of global sensor fusion for the purpose of distributed decision-making, from a control-theoretic perspective. In particular, we introduce a quasi-linear stochastic distributed protocol, using which a network of sensing agents can reach agreement in order to take a collective action. Using control-theoretic methods, we design the parameters of our protocol-which include weights in the local update rules used by the agents and a finite stopping time-to achieve agreement in a fair and rapid manner. We show analytically that the developed protocol achieves fair agreement with certainty in the noise-free case and achieves fair agreement with high probability even in the presence of communication noise and assuming very little information storage capability for the agents. Our development is illustrated throughout with a canonical example motivated by autonomous vehicle control.
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INTRODUCTION
I N many application areas, networks of agents with sensing capabilities are required to integrate their individual observations and to make decisions or take actions collectively based on this fusion of information (e.g., [1] ). The task of information fusion and decision-making in these networks is often complicated by the essential decentralization of the network dynamics and control: Power/cost constraints and security/reliability concerns dictate that communication is short-range and, in some cases, that decision-making is done by the individual agents. For instance, swarms of military vehicles, such as unmanned aerial vehicles (UAVs), may need to collectively decide on the presence or absence of a target and make a decision on whether to destroy the target, in a totally distributed manner.
In this paper, we put forth the viewpoint that it is useful to consider the information-fusion and decision-making tasks of networks with sensing agents 1 jointly, as a decentralized stabilization or agreement problem. In pursuing this control-theoretic viewpoint, we propose a stochastic protocol for decision-making or agreement that is particularly suitable given typical characteristics of networks with sensing agents-i.e., networks with agents that operate at low power and with little memory, are subject to communication failures, and are seeking to make discrete-valued decisions, such as whether or not to attack a target. By formulating the developed protocol in terms of the influence model (see [2] , [3] ), we are able to analytically determine the performance characteristics of our protocol and to relate the protocol's performance with the network topology and fault characteristics.
Our work draws on and aims to contribute to both the literature on sensor networking and the control-theoretic study of agreement-protocol design. Qi et al. [1] review recent developments and challenges in distributed sensor networking. Several recent works have recognized the energy savings and scalability engendered by use of distributed algorithms (e.g., [4] , [5] , [6] ) in sensor networks, providing broad motivation for our study. Of particular interest to us, Krisnamachari and lyengar [4] develop a distributed algorithm that uses information fusion for a specific application-event region detection-in a manner that suppresses faults and, hence, allows commitment to a decision and ensuing action. We also seek to achieve agreement among agents for the purpose of decisionmaking but take the perspective that these agents begin with heterogeneous opinions about the issue to be decided on, not only because of faults, but because of heterogeneity in their observation capabilities and, perhaps, intrinsic differences in their motives. Thus, in contrast to [4] , we seek distributed algorithms for which the decided-on opinion of each agent takes into account the initial opinions of agents throughout the network, rather than of only a set of nearby neighbors.
Agreement protocols are iterative algorithms, using which a network of agents with initially different opinions can reach a collective decision (e.g., [7] , [8] ) and, hence, take an action in a distributed manner. Agreement has been studied in the computer science literature for several years-see [7] for a thorough introduction. Recently, a control-theoretic viewpoint on agreement has been developed (e.g., [8] , [9] , [10] ); this control-theoretic viewpoint is also deeply connected with the more general graph-theoretic study of For information on obtaining reprints of this article, please send e-mail to: tmc@computer.org, and reference IEEECS Log Number 0323-1204.
1. We use the terminology "networks with sensing agents" rather than "sensor networks" because we envision our work as applicable to not only distributed and wireless sensor networks but also to networks that combine sensing with other dynamics (such as networks of UAVs). We also use the terminology to clarify that the networks that we consider do not necessarily contain a large number of agents. stabilization in distributed dynamic systems (e.g., [11] , [12] ). The control-theoretic viewpoint has the advantages of facilitating development of graphical conditions for agreement and of allowing characterization of protocol performance using linear system analysis techniques. Our previous work [10] is concerned with designing the dependence of the agreed-upon value on the initial opinions of the agents. This idea of agreement-law design in [10] plays a significant role in our current study, since we are interested in protocols that fairly 2 weight the initial opinions of the agents in making a collective decision.
We believe that several extensions of the controltheoretic studies on agreement and stabilization ( [8] , [9] , [11] , [10] , [12] ) are required for broad application to various networks with sensing capabilities:
. Agreement among discrete-valued opinions should be considered, since many networks with sensing capabilities perform (discrete-valued) detection or classification tasks as well as binary decisionmaking. With the exception of our previous work [10] , we do not know of any control-theoretic study of agreement that considers discrete-valued opinions. We focus on agreement upon discrete-valued opinions in this paper. . A stochastic protocol is needed in order to achieve agreement in a manner that equitably weights the initial opinions of the agents. As will be discussed further, a stochastic protocol can also be simpler to implement than some of the protocols described in the literature. To this end, we pursue a stochastic protocol in this work. . In many networks with sensing capabilities, faults in the communication of information may occur (often because of severe limitations in transmitter power and communication bandwidth) and, hence, communication faults should be considered explicitly in our protocol design. Our analysis of the developed agreement protocol explicitly considers stochastic faults in communication. . When the occurrence of faults is combined with limitations in the storage capabilities of agents and/ or a requirement of fast decision-making, loss of the information contained in the initial opinions of the agents may result if too many iterations of the agreement protocol are used. Thus, a metric for stopping the agreement algorithm should be developed. In contrast to the previous control-theoretic studies of agreement (which define agreement in an asymptotic manner), we define a stopping time for our algorithm. The stochastic protocol for agreement/decision-making that we propose here has a special quasi-linear structure that permits significant characterization of its performance. In particular, the closed-loop dynamics of our network (i.e., the evolution of the opinions of the agents upon application of the agreement protocol) can be represented using a specially structured stochastic automaton known as the influence model ( [2] , [3] ). The special tractability of the influence model then allows us to check the fairness of our protocol (and, in turn, to design the parameters of the protocol for fairness) using our results from [10] and to choose an appropriate stopping time for the protocol. Further, the influence model representation permits justification of the algorithm's success in a limiting case and makes clear the connection between the the network topology and the performance of the agreement protocol.
The remainder of the paper is organized as follows: We conclude this section with a summary of the notation and terminology for graphs used in the paper. In Section 2, we formulate our model for a distributed network of sensing agents and introduce our stochastic strategy (protocol) for agreement or decision-making in this network. In Section 3, we use the influence model representation of the closedloop model to evaluate the convergence properties and initial-condition dependence (and, hence, fairness) of our agreement protocol and, in the process, identify a stopping time for our protocol. A discussion of the protocol's complexity is also included. Finally, Section 4 contains discussion and evaluation of our protocol and suggests directions of future work. Examples are given throughout, for the purpose of illustration.
Graph-Theoretic Notation
The analyses in this paper are concerned with the communication and/or interaction topology of agents in a network, which we often find convenient to represent using a graph. Thus, we need to briefly introduce the graphtheoretic notation used here. For us, a graph is an illustration of the pattern of nonzero entries in a square matrix. In particular, for an n Â n matrix G ¼ ½g ij , the graph ÀðGÞ associated with this matrix is comprised of n vertices, labeled 1; . . . ; n. A directed edge is drawn from vertex i to vertex j if and only if g ij is nonzero. We note that these directed edges include self-loops-i.e., an edge is drawn from vertex i back to itself if and only if g ii is nonzero. As an example, the graph ÀðGÞ associated with is shown in Fig. 1 .
Our terminology for the connectibility characteristics of a graph are standard in the context of Markov chains (see 2. We use the term fair loosely, to describe a rule that weights the initial opinions of the agents in coming up with the decided-upon value equitably, in the sense that the accuracy and motivation for each agent's initial opinion is properly incorporated. Fig. 1 . Illustration of a graph ÀðGÞ associated with a particular n Â n matrix. This graph is the adjacency graph for the autonomous vehicle control example discussed throughout the paper.
[13]), but we briefly discuss the terminology here for convenience. There is said to be a path from vertex i to vertex j in a graph ÀðGÞ, if and only if there is a set of directed edges that leads from vertex i to vertex j in the graph. Two vertices i and j communicate if there are paths from i to j and from j to i in the graph. A graph is called recurrent if all pairs of vertices in the graph communicate. A recurrent graph is ergodic if, for any sufficiently large l, there is a path of length l (i.e., a path that traverses l notnecessarily-distinct edges) between any two vertices. In other words, a graph is ergodic if it is recurrent and also aperiodic (i.e., the greatest common factor of the path lengths from any vertex back to itself is 1). We note that a recurrent graph is ergodic whenever there is at least one agent with a self-loop.
FORMULATION
We consider a network of n communicating agents, each of which has a discrete-valued initial opinion about a topic of interest (e.g., whether or not there is an enemy vehicle present; whether our next president should be Republican, Democrat, or Independent; what the color of a pomegranate is). It is incumbent upon the agents to agree on a single opinion over an interval of time, perhaps so that they can jointly take an action in response to this common opinion. Agents communicate and/or sense (possibly in a faulty manner) the current opinions of neighboring agents over time and apply a stochastic protocol to update their opinions based on these dynamic observations. In this paper, we assume that the agents update their opinions in discrete time. We use this discrete-time model for the sake of clarity and because we believe that, in many applications, agents are governed by a clock or at least can be meaningfully modeled at sampled time instances. Our protocol and its analysis can be readily adapted to continuous-time systems, using models such as those described in [14] .
In the remainder of the section, we first formalize the notion of agreement and of an agreement law. We then describe a protocol that we claim can be used to achieve agreement and a desired agreeement law. Finally, we discuss the modeling of communication faults in our framework. This model is needed to appropriately design the parameters of our protocol and to evaluate the protocol, which is done in the subsequent section.
Opinions and Agreement: Definitions
Formally, we define each agent i to have an opinion x i ½k at discrete time k, where x i ½0 denotes the initial opinion of agent i. Each agent's opinion at each time k is assumed to be in a set of m opinions, which we shall label 1; . . . ; m without loss of generality. We also find it convenient to define an indicator notation for x i ½k; that is, we define s i ½k to be an m-component 0 À 1 indicator vector for the opinion of agent i at time k, i.e., a vector with entry x i ½k equal to 1 and all other entries equal to 0.
We are concerned with developing a protocol, using which the opinions of the agents can be brought into agreement in a rapid and equitable manner. Before developing and modeling the protocol, it is worth our while to carefully define the notion of agreement. Definition 1. The network of n communicating agents is said to be in agreement at time k if the opinions x 1 ½k; . . . ; x n ½k of the n agents are identical at time k. We call the common opinion a½k 2 1; . . . ; m shared by the n agents the agreement value.
We stress that, in contrast to [8] , our definition for agreement considers the opinions of the agents at particular finite times rather than asymptotically. Because our protocol is stochastic, and because we model communication/sensing in the network as being subject to faults, agreement is achieved in a probabilistic sense using our protocol. Hence, we define the notion of an agreement probability as a measure for the efficacy of our protocol.
Definition 2. The time-k agreement probability for the network is the conditional probability that the agents are in agreement at time k, given the initial opinions x 1 ½0; . . . ; x n ½0 of the agents.
We note that the agreement probability refers to the total probability that all agents have the same opinion (whatever that opinion might be), rather than the probability that the agents share a particular opinion. Our aim is to achieve agreement among the agents in an equitable or fair manner. That is, when the agents reach agreement, we intend for the agreement value to appropriately reflect the initial opinions of the agents. Since our protocol is a stochastic one, the agreement value turns out to be stochastic. Thus, it is natural for us to consider the probability of achieving each possible agreement value, and to characterize how these probabilities depend on the initial opinions of the agents. With this motivation in mind, we consider the following definition for an agreement law: Definition 3. Consider a network that is in agreement at time k.
We define the agreement law as the conditional probability mass function for the agreement value a½k, given the initial opinions of the agents x 1 ½0; . . . ; x n ½0, i.e., the vector
5:
For short, we use the notation P ða½k j x 1 ½0; . . . ; x n ½0Þ for the agreement law.
Notice that the agreement law is a function that maps the initial opinions of the agents to the probabilities of each possible agreement value, given that the network is in agreement. These definitions are clarified using an example.
Example
Consider a network comprising n ¼ 4 autonomous vehicles that are tasked with identifying whether or not an enemy vehicle is present and with destroying the vehicle through cooperative action if it is present. Each vehicle i forms an initial opinion x i ½0 about whether the target is absent (opinion 1) or present (opinion 2). For instance, Ã . Using the protocol described below, the agents update their opinions over time. The network is said to be in agreement at a time k if all the agents have the same opinion (either a½k ¼ 1 or a½k ¼ 2), and the agreement value is that common opinion. Given that the network is in agreement at time k, the agreement law is the conditional probability mass function for the agreement value, given the initial opinions. For instance, one possible agreement law is
If the agents are in agreement and this agreement law holds, notice, for instance, that the following are true:
. If all the agents initially believe that the enemy is present, then they agree that the enemy is present at time k. . More generally, if of the four agents initially believe that the enemy is present, then, at time k, they agree with probability 4 that the enemy is present and agree with probability 1 À 4 that the enemy is not present. Thus, an agreement law of this form holds promise in equitably deciding on a common opinion based on the initial opinions of the agents. Our aim is to develop a protocol that can achieve an equitable agreement law such as this one.
Agreement Protocol: Formulation
The agents in the network seek to reach agreement by observing the current opinions of other agents and updating their opinions based on these observations. We assume that the agents are networked (distributed) in that each agent can only observe (through communication or sensing) the opinions of a subset of the other agents in the network. We define the set of agents whose opinions can be observed by agent i as the neighborhood of i and label this set as N ðiÞ; we assume throughout that N ðiÞ contains i, i.e., each agent can observe its own opinion. In general, observations made by each agent may be faulty; we shall explicitly model these communication/sensing faults in the next section. We find it convenient to associate a graph with the observation topology of the network. In particular, we define the n Â n adjacency matrix D ¼ ½d ij of the network to reflect the observation topology, as follows:
We refer to ÀðD 0 Þ as the adjacency graph of the network. We note that the adjacency graph captures the observation topology of the network in that there is a directed edge from j to i if and only if agent i can observe the opinion of agent j.
We expect that the adjacency graph is recurrent and, hence, ergodic (since the graph has self-loops) in most applications: We would expect a communication pathway to be available between each pair of agents, whenever fair decision-making is desired.
We propose a synchronous discrete-time protocol for reaching agreement. 3 The protocol works as follows: At each time step, each agent i stochastically updates its opinion, using the opinions of its neighbors. The manner in which each agent i updates its opinion between time k and time k þ 1 is as follows:
1. Agent i polls its neighbors for their time-k opinions, and, in general, observes possibly faulty versions of these opinions. We use y ij ½k as a 0-1 indicator vector notation for the agent i's observation of agent j's status at time k, for j 2 N ðiÞ. 2. Agent i weights and linearly combines its observations. That is, agent i computes the vector p i ½k þ 1 ¼ P j2N ðiÞ z ij y ij ½k, where the weights z ij are nonnegative and sum to 1. These weights z ij are design parameters for our protocol. We note that p i ½k þ 1 is a probability vector-i.e., its entries are nonnegative and sum to 1. For convenience, we also use the notation
We realize the time-ðk þ 1Þ state of agent i, according to the probability vector p i ½k þ 1. That is, the time-ðk þ 1Þ opinion of agent i is selected to be c 2 1; . . . ; m, with probability listed in component c of p i ½k þ 1. Each agent's opinion is updated independently. 4. We stop updating each agent's opinion at a stopping time T , which is also a design parameter, once the network is in agreement with high probability and a desired agreement law is achieved. The agents' opinions at the stopping time are assumed to be their final ones, based on which an action might be taken. Thus, we have specified a protocol, which we claim can achieve agreement. Our aim is to show that agreement can indeed be achieved with high probability in this manner and to design the weights z ij and the stopping time T to achieve a desired agreement law and a high agreement probability-i.e., to achieve agreement in a fair, rapid, and efficacious manner.
A few remarks are in order at this point:
. We stress that our protocol is memoryless (static). The agents in the network do not store, or at least do not make future updates based on, their past opinions. We believe that a static protocol is appealing in many applications because of the limited storage capacity and computational power of sensing agents in these applications. Static protocols are also well-motivated from a humanistic viewpoint in that individuals tend to seek agreement by arguing for their current viewpoint rather than basing the argument on their historical sequence of opinions. . The astute reader will notice that the protocol has a special quasi-linear structure. In particular, the probability vector for the next opinion of each agent is a weighted linear combination of the observations made by each agent. As we will discuss in the next section, this quasi-linear structure (which was studied in detail in the context of the influence model in [2] ) permits significant analysis of the network dynamics. Of course, the cost of restricting ourselves to a quasi-linear protocol is that we risk reduction in performance of the protocol, for example, in terms of the agreement laws that we can design. Some evaluation of both the benefits and limitations of our protocol can be found in Section 4. . We find it convenient to assemble the weights z ij into the protocol matrix Z ¼ ½z ij . We sometimes use the term protocol graph for ÀðZÞ. We note that, in typical cases, we will choose the protocol graph to be ergodic.
Example
Let us return to the autonomous-vehicle example. In our example, we assume that each agent observes two of the other agents. Specifically, we assume that the neighborhoods of the four agents are as follows: N ð1Þ ¼ f4; and, so, the adjacency graph is the one shown in Fig. 1 . The protocol that we propose determines the next opinion of each agent stochastically, according to a weighted linear combination of the observations available to that agent. For instance, say that, at time k, agent 1 observes that agent 4 and agent 1 have opinion 1 (no target present), and observes that agent 2 has opinion 2 (target present). In indicator vector notation, the observations made by agent 1 are 
A Model for Communication
We have now completely described the agreement problem and suggested a protocol to achieve agreeement. In order to design the parameters of our protocol and to evaluate it, however, we still require a model for the observations that are employed in the protocol. In applications of interest, we might expect these observations to be faulty, both because of transmission power constraints on the agents and because of disturbances in the environment. Thus, we seek a model that captures that observations may be faulty versions of the opinions of the other agents.
With this motivation in mind, we consider the following model for observation in the network or, in other words, for relating each observation y ij ½k with the opinion x j ½k, j 2 N ðiÞ. If the communication were fault-free, we could assume that y ij ½k ¼ s j ½k (recall that s j ½k is the indicatorvector notation for x j ½k. Instead, we model y ij ½k as being determined based on a probability vector that is parametrized by the current opinion of agent j, x j ½k. That is, given that x j ½k ¼ c, we model y ij ½k as being realized from the probability vector A ij ðcÞ, c ¼ 1; . . . ; m. We can describe the model for observations more concisely, by noting that y ij ½k is realized from the probability vector A ij s j ½k, where
Hence, we have postulated a model for the observations. This model for observations, together with the specified protocol, constitutes a complete model for the dynamics of the agents' opinions.
A few notes are in order about our model for observations:
. Notice that the diagonal entries of each A ij represent probabilities that the opinion of agent j is correctly observed by agent i, while the off-diagonal entries represent probabilities of faulty transmission. Based on this, we shall associate a fault probability with each edge in the adjacency graph (i.e., with each pair i; j, j 2 N ðiÞ. We define this fault probability as the maximum among the sums of the off-diagonal entries in the columns of A ij . . In designing the parameters of the agreement protocol in Section 3, we shall find it useful to consider both a model in which observation faults do not occur and one in which faults are possible. Precisely, we refer to a model in which A ij ¼ I m , for all i, j 2 N ðiÞ, as a fault-free model. We use the term faulty model whenever at least one of the A ij is not equal to I m . . While the exact model for faults is likely to be specific to the application of interest, it is worthwhile to ruminate on plausible fault models.
A simple yet plausible model is one in which each observation is subject to the same fault dynamics, i.e., A ij ¼ A for all i, j 2 N ðiÞ. In many applications, we might expect the off-diagonal entries of A to be small but strictly positive. That is, we might expect a small probability of each opinion being misobserved as any other opinion. One shortcoming of this model is that the agents' observations of their own opinions are assumed to be faulty. More realistically, we might expect A ii ¼ I m for each i, while A ij ¼ A 6 ¼ I m for j 6 ¼ i.
Example
Let us again consider the autonomous-vehicles example and focus on a single observation made by one of the agents, say, y 14 ½k. In our model, the observation y 14 ½k is determined according to a probability vector specified by the current opinion of agent 4. For instance, if agent 4 has opinion 1, the observation specified by y 14 ½k is determined according to an arbitrary probability vector, e.g., Â 0:99 0:01 Ã . That is, the observation indicates opinion 1 with probability 0.99 and opinion 2 with probability 0.01. Similarly, if agent 4 has opinion 2, the observation may be realized based on another arbitrary probability vector, say 
JUSTIFICATION, PARAMETER DESIGN, AND COMPLEXITY ANALYSIS
In the previous section, we have proposed a protocol for discrete-valued decision-making (agreement) in a network of sensing agents. What remains to be done is to justify that the protocol, in fact, achieves decision-making (agreement) and to determine how the parameters of this stochastic protocol-namely, the weights z ij (equivalently, the protocol matrix Z) and the stopping time T -should be selected.
In this section, we analyze the dynamics of the protocol proposed in the previous section (both by demonstrating convergence and characterizing the rate of convergence), and use this analysis to design the weights z ij and the stopping time so as to rapidly achieve a desired agreement law. We stress that the analyses pursued in this section are only needed for the network operator to justify and optimize the developed protocol and need not be carried out by the sensors themselves. Finally, a discussion of the computational complexity of the algorithm is included, which shows that it is scalable and efficient. Our approach for designing the parameters of the agreement protocol is as follows: We first show that the dynamics of our agreement protocol can be represented as the dynamics of an influence model (see [2] , [3] for an introduction to the influence model) and use this perspective to study the asymptotic behavior of the network when the agreement protocol is applied. This asymptotic analysis shows that, when observation faults may occur, the agreement law loses its dependence on the initial opinions of the agents and, hence, fair agreement is impossible asymptotically. Thus, we are motivated to seek agreement in a finite time. Specifically, we show how to design the weights z ij to achieve a desired positive linear agreement law, given that faulty observation does not occur. We then discuss conditions on the network for which these protocols can be used to achieve agreement to desired agreement laws with high probability, even when faults may occur. Application of the protocols in these faulty cases is shown to require use of a finite stopping time.
Using the Influence Model to Analyze Asymptotics of the Protocol Dynamics
The influence model is a discrete-time and discrete-valued stochastic automaton defined on a network, whose update has a special quasi-linear structure [2] . This quasi-linear update is appealing because it permits characterization of state occupancy probabilities for small groups of agents in the network, using low-order linear recursions. The special structure of the influence model also allows for significant characterization of the asymptotics of the automaton in terms of these low-order recursions (or in terms of matrices or graphs associated with these recursions). An introduction to the influence model can be found in [2] and [3] and a few further results can be found in [15] . In the influence model, each agent (called a site in [2] ) can take on one of a finite number of opinions (called statuses) at each time step. (In general, the number of statuses taken by each agent and the interpretation of these statuses may vary throughout the network.) At each time step, each agent updates its status independently as follows:
. The agent polls its neighbors for next-status probability vectors and, then, independently realizes its next status based on a weighted linear combination of these probability vectors. The weights are assumed to be nonnegative and to sum to 1. . The probability vector provided by each neighbor is parameterized by the current status of that neighbor; that is, the neighbor provides one of a set of possible probability vectors, depending on its current status. From this description of the influence model update, it is clear that our model for agreement can be viewed as an instance of an influence model in which each agent can take on the same number of opinions. This interpretation immediately allows us to apply the many analyses of the influence model to our model. For our purposes here, we shall only be concerned with one analysis, namely, characterization of the asymptotics of the global dynamics of the network. In particular, we note that the joint opinions of the n agents in our model are governed by a Markov chain with m n states. Because our model is an influence model, it turns out that characteristics of this master Markov chain can be phrased in terms of the protocol matrix Z ¼ ½z ij and the local fault matrices A ij and, hence, asymptotic properties of the agreement law can be determined. Unfortunately, for a typical fault model and protocol, these asymptotic properties constitute negative results: They show that the agreement law loses its dependence on the initial condition asymptotically, so that a desired agreement law cannot possibly be designed in an asymptotic sense. Results of this sort are presented for a plausible fault model in the subsequent theorem.
Theorem 1. Consider a communication model where, for each i,
there is j 2 N ðiÞ such that A ij is dense (i.e., all entries are nonzero). For this communication model, the sequence of agreement laws P ða½k j x 1 ½0; . . . ; x n ½0Þ converges to a function that has no dependence on the initial conditions x 1 ½0; . . . ; x n ½0, whenever a protocol matrix with strictly positive weights z ij (for j 2 N ðiÞ) is used.
Proof. This theorem can be proved directly using results in [2] , but a first-principles proof is simple enough to warrant inclusion. In particular, notice that the transition matrix for the master Markov chain is dense since each agent can transition to any other opinion in the course of one time step and the update for each agent is independent. Since this transition matrix is dense, the master Markov chain is comprised of a single ergodic class. Hence, from standard Markov chain analysis (see, e.g., [13] ), the probability that the master Markov chain is in any state and, so, the conditional probability that the network has a particular agreement value given that it is in agreement converge and do not depend on the inital conditions x 1 ½0; . . . ; x n ½0. t u
We remark that the above theorem applies to the typical case in which the graph of the protocol matrix ÀðZÞ is recurrent and agents have available perfect observations of their own statuses, but communication between different agents is subject to arbitrary faults. The result of the theorem for this typical example makes clear that we cannot, in general, hope to achieve fair agreement (i.e., to design the agreement law) from the asymptotic dynamics of the network. In particular, in the limit, the agreement value of the network becomes independent of the initial conditions of the agent and, hence, agreement law design is impossible. This asymptotic loss of dependence on the initial condition has a conceptual explanation: Since our protocols are memoryless, over time the faults that impact the network come to dominate its dynamics in comparison to the initial conditions of the agents and, hence, the opinions of the agents become independent of their initial values. 4 Hence, we are motivated to use a finite stopping time for our protocol. More particularly, we are motivated to stop the protocol after enough time has passed that agreement is likely but before the faults have come to dominate the system dynamics. We pursue this finite-time agreement strategy in the the next section.
Example
Let us again consider the four-agent autonomous-vehicle example introduced in Section 2. From Theorem 1, we see that the agreement law asymptotically loses its dependence on the initial statuses of the agents whenever a protocol matrix with a recurrent graph is used and observations are faulty.
Because of the small number of agents in the example, we can easily construct the master Markov chain and, hence, verify the result of Theorem 1. For instance, when the protocol matrix 
Parameter Design
In this section, we consider the design of agreement protocols with finite stopping times. In particular, we pursue agreement law design in the context of a fault-free model. We then delineate conditions on the protocol matrix and the fault model given, which agreement is achieved with high probability before a fault occurs. Under these conditions, we can apply the protocol designed for the fault-free model for a finite duration and guarantee that the desired agreement law is achieved with high probability.
We begin by studying agreement law design for a faultfree model. Again, we find it convenient to view the dynamics of our model as those of an influence model. Since we are concerned with agreement among all the agents in the network, let us again consider the asymptotics of the master Markov chain. In the fault-free case, we note that this master Markov chain has at least m absorbing states: If all the agents have the same opinion, then each agent will retain this opinion since there are no faults in communication. In other words, if the network has reached agreement to any agreement value, it will remain in agreement. In fact, given that the graph of the protocol matrix ÀðZÞ is ergodic, it can be shown (see [3] ) that the network will in fact reach one of these m absorbing states and, hence, will reach agreement asymptotically. This result is formalized in the following theorem:
Theorem 2. Consider a fault-free model. If the protocol graph
ÀðZÞ for the model is ergodic, then the network reaches agreement in probability, i.e., the sequence of agreement probabilities converges 5 to 1, for any set of initial opinions x 1 ½0; . . . ; x n ½0.
Proof. We refer the reader to [3] for the proof in the case that m ¼ 2. The generalization of the proof to arbitrary m is trivial, so we omit it. t u
In the fault-free case, we not only can guarantee agreement asymptotically but can design the asymptotic agreement law by intelligently choosing the protocol matrix Z. More precisely, we can design the asymptotic agreement law to be any linear function of the form 1 s 1 ½0 þ . . . þ n s n ½0, where 1 ; . . . ; n are positive and sum to 1. This ability to design the agreement law is a primary advantage of our strategy for decision-making (agreement), since it provides flexibility in the dependence of the agreed-upon value on the initial values of the agents. The result is formalized in the following theorem:
Theorem 3. Consider a network with a recurrent adjacency graph, and say that we seek to achieve the positive linear asymptotic agreement law 
where 1 ; . . . ; n are strictly positive and sum to 1. We can use the following three-step procedure to construct a protocol matrix that achieves this agreement law:
1. We construct the matrix
. . . We note that this protocol matrix has the same zero pattern as the adjacency graph and, hence, the associated protocol is distributed. Furthermore, the probability of agreement converges to 1 when this protocol is used.
Proof. This theorem takes advantage of one of the essential tractabilities of the influence model, namely, that opinion probabilities of single agents can be found using a loworder linear recursion. Specifically, as long as the designed protocol graph is ergodic (which we shall show to be always true when the procedure above is used), we know that the network reaches agreement asymptotically and, hence, that the agreement law can be determined by finding the asymptotics for the opinionprobability vector for any single agent. These opinion probabilities for individual agents satisfy a linear recursion [2] , [3] . In particular, for any agent i, we find that
z jl P ðx l ½k ¼ j j x 1 ½0; . . . ; x n ½0Þ for j 2 1; . . . ; m. That is, the probability that an agent i has opinion j at a particular time is a linear combination of the probabilities that the agent's neighbors have opinion j at that time and, hence, these probabilities can be found recursively. By stacking the opinion probabilities into a single vector and applying the probability recursion for k time steps (see [3] for details), we obtain that
. . . ; x n ½0Þ . . . From standard linear systems results and linear-algebraic manipulation, we can find the asymptotic probability vectors for the opinions of the agents, which are equal (since the network is in agreement asymptotically). We, thus, can find agreement law for the network. Omitting the details (see [3] for these), we find that the asymptotic agreement law is
where w is the left eigenvector of Z corresponding to the dominant unity eigenvalue. Now, let us check that the left eigenvector of Z is, in fact, the vector ¼ ½ 1 . . . n , to check that the desired agreement law is achieved. To do so, note that 
Hence, the desired agreement law is achieved. It remains to be shown that Z is a stochastic matrix with an ergodic graph. To do so, notice first that b Z Z is a stochastic matrix since its entries are nonnegative and each row sums to 1. In fact, the graph Àð b Z ZÞ is ergodic since the graph is recurrent by assumption and, further, the diagonal entries of b Z Z are nonzero. Since b Z Z is stochastic and has an ergodic graph, it has a single dominant unity eigenvalue and the corresponding left eigenvector b w w is strictly positive (see, e.g., [13] ). Now, consider Note that b Z Z À I has row sums equal to zero, negative diagonal entries, nonnegative off-diagonal entries, absolute row sums less than 1, and a graph that is recurrent. also has row sums equal to zero, negative diagonal entries, absolute row sums less strictly than 1, and has a recurrent graph. Finally, we find that Z has row sums equal to 1 and nonnegative entries. The diagonal entries are strictly positive and the graph remains connected, so Z is a stochastic matrix with an ergodic graph. Since Z is ergodic, we also see from Theorem 2 that the probability of agreement approaches 1 when this protocol is used. Hence, the proof is complete.
t u
For the fault-free model, we have so far designed a protocol to achieve a desired agreement law and also shown that the probability of agreement approaches 1 asymptotically when this protocol is applied. In fact, we can also lower-bound the rates at which agreement and a desired agreement law are achieved; such results on the speed of agreement are valuable to gauge whether the developed protocol is effective even when faults may occur. Bounds on the rate of agreement and the rate of convergence to the asymptotic agreement law are given in the following theorem:
Theorem 4. Consider a fault-free model and assume that the graph of the protocol matrix is ergodic. Then, the probability that the network is not in agreement by time k is upper-bounded for any set of initial opinions by a function of the form C k , where C is a positive constant and ¼ maxðj s ðDÞj; j d ðD 2 ÞjÞ. Here, s ðDÞ refers to the subdominant eigenvalue of D. Also, D 2 is the matrix formed by taking the Kronecker product of D with itself and then removing rows and columns corresponding to self-Kronecker products of rows and columns of D, and d ðD 2 Þ is the dominant eigenvalue of D 2 . Furthermore, the distance between the agreement law at time k and the asymptotic agreement law (in a two-norm sense) is upper bounded by a function of the form C 2 k , where C 2 is a positive constant.
Proof. The bound on the agreement probability can be proved through a clever formulation of the master Markov chain of an influence model, which is pursued in [15] . The details of this proof are unimportant to our current development and so are omitted. The bound on the distance of the agreement law from the asymptotic law also can be obtained by considering the settling properties of the master Markov chain. Again, we feel that the details are unimportant.
t u
What is important is to note that we now have an exponential bound (with respect to time) on the probability of disagreement of the agents. Hence, for a given protocol matrix, we can lower-bound the probability of agreement within a given finite time interval. If, further, the probability of a fault occurring within this time interval can be upperbounded, we can lower-bound the probability of agreement, even when faults are permitted in our model.
The final aspect to our agreement protocol design study is to upper-bound the probability of a fault occurring within a number of time steps in terms of the probability of a single fault, so that we can guarantee agreement with high probability when the probability of a fault is sufficiently small. The following theorem provides a bound on the probability that a fault occurs within a number of time steps.
Theorem 5. Let f max be the maximum fault probability among the edges in the adjacency graph, and let L be the total number of edges in the adjacency graph. Then, the probability that no faulty transmissions have occurred by time step k is greater than or equal to ð1 À f max LÞ k .
Proof. By viewing the event that a fault occurs somewhere in the network at a given time step as the union of the events that a fault occurs on each particular link, we immediately see that the probability of a fault at time k is less than or equal to f max L. Hence, the probability that a fault has not occurred by time k is lower-bounded by ð1 À f max LÞ k . t u
We have, thus, developed a lower bound on the probability that no faulty transmissions have occurred by time step k. For each k, this bound approaches 1 in the limit of small f max . Hence, when f max is sufficiently small, we can use the protocol developed in Theorem 3 to achieve agreement with high probability before a fault occurs. In particular, by stopping the algorithm at a time when agreement has been achieved with high probability but a fault has likely not occurred, we can guarantee a high agreement probability while achieving a desired agreement law. This ability to achieve agreement with high probability at a finite stopping time is captured in the following theorem:
Theorem 6. Assume that the adjacency graph of the network is recurrent, and say that we design a protocol matrix Z to achieve a desired asymptotic agreement law assuming faultfree communication, according to Theorem 3. When this protocol matrix is used together with a stopping time T , the agreement probability at the stopping time is lowerbounded in the faulty model (for any set of initial opinions) by ð1 À C T Þðð1 À f max LÞ T Þ (where C, , f max , and L are defined in Theorems 4 and 5. In the limit as f max approaches 0, the agreement probability approaches 1 when the stopping time is chosen as
. Furthermore, the agreement law approaches the asymptotic law for the faultfree model in this limiting case.
Proof. The agreement probability at time T is greater than or equal to the joint probability that agreement is achieved at time T and no faults occur before time T . Hence, the agreement probability is upper-bounded by the product of the conditional probability of agreement, given that no faults have occurred and the probability that no faults have occurred. Thus, invoking Theorems 4 and 5, we find that the agreement probability at time T is lower-bounded by ð1 À C T Þðð1 À f max LÞ T Þ. We can straightforwardly check that this lower bound on the agreement probability approaches 1 in the limit of small f max , when the stopping time
Further, since the probability of having a fault by this stopping time approaches 0 as f max approaches 0, while the stopping time itself increases unboundedly with decreasing f max , we recover that the agreement law approaches the asymptotic one for the fault-free case. t u
Example
Let us again consider the four-agent example. Say that we wish to design the agreement law 0:4s 1 ½k þ 0:3s 2 ½k þ 0:2s 3 ½k þ 0:1s 4 ½k:
Using Theorem 3, we find that the following protocol matrix achieves the desired agreement law asymptotically, in the fault-free case: 
Applying Theorem 4, we also obtain that the parameter that governs the rate of agreement is ¼ 0:92. From Theorem 6, we know that the agreement protocol designed for the fault-free case can also be used in the faulty case, whenever the probability of failure f max is sufficiently small. Application to this faulty case requires use of a finite stopping time, as discussed in Theorem 6.
Because the number of agents in this example is small, we can explore the performance of the protocol further by constructing the master Markov chain. We have done so, assuming a probability of one fault per 1,000 transmissions From the master Markov chain, we can find the agreement probability at each time step, given the initial opinions of the agents. These agreement probabilities are plotted in Fig. 2 , for the case where agents 1 and 2 initially share opinion 2, while the others have opinion 1. This plot shows that agreement is indeed achieved with high probability, before a fault occurs. We also illustrate the agreement law, in Fig. 3 . This figure shows that the desired agreement law Â 0:7 0:3 Ã is achieved at a finite time but lost asymptotocally. Finally, it is instructive to simulate the operation of the agreement protocol, to provide a clearer understanding of why a finite stopping time is needed. In Fig. 4 , we plot the number of agents that agree that a target is present (opinion 2) at each time step, We see that the network reaches agreement quickly (in this case, on opinion 2), but eventually the network is bumped out of this agreement value and reaches agreement on opinion 1. Thus, we see that, eventually, the faults come to dominate the behavior of the protocol and the dependence of the agreement law on the initial opinions of the agents is lost.
Although, in this simple example, we can verify the results of our analysis by constructing the master Markov chain, we note that the power of our analysis derives from the fact that, in general, we do not need to construct the master Markov chain. Design of the protocol parameters and characterization of the protocol's performance can be achieved systematically, without requiring consideration of the joint behavior of all the agents' opinions.
Algorithmic Complexity
We conclude our analysis of the agreement protocol by characterizing its complexity with the aim of evaluating the protocol's scalability and power consumption. In particular, it is worthwhile to compare our protocol with a simple flooding protocol, i.e., one in which each agent's opinion is flooded to all other agents and decision-making is done subsequently.
At each time step, our algorithm requires the following computational and communication actions:
. Each of the n agents must generate a random number to decide which agent's status to copy. Generation of a random number requires a fixed storage overhead for each agent as well as a fixed number of floating point operations. . Each agent must engage in bidirectional communication with one other agent in order to copy the Fig. 2 . The agreement probability at each time step is shown. We see that the network is in agreement with high probability within 30 time steps. Fig. 3 . The agreement law is illustrated. In particular, the conditional probability of the agreement value 2 given that the network is in agreement is shown. We see that the desired conditional probability of 0.7 is achieved around time step 30. Slowly, this desired agreement law is lost, as the conditional probability asymptotically approaches the initial condition-independent value of 0.5. Fig. 4 . The number of agents with opinion 2 is shown for the four-agent autonomous vehicle example. The agents quickly agree on opinion 2 but, over time, the network is bumped out of agreement by faults and, consequently, the dependence of the agreement law on the initial opinions of the agents is also lost.
status of that agent. The communication consists of a request for the other agent's opinion and the transmission of that opinion. 6 Hence, the processing, communication, and scaling costs associated with a single stage of the algorithm scale linearly with the number of agents n. These computations/ communications must be repeated at each stage of the protocol and, hence, the required number of computations/communications also scales with the stopping time of the algorithm T . As per our previous discussion, the minimum required stopping time is dependent on the communication topology of the network (which may be selected by the network designer), the specifics of the protocol-matrix parameters, and the degree of variation among the initial opinions of the agents.
In comparison, a flooding protocol requires transmission of opinions from each agent to all other agents. Notice that transmission of a single opinion to all other agents requires n À 1 pairwise communications and, hence, on the order of n 2 opinion transmissions are needed for a flooding protocol. In addition, agents require storage and computation capabilities for routing and for decision-making, once all the opinions are available. We note that, in general, considerable storage may be needed to implement the decision-making function since each combination of agents' opinions must be mapped to a (possibly randomly chosen) decision.
In several applications, transmission power costs play a dominant role in the network performance (e.g., because they determine the lifetime of sensor batteries) and, hence, it is worth comparing the number of communications needed for the two algorithms more concretely. Specifically, from the above discussion, we note that on the order of nT opinion transmissions are needed for our protocol, while on the order of n 2 opinion transmissions are need for a flooding protocol. To compare these numbers, we need to compare the stopping time with number of agents in the network or, in other words, to deduce the scaling of the stopping time with respect to the number of agents. In large networks, the required stopping time T will, typically, be small compared to the number of agents because each agent only requires the opinions of a subset of the other agents for the network to achieve global agreement with high probability. This reduction in the required number of computations is especially significant if the agreement law is nonuniform, i.e., some agents' initial opinions are weighted more strongly than others' opinions. We leave it to future work to thoroughly study the scaling of the stopping time with the number of agents. As per our discussion of parameter design, this scaling is strongly related to the subdominant eigenvalue of the protocol matrix; broadly speaking, this subdominant eigenvalue can be bounded in terms of features of the network graph using notions from algebraic graph theory (see [17] for an overview). Fig. 5 compares the transmission costs of our protocol and the flooding protocol for a simple example.
While much remains to be done in optimizing protocol parameters to minimize communication costs and more generally enhance scalability, these preliminary studies of complexity suggest that our protocol is promising as a tool for agreement. It is worth stressing, in concluding this discussion of scalability, that our protocol achieves agreement under general connectivity conditions on the network graph (and, hence, in the presence of arbitrary communication constraints). Only the rate of agreement is affected by the network topology.
DISCUSSION
We have developed a protocol for fair agreement or decision-making in a network of sensing agents that may be subject to faults in communication. As is made clear by the autonomous vehicle control example, our protocol holds promise as a tool for distributed decision-making. In particular, it builds on the current control-theoretic studies of agreement protocol design in several respects, including permitting agreement among discrete-valued opinions, explicitly modeling faults in observation, and introducing the notion of a stopping time.
From a broader perspective, we view our work as a first step toward developing a control theory for decisionmaking in networks of communicating or sensing agents. Our control-theoretic viewpoint allows for such advances as the design of the agreement law by bringing to bear linear systems and controls notions. We believe that our work (along with other recent control-theoretic studies of agreement, e.g., [8] ) also has the complementary benefit of introducing the problem of fair, distributed decisionmaking to the control community. While this article puts forth some advantages of a control-theoretic viewpoint on agreement protocol design, we believe much remains to be done in evaluating the developed protocol and in tying our results to those given in the computer science community (e.g., [7] ). 6 . For an analogous asynchronous algorithm, only unidirectional communication is needed: An agent can simply pass its opinion on to the other agents at randomly selected times. The following are a few specific directions that we believe should be pursued to better evaluate the application of our protocol and to further improve the protocol.
Protocol Optimization
In this article, we have primarily been concerned with deciding whether or not agreement can be achieved, rather than optimizing the rate at which agreement is achieved. Optimization of the rate of agreement is worthwhile, both because rapid agreement may be required in the application of interest and because improving the rate of agreement may reduce the probability of a fault occurring before the stopping time. One simple strategy for improving the agreement rate is through scaling of the protocol matrix developed in Section 3.2. For instance, let us again consider the autonomous vehicle control example. It can easily be checked that the protocol matrix achieves the same desired agreement law as the protocol developed in Section 3.2, but achieves agreement more quickly 7 (according to ¼ :81, rather than ¼ 0:92), as shown in Fig. 6 . We believe that more involved strategies for optimizing the agreement rate could yield significant improvement of the protocol. We refer the reader to [9] for a linear matrix inequality-based strategy for optimizing agreement rates in a particular deterministic model; possibly, a similar approach could be used for our models.
Evaluation of Error Probabilities
In this paper, we have only been concerned with the relationship between the agents' initial opinions and a final decision taken by the agents. In reality, we might expect these initial opinions to be noisy and possibly biased by an underlying phenomenon. It would be interesting to enforce a probabilistic model on the initial opinions of the agents, and-using this model-to characterize the success of our decision-making strategy (e.g., in terms of the probability of making the correct decision or the expected cost of the decision taken). One particularly compelling reason for pursuing this Bayesian approach is to better evaluate the constraint of a linear agreement law. It is easy to check that the minimum probablity of error decision laws are not linear ones, except in the special case where the optimal strategy is to distribute the opinion of one agent to all the others. Thus, for applications where such minimum error agreement laws are desired, a comparison between our laws and the minimum error laws would be valuable. It is important to stress, however, that there are no known protocols that achieve minimum error agreement among distributed agents and, so, linear agreement laws remain compelling even for these applications; the flexibility and tractability of our protocol may be well worth a degree of suboptimality in some applications. Further, we believe that it is naive to assume accurate knowledge of priors in many applications. We also believe that decision-making may often be impacted by agents' selfish motivations rather than solely a minimum error probability requirement. For these reasons, we have chosen to develop our protocol without consideration of prior probabilities; we leave it to future work to consider decision-making from both a minimum probability of error and a game-theoretic viewpoint. We also note that a Bayesian approach may be valuable for providing probabilities of correctness for the agreed-upon opinion.
In considering our study of agreement from this Bayesian viewpoint, we also believe that meshing our strategy with that of [4] is a valuable direction of research. In particular, we believe that the sensor-network error reduction scheme of [4] , which suggests using measurements from neighboring sensors to reduce errors in a locally maximum likelihood manner, could be used as a first step in our protocol. Thus, both an immediate reduction in errors and an eventual fair agreement would be achieved.
Improvements to the Protocol
One very worthwhile direction of future study is the improvement of our agreement protocol through the use of memory. For instance, a protocol in which agents have memory could be used to evaluate the quality of a communication channel and to decide whether or not a failure has occurred on a particular communication attempt. 8 We believe that the design of dynamic protocols, including channel estimators, can possibly be achieved using linear optimal control notions such as Kalman filtering (e.g., [18] ). We note that the quasi-linear structure of the influence model makes analysis of filtering and control strategies easier (see, e.g. [15] ). The use of memory in the protocol may also permit convergence even in the case of finite failure probability and, hence, may provide a significant advantage over the memoryless protocol described here. 7 . This scaling of the transition matrix can be developed more generally; we chose not to do so in Section 3.2 because it frustrates the notation without providing much further insight into the network dynamics.
8. We are grateful to an anonymous reviewer for suggesting this improvement. Fig. 6 . The agreement probability at each timestep is shown when the optimized (scaled) protocol is used. We see that the network is in agreement with high probability within 20 time steps.
Generalizations of Our Framework
We have considered agreement problems in which all agents in the network must achieve the same opinion and where the opinions of the agents are constrained to be binary. Two natural generalizations are agreement problems in which only some agents need agree and those in which agents have nonbinary opinions. In settings where only some agents must agree (e.g., ones in which only some agents can take actions and others simply have sensing capability), only a subset of the agents may need to be involved in the decision-making process since some agents may not need to obtain the desired opinion and, at the same time, may only provide redundant information in the decision-making process. The generalization to the case of nonbinary opinions is straightforward: The same update rule can be used and only the design of the agreement law must be generalized. Design of such protocols will be considered in future work.
