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This work presents the development, analysis and numerical simulations of a biophysical model for 3D cell deforma-
tion and movement, which couples biochemical reactions and biomechanical forces. We propose a mechanobiochem-
ical model which considers the actin filament network as a viscoelastic and contractile gel. The mechanical properties
are modelled by a force balancing equation for the displacements, the pressure and contractile forces are driven by
actin and myosin dynamics, and these are in turn modelled by a system of reaction-diffusion equations on a moving
cell domain. The biophysical model consists of highly non-linear partial differential equations whose analytical solu-
tions are intractable. To obtain approximate solutions to the model system, we employ the moving grid finite element
method. The numerical results are supported by linear stability theoretical results close to bifurcation points during
the early stages of cell migration. Numerical simulations exhibited show both simple and complex cell deformations
in 3-dimensions that include cell expansion, cell protrusion and cell contraction. The computational framework pre-
sented here sets a strong foundation that allows to study more complex and experimentally driven reaction-kinetics
involving actin, myosin and other molecular species that play an important role in cell movement and deformation.
Keywords: Mechanobiochemical model, viscoelastic, force balance equation, cell motility, moving grid finite
elements, reaction-diffusion equations, partial differential equations, moving boundary problem
1. Introduction
Cell movement is critical in multicelluar organisms due to roles in embryogenesis, wound healing, immune re-
sponse, cancer metastasis, tumour invasion, and other processes, therefore, understanding cell movement is of great
importance to medicine and to understanding our origins [13, 14, 20, 32]. To this end, there are numerous recent
studies concerning the migration of single and cell populations and as well as tumour growth some of which couple
biochemical models to biomechanical processes [67]. For example, competition population models such as predator-
prey models [17, 29] have been employed to study the effects of stress on tumour mechanics as well as considering
competition between healthy and cancer cells. For single cell migration in three dimensions, recent studies have
focused, for example, on predicting how cell speed is affected by the levels of adhesion to the extracellular matrix
(ECM) as well as how traction forces for amoeboid motility could be provided by steric interactions between the cell
and the ECM [79, 84]. Adaptability of migration modes was recently explored computationally by use of a discrete
model in [85]. They found that, by varying the adhesions, locations of protrusion and contraction, and including or
excluding degradation of the ECM, the model reproduces six distinct modes of motility which have been observed ex-
perimentally. Such discrete models could be coupled in parallel with continuous 3D models such as the one proposed
in this study.
Numerous advanced nonlinear mechanical/statistical models exist in the literature focusing on different biochem-
ical processes and biomechanical properties linking tissue dynamics to single cell behaviour [30, 29]. For example,
the work in [30] considers an elemental nonlinear elastic model of adherent cells to study the influence of prestress
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and number of cytoskeleton filaments on single-cell stiffness within the framework of a pseudo-stationary anchored
cell. In [29] a multiscale poroelastic model is coupled to an ecological model to describe competition between health
and abnormal cancer cells. To understand the roles of mechanical stiffness and transient active force generation be-
haviour when a cell undergoes cyclic loading, the work in [54] presents a thermodynamic cross-bridge cycling model
to describe the interactions between actin-myosin dynamics with stress fibres. Other models in the literature consider
the effect of external factors, such as cyclic compression [54], ultrasound frequencies [30] and substrate compliance
[23], on the cell’s internal stress fibres. Cells can also propel themselves using the beating or rotation of a flagellum,
hence 3D kinematics models have been developed from 2D images in [68]. Although aforementioned work focus on
nonlinear mechanics, in the absence of detailed experimental observations, we focus solely on a linear mechanical
model and leave work on nonlinear for future studies.
Mechanical forces and reaction-diffusion systems on evolving surfaces are in important part of many cell motility
models [15, 27, 59]. These models are demonstrations of non-adhesion driven motility and numerical simulations
successfully imitated features of both directed pseudopod-driven migration due to an external chemoattractant [27, 59]
and motility through a porous medium [15]. Unlike the model proposed in this study, these works do not include any
protein interactions in the bulk (cytosol) of the cell.
Our study focuses on how cytosol cellular biochemical interactions inside the cell coupled with the cytosol biome-
chanical properties affect cell movement in three dimensions without any external extracellular matrix cues nor inter-
actions with other cells nor the environment (i.e. cell migration through complex environments for example). In [25],
actin simply pushes on the membrane, the created protrusion force is likely to be confined to the periphery of the cell
[75]. In other models, including our current model, actin is also involved in generating contractile stresses and flows
[34, 44, 77]. There is experimental evidence to suggest that the concentration of myosin linearly affects the stress
[38, 41, 70, 75, 81] or similarly the rate of contraction [58, 8]. The concentration of myosin and the stress forces in the
cell have a positive feedback on each other, when attached to fixed point myosin induces movement of the membrane,
conversely, myosin responds to membrane tension [2].
In this study we consider a mechanobiochemical model previously studied by George et al. [35, 34, 52] which
we will extend to 3-dimensions as well as introducing for the first time, the role of myosin in the modelling and
computational framework. The model comprises of a system of reaction-diffusion equations for cellular proteins
and a linear viscoelastic mechanical model for cell movement and deformation. Given that the model is highly
nonlinear, exact analytical solutions are not possible to obtain in closed form, instead, we will seek to compute
numerical approximations to these exact solutions. Numerical methods abound for solving complex partial differential
equation (PDEs), methods that have been employed to model cell motility include finite differences, phase field
methods, boundary element methods (BEM), immersed boundary methods, level set methods (LSM), [3, 11, 59, 63,
77, 78, 80] and arbitrary Lagrangian-Eulerian methods [46]. Choosing a suitable method for a particular model is a
balance between the ease of application within the model’s framework and the reliability of solutions produced. Finite
differences were used in previous incarnations of the model [3, 77]. This method is very useful and easy to implement
on fixed and simple domains but it is significantly more complicated to incorporate for the evolving domains and
surfaces we wish to use and there are often problems with a moving boundary. Level set methods are used extensively
in cell simulations and are useful when cells split and reconnect, therefore, it may be advantageous to use this method
in the future when considering cell proliferation (cell division) and apoptosis (cell death) [82]. In this work we are not
concerned with cells splitting.
The finite element method is well known to easily handle complex and evolving cellular domains and can be
generalised to multidimensions with little complications, hence it is the ideal method to numerically solve our model
system. Finite element methods have been widely used to model cell motility [10, 12, 19, 27, 37, 46, 53, 69, 73, 79],
and can be implemented in diverse ways depending on the model. Given these considerations we develop a finite
element based formulation which follows the work of George [34] with the extension into multidimensions which
involve solving two reaction-diffusion equations corresponding to actin and myosin concentrations. Additionally we
develop our numerical solver based on deal.ii [6] rather than ALBERTA as previously done by George [34].
This article is therefore structured as follows: In Section 2, we introduce the mechanobiochemical model. Theoret-
ical predictions of the spatiotemporal behaviour of the solutions of the model close to bifurcation points are presented
in Appendix A, these identify important bifurcation parameters which are used in the numerical simulations of the
full model. In Section 3, theoretical predictions are used to validate finite element simulations since there are no
analytical solutions to compare with. Far away from bifurcation points, finite element simulations illustrating 3D cell
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movement and deformation are exhibited in Section 4. We conclude and discuss the key findings of our study and its
applicability to cell migration and also elucidate model limitations that underpin our future studies in Section 5.
2. A mechanobiochemical model
The model we consider and extend is inspired by contractile models of the actin cytogel [44, 62]. These models
comprise of a force balance equation modelling the displacements of the cell when deformed and a single reaction-
diffusion equation for the concentration of the gel that in turn drives cell movement. The idea of pressure-driven
protrusion and the use of concentration of actin originates from Alt and Tranquillo [3]. In their model they assume
movement is produced by a balance between contractile force of the actin network pulling on the membrane and
pressure pushing on the membrane. This was extended by Stephanou et al. so that large deformations could be
modelled which is more realistic for most cells [77]. George further extended this model by observing (and hence
modelling) that higher actin concentration in a region leads to more pressure [34]. In the previous models a polar
coordinate system was used and radial extension of the cell was calculated [3, 77]. Unlike this approach, we follow
the work of George and study the mechanobiochemical model in its physical Cartesian coordinates without any need
for coordinate transformation [34]. We extend the work by George in two key ways, first by extending from two, to
three dimensions and second by adding the consideration of the concentration of myosin. We hypothetically model the
concentrations of, and interactions between, actin and myosin using two reaction-diffusion equations. The reaction-
diffusion equations are coupled to a force balance equation which describes the movement of the cell. The model
equations are outlined as follows.
We assume that the cell shape is a simply connected and continuously deforming domain: Ωt ⊂ R3 with boundary
∂Ωt, where t ∈ I = [0,T f ], T f > 0. Any point x ∈ Ωt is defined by x = (x(t), y(t), z(t)). The domain, its
boundary and their evolution are unknown quantities which must be solved for all time t as part of the numerical
solution procedure. We define the displacement of x at time t by u = (u(x(t), t), v(x(t), t),w(x(t), t))T . For simplicity,
we adopt a Lagrangian formulation where we assume that the rate of change of the displacements generate the flow
velocity β, i.e. dudt = β, which drives the spatiotemporal dynamics of the molecular species. We will also define
ωn to represent the normal velocity of the boundary. Let us consider two unknown molecular species where we
assume the concentration of F-actin, and bound myosin, at point x(t) are given by a = a(x(t), t), and m = m(x(t), t)
respectively. Then the mechanobiochemical model describing the dynamics of the actin network is given by the
following dimensional system of the equations,
∇ · (σv + σe + σc + σp) = 0 in Ωt, t ∈ I, (1a)
∂a
∂t
+ ∇ · (aβ) − Da∆a − f (a,m) = 0 in Ωt, t ∈ I, (1b)
∂m
∂t
+ ∇ · (mβ) − Dm∆m − g(a,m) = 0 in Ωt, t ∈ I, (1c)
a(x(t), t) = a0, u(x(t), t) = 0 for x ∈ Ω0, (1d)
β = ωn for x ∈ ∂Ωt, t ∈ I, (1e)
σv · n = σe · n = n · ∇a = n · ∇m = 0 for x ∈ ∂Ωt, t ∈ I, (1f)
where the stress tensors are given by:
• viscous σv(u) = µ1 ∂ε∂t + µ2
∂φ
∂t I where µ1 and µ2 are shear and bulk viscosities respectively, ε is the the strain
tensor ( 12 (∇u + ∇u
T )) and φ is the dilation (∇ · u) [9, 24, 83].
• elastic σe(u) = E1+v (ε +
ν
1−2νφI) where E is the Youngs modulus and ν is the Poisson ratio [9, 24, 83].
• contractile σc(a,m) = (ψa2e−a/asat + cm)I, where ψ and c are the contractility coefficients for a and m, respec-
tively, and asat is the saturation coefficient of actin. The first term is the same as in [34] and we have added that
the contractile force is linearly proportional to the concentration of myosin as suggested by experimental obser-
vations [8, 38, 41, 58, 70, 75, 81]. Similarly, there is experimental evidence to suggest that the concentration of
myosin linearly affects the stress [38, 41, 70, 75, 81] or similarly the rate of change in contraction [58, 8].
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I [77]. This describes two types of pressure. The first term
describes the hydrostatic pressure that is present everywhere and corresponds to the osmotic pressure in the
cell which depends on the dilation φ and pressure coefficient p. The second term models the fact that close
to the membrane there is polymerisation pressure caused by the polymerising actin filaments pushing on the
cell membrane. This increases with increasing concentration of filaments a and we choose the initial state of
this concentration to be resident close to the membrane, i.e. in a region less than 20% of the cell radius from
the edge. To define this region we use δ(l) and the points ξ = (ξx, ξy, ξz) ∈ Ω0. There exists a family of
bijective mappings between the initial and current domains, we can let l : Ωt × I → R and correspondingly











In the reaction-diffusion equations we have assumed constant diffusion coefficients for actin and myosin, and these






∂z2 denotes the Laplace operator in three di-
mensions. On the boundary, we assume continuity between the flow velocity and the normal velocity of the boundary,
i.e. that β = ωn[1, 50, 51]. The interactions between actin and myosin are described by the reaction terms f (a,m) and
g(a,m) respectively. We have formulated different plausible reaction kinetics in the absence of experimental data and
for the sake of brevity, in this work, we only present one such model. For further details, we refer the interested reader
to consult [57]. Although we will discuss the implementation of one specific plausible model, other models can be
easily incorporated and studied in a similar fashion. For illustrative purposes we consider the following hypothetical
reaction kinetics








where we begin with the same reaction term, ka(ac − a), as used in [35, 34, 52]. ka is the rate of polymerisa-
tion/depolymerisation and ac is the equilibrium concentration and if the concentration is above this critical value
then F-actin will depolymerise at the same rate. Next, since myosin binds to actin the amount of myosin will increase
due to higher concentration of actin, hence the term −kma(ac−a) where kma is the rate of binding/unbinding of myosin.
Defining mc as the unstable equilibrium concentration of m, the last term in the actin equation represents that actin will
depolymerise with higher concentrations of myosin and is subject to a saturation coefficient K, for a. The negation is
true for myosin since myosin is seen to accumulate.
We assume the initial shape is a stationary unit sphere and the initial conditions for actin and myosin densities
are a small perturbation from the homogeneous steady state (when m = mc = a = ac = 1). Thus we have three
connected equations: the solutions to (1b) (actin concentration) and (1c) (myosin concentration) affect the contractile
and pressure parts of the force balance equation and the solution to (1a) (displacement) affects the reaction-diffusion
equations through the convection terms and the changing shape of the domain.
2.1. Summary of results from linear stability theory
We employ linear stability theory to identify key parameters and compute analytical solutions close to bifurcation
points. Close to bifurcation points, we will use the linear stability analytical results to validate the numerical solver
of our full mechanobiochemical model that we will use to find approximate solutions to the model problem given
that no analytical solutions can be obtained for the full model. This approach is a generalisation of the method for
the mechanobiochemical model described in [35] for the case of two dimensions where only one reaction-diffusion
equation was considered. In Appendix A we see that parameters, in particular ψ and c, can be varied so that particular
patterns become unstable and grow. These patterns correspond to eigenfunctions of the Laplacian on the chosen
volume, and are illustrated in Figure 1. In other words, in the early stages of movement, plots of the magnitude of
the displacement and concentrations will look qualitatively similar to particular eigenfunctions. In Appendix A, for
analytical purposes we study the non-dimensionalised system while for the moving grid finite element implementation
we work with the full dimensional model.
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Description Form / Value Reference
a(x(t), t) actin concentration Unknown
m(x(t), t) myosin concentration Unknown
ε strain tensor 12 (∇u + ∇u
T )
φ dilation ∇ · u
β flow velocity ∂u
∂t Unknown
ωn normal velocity of boundary
µ1 shear viscosity 96.15
dyn·s
cm2 [7]
µ2 bulk viscosity 250
dyn·s
cm2 [7]
E Young’s modulus 1.5 dyn·scm2 Estimated [34]
ν Poisson ratio 0.3 Estimated [34]
Da diffusion coefficient 0.012 cm
2
s [77]
Da diffusion coefficient 0.003 cm
2
s Estimated
ac conc. at equilibrium 1 molcm3 normalised Derived in [34]
mc conc. at equilibrium 1 molcm3 normalised Derived from model
asat saturation conc. 1.4 molcm3 normalised [77]
l0 vicinity of the membrane 80% of cell radius Estimated [34]
ψ contractility coefficient for actin 70
c contractility coefficient for myosin 10
p pressure coefficient 1.7
Table 1: Descriptions of parameters. The contractility coefficients (ψ and c), and reaction constants (ka, kma and kam) are also estimated by use of
linear stability theory (see Appendix A for details).
Figure 1: Analytical solutions to the eigenvalue problem on the unit sphere i.e. (A.6) for selected values of l,m, n. For l ≥ 1 there are multiple
eigenfunctions for each eigenvalue. (Colour version online).
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3. Finite element formulation
We have formulated a very complex non-linear system of partial differential equations. It is not possible to an-
alytically solve this system, therefore we must turn to numerical methods to find approximate solutions. Previous
numerical solution methods of earlier models were represented in a polar coordinate system and solved using finite
differences [3, 77]. A moving grid finite element method was developed by George [35] for the case of two dimen-
sions and the numerical solver was developed in an alternative finite element software package known as ALBERTA.
Here, we generalise this numerical approach to 3-dimensions where we implement the numerical solver in deal.ii.
Specifically, we employ the moving grid finite element method [5, 47, 49, 52] to compute approximate numerical
solutions of the coupled viscoelastic reaction-diffusion system defined in 3D Cartesian coordinate system. Unlike the
full compact spatial Laplace operator notation employed for the linear stability analytical study in Appendix A for
the mechanobiochemical model, we instead opt to use the vector-matrix component which lends itself amenable to
the finite element weak formulation. A compact notation could also be used but at the expense of not being able to
deal with individual components which is crucial for the method.
To begin, the force balance is separated into a system of three partial differential equations representing the three
space dimensions. This clarifies the derivation of the weak formulation. Since σv,σe,σc and σp (as described in

















































 and φ(u) := ∂u∂x + ∂v∂y + ∂w∂z , (4a)











































































































ψa2e−a/asat + cm 0 0
0 ψa2e−a/asat + cm 0























































































































































































































































+ ψa2e−a/asat + cm
]
, (7a)






(1 + ν)(1 − 2ν)
, C12 =
Eν






To find the weak formulation, we multiply by a space-time-dependent test function φ̂(x, t) ∈ H1(Ωt), where H1(Ωt)
is the Sobolev space of L2 functions over Ωt with weak derivative in L2, and integrate over the domain. This takes
into account Green’s formula and the boundary conditions. The boundary condition σv · n = σe · n = 0 means that











































































































































































































































∂z are functions of the unknown solution variables a(x, t) and m(x, t), these become extremely
challenging to integrate analytically. To avoid computing these patial derivatives, we have used identities derived
from the Gradient Theorem to re-write the weak formulation in a tractable form as demonstrated above. In other












φ̂ f jn jds, (9)
for j = 1, 2, 3, where x can also be substituted by y and z. n1, n2, n3 are the direction cosines of the outward unit
vector n normal to ∂Ωt.
Next we want to find the weak formulation of the reaction-diffusion equations which is defined as
∂a
∂t
+ ∇ · (aβ) − Da∆a = f (a,m),
∂m
∂t
+ ∇ · (mβ) − Dm∆m = g(a,m). (10)
To proceed, we exploit knowledge about the model formulation for reaction-diffusion systems on evolving domains
(as well as on surfaces) and by using appropriate results from the Reynolds Transport Theorem, to apply the product
rule and convert to the material derivative (defined as DaDt =
∂a
∂t + a(∇ · β), in [66]) to obtain the following
Da
Dt
− Da∆a + a(∇ · β) = f (a,m),
Dm
Dt
− Dm∆m + m(∇ · β) = g(a,m).
Now continuing as with the force balance equation, we multiply by a space-time-dependent test function ψ̂(x, t) ∈
H1(Ωt) and integrate over the domain. The terms (Da∆a)ψ̂ and (Dm∆m)ψ̂ can be simplified using the Divergence
Theorem and the remaining part of the left hand side we use the Reynolds Transport Theorem. This means the weak







































for all ψ̂(x, t) ∈ H1(Ωt).
3.2. Space discretisation
We now wish to define the problem at discrete points in space. To do this, we define the computational domain Ωh,t
as a polyhedral approximation to Ωt, i.e. Ωh,t the spatial discretisation of Ωt. This discretisation induces quadrilateral





∣∣∣∣ ψ|z is linear affine for each z ∈ Ωh,t}.
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for all φ̂, ψ̂ ∈ Vh(t), where Ih is the Lagrange interpolant of f and g onto the finite element space [33]. Let {φ j}ndej=1 be
a set of piecewise bilinear shape functions on Ωh, then this set forms a basis of Vh(t). We can then express uh, vh, wh,




U jφ j, vh =
nde∑
j=1
V jφ j, wh =
nde∑
j=1
W jφ j, ah =
nde∑
j=1
α jφ j and mh =
nde∑
j=1
µ jφ j. (15)
This means that we are left with equations which contain only simple functions and their derivatives and point values
for the variables. Substituting uh, vh, and wh into the above equations and using the Galerkin formulation, take the test
functions to belong the same spaces as the nodal basis functions. Hence, the force balance equations can be written





























where {U(t)} = (U1, ...,Unde), {V(t)} = (V1, ...,Vnde) , {W(t)} = (W1, ...,Wnde) and:












































































































































































































































It must be noted that in the above we have used the fact that φ̂ ∈ Vh(t) and ψ̂ ∈ Vh(t). For the sake of ease of


























+ [B]{U} = {F}. (19)
The same is done for the reaction-diffusion equations, and we additionally use the transport property of basis functions,
(space discretisation means that the material derivative of basis functions Dψ̂Dt = 0) which is demonstrated in [26] and
[34]. Considering the reaction kinetics to be as in Eqs (3), (see Section 2), we can write the reaction-diffusion
equations in semi-discrete form
∂
∂t














φiφ j, Ki, j =
∫
Ωh,t





In the case where exact integrations are not possible, Gauss numerical quadrature is employed to compute the integrals
[64]. These are all computed in the deal.II implementation [6]. An alternative approach is to use mass-lumping
[18, 33, 45] for the finite element method to speed up the computational time required to assemble the matrices and
this forms part of our future studies.
3.3. Time discretisation
Next we carry out the temporal discretisation of the system of ordinary differential equations arising from the finite
element discretisation. To proceed, we split the interval into a finite number of sub-intervals [tn, tn+1] and use a uniform
time step ∆t := tn+1 − tn. We then use an implicit-explicit (IMEX) finite differentiation formula [43, 47, 71] to obtain
the fully discrete algebraic system of linear equations. The IMEX scheme treats fully implicitly the diffusion part,
while the nonlinear reaction terms are treated fully explicitly. This avoids computing the Jacobian matrix associated
with fully implicit schemes for reaction kinetics and therefore requires only evaluations of the reaction kinetics. We
also remark that an adaptive timestepping scheme could also be employed to speed up computations, but this was not
undertaken in this study. Thus the fully discrete problem now reads
([A]n + ∆t[B]n) Un+1 =[A]n{U}n + ∆t{F}n, (22a)[
Mn+1 + ∆tDaKn+1
]











where the superscripts n and n+1 are the computed values on the mesh at times tn and tn+1 respectively. Note that we
have treated some parts implicitly (e.g. diffusion) and other parts fully explicit (e.g. reactions).
Hence we have three equations all with the same form. At each time-step we assemble the matrices to obtain a
system of linear algebraic equations. When solving (22a) we see that the block matrix on the left hand side is not
symmetric therefore we use the most effective solver for this which is GMRES [72]. Equations (22b) and (22c) are
solved using the conjugate gradient method [40].
3.4. Nodal displacements
The displacement of the nodes of the mesh is chosen to be equal to the flow velocity therefore β := ∂U
∂t . Since
tn+1 = tn + ∆t and x(tn) ∈ Ωtn , x(tn+1) ∈ Ωtn+1 be points in the respective domains. We can define a first order linear





This means we can define a new approximation to the domain Ωtn+1 such that
x(tn+1) = x(tn) + ∆tβ(x, tn). (24)
At each step we have a new mesh with new shape functions so we must assemble new matrices Mn,Hn,An,Bn,Fn to
iteratively solve the discrete coupled problem as outlined in the following algorithm.
3.5. Numerical algorithm
The fully discrete problem is solved iteratively with the following algorithm:
• Initialise U0, α0, µ0 and fixed parameters
• WHILE t < endtime
– Assemble Mn,Hn,An,Bn,Fn
– Solve for Un+1 using (22a)
– Compute the new domain using Un+1
– Solve for αn+1 and µn+1 using (22b) and (22c)
11
(a) surface (b) cut to show inside
Figure 2: An illustration of the finite element mesh used in the numerical simulations.
– t = t + ∆t
• END
We create a mesh using Gmsh [36], (see Figure 2) and implement this algorithm using deal.II [6], a C++ software
library which provides tools to solve partial differential equations which are discretised with finite element methods.
Unlike the majority of other finite element software, deal.II uses hexahedral and quadrilateral elements rather than
triangular elements.
4. Numerical simulations
Next we present numerical simulations of the full mechanobiochemical model. We want to see the organisation of
the molecular species into regions which will cause the cell to move. This organisation may be caused by diffusion-
driven instability, or due to the movement of the cell combined with the reaction-diffusion equations. The linear
stability analysis of Appendix A holds true for 0 < t << 1 since geometrical deformation of the cell from the unit
sphere (Ω0) is negligible. In [56] mode isolation and numerical convergence of reaction-diffusion equations were
established for the case of a stationary sphere, i.e. in the absence of the force balance mechanical model. The inclusion
of the force balance equation for cell deformation entails that more complex stability conditions are obtained, however,
establishing numerical convergence for the full model remains an open problem. Nevertheless, it is still possible to
choose parameters so that particular modes can be selected during the initial stages of cell deformation. When we
consider longer time, and therefore far away from equilibrium, linear stability theory no longer holds making it again
impossible to validate numerical results at longer timescales. To provide o confidence in the numerical simulations,
global mesh and timestep refinement has been carried out and in the process refinement has given rise to more accurate
smooth solutions at the expense of a significant increase in computational time (see Figures 4 and 5 for illustrative
purposes). Numerical simulations of the full model far away from bifurcation points reveal some interesting dynamics,
we can see, for example, significant protrusions and contractions which deform the cell into many different shapes.
Parameters used are shown in Table 2. Initial conditions for actin and myosin are prescribed depending on which
eigenmode we wish to excite but are always a small perturbation from the steady state (a = m = 1) and include the
variable ran(x) which denotes a randomly generated number between 0 and 0.1. It is well known that initial conditions
play a crucial role for reaction-diffusion models on stationary and growing domains [47]. For the numerical parameters
we take the time step ∆t = 10−3 and the finite element mesh with 8192 active cells and 27123 degrees of freedom.
We exploit the implicitly defined mesh regularity measures defined in the software deal.ii whereby the numerical
is terminated when the mesh regularity measure (Delaunay triangulation criteria) is close to being violated [6, 26].
Hence, there is not precise stopping time, stopping the numerical simulation is subject to the measure index on the
12
mesh regularity being met. We do not employ any mesh refinement, which might required if one is to deal with
longtime dynamics with large deformations in the mesh.
4.1. Excitation of mode w11,1
In this example, the actin and myosin concentration solutions will be the negation of each other with actin con-
centration highest on one side and myosin concentration highest on the opposite side. This mode is the first eigen-
function that one might hope to see for the organisation of actin and myosin in a cell because it is similar to what
is often observed in a moving cell [21, 58]. k21,1 = 2.0816 is also the lowest eigenvalue. Choosing parameters
ψ = 20, c = −80, ka = 0.04, kma = 0.05 and kam = 0.06 and initial conditions
a(x, 0) = 1 + w11,1(x) × ran(x), m(x, 0) = 1 − w
1
1,1(x) × ran(x),
we observe that the mode w11,1 is selected for actin and myosin. In Figure 3 we plot the concentrations of actin and
myosin at time t = 1. We clearly observe re-polarisation of the cell through symmetry breaking of the concentra-
tions of the molecular species from their almost uniform distribution to a patterned state. Blue indicates where the
concentration is low (myosin), while red indicates where the concentration is high (actin). In this case very little cell
deformation is observed, rather, the cell is translating as well as expanding in volume. It must be noted however,
that the cell has a well defined ”front” (defined by high actin concentrations) and ”back” (defined by low myosin
concentrations), resonating with similar work on cell polarisation [22, 42].
4.2. Cell deformation when w02,1 is excited initially
The simple first mode is not the only organisation which makes sense or shows similarities to organisation seen
in cells. The cell can protrude in more than one direction because of spatio-temporal organisation of the molecular
species which satisfy a reaction-diffusion system known to give rise to pattern formation. Depending on the emerging
spatial pattern, actin and myosin give rise to the formation of pseudopods through expansion and contraction of the
cell. Hence, we continue to isolate other modes to investigate the spatiotemporal organisation of actin and myosin
during cell migration. It must be noted that both the parameters, and the initial conditions, play a key role on which
modes will grow. The first large cell deformation is seen when choosing initial conditions
a(x, 0) = 1 + w02,1(x) × ran(x), m(x, 0) = 1 − w
0
2,1(x) × ran(x).




U2 + V2 + W2
)
. The
cell expands at the two ends where actin concentration is high (leading to positive curvature in the cell surface) and
contracts in the middle where myosin concentration is high (leading to negative curvature in the cell surface). These
results are qualitatively similar to the results obtained by [34] in the absence of myosin, one difference being that there
is only a very small volume increase because the cell is contracting in the middle as well as protruding. Other results
(not shown) when the excited mode for myosin is the same as the mode for actin are very similar to results from the
previous model in [57]. In Figure 5 we plot three results for the actin concentration for different timestep and mesh
refinements. We obtain identical results to those shown in Figure 4 (last row for actin concentration) confirming the
robustness of the numerical solver for different timestep and mesh sizes. Next, we investigate whether more interesting
dynamics may occur if we try to excite differing modes for the two concentrations.
4.3. Cell deformation when w11,1 and w
0
2,1 are excited for actin and myosin, respectively
While the idea that actin and myosin accumulate in opposite sides is quite well founded, their concentration
gradients are rarely exactly opposite. Therefore here we investigate if differing modes can be excited for actin and
myosin. Choosing appropriate initial conditions, to encourage different modes to grow, we observe more irregular
large cell deformations. In Figure 6 we plot the concentrations of actin and myosin and the displacement when the
initial conditions are
a(x, 0) = 1 + w11,1(x) × ran(x), m(x, 0) = 1 + w
0
2,1(x) × ran(x).
The cell squeezes where there is high myosin concentration and there is protrusion in the direction of higher actin
concentration. This is also illustrated in Figure 7 where the minimum and maximum in each spatial direction are
plotted. We again observe that the cell exhibits both positive and negative curvatures of the surface depending on the
level of concentration of the respective molecular species.
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4.4. Cell deformation when w02,1 and w
0
1,1 are excited for actin and myosin, respectively
Let us consider the initial conditions
a(x, 0) = 1 + w02,1 × ran(x), m(x, 0) = 1 + w
0
1,1(x) × ran(x),
that contain the same two eigenfunctions as the last example but with different orientations, (w01,1 is a rotation of w
1
1,1).
In Figure 8, we illustrate different cell deformation pathways resulting from picking these type of initial conditions
and parameters. There is high actin concentration at the top and bottom of the sphere. Without the effect of myosin
one would expect the cell to extend in both directions in the same way as in Section 4.2, however there is high myosin
concentration at the bottom so the cell only protrudes upwards. Then at t = 5 the protrusion slows and there is
contraction at the bottom where myosin concentration is high. This is then followed by a subsequent expansion and
contraction with the actin and myosin concentrations reorganising to be higher nearer the surface except when the cell
is contracting, as shown in Figure 9. Figure 10a shows the change in length in the z-direction while Figure 10b shows
the translation of the cell corresponding to the cell deformation pathway of this example.
4.5. Cell deformation when w01,1 and w
0
3,1 are excited for actin and myosin, respectively
Next, we begin with initial conditions
a(x, 0) = 1 + w11,1(x) × ran(x), m(x, 0) = 1 + w
0
3,1(x) × ran(x).
These lead to a protrusion in the area with highest actin concentration which is pulling the cell in the negative z-
direction. At the same time there is inward movement in areas of high myosin concentration, leading to negative
curvature. The cell has translated in the negative z-direction and this is plotted in Figure 11, and the translation and
change in volume is illustrated in Figure 12.
4.6. Cell deformation when w11,1 and w
0
4,1 are excited for actin and myosin, respectively
In another example of mixed modes, we start with
a(x, 0) = 1 + w11,1(x) × ran(x), m(x, 0) = 1 + w
0
4,1(x) × ran(x).
These initial conditions lead to cell expansion as shown in Figure 13. The cell contracts inwards at areas of high
myosin concentration and protrudes in the remaining areas. There are large protrusions in two opposing directions,
the largest being in the direction where actin was initially highest. Subsequently, actin concentrates in areas of high
curvature and leading to further protrusion. We observe in this example, the formation of pseudopods which have
been well studied in cell migration [27, 59].
Section 4.2 4.3 4.4 4.5 4.6
Figure 4 6 8 11 13
ψ 200 20 150 100 100
c -40 -80 -40 -80 -100
ka 0.04 0.4 0.04 0.4 0.09
kma 0.05 0.5 0.05 0.05 0.09
kam 0.06 0.12 0.06 0.07 0.15
Table 2: Parameters for simulations in the numerical section.
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Figure 3: Section 4.1, mode w11,1. Snaphshots of the numerical solutions for actin a(x, t), myosin m(x, t) at time t = 1. These are numerical solutions





Figure 4: Section 4.2, mode w02,1. Snaphshots of the numerical solutions for actin a(x, t), myosin m(x, t) and displacement u(x, t) at times t =
0, 1, 6.3. There is high actin at two ends, and high myosin in the middle. We then see in (c) that the cell squeezes in the middle stretches in the two
directions of higher actin. (Colour version online).
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Figure 5: In this plot, we illustrate mesh and timestep refinements by simulating the model equations with identical parameters as in Figure 4 but
for different mesh and timesteps. The numerical results show only the actin solution of the mechanobiochemical model at the final time. The results
are all obtained at t = 4. First figure on the left is the original plot as in Fig 4 obtained with a very refined mesh, second is with a coarser mesh







Figure 6: Section 4.3, modes w11,1 and w
0
2,1. Snaphshots of the numerical solutions for actin a(x, t), myosin m(x, t) and displacement u(x, t) at times
t = 0, 1, 9, 13. The sphere is squeezed where there is high myosin and then there is a protrusion in the area of high actin. Displacements in the x, y
and z directions are shown in Figure 7. (Colour version online).
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Figure 7: Plot to show the minimum and maximum of x (red), y (blue) and z (green), i.e. the the boundary of the cell in the different directions,
for the example in Section 4.3 and Figure 6. The cell is contracting in the y direction, expanding slightly in the x direction but significantly in the







Figure 8: Section 4.4, modes w02,1 and w
0
1,1. Snaphshots of the numerical solutions for actin a(x, t), myosin m(x, t) and displacement u(x, t) at times
t = 0, 1, 5, 20, 29, 36. The cell expands and contracts twice, this can be seen more clearly in Figure 10. The concentration of myosin inside the
sphere is shown in Figure 9. (Colour version online).
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(a) t=5 (b) t=20 (c) t=29 (d) t=36
Figure 9: Graphical representations of the numerical solutions for myosin in Section 4.4 and Figure 8, with a cut-through to see the behaviour in
the bulk (interior of the cell). When the cell is expanded the concentration is highest at the edge and later when it is contracted it is largest at the
centre. This is also seen in a similar way for the actin concentration. (Colour version online).
(a) Length of cell in z-direction (b) Translation the centre of the cell in z-direction





Figure 11: Section 4.5, modes w11,1 and w
0
3,1. Snaphshots for the numerical solutions for actin a(x, t), myosin m(x, t) and displacement u(x, t) at
times t = 1, 20, 71. There is contraction in areas of high myosin, actin accumulates in areas of high curvature and the cell protrudes where there is
high actin concentration. The cell deforms to form pseudopods. (Colour version online).
(a) Bounds on z (b) Volume of the cell
Figure 12: Plotting of the range demonstrates that there is a translation followed an expansion in the z-direction. The cell is also being squeezed in





Figure 13: Section 4.6, modes w11,1 and w
0
4,1. Snaphshots for the numerical solutions for actin a(x, t), myosin m(x, t) and displacement u(x, t) at
times t = 0, 1, 67. We see protrusions in a similar way to in Figure 11 but in two directions. The cell deforms to form pseudopods. (Colour version
online).
For illustrative purposes, in Figure 14 we plot the L2-norm of the differences between successive numerical solu-
tions in the case of the full mechanobiochemical model with parameters and initial conditions as in Section 4.4. We
see an increase (or decrease) in the L2 norm when the rate of deformation is accelerating (or decelerating) respectively.
The qualitative changes in the L2 norms are similar, but the changes in myosin and displacement appear slightly later
than actin. It must be noted that these norms are not associated with error analysis for the convergence of the model
to a steady state. The mechanobiochemical model posed on growing domains does not render itself amenable to nu-
merical analysis due to the complex nature of the model. Here, we are simply post-processing the discrete L2 norm of
the computed numerical solutions.
The mechanobiochemical model is able to generate large cell deformations which in some cases can result in the
cell being significantly deformed such that the mesh regularity (Delaunay triangulation criteria) is violated. In our
computational software package, deal.ii, there are implicit measures for mesh regularity and the numerical compu-
tations are terminated once these measures are violated and the stopping criterial is subject to these measures. In
future studies, one way to address this issue is to implement adaptive re-meshing strategies to allow the mesh to
adapt to large deformations giving rise to long term dynamics of the cell deformation. Equally important, adding a
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(a) linear scale (b) log scale
Figure 14: Plot of the L2 norm of difference between successive solutions for the example shown in Figure 8. There is an initial decrease due to
diffusion, increases when the deformation is accelerating and decreases as deformation decelerates. The large error at the end is due to the mesh
becoming very deformed and breaking. (Colour version online).
volume constraint term to the model might also prevent large expansions or contractions (see [27, 46, 82] for typical
examples). These observations form part of our future studies.
5. Conclusion
Our model balances elasticity, viscosity, contractility and pressure within a linear mechanics framework to model
cell migration and deformation. Connected to this are two reaction-diffusion equations for the concentrations of F-
actin and bound myosin. Unlike the previous study on which our model is inspired by, (that of George [34]), we
have substantially extended the previous model to include two key contributions: (i) we have generalised the model
from two to three dimensions, and (ii) we have added a second reaction-diffusion model describing the spatiotemporal
dynamics of myosin. Furthermore, our computational framework is developed on a completely different finite element
software package, we used the software library deal.II [6] to implement the moving grid finite element method. The
key difference between this software and the previously used ALBERTA [74] is that the elements are hexahedra rather
than tetrahedra. The implementation is therefore different but we were able to appropriately replicate the previous
results by George [34] of cytomechanical model on a unit two dimensional disk (results not shown) and therefore
allows us to validate the numerical methodology. Once this new implementation was verified we extended the model
substantially in two ways as noted above. Unlike previous studies of this modelling framework, for the first time, we
considered a second reaction-diffusion model to describe how myosin interacts with actin and how it contributes to
cell contraction during 3D cell migration. In the absence of experimental observations, we postulated hypothetical
reaction kinetics describing the interaction between actin and myosin. As a first step in understanding model solution
behaviour in three dimensions of the full model, linear stability analysis close to bifurcation points was carried out and
appropriate key parameters identified. A moving grid finite element method was implemented in multi-dimensions
using piecewise bilinear shape functions.
Our numerical simulations show that the model extends naturally to three dimensions and that the addition of
myosin allows for symmetries to be broken and more striking deformations to emerge. In summary the main numerical
results are:
• There is outward movement in areas with high actin concentration, and conversely where there is high curvature,
high actin concentration is observed.
• This outward movement due to actin concentration is halted in areas with high myosin concentration. Addition-
ally, if there is low actin and high myosin, we can see negative curvature (Figures 6(d), 11(c) and 13(c)).
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• Identifying bifurcation parameters is more complicated than in previous models but the effects of parameter
variations can still be observed. The contractility due to myosin, c, strongly effects the speed of the deformation
while the reaction constants ka, kma and kam, and the diffusion coefficients Da and Dm play an important part in
which eigenmode of the actin and myosin concentrations will be isolated and subsequently formed for the full
model. It is not as possible to isolate single modes just by picking parameter values, however, choosing initial
conditions as a random number multiplied by the eigenfunction means it is possible to choose modes.
• Several examples show cell translations with small deformations (Figures 8 and 11).
• Initial conditions are a highly significant factor for the progression of the numerical solutions.
Modelling 3D cell migration is an emerging research area where mechanical properties and biochemical processes can
now be studied simultaneously due to the recent developments in computational software packages as well as advances
in experimental data acquisition and computational power. In this study, we have demonstrated that a reaction-
diffusion system for actin and myosin concentrations can give rise to symmetry breaking driven by the displacements
of the actin-network which satisfy a mechanical force balance equation. This interplay between continuum mechanics
and biochemistry drives cell polarisation from a uniform patterned state. In some cases, the numerical results exhibited
are in qualitative agreement with experimental observations. For instance, Example 4.4 illustrates repeated expansion
and contraction which has been observed in migrating cells [31, 61, 85]. Previous versions of this model were designed
to compare to fibroblast cells, collaborations with experimentalists will be important to determine key parameter
values and to see if the model performs in a quantitatively and qualitatively similar way to experimental data in 3D
for fibroblast cells as well as for other types of cells.
5.1. Limitations and future directions
We have presented a minimal model by taking into account only linear elasticity theory, coupled with nonlinear
stress tensors driven by molecular species, actin and myosin. A natural extension is to study nonlinear mechanics,
including nonlinear statistical mechanics to understand the limitations of linear mechanics compared to the nonlinear
model. This will also require detailed knowledge of the experimental observations on which to build the nonlinear
model.
The modelling and computational framework presented in this article can be readily adapted or extended to
consider new experimentally-driven reaction kinetics between actin and myosin or interactions between three or
more molecular species, for example, studies using actin, myosin, GEF, Rho, Rac and CDC42 could be productive
[39, 42, 60, 76].
Our model considers only the internal workings of the cell and the effect this has on cell movement. In vivo, and
in other models it is often assumed that external factors are a driving force in migration. Therefore this framework
could be extended to include adhesions and interactions with other cells, obstacles or the extracellular matrix. Since
adhesions occur at the cell cortex or membrane/surface, a bulk-surface modelling framework would be a natural
candidate approach [46, 28, 48, 65, 22, 15]. Alternatively, as an experiment, different boundary conditions could be
considered whereby these boundary conditions are driven by outside forces such as those from movable obstacles or
cel-to-cell interactions.
In the current and previous models, cell volume conservation is not maintained. While in most examples, volume
change in not significant, the introduction of a mechanism for volume conservation or constraint would help rule
out unrealistic large changes in volume [27, 46, 82]. Other useful extensions of the model could use or formulate
re-meshing strategies, to avoid distorted cells in highly deformed domains.
A natural extension of this work involves fitting the model to experimental data, in the case that such data exists
in the appropriate form. One such approach is to use for example parameter identification [56] or parameter inference
[16] for the full mechanobiochemical model. This latter approach will not only provide ranges for the parameters, it
will also provide distributions for the parameters, thereby giving much more information about the parameters. The
application of such an inverse parameter inference approach is largely missing in current studies of this nature.
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Appendix A. Linear stability analysis
In the model from [34], the reaction-diffusion equation alone could not cause patterning . Without the flow term,
the prescribed reactions meant the concentration of actin would always return to the homogeneous steady state of
a = ac. In our case we have two coupled reaction-diffusion equations which are well known to induce patterning in
certain cases.
We perform non-dimensionalisation to reduce parameters and simplify calculations. It also allows the reaction-
diffusion equations to take the form necessary to use the standard conditions for diffusion driven instability. This is




t, ã = aac = a, m̃ =
m
mc







, ˜kma = kmaka ,
˜kam = kamka , k̃m =
km
ka
, ∆̃ = L2∆,
∇̃ = L∇, ũ = uL , φ̃ = φ, ε̃ = ε, p̃ = p
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β̃ = βLDa , ãsat =
asat
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In the above, L is the typical radius of a cell. Substituting appropriately and carrying out algebraic manipulations
leads to the following non-dimensionalised system (for general kinetics)
∇̃ ·
[








+ ∇̃ · (ãβ̃) − ∆̃ã − γ f (ã, m̃) = 0 (A.2b)
∂m̃
∂t̃
+ ∇̃ · (m̃β̃) − d∆̃m̃ − γg(ã, m̃) = 0. (A.2c)






. f and g have been nondimensionalised and we
choose only functions such that system has a steady state at (as,ms,us) = (1, 1, 0). Given small variations â, m̂ and û,
consider the perturbation from the steady state ã = as + â = 1 + â, m̃ = ms + m̂ = 1 + m̂, ũ = us + û = û. This results
in the linear system
∇̃ ·
[








+ ∇̃ · (β̂) − ∆̃â − faâ − fmm̂ =0, (A.3b)
∂m̂
∂t̃
+ ∇̃ · (β̂) − d∆̃m̂ − gaâ − gmm̂ =0. (A.3c)
We now look for solutions of the form
â(x, t) = a∗eλt+ik·x, m̂(x, t) = m∗eλt+ik·x and û(x, t) = u∗eλt+ik·x, (A.4)
where λ is the growth rate, k is the wave vector, and a∗,m∗ and u∗ are small amplitudes. We require solutions to be
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non-trivial and so we obtain the stability matrix∣∣∣∣∣∣∣∣
λ + k2 − γ fa −γ fm λik
−γga λ + dk2 − γgm λik
−ikσ′(1) − ik p̃ 2
π
δ(l) −cik µ̃k2λ + k2(1 + ν′) − p̃k2
∣∣∣∣∣∣∣∣ = 0, where k = |k| (A.5a)
=⇒ (h(λ) :=)µλ3 + a(k2)λ2 + b(k2)λ + c(k2) = 0, (A.5b)




b(k2) = µ̃(k2 − γ fa)(dk2 − γgm) + (1 + ν′ + p)(k2(1 + d) − γ( fa + gm)) (A.5d)
−c(k2 + γ(− fa + ga)) + (σ′(1) + p̃
2
π
δ(l))(γ( fm + gm) − dk2) − γ2µ̃ fmga, (A.5e)
and c(k2) = (1 + ν′ + p)
(
(k2 − γ fa)(dk2 − γgm) − γ2 fmga
)
. (A.5f)
Thus h(λ) = 0 (A.5b) is our dispersal relation and we are concerned with the solution λ. There will be instability
when Re(λ) > 0. We exploit this relation to isolate particular patterns/modes. The unstable modes will correspond to
the eigenfunctions of the Laplacian on the sphere and k2 the associated eigenvalues.
Appendix A.1. Eigenvalues and eigenfunctions of the Laplacian in the bulk of the unit sphere
The eigenvalues on the unit sphere Ω0 = {(x, y, z) : x2 + y2 + z2 ≤ 1} (with homogeneous Neumann boundary
condition) are well known and are obtained using separation of variables [4, 55]. There are an infinite number of
discrete solutions of the form
wml,n(r, θ, φ) = A
m
l,nJl+ 12 ( j
′
l+ 12 ,n
r)eimφPml (cos θ), (A.6)














the differential of the spherical Bessel function. We convert eigenfunctions to cartesian coordinates in oder to compare




follows that for each eigenvalue λl,n = k2l,n there are 2l + 1 possible eigenfunctions. Figure 1 shows the eigenfunctions
for some selected values of l, m and n. The wave numbers are discrete.
Appendix A.2. Parameter selection
The conditions on the positivity of the roots of (A.5b) are numerous and the coefficients of the polynomial are
burdensome. Therefore, we numerically find these roots and observe the real and imaginary parts.
We found that contractility due to myosin (c), and due to actin (ψ) are particularly significant for finding unstable
wavenumbers. In Figure A.15a we plot the real and imaginary parts of the solution against k2 for three different values
of c. We can see that when wavenumbers k2 are less than ∼ 12, then Re(λ) > 0 for the three values of c, therefore the
wavenumbers will be unstable. Additionally these wavenumbers will be oscillatory for c = 10. There are also regions
of Hopf instability and oscillatory instability for all the three values of c. In Figure A.15b we fix other parameters and
vary ψ to see that, just like in [34] higher values of ψ mean higher wavenumbers can be excited.
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(a) Plot to show maximum real (solid line) and imaginary
(dotted line) parts of the solution to the dispersal relation.
The three colours are denote three different values of c. In
this case we fix ψ = 100
(b) Plot to show maximum real part of λ as ψ is varied. In this case
we fix c = −10
Figure A.15: The effects of varying parameters on behaviour of solutions.
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