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Abstract
The advent of the Internet not only changed the communication methods signifi-
cantly, but also the life-style of the human beings. The number of Internet users
has grown exponentially in the last decade, and the number of users exceeded 3.4
billion in 2016. Fiber links serve as the Internet backbone, hence, the fast grow of
the Internet network and the sheer of new applications is highly driven by advances
in optical communications. The emergence of coherent optical systems has led to
a more efficient use of the available spectrum compared to traditional on-off keying
transmission, and has made it possible to increase the supported data rates.
To achieve high spectral efficiencies and improve the transmission reach, coding in
combination with a higher order modulation, a scheme known as coded modulation
(CM), has become indispensable in fiber-optic communications. In the recent years,
graph-based codes such as low-density parity-check codes and soft decision decoding
(SDD) have been adopted for long-haul coherent optical systems. SDD yields very
high net coding gains but at the expense of a relatively high decoding complexity,
which brings implementation challenges at very high data rates. Hard decision de-
coding (HDD) is an appealing alternative that reduces the decoding complexity. This
motivates the focus of this thesis on forward error correction (FEC) with HDD for
high-throughput, low power fiber-optic communications.
In this thesis, we start by studying the performance bounds of HDD. In particular,
we derive achievable information rates (AIRs) for CM with HDD for both bit-wise
and symbol-wise decoding, and show that bit-wise HDD yields significantly higher
AIRs. We also design nonbinary staircase codes using density evolution. Finite length
simulation results of binary and nonbinary staircase codes corroborate the conclusions
arising from the AIR analysis, i.e., for HDD binary codes are preferable. Then, we
consider probabilistic shaping. In particular, we extend the probabilistic amplitude
shaping (PAS) scheme recently introduced by Böcherer et al. to HDD based on
staircase codes. Finally, we focus on new decoding algorithms for product-like codes
to close the gap between HDD and SDD, while keeping the decoding complexity low.
In particular, we propose three novel decoding algorithms for product-like codes based
on assisting the HDD with some level of soft information. The proposed algorithms
provide a clear performance-complexity tradeoff. In particular, we show that up to
roughly half of the gap between SDD and HDD can be closed with limited complexity
increase with respect to HDD.
Keywords: Achievable information rates, bounded distance decoding, coded modu-
lation, generalized minimum distance decoding, hard decision decoding, probabilistic
shaping, product codes, product-like codes, staircase codes.
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Part I
Introductory Chapters

Chapter1
Introduction
Probably most of the people who use their cell phones daily, send emails, chat with
their friends via different applications, watch movies online, and use social media
networks, do not recognize that in a way, their messages are transformed into pho-
tons somewhere and transmitted through fiber-optic links. Optical fibers are used
as the Internet backbone and to a less extend as the backhaul network in wireless
communications. The communication distance in optical systems varies from few me-
ters in data centers to thousands of kilometers for transoceanic links. Compared to
wireless communication, optical communication has the benefit of unlicensed trans-
mission without electromagnetic interference. For transmission over long distances
with high aggregated data rates, optical communication is the most prevalent com-
munication method since optical fibers yield substantially lower loss compared to
other communication mediums.
Traditionally, optical communication was based on on-off keying modulation at
the transmitter and power detection at the receiver. The advent of erbium-doped fiber
amplifiers (EDFAs) [1,2] along with lasers with narrow line-width enabled the emer-
gence of coherent optical communications. These technical developments boosted
the data rates from 1 Gb/s in the mid-1980s to 1 Tb/s in early 2000s [3]. Coherent
optical systems increase the spectral efficiency by modulating the data in both the
in-phase and quadrature components of the optical field. The spectral efficiency can
be increased further by using two polarizations jointly, taking the interaction between
polarizations into account using digital signal processing (DSP) at the receiver.
The long transmission distance along with high data rates makes it impossible to
employ retransmission schemes in optical communications. Therefore, an stringent
10−15 bit error rate (BER) requirement on the decoded data is set to ensure the
quality of data transmission, which in turn makes forward error correction (FEC)
indispensable for fiber-optic communications [4]. In theory, one can operate at ar-
bitrarily low BER if the data rate is lower than the so-called Shannon limit [5]. In
practice, however, operating at low BER and close to Shannon limit is at the expense
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Figure 1.1: The components of the DSP of a coherent fiber-optic system.
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Figure 1.2: (a) The energy consumption (in percentage) of different components of a coherent
fiber-optic system for a 2400 km link with lumped amplification and 16-QAM modulation. Data
is extracted from [7, Table XVI]. (b) The energy consumption (in percentage) of the receiver
components.
of increased system complexity. Therefore, FEC design is a nontrivial task of find-
ing new coding schemes by considering the trade-offs between system performance
and complexity. Optical systems are typically operated at hundreds of Gigabit-per-
second, and designing a low-complex decoder operating at such high data rate is a
tricky task [6]. Soft decision decoding (SDD) can operate close to the Shannon limit,
but it entails relatively high decoding complexity and data flow. This makes adapt-
ing SDD for high-throughput applications very challenging. Hard decision decoding
(HDD) is an appealing alternative due to its associated low decoding data flow. In
this thesis, our focus is primarily on proposing new coding schemes based on HDD
with constrained complexity to improve the performance of the system.
In fiber-optic communications, several impairments, such as chromatic dispersion
(CD), fiber loss, nonlinearity, and polarization mode dispersion (PMD), deteriorate
the transmitted signal. These impairments must be compensated for in the DSP
block of the receiver. Coherent transmission enables using sophisticated DSP meth-
ods to improve the system performance which in turn leads to extending the trans-
mission reach. However, using more complex algorithms in the DSP results in an
increased energy consumption. Several studies have addressed the estimation of the
energy consumption of coherent optical systems and several implementations have
been proposed [7–11]. The main components of the DSP block of the receiver are
shown in Fig. 1.1. In the CD compensation component, the accumulated CD due to
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the group velocity dispersion (GVD) is compensated for [12]. The timing recovery
block synchronizes the sampling time at the receiver and can be implemented based
on data-aided or blind algorithms [13]. The PMD is usually compensated by an
adaptive filter using well-known algorithms such as constant composition or radius
directed equalization [14, 15]. The carrier recovery, which is due to the frequency
and phase mismatch between the input signal and the local oscillator, is compen-
sated for using the Viterbi-and-Viterbi algorithm [16]. The energy consumption of
the decoder highly varies based on the code used and the implementation details.
In general, SDD is significantly more energy-hungry than HDD. Fig. 1.2 summarizes
the energy consumption of different components of the coherent optical link as well
as different components of the receiver DSP for a case study given in [7]. In this
case study, the data, of length 20489 bits, is encoded by a low-density parity-check
(LDPC) code with SDD and code length of 24576 bits [17], and transmitted over
a 2400 km link with lumped amplification using quadrature amplitude modulation
(QAM) with order of 16. Fig. 1.2(a) summarizes the portion of the overall energy
consumption corresponding to the transmitter, optical amplifiers, and receiver. As
can be seen, the receiver is the most energy-hungry. In Fig. 1.2(b), the energy con-
sumption of the different components of the receiver is shown. One can see that the
decoder is the major energy-hungry block. This highlights the need for proposing new
coding schemes with lower complexity to boost the energy efficiency of the overall
receiver.
Several FEC schemes based on SDD have been proposed for fiber-optic channels
[18–28]. In particular, block-turbo codes with highly parallelized suboptimal SDD of
the component codes based on the Chase-Pyndiah decoder has been shown to provide
large net coding gains [18]. Binary LDPC codes are another popular SDD-based class
of codes for the fiber-optic channel [19–24]. However, LDPC codes suffer from an error
floor and usually are concatenated with high rate outer algebraic codes to remove
the floor [4]. Nonbinary LDPC codes have also been considered for optical systems,
but the associated complexity is high [25]. Recently, spatially coupled LDPC (SC-
LDPC) codes have also been investigated for optical systems [26–28]. In particular,
SC-LDPC codes have been shown to provide promising net coding gains with feasible
implementation complexity [26]. In general, SDD provides high net coding gain while
entails high decoding data flow and memory requirements [29]. Although there is a
research line on reducing the complexity of SDD [30–33], an alternative is resorting
to HDD. HDD reduces the decoder data flow, at the cost of some performance loss
compared to SDD [29]. Historically, high rate Bose-Chaudhuri-Hocquenghem (BCH)
or Reed Solomon (RS) codes have been used in fiber-optic communications to meet
the BER requirements. More precisely, the RS(255,239) code with an interleaver of
depth 16 was used to meet the required output BER of 10−12 with a channel BER
threshold of approximately 2 × 10−4 [34]. Several concatenated structures based on
HDD have also been considered in the optical submarine standard [35]. Product-like
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codes are a family of linear block codes built from shorter component (block) codes,
where each code bit is protected by more than one component code. Component
codes are typically RS or BCH codes, which can be efficiently decoded via algebraic
bounded distance decoding (BDD). Product codes (PCs) originally introduced in 1958
by Peter Elias [36] are the original member of this family. For 2-dimensional PCs each
code bit is protected by two component codes and each codeword can be represented
accordingly by a two-dimensional rectangular array. Recently, HDD of product-like
codes such as PCs, half PCs [37], braided codes [38], staircase codes [29], and other
product-like codes [39] based on BDD of the component codes has gained attention
in the optical community due to its excellent performance–complexity tradeoff.
In this thesis, our focus is on HDD of product-like codes and coded modulation
(CM) schemes thereof. Our goal is to propose new coding schemes that outperform
the state-of-the-art HDD schemes with reasonable implementation complexity, in
order to achieve very high throughputs and low power consumption. To shed light
on the performance bounds of HDD systems, in Paper A we derive the achievable
information rates (AIRs) of binary and nonbinary codes with HDD. In particular, we
consider a conventional CM system where after hard detection, the decoder operates
solely based on the Hamming distance metric [29,36–38]. We show that binary codes
provide higher AIRs than their nonbinary counterpart under HDD. The conclusion of
Paper A is interesting, since the decoder of nonbinary codes is generally more complex
than that of binary codes, therefore, Paper A suggests that one needs to only consider
binary codes for HDD. The AIR is a limit for infinitely long block-length codes. To
corroborate the results of Paper A for finite length codes, we consider the design of
nonbinary staircase codes and compare their resulting spectral efficiency with that of
binary staircase codes for different overheads (OHs). Binary staircase codes can be
optimized for different OHs using Monte-Carlo simulations [40] or density evolution
(DE) analysis [41]. Motivated by [41], in Paper B, we derive the DE for SC-GLDPC
ensemble with RS component codes, and then, we optimize the component code
parameters of the nonbinary staircase code. By comparing the performance of binary
and nonbinary staircase codes in Paper A, the conclusion drawn from the AIR analysis
is corroborated.
Constellation shaping is a method to improve the performance of CM systems and
reduce the shaping-loss due to the use of a conventional constellation with equidis-
tant signal points and uniform signaling. In particular, geometric shaping [42–46] and
probabilistic shaping [47–49] have been proposed in the literature. Recently, proba-
bilistic amplitude shaping (PAS) with SDD [49] has become popular in the optical
community due to its structured system model and excellent performance, which can
be implemented with off-the-shell constellations. In paper C, we extend the PAS
concept to a CM system with HDD and staircase codes. We show that using PAS
with staircase codes one can operate within 0.57–1.44 dB of the corresponding AIR.
Furthermore, gains up to 2.88 dB are observed compared to the conventional CM
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with HDD.
Product-like codes are typically decoded using iterative BDD of the component
codes. BDD does not employ the channel reliabilities in decoding and can be imple-
mented efficiently using the Berlekamp-Massey algorithm [50, 51]. In papers D and
E, we propose novel decoding algorithms for product-like codes, called iBDD-SR and
iGMDD-SR, which employ the channel reliabilities selectively in iterative BDD of
the component codes. In particular, in Paper D, we derive a DE analysis for both
GLDPC and SC-GLDPC ensembles decoded using iBDD-SR. Based on the derived
DE, we optimize the design parameter of iBDD-SR for both PCs and staircase codes.
We show that gains up to 0.29 dB and 0.31 dB compared to conventional iterative
BDD can be achieved for PCs and staircase codes, respectively. Furthermore, we
evaluate the complexity of iBDD-SR and show that these extra gains are at the cost
of limited increase in decoding complexity and some extra memory in the decoder.
We also implement iBDD-SR for PCs and show that a PC decoded using iBDD-SR
can achieve the performance of a staircase code with the same OH and conventional
iterative BDD, with less than half area and energy dissipation [52]. Furthermore, we
show that up to 1 Tbps can be achieved with only a small increase in energy per
information bit compared to iterative BDD. In Paper E, we propose the iGMDD-SR
algorithm that can further improve the performance at the expense of higher internal
data flow of the iterative decoder. In particular we show that iGMDD-SR reduces the
gap between iterative BDD and SDD based on Chase-Pyndiah algorithm [18] by more
than 50%. In Paper F, we propose a new decoding algorithm, called BMP-GMDD,
for PCs by modifying the iGMDD-SR algorithm to reduce the internal data flow. We
show that BMP-GMDD closes roughly half of the gap between iterative BDD and
SDD based on the Chase-Pyndiah algorithm with significantly lower data flow com-
pared to iGMDD-SR. We also show that the excellent performance of BMP-GMDD
over iterative BDD is at the cost of a minor additional data flow (in the order of 8%
to 30% depending on the component codes). Therefore, BMP-GMDD provides an
excellent performance–complexity tradeoff.
1.1 Organization of the Thesis
A PhD thesis in Sweden can be written either as a monograph or a collection of papers.
The format of this thesis is a collection of papers. It is divided into two parts: the first
part provides the reader the background necessary for understanding the second part,
i.e., the research papers. The intended audience of the thesis are graduate students
and researchers currently working or planning to work in optical communications,
who have some background in coding theory and digital communications.
The rest of the thesis is organized as follows. In Chapter 2, we briefly discuss signal
propagation across the fiber and the corresponding impairments. Then, we explain
the numerical method to emulate fiber propagation. The chapter is concluded by
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reviewing the fiber-optic channel modeling. In Chapter 3, we review some basics
about CM. Then, PCs and staircase codes as two powerful codes based on HDD are
introduced. The chapter is concluded by introducing the DE concept as an analytical
tool for designing the code parameters. In Chapter 4 PAS as a way to induce the
capacity-achieving distribution in a CM system is briefly explained. The chapter
follows by reviewing iterative BDD as a conventional decoding method for product-
like codes and also new proposals to improve the decoding performance with respect
to iterative BDD. Finally, Chapter 5 serves as a brief description of Part II, which
contains the appended papers.
1.2 Notation
The following notation is used throughout the thesis. We denote by pX (·) the prob-
ability mass function (pmf) or the probability density function (pdf) of a (discrete or
continuous) random variable (RV) X. PY |X(Y |X) denotes the pdf of the RV Y con-
ditioned on X. Unless otherwise specified, we use boldface letters to denote vectors
and matrices, e.g., x and X, respectively. Expectation with respect to the pmf or
pdf of RV X is denoted by EX(·). exp(·) denotes the exponential function. (·)T and
(·)H stand for the transpose and hermitian conjugate operations, respectively. | · |
gives the absolute value while bxc gives the greatest integer less than or equal to x.
Furthermore, calligraphic letters are used for sets.
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Fiber-Optic Communication Systems
The optical fiber consists of a cylindrical core made of silica glass that is surrounded
by a cladding layer. The cladding layer has a lower refractive index than the fiber core,
which leads to guiding the light along the main axis of the fiber. This phenomenon
is called internal reflection [53]. The propagation of the light inside the fiber can
be examined by solving Maxwell’s equations. Each solution of Maxwell’s equations
satisfying the boundary conditions of the fiber is called a propagation mode of the
fiber. Fibers with more than one mode are used for noncoherent transmission and
short distance applications such as transmission in data centers. On the contrary,
single mode fibers (SMFs) have only one propagation mode, known as the fundamental
mode, and are used mainly in long-haul coherent optical systems. Although SMFs
provide much lower loss compared to copper wires, hence enabling the extension
of the transmission reach, amplifiers are still required for transmission over long
distances. Amplifiers add noise to the original signal, leading to the so-called signal-
noise interaction phenomenon during propagation. Optical fiber impairments such
as GVD and Kerr-nonlinearity also distort the transmitted signal.
In this thesis, we consider high-throughput, low-power fiber-optic systems. In or-
der to design the FEC, a channel model for signal propagation is required. A channel
model is a mathematical description of the relation between input and output, which
in general depends on the propagation environment and possibly the components of
the transmitter (e.g., laser, encoder, etc) and receiver (e.g. equalizer, filters, etc).
In this chapter, we briefly review the impairments associated with signal transmis-
sion in the fiber, numerical methods to emulate propagation in the fiber, and the
corresponding channel modeling.
2.1 Signal Propagation in Fiber-Optic Channels
Propagation of a single-polarized (X-polarization) signal over a fiber-optic channel
can be described by the nonlinear Schrödinger equation (NLSE). The NLSE is a
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Figure 2.1: Schematic of transmission over a SMF with input Ex (t, 0) and output Ex (t, L). The
NLSE gives the mathematical relation between Ex (t, 0) and Ex (t, L).
mathematical description of the input-output given as
∂Ex (t, z)
∂z
− iγ|Ex (t, z) |2Ex (t, z) + iβ2
2
∂2Ex (t, z)
∂t2
+
α
2
Ex (t, z) = 0, (2.1)
where Ex (t, z) is the envelope of the optical field, γ is the nonlinear coefficient, β2
is the GVD parameter, α is the loss parameter, z is the propagation distance, and
t is the time coordinate moving with a speed corresponding to the group velocity
of the signal. Fig. 2.1 shows a schematic of transmission over a SMF with input
Ex (t, 0) and output Ex (t, L). One can increase the spectral efficiency of the system
by transmitting a signal in the “Y -polarization” simultaneously. Propagation over
two polarizations implies that interactions between polarizations should be taken
into account. Since the polarization state changes rapidly, it can be shown that the
propagation of different polarizations averaged over fast changing polarization states
can be described by the Manakov equation [54,55],
∂E (t, z)
∂z
− iγ 8
9
||E (t, z) ||2E (t, z) + iβ2
2
∂2E (t, z)
∂t2
+
α
2
E (t, z) = 0, (2.2)
whereE ∆= [Ex, Ey]T is a vector containing the field envelopes in the two polarizations,
and ||E (t, z) ||2 ∆= EHE. One can see (2.2) as two coupled equations for the two
polarizations. In the following, we explain different fiber impairments, described by
both the Schrödinger and Manakov equations, in more detail.
2.1.1 Fiber Loss and Amplifier Noise
If we neglect the dispersion and nonlinearity, i.e., β2 = γ = 0, the Manakov equation
has the closed-form solution
E (t, z) = E (t, 0) exp (−αz/2) . (2.3)
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Figure 2.2: A fiber-optic link withN spans, input x and output y. Each span consists of an amplifier.
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Figure 2.3: The power profile of the transmitted signal (Px) signal with launched power of 10 dBm,
ASE noise power (Pn), and the corresponding SNR over an SMF with length of 960 km.
Therefore, the propagated signal in the fiber experiences an exponential decay due
to the fiber loss. Silica fibers exhibit wavelength-dependent fiber loss with minimum
loss around 1550 nm, which corresponds to 0.2 dB/km. Thus, the center frequency of
optical systems is usually set to 1550 nm. Due to the fiber loss, after a certain fiber
length, it is required to amplify the signal in order to transmit over longer distances.
The use of optical amplifiers in optical systems became widespread in the 1990s and
by 1996 optical amplifiers were part of the fiber-optic cables laid across the Atlantic
and Pacific oceans [53]. In order to compensate for the fiber loss, the optical fiber
is divided into 80-120 km segments where each segment is equipped with an optical
amplifier. Fig. 2.2 shows the schematic of a fiber optical system with N spans.
Optical amplifiers add noise to the amplified signal, i.e., the signal-to-noise ra-
tio (SNR) of the signal is reduced by the amplifiers. There are two types of op-
tical amplification. In the first type, known as lumped amplification, an amplifier
boosts the received signal at the end of each span. The signal is amplified through
stimulated emission, which introduces amplified spontaneous emission (ASE) noise.
The power spectral density of the ASE noise per each polarization is given by
GASE(ν) = nsphν (G− 1), where nsp is the spontaneous emission factor, hν is the
energy of a photon, and G = exp(αL) is the gain of the amplifier for compensat-
ing the fiber loss in a span of length L. In the second type, known as distributed
amplification, a pump signal transfers its energy to the original signal during prop-
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agation through the so-called stimulated Raman scattering phenomenon, and the
major source of amplifier noise is the spontaneous Raman scattering [55]. Fig. 2.3
shows the power profile of the input signal with launched power (Px) of −10 dBm,
the power of ASE noise due to lumped amplification (Pn), and the corresponding
SNR in a system operating with 32 Gbaud data rate and amplifier noise figure of 4.5
dB, where the dispersion and nonlinearity are neglected, i.e., β2 = γ = 0. As can
be seen, by increasing the fiber length, the noise power gradually increases, i.e., the
corresponding SNR reduces. Note that the power reduction is exponential over each
span length, hence, it is linear in Fig. 2.3 with logarithmic scaling.
2.1.2 Kerr-Nonlinearity
The Kerr-nonlinearity is due to the fact that the refractive index of the fiber is power
dependent. The second term in (2.2) represents the Kerr-nonlinearity effect. In the
absence of dispersion, i.e., β2 = 0, one can show that the Manakov equation has a
closed-form solution given by
E (t, z) = E (t, 0) exp (−αz/2) exp
(
i
8
9
γLeff(z)||E (t, 0) ||2
)
, (2.4)
where Leff (z) = 1−exp(−αz)α is called the effective length. As can be seen, the nonlinear-
ity can be interpreted as a phase shift in the time-domain response which in turn leads
to spectral broadening in the frequency domain, a phenomenon known as self-phase
modulation. The nonlinear length, LNL, is an important parameter and is defined as
the fiber length after which the nonlinearity becomes important. For a pulse with
peak power P0 and nonlinear parameter γ, the nonlinear length is LNL = 1γP0 . As an
example, P0 = −2 dBm and γ = 1.3 (W.km)−1 result in LNL = 485 km.
2.1.3 Chromatic Dispersion
In fiber-optic communications, the group velocity is defined as the velocity of the
signal envelope. Since the group velocity is frequency dependent, different compo-
nents of the transmitted signal arrive at different times, which in turn leads to the
time-domain broadening of the received signal. This phenomenon is known as GVD.
To evaluate the effect of dispersion in the Manakov equation, one can neglect loss
(α = 0) and nonlinearity (γ = 0) and then find the solution for the Manakov equation
as
E (ω, z) = E (ω, 0) exp
(
iω2
β2
2
z
)
. (2.5)
The GVD can also be expressed based on the dispersion parameter, defined as
D = − 2picβ2
λ2
. In fact, the effect of GVD can be seen as a filter with frequency
10
2.1. Signal Propagation in Fiber-Optic Channels
response
HCD (ω) = exp
(
−iDλ
2z
4pic
ω2
)
. (2.6)
As can be seen, the dispersion behaves as an all-pass filter in the frequency domain
with a phase with quadratic frequency dependency. The phase in the frequency
domain results in pulse broadening in time domain, which in turn leads to inter-
symbol interference. The dispersion length is defined as LD = 1|β2|W2 , where W is
the signal bandwidth. LD indicates the approximate fiber length after which the
dispersion becomes important, e.g., for D = 17 ps/nm/km and W = 32 GHz, LD=45
km.
CD can be compensated for in the optical domain, using dispersion compensating
fibers [56], or in the digital domain, using DSP at the receiver [57]. In order to com-
pensate the dispersion optically, each span is connected to a short length fiber, called
dispersion compensating fiber, which has a dispersion parameter with the opposite
sign compared to that of the underlying fiber. In coherent fiber-optic systems, the
dispersion is compensated in the digital domain using DSP. According to (2.6), the
frequency response of the CD compensation is an all-pass filter given as
H−1CD (ω) = exp
(
i
Dλ2z
4pic
ω2
)
. (2.7)
where c is the speed of light and λ is the wavelength. One approach to implement
(2.7) is the frequency domain filtering using the overlap-save method [12]. In long-
haul coherent optical communication, CD is usually compensated in the frequency
domain since the number of time-domain filter taps becomes large and the complexity
of implementation increases. On the contrary, we recently showed that it is beneficial
from a complexity and energy consumption perspectives to use the time-domain CD
compensation for short length links [12,58].
Due to the importance of time-domain CD compensation in energy-efficient fiber
optical systems, we elaborate a bit the main proposed structures in the literature
[59–61]. To compensate the CD in time domain, one can design an FIR or IIR filters
with the frequency response (2.7). Due to the inherent instability of IIR filters, FIR
filters are of interest for CD compensation [59–61]. In [59], an FIR CD compensation
filter, given in closed-form, was proposed by performing direct sampling (DS) and
truncation of the ideal CD compensation impulse response.
The DS filter compensates the CD in the whole frequency band, while in a prac-
tical system the transmitted signal is band limited due to pulse shaping. Thus, the
filter attempts to compensate the CD even in the frequency band without signal con-
tent. Therefore, potentially, one can reduce the number of filter taps and compensate
the same accumulated CD by a better filter design. In [60], a new filter is proposed
which takes into account the effect of pulse shaping at the transmitter. The proposed
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Figure 2.4: The real and imaginary parts of the filter coefficients of the LS-BL filter with 61 taps
with floating point precision (blue) and quantized filter with 4-bit word length (red).
filter is based on a least-squares optimization problem given as
h˜ = arg min
h
ξs, (2.8)
where h = [h−(N−1)/2, . . . , h0, . . . , h(N−1)/2]T is the filter tap coefficient vector and ξs is
the in-band error defined as the error between the frequency response of the ideal CD
compensation filter and the frequency response of the FIR filter with coefficients h
(see [60, Eg. 6]). For the ease of exposure, we refer to this filter as the least-squares
band-limited (LS-BL) filter. As shown in [60], the LS-BL filter achieves the same
performance as that of the DS filter with approximately 50% fewer number of filter
taps. Since reducing the number of taps results in decreasing the implementation
complexity and energy consumption accordingly, the LS-BL filter is a candidate for
energy-efficient CD compensation. The works [59, 60] implicitly assume that filter
taps are implemented with floating-point precision. In practice, however, filter taps
must be implemented in finite precision. Coefficient quantization distorts the values of
the coefficients, leading to quantization errors which, in turn, change the frequency
response of the designed filter. As an example, consider the LS-BL filter with 61
taps, root-raised cosine pulse shaping and fiber parameters given in [61, Table I]. In
Fig. 2.4, the real and imaginary parts of the filter tap coefficients of the LS-BL filter
with floating point precision and the quantized filter using linear quantization [61, Sec.
III.B ] with 4-bit word length are shown. As can be seen, quantization alters the real
and imaginary parts of the filter taps, which in turn changes both the amplitude and
phase response of the underlying filter. Fig. 2.5 depicts the amplitude response of the
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Figure 2.5: Amplitude response of the LS-BL filter with 61 taps and floating point precision (blue
curve) and corresponding fixed-point filter using 4-bit word length (red curve).
LS-BL filter shown in Fig. 2.4. We remark that in Fig. 2.5 the in-band frequencies
are [−0.625pi, 0.625pi]. It can be observed that the LS-BL filter with floating point
precision provides the desired all-pass amplitude response while the in-band response
of the quantized filter is significantly distorted. In fact, a high quantization error
translates into a lot of distortion in the frequency domain. Therefore, it is required
to incorporate the effect of quantization errors in the filter design, especially with
respect to energy efficiency considerations, where the number of filter taps should be
reduced as low as possible. In [61], we optimized the CD compensation filter taps
using constrained least-squares method (LS-CO). Our proposed filter is given by
h˜ = arg min
h
ξs (2.9)
subject to ξo ≤ ξo,max, (2.10)
where ξo,max is a selected threshold on the out-of-band gain. We have shown that
by suppressing the out-of-band gain in (2.9), the resulting filter can be implemented
with finite word length in DSP [58]. Deriving the LS-CO filter motivates recent
studies on applying deep neural network for impairment compensation in fiber-optic
systems [62].
2.1.4 Some other Impairments
Communication over the fiber-optic channel comes with some other impairments such
as PMD and state-of-polarization (SOP) drifts. PMD results from the fact that the
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light travels with different speeds for different polarizations, leading to differential
group delay between two polarizations. In order to demultiplex the polarization-
multiplexed signal, one needs to know the SOP, which may slowly drift with time in
a random fashion. This phenomenon is known as the SOP drift. In this thesis we
neglect these impairments, i.e., we assume that the SOP is perfectly tracked and that
the light travels with the same speed for both polarizations.
2.2 Numerical Methods for Signal Propagation in
Fiber-Optic Channels
Although the Manakov equation describes the signal propagation over the fiber-optic
channel, as we have shown in Section 2.1, it only features a closed-form solution if
the dispersion and/or Kerr-nonlinear effects are neglected. In general, there is no
closed-form solution for solving (2.2), therefore one needs to numerically evaluate
the signal propagation in the fiber-optic channel. The Split-step Fourier method [63]
(SSFM) is mainly used to investigate the signal propagation along the fiber. In this
section, we briefly describe the SSFM.
The Manakov equation (2.2) can be compactly written as
∂E (t, z)
∂z
= L˜ (E (t, z)) + N˜ (E (t, z)), (2.11)
where L˜(·) and N˜(·) are operands representing the linear (dispersion and loss) an
nonlinear (Kerr-nonlinearity) operations on the field envelopE (t, z). Although linear
and nonlinear operations are acting jointly in signal propagation, for short distances,
one can assume that L˜(·) and N˜(·) are independently applied to the input signal.
In particular, in propagation from z to z + ∆, one can neglect the linear effect
(L˜ (E (t, z)) = 0) and just apply the nonlinear operand, i.e., the field envelop in
time domain can be written as E (t, z + ∆) = E (t, z) exp
(
j 8
9
γ∆||E (t, z) ||2). The
linear step can be implemented in the Fourier domain by neglecting the nonlinear
step (N˜ (E (t, z)) = 0), i.e., the field envelop in frequency domain can be written as
E (ω, z + ∆) = E (ω, z) exp
(
iω2 β2∆
2
)
exp
(−α∆
2
)
. Typically, the envelop is sampled
and the operations are performed on samples. Note that the linear step can be
efficiently implemented using the fast Fourier transform and the inverse the fast
Fourier transform.
To propagate the signal over a fiber of length L, the fiber is divided intoN different
segments and each segment is divided into K different small sections of length ∆,
i.e., L = NK∆. After applying the linear and nonlinear step for all samples K
times, the signal is amplified and the corresponding ASE noise is added. Then, the
same computation is done for all N segments in order to find the resulting signal
at the receiver. In Fig. 2.6 the schematic of SSFM method is shown. The blue
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×
exp
(
j 89γ∆|| · ||2
)
Einn H (ω) = exp
(
iω2 β22 ∆
)
×
exp
(−α2 ∆)
× +
√
G Wn
Eoutn
×K ×N
Figure 2.6: The schematic of SSFM method. Einn and Eoutn are vectors of input and output samples,
respectively. The fiber length is L, which is divided to N segments and each segment is divided
to K different steps. The blue, green, and red parts stand for linear, nonlinear, and amplification
steps, respectively.
part represents the nonlinear step and the green one is the linear step. Furthermore,
the red part represents the amplification step at the end of each span, where G =
exp(α L
M
),Wn is the ASE noise with variance nsphν (G− 1) /Ts, Ts being the sampling
rate.
2.2.1 Impairment Compensation in Fiber-Optic Channels
With the advent of coherent optical systems, impairment compensation is mainly
performed at the receiver DSP. Here we briefly review two major categories of impair-
ment compensation, namely electronic dispersion compensation (EDC) and digital
back propagation (DBP), usually used as a benchmark to evaluate the system.
EDC compensates for the accumulated CD, i.e., Kerr-nonlinearity is neglected.
To implement the EDC, the received signal is passed through a frequency domain or
time domain filter (see Section 2.1.3), with accumulated dispersion corresponding to
the fiber length.
DBP is a method to compensate for both linear and nonlinear impairments. DBP
can be done at the transmitter as a pre-compensation [64,65] or at the receiver DSP as
a post-compensation [57] or combination of both [66–69]. If one neglects the additive
ASE noise, all impairments are deterministic. The idea of DBP is to back propagate
the received signal digitally through a fiber with the same loss, nonlinear coefficient,
and dispersion parameters as the original fiber but with opposite sign, i.e., −α, −γ,
and −β2. DPB just compensates the so-called signal-signal interaction, and suffers
from uncompensated signal-noise interaction. Stochastic DBP has been proposed to
take also signal-noise interaction into account, but the corresponding complexity is
rather high [70,71]. Recently, a DBP scheme based on deep neural networks has been
proposed, showing promising gains with reasonable complexity [72]. To implement
DBP, one can use the SSFM (See Fig. 2.6) excluding the noise, i.e., Wn = 0.
To give an impression on impairment compensation methods, we simulate the
transmission of a single channel with symbol rate of 32 Gbaud, modulated with 16-
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(a) 16-QAM constellation
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(b) Received signal without compensation
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(c) Compensated signal using EDC
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(d) Compensated signal using DBP
Figure 2.7: Transmission simulation of 16-QAM modulation and corresponding compensations using
DBP and EDC. 212 symbols are transmitted using root raised cosine pulse shaping with roll-off
factor 0.1 in SMF with length 960 km, α = 0.2 dB/km, D = 17 ps/nm/km, γ = 1.3 (W.km)−1, and
amplifier noise figure of 4.5 dB.
QAM using root raised cosine pulse shaping with roll-off factor 0.1 over a 960 km
SMF. Fig. 2.7 shows the received signal before performing compensation, as well
as EDC and DBP compensations. As can be seen, the resulting constellation after
EDC is rotated. This is due to uncompensated self-phase modulation. Note that
there is a one-to-one mapping between each constellation point and the center of the
received constellation clouds, hence, to perform maximum likelihood decision, one
can consider the center of the constellation clouds as the transmitted constellation.
16
2.3. Gaussian Noise Channel Modeling
On the contrary, it can be seen that the self-phase modulation is compensated by
DBP to a large extent. Furthermore, one can expect that the symbol error probability
is largely improved by using DBP compared to EDC. This improvement is at the cost
of the high complexity of DBP.
2.3 Gaussian Noise Channel Modeling
In order to design FEC for fiber-optic channels, one needs to first model the channel.
As explained in Section. 2.2, a closed-form solution for (2.2) is unknown. Based on an
study in 1993 [73], if the propagated signal has uncorrelated spectrum components,
the nonlinear interference can be modeled as white noise. With the advent of coherent
communication, the dispersion can be compensated for in the receiver DSP, making
the assumption more realistic. Furthermore, several experimental results confirm
that if the CD is left uncompensated in the optical link, the optical field has a
Gaussian-like distribution [74–77]. This behavior is known as the Gaussian noise
(GN) model [78–81]. More precisely, in the GN model, under certain conditions, it
is shown that the interaction between nonlinearity and dispersion can be modeled
accurately as a Gaussian distribution. The GN model is widely used in system
design for point-to-point links as well as optical networks. For a wavelength-division
multiplexing (WDM) system with J channels j = 1, ..., J (J is assumed to be odd),
each with center frequency fj, bandwidth Bj, and power Pj, the nonlinear interference
power spectral density (PSD) of channel j for each span and both polarizations is
given as [81, Eq. (16)]
GNLsp (fj) =
3γ2G (fj)
2piα |β2|
G2 (fj) ln
∣∣∣∣∣pi2β2(Bj)2α
∣∣∣∣∣+
J∑
j′=1
j′ 6=j
G2 (fj′) ln
( |fj − fj′|+Bj′/2
|fj − fj′| −Bj′/2
) ,
(2.12)
where G (fj) = Pj/Bj is the signal PSD in channel j and fj is the center frequency
of the j-th channel. The received SNR for channel j is
SNRj =
Pj
Nsp
(
GEDsp (fj) +G
NL
sp (fj)
)
Bj
, (2.13)
where Nsp = L/Lsp, with L being the fiber length and Lsp the spanlength. We
remark that with this model each WDM channel is modeled as an additive white
Gaussian noise (AWGN) channel where the noise variance for channel j is σ2j =
Nsp
(
GEDsp (fj) +G
NL
sp (fj)
)
Bj. Recently, it has been shown that the GN model can be
modified to better match realistic scenarios, leading to the so-called enhanced GN
model [82].
The validity of the GN model highly depends on the system parameters. In
this thesis we target optical systems where the CD is compensated at the receiver.
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Motivated by the GN model, we consider the AWGN channel to design our cod-
ing schemes. More precisely, in general we consider the memoryless complex-valued
AWGN channel given as
yn = xn + zn, (2.14)
where yn is the channel output corresponding to input xn, and zn is the AWGN with
variance 2σ2. Therefore, the conditional channel transition probability is given as
fYn|Xn (yn|xn) =
1
2piσ2
exp
(
−|yn − xn|
2
2σ2
)
. (2.15)
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Coded Modulation
In this chapter, we briefly introduce the CM concept as a method to increase the
spectral efficiency. CM is particularly necessary for optical systems to cope with the
ever increasing data rate demand. Essentially, in a CM system, FEC is combined with
a higher order modulation in order to operate reliably at high spectral efficiencies.
CM has been studied since the 1970s with different structures, depending on the
code used (binary or nonbinary) and the way the code is combined with the higher-
order constellation. In particular, trellis CM [83, 84], multi-level coding [85], CM
with nonbinary codes [86], and bit-interleaved CM (BICM) [87] are major categories
of CM schemes in the literature. In Papers A–C, we consider CM based on the
BICM paradigm due to its inherently simple architecture. We also consider CM with
nonbinary codes in Paper A and Paper B for comparisons.
3.1 Preliminaries
We assume a memoryless complex-valued AWGN channel as described in (2.14).
The goal is to transmit data reliably in this channel. To operate at high spectral
efficiencies, one should employ FEC in transmitting the data. More precisely, we
define by E the encoder, which maps an information vector of dimension K to a
codeword c ⊂ {0, · · · , s}N of dimension N . Furthermore, D is the decoder which
maps a vector of length N to an information vector of dimension K. Notice that
for s = 1, E and D are binary, while for larger values of s, they are referred to
as nonbinary encoder and decoder, respectively. In order to send the encoded data
over the AWGN channel, interfaces called mapper and modulator are required. The
mapper usually assigns a label to the encoded data and the modulator usually maps
each label to a complex value. In particular, QAM is primarily used in optical
systems. The mapper is designed for a given modulation format in order to improve
the performance of the overall CM system.
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Figure 3.1: System model of the binary CM with SDD and HDD.
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Figure 3.2: Gray (red) and natural (black) labeling of 16-QAM modulation.
3.2 Binary and nonbinary CM
Let us assume that E and D are binary, i.e., s = 1. Fig. 3.1 shows the system model
of a binary CM system based on BICM. As can be seen, the binary information u is
encoded by E . The encoded data xB is then interleaved by an interleaver pi, resulting
in xBpi . Then, xBpi is labeled by a mapper and modulated to constellation points.
The sequence of modulated symbols is then transmitted over the fiber-optic channel
(FOC). We remark that Φ in Fig. 3.1 stands for both mapping and modulation. In
particular, for a QAM constellation of order 2m, the mapper assigns groups of m
bits to each constellation point. In Fig. 3.2, 16-QAM constellation with two different
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Figure 3.3: System model of the nonbinary CM with SDD and HDD decoders.
labelings, i.e., natural and Gray labeling are shown. For a given constellation point,
the Gray labeling has the property that the binary representation of the neighboring
constellation points differ only in one bit. This property reduces the number of bit
errors at the input of the decoder, since most likely the noise changes the transmitted
constellation point to one of the adjacent points. We remark that the role of the
interleaver is to make the encoder and mapper independent.
The decoder can operate based on SDD or HDD. SDD exploits the channel relia-
bilities in the decoding, while HDD solely operates based on the Hamming distance
metric [88–91]. As can be seen in Fig. 3.1, for SDD the demaper provides channel
log-likelihoods, i.e., LˆBpi , and after de-interleaving passes LˆB to the soft decision de-
coder. On the other hand, HDD provides a binary stream xˆBpi , resulting from hard
detecting the channel observation, and after de-interleaving passes xˆB to the decoder
that operates based on the Hamming distance metric.
Fig. 3.3 shows the system model of a nonbinary CM system. The nonbinary
message u is encoded to xNB. We assume that the modulation order is matched to
the construction field of the nonbinary code. Similar to its binary counterpart, at the
decoder there are two possibilities, i.e., SDD or HDD. For SDD, the decoder computes
likelihoods at the symbol level, then the resulting LˆNB is sent to the nonbinary SDD
decoder. For HDD, the demapper performs hard detection and xNB is sent to the
nonbinary decoder based on HDD.
3.3 Achievable Information Rate for Coded Mod-
ulation
In order to evaluate the performance of CM systems, we need a performance metric.
AIRs provide a lower bound on the mutual information, i.e., the maximum rate at
which reliable transmission is possible, and are often used as the performance metric
of CM systems. The memoryless assumption is commonly used in computing the
AIRs of the FOC. With sufficiently long interleavering, this assumption is meaningful
21
Chapter 3. Coded Modulation
for actual receivers. For computing the AIR of a CM system, a common approach
is resorting to the mismatched decoding framework [92, 93]. The key idea behind
mismatched decoding is to design a receiver that is optimum for an auxiliary channel
(a good approximation of the true channel). We remark that the AIR is achievable
with the optimal decoder for the auxiliary channel law.
Let us assume that at the receiver, for symbol-wise decoding, the received symbol
yi is hard detected to xˆi using Φ−1 as
xˆi = arg max
x∈X
pY |X (yi|x) , (3.1)
where X is the set containing the symbols of the constellation, of order M , and
xˆNB = (xˆ1, xˆ2, . . .). For bit-wise decoding, we also consider that the received symbol
yi is hard detected according to (3.1). Then, xˆBpi = (b(xˆ1), b(xˆ2), . . .) is generated,
where b(xˆi) is a vector of m bits corresponding to the binary image of xˆi. After de-
interleaving, xˆB is available for bit-wise HDD (see Fig. 3.1). An achievable rate under
the mismatched decoding metric q is given by the generalized mutual information
(GMI) [92]
Igmi = sup
s>0
EX,Xˆ
[
log2
(
q(Xˆ,X)s
1
M
∑
x∈X q(Xˆ, x)
s
)]
(3.2)
where X and Xˆ are RVs corresponding to the transmitted and hard–detected symbols
(see Fig. 3.1 and Fig. 3.3), E(·) is the expectation with respect to the joint distribution
p(Xˆ,X) of the FOC,M is the order of the constellation set X , q(Xˆ,X) is a decoding
metric corresponding to the auxiliary memoryless channel, and s is an optimization
parameter.
In [94], the AIR of both binary and nonbinaty CM was computed, assuming that
the decoder is assisted with the channel transition probabilities resulting from per-
forming hard detection by Φ−1. It is shown that for such a decoder, nonbinary codes
achieves higher AIRs than their binary counterparts. We remark that this decoder
can not be necessarily implemented with low complexity, since the soft information
due to hard detection should be also exploited in the decoding. As explained in
Chapter 1, we are interested in a HDD system that operates solely based on the
Hamming distance metric, which can be implemented with low complexity using the
Berlekamp-Massey algorithm [51, 95]. Therefore, in paper A we derive the AIR for
both binary and nonbinary CM with HDD based on the mismatched decoding ap-
proach. Contrary to [94], we show that binary codes achieve higher AIR compared
to their nonbinary counterpart. In Paper A, the AIR derivation for nonbinary HDD
CM is provided, while for the binary case, the sketch of the proof is explained. In
the following, we provide a complete proof for the AIR of the bit-wise HDD.
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3.3.1 Achievable Information Rate of bit-wise Hard Decision
Decoding
As explained before, for HDD one should consider the Hamming distance metric.
It is easy to observe that employing the Hamming distance metric is equivalent to
maximizing the mismatched metric
q(bi(xˆ), bi(x)) =
{
1− ˆ if bi(xˆ) = bi(x)
ˆ otherwise
, (3.3)
where  is an arbitrary value in (0, 1/2) and bi(x) is the ith bit of the label b(x). Let
us assume that a binary codeword x with length N corresponds to the binary image
of N ′ symbols, each with m = log2(M) bits, i.e., x = (b(x1), · · · , b(xN ′)). It is easy
to verify that the decoded codeword xˆHDD−BW = (b(xˆ1), · · · , b(xˆN ′)) under optimal
decoding with metric (3.3) is given as
xˆHDD−BW = arg max
x∈C
N ′∏
i=1
m∏
j=1
q(bj(xˆi), bj(xi)) (3.4)
= arg max
x∈C
N ′∏
i=1
ˆdH(b(xˆi),b(xi))(1− ˆ)m−dH(b(xˆi),b(xi))
= arg max
x∈C

∑N′
i=1 dH(b(xˆi),b(xi))
(a)
= arg min
x∈C
N ′∑
i=1
dH (b(xˆi), b(xi)) ,
where (a) holds if and only if 0 <  < 1. From (3.4), we can see that for the bit-wise
decoding with Hamming distance metric, the mismatched metric between the RV of
transmit symbol X and the hard detected symbol Xˆ is
q(X, Xˆ) = dH(b(Xˆ),b(X)). (3.5)
Substituting (3.5) in (3.2), we have
IgmiHDD−BW(X; Xˆ) = m+ sup
s>0
EX,Xˆ
log2 sdH(b(Xˆ),b(X))∑
a∈{0,1}m
sdH(b(Xˆ),b(a))
 , (3.6)
which can be written as
IgmiHDD−BW(X; Xˆ) = m+ sup
s>0
EX,Xˆ
log2 
s
m∑
i=1
1H(bi(Xˆ),bi(X))
∑
a∈{0,1}m

s
m∑
i=1
1H(bi(Xˆ),bi(a))
 , (3.7)
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where
1H (bi(xˆ), bi(x)) =
{
1 if bi(xˆ) = bi(x)
0 if bi(xˆ) 6= bi(x)
. (3.8)
Then we have
IgmiHDD−BW(X; Xˆ) = m+ sup
s>0
EX,Xˆ
log2
m∏
i=1
s1H(bi(Xˆ),bi(X))
m∏
i=1
∑
a∈{0,1}
s1H(bi(Xˆ),b(a))
 , (3.9)
which is simplified as
IgmiHDD−BW(X; Xˆ) = m+ sup
s>0
m∑
i=1
EX,Xˆ
log2 s1H(bi(Xˆ),bi(X))∑
a∈{0,1}
s1H(bi(Xˆ),b(a))
 , (3.10)
One can easily show that (3.10) corresponds to
IgmiHDD−BW(X; Xˆ) = m+m sup
s>0
EXU,XˆU
log2 s1H(b(XU),b(XˆU))∑
a∈{0,1}
s1H(b(XˆU),b(a))
 , (3.11)
where XU and XˆU are the RVs representing uniformly distributed bit positions over
the binary representation of the transmitted symbol and hard detected symbol, re-
spectively. Therefore, we have
IgmiHDD−BW(X; Xˆ) =m+m sup
s>0
log2
s
1 + s
.p
(
b(XˆU) = b(XU)
)
(3.12)
+ log2
1
1 + s
.p
(
b(XˆU) 6= b(XU)
)
, (3.13)
We define the RVs E and F as follows,
E =

1 if
s
1 + s
0 if
1
1 + s
(3.14)
F =
1 if p
(
b(XˆU) = b(XU)
)
0 if p
(
b(XˆU) 6= b(XU)
) , (3.15)
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The Kullback–Leibler divergence between two RVs is a positive value, i.e., D(F ||E) >
0 [96], hence, one can easily show that
EF (log2E) ≤ EF (log2 F ) (3.16)
where EF (log2 F ) = −hb(F ) and hb(·) is the binary entropy function. From the defi-
nition of XˆU and XU, one can infer that p
(
b(XˆU) 6= b(XU)
)
is the average probability
of error over the bit positions of the binary representation of the symbols Xˆ and X.
In other words, if we define i as the crossover probability of the i-th bit level, then
¯ = 1
m
m∑
i=1
i = p
(
b(XˆU) 6= b(XU)
)
. From (3.12) and (3.16), one can conclude that
IgmiHDD−BW(X; Xˆ) ≤ sup
s>0
m−mhb(¯). (3.17)
According to (3.15), (3.14), and (3.16), the equality happens when E and F have the
same distribution. Selecting s such that ¯ = 1
1+s
yields
IgmiHDD−BW(X; Xˆ) = m−mhb(¯). (3.18)
As can be seen, by defining a proper decoding metric in the mismatched decoding
framework, IgmiHDD−BW(X; Xˆ) is computed. Equation (3.18) has a clear interpreta-
tion: in a BICM system with Hamming distance metric, all bit channels are treated
equally, irrespective of their channel quality, hence from the decoder perspective the
CM scheme is seen as m parallel binary symmetric channels each with crossover
probability ¯. We remark that if the decoder is assisted with information about the
channel transition probabilities of the m bit channels, one can achieve a higher AIR
than (3.18). We refer to this case as hard detector/channel-aware decoder (HdChaD)
in Paper A. The AIR of bit-wise HdCha is given as [94]
IgmiHdChaD−BW = m−
m∑
i=1
hb(i). (3.19)
In Fig. 3.4 we compare the AIR for 16-QAM, 64-QAM, and 256-QAM modulations.
As can be seen, IgmiHdChaD−BW is larger than I
gmi
HDD−BW for all modulation formats. We
remark that the AIR improvement of IgmiHdChaD−BW is at the cost of significant imple-
mentation complexity compared to HDD.
3.4 Hard Decision Forward Error Correction
SDD based on LDPC codes has been adopted in fiber-optic systems due to providing
large net coding gains. This excellent net coding gain comes at the cost of high
decoding data flow and decoder energy consumption. To reduce the decoding data
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Figure 3.4: AIRs of the bit-wise CM with 16-QAM (solid), 64-QAM (dashed), and
256-QAM (dotted) modulations for HDD and HdChaD.
flow, hard decision FEC (HD FEC) is an appealing alternative [29,39,97]. HD FEC
has been used historically in optical systems. In particular, BCH and RS codes are
used as binary and nonbinary FEC codes in many optical experiments.
BCH codes are a class of cyclic codes invented by Hocquenghem [83] and Bose
and Chaudhuri [98] independently around 60 years ago. For an (n,k,dmin) BCH code
with length n, dimension k, and minimum Hamming distance dmin, the following
conditions hold
n = 2ν − 1, n− k ≤ νt, dmin ≥ 2t+ 1, (3.20)
where the Galois field GF(2ν) is the construction field of the BCH code and t is the
error correction capability of the code. In order to provide different code rates, one
can build an expurgated code by simply shortening a BCH code. Shortening means
that some of the information positions are deliberately substituted with zeros, where
these bits are known at the decoder. A shortened BCH code with (n˜, k˜, d˜min) is given
as
n˜ = 2ν − 1− s, k˜ = k − s, d˜min ≥ dmin, (3.21)
where s is the number of shortened bits.
RS codes are a generalization of BCH codes for the nonbinary case and invented
by Reed and Solomon in 1960 [99]. The symbols of a RS code are from the Galois
field GF(2ν) and each symbol can be represented with ν bits. An (n, k, dmin) RS code
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Figure 3.5: Code array (left) and simplified Tanner graph (right) for a PC with a
component code of length n = 6. In the simplified Tanner graph, degree-2 VNs are
omitted and instead represented as simple edges.
has parameters
n = 2ν − 1, n− k = 2t, dmin = 2t+ 1. (3.22)
Similar to BCH codes, one can generate expurgated RS codes by shortening. The re-
lation between the shortened RS code (n˜, k˜, d˜min) and the original RS code (n, k, dmin)
is given as
n˜ = n− s, k˜ = k − s, d˜min = dmin. (3.23)
In order to achieve high net coding gains for HDD, powerful code constructions
such as PCs, half PCs [37], braided codes [38], and staircase codes [29], and other
generalized PCs [39] build over component BCH/RS codes have been proposed. In
this thesis, we particularly consider PCs and staircase codes due to their excellent
performance-complexity trade-offs. In the following, we briefly review PCs and stair-
case codes.
3.4.1 Product Codes
PCs were introduced by Elias in 1954 [36] as a method for generating a powerful
code with large blocklength based on a short–length component codes. The iterative
decoding of PCs dates back to 1968 [100], while it regained attention after employing
SDD based on the turbo principle, which improved the coding gain extensively [18].
PCs also provide a good coding gain with low-complex iterative BDD of the under-
lying component codes. Let C be a BCH code with parameters (n, k, dmin). A binary
(two-dimensional) PC with parameters (n2, k2, d2min) and rate R = k2/n2 is defined
as the set of all n×n rectangular arrays such that each row and column of the array
is a codeword of C. Correspondingly, a codeword of the PC can be represented as
a binary matrix C = [ci,j] of size n × n. Alternatively, a PC can be defined via a
Tanner graph with 2n constraint nodes (CNs), where n CNs correspond to the row
codes and n CNs correspond to the column codes. The graph has n2 variable nodes
(VNs) corresponding to the n2 code bits. The code array and (simplified) Tanner
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Figure 3.6: The code array of a staircase code. Information bits and parity bits are shown with red
color and blue hatches, respectively.
graph of a PC with n = 6 is shown in Fig. 3.5. In Papers D-F PCs are employed in
the proposed schemes.
3.4.2 Staircase Codes
Binary staircase codes with BCH component codes, proposed by Smith et al. [29],
provide large net coding gains. The staircase code in [29] with roughly 7% OH pro-
vides 0.42 dB net coding gain improvement compared to the best proposed code from
the ITU-T G.975.1 recommendation at a bit error rate of 10−15. The impressive per-
formance of staircase codes, together with their low–complexity algebraic decoding,
makes them an interesting option for future fiber-optic systems.
A staircase codes is defined by a two-dimensional array, which is shown in Fig. 3.6.
Similar to PCs, the structure of the staircase code imposes that each code bit is
protected by two component codes, a row code and a column code. For the encoding,
the first block of the code array is initialized with zeros. Information bits are then
placed in the first part of the second block (shown with red color in Fig. 3.6), and
represented by a binary matrix B1. By row encoding, parity bits (shown with blue
hatches) are generated. Then, data bits are placed in the first part of the third
block, represented by a binary matrix B2 (see Fig. 3.6), and column encoding is
performed. This procedure continues for encoding the next blocks. In particular,
each row of [BTi-1,Bi] is a valid codeword of the BCH component code. In Papers A-
D, we consider staircase codes in our proposed schemes.
In order to design the component codes of PCs and staircase codes, a straight-
forward approach is resorting to Monte-Carlo simulations, as considered in [40]. To
make the code parameter optimization faster, one can evaluate the performance of
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Figure 3.7: (a) An example of a staircase code with 4 coded symbols per each spatial position, and
(b) the corresponding bipartite graph.
the code ensemble corresponding to PCs and staircase codes using a mathematical
tool called DE [39]. In the following, we briefly explain the idea behind DE.
3.4.3 Density Evolution
DE is a mathematical tool to estimate the asymptotic performance of codes-on-
graphs. More precisely, the DE allows to predict the iterative decoding threshold of
a code ensemble, i.e., the worst channel parameter for which the probability of error
goes to zero under belief propagation decoding (as the block length goes to infin-
ity). In coding theory, determining the iterative decoding threshold for a particular
(deterministic) code is very difficult. In contrast, analyzing code ensembles is much
easier. One can use the DE analysis to optimize code parameters so that the iterative
decoding threshold is optimized.
PCs are contained in the ensemble of generalized LDPC (GLDPC) codes. From
Fig. 3.5, we can observe that the bipartite graph of a PC is similar to that of an
LDPC code with the difference that CNs are BCH codes rather than single parity-
check codes. Furthermore, staircase codes can be seen as a class of SC-GLDPC
codes [41]. In Fig. 3.7(a), we depict the code array of a staircase code with 4 code
symbols per block and the corresponding bipartite graph. In the bipartite graph, each
staircase block corresponds to one spatial position. As an example, the first three
blocks and spatial positions are numbered in Fig. 3.7. In the bipartite graph, the VNs,
represented by circles, correspond to code symbols, while the CNs, represented by
squares, correspond to the row and column codes. For instance, the squares in spatial
position 1 correspond to the first two row codes while the squares in spatial position
2 correspond to the first two column codes. An edge is drawn between a VN and a
CN if the corresponding code bit participates in the corresponding row/column code.
In the figure, the code symbols and the corresponding edges for spatial positions
2 and 3 are shown with the same color, e.g., in Fig. 3.7(b), the first code symbol
in spatial position 2 (shown in blue), is connected to the first component code in
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spatial positions 1 and 2. As can be seen, each code symbol in spatial position i is
connected to one component code in spatial position i and one component code in
spatial position i− 1. From Fig. 3.7, one can readily infer that the staircase code is
contained in the ensemble of SC-GLDPC codes with coupling width 2 [41].
In the DE analysis, the densities of the messages exchanged in the iterative decod-
ing are tracked over decoding iterations. In particular for HDD of product-like codes,
error probability of the messages at the output of the CNs is tracked over decoding
iterations. In [101], the DE for HDD and binary SC-GLDPC codes with BCH com-
ponent codes was derived. In [41], the parameters of staircase codes were optimized
using the DE derived in [101] to optimize the iterative decoding threshold. In Papers
A-B, we extend the DE analysis in [101] to HDD of nonbinary SC-GLDPC codes
with RS component codes. Then, we use the derived DE to design the parameters
of nonbinary staircase codes with RS component codes. The optimized nonbinary
staircase codes are used to verify the AIR analysis in Paper A. Furthermore, in Pa-
per D we derive a DE for both GLDPC and SC-GLDPC ensembles under iBDD-SR
in order to optimize the design parameter of the proposed algorithm for both PCs
and staircase codes.
30
Chapter4
Performance Improvement Techniques
CM with equally-spaced constellation points and uniform signaling provides high
spectral efficiencies, but still there is a gap to the channel capacity. This gap is
mainly due to two reasons. First, the decoding method is usually suboptimal in
order to reduce the decoder complexity. Second, the uniform signaling is not capacity-
achieving. Therefore, there is a research line in improving the performance of CM
systems using different kinds of signal shaping and different decoding architectures.
In this chapter, we briefly explain the concept of signal shaping, then we explain
the state-of-the-art decoding architectures for HDD. The content of this chapter is
mainly related to Papers C-F.
4.1 Signal Shaping
For the AWGN channel, it is well-known that the capacity-achieving distribution is
Gaussian. Therefore, conventional QAM constellations with uniform signaling will
experience a performance loss over the AWGN channel. In the asymptotic regime
where the SNR and the order of the constellation are large, this gap is 1.53 dB.
Signal shaping is a method to shape the constellation points in order to mimic the
capacity-achieving distributions, yielding a smaller gap to capacity.
There are two main classes of signal shaping, namely, geometric shaping [42–46]
and probabilistic shaping [47–49]. In geometric shaping, non equidistant constella-
tion points are employed such that the overall constellation mimics the capacity-
achieving distribution. The best constellation depends on the received SNR and
also the employed decoding metric. Although geometric shaping has been used in
fiber-optic systems [46,102–104], it is less popular compared to probabilistic shaping
due to some practical issues. In particular, since the optimal geometrically-shaped
constellation differs for different SNRs, in principle it is required to have a large
resolution of the analog-to-digital converter in order to capture the received signal.
Furthermore, [105] shows that geometric shaping suffers from a 0.4 dB performance
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Figure 4.1: (a) The AIR of bit-wise HDD for 16-ASK with uniform and probabilistic shaping. (b)
The optimized distribution of 16-ASK, corresponding to SNR = 20 dB.
degradation compared to probabilistic shaping when bit-wise decoding is employed.
Probabilistic shaping uses a conventional constellation with equidistant constel-
lation points and nonuniform signaling to mimic the capacity-achieving distribution.
The advantage of probabilistic shaping is that it uses off-the-shell constellations,
which is desirable from an implementation perspective. In Fig. 4.1(a), the AIRs of
16-ASK with uniform and probabilistically-shaped distribution are shown for bit-
wise HDD. For the sake of illustration, we also show the optimized distribution for
16-ASK with SNR = 20 dB in Fig. 4.1(b). As can be seen, the AIR of the shaped
constellation is much larger than the AIR with uniform signaling. Furthermore, the
optimal distribution resembles the Gaussian distribution.
4.1.1 Probabilistic Amplitude Shaping
From Fig. 4.1(b), one can see that the optimal distribution is symmetric, as expected
due to the symmetry of the AWGN channel. Therefore, it is only required to shape
the amplitudes of the constellation points and then use a uniform sign to obtain the
fully-shaped constellation. This observation motivates the scheme known as PAS,
which has been recently proposed by Böcherer et al. [49] and gained lots of attention
in the optical community [106–112]. The key idea of PAS is to move the shaping of the
amplitudes before the encoding, contrary to conventional probabilistic shaping, and
use the (uniformly distributed) parity bits at the output of a systematic encoder along
with some information bits to generate the uniform signs. The system model of PAS
is shown in Fig. 4.2. For the ease of explanation, we consider PAS with an underlying
32
4.1. Signal Shaping
Source
(Uniform)
u
CCDM
a1, ..., an
Φab Encoder Φbs
××
ua = (u1, . . . , uk−γn)
us = (u1, ..., uγn)
b1, ..., bn p1, ...,pn(1−γ) s1, ..., sn
x1, ..., xn
p
/
s
bi1
...
bim−1
Quadrature
Multiplexer
∆
FOC
Figure 4.2: Block diagram of the PAS scheme.
ASK constellation, i.e, the constellation points are chosen from the set X , {−2m +
1, ...,−1, 1, ..., 2m−1}, where m is the number of bits per symbol. Note that PAS can
be readily applied to squared QAM constellations, since a givenM -QAM constellation
can be seen as the Cartesian product of two
√
M -ASK constellations.
The information binary message u = (u1, ..., uk) of length k is uniformly dis-
tributed, where ui ∈ {0, 1}. The vector u is split into two vectors us and ua, of
lengths γn and k − γn, respectively, where γ is a design parameter of the PAS.
Vector ua passes a block called distribution matcher to generate a sequence of am-
plitudes a = (a1, ..., an) with the desired amplitude distribution. The distribution
matchers proposed in the literature are mainly classified in two groups, variable-
length [113–116] and fixed-length [117]. To limit error propagation, fixed-length dis-
tribution matching called constant composition distribution matching (CCDM) [117]
is employed. Then, the sequence of amplitudes a1, ..., an is transformed into a se-
quence of bits using the mapper Φab. Typically, Φab uses Gray mapping (see Sec. 3.2)
to reduce the number of bit errors. This leads to a sequence b = (b1, . . . , bn) of length
` = n(m−1) bits. Note that each amplitude can be represented with m−1 bits, since
one bit is reserved for the corresponding sign. The sequences b and us are multiplexed
and encoded using a systematic encoder of a linear block code. The rate of the block
code is set to R = m−1+γ
m
, hence the sequence of parity bits p = (p1, . . . ,p(1−γ)n) of
length (1− γ)n is generated. By multiplexing p and us, a sequence of bits of length
n is constructed. By mapping according to −1 7→ 0 and +1 7→ 1, a sequence of sings
s1, . . . , sn is built. Applying s1, . . . , sn to a1, ..., an results in x1, . . . , xn, as the shaped
constellation points. Then, a scaling factor ∆ is employed to meet the average power
constraint requirement. Finally, the shaped sequence is sent to the channel.
To find the optimal distribution, the Maxwell-Boltzmann distribution given as
P λX (x) =
exp (−λx2)∑˜
x∈X
exp (−λx˜2) , (4.1)
is typically used, where λ is the so-called shaping parameter. For each SNR, λ is
selected such that the corresponding AIR is maximized. The design parameter γ
depends on the considered linear code. In [49] LDPC codes are used for encoding,
where it is shown that one can operate within 1.1 dB of the capacity of the AWGN
channel for a wide range of spectral efficiencies using SDD. In Paper C, we extended
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Figure 4.3: The schematic of BDD. The vector c is sent and the decoding is based
on the hard detected received vector r.
the PAS concept to HDD. In particular, we adopted staircase codes with BCH com-
ponent codes for PAS. We show that using HDD and shaping, one can operate at
a constant gap to the capacity. Furthermore, we show that one can achieve a large
range of spectral efficiencies with only a single code, which significantly reduces the
decoder complexity. Furthermore, gains up to 2.88 dB with respect to CM with
staircase codes and uniform signaling are observed.
4.2 Decoding Techniques for Product-Like Codes
In the previous section, we discussed shaping as a method to improve the performance
of a CM system. A complementary approach is to improve the performance of the
underlying decoding method. Product-like codes are usually decoded using BDD of
the component codes. BDD offers a reasonable performance with a very low decoding
complexity. BDD works as follows. Let us assume that the codeword c = (c1, . . . , cn)
of length n is transmitted and decoding is based on the hard-detected bits at the
channel output, r = (r1, . . . , rn). BDD corrects all error patterns with Hamming
weight up to the error-correcting capability of the code t. If the weight of the error
pattern is larger than t and there exists another codeword c˜ ∈ C with dH(c˜, r) ≤
t, then BDD erroneously decodes r onto c˜ and a so-called miscorrection occurs.
Otherwise, if such codeword does not exist, BDD fails and we use the convention
that the decoder outputs r. Thus, the decoded vector rˆ for BDD can be written as
rˆ =

c if dH(c, r) ≤ t
c˜ ∈ C if dH(c, r) > t and ∃c˜ such that dH(c˜, r) ≤ t
r otherwise
. (4.2)
In fact, using BDD the decoder only decodes if r is within a sphere of radius t from a
codeword. For the sake of illustration, in Fig. 4.3 we show the schematic of BDD. We
remark that BDD is an incomplete syndrome decoding where the number of decoded
syndromes is limited in order to reduce the decoding complexity. For BCH and RS
codes, BDD can be efficiently implemented using the Berlekamp-Massey algorithm.
The decoding of product-like codes can then be accomplished in an iterative fashion
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Figure 4.4: Performance comparison of iBDD and TPD based on the Chase-Pyndiah
algorithm for a PC with (256,239,6) eBCH component code.
based on the BDD of the component codes. For PCs, one can simply iterate between
BDD of row and column codes. Similarly, staircase codes are also decoded using
iterative BDD. In particular, decoding is performed in a window-decoding fashion,
i.e., the decoder iterates between row and column decoding for the blocks inside a
given window for a predefined number of iterations. The size of the window provides a
tradeoff between performance and decoding latency, i.e., one expects a performance
improvement by increasing the window size at the expense of a higher decoding
latency. Here, we refer to iterative decoding of product-like codes based on BDD of
the component codes as iterative BDD (iBDD).
The performance of a PC can be improved extensively by employing a more
complex decoding algorithm. In particular, turbo product decoding (TPD) based
on the Chase-Pyndiah decoding [18], which is an SDD algorithm, allows to operate
relatively close to capacity at the cost of significant complexity increase compared
to iBDD. In Fig. 4.4, the performance of PCs with extended BCH component code
with an OH of 15% is shown for both iBDD and TPD based on the Chase-Pyndiah
decoder. Note that iBDD is a HDD algorithm while TPD is an SDD algorithm, hence
they have different capacity limits, as shown in Fig. 4.4. As can be seen, there is
approximately 1 dB gap between iBDD and TPD. An interesting research question is
whether this gap can be reduced by only slightly increasing the decoding complexity.
This is a fundamental question that is particularly prominent to address in fiber-optic
systems where the complexity of the decoder is an issue, in particular for applications
requiring very high throughputs and low power consumption. Recently, have been
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some attempts in the literature to address this question.
In [97, 118] a concatenation scheme based on an inner code with SDD and an
outer staircase code with HDD was proposed. One can see this proposal as a hybrid
of soft and hard decision decoding. The task of the inner code is to reduce the BER
to the threshold of the staircase code such that it can reduce the overall BER down to
10−15. In particular, a low-density generator matrix ensemble is considered in [118]
for the inner code, while an LDPC code is considered in [97]. The degree distribution
of the inner code is designed based on a complexity score to reduce the data flow of
the inner code. Interestingly, it is shown that some portion of the inner code bits
should be left uncoded, i.e., they are only protected by the outer code [97]. The net
coding gains of existing soft-decision FEC designs are achieved with a 56% and 71%
reduction in complexity in [118] and [97], respectively.
A new scheme called anchor decoding (AD) was proposed in [119, 120] to reduce
the number of miscorrections associated with iBDD for both PCs and staircase codes.
The essence of the AD algorithm is based on the observation that in the case of mis-
corrections, typically two component decoders disagree on the value of a particular
bit, leading to a conflict. In conventional iBDD, conflicts are conventionally ignored in
the sense that row and column codes are decoded sequentially and previous decoding
decisions are simply overridden. The main idea in AD is to introduce status infor-
mation for each component code and designate certain “reliable” component codes
as anchors. The decoder gives more trust on anchors compared to other component
codes, e.g., no further additional corrections from other component codes are allowed
if this would lead to a conflict and overturn the decision of an anchor. The proposed
algorithm also backtracks the decisions of anchors to prevent choosing a miscorrected
anchor. This happens whenever too many other component decoders are in conflict
with a particular anchor. Pseudocode for AD can be found in [119, Alg. 2]. Over-
all, it is shown that the gap between conventional iBDD and ideal iBDD where the
miscorrections are disregarded using a genie can be reduced with the AD algorithm.
A new decoding algorithm for the decoding of staircase codes has been recently
proposed in [121]. The idea is to set less trust on BDD results for code bits corre-
sponding to the last block inside the window decoder. The intuition is that using a
window decoder, most of the errors result from the new block in the window. Several
checking procedures are proposed to increase the chance of preventing miscorrections.
Furthermore, a bit-flipping algorithm is also proposed based on the reliability of the
bits to increase the chance of preventing a failure decoding. Overall, gains up to 0.3
dB compared to the base line iBDD are reported.
In Papers D-F, we propose several decoding algorithms to close the gap between
SDD and HDD for product-like codes. In particular, an algorithm called iBDD with
scaled reliability (iBDD-SR) is proposed in Paper D for both PCs and staircase codes.
iBDD-SR exploits the channel reliabilities in order to improve the performance upon
iBDD, while keeping the decoding data flow binary (in the sense that only binary
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messages are exchanged between the component decoders), as for conventional iBDD.
We show that one can roughly achieve the performance of ideal iBDD using iBDD-SR.
The beauty of iBDD-SR is that it can be implemented with very low complexity. To
verify that, an implementation architecture with 28 nm technology is provided in [52],
where we show that PCs with iBDD-SR can achieve the performance of staircase
codes under iBDD with less than half area and energy dissipation. In particular, we
show that for a PC with 20% OH, 1 Tb/s is achievable with only 0.63 pJ/bit.
In Paper E, we propose an algorithm called iterative generalized minimum dis-
tance decoding with scaled reliability (iGMDD-SR) that is based on error and erasure
decoding of the component codes. iGMDD-SR brings extra gain compared to iBDD-
SR at the cost some extra complexity due to the exchange of soft information between
the component decoders. We show that more than 50% of the gap between iBDD
and TPD based on the Chase-Pyndiah decoder for PCs can be achieved, with lower
complexity compared to TPD.
In Paper F, we propose an algorithm called binary message passing based on
GMDD (BMP-GMDD) that can significantly reduce the decoding data flow com-
pared to iGMDD-SR. Interestingly, the performance loss of BMP-GMDD compared
to iGMDD-SR is negligible (less than 0.74 dB for the tested PC), hence it provides an
excellent performance-complexity tradeoff. Furthermore, BMP-GMDD gives a very
limited increase in data flow compared to iBDD. Overall, the schemes proposed in
Paper D-F provide flexible choices for the decoding of product-like codes based on a
targeted complexity.
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Contributions and Future Work
5.1 Paper A
In Paper A, we analyze the AIRs for CM with HDD. In particular, we assume the
conventional HDD where decoding is based on the Hamming distance metric [88–
91, 122]. This is the HDD widely used in practice to decode BCH codes and RS
codes, as well as PCs and their generalizations. AIRs for CM have been recently
analyzed in [94]. However, the decoder referred to as “HDD” in [94] exploits the
channel transition probabilities of the discrete memoryless channel (DMC) resulting
from the hard detection of the channel output. As such, the “HDD decoder” in [94]
exploits soft information and therefore does not fall within the conventional definition
of HDD. Furthermore, this is not the HDD used in practice and it is not clear how
it can be implemented with low complexity.
In Paper A, we therefore derive the AIRs for the conventional HDD based on the
Hamming distance metric for both bit-wise and symbol-wise decoding, corresponding
to the use of binary codes (using the BICM paradigm) and nonbinary codes, respec-
tively. An important outcome of this paper is that the AIRs of bit-wise decoders are
significantly larger than those of symbol-wise decoders. Therefore, for HDD binary
codes are to be preferred for spectrally-efficient fiber-optic communications. This is
in sharp contrast with the conclusion in [94], where it was shown that for the decoder
that exploits the channel transition probabilities of the DMC, symbol-wise decoding
yields higher AIRs. The conclusion arising from our AIRs analysis is confirmed by
performance results of binary and nonbinary staircase codes. For nonbinary staircase
codes, we derive the DE analysis of the underlying SC-GLDPC code ensemble and
optimize the RS code components based on the DE.
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5.2 Paper B
In Paper B, we design nonbinary staircase codes with RS codes as component codes.
In particular, we consider nonbinary staircase codes as a particular instance of (non-
binary) SC-GLDPC codes. For decoding, we consider the conventional HDD of stair-
case codes, i.e., iterative BDD based on the Hamming distance metric. We consider
the AWGN channel as a proxy of the FOC. With HDD, the AWGN channel (after
hard detection) can be modeled as a Q-ary symmetric channel (QSC). We then derive
the DE for nonbinary SC-GLDPC codes over the QSC by extending the DE analysis
in [101] for SC-GLDPC codes over the binary symmetric channel to the nonbinary
case, and optimize the parameters of nonbinary staircase codes based on the DE. By
means of simulations, we show that the optimized codes perform best as compared
to other nonbinary staircase codes and product codes with the same code rate. The
design of nonbinary staircase codes was motivated by the claim in [94] that for HDD
symbol-wise decoders achieve larger information rates. However, in Paper A we show
that, indeed, for HDD (i.e., the conventional and widely used HDD based on the
Hamming distance metric) bit-wise decoders yield higher AIRs. The simulation of
binary and nonbinary staircase codes in Paper A confirms this conclusion.
5.3 Paper C
In Paper C, we propose a probabilistic shaping scheme for HDD systems. Motivated
by the conclusion driven in Paper A, we consider a bit-wise HDD system. In par-
ticular, we extend the PAS concept that was originally proposed in [49] with LDPC
codes and SDD to HDD based on staircase codes. To find the optimal distribution,
we maximize the AIR of the bit-wise PAS with HDD derived in [123]. We show that
using the shaped constellation, one can operate at a constant gap to the capacity of
the AWGN channel by changing the modulation order. Then, we design staircase
codes with BCH component codes for the PAS architecture. By means of simula-
tions, we show that spectral efficiencies within 0.57–1.44 dB of the AIR are achievable
with a fine granularity using only a single staircase code, which reduces the decoding
complexity drastically. We also show that PAS with staircase codes outperforms the
uniform CM with staircase codes by a large margin. In particular, performance gains
up to 2.88 dB are achieved.
5.4 Paper D
Paper D deals with improving the decoding of product-like codes, while keeping the
decoding complexity in the same order of conventional iBDD. In particular, a new
decoding algorithm called iBDD-SR for the decoding of PCs and staircase codes is
proposed. iBDD-SR exploits the channel reliabilities to improve the performance,
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while keeping the internal decoder data flow binary, similar to conventional iBDD. In
other words, only binary messages are exchanged between the component decoders.
In iBDD-SR, we model the decoding failure as erasures, i.e., the corresponding code
bit is substituted with the channel output. We consider binary PCs and staircase
codes as an instance of (binary) GLDPC and SC-GLDPC code ensembles, and derive
a DE to analyze iBDD-SR for GLDPC and SC-GLDPC ensembles. Empowered
by the DE analysis, we optimize the design parameter of iBDD-SR for PCs and
staircase codes. The derived DE is a generalization of the DE analysis in [124],
where the BDD of GLDPC and SC-GLDPC ensembles is analyzed. By means of
simulations, we show that iBDD-SR can roughly achieve the performance of the ideal
iBDD where the decoder is equipped with a genie to disregard miscorrections. In
particular, performance gains up to 0.29 dB and 0.31 dB are achieved compared
to the baseline iBDD for PCs and staircase codes, respectively. We also show that
iBDD-SR outperforms the AD algorithm [119]. To show the low complexity feature
of iBDD-SR, we implemented iBDD-SR in 28 nm technology for PCs in [52]. In
particular, we show that PCs with iBDD-SR can achieve similar coding gain as that of
staircase codes with iBDD, with only half area and energy dissipation while achieving
throughputs up to 1 Tb/s. Furthermore, we show that extra coding gain of iBDD-SR
imposes small extra complexity compared to iBDD.
5.5 Paper E
In Paper E, we propose an algorithm, called iGMDD-SR, for iterative decoding of PCs
based on GMDD of the component codes. GMDD was originally proposed by Forney
[125] for error and erasure decoding of algebraic codes. In GMDD, the least reliable
bits are erased and then error and erasure decoding is employed, yielding to a list
of candidate codewords. Then, a codeword that minimizes the generalized distance
is chosen as the decoding output. GMDD is a soft-input hard-output algorithm,
therefore, to be used in our proposed iGMDD-SR, we need to properly define a
metric for reliability of the decoded bits. In Paper E, we heuristically model the
reliability of the decoded bits as a sum of the channel reliability and scaled GMDD
output. To optimize the scaling factors, we perform a Monte-Carlo simulations over a
search space where the scaling factor increases over iterations to mimic the reliability
improvement of the decoded bits. By means of simulations, we show that iGMDD-
SR outperforms iBDD, ideal iBDD, AD, and iBDD-SR. More precisely, iGMDD-SR
reduces the gap between iBDD and TPD by more than 50%. We also show that the
extra gain of iGMDD-SR over iBDD is at the cost of higher decoding data flow due to
exchanging the reliability of bits between component decoders. On the other hand,
the complexity of iGMDD-SR is less than that of TPD due to having a smaller list
size and relaxing the extrinsic message computation for each code bit.
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5.6 Paper F
In Paper F, we propose an algorithm, called BMP-GMDD, for iterative decoding
of PCs. BMP-GMDD is a modification of the iGMDD-SR algorithm proposed in
Paper E. Similar to iGMDD-SR, BMP-GMDD performs GMDD of the component
codes, but at the last stage where GMDD decides for a codeword, the Hamming
distance metric instead of the generalized distance metric as in iGMDD-SR is em-
ployed. The Hamming distance metric is independent of the reliability of the bits,
as opposed to the generalized distance, which requires the reliability of the bits.
Therefore, BMP-GMDD requires only the exchange of the indices of the least reli-
able bits between the component decoders rather than (full soft) reliability of the
bits, as required in iGMDD-SR. As a result, the decoder data flow is reduced sig-
nificantly. By means of simulations, we show that BMP-GMDD outperforms iBDD,
ideal iBDD, AD, and iBDD-SR. In particular, the gap between iBDD and TPD is
roughly halved using BMP-GMDD. Furthermore, the performance degradation of
BMP-GMDD compared to iGMDD-SR is less than 0.1 dB, hence, BMP-GMDD pro-
vides an excellent performance–complexity tradeoff. Furthermore, we show that the
excellent performance of BMP-GMDD is at the cost of a minor increase in decoder
data flow compared to that of iBDD. In particular, we show that the additional
data flow of BMP-GMDD compared to iBDD is within the range of 8.5%–34.3%,
depending on the code parameters.
5.7 Future Work
In Paper A and Paper B, for the code design, we assumed conventional HDD based on
the Hamming distance metric, which effectively transforms the channel into a QSC.
This decoding metric does not necessarily give the highest possible AIR. As shown
in [94], if the channel transition probabilities of the DMC resulting from the hard
detection of the channel output are exploited, higher AIRs can be obtained. Therefore
a question arises: is it possible to modify the decoding metric to incorporate these
probabilities without increasing the decoding complexity to that of the SDD? Or, is
it possible to devise new decoding metrics (not necessarily exploiting the transition
probabilities) that yield higher AIRs?
In Paper C, we extended the PAS scheme in [49] to HDD and staircase codes
and showed significant gains with respect to the baseline scheme using a uniform
constellation. An interesting topic for future work is the analysis of the error floor of
the probabilistically-shaped CM scheme in Paper C.
In Paper E and F, we proposed new decoding algorithms for PCs, where the
design parameters are selected based on sub-optimal Monte-Carlo simulations. An
interesting future work is analyzing iGMDD-SR and BMP-GMDD using the DE
framework. This analysis may possibly improve the performance further and will
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enhance employing of iGMDD-SR and BMP-GMDD to other product-like codes such
as staircase codes.
We expect that Combining the proposed algorithms in Papers D-F with the shap-
ing scheme in Paper C, will provide a powerful CM scheme. An interesting research
topic is how close we can operate to the fundamental limit using this approach.
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