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Let 7 > 0 and r)(s) be an n x IZ matrix function of s whose elements are 
of bounded variation on [-T, 01. We are interested in solving the functional 
differential equation 
i(t) = 1” d?j(s) x(s + t) (1) 
-7 
by vector functions of the form @q(t) where q(t) is an n-rowed vector whose 
coefficients are polynomials in t. In this note, we present a proof of the 
following theorem which was stated by Hale [3] but for which, apparently, 
no complete proof is known1 (see also[Z]): 
THEOREM A. Let 
H(h) = AI - j” e”‘dT)(s). (2) -7 
If,fforS~x,, 
det H(h) = (A - Q”p(h) (3) 
where p(A,,) f 0, then (1) has precisely m independent solutions of the form, 
$o*q(t) = eAot i tibi (4) 
i=o 
where b. ,..., b, are constant n-rowed vectors. 
Theorem A can be reduced to a purely matrix theoretic statement. For 
if (4) is substituted in (l), one finds that, for given iV, the number of inde- 
* This research was supported in part by NSF Grant GP-5553 at Case Western 
Reserve University. 
1 Private communication from S. P. Hastings. I would like to thank Professor 
Hastings for calling this problem to my attention. 
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pendent solutions of (1) of the form (4) is precisely the number of independent 
solutions of the n(N + 1) equations 
where the (j, k)th superdiagonal block is given by (,I:) EP-j)(&,), 
1 < j < k ,( N + 1, in terms of the derivatives of H(h) evaluated at h, . 
The matrix 2’ of (5) is similar to 
where the (j, k)th superdiagonal block of ZN is l/(k -j)! H’k-j)(AJ, the 
(k - j + 1)th term in the Taylor series of H(h) about h, , and 9 is an 
n(N + 1) x n(N + 1) diagonal matrix whose ith n x tl diagonal block is 
(i - l)! I, i = l,..., N + 1. 
Without loss of generality, we may assume that h, = 0. Then Theorem A 
is equivalent to a theorem about matrices: 
THEOREM A’. Let H(A) = x&, AfH, be an n x n matrix whose elements 
are analyticfunctions of A. Given that 
det H(h) = Pp(A), P(O) f a (7) 
then for each N > m, the n(N 4 1) x n(N + 1) matrix SN, 
HO HI ... HN 
SN = 
bus rank n(iV + 1) - m. 
(8) 
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We will prove Theorem A’ and hence Theorem A. The idea of the proof 
is quite simple although the details are complicated. 
We show (Lemma 2) that we can find a constant matrix, Y, and a poly- 
nomial matrix in A, C(A), both of determinant 1, such that 
K(h) = C(X) H(h) Y = f PKi 
i=o 
has a special form (19): the Ki are block upper triangular for i < m and 
for certain indices have a nonsingular diagonal block and certain rows of 
zeroes. (Actually, our key Lemma 2 is an analog for matrices in the ring 
of power series in h to the Smith canonical form for matrices whose 
coefficients are polynomials in A ([2], Chapt. 6, Theorem 1). We include 
the proofs of Lemma 2 and the auxiliary Lemma 1 for completeness.) If 
XN is defined analogous to (8), it follows from (9) that XN is equivalent 
to &N for each N = 0, 1,2 ,..., (L emma 3). However, because of the special 
form of K(h), it is easy to compute the rank of TN for any N > 0 (Lemma 4), 
and Theorem A’ follows from this computation. 
In fact, we obtain a precise statement about the rank of %N which gives 
the number of independent solutions of (I) of the form (4) with bN # 0, 
for each N. Further, if the coefficient matrices Hi , i = 0, l,..., are known, 
then our method allows us to construct the matrix K(h). 
We first prove an auxiliary lemma for obtaining our canonical form K(h). 
LEMMA 1. Let A(h) = CEO h”Ai be a v x v matrix whose elements are 
analytic functions of h. Let A, f 0 and let p denote the rank of A, . If u1 = 
v - p > 0 then there exist v x v matrices 
8-l 
x, Y, C(A; 8) = I - c hiCi > p = 1, 2,..., 
i=l 
of determinant 1 such that, for /3 = 1, 2 ,..., 
where A,,,(O) = A,,, is a nonsingular p X p matrix and A2,2<O* /I) is a v1 X v1 
matrix whose coeficients are independent of 8. 
Further, if det A(h) = A"f (A) with f (0) # 0, then 
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and, for all p > e, 
det &,(A; fl) = A”-‘$(A; 8) (12) 
wheref,(O; /3) is independent of B and f&l; B) f 0. 
Proof. Since A, # 0, 0 < p < V, we can find matrices X, Y of deter- 
minant 1, such that 
41 0 XA,Y = o’ o [ 1 (13) 
where A,,, is a nonsingular p x p matrix. If p < v we obtain 
A(X; 1) = XA(A) Y = &(4 xp,2(4 
&,(k 1) a,,@; 1) 1 (14) 
which is of the form (10) with j? = 1. 
Now, if A(A; /3) is given by (10) for some /3 > 1, let 
Then 
where 
and 
Thus A&o; ,8 + 1) = &(O; ,8) = &,(O; 1) for B b 1 and A(k p + 1) 
also satisfies (10). 
We compute det A(h) = det A(h; j3) by expanding (10) by minors from 
the first p columns. This gives 
det A@; j?) = A”l det &,(A; 8) det -&(A) -I- A”“‘(***) 
= &f(h) (17) 
or 
det A&h, /3) = (det A,,,(h))-’ (xa-“Y(x) - A’(***)). 
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(11) and (12) follow, since the coefficients of A.&A; /3) are analytic functions 
of A. 
Now we can prove our canonical form: 
LEMMA 2. Let H(h) = C&, PH, be an n x n matrix whose elements are 
analytic functions of A. Suppose 
det H(h) = Amp(A), P(O) f 0. (7) 
Then there exist integers 0 Q dl < d, < --- < dk and a partition of 
A = Pl + Pz + --- + pk such that 
m = pldl f --a f pkdk . (18) 
Further there exist n x n matrices X, , Yi , 
such that 
i = l,..., k, 
j=l 
where C(X) = C,(A) X, a.* C,(X) X&(h) X1 and Y = Y,Y, .+* Yk. The 
(i,j)th block of K(h) is a ps x pj matrix had,jKi,j(h), where 
I 
1 <j<i<k 
ai,, = i=j 
4 + 1 i<j 
and K,,,(O) is nonsingular for i = 1, 2 ,..., h. 
(20) 
Proof. To prove the lemma we apply Lemma 1 successively to matrices 
H(A) = H,(4, HsGQ..., H&l) of decreasing order and for which the deter- 
minants satisfy det Hi(A) = h”rj~,(h) with m, > ms > *me > ms . 
Let dl be the smallest index for which Hdl # 0 and p1 = rank &, . 
Then A,(h) = XmdlH(h) sa is t fi es the hypothesis of Lemma 1. If p1 = n 
then H(A) is already in the form (19) with K,,,(A) = A,(A). Otherwise 
“I = n - p1 > 0 and by Lemma 1 we can find n x n matrices 
m-4-1 
Xl 9 Yl 3 G(h) = I - 1 AjG,j P 
t-1 
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of determinant 1 such that 
where K,,,(O) is a pr x pr nonsingular matrix, vr = n - pr < m - nd, , 
and det H,(A) = h(m-nal-vl)&(h) with p,(O) f 0. 
Thus, the proof of the lemma for H(h) is reduced to the proof of a slightly 
different statement for H,(h). Let H,(h) = x& XiH,,i and let 8, be the 
smallest index for which Hzsd8 # 0. If pa is the rank of Hz,a, , then, as before, 
we can find V, x or matrices Xi , Y,’ , C;(A), of determinant 1 such that 
C;(h) X;H,(A) Y; = ~%2(4 
h(m-d’-1)K2,3z(A) h(62+1)H,(A) 
(22) 
where I&(O) is a pa x pz nonsingular matrix. We set d, = 4 + 1 + 8, , 
and obtain 
Xd1Kl.d4 h 
[ 
(dl+l)K,,,(h) h(d’+1)KlJ3(h) 
W) X&,(4 WW) YIYZ = ~mK,,~(4 ~dpKe.d4 x’d~+“K2,as(A) . 
Am fG.31(4 ~%*32(4 A(dz+*‘Hs(A) 1 
(23) 
We can proceed similarly with H.&l) until, after K < n steps, the process 
terminates. This proves that H(h) is equivalent to a canonical matrix K(X) 
given by (19). (18) follows from (19) and (7) if one expands det K(h) by 
minors. 
Next we show that K(h) could be used in Theorem A’ instead of H(A): 
LEMMA 3. Let K(h) = C PK, , H(h) = C A’H, , C(h) = C PC,, Y, be 
A x n matrices. For N = 0, 1, 2 ,..., dejine the (N + 1) n x (N + 1) n matrix 
Ho HI ... HN 
SN = (8) 
#ld -&t+ -%N, ‘ipN , and pN (which is b&h diagonal). 
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If K(X) = C(h) H(X) Y, then 
z, = ~I&$@~ N = 0, 1, 2 )... . (24) 
Hence, if C,, and Y are nonsingular, S& is equivalent o S’N for each N. 
The proof is a simpie computation with power series. 
The rank of X, is easily computed when K(A) is in the form (19). 
LEMMA 4. Let K(h) = C Ai& be an n x n matrix given by (19) where 
d,, = 0 < d1 < d2 < ... < d, and, for each i = I,..., h, KJO) is a non- 
singular pi x pi matrix. Then, for each N = 0, 1,2 ,..., 
rank X, = (N + 1) i pi - (i pidr) 
i=l i=l 
(25) 
where j is the largest index such that di < N. 
Proof. We compute the rank of 
K, K1 ... K, 
by columns. From (19), the pr x pi block K&O) is a nonsingular block 
in Kdi and the (i, j)-block is 0 in each Kh with h < di and j = l,..., k. 
Thus any column of XN which contains a column of such a block is linearly 
independent of all columns to the left. Further, a column of .%& can intersect 
at most one of the nonsingular blocks Ki,#(0). Thus the rank of X, is just 
the number of these blocks occurring in .!& . 
This number is easily counted. If j is the largest index with di < N, then 
rati % = gl pi + rank X.-, . (26) 
For N = 0, 
rank %s = 
0 if d1 > 0 
p1 if d1 = 0 
which agrees with (25). Suppose (25) holds for N - 1 and 
d,n < N - 1 < d,,, . 
Fuxcd6NAt DIFFERENTIAL EQUATfONS 
Then (26) yields 
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., ., 
rank X, = i pi + N i pi - i pidi 
i=l i=l i-l 
= (N + 1) i pi - i pidi - (j - j’)(N - dj) pi . 
1 1 
But this is precisely (25), since either j = j’ or N = dj , which completes 
the proof. 
We remark that n(N + 1) - rank X, is exactly the number of vanishing 
rows in A?&. 
Since n = C: pi , we obtain rank X, = (N + 1) n - cb, pidi for each 
N 3 dk . Since det C(h) = det Y = 1 in (19), it follows from (24) that 
A$, is equivalent to X, for each N. Consequently (18), m = XI1 pidi , 
gives rank ZN = n(N + 1) - 112, N 3 dk , which completes the proof of 
Theorem A’. 
It may be worth noting that the coefficients of the derivatives EP(A,,) 
in (6) play a role. Suppose H(X) = x hiHi and u = {a,, a,, aa ,...} is a 
sequence of nonzero numbers. If det H(h) = Amp(h) and H,(h) = C& a,PH, , 
there exist examples where det H,(h) = Am’$(A) with m' f m, and p’(0) # 0. 
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