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RE´SUME´
Le travail mene´ dans le cadre de ce projet de maˆıtrise vise a` pre´senter un nou-
veau syste`me de reconnaissance d’actions humaines a` partir d’une se´quence d’images
vide´o. Le syste`me utilise en entre´e une se´quence vide´o prise par une came´ra statique.
Une me´thode de segmentation binaire est d’abord effectue´e, graˆce a` un algorithme
d’apprentissage, afin de de´tecter les diffe´rentes personnes de l’arrie`re-plan. Afin de
reconnaitre une action, le syste`me exploite ensuite un ensemble de prototypes ge´ne´re´s,
par une technique de re´duction de dimensionnalite´ MDS, a` partir de deux points de
vue diffe´rents dans la se´quence d’images. Cette e´tape de re´duction de dimension-
nalite´, selon deux points de vue diffe´rents, permet de mode´liser chaque action de la
base d’apprentissage par un ensemble de prototypes (cense´ eˆtre relativement simi-
laire pour chaque classe) repre´sente´s dans un espace de faible dimension non line´aire.
Les prototypes extraits selon les deux points de vue sont amene´s a` un classifieur K-
ppv qui permet de reconnaitre l’action qui se de´roule dans la se´quence vide´o. Les
expe´rimentations de ce syste`me sur la base d’actions humaines de Wiezmann pro-
curent des re´sultats assez inte´ressants compare´s a` d’autres me´thodes plus complexes.
Ces expe´riences montrent d’une part, la sensibilite´ du syste`me pour chaque point de
vue et son efficacite´ a` reconnaitre les diffe´rentes actions, avec un taux de reconnais-
sance variable mais satisfaisant, ainsi que les re´sultats obtenus par la fusion de ces
deux points de vue, qui permet l’obtention de taux de reconnaissance tre`s performant.
Mots cle´s: Traitement de la vide´o, l’analyse des activite´s humaines,
reconnaissance des gestes, re´duction de dimensionnalite´, reconnaissance
des formes.
ABSTRACT
The work done in this master’s thesis, presents a new system for the recognition
of human actions from a video sequence. The system uses, as input, a video sequence
taken by a static camera. A binary segmentation method of the the video sequence
is first achieved, by a learning algorithm, in order to detect and extract the different
people from the background. To recognize an action, the system then exploits a set of
prototypes generated from an MDS-based dimensionality reduction technique, from
two different points of view in the video sequence. This dimensionality reduction
technique, according to two different viewpoints, allows us to model each human
action of the training base with a set of prototypes (supposed to be similar for each
class) represented in a low dimensional non-linear space. The prototypes, extracted
according to the two viewpoints, are fed to a K-NN classifier which allows us to
identify the human action that takes place in the video sequence. The experiments of
our model conducted on the Weizmann dataset of human actions provide interesting
results compared to the other state-of-the art (and often more complicated) methods.
These experiments show first the sensitivity of our model for each viewpoint and
its effectiveness to recognize the different actions, with a variable but satisfactory
recognition rate and also the results obtained by the fusion of these two points of
view, which allows us to achieve a high performance recognition rate.
Keywords: Video processing, human gait analysis, gesture recognition,
reduction of dimensionality, shape recognition.
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De nos jours, l’information extraite dans le domaine de la vision artificielle provient
de diverses sources visuelles et sensorielles telles que la parole, la voix, une vide´o, une
image. Les donne´es vide´o permettent d’enregistrer les diffe´rents e´ve`nements re´alise´s
par l’eˆtre humain a` l’aide d’un capteur d’acquisition, tel que le capteur CCD.1 Vu
l’expansion de ces donne´es enregistre´es dans la vie quotidienne, le besoin de com-
prendre automatiquement ce qui se passe dans une vide´o est devenu une ne´cessite´,
d’ou` l’importance des syste`mes de vision par ordinateur. Ces syste`mes de vision
exigent deux processus fondamentaux, le processus de bas niveau qui utilise des tech-
niques ou des algorithmes de pre´traitements, permettant l’extraction d’un ensemble
de caracte´ristiques pertinentes comme la couleur, les diffe´rentes re´gions homoge`nes
existantes dans l’image, la texture, le mouvement, etc. dont le but est d’obtenir une
repre´sentation plus concise et facilement analysable re´sumant le contenu de la donne´e
vide´o et fournissant une quantite´ d’informations sur la sce`ne. Dans un deuxie`me
temps, l’exploitation de ces attributs par un processus de haut niveau plus complexe
permet d’analyser, et de reconnaitre l’activite´ qui se de´roule dans la se´quence vide´o.
Plusieurs applications de reconnaissance ont e´te´ de´veloppe´es dans le passe´ dans
le domaine de la vide´o base´e sur des syste`mes de vision. Parmi ces applications
on trouve les applications de reconnaissance de l’action humaine [4] [10] [14] [34]
[35] [11] dans le domaine me´dical, le sport ou la vide´osurveillance pour en nommer
1 http://legacy.jyi.org/volumes/volume3/issue1/features/peterson.html
1.1. INTRODUCTION
quelques-unes. Le but de ces applications est d’observer les personnes et d’identifier
automatiquement ce qu’elles font comme actions dans la se´quence vide´o. L’action
[23, 69], par exemple, est de´finie comme une activite´ pe´riodique exe´cute´e par une seule
personne dans un intervalle de temps (cf. Fig. 1.1). Diffe´rents types d’actions peuvent
eˆtre identifie´es dans une se´quence vide´o comme marcher, sauter, courir, s’assoir, etc.
Ces actions sont produites par le mouvement des diffe´rentes parties du corps humain.
La difficulte´ de n’importe quel syste`me automatique de reconnaissance des actions
humaines [3] provient principalement de la mode´lisation d’actions produites par la
variabilite´ de la taille de chaque personne et sa manie`re d’exe´cuter l’action. Une autre
difficulte´ provient de l’extraction des caracte´ristiques pertinentes qui vont repre´senter
les parties du corps humain et leurs positions dans le temps ou encore de la diversite´
des conditions des prises de vues. En ge´ne´ral, un syste`me de reconnaissance des
actions humaines est constitue´ de trois e´tapes:
• E´tape de pre´traitement
• E´tape d’extraction de caracte´ristiques
• E´tape de classification
Figure 1.1. Un cycle d’action pour l’activite´ de la marche humaine [23]
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1.2 E´tat de l’art
Le proble`me de la reconnaissance des actions humaines a attire´ l’attention de plusieurs
chercheurs et les avantages et les inconve´nients des diffe´rentes approches propose´es
ont e´te´ discute´es au cours de ces dernie`res anne´es. L’objectif ultime est de trouver une
me´thode de reconnaissance des actions humaines a` la fois efficace, rapide et simple a`
imple´menter. Dans ce domaine, les diffe´rentes approches existantes peuvent se classer
en plusieurs cate´gories en fonction de la fac¸on dont on repre´sente ou mode´lise l’action
[4].
Blank et al. [10] ont focalise´ leur approche sur l’extraction d’une se´rie de points
qui repre´sente l’orientation d’un pixel par rapport a` son voisinage afin de de´crire la
forme de l’action. L’extraction de cette se´rie de points est base´e sur la re´solution
de l’e´quation de poisson pour chaque pixel du volume spatio-temporel. La recon-
naissance de l’action s’effectue par une mesure de similarite´ entre les vecteurs de
caracte´ristiques extraits a` l’aide de l’algorithme K-ppv. Schuldt et al. [14] ont
base´ leur algorithme sur l’extraction des motifs de mouvements repre´sente´s par des
caracte´ristiques invariantes a` l’e´chelle. Cette extraction est faite par le de´tecteur
d’Haris 3D. Pour classer une action, un classifieur SVM est utilise´. Jhuang et al. [34]
sugge`rent la construction d’un mode`le multicouche base´ sur l’extraction de motifs
spatio-temporels par l’utilisation des filtres de Gabor. Un classifieur SVM est utilise´
pour reconnaitre les diffe´rentes actions. Tseng et al. [35] ont base´ leur technique
sur la construction d’un graphe d’actions spatio-temporelles qui relie les silhouettes
d’une meˆme action, de dimension re´duite dans l’espace des silhouettes. La reconnais-
sance est faite par le classifieur K-ppv. Bobik et Davis [11] ont propose´, quand a`
eux, une me´thode base´e sur la construction d’un mode`le d’apparence. Le syste`me de
reconnaissance utilise la distance de Mahalanobis afin de mesurer la similarite´ entre
les descripteurs des moments de Hue 2D. Ces descripteurs sont fournis par les im-
ages d’e´nergie du mouvement (MEI), et celles de l’historique du mouvement (MHI).
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1.2. E´TAT DE L’ART
Saad et al. [4] se sont base´s sur une me´thode d’apprentissage multi-instances (MIL)
qui emploie des caracte´ristiques cine´matiques extraites a` partir du flux optique pour
classer les diffe´rentes actions.
Dans ce me´moire, nous pre´sentons un syste`me automatique de reconnaissance
des actions humaines a` la fois simple et efficace base´ sur la ge´ne´ration d’une se´rie
de prototypes, selon les diffe´rents points de vue du cube de donne´es de la se´quence
d’images, et la fusion de ceux-ci. Ce me´moire est organise´ comme suit; apre`s avoir
fait l’e´tat de l’art dans le chapitre I, le chapitre II pre´sente une introduction a` la
vide´o avec des pre´traitements utiles au traitement de la vide´o. Les chapitres III, IV,
V sont axe´s sur les diffe´rentes e´tapes ne´cessaires a` un syste`me de reconnaissance des
actions humaines. Nous pre´senterons aussi, dans ce chapitre, les diffe´rentes approches
existantes dans la litte´rature pour les trois e´tapes du syste`me; i.e.,, la de´tection
d’objet, la re´duction de dimensionnalite´ et la classification. Dans le chapitre VI, nous
expliquons les diffe´rentes e´tapes de la me´thode propose´e avec l’expe´rimentation de la
me´thode. Ensuite on compare l’efficacite´ de notre me´thode avec d’autres me´thodes.
Enfin nous terminons ce me´moire par une conclusion ge´ne´rale.
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Chapitre 2
CONCEPTS E´LE´MENTAIRES DE LA VIDE´O
2.1 Introduction
Le signal vide´o 2,3 est le signal qui permet de transporter une se´quence d’images
de la source a` un dispositif d’affichage sous forme e´lectrique. Il existe deux modes
de vide´o, la vide´o analogique et la vide´o nume´rique. Selon la fac¸on dont les signaux
sont traite´s on peut distinguer les deux modes:
1. La vide´o analogique2 de´crit le signal analogique comme un signal e´lectrique
dont l’intensite´ varie dans le temps de fac¸on continue. La qualite´ du signal final
dans ce mode est plus faible car le bruit rajoute´ au signal lors son traitement
alte`re sa qualite´.
2. La vide´o nume´rique est un signal4 qui porte une information repre´sente´e par
une suite de valeurs minimales ou maximales correspondant respectivement au
0 et au 1. L’un des facteurs qui avantage le signal nume´rique par rapport au
signal analogique est la facilite´ de distinguer l’information e´mise du bruit.
2.2 Les parame`tres cle´s d’une vide´o
Le stockage et la diffusion d’une vide´o exigent un espace volumineux et un taux
de transfert plus e´leve´. Le controˆle de qualite´, et de taille d’une se´quence vide´o est
de´termine´ par deux parame`tres cle´s3, le nombre d’images par seconde et la re´solution.
2 www.docam.ca/en/component/content/article/307-221-mode-analogique-support-video.html
3 Le groupe Adobe Dynamic Media: Initiation a` la vide´o nume´rique, juin 2000
4 wiki.univ-paris5.fr/wiki/
2.3. FORMATION OPTIQUE DE LA VIDE´O NUME´RIQUE
Trouver le compromis entre ces parame`tres et les limitations impose´es par la tech-
nologie permet d’obtenir une qualite´ de vide´o optimale.
2.2.1 Le nombre d’images par seconde
Le syste`me visuel humain (SVH) est un syste`me qui joue le roˆle de percevoir, et
d’interpre´ter les images du monde re´el. La sensibilite´ du syste`me SVH a` la vari-
ation rapide d’une succession d’images permet a` l’oeil de percevoir un phe´nome`ne
d’animation3. Pour cre´er ce phe´nome`ne dans la bande vide´o, un nombre d’images
par seconde est exige´, en ge´ne´ral 25 ou 30 images par seconde.
2.2.2 La re´solution
Ce terme de´signe que la quantite´ de l’information est limite´e dans l’image. Autrement,
c’est le nombre de pixels qui peuvent eˆtre affiche´s par un dispositif d’affichage3.
2.3 Formation optique de la vide´o nume´rique
2.3.1 Les espaces de couleurs
La ne´cessite´ de repre´senter l’image de diffe´rentes manie`res dans un espace de couleur
a donne´ naissance aux nombreux espaces de couleurs avec des proprie´te´s diffe´rentes.
Une grande varie´te´ de ces espaces a e´te´ applique´e fre´quemment dans plusieurs appli-
cations du domaine de la vision par ordinateur, comme par exemple le proble`me de
la de´tection de la peau [28]. Les espaces les plus populaires sont:
2.3.2 L’espace de couleur RVB
RVB est un espace qui de´finit la couleur a` partir trois couleurs primaires rouge, vert,
bleu. L’ajout maximal de ses trois composantes donne une couleur blanche et leur
absence donne une couleur noire. Les trois composantes RVB sont tre`s de´pendantes
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les unes les autres (cf.Fig.2.1)
Figure 2.1. L’espace de couleur RVB 5
2.3.3 L’espace de couleur HSV
C’est un espace colorime´trique5,6, de´fini en fonction de ses trois composantes hue,
saturation et value. La composante hue code la teinte suivant l’angle qui lui corre-
spond sur le cercle des couleurs. La saturation est l’intensite´ de la couleur qui varie
entre 0 et 100 pourcents. La brillance de la couleur est donne´e par la valeur de value
(la composante value). La brillance correspond au noir pour une valeur de value e´gale
a` 0 (cf. Fig.2.2).
2.3.4 L’espace de couleur Yuv
Le signal dans cet espace7 est un signal code´ en RVB. L’information de la lumi-
nance Y est le produit de la somme ponde´re´e de trois composantes rouge, vert et
bleu. L’information de chrominance forme´e par u et v est obtenue en soustrayant





2.4. PROCESSUS DE FORMATION DE LA VIDE´O NUME´RIQUE
Figure 2.2. L’espace de couleur HSV 6
2.4 Processus de formation de la vide´o nume´rique
D’une manie`re ge´ne´rale3, le signal vide´o est capte´ par une came´ra vide´o dote´e par
un dispositif a` transfert de charge (CCD). A` l’aide de l’optique de la came´ra, un
signal lumineux est acquis. Ce dernier frappe une surface photosensible qui libe`re des
charges e´lectriques formant un signal e´lectrique d’intensite´ variable. La couleur est
forme´e par un filtre de Bayer constitue´ d’un ensemble de photosites inte´gre´s dans le
capteur CCD (cf. Fig. 2.3)8. Le signal e´lectrique est nume´rise´ par une ope´ration
d’e´chantillonnage suivie d’une ope´ration de quantification afin de ressortir un signal
nume´rique code´ dans un format binaire compre´hensible par la machine. Ensuite
le signal nume´rise´ est reconverti en mode analogique qui permettra de visualiser
l’information par un e´cran d’affichage.
8 http://commons.wikimedia.org/wiki/File:CCBayerFilter.png
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Figure 2.3. Filtre de Bayer 8
2.5 Pre´traitements de la vide´o
L’image acquise par un tel capteur est fortement alte´re´e par diffe´rents sources de bruit.
La de´gradation diffe`re d’un environnement d’acquisition a` l’autre. La restauration
est une e´tape pre´liminaire qui vise a` restaurer ou a` ame´liorer l’image alte´re´e afin
d’obtenir une image proche de l’image re´elle, et d’e´viter tous les effets inde´sirables
qui affectent ne´gativement les diffe´rents algorithmes de vision. Pour une meilleure
restauration, il est important de de´terminer le type de de´gradation, par exemple une
image de´grade´e par un flou9 qui de´truit les de´tails de l’image. Ce bruit est duˆ a` une
surface qui diffuse la lumie`re, ou parfois cause´ par un objet en mouvement. Un autre
type de de´gradation peut eˆtre cause´ par l’objectif d’un capteur, comme la distorsion
ge´ome´trique10 qui rend les lignes droites courbes. Le bruit impulsionnel est aussi
une autre source de bruit duˆ a` la nume´risation du signal 11. Ce bruit prend deux
valeurs tre`s proches de 0 ou 255 (cf.Fig.2.4)9,10,11. Afin de re´duire les effets d’un tel
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Figure 2.4. Type de bruit ou de de´gradation
2.5.1 Filtrage passe haut
Le filtrage passe haut consiste a` accentuer les contours et les de´tails de l’image. Il est
utile pour une image bruite´e par une de´gradation du type flou. Ce type de filtrage
pre´serve les de´tails de l’image, mais amplifie le bruit (cf. Fig.2.5)12.
2.5.2 Filtrage passe bas
Contrairement a` un filtrage passe haut, le filtrage passe bas vise a` diminuer le bruit
uniforme, nous atte´nue les de´tails de l’image (cf. Fig.2.5)12.
Figure 2.5. Filtrage (Image originale, filtre´e passe-bas et passe-haut)
12 www.cosy.sbg.ac.at/ pmeerw/Watermarking/lena.html
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2.6. COMPRESSION DE LA VIDE´O NUME´RIQUE
Les deux techniques de filtrage sont base´es sur une ope´ration de convolution.
Cette ope´ration est faite entre une image et un masque de convolution.
2.6 Compression de la vide´o nume´rique
Enregistrer, traiter, distribuer une vide´o nume´rique dans sa taille originale est couteux
en terme de mate´riel et de temps. Pour cette raison, les applications de la vide´o
nume´rique font souvent appel a` des techniques de compression sans ou avec perte
(dans ce dernier cas, reposant sur l’e´limination des tre`s hautes fre´quences de l’image
correspondant aux de´tails tre`s fins de l’image 3).
2.7 Conclusion
On a pre´sente´ brie`vement dans ce chapitre des pre´traitements utiles au traitement de
la vide´o. On pre´sente dans les chapitres suivants les diffe´rentes e´tapes d’un syste`me
de reconnaissance des actions humaines.
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Chapitre 3
LA DE´TECTION D’OBJET MOBILE
3.1 Introduction
Isoler les objets mobiles de l’arrie`re-plan d’une se´quence vide´o est une technique
de segmentation ne´cessaire et souvent tre`s utilise´e en vision artificielle. La plupart
des algorithmes de vision conside`rent cette e´tape comme une e´tape de pre´traitement
ne´cessaire qui a pour but de re´duire l’espace de recherche, et d’ame´liorer la perfor-
mance en terme de couˆt calculatoire d’une application (possiblement de reconnais-
sance ou de tracking ou de de´tection) de plus haut niveau d’abstraction [33]. Cette
e´tape est ne´cessaire, plus pre´cise´ment, pour le suivi d’objet [65], la reconnaissance
d’actions humaines [10, 11, 35] [50], la vide´osurveillance [29], la de´tection de chute
[74]. On trouve un ensemble de me´thodes de de´tection d’objet base´es sur la tech-
nique de soustraction de fond. La de´tection d’objet par cette technique se fait par une
ope´ration de soustraction de deux images, l’image courante, et l’image qui repre´sente
la ou les parties statiques de la sce`ne (cf. Fig. 3.1)13. L’un des proble`mes majeurs de
cette technique est la manie`re dont on peut obtenir automatiquement un arrie`re-plan
de la sce`ne statique qui soit le plus robuste aux changements de l’e´clairage, aux om-
bres, et au bruit pre´sent dans la se´quence vide´o. Il existe diffe´rents algorithmes dans
la litte´rature qui ont e´te´ conc¸us pour mode´liser tout ce qui est statique, d’e´liminer
les ombres, et de re´compenser l’e´volution de l’arrie`re-plan. La performance de ces
algorithmes, pour estimer un arrie`re-plan plus robuste, est variable d’un algorithme
a` l’autre [2, 29, 45, 50, 65].
13 http://www.wisdom.weizmann.ac.il/ vision/SpaceTimeActions.html
3.2. LES TECHNIQUES DE MODE´LISATION DE L’ARRIE`RE-PLAN
Figure 3.1. Technique de soustraction de fond
3.2 Les techniques de mode´lisation de l’arrie`re-plan
3.2.1 Le filtre me´dian
Le filtre de me´dian temporel a e´te´ applique´e, par exemple, dans les travaux de [35] afin
de construire une image d’arrie`re-plan. Le mode`le de l’arrie`re-plan est estime´ pour
chaque pixel pt(x, y) de l’image I a` un instant t a` l’aide d’un filtre me´dian (temporel)
de taille N . La valeur du pixel de cet arrie`re-plan est donne´e par l’e´quation suivante:
pt(x, y) = Me´dian
(
pt−1(x, y), ..., pt−N (x, y)
)
(3.1)
La soustraction entre le mode`le d’arrie`re-plan (pre´alablement estime´) et l’image orig-
inale permette de de´tecter et segmenter les objets en mouvement dans la sce`ne.
L’avantage de cette technique est qu’elle est simple et rapide. L’un des inconve´nients
de cette approche est le nombre d’images N ne´cessaires que l’on doit a` tout instant
stocker dans une me´moire-tampon.
3.2.2 Mode´lisation de l’arrie`re plan par l’ACP
Cette technique a e´te´ de´crite dans les travaux de Nuria et al. [50]. Dans ces
travaux, les auteurs cherchent a` construire un mode`le d’arrie`re-plan qui permet de
de´crire la variation de l’apparence dans un espace repre´sentatif multidimensionnel
plus re´duit graˆce a` une technique de re´duction de dimensionnalite´. Les auteurs
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sugge`rent d’appliquer l’analyse en composante principale (ACP) sur N images de
la se´quence vide´o afin d’extraire une base de vecteurs propres (Eigenbackgrounds).
Ensuite de conserver les deux premiers vecteurs propres qui expliquent le mieux la
variance de ces N frames, et qui permettent de re´duire la dimension de l’espace de
repre´sentation. Une fois le mode`le construit, chaque nouvelle image I est projete´e
dans l’espace de repre´sentation afin de mode´liser les parties statiques de la sce`ne. Les
objets sont de´tecte´s par le calcul de la diffe´rence entre l’image d’entre´e I et l’image I ′.
L’image I ′ est l’image I reconstruite a` partir de sa projection. Les e´tapes principales
de l’approche commune´ment appele´e eigenbackgrounds sont les suivantes:
• On arrange les N images sous la forme d’une matrice-colonne A
• On trouve la matrice de variance covariance C = AAt
• La matrice C est diagonalise´e afin d’obtenir une base de vecteurs propres φ et
des valeurs propres λ
• Seulement les deux premiers vecteurs propres sont retenus
• On projette chaque nouvelle image I dans cet espace de dimensions deux, en-
suite on reconstruit l’image
• On fait la diffe´rence entre l’image d’entre´e et l’image reconstruite pour de´tecter
l’objet
Notons que cette approche est moins robuste si l’arrie`re-plan est e´volutif.
3.2.3 Me´thode de distribution gaussienne simple
Vue que la sce`ne n’est pas statique, McKenna et al. [45] ont propose´ une me´thode
adaptative au changement de l’environnement. La me´thode vise a` compenser l’e´volution
de l’arrie`re-plan a` l’aide d’une mise a` jour qui se fait par les pixels statiques de l’image
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suivante par rapport a` l’image pre´ce´dente de chaque image de la se´quence. Cette mise
a` jour permet de capturer le changement entre deux images successives. En tenant
compte d’un bruit gaussien avec une variance σbruit, duˆ a` l’appareil d’acquisition et
le changement d’e´clairage, une unique gaussienne parame´tre´e par deux parame`tres















TΣ−1t (pt − µt)
}
(3.2)
ou` Σ = Iσ, I est la matrice identite´. La mise a` jour de ces parame`tres se fait par les
relations suivantes:
ut+1 = αut + (1− α) pt+1 (3.3)
σt+1 = α
(
σt + (µt+1 − ut+1)
2
)
+ (1− α)(pt+1 − ut+1)
2 (3.4)
avec α, un parame`tre qui controˆle le taux d’adaptation et pt+1 est la valeur d’un
pixel. Les pixels sont classe´s en se basant sur le crite`re suivant; Si |pt(x, y)− ut|≥3
max(σbruit,σt) alors pt(x, y) est un pixel de mouvement sinon le pixel est classe´ comme
un pixel d’arrie`re-plan. La mode´lisation d’un pixel par une seule gaussienne est
adaptative seulement au changement de la luminosite´, et ne prend pas en compte
le changement de la sce`ne, par exemple le cas ou` des petits objets en mouvements
apparaissent dans le temps.
3.2.4 La me´thode de mixture gaussienne
Dans une application de suivi d’objet en temps re´el, Stauffer et al. [65] ont propose´
une me´thode adaptative base´e sur un mode`le de´fini par un me´lange de gaussiennes
offrant la possibilite´ de mettre a` jour le mode`le sans garder en me´moire un grand
nombre d’images de la se´quence dans une me´moire-tampon [33]. L’approche est
constitue´e de deux e´tapes: la premie`re e´tape cherche a` mode´liser les diffe´rentes valeurs
de chaque pixel par plusieurs gaussiennes afin de tenir compte, a` la fois, du bruit
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gaussien, le changement graduel de la luminosite´ et l’e´volution de l’arrie`re-plan. La
deuxie`me e´tape de cette me´thode vise a` de´cider de la classe de chaque pixel de la
se´quence d’images, soit comme e´tant un pixel de l’arrie`re-plan, ou comme un pixel de
mouvement. En conside´rant que les observations correspondant a` un pixel qui varie
dans le temps sont conside´re´es comme un processus Xt, le processus de segmentation
est le suivant:
• Le processus X est initialise´ par les valeurs des pixels re´centes: Xt={x1, ..., xt}
avec xi = [ri, vi, bi].
• Chaque pixel de l’image de re´fe´rence est mode´lise´ par un me´lange de k densite´s







k: repre´sente le nombre de gaussiennes utilise´es dans le me´lange (de 3 a` 5)
wi,t: est un poids associe´ a` chaque gaussienne repre´sentant la proportion des
donne´es utilise´es dans le calcul de la gaussienne a` un instant t
η: est une fonction gaussienne multidimensionnelle de´finie par un vecteur de
moyenne µt et une matrice de covariance Σt:













TΣ−1t (pt − µt)
}
(3.6)
ou` d repre´sente la dimension de l’espace et Σ = Iσ, I la matrice identite´. Pour
des raisons de calcul, Stauffer et al. supposent que les trois composantes rouges,
vertes, bleues sont inde´pendantes.
• Les gaussiennes d’arrie`re-plan correspondent aux gaussiennes de grande persis-
tance et de faible variance car les objets statiques produisent une faible variance
et une re´pe´tition forte des donne´es pour les distributions de l’arrie`re-plan.
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• Le mode`le est mis a` jour au fur et a` mesure en ve´rifiant que chaque nouvelle
observation xt corresponde aux gaussiennes de l’arrie`re-plan.
• Si oui, la mise a` jour des parame`tres du mode`le se fait par les e´quations sui-
vantes:
wi,t = (1− α)wi,t−1 + α v(wi, xt) (3.7)
µi,t = (1− ρ)µi,t−1 + ρxt (3.8)
σi,t = (1− ρ) σi,t−1 + ρ (xt − µi,t)
T (xt − µi,t) (3.9)
avec ρ = α η(xt;µi,t,Σi,t), α est le taux d’adaptation (de 0 a` 1) et v(wi,xt)=1 si
η(Σt, µt) est la gaussienne correspondante a` xt.
• Sinon le pixel est conside´re´ comme un pixel de mouvement.
L’un des inconve´nients de cette approche est l’initialisation du parame`tre k qui
repre´sente le nombre de gaussiennes. Cette initialisation est faite d’une fac¸on manuelle,
et demeure constante pour tous les pixels au fur et a` mesure de l’acquisition.
3.2.5 Mode`le non parame´trique
Mode´liser l’arrie`re-plan par un mode`le parame´trique [33, 65] ne´cessite d’estimer au
pre´alable les parame`tres de ce mode`le (et ensuite de les re´actualiser). Une autre
strate´gie consiste a` mode´liser l’arrie`re-plan par un mode`le non parame´trique a` base
d’un noyau (kernel). Dans cette approche non parame´trique Elgammal et al. [2]
ont propose´ de repre´senter le mode`le de l’arrie`re-plan par une fonction de densite´
de probabilite´ (PDF) de´finie a` l’aide d’un noyau mode´lisant l’historique re´cent des
diffe´rentes valeurs d’un pixel. Cette PDF, qui mode´lise non parame´triquement la







φ(xt − xi) (3.10)
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ou` φ repre´sente un noyau.
En utilisant un noyau gaussien qui suit la loi normal N(0,Σ), avec une moyenne
nulle pour tenir compte du bruit gaussien qui est centre´ a` 0, et un parame`tre Σ qui
















TΣ−1t (xt − xi)
}
(3.11)
Pour chaque pixel, la densite´ de probabilite´ est estime´e Pr(Xt). Le pixel xt est con-
side´re´ comme un pixel d’arrie`re-plan s’il ve´rifie le crite`re suivant: Pr(Xt) ≥ T , avec
T un seuil a` fixer manuellement, et d repre´sente la dimension de l’espace. Cette ap-
proche est robuste si l’arrie`re-plan est dynamique, i.e., robuste a` la pre´sence de petits
mouvements (feuillage d’un arbre). L’astuce du noyau rend l’algorithme couˆteux en
matie`re de temps de calcul.
3.3 Binarisation et post-traitement des images binaires
Binariser une image apre`s une ope´ration de segmentation permet de coder chaque
pixel de l’image par un seul bit soit 0 ou 1. Cela signifie que les pixels du fond
apparaissent en noir et les autres pixels qui repre´sentent le bruit et les objets appa-
raissent en blanc. Cette repre´sentation est largement utilise´e par plusieurs syste`mes
de vision, par exemple un syste`me de reconnaissance des chiffres [19]. La rapidite´
d’exe´cution et l’espace de stockage de ces images binaires avantagent ce type de
codage. Diffe´rents posts-traitements14 peuvent eˆtre envisage´s sur ce type d’image
afin de corriger les re´sultats obtenus par une ope´ration de soustraction de fond en




Figure 3.2. Correction du re´sultat apre`s une ope´ration de soustraction
de fond [2].
3.4 Conclusion
Dans ce chapitre, on a repre´sente´ diffe´rentes techniques de soustraction de fond qui
jouent un roˆle-cle´ dans un syste`me de reconnaissance d’action humaine. Une fois la
personne de´tache´e de l’arrie`re-plan, la taille du vecteur qui repre´sente le contenu de
la personne dans chaque image de la se´quence est e´gale a` L×H pixels (i.e., longueur
× largeur de l’image), ce qui rend ensuite son traitement couˆteux. Pour cette raison,
l’e´tape qui suit, dans un syste`me de reconnaissance d’actions, vise souvent a` re´duire
la dimensionnalite´ de ces donne´es. Le chapitre suivant pre´sentera quelques techniques





Le terme fle´au de la dimensionnalite´ ou male´diction de la dimensionnalite´ a e´te´ intro-
duit par Richard E. Bellman en 1961 [55]. Ce terme de´signe la difficulte´ a` concevoir
des mode`les (probabilistes) de classification efficace, alors que le nombre de com-
binaisons possibles croit de fac¸on exponentielle avec le nombre de variables ou la
dimension des donne´es. La fouille de donne´es et l’apprentissage machine sont des
domaines qui exploitent une grande quantite´ de donne´es afin d’extraire un savoir, ou
interpre´ter une information selon l’objectif. Plus on dispose d’une grande quantite´
de donne´es, plus on conserve des informations qui rendent le syste`me performant.
L’exploitation brute de ces donne´es en haute dimension par certains algorithmes de
vision peut de´grader leurs performances (par exemple, dans un proble`me de classifi-
cation, l’algorithme des K-plus proches voisins ne fonctionne pas bien si la dimension
de l’espace est grande). La corre´lation des donne´es et l’information non pertinente
offrent la possibilite´ de re´duire la dimension de l’espace. La re´duction de dimen-
sionnalite´ est l’une des techniques utilise´es pour traiter le proble`me du fle´au de la
dimensionnalite´.
4.2 Pourquoi la re´duction de dimensionnalite´
En plus d’e´liminer l’information non utile, le bruit, et l’information redondante, la
re´duction de dimensionnalite´ [20, 55] permet aussi une meilleure repre´sentation de
l’information (afin, par exemple, de repre´senter les donne´es par un graphique qui
facilite l’analyse et l’interpre´tation des donne´es). Finalement, la re´duction de dimen-
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sionnalite´ permet d’extraire un vecteur de caracte´ristiques de dimension re´duite afin
de simplifier le proble`me de classification, et de compresser les donne´es afin de re´duire
l’espace de stockage.
4.3 Quelques applications de la re´duction de dimensionnalite´
La re´duction de dimensionnalite´15 est utile dans plusieurs disciplines comme la recon-
naissance des formes, la the´orie de l’information, le fouille de donne´es, l’apprentissage
machine. Nous citons quelques applications qui emploient cette technique:
4.3.1 La reconnaissance du visage
La reconnaissance du visage est un syste`me qui permet d’identifier les personnes.
On trouve ce syste`me dans les applications biome´triques, et dans les applications de
se´curite´. Dans les travaux pre´sente´s en [51], une me´thode de reconnaissance du visage
est base´e sur l’analyse en composante principale (PCA). La PCA permet de de´crire
la variabilite´ entre les images de la base. Cette technique cherche a` repre´senter une
base d’images constitue´e de 48 visages avec une taille L×H pixels sous la forme d’une
matrice de variance-covariance. Ensuite, elle consiste a` construire un sous-espace de
visages (Eigenface) a` partir des 48 vecteurs propres les plus significatifs aux images
de de´part apre`s la de´composition. Pour reconnaitre un nouveau visage, le calcul de la
distance euclidienne se fait entre le visage d’entre´e et les 48 vecteurs propres existants
dans le nouvel espace (cf. Fig. 4.1).
Figure 4.1. Syste`me de reconnaissance du visage [51]
15 en.wikipedia.org/wiki/Curseofdimensionality
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4.3.2 Recherche d’image par le contenu
L’utilisation d’une requeˆte sous forme d’image est aujourd’hui de plus en plus utilise´e
pour la recherche de similarite´ dans les grandes bases de donne´es multime´dias ou sur
le World web wide. Suivant ce principe, le syste`me Chromatik16 est un syste`me
de recherche d’image par le contenu qui utilise a` la fois les mots-cle´s mais aussi
l’information visuelle pour effectuer sa recherche. Il existe trois fac¸ons de faire une
recherche dans une base de donne´es: soit une recherche par mots-cle´s, soit une
recherche par esquisse, soit une recherche par image. La recherche par mot-cle´ est
inefficace si le mot n’exprime pas le sens de l’image. La recherche par image utilise
des caracte´ristiques repre´sentatives de l’image comme la couleur, la texture, la forme.
Caracte´riser une image par un descripteur en haute dimension affecte le temps de
re´ponse du syste`me de recherche. Afin d’ame´liorer le syste`me et l’efficacite´ d’acce`s
aux images de´sire´e, Beatty et al. [7] sugge`rent de de´crire l’apparence de l’image par
un vecteur de caracte´ristiques de dimension 60. Ensuite une version de PCA non
line´aire permet d’extraire un vecteur de caracte´ristiques de dimension infe´rieure (de
dimension 60 a` 6). Diffe´rentes techniques de re´duction de dimensionnalite´ sont dis-
cute´es par Beatty et al. afin d’e´tudier l’efficacite´ de chaque technique sur le re´sultat
du syste`me d’indexation. Daniel et al. [66] utilisent une autre technique qui est
base´e sur la se´lection, et pas sur l’extraction de caracte´ristiques. L’ame´lioration de
l’efficacite´ du syste`me d’indexation est faite a` l’aide des caracte´ristiques se´lectionne´es
[66].
4.3.3 La compression d’image
Compresser une image revient a` re´duire l’information redondante sans trop affecter
la qualite´ de l’image. Dans ce contexte, Vilas et al. [68] utilisent une technique
de re´duction de dimensionnalite´ (PCA) pour coder les informations pertinentes de
16 chromatik.labs.exalead.com/home
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l’image.
4.4 Les techniques de re´duction de la dimensionnalite´
Un processus d’extraction de caracte´ristiques est un processus qui consiste a` de´crire
une image, une se´quence, ou un objet de l’image par plusieurs attributs dans un espace
multidimensionnel. Ce processus d’extraction fournit la donne´e d’entre´e a` un syste`me
d’apprentissage ou de reconnaissance. Par exemple, dans le cas d’une image, il existe
deux manie`res pour la repre´senter sous la forme d’un vecteur d’attributs: soit par des
caracte´ristiques locales, soit par des caracte´ristiques globales. Les caracte´ristiques
locales sont extraites a` partir d’une re´gion d’inte´reˆt identifie´e auparavant en utilisant
des descripteurs posse´dants des proprie´te´s d’invariance, par exemple le descripteur
SURF [6] ou SIFT [36]. L’avantage de ses caracte´ristiques locales par rapport aux
caracte´ristiques globales est qu’elles sont plus saillantes, et ge´ne´ralement invariantes
aux diffe´rentes transformations ge´ome´triques. L’extraction des caracte´ristiques signi-
ficatives permet de rendre le traitement ulte´rieur plus robuste. Une fac¸on d’extraire
des caracte´ristiques pertinentes consiste a` utiliser une technique de re´duction de di-
mensionnalite´ directement sur l’ensemble des pixels de l’image, ce qui permettra
ensuite de caracte´riser cette image par un vecteur de faible dimension. La re´duction
est faite par la transformation des caracte´ristiques d’un espace de grandes dimen-
sions a` un autre espace de dimension infe´rieure en respectant certains crite`res. Les
techniques de re´duction de la dimensionnalite´ sont divise´es en deux familles [55]:
1. La se´lection de caracte´ristiques
2. L’extraction de caracte´ristiques
La diffe´rence entre les deux familles re´side dans la manie`re dont on peut trouver la
nouvelle repre´sentation de donne´es a` partir de la repre´sentation de de´part.
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4.4.1 Formulation du proble`me de la re´duction de dimensionnalite´
On conside`re une se´quence d’images comme un ensemble de points repre´sente´s dans un
espace multidimensionnel de dimension d×n (d e´tant le nombre de pixels de l’image),
l’objectif est de passer d’un espace de dimension d a` un sous-espace de dimension k











ij = ‖xi − xj‖ et δ
(k)
ij = ‖yi − yj‖
La fonction de couˆt qui donne une meilleure repre´sentation est celle qui pre´serve
les proprie´te´s de l’espace de de´part apre`s la transformation de tous les points. En
d’autres termes, les points les plus proches dans l’espace du de´part doivent demeurer
plus proches dans le nouvel espace.
4.4.2 L’extraction de caracte´ristiques
L’extraction de caracte´ristiques est un processus qui consiste a` combiner toutes les
caracte´ristiques par une fonction line´aire, ou non line´aire afin de ressortir des nou-
veaux caracte´ristiques projete´s dans un nouvel espace multidimensionnel de dimen-
sion re´duite, tout en essayant de garder uniquement l’information pertinente (cf. Fig.
4.2 17. Dans l’exemple artificiel swist roll [59], on trouve que les re´sultats obtenus
par les techniques d’extraction line´aire comme PCA classique ne sont pas meilleurs
car les donne´es dans l’espace de grande dimension reposent sur une varie´te´ courbe´e.
Les techniques non line´aires permettent de re´soudre ce proble`me.
17 S. Gue´rif: Re´duction de dimension en Apprentissage Nume´rique Non Supervise´, the`se, 2006
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Figure 4.2. L’extraction de caracte´ristiques
4.4.3 E´chelonnage Multidimensionnel
L’e´chelonnage multidimensionnel (ou MDS, Multidimensional Scaling) est une tech-
nique de re´duction de dimensionnalite´ qui a pour but de construire une repre´sentation
en faible dimension a` partir d’un ensemble de points qui se trouve en haute dimension,
tout en essayant de pre´server les paires de distances entre les points dans cette nou-
velle repre´sentation [12, 18, 24]. De ce fait, la repre´sentation en faible dimension peut
eˆtre repre´sente´e par une fonction de couˆt, de´finie comme e´tant une mesure d’erreur
(avec une distance euclidienne) entre les paires dans l’espace de grande dimension
et l’espace de faible dimension [70]. L’algorithme classique MDS [15] est base´ sur
la construction de la matrice de Gram. La matrice de Gram est obtenue par le
produit scalaire entre les paires de vecteurs de distances, suivie par une ope´ration
de double centrage de la matrice. La coordonne´e re´duite de chaque point s’obtient
par la de´composition spectrale de la matrice de Gram en vecteurs et en valeurs pro-
pres. Cette de´composition permet de mesurer la contribution de chaque dimension
au produit scalaire. L’un des inconve´nients de cet algorithme est sa complexite´ al-
gorithmique lorsqu’on dispose d’une grande base de donne´es. D’autres variantes de
l’algorithme MDS se trouvent dans [53], et peuvent eˆtre applique´es sur une grande
base de donne´es.
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4.4.4 Isomap
L’isomap est une variante non line´aire qui a e´te´ propose´e par Tenenbaum et al.
[64, 67]. Cette technique a e´te´ applique´e dans plusieurs proble`mes, par exemple,
le proble`me de la reconnaissance de chiffres manuscrits. Dans ce proble`me [67], 1000
chiffres manuscrits du chiffre 2 sont extraits de la base de donne´es MINIST. Chaque
chiffre est repre´sente´ par un vecteur de taille 64 × 64 pixels. L’algorithme isomap
[67] cherche a` projeter ces images dans un espace de caracte´ristiques significatives de
deux dimensions comme illustre´ dans la figure (4.3), tout en essayant de pre´server les
distances ge´ode´siques.
Dans un proble`me de classification du visage [72], on trouve une version ame´liore´e
de l’algorithme isomap. Dans cette version, la projection du vecteur de distance
ge´ode´sique est faite par l’analyse discriminante line´aire qui a l’avantage de maxi-
miser les distances entre les centres des classes, ce qui permet de diffe´rencier entre
l’algorithme original et la version ame´liore´e. L’algorithme de l’isomap [67] [64] est
base´ sur l’algorithme classique MDS qui vise a` pre´server les distances ge´ode´siques en-
tre les paires de points afin d’obtenir une repre´sentation non line´aire des donne´es dans
un espace Euclidien de dimension faible. La distance ge´ode´sique est estime´e entre
chaque paire de points par la somme des distances entre les points interme´diaires qui
relient chaque paire en suivant le chemin le plus court dans un graphe de voisinage a`
l’aide de l’algorithme de Djikstra. Le graphe de voisinage est constitue´ a` partir d’un
ensemble de points re´partis dans l’espace original dont chaque point est connecte´ a`
ses k plus proches voisins. Le choix d’une mauvaise valeur de voisinage peut cre´er des
connexions errone´es dans le graphe. Ces connexions peuvent affecter la performance
de l’algorithme.
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Figure 4.3. Re´pre´sentation des images de taille 64 × 64 en 2D par
l’algorithme isomap [67]
4.4.5 Locally Linear Embedding
LLE est un algorithme qui tient compte du voisinage des points pour de´crire les
proprie´te´s locales de chaque point de l’ensemble de donne´es. Dans [30], les auteurs
proposent l’algorithme LLE pour se´lectionner les visages les plus repre´sentatifs a`
partir d’une se´quence de visages et les projeter dans un espace a` deux dimensions
afin de construire un mode`le d’apparence repre´sentatif qui facilite la reconnaissance
d’un nouveau visage (cf. Fig. 4.4). Le principe de cet algorithme [59, 61] est de de´crire
les proprie´te´s locales de chaque point xi par une combinaison line´aire Wi qui refle`te
les proprie´te´s locales de ses k plus proches voisins xij. Trouver ces combinaisons
line´aires revient a` minimiser l’erreur quadratique (Eq. (4.1)) sous la contrainte (Eq.
(4.2)). Ces combinaisons permettent de construire une matrice avec des poids Wi les
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Wij = 1 (4.2)
La re´duction de dimensionnalite´ se fait par la diagonalisation de cette matrice de
poids en retenant les vecteurs qui correspondent aux petites valeurs propres non nuls.
Figure 4.4. Projection des images selectionne´es en 2D par LLE [30]
4.4.6 ACP a` noyau
L’analyse en composante principale a` noyau [9] est une combinaison d’une trans-
formation non line´aire avec l’algorithme classique ACP. Cette me´thode est base´e sur
l’astuce de noyau qui permet de rendre l’algorithme classique ACP non line´aire. Dans
une application de reconnaissance des paroles [40], un noyau gaussien a e´te´ applique´e
afin d’extraire les relations non line´aires des vecteurs d’entre´es. L’ide´e de cet algo-
rithme [9] est de ge´ne´rer un espace de caracte´ristiques de haute dimension F par
la projection implicite des donne´es dans le nouvel espace F a` l’aide d’un noyau k,
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ensuite l’algorithme classique ACP s’ope`re dans l’espace de caracte´ristiques F afin
de calculer les composantes principales qui maximisent la variance de l’ensemble des
donne´es. E´tant donne´ C la matrice de covariance calcule´e par l’ACP a` noyau dans
le nouvel espace F , centre´e, le but de l’ACP a` noyau est d’extraire les valeurs et les
vecteurs propres de la matrice C. Afin de re´duire la dimension de l’espace, seules les
valeurs et les vecteurs propres les plus e´leve´s sont retenus. La taille de la matrice
de noyau repre´sente un inconve´nient majeur de cette technique, ou` on trouve que la
taille de cette matrice est e´gale au nombre d’observations au carre´.
4.4.7 La se´lection de caracte´ristiques
Le processus de se´lection des attributs est un processus qui vise a` repre´senter un sous-
espace de dimension infe´rieure par la se´lection d’un certain nombre de caracte´ristiques
de l’espace de de´part selon un certain crite`re de performance, et sans combiner les
caracte´ristiques de l’espace de de´part par une fonction line´aire, ou non line´aire (cf.
Fig.4.5)17. Une meilleure me´thode de se´lection est celle qui cherche a` former un sous-
ensemble de caracte´ristiques pertinentes dans un temps optimal. Former cet ensemble
revient a` e´valuer toutes les combinaisons possibles de ses caracte´ristiques a` l’aide
d’une fonction d’e´valuation qui mesure la capacite´ d’une variable, ou d’un ensemble
de variables. Ce processus de se´lection est constitue´ de trois e´le´ments [13, 42]:
Figure 4.5. Principe de se´lection de variables
A) Un crite`re d’e´valuation
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Afin de de´terminer un sous-ensemble de variables pertinentes, il est important de
de´finir un crite`re d’e´valuation qui qualifie l’utilite´ d’une variable, ou d’un groupe de
variables. Dash et Liu [17] regroupent les crite`res d’e´valuation en cinq cate´gories
• Crite`re de distance
• Crite`re d’information
• Crite`re d’inde´pendance
• Crite`re de consistance
• Crite`re de pre´cision
B) Une proce´dure de recherche
Optimiser le temps de recherche d’un sous-ensemble optimal de´pend de la proce´dure
de recherche utilise´e. On trouve dans la litte´rature diffe´rentes me´thodes de recherche,
par exemple, la me´thode Branch et Bound qui a e´te´ propose´e par Narendra et Fuku-
naga [47]. D’autres strate´gies emploient des proce´dures se´quentielles qui n’e´valuent
pas toutes les combinaisons possibles de l’ensemble de variables, comme la strate´gie
ascendante, la strate´gie descendante, la strate´gie bidirectionnelle [5, 56]. La figure
(figure ci-dessous) dans l’article de [5] illustre la performance et le temps d’exe´cution
de diffe´rentes strate´gies de se´lection.
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C) Un crite`re d’arreˆt
Un crite`re d’arreˆt permet d’arreˆter le processus de se´lection de variables quand
un certain crite`re est satisfait. La de´finition d’un tel crite`re d’arreˆt peut eˆtre lie´ a` la
mesure de pertinence, ou a` la proce´dure de recherche. En ge´ne´ral, le crite`re d’arreˆt est
de´termine´ par la combinaison de la mesure de pertinence et la proce´dure de recherche
[17]. Selon les travaux de [13, 42], les me´thodes de se´lection sont re´parties en trois
types:
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4.4.8 Les me´thodes par filtre
Les me´thodes par filtre emploient un processus de pre´traitement qui permet d’e´valuer
la pertinence d’un ensemble de variables a` l’aide des proprie´te´s statistiques de l’ensemble
afin d’exclure les variables non pertinentes inde´pendamment de l’algorithme qui va les
utiliser (cf. Fig. 4.6). Mark et al. [43] proposent, une heuristique de se´lection base´e
sur une mesure de corre´lation dont le but est d’extraire un sous-ensemble de variables
utiles permettant d’ame´liorer la performance de l’algorithme de classification. Liu et
al. [73] proposent une autre heuristique de se´lection FCBF qui a l’avantage d’avoir
une complexite´ line´aire par rapport a` l’heuristique de [43]. Cette heuristique est base´e
sur la corre´lation de pre´dominance. Ces me´thodes ignorent les interactions entre les
variables et le syste`me.
Figure 4.6. Approche filtre [57]
4.4.9 Les me´thodes envellope´es (warpper)
La se´lection par ces me´thodes est base´e sur un crite`re de pre´cision. Le principe de
cette approche est de tester toutes les combinaisons de sous-ensembles a` travers un
classifieur qui est conside´re´ comme une fonction d’e´valuation (cf. Fig. 4.7). Dans
un proble`me de reconnaissance des chiffres manuscrits [49], les auteurs utilisent des
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algorithmes ge´ne´tiques pour re´duire le nombre de sous ensembles a` ge´ne´rer et qui
permettent de trouver une solution optimale au proble`me e´tudie´.
Figure 4.7. Approche enveloppe´e [57]
4.4.10 Les me´thodes inte´gre´es
La se´lection d’un groupe de variables s’effectue a` l’aide d’un algorithme d’apprentissage
tout en essayant de conserver le sous-ensemble qui optimise le mieux le crite`re d’apprentissage.
Dans l’article [16], plusieurs techniques sont e´voque´es. Un tableau comparatif illus-
tre les avantages, les inconve´nients, et les diffe´rentes fonctions d’e´valuations utilise´es
pour chaque approche dans [42] (Table 4.1).
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Mode`le Avantages Inconve´nients Exemples
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On a e´tudie´ dans ce chapitre les diffe´rentes techniques de re´duction de dimension-
nalite´, de se´lection de variables et d’extraction de caracte´ristiques. Cette famille
de techniques permettant d’extraire plusieurs informations pertinentes a` partir d’une
base d’apprentissage dont le but est de faciliter les diffe´rentes taˆches de l’apprentissage
machine (comme une taˆche de classification ou de re´gression). On pre´sente dans le
chapitre suivant quelques techniques de classification utiles dans les syste`mes de vision
par ordinateur en particulier dans les syste`mes de reconnaissance.
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Chapitre 5
LES TECHNIQUES DE CLASSIFICATION
5.1 Introduction
L’apprentissage machine est l’ensemble des techniques permettant de doter la machine
de syste`mes automatise´s capables de simuler le comportement intelligent de l’eˆtre
humain. Ces techniques permettent de traiter divers proble`mes lie´s a` la vision par
ordinateur. L’objectif de l’apprentissage automatique est de concevoir un mode`le a`
partir d’un nombre d’exemples important afin de re´soudre un proble`me spe´cifique.
E´tant donne´ que la base d’apprentissage est constitue´e d’un nombre d’exemples fini
ge´ne´re´ par un processus, le mode`le conc¸u doit eˆtre plus robuste lors de la pre´sentation
de nouveaux cas qui ne se trouvent pas explicitement dans la base d’apprentissage.
Un tel proble`me de reconnaissance peut eˆtre vu comme un proble`me de classification.
La classification est l’une des me´thodes d’apprentissage automatique qui consiste a`
de´finir une fonction dont le but est d’associer une e´tiquette a` un objet repre´sente´
par un ensemble de caracte´ristiques. En ge´ne´ral, les me´thodes de classification sont
divise´es en deux familles:
• Me´thodes supervise´es
• Me´thodes non supervise´es
5.2 Les me´thodes de classification supervise´es
Dans ces me´thodes, l’ensemble d’apprentissage est constitue´ d’un ensemble de couples
entre´es-sorties dans lequel l’entre´e repre´sente le vecteur de caracte´ristique et la sortie
repre´sente l’e´tiquette correspondant a` l’entre´e. Le proble`me de classification supervise´
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cherche a` identifier la classe d’appartenance d’une nouvelle entre´e qui n’appartient
pas a` l’ensemble d’apprentissage, tout en essayant d’apprendre une fonction de clas-
sification a` partir d’un ensemble d’entrainement. La fonction de classification apprise
permet d’associer une classe a` une nouvelle entre´e a` l’aide de certaines caracte´ristiques
qui de´crivent l’entre´e.
5.2.1 K plus proches voisins
Le K-ppv est un mode`le qui appartient a` la famille des mode`les non parame´triques.
L’algorithme K plus proches voisins est un algorithme qui se base sur le concept de
proximite´. L’apprentissage par cet algorithme est conside´re´ comme un apprentissage
paresseux car il consiste seulement a` stocker l’ensemble d’entrainement, cela veut
dire, qu’il ne comporte pas d’e´tape d’apprentissage qui permette d’apprendre un
mode`le a` partir d’un ensemble d’e´chantillons. Cet algorithme de´finit une fonction
de distance entre les vecteurs de caracte´ristiques pour faire la classification d’une
nouvelle entre´e. Pour classer une nouvelle entre´e, l’algorithme proce`de en identifiant
un ensemble de K plus proches voisins pour chaque classe. Cet ensemble est obtenu
en faisant une comparaison entre la nouvelle entre´e et chaque exemple de l’ensemble
d’entrainement a` l’aide d’une mesure de similarite´. Une fois que l’ensemble de K plus
proches voisins est trouve´, l’algorithme cherche la classe qui a le plus de repre´sentants
dans cet ensemble afin d’associer une e´tiquette a` la nouvelle entre´e. La performance
du classifieur K-ppv est de´pendante de la valeur de K et de la fonction de distance
utilise´e. L’avantage de cette me´thode est qu’elle construit un nouveau mode`le pour
chaque nouvelle d’entre´e. D’autres avantages sont aussi que cette me´thode est simple
et robuste au bruit. Cette me´thode est sensible si le vecteur de grandes dimensions
contient un grand nombre de caracte´ristiques non pertinentes. Le classifieur K-ppv
a e´te´ applique´e avec succe`s dans diffe´rentes applications de reconnaissance telles que
la reconnaissance des actions humaines [10, 35], la reconnaissance d’objets [46], la
reconnaissance des postures [58], la de´tection de chute [21], etc.
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5.2.2 Machines a` vecteurs de support (SVM)
La machine a` support vectoriel repre´sente une famille d’algorithmes d’apprentissage
qui s’inspire de la the´orie statistique de l’apprentissage de Vapnik18. Le SVM est
un classifieur binaire base´ sur l’astuce de noyau. L’apprentissage par ce classifieur
consiste a` apprendre une fonction discriminante line´aire f a` partir d’un jeu d’entre´e
constitue´e d’un certain nombre de couples entre´es-sorties afin de pouvoir produire une
sortie y e´tant donne´e une nouvelle mesure. Ce type de classifieur tente de trouver une
frontie`re de de´cision permettant de se´parer line´airement les exemples de la premie`re
classe des exemples de la deuxie`me classe dans l’ensemble d’apprentissage. Le principe
de ces me´thodes est de trouver le meilleur hyper plan qui maximise la marge entre
les exemples d’apprentissage et l’hyper plan (cf. Fig. 5.1)18. La classification d’une
nouvelle mesure se fait par la fonction apprise. L’avantage principal de ces me´thodes
est qu’elles puissent eˆtre applique´es dans le cas ou` les classes ne sont pas line´airement
se´parables. Dans ce cas, les me´thodes des SVM tentent de trouver des frontie`res de
de´cision non line´aire. Le classifieur SVM emploie des fonctions de noyau (polynomial,
gaussien) permettant de projeter les caracte´ristiques initiales dans un nouvel espace a`
grande dimension. Cette projection vise a` rendre les donne´es line´airement se´parables
dans le nouvel espace. Ensuite le classifieur SVM cherche a` trouver un se´parateur
line´aire dans le nouvel espace qui devient un se´parateur non line´aire dans l’espace
originale. Les me´thodes SVM ont e´te´ applique´es avec succe`s dans les proble`mes de
cate´gorisation des textes [41], de reconnaissances des actions humaines [14, 34], de
reconnaissance d’objets [54], etc.
18 en.wikipedia.org/wiki/Supportvectormachine
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Figure 5.1. Frontie`re de de´cision line´aire d’un classifieur SVM. Les
e´chantillons qui se trouvent sur la marge s’appellent les vecteurs de
support
5.2.3 Classifieur baye´sien
L’apprentissage par cette me´thode issue de la the´orie baye´sienne, consiste a` en-
trainer un estimateur de densite´ de probabilite´ sur chaque classe afin de concevoir un
mode`le probabiliste (en mode´lisant, par exemple, les probabilite´s conditionnelles de
chaque classe par des gaussiennes multidimensionnelles). Dans ce cas, le proble`me de
l’apprentissage revient a` apprendre les deux parame`tres de la gaussienne qui sont le
vecteur de moyenne et la matrice de covariance a` l’aide d’une base d’apprentissage.
Pour une nouvelle entre´e, le mode`le construit permet d’estimer la probabilite´ de
vraisemblance de chaque classe. La classification d’une nouvelle observation est base´e
sur l’estimation des probabilite´s a posteriori des classes en retenant la classe pour
laquelle la probabilite´ a posteriori est maximale. La probabilite´ a posteriori d’une
classe est estime´ a` partir la connaissance de la probabilite´ a priori et la probabilite´
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de vraisemblance par la re`gle de Bayes. Dans [37], les auteurs ont montre´ que la per-
formance de la version simple du classifieur baye´sien est similaire a` la performance
de certains algorithmes d’apprentissage comme les arbres de de´cision et les re´seaux
de neurones. L’inconve´nient de cette me´thode est qu’elle exige la connaissance de
plusieurs informations a priori. Les classifieurs baye´siens et leurs extensions ont e´te´
applique´es avec succe`s dans les proble`mes de cate´gorisation des textes [44], et dans
les applications me´dicales [31].
5.2.4 Re´seaux de neurones
Un re´seau de neurones artificiel est un mode`le de calcul issu des mode`les biologiques.
Ce mode`le permet de simuler le comportement du cerveau humain. Les re´seaux de
neurones sont caracte´rise´s par leur capacite´ d’apprentissage. En ge´ne´ral, la struc-
ture d’un re´seau de neurones est compose´e d’une succession de couches cache´es. La
couche d’entre´e est relie´e a` la couche de sortie du re´seau a` travers les couches cache´es
selon une architecture de´fini, comme l’architecture du perceptron, le perceptron mul-
ticouche. Chaque couche cache´e est constitue´e d’un certain nombre de neurones relie´s
a` la couche pre´ce´dente. La couche suivante rec¸oit en entre´e les sorties de la couche
pre´ce´dente du re´seau. Le vecteur d’entre´e pour chaque couche est ponde´re´ par un
poids. A` l’aide d’une fonction d’activation, le re´seau proce`de a` calculer ses poids afin
de produire une sortie (cf. Fig. 5.2)19.
19 fr.wikipedia.org/wiki/Reseaudeneuronesartificiels
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Figure 5.2. Exemple d’un re´seau de neurones 19
5.2.5 Les re´seaux a` apprentissage supervise´
Dans ce mode`le, le but est d’entrainer un re´seau de neurones qui cherche a` converger
vers une sortie pre´cise. E´tant donne´ en entre´e un vecteur de caracte´ristiques avec une
cible correspondant a` ce vecteur, l’apprentissage consiste a` mettre a` jour les poids du
re´seau en faisant une comparaison entre la sortie de´sire´e et la sortie que le re´seau a
produites. Le re´seau s’adapte jusqu’a` ce que la sortie corresponde a` la cible.
5.2.6 Les perceptrons
Les perceptrons se divisent en deux classes selon la manie`re dont les neurones sont
interconnecte´s dans le re´seau.
5.2.6.1 Les perceptrons monocouches
Le perceptron monocouche est un re´seau de neurones qui s’inspire du syste`me visuel.
Ce type de re´seau ne posse`de que deux couches, une couche d’entre´e et une couche
de sortie. La couche d’entre´e est connecte´e a` la couche de sortie sans aucune couche
interme´diaire (cf. Fig. 5.3)20. Le re´seau tente de trouver une frontie`re de de´cision
line´aire. L’entrainement de ce re´seau se fait par l’initialisation de chaque poids de
20 www.csulb.edu/ cwallis/artificialn/History.htm
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liaison entre l’entre´e i et le neurone de sortie j par des valeurs ale´atoires, puis un
vecteur d’entre´e et un vecteur de sortie de´sire´ sont pre´sente´s au re´seau afin de perme-
ttre au re´seau de produire un re´sultat. La mise a` jour des poids des liaisons se re´pe`te
jusqu’a` ce que le re´seau produise une sortie correspondante a` la sortie attendue. Ce
re´seau est applique´ seulement si les donne´es sont line´airement se´parables.
Figure 5.3. Perceptron monocouche20
5.2.6.2 Perceptron multicouches
Contrairement au perceptron monocouche, ce type de re´seau posse`de des couches in-
terme´diaires qui font la liaison entre la couche d’entre´e et la couche de sortie (cf. Fig.
5.4)21. L’entrainement de ce re´seau se fait par l’algorithme de re´tropropagation de
l’erreur du gradient qui consiste a` minimiser l’erreur de classification dont le but est
de trouver les meilleurs poids de liaisons. Ce re´seau tente de trouver un se´parateur
non line´aire dans l’espace de caracte´ristiques. La mise a` jour des poids des liaisons
permette de diffe´rencier les perceptrons multicouches et monocouches. Dans le per-
ceptron multicouche la mise a` jour de ces poids se fait d’une fac¸on re´cursive en partant
21 en.wikipedia.org/wiki/Feedforwardneuralnetwork
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de la couche de sortie vers la couche d’entre´e en modifiant tous les poids de liaisons de
chaque couche. Ensuite en faisant la somme ponde´re´e de ces poids. Ce type de re´seau
offre la possibilite´ de traiter les cas ou` les donne´es ne sont pas line´airement se´parables.
L’un des inconve´nients de ce re´seau est sa taille. Dans l’article [39], un MLP a e´te´
applique´ pour une application de reconnaissance d’actions humaines multivue. Dans
[8], l’auteur sugge`re un MLP pour de´tecter la face humaine a` partir d’une image.
Figure 5.4. Perceptron multicouches21
5.2.7 Les arbres de de´cision
Les arbres de de´cision sont des me´thodes appartenant a` la famille des mode`les non
parame´triques. Un arbre de de´cision est constitue´ d’un ensemble de noeuds et des
feuilles dans lequel les noeuds de de´cision repre´sentent les caracte´ristiques et les
feuilles correspondent aux e´tiquettes. L’apprentissage d’un arbre revient a` utiliser
des algorithmes comme Cart [25] qui essaient de minimiser l’erreur de classification
afin de construire un arbre de de´cision plus robuste. L’arbre construit permet de
fournir un ensemble de re`gles de de´cision. La classification d’un nouvel exemple
se fait par le parcours d’un chemin dans l’arbre en e´valuant l’exemple au niveau de
chaque noeud jusqu’a` ce qu’on atteigne une feuille dans l’arbre. Un arbre a l’avantage
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qu’il n’exige aucune connaissance a priori sur la distribution des donne´es. L’un des
inconve´nients d’un arbre de de´cision est leur instabilite´, cela signifie que la qualite´
de pre´diction est affecte´e par le changement d’une telle caracte´ristique dans l’arbre.
Dans [60], l’auteur sugge`re d’entrainer un arbre de de´cision pour un proble`me de
cate´gorisation de texte (cf. Fig. 5.5).
Figure 5.5. Exemple d’un arbre de de´cision [60]
5.3 Les me´thodes de classification non supervise´es
Les me´thodes de classification non supervise´e sont des me´thodes22 qui cherchent a`
identifier, ou a` partitionner un ensemble de donne´es a` un certain nombre de classes
distinctes a` partir d’un fichier de description, tout en essayant d’optimiser un crite`re
qui vise a` regrouper les donne´es les plus homoge`nes dans chaque classe.
5.3.1 K-moyennes
C’est une me´thode ite´rative qui a e´te´ propose´e par MacQueen en 196722. Le principe
de l’algorithme k-means est le suivant:
• On de´finit un nombre k de nuages a priori
22 home.deib.polimi.it/matteucc/Clustering/tutorialhtml/index.html
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• Chaque nuage est initialise´ par un centre. Le centre est tire´ d’une fac¸on ale´atoire
de l’espace de l’individu
• On alloue chaque individu a` un nuage i en basant sur une mesure de similarite´.
• En faisant la moyenne des e´le´ments dans chaque nuage i afin de produire les
nouveaux centres
• On re´-ite´re jusqu’a` ce qu’aucun individu ne change de nuage
Un de´faut de l’agorithne k-means est le choix des conditions initiales qui peuvent
affecter les re´sultats de classement, c¸a signifie que la partition d’un groupe d’individus
de´pend largement des centres initiaux et du nombre de nuages.
5.3.2 Fuzzy c-means
Une variante de l’algorithme k-means22. La classification floue consiste a` associer a`
chaque cluster un coefficient uij qui repre´sente le degre´ d’appartenance d’un point xi
au cluster ci. Le proble`me revient a` minimiser le crite`re intra classe (5.1). A` chaque
ite´ration, la mise a` jour des coefficients d’appartenance et les centres de gravite´ de


























avec m repre´sente un hyper parame`tre qui re`gle le degre´ de flou de sous ensemble
produit. Cet algorithme a e´te´ applique´ avec succe`s dans le proble`me de segmentation
de l’image [71].
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5.3.3 Classification hie´rarchique
Les me´thodes de classification hie´rarchique [52] sont des me´thodes ite´ratives fonde´es
sur des mesures de similarite´. Ces me´thodes visent a` construire des regroupements
en classes homoge`nes d’un ensemble d’individus. On cite par exemple la me´thode de
classification ascendante qui consiste a` calculer une matrice de similarite´ entre chaque
paire d’objets. Ensuite a` chaque ite´ration, un nouveau cluster est forme´ par la fusion
de deux clusters les plus proches en basant sur la matrice trouve´e. La matrice de
similarite´ est mise a` jour par le calcul de la ressemblance entre le nouveau cluster
et les clusters existants. La mise a` jour se re´pe`te jusqu’a` la fusion de deux derniers
clusters. La qualite´ de clustering par cette me´thode de´pend largement de la me´trique
utilise´e. Une application de la classification hie´rarchique est la recherche d’image [38]
(cf. Fig. 5.6)22.
Figure 5.6. Processus de fusion par une me´thode hie´rarchique
5.4 E´valuation de la performance d’un classifieur supervise´
Apprendre un classifieur revient a` entrainer un mode`le sur un ensemble d’apprentissage
qui minimise le taux d’erreur, e´tant donne´ que le taux d’erreur est le nombre d’exemples
mal classe´. Le but est d’entrainer un classifieur qui fait moins d’erreurs si on lui
pre´sente de nouveaux cas qu’on n’a pas regarde´s pendant la phase d’entrainement.
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Dans ce cas, on parle de l’erreur de ge´ne´ralisation. Il existe plusieurs techniques
permettant d’e´valuer la performance d’un classifieur:
5.4.1 La validation croise´e
Dans ce type, les me´thodes de classification sont e´value´es sur une base de test. La
proce´dure d’e´valuation leave-one-out consiste a` diviser la base d’exemples de taille n
en n sous-bases [55]. Ensuite a` entrainer le mode`le sur n−1 sous-bases, puis le tester
sur la base restante. Le processus se re´pe`te un certain nombre de fois. On distingue
d’autres techniques de la validation croise´e:
• Me´thode holdout: la proce´dure d’e´valuation consiste a` se´parer toutes les donne´es
dont on dispose en deux ensembles, un ensemble d’entrainement et un ensem-
ble de test. Ensuite a` entrainer le mode`le sur l’ensemble d’entraiment, puis
l’e´valuer sur l’ensemble de test.
• K-fold-cross-validation: la proce´dure d’e´valuation consiste a` diviser k fois l’ensemble
de donne´es de taille n en k sous-bases. Ensuite a` entrainer le mode`le sur k-1
sous-bases, puis le valider sur la base k. La proce´dure se re´pe`te k fois. On note
que cette proce´dure est appele´ leave-one-out dans le cas ou` k = n.
5.4.2 Les courbes ROC
Une courbe ROC est un outil graphique qui vise a` repre´senter, et a` comparer la
performance d’un classifieur par rapport a` un autre en fonction du risque associe´
a` chaque classe [32] (cf. Fig. 5.7). La courbe ROC est inspire´e de l’analyse de la
matrice de confusion. Cette matrice permet de fournir deux quantite´s, la sensibilite´ et
la spe´cificite´. L’ide´e de la courbe ROC est de faire varier un seuil et, pour chaque cas,
calculer la spe´cificite´ et la sensibilite´ que l’on reporte dans un graphique ou` l’inverse
de la spe´cificite´ se place en abscisse et la sensibilite´ se trouve en ordonne´e, et e´tant






Table 5.1. Matrice de confusion
• la sensibilite´=TP/TP+FN
• la spe´cificite´=TN/TN+FP
ou` TP, FP, TN, FN repre´sentent respectivement le nombre de positifs correctement
reconnus, le nombre de ne´gatifs de´tecte´s par erreur, le nombre de ne´gatif correctement
reconnus, le nombre de positifs de´tecte´s par erreur.
Figure 5.7. Courbe ROC montrant la comparaison de la performance
d’un classifieur SVM par rapport a` un re´seau de neurones [32]
5.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ quelques techniques de classification utilise´es
dans le domaine de la vision par ordinateur. Nous avons aussi donne´ un aperc¸u sur
les techniques de mesure de leurs performances. La classification non supervise´e se
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diffe´rencie de la classification supervise´e par l’absence de la base d’apprentissage, ce
qui rend les me´thodes de classification non supervise´e moins adapte´es pour un tel
syste`me de reconnaissance d’actions humaines. On focalise donc notre projet sur des




Dans ce chapitre, on pre´sente la me´thode que nous avons adopte´ pour reconnaitre
une action a` partir d’une se´quence vide´o.
6.1 Description de la base d’actions
La base d’actions humaines de Weizmann13 est une base constitue´e d’un ensemble
de se´quences vide´o prises par une came´ra statique avec un nombre d’images par
seconde e´gale a` 50 fps. Dans cette base, on trouve au total 90 se´quences vide´o. La
longueur de la se´quence diffe`re d’une se´quence a` une autre avec une re´solution de
180× 144 pixels. La base regroupe 10 classes qui repre´sentent les diffe´rentes actions
humaines re´alise´es, a` savoir: run, walk, skip, jack, jump, pjump, side, wave-
two-hands, wave-one-hand, bend. Dans chaque classe, une action pe´riodique
est re´alise´e par 9 personnes de taille et de genre diffe´rents, et avec une manie`re et une
vitesse d’exe´cutions diffe´rentes (cf. Fig. 6.1)13. Pour certaines classes, l’action est
effectue´e dans deux directions, de la gauche vers la droite et vice-versa. L’avantage de
cette base est qu’elle comporte plusieurs classes par rapport a` d’autres bases d’actions
comme la base propose´e en [62].
6.2 Me´thode
Notre syste`me de reconnaissance est base´ sur trois e´tapes:
6.2. ME´THODE
Figure 6.1. La base d’actions humaines de Weizmann.
6.2.1 Extraction de la silhouette
La premie`re e´tape de notre syste`me vise a` mode´liser la personne par une boˆıte en-
globante afin de re´duire l’espace spatial de recherche. On envisage les pre´traitements
suivants:
6.2.2 Soustraction du fond
E´tant donne´ que l’on dispose de l’arrie`re-plan dans la base, la technique la plus
simple qui nous permet de de´tecter une personne consiste a` appliquer une ope´ration
de soustraction entre l’arrie`re-plan et une image a` l’instant t, suivie d’une ope´ration
de seuillage afin de faire apparaitre les pixels de l’arrie`re-plan en noir et les autres en
blanc. L’objet extrait est donne´ par l’e´quation suivante:
|Fond− frame(t)| > T (6.1)
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Ou` Fond, Frame(t) et T repre´sentent respectivement l’arrie`re-plan, l’image a` un in-
stant t, et le seuil.
6.2.3 Un filtrage
Souvent l’image obtenue apre`s une ope´ration de soustraction de fond est bruite´e.
Pour diminuer l’effet de ce bruit, nous avons applique´ le filtre median de taille 3× 3
sur l’image ou` nous avons constate´ que les re´sultats obtenus avec cette dimension
sont suffisants.
6.2.4 Une ope´ration morphologique
Une fois que le bruit est diminue´ dans l’image, on applique une ope´ration d’e´rosion
suivie d’une ope´ration de dilatation morphologique avec un masque de dimension 3×3
pour les deux ope´rations afin d’e´liminer les pixels isole´s et de raffiner les re´sultats.
6.2.5 Translation
Le but de cette e´tape est de rendre le vecteur de l’image invariant au de´placement en
faisant le centrage de toutes les personnes sur le meˆme centre de gravite´. Pour cela,
on utilise une transformation ge´ome´trique permettant de translater les personnes
































 repre´sentant la position
d’un pixel a` un instant t de la se´quence.
52
6.2. ME´THODE
On donne ci-dessous un pseudo-code qui re´sume les diffe´rents pre´traitements en-
visage´s sur une se´quence vide´o:
Entre´es:
S: Cycle d’action repre´sente´ par un certain nombre de
trames (Frames)
Fond: Image de l’arrie`re plan
T : Un seuil
Sorties:
buff : Cycle d’action represente´ par une personne centre´e
sur le meˆme centre de gravite´
foreach frame t de la se´quence S do





• Appliquer une ope´ration de filtrage suivie d’une
ope´ration d’e´rosion, dilatation sur buff





































La figure ci-dessous illustre un cycle d’action dans le cas ou` la personne marche
(se´quence walk):
Figure 6.2. Centrage sur le meˆme centre de gravite´.
6.2.6 Extraction de caracte´ristiques
La deuxie`me e´tape de notre me´thode vise a` appliquer une technique de re´duction de
dimensionnalite´ sur notre se´quence d’images binarise´e pre´traite´e afin de construire
une base d’apprentissage constitue´e de diffe´rents prototypes, ge´ne´re´s a` partir de deux
points de vue, avec le minimum de dimension possible, et sur laquelle on va entrainer
un classifieur (cf. Fig. 6.3). Nous avons choisi la technique de re´duction de dimen-
sionnalite´ MDS. Cette technique permet de mode´liser une action humaine spe´cifique
par un prototype discriminant repre´sente´ dans un espace de faible dimension. Dis-
criminant ici, signifiera que l’on espe`re obtenir des prototypes proches si les actions
sont similaires (i.e., appartenant a` une meˆme classe d’action humaine) (cf. Fig. 6.6,
6.7, 6.8, 6.9). Dans notre application, un prototype est un ensemble de points, dans
un espace de faible dimension, dans lequel chaque point mode´lise une image de la
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se´quence. Dans la base d’actions de Weizmann, l’action est pe´riodique. Nous avons
choisi une seule pe´riode pour chaque cycle d’action de notre base d’apprentissage au
lieu de plusieurs cycles conside´rant le fait que la technique MDS ge´ne´rera aussi un
prototype pe´riodique (a` un bruit pre`s) (cf. Fig. 6.10).
Pour construire notre base d’apprentissage de prototypes de faible dimension, on
proce`de comme suit:
1. Chaque cycle d’action de la base d’apprentissage est repre´sente´ par une se´quence
d’images binarise´e et pre´traite´e (cf. Algorithme 1) (dans laquelle chaque pixel
ne peut prendre que deux valeurs; 1 ou 0 si celui-ci a e´te´ pre´ce´demment e´tiquete´
mobile ou immobile) de meˆme hauteur H et largeur L et posse´dant le meˆme
nombre d’images Ni (dans notre application, nous avons pris 13 trames) pour
toutes les se´quences de la base d’apprentissage.
2. On applique ensuite l’algorithme de re´duction de dimensionnalite´ MDS sur cha-
cune des se´quences d’images binarise´e selon deux points de vue diffe´rents (cf.
Fig. 6.3);
(a) Le premier point de vue re´duit ce cube d’images temporellement, i.e.,
suivant l’axe du temps, en conside´rant chaque image binarise´e comme
un vecteur colonne de dimension N (N e´tant le nombre de pixels dans
l’image). Chaque image de la se´quence est re´duite en dimension 3 par la
technique MDS ce qui nous permettra de repre´senter chaque prototype,
associe´ a` chaque se´quence d’images, selon ce point de vue, par une tra-
jectoire de Ni points (i.e., une courbe de´crite par la succession des Ni
diffe´rents points ordonne´s et associe´s a` chaque image de la se´quence) dans
un espace tridimensionnel.
(b) Le deuxie`me point de vue re´duit ce cube d’images late´ralement, suiv-
ant l’axe des lignes (ou des y), en conside´rant la se´rie des H images
55
6.2. ME´THODE
late´ralement cre´e´es (dans ce cube de donne´es) de longueur Ni et de largeur
L. Chacune de ces images est re´duite en dimension 3 par la meˆme tech-
nique MDS ce qui nous permettra aussi de repre´senter chaque prototype,
associe´ a` chaque se´quence d’images, selon ce point de vue, par une trajec-
toire de l points dans un espace tridimensionnel.
La re´duction de dimensionnalite´ selon ces deux points de vue diffe´rents per-
mettra de repre´senter un cycle d’action donne´e en e´liminant la redondance
d’information et le bruit de deux fac¸ons diffe´rentes et comple´mentaires. Une
technique de fusion que l’on de´crira plus tard permettra de fusionner ces deux
prototypes efficacement afin de rendre notre syste`me de reconnaissance plus
performant. Les tests ont montre´ que la re´duction de dimensionnalite´ selon
le troisie`me point de vue (late´ralement selon l’axe des colonnes, ou des x)




Figure 6.3. Mode´lisation par re´duction de dimensionnalite´ non line´aire





La re´duction de dimensionnalite´ MDS est re´alise´ dans notre application par l’algorithme
FastMap de Faloutsos et Lin [22] qui est efficace, rapide et tre`s bien adapte´ pour les
re´ductions de dimensionnalite´ importantes comme notre application l’exige (ne´cessitant
pour les premiers et deuxie`mes points de vue respectivement, une re´duction d’une di-
mension N et H, le nombre de pixels dans l’image et la longueur de l’image a` la
dimension re´duite k = 3). La seule restriction est de conside´rer une mesure de dis-
tance (de dissimilarite´ entre objets) qui obe´it a` l’ine´galite´ triangulaire, ce qui est notre
cas puisque l’on conside´rera la distance Euclidienne.
Dans le cas d’une re´duction re´duite de dimension k, l’ide´e de base de cet algorithme
est de conside´rer que les Np objets de l’ensemble de donne´e sont des points dans
un espace de dimension n (n >> k) inconnu et d’essayer de projeter ces points
successivement sur k axes de coordonne´es mutuellement orthogonales en n’utilisant
comme donne´e d’entre´e que certaines distances de (dis)similarite´s entre pair d’objets.
6.2.7.2 Principe
Le coeur de cet algorithme est de projeter les diffe´rents objets (suppose´s de dimen-
sion initiale n) sur un axe de projection, soigneusement se´lectionne´. A` cette fin,
l’algorithme FastMap va choisir deux objets Oa et Ob, que l’on appelle pivots (et que
l’on apprendra plus tard a` choisir automatiquement) et conside´rer l’axe de projec-
tion passant a` travers ces deux pivots (de dimension n). La projection des objets de
l’ensemble de donne´es sur cet axe de projection est calcule´ a` partir du the´ore`me de









Figure 6.4. Illustration du the´ore`me de Pythagore pour la projection sur
l’axe de coordonne´ OaOb. Ici dai = D(Oa, Oi) repre´sente la distance
entre l’objet Oa et l’objet Oi.
Dans laquelle D(Oa, Ob) = da,b repre´sente la distance Euclidienne entre l’objet 0a
et l’objet Ob. Remarquons que dans le calcul de cette projection selon un axe, on
n’utilise que les distances entre certaines paires d’objets et que ce calcul, pour tous les
objets Oi (i = 1, . . . , Np) se fait en complexite´ line´aire. Remarquons aussi qu’apre`s
cette projection en dimension k = 1, on a pre´serve´ l’information de distance entre
paires d’objets. En effet, si Oi est proche du pivot Oa, xi sera petit et ainsi on a
re´solu le proble`me du MDS pour k = 1.
Cette me´thode est ge´ne´ralise´ dans le cas k = 2 puis pour n’importe quelle k par
l’ide´e de base du FastMap qui est de conside´rer que les objets sont des points dans
un espace de dimension n. Pour cela, on conside`re un hyperplan H de dimension
(n− 1) qui est perpendiculaire a` l’axe de projection (OaOb) et sur lequel on projette
nos objets. Soit O′i la projection de Oi (pour i = 1, . . . , Np). Cette strate´gie nous
permet de re´duire la dimension des objets de n a` (n− 1) et en utilisant le the´ore`me




2(Oi.Oj)− (xi − xj)
2 i, j = 1, . . . , Np (6.4)
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qui permet de recalculer la (dis)similarite´ entre paires d’objets en dimension (n −
1). La capacite´ a` re´aliser le calcul de ces (dis)similarite´s entre paires d’objets en
Figure 6.5. Projection sur un hyper-plan H, perpendiculaire a` la ligne
OaOb de la figure pre´ce´dente.
dimension (n−1) nous permet de projeter les donne´es sur un second axe de coordonne´,
contenu dans cet hyperplan H et donc orthogonal (par construction) au premier axe
de coordonne´ donne´ par la droite (OaOb). Cela permet ainsi de re´soudre le proble`me
MDS pour une dimension re´duite k = 2. Plus important encore, en appliquant les
meˆmes e´tapes re´cursivement k fois, on est donc capable de re´soudre le proble`me pour
n’importe quelle dimension re´duite.
6.2.7.3 Estimation des pivots
Il nous reste maintenant a` expliciter la proce´dure heuristique trouve´e par Faloutsos
et Lin [22] pour trouver les pivots Oa et Ob. L’objectif est de trouver un axe ou ligne
de projection la plus grande possible (refle´tant ainsi l’axe de dispersion maximale
des objets). A` cette fin, nous avons besoin de choisir Oa et Ob tel que la distance
D(Oa, Ob) soit maximale. Cela demanderait une complexite´ de O(N
2
p ). Pour rester
dans une complexite´ line´aire, les auteurs proposent un algorithme heuristique qui
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consiste simplement a` 1-) choisir arbitrairement un objet dans la base de donne´es
et le de´clarer comme e´tant le deuxie`me pivot Ob. 2-) Trouver l’objet Oa le plus loin
de Ob (selon la distance Euclidienne) puis 3-) trouver l’objet le plus loin de Oa et
remplacer Ob par lui. Les e´tapes 2-) et 3-) peuvent e´ventuellement eˆtre re´pe´te´es un
petit nombre de fois pour ame´liorer l’estimation mais toutes ces e´tapes restent en
complexite´ O(Np) a` une constante pre`s.
6.2.7.4 Pseudo-algorithme
Finalement, la re´duction de dimensionnalite´ d’une se´quence d’images par le FastMap




k: nombre de dimensions du nouvel espace re´duit
data: ensemble d’objets O = {O1,...,ONp} de taille Np
Sorties:




• if k ≤ 0 then return X
• d←d+ 1
• Trouver les pivots Oa et Ob
foreach objets i de O do
• Projection de Oi sur l’axe de coordonne´ (Oa, Ob)
Calcul xi en utilisant l’Eq. (6.3) : X[i, d] = xi
end
foreach objets i de O do
• Projection de Oi sur l’hyperplan perpendiculair a`
(Oa, Ob) en utilisant l’Eq. (6.4) ⇒ D
′()
end
call FASTMAP(k − 1, D′(),O)
Algorithme 2: FastMap
6.2.7.5 Calcul de la perte d’information
Toute re´duction de dimensionnalite´ s’accompagne d’une perte ine´vitable d’information.
Dans le cas du MDS, celle-ci peut eˆtre quantifie´e a` partir de la mesure de corre´lation
entre les diffe´rentes distances Euclidiennes de chaque pair de donne´es non re´duites
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(appelons X ce vecteur) et les distances Euclidiennes de ces paires de donne´es dans
l’espace re´duit (soit Y ce vecteur). La corre´lation ρ peut ainsi s’estimer par la relation:




X tY/|X| − X¯Y¯
σX σY
(6.5)
dans laquelle X t, |X|, X¯ et σX repre´sentent respectivement la transpose, la cardi-
nalite´, la moyenne et la l’e´cart type de X. Ce facteur de corre´lation (de Pearson) va
concre`tement quantifier le degre´ de de´pendance line´aire entre les variables X et Y
et ainsi quantifier si la technique MDS re´ussit effectivement a` conserver les distances
entre paires d’objets dans l’espace re´duit. Une corre´lation ide´ale de ρ = 1 indique
une corre´lation ou relation line´aire (positive) parfaite entre les donne´es non re´duites
et les donne´es re´duites (et donc aucune perte d’information) et une corre´lation de
ρ = 0 une perte totale d’information. Une corre´lation de ρ = 0.80, par exemple,
indiquera que la technique MDS utilise´e ne re´ussit a` conserver, que seulement 80%
des paires d’objets, une distance identique entre paires d’objets dans l’espace non
re´duit et l’espace re´duit. Dans notre application, les taux de corre´lation obtenus
pour les diffe´rentes classes (walk, run , skip, jack, jump, pjump, side, wave-
two-hands, wave-one-hand, bend) et selon chaque point de vue (vue 1, vue 2,
vue 3), montrent la proportion de l’information conserve´e lors de la projection d’un
cycle d’action sur les 2 axes conside´re´s, sont les suivants:
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Classe Vue 1 (%) Vue 2 (%) Vue 3 (%)
walk 83 69 54
run 79 68 56
skip 83 66 49
side 79 68 57
jack 80 68 60
wave1 88 64 56
wave2 91 63 56
jump 81 67 51
pjump 89 70 58
bend 80 68 52
Table 6.1. Taux de corre´lation obtenus pour les diffe´rentes classes
(walk, run ,skip, jack, jump, pjump, side, wave- two-hands,























































Figure 6.6. Deux prototypes donne´s par deux actions similaires selon le



















Figure 6.7. Deux prototypes donne´s par deux actions similaires selon le







































Figure 6.8. Deux prototypes donne´s par deux actions similaires selon le
point de vue 1 pour les actions: walk, jump, pjump.
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Figure 6.9. Deux prototypes donne´s par deux actions similaires selon le
point de vue 1 pour l’action: jack.
Figure 6.10. Prototype de la classe side mode´lisant deux cycles (ou
pe´riodes) d’action.
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6.2.8 Classifieur
La dernie`re e´tape de notre syste`me vise a` reconnaitre une action (parmi les m ex-
istantes) a` partir d’une se´quence vide´o en se basant sur les prototypes ge´ne´re´s dans
l’e´tape pre´ce´dente. Ces derniers semblent, en effet, visuellement semblables dans
chacune des classes, et diffe´rents d’une classe a` une autre. Pour sa simplicite´, nous
avons choisi le classifieur K-ppv, base´ sur une simple distance Euclidienne entre un
prototype inconnu et un prototype de la base d’apprentissage, afin de classer une
nouvelle entre´e. L’apprentissage dans ce cas, consiste a` stocker les diffe´rents proto-
types pour chacune des se´quences de notre base d’apprentissage. Rappelons que dans
notre application, le premier et le second prototype est respectivement une se´rie de
points ordonne´s exprime´s dans un espace re´duit de dimension 3D. Pour le premier
prototype, chaque i − th point du prototype de test (a` classer) est utilise´ comme
entre´ a` un k-ppv utilisant une distance Euclidienne 3D entre chaque i− th point de
chaque protoype de la base d’entrainement. Pour le premier prototype, le re´sultat de
classification de ces k-ppv, nous permet de ge´ne´rer un vecteur de score indiquant la
classe et le nombre de plus proches voisins du protoype (de la base d’entrainement)
posse´dant le plus grand nombre de plus proche voisins. Ce vecteur de score sera
exploite´ ensuite dans notre proce´dure de fusion.
6.3 La fusion de plusieurs points de vue
Afin de rendre notre syste`me de reconnaissance plus performant, nous proposons
et pre´sentons dans cettes section, une technique simple permettant de fusionner le
re´sultat de classification obtenu par diffe´rents prototypes issus d’une meˆme se´quence
d’action humaine extrait de la base d’apprentissage. Dans le cadre de cette e´tude,
nous avons teste´ la fiabilite´ de cette proce´dure lorsque ces prototypes sont donne´s par
une re´duction de dimensionnalite´ selon deux points de vue du cube de la se´quence
d’image vide´o tels que de´crit en section 6.2.6 (i.e., selon, l’axe temporel et l’axe
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des lignes (cf. Fig. 6.3). La re´duction de dimensionnalite´ selon ces deux de vue
diffe´rents permettra de repre´senter un cycle d’action donne´e en e´liminant la redon-
dance d’information et le bruit de deux fac¸ons diffe´rentes et comple´mentaires.
La classification des deux prototypes re´sultant de ces deux points de vue diffe´rents
a` l’aide de l’algorithme desK-ppv permettra d’obtenir deux vecteurs de scores re´sumant
le nombre de plus proches voisins appartenant a` chacune des classes (cf. Section
pre´ce´dente). Ces deux vecteurs seront ensuite simplement additionne´s et la classe
majoritaire de ce vecteur sera aussi la classe qui sera affecte´e au prototype inconnu.
Dans le cas d’une e´galite´ de classe possible, le syste`me lui donnera la classe inconnue
et supposera, plus tard, dans le calcul du taux de classification, qu’il s’agit simplement
d’une erreur.
6.4 Re´sultats des expe´rimentations
Afin d’e´valuer et de ve´rifier l’efficacite´ de notre syste`me de reconnaissance, nous
avons teste´ notre me´thode dans les meˆmes conditions communes a` celles des arti-
cles de re´fe´rence [1, 3, 26, 27, 35, 48, 63], c’est-a`-dire en employant d’une part la base
d’actions de Weizamnn et aussi la proce´dure d’e´valuation de validation croise´e (leave-
one-out, cf. section 5.4.1) pour estimer l’erreur de classification. On rappelle que cette
proce´dure consiste a` enlever un exemple de la base d’apprentissage, et d’entrainer un
classifieur sur les exemples restants. La proce´dure se re´pe`te plusieurs fois. Cela sig-
nifie qu’on obtient a` chaque ite´ration un nouveau mode`le. La matrice de confusion
donne´e par cette proce´dure de classification, et dans laquelle chaque colonne de la
matrice repre´sente le nombre d’occurrences d’une classe estime´e, tandis que chaque
ligne repre´sente le nombre d’occurrences d’une classe re´elle (le nombre d’actions bien
classe´ correspondent donc aux e´le´ments situe´s sur la diagonale), permet de mesurer
la qualite´ et la fiabilite´ du syste`me de reconnaissance. Les matrices de confusion
re´sume´es respectivement dans les Tables 6.2, 6.3 et 6.4 pour les trois points de vue
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1, 2 et 3 illustrent les diffe´rents re´sultats obtenus avec une valeur de K e´gale a` 1.
Pour une valeur de K = 1 utilise´e dans l’e´tape de classification (1-ppv), la fusion des
points de vue permet d’obtenir la matrice de confusion re´sume´e dans la Table 6.5 que
l’on peut comparer avec la matrice de confusion obtenue par les me´thodes re´centes
propose´es dans [1, 26, 27, 48, 63] (cf. Tables 6.6, 6.7, 6.8, 6.9 et 6.10). Pour un nombre
de K plus proches voisins utilise´s dans l’e´tape de classification e´gale respectivement a`
2, 3, et a` l’aide de la base fusionne´e, les matrices de confusion obtenues sont re´sume´e
dans les Tables 6.11 et Tables 6.12.
walk run skip jack jump p-jump side wave1 wave2 bend
walk 89 11
run 11 67 22
skip 11 22 45 11 11
jack 67 33
jmup 78 11 11





Table 6.2. Matrice de confusion obtenue par notre me´thode selon le point de
vue 1.
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walk run skip jack jump pjump side wave1 wave2 bend
walk 78 11 11
run 89 11
skip 22 67 11
jack 11 45 11 11 22
jump 33 34 22 11
pjump 11 11 78
side 11 89
wave1 22 66 22
wave2 11 11 78
bend 11 89
Table 6.3. Matrice de confusion obtenue par notre me´thode selon le point de
vue 2.
walk run skip jack jump pjump side wave1 wave2 bend
walk 67 22 11
run 22 11 34 22 11
skip 34 33 22 11
jack 34 22 22 11 11
jump 22 34 11 22 11
pjump 34 11 22 22 11
side 11 11 78
wave1 11 22 34 33
wave2 11 11 22 56 0
bend 11 11 78
Table 6.4. Matrice de confusion obtenue par notre me´thode selon le point de
vue 3.
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Table 6.5. Matrice de confusion obtenue par notre me´thode apre`s fusion des
deux prototypes pour K = 1.
walk run skip jack jump p-jump side wave1 wave2 bend
walk 89 11
run 80 10 10
skip 30 50 20
jack 100






Table 6.6. Matrice de confusion obtenue par Scovanner et al. [63].
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walk run skip jack jump p-jump side wave1 wave2 bend
walk 100
run 7 76 13 4
skip 16 64 20
jack 100
jmup 3 89 5 3
p-jump 2 98




Table 6.7. Matrice de confusion obtenue par Kui et al. [35].
walk run skip jack jump pjump side wave1 wave2 bend










Table 6.8. Matrice de confusion obtenue par Grundmann et al. [27].
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wave1 0.9 0.9 94.8 3.5
wave2 0.9 1.9 97.2
bend 0.9 99.1
Table 6.9. Matrice de confusion obtenue par Gorelick et al. [26].











Table 6.10. Matrice de confusion obtenue par Fathi et al. [1].
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walk run skip jack jump pjump side wave1 wave2 bend
walk 89 11
run 22 56 22








Table 6.11. Matrice de confusion obtenue par notre me´thode apre`s fusion des
deux prototypes pour K = 2.
walk run skip jack jump pjump side wave1 wave2 bend
walk 100
run 11 56 22 11
skip 22 22 23 11 11 11







Table 6.12. Matrice de confusion obtenue par notre me´thode apre`s fusion des
deux prototypes pour K = 3.
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Finalement, le tableau 6.13 montre la pre´cision obtenue par chaque expe´rience,
e´tant donne´ que la pre´cision est de´termine´e par le rapport du nombre d’actions
correctement reconnues sur le nombre total d’actions de la base. La performance
de notre syste`me de reconnaissance en fonction du parame`tre K est illustre´ par la
Figure 6.11. Finalement, le tableau comparatif 6.14 illustre la pre´cision de notre
syste`me de reconnaissance et la compare a` d’autres me´thodes re´cemment publie´es
[1, 3, 26, 27, 35, 48, 63].
Point de vue 1 Point de vue 2 Fusion
Nombre de k-ppv k=1 k=1 k=1 k=2 k=3
Taux de reconnaissance 75.8 71.3 92.3 76.8 80.2
Table 6.13. Un tableau re´sumant nos taux de reconnaissance pour les diffe´rentes



















Fathi et et al. [2008] 99.9%
Gorelick et al. [2007] 97.8%
Grundmann et al. [2008] 94.6%
Jia et et al. [2008] 90.9%
Klaser et al. [2008] 84.3%
Scovanneret et al. [2007] 82.6%
Niebles et al. [2007] 72.8%
Table 6.14. Un tableau comparant notre taux de reconnaissance avec d’autres
me´thodes re´cemment publie´es [1, 3, 26, 27, 35, 48, 63].
6.5 Remarques
D’autres expe´riences et strate´gies ont e´te´ effectue´es sur la base d’actions de Weizmann
qui nous ont permis d’e´laborer les remarques inte´ressantes suivantes:
• Les re´sultats obtenus pour les deux points de vue 1 et 2 avec une valeur de
k = 2, 3 sont aussi bons.
• Mode´liser les actions de la base selon le point de vue 2 ou` en se basant sur
plusieurs couches compose´es par une se´rie d’images dans la direction late´rale
du cube permet d’obtenir des re´sultats satisfaisant pour ce point de vue.
• Mode´liser les actions de la base par des prototypes ge´ne´re´s selon le troisie`me
point de vue (cf. Fig. 6.3) ne permet pas d’obtenir de tre`s bons re´sultats
de classement et la fusion en conside´rant ces trois prototypes de´gradent nos
re´sultats de classification. Le taux de reconnaissance obtenu selon le point de
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vue 3 est moins bon, e´gale a` 40.3 pourcent. Dans notre application, on pense que
la re´duction selon le point de vue 3 nous permet pas de distinguer l’information
de mouvement du bras et de la jambe de la droite vers la gauche.
• Mode´liser les actions de la base par des prototypes re´sultant de deux points
de vue diffe´rents (vue 1 et vue 2) en se basant uniquement sur l’information
de mouvements (diffe´rence de paires de trames) permet d’obtenir des taux de
reconnaissance moins bon.
• L’ajout de prototypes base´s sur l’information de mouvements (diffe´rence de
paires de trames) ne permet pas d’ame´liorer les re´sultats. De meˆme, vraisem-
blablement a` cause de ce fait; une distance entre deux prototypes base´e sur la
diffe´rence des positions de ces points et la diffe´rence de deux points successifs
(i.e., vecteurs directeurs de chaque couple de points successifs) ne permet pas
d’ame´liorer les re´sultats de classification.
• Translater l’ensemble des prototypes re´sultant de nos deux points de vue diffe´rents,
pour que ceux-ci de´butent tous initialement a` partir du point d’origine (0, 0, 0)
de notre espace tridimensionnel permet d’obtenir sensiblement les meˆmes re´sultats
de classification et ceci pour les diffe´rentes expe´riences re´alise´es.
• Mode´liser chaque classe par un mode`le repre´sentatif re´sultant de la moyenne
des diffe´rents prototypes permet d’obtenir des re´sultats bons mais pas aussi bon
que les re´sultats obtenus sans cette mode´lisation.
6.6 Discussion
L’analyse de la matrice de confusion nous permet de constater qu’on peut reconnaitre
tous les types d’actions existant dans la base. Le taux de reconnaissance de chaque
classe est variable d’une classe a` l’autre avec un taux de reconnaissance performant
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pour notre strate´gie. On trouve que l’erreur de classement dans chaque classe varie
selon le degre´ de ressemblance avec les autres classes. Cela signifie que les actions mal
classe´es par notre syste`me se trouvent en ge´ne´ral et tre`s logiquement dans les classes
les plus proches de la classe de test (c’est le cas par exemple de la classe wave1 ou
wave2 qui me´caniquement et visuellement reste tre`s similaire a` la classe d’action
jump ou encore de la classe skip et run). Dans notre application, on constate aussi
que les re´sultats obtenus selon chaque point de vue (vue 1 et vue 2) sont bons et
semblent effectivement comple´mentaires. On constate que les re´sultats obtenus selon
le point de vue 3 sont moins bons.
6.7 Conclusion
Dans ce chapitre, nous avons pre´sente´ un syste`me original de reconnaissance d’actions
humaines base´ sur la de´finition de deux prototypes ge´ne´re´s par une technique de
re´duction de dimensionnalite´ selon deux points de vue du cube des donne´es associe´
a` une se´quence d’images a` classer. Une pre´sentation de´taille´e des diffe´rentes e´tapes
de notre syste`me a e´te´ faite. Notre me´thode a ensuite e´te´ teste´ sur la ce´le`bre base
de Weizmann, suivie d’une comparaison avec d’autres approches existant dans la
litte´rature [1, 3, 26, 27, 35, 48, 63]. Notre me´thode est a` la fois simple et tre`s efficace
avec un taux de reconnaissance performant par rapport a` d’autres techniques qui
utilisent des caracte´ristiques spatio-temporelles et des me´thodes de classification plus
complexes pour classer les actions [1, 3, 26, 27, 35, 48, 63]. A` notre connaissance, cette
e´tude est la premie`re qui exploite conjointement, avec une re´duction de dimension-
nalite´ classique pour une se´quence d’images, un prototype ge´ne´re´ aussi selon une




CONCLUSION GE´NE´RALE ET PERSPECTIVES
Dans ce me´moire de maˆıtrise, nous avons pre´sente´ notre contribution a` la recherche
concernant l’e´tude d’un syste`me de reconnaissance automatique d’actions humaines
par vision par ordinateur. La plupart des e´tudes publie´es sur ce sujet exploitent
une repre´sentation ou des caracte´ristiques spatio-temporelle de l’action, c’est-a`-dire
utilisent des caracte´ristiques calcule´es spatialement et/ou temporellement sur l’ensemble
des images de la se´quence lues temporellement mais aucune e´tude, a` notre connais-
sance, exploite conjointement cette repre´sentation classique avec un prototype ge´ne´re´
aussi selon une direction du cube des donne´es (d’une se´quence d’images) qui soit
autre que temporelle. La similitude entre les actions dans chacune des classes et
la redondance inhe´rente de l’information nous a incite´ a` choisir un prototype base´
sur une technique de re´duction de dimensionnalite´ non line´aire et un algorithme de
classification non parame´trique base´e sur les K-ppv. Le syste`me de reconnaissance
d’actions humaines propose´, base´es sur la fusion de classification de deux prototypes
ge´ne´re´s a` partir de deux points de vue diffe´rents, nous a permis l’obtention de taux
de reconnaissance performant de 92.3% tout en utilisant un classifieur tre`s simple
(K-ppv). Les deux prototypes ge´ne´re´s par notre strate´gie, dans le cadre d’une recon-
naissance d’actions humaines sont tre`s comple´mentaires comme nous l’indiquent les
taux de classification obtenus pour les deux points de vue, respectivement de 75.8%
et 71.3%. La fusion de ces deux points de vue est aussi une originalite´ de notre
recherche.
L’e´valuation de notre mode`le porte sur une base d’actions constitue´e de 10 classes
ou actions diffe´rentes et re´alise´es successivement par 9 personnes. Toutes les actions
ont e´te´ utilise´es pour calculer le taux de reconnaissance en employant la technique
7.1 CONCLUSION GE´NE´RALE ET PERSPECTIVES.
de validation croise´e leave-one-out. Le syste`me propose´ permet de reconnaitre cor-
rectement un nombre important de la base fournie ainsi les erreurs produites par le
syste`me. Les re´sultats de classement sont inte´ressants avec un taux de reconnaissance
variable mais performant selon le nombre de K plus proches voisins utilise´s (K varie
de 1 a` 3 pour les diffe´rents tests effectue´s).
L’avantage de notre syste`me se manifeste par sa simplicite´ et son efficacite´ pour
donner une meilleure repre´sentation de l’action. Fonde´e sur les re´sultats obtenus en
fonction du parame`tre K, une piste est envisage´e pour ame´liorer l’efficacite´ de ce
syste`me. D’une part, on peut envisager une autre technique de classification plus
complexe en employant un classifieur plus performant comme le SVM ou les re´seaux
de neurones visant a` apprendre une fonction line´aire, ou non line´aire afin de mieux
de´tecter et discriminer entre les diffe´rentes classes.
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ANNEXE
MDS-Based Multi-Axial Dimensionality Reduction Model
For Human Action Recognition
Redha Touati and Max Mignotte
Universite´ de Montre´al
Abstract—In this paper, we present an original and efficient
method of human action recognition in a video sequence.
The proposed model is based on the generation and fusion
of a set of prototypes generated from different view-points
of the data cube of the video sequence. More precisely, each
prototype is generated by using a multidimensional scaling
(MDS) based nonlinear dimensionality reduction technique
both along the temporal axis but also along the spatial axis (row
and column) of the binary video sequence of 2D silhouettes.
This strategy aims at modelling each human action in a low
dimensional space, as a trajectory of points or a specific curve,
for each viewpoint of the video cube in a complementary
way. A simple K-NN classifier is then used to classify the
prototype, for a given viewpoint, associated with each action to
be recognized and then the fusion of the classification results for
each viewpoint allow us to significantly improve the recognition
rate performance. The experiments of our approach have been
conducted on the publicly available Weizmann data-set and
show the sensitivity of the proposed recognition system to each
individual viewpoint and the efficiency of our multi-viewpoint
based fusion approach compared to the best existing state-of-
the- art human action recognition methods recently proposed
in the literature.
Keywords-Human action recognition; Multi-axial reduction
of dimensionality; Gesture recognition; Multidimensional scal-
ing; FastMap; Weizmann data-set; K-Nearest Neighbor.
I. INTRODUCTION
The proliferation of video content on the web or in
everyday life makes human action recognition, one of the
key prerequisites for video analysis and understanding with
many important computer vision applications, such as video
surveillance, indexing and browsing, human-computer inter-
facing, recognition of gesture and analysis of sport events,
etc. [1], [2], [3], [4], [5], [6].
The goal of any unsupervised human recognition system
is to be able to automatically recognize low-level actions
such as running, walking, hand clapping, etc. from an input
video sequence and the main difficulty of this human motion
categorization [7] lies in representing the different types
of human motion with effective models both taking into
account the intra-class variations in appearance and size of
different individuals, and between-class variations, i.e., in
different action types with similar body shapes.
Various approaches for human action recognition have
been already proposed in the literature, and a way to classify
them into several categories may be considered depending
on the type of (e.g., static, dynamic or spatial-temporal)
features extracted from the spatial temporal information of
the video sequence and intended to model the human action
via the local or global description of the (spatial) human
body information and its (temporal) motion information [1].
Some approaches rely on local features to represent the
motion patterns and to capture local events in video. In
this way, Schuldt et al. [3] have used the spatial Harris 3D
detector. Building on the success of the histogram of gradient
(HOG) based descriptor for static images, an extension of
the SIFT descriptor to 3D was proposed in [9] as a new
local spatial-temporal descriptor for video sequences, which
was also further generalized in [7] for a quantization without
singularities based on regular polyhedrons. Jhuang et al. [4]
model each action class with a multilayer model based on the
set of spatial-temporal features extracted by the Gabor filters.
Niebles et al. [8] have proposed a hierarchical model that
can be characterized as a constellation of bags-of-features
and that is able to combine both spatial and spatial-temporal
features.
Mid-level motion features constructed from low-level op-
tical flow features can be also used as in [10].
Global temporal approaches rely on global features com-
puted on the whole time span of the action. In this context,
some authors have proposed to regard each human action
as 3D shape induced by the set of spatial silhouettes and
propose to extract a set of local and global spatial-temporal
features from this space-time shape with the generalization
of the Poisson equation [2], [11] or with a (3D) distance
transform [12]. Tseng et al. [5] have suggested to construct,
in a reduced dimensional space, a spatial and temporal
action graph which connects the different (dynamic) shape
variation of human silhouettes of a same human action. Saad
et al. [1] have proposed to use a set of spatial-temporal
kinematic features that intend to capture the representative
dynamics of the optical flow of the video sequence in the
form of its dominant kinematic modes. Each video is then
embedded into a kinematic-mode-based feature space and
the coordinates of the video in that space are then used
for classification. Bobik and Davis [6] have exploited a
temporal image template for stored instances of views of
known actions where the value at each point is a function
of the motion properties at the corresponding spatial location
in an image sequence.
The proposed method first relies on the exploitation of
a reliable, compact and discriminative representation of the
data cube containing the sequence of binarized silhouettes.
To this end, a set of (at most three) prototypes is thus
generated by using an MDS-based dimensionality reduction
technique with respect first to the time axis but also through
the spatial (row and column) axis of the binary video
sequence of 2D silhouettes. This strategy aims at modelling
each human action in a low dimensional space, as an ordered
set (or trajectory) of a few points (or a specific curve), for
each viewpoint of the video cube in a very complementary
way and thus with a minimal loss of reliable information.
A K-nearest neighbor classifier will be used to classify an
action on each view point and a simple and intuitive fusion
technique which allows us to achieve a recognition rate
performance close to the best state-of-the-art methods.
II. METHOD
A. Description
Our method is based on three stages:
• Preprocessing
• Prototype extraction
• Classification and Fusion
B. Preprocessing
The first step of this preprocessing consists in obtaining
the binary video sequence of 2D silhouettes (indicating only
the body position) for each human action. To this end, we
have subtracted the median background from each image
of the sequence and have then used a simple thresholding
technique. Once the body silhouette extraction is achieved,
an additional step of filtering by a classical 3 × 3 median
filter is then used to remove some misclassified pixels inside
and outside the binarized body silhouettes. The last step
consists in centering the gravity center of each silhouette
inside a rectangular fixed size bounding box (Nl × Nw)
with a translation vector (cf. Fig. 1). Finally we consider
only the first Ni = 13 frames of each sequence with a
step size variable according the class, which corresponds
approximately, for the Weizmann data-set, to the number of
frames typically occurring during a periodic cycle of human
action.
C. Prototype Extraction
This stage consists in building a set of (at most three)
prototypes or, more precisely, a set of reliable, compact and
discriminative representations of the data cube containing
the sequence of binarized silhouettes. To attain this goal, this
set of prototypes are herein generated by an MDS-based non
linear dimensionality reduction technique [14] from different
view-points of the video cube containing the sequence of
binarized silhouettes, namely
• The first viewpoint aims at reducing the dimensionality
of the image cube along the temporal axis of the
video sequence. To this end, every Ni silhouette image
frames in the Nl × Nw dimensions is converted into
Figure 1: Example of video sequence from the Weizmann
data-set after the preprocessing step to extract and center the
body silhouettes.
a N -dimensional (N = Nl × Nw) vector in a raster
scan manner and reduced to 3 dimensions by the
FasMap technique [15] (which is a fast alternative to the
MDS algorithm with a linear complexity). This strategy
aims at modelling each human action in a low 3D
dimensional space, as an ordered set of Ni points or
a specific curve (possibly periodic if Ni is greater, in
terms of number of images that the considered human
action cycle, cf. Fig. 3).
• The second viewpoint aims at reducing the dimension-
ality of the image cube through the spatial (line or
column) axis of the set of 2D binarized silhouettes (cf.
Fig. 2). For example, if we consider the axis of lines,
this amounts to considering the set of Nl images which
are laterally created in this data cube. These images are
then converted into a Ni×Nw-dimensional vector in a
raster scan manner and reduced to 3 dimensions by the
FasMap, thus generating, for this viewpoint, a trajectory
of Nl ordered points in a 3D dimensional space.
This multi-axial non-linear dimensionality reduction strat-
egy has several advantages. It allows us to obtain a set
of compact representations, retaining the most significant
information in each human action (by removing redundancy
in the data) in two different and complementary ways (with
a minimal loss of reliable information) while preventing, to
some extend, the classification model from over-fitting in
the training phase. In our application, this will allows us to
generate a compact and discriminative (set of) prototype(s)
which will be similar and consistent between the same action
of two different persons.
We can evaluate the efficiency of the FastMap technique
in its ability to reduce the dimensionality reduction of
a sequence of binarized silhouettes in two different and
complementary ways when this is achieved according to
different axis. To this end, we can easily compute the
correlation metric [13] which is simply the correlation of
94
Figure 2: Set of two prototypes or 3D curves generated
by a MDS-based dimensionality reduction according two
viewpoints or through two axis (namely; the temporal axis
and the line axis) on a sequence of binarized silhouettes.
Figure 3: Periodic prototype or 3D curve modelling two
human action cycles of the SIDE class (normalized between
[0, 1] for the visualizattion.
the Euclidean distance between each pairwise vectors in
the high dimensional space (let X be this vector) and
their corresponding (pairwise) Euclidean distances in the
low (3D) dimensional space (let Y be this vector). The
correlation ρ can be estimated by the following equation:




XtY/|X | − X¯Y¯
σX σY
(1)
where Xt, |X |, X¯ and σX respectively represent the trans-
pose, cardinality, mean, and standard deviation of X . This
correlation factor (Pearson) will specifically quantify the
degree of linear dependence between the variables X and
Y and quantify how the FastMap technique is able to give
a low dimensional mapping in which each object is placed
such that the between-object distances (in the original high
dimensional space) are preserved as well as possible [14].
A perfect correlation ρ = 1 indicates a perfect relationship
between original data and reduced data and a correlation of
ρ = 0 indicates a total loss of information. The following
table shows the mean correlation coefficient obtained on the
Weizmann data-set for each viewpoint:











Table I: Mean correlation rate in percentage for the MDS-
based dimensionality reduction with the FastMap technique
according to two viewpoints; namely the temporal axis
(viewpoint 1) and the line axis (viewpoint 2) for each human
action class.
Table I shows us first that the MDS procedure is able
to preserve a large quantity of structural information of the
original data set and that the main efficient way to reduce
the dimensionality of the information contained in the video
cube consists in doing this for each image of the video
cube commonly generated along the temporal axis direction
(viewpoint 1) compared to the line-axis direction (viewpoint
2). Nevertheless, we will see, in the following section, that
the second viewpoint generates a second prototype which is
very complementary to the first one, in terms of classification
accuracy.
D. Classification and Fusion
Let us recall that, in our application, the first and second
prototype is respectively a set of Ni and Nl ordered points
in a (reduced) 3D dimensional space.
For the first prototype, each i-th point (1≤ i≤Ni) of a test
prototype (to be classified) is used to feed a non-parametric
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K-Nearest Neighbor (KNN) classifier using a 3D Euclidean
distance between each i-th point (and thus trained with the
set of i-th points of each prototype belonging to the training
set). For the first prototype, the result of these Ni KNN
classification results allows us to generate a score vector
both indicating the class and the sum (over the K-nearest
neighbors) of the number of nearest points of the prototype
(of the training set) with the most nearest points.
Our fusion procedure then consists simply in adding
the two score vectors generated by the first and second
viewpoint and to classify a test prototype by the majority
class. If there is no majority class, our recognition system
will produce a classification error.
III. EXPERIMENTAL RESULTS
To evaluate the efficiency of our human action recognition
system we validate our approach on the famous Weiz-
mann data-set [11]. This data-set contains 10 action classes
performed by 9 different human subjects. The actions in-
clude bending (bend), jumping jack (jack), jumping-forward-
on-two-legs (jump), jumping-in-place-on-two-legs (pjump),
running (run), galloping-sideways (side), skipping (skip),
walking (walk), waving-one-hand (wave1) and waving-two-
hands (wave2). There are totally 93 video sequence (180×
144, 25 fps) since some types of actions are performed twice
by some individuals. In order to validate our procedure, we
replicate the scenario proposed in [8], [9], [7], [5], [10], [12],
[11]. More precisely, for every video sequence, we perform a
leave-one-out procedure, i.e., we remove the entire sequence
from the database while other actions of the same individual
remain. Each video cube of the removed sequence is then
compared to all the remaining video cube examples in the
database and is classified, in our application, with our KNN-
based fusion procedure.
The confusion matrix for each viewpoint is shown in
Tables II and III and illustrate the different classification
results obtained with K = 1 for each class. The confusion
matrix given by our fusion procedure combining these
two viewpoints is shown in Table IV (in our application,
K = 1 allows us to obtain the best classification accuracy).
Finally, the Table V shows us the recognition rate obtained
respectively for each viewpoint and for the fusion procedure
combining these two viewpoints. In our application, the third
viewpoint according to the column axis does not allow us
to improve the recognition rate.
IV. DISCUSSION
It can be observed (see V) that we can recognize all
types of actions existing in the data-set with very good
performance results on most of the actions except some
of them (e.g., JACK and JUMP). We can also notice that
some misclassified action classes, given by our system, are
walk run skip jack jump pjump side wave1 wave2 bend
walk 0.89 0.11
run 0.11 0.67 0.22
skip 0.11 0.22 0.45 0.11 0.11
jack 0.67 0.33
jmup 0.78 0.11 0.11





Table II: Confusion matrix associated to viewpoint 1.
walk run skip jack jump pjump side wave1 wave2 bend
walk 0.78 0.11 0.11
run 0.89 0.11
skip 0.22 0.67 0.11
jack 0.11 0.45 0.11 0.11 0.22
jump 0.33 0.34 0.22 0.11
pjump 0.11 0.11 0.78
side 0.11 0.89
wave1 0.22 0.66 0.22
wave2 0.11 0.11 0.78
bend 0.11 0.89
Table III: Confusion matrix associated to viewpoint 2.











Table IV: Confusion matrix associated to the fusion of the
two viewpoints.
View point 1 View point 2 Fusion
Number of K-NN K=1 K=1 K=1
Recognition rate 75.8 71.3 92.3
Table V: Table show the recognition rate of each view point
and the fusion.
generally and very logically in the action classes which are
physically the closest to the test class; this is the case for in-
stance of the class WAVE1 or WAVE2 which are mechanically
and visually similar to the action class JUMP or class SKIP
and RUN. These action classes are very similar between them
in the way the subjects move and bounce across the video
sequence. We can also note that the classification results
obtained by each individual viewpoint seem complementary.
We have compared the accuracy of our approach with other
state-of-the-art (recently published) methods using the leave-
one-out procedure and the Weizmann data-set [8], [9], [7],
[5], [10], [12], [11] in the Table VI.
V. CONCLUSION
In this paper, we have presented an original and sim-
ple human action recognition system based on a set of
(two) compact and discriminative prototype models which
is similar and consistent between the same action of two
different persons. In our application, these two prototype
models are generated from an MDS-based multi-axial non-




Fathi et al. 99.9%
Gorelick et al. 97.8%
Grundmann et al. 94.6%
Jia et al. 90.9%
Klaser et al. 84.3%
Scovanner et al. 82.6%
Niebles et al. 72.8%
Table VI: Comparison with other state-of-the-art methods
[8], [9], [7], [5], [10], [12], [11].
advantages. It allows us to retain the most significant
information in each human action in two different and
complementary ways and also give a better representation
of the action in low dimension, while preventing, to some
extend, the prototype model-based classification scheme
from over-fitting in the training phase. This set of two
prototypes contains rich and descriptive information about
the action performed and this is clearly demonstrated by
the success of the relatively simple classification scheme
used in our application (KNN classification and Euclidean
distance). Experimental results demonstrate that our method
can accurately recognize human actions and outperforms
some, more complex, state-of-the-art recognition methods on
a publicly available action data-set. Finally, it is also worth
mentioning that our recognition performance can also be
easily improved by using a more sophisticated and powerful
classification strategy such as the SVM classifier or a deep
neural network.
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