We propose an algorithm to approximate each class region by a small number of approximated convex hulls and to use these for classification. The classifier is one of non-kernel maximum margin classifiers. It keeps the maximum margin in the original feature space, unlike support vector machines with a kernel. The construction of an exact convex hull requires an exponential time in dimension, so we find an approximate convex hull (a polyhedron) instead, which is constructed in linear time in dimension. We also propose a model selection procedure to control the number of faces of convex hulls for avoiding over-fitting, in which a fast procedure is adopted to calculate an upper-bound of the leave-one-out error. In comparison with support vector machines, the proposed approach is shown to be comparable in performance but more natural in the extension to multi-class problems.
Unfortunately, we know that the number of facets can be of order n ⌊ m 2 ⌋ [5] . 76 Therefore, we propose to use an approximated convex hull that has a rea-77 sonable number of facets. To do this, we consider another expression of a 78 convex hull. We use support functions [11] for the new expression, which is 79 similar to H-representation but needs an infinite number of half-spaces. A 80 support function of a unit vector w ( w = 1) is given by Here, h(S, w) = {y| y, w = H(S, w)} is called a support plane. The convex 84 hull is an area that is surrounded by support planes h(S, w) for all w ∈ W 0 .
85
An example of the convex hull constructed by support planes is shown in 86 Fig. 1 . As an example of the support plane, h(S, w) with angle θ is also 87 shown. 88 We notice that a finite subset W ⊂ W 0 gives an approximate convex hull 89 conv(S, W ) and thus a good selection of W derives a good approximation. Of 90 course, instead of W , we can use the vectors corresponding to F (C). Then the exact convex hull is obtained. However, as described before, the number 92 of facets can grow exponentially in dimension. Therefore, we use a constant 93 number of facets by letting K = |W | be constant. open on the side opposite the decision boundary.
109
We can also define the margin M(S, T, w) between S and T in direction
Note that when S and T are linearly separable, there exists a sup- Here D takes a positive value for x outside conv(S, W 0 ) and a negative 118 value for x strictly inside conv(S, W 0 ). The closer x is to ∂conv(S, W 0 ), 119 the smaller the absolute value is. Note that the general calculation problem 120 of D(x, ∂conv(S, W 0 )) is known to be NP-hard [12, 13] . In our case, since we 121 will use a finite set W ⊂ W r , we can calculate the distance D(x, ∂conv(S, W )) 122 in a linear order of |W | as
An example is shown in Fig. 3 . The method for calculating the distance 124 D(x, ∂conv(S, W )), where conv(S, W ) is the approximate convex hull speci-
Algorithm

136
The following algorithm is applied class by class. we repeat these procedures L times, so that the total order is O(LKn + n − ).
164
Here the time complexity with respect to dimensionality m is omitted, but 165 it is linear because we can obtain all necessary values by the inner product 166 between two vectors in an m-dimensional space. Regarding L as a constant 167 and regarding n + and n − as the same complexity as the total sample number 168 n, we have O(Kn 2 m). It is also noted that the complexity to measure the 169 distance of a query sample to one convex hull with K facets is O(Km 199 To emphasize the number of facets, we call an approximated reflective made by the closest convex hull, the time complexity is O(cLKm).
212
An example is shown in Fig. 4 . Figure 4 shows the approximate class 213 regions for 2-dimensional iris data consisting of two principal components.
214
The original data is taken from a database [15] . The value of K is 50. There 215 are five K-ARCHs covering all samples. In Fig. 4 , we can confirm that 1) the 216 approximated convex hulls are larger than the corresponding exact convex 217 hulls, 2) the convex hulls are often unbounded, and 3) the decision boundary 218 is taken to keep the maximum margin locally.
Model Selection 220
In reference [8], we used a fixed value of K for each dataset. It is expected 221 to raise the performance of the proposed K-ARCH algorithm by choosing the 222 optimal value of K. Unfortunately, it is not so easy to solve this optimiza-223 tion problem because the performance evaluation is theoretically difficult.
224
Therefore, in this paper we propose a model selection procedure to find a 225 suboptimal value of K. In the following, we will show the efficacy of this design. However, in the case of more than one convex hull being taken in a 241 class, a vertex of one convex hull can be covered by another. Figure 5 shows (2)
Here, in the numerator we count the number of samples that can change the 248 classifier if one of them is left out of training.
249
We use the value on the right-hand side of (2). Obviously, there is a trade-250 off between |V e | and |Z|. The greater is the number of convex hulls, the larger 251 is the size of |V e |, while the smaller is the number of samples that are not 252 included in any convex hull, the smaller is the size of |Z|. In addition, a large 253 number of K increases the number of approximate convex hulls because a 254 more acute angle is allowed in a convex hull with a large variety of direction 255 vectors. We therefore use the right-hand side term of (2) as our criterion. 
Experiments
257
To construct W of unit vectors, we used n p positive samples and n p (c −1) 258 negative samples, so that K = n 2 p (c − 1) unit vectors were chosen randomly, 259 where c is the number of classes. In the following, we changed the value of 260 n p in [1, 50] , thus, K in [c − 1, 2500(c − 1)].
261
We used 9 datasets taken from the UCI machine learning repository [15] .
262
In Table 1, used [17] . For the K-ARCH algorithm, we used K * -ARCHs for classification, 281 where K * is the value of K attaining the minimum LOO upper bound of (2).
282
The results are shown in Table 2 .
283
In Table 2 , it is noted that K * -ARCH outperforms SVM in more than 284 half of the cases (5/9). Note that three problems of the remaining 4/9 cases 285 are all easier or well-separated class problems. Indeed, in these three prob-286 lems (balance-scale, iris and ionosphere), the recognition rates are over 287 90%. This might mean that K-ARCH tends to generate a slightly more com-288 plicated decision boundary compared with that of SVM. Note that a large 289 number K * is chosen for more difficult problems. This implies that K-ARCH 290 formed a complex boundary. Note also that the number of (effective) vertices 291 is often less than the number of support vectors. This means that K * -ARCH 292 often has higher sparsity than SVM. 293 We can see the details in some datasets in Fig. 6 . From Fig. 6 , we see that 294 after reaching the optimal value K * , the testing error is no longer significantly 295 reduced. In general, a model selection criterion is expected to form a valley 296 to simulate the testing error, but this is not the case. This implies that 297 K-ARCH does not change its decision boundary even if the model becomes 298 more complicated than necessary. We can interpret this phenomenon as 299 follows. Even if the facets increase more than necessary, they are limited in 300 the location opposite to the decision boundary. Such a situation is shown 301 in Fig 7. As can be seen in Fig 7, such a On the other hand, the K-ARCH algorithm keeps (locally linear) maximum 316 margins in the original space, though the margins are measured between 317 closest pairs of K-ARCHs of two different classes. As a result, in some cases, 318 the latter finds a better decision boundary than the former as shown in Fig. 8 . The K-ARCH algorithm is also advantageous to SVM in extension to 321 multi-class problems. Typically one-against-other strategy is adopted to use 322 two-class SVM for multi-class problems, though some multi-class SVMs have 323 been studied (e.g., see [18] ). It is known, however, that such an extension 324 does not work in some cases [19] . On the contrary, K-ARCH algorithm can 325 naturally deal with multi-class problems because it finds a set of K-ARCHs 326 in each class and classify a sample to the class of the closest K-ARCH.
327
Note that we can see the example of Fig. 8 as a 3-class problem by re-328 garding two clusters of one class (denoted by circles) as two different classes.
329
Then the problem of inappropriate decision boundary of SVM still remains
In the usage of SVMs, the choice of a kernel and its parameters can be 332 problematic. In this respect, K-ARCH is advantageous because the critical
