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Abstrakt 
 
Táto bakalárska práca je zameraná na možné aplikácie umelých neurónových 
sietí v oblasti počítačového videnia.  Práca obsahuje teoretické znalosti z okruhu 
umelých neurónových sietí, a z okruhu spracovávania obrazu.  Je prediskutované 
s akou úspešnosťou môžu byť neurónové siete aplikované pri jednotlivých 
krokoch počítačového videnia,  ktoré typy neurónových sietí sú vhodné pre 
jednotlivé kroky, a aké problémy sa vyskytujú pri ich použití. 
Práca sa podrobnejšie zaoberá s problematikou klasifikácie a porozumenia 
obsahu obrazu.  Je ukázané, ako funkčnosť neurónových sietí môže byť výhodná 
pri týchto aplikáciách.  Ako súčasť práce bolo vytvorený vlastný program na 
demonštráciu klasifikačných schopností neurónových sietí.  Je ukázané, ako je 
vytvorená a natrénovaná umelá neurónová sieť na rozpoznávanie rukou písaných 
číslic.  Na takto vytvorenej neurónovej sieti boli vykonané rôzne testy, na 
základe čoho som došiel k záveru, že používaná sieť pracuje dobrým pomerom 
úspešnosti, ale je citlivá na zmeny vstupných vzorov: zmena veľkosti, 
a posunutie.  Bolo navrhnutých niekoľko možných riešení na odstránenie tohto 
problému. 
 
Kľúčová slová: neurón, umelá neurónová sieť, spracovávania obrazu, počítačové 
videnie, predspracovanie, segmentácia, popis objektu, porozumenie obsahu 
obrazu, klasifikácia, ručne písané číslice  
  
Abstract 
 
This bachelor’s thesis centralizes on the possible uses of neural networks in the 
field of computer vision.  This work contains basic theoretic knowledge of the 
field of neural networks and image processing.  It discusses how successfully 
can neural networks be applied through the separate steps of image processing, 
what kind of neural networks are suitable for these steps, and what are the 
problems that might appear with their use. 
The work discusses the fields of classification and image understanding in a 
more detailed level.  It’s shown how the use of neural networks can be 
appropriate in these applications.  An own program was created as part of this 
work to demonstrate the classification capabilities of neural networks.  It’s 
shown a neural network is created and trained for the recognition of handwritten 
numbers.  The trained neural network was subject to different tests, through 
which the conclusion was reached, that it works with a high success rate, but is 
sensitive to changes in the input objects: change of size and location.  A number 
of possible solutions were designed for this problem. 
 
Key words: neuron, artificial neural network, image processing, computer 
vision, preprocessing, segmentation, object description, image understanding, 
classification, hand written numbers 
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1. ÚVOD 
 
Neurónové siete sú matematické modely vytvorené podľa činnosti základnej 
bunky ľudského mozgu – neurónov.  Pôvodným cieľom výskumu bolo pochopenie a 
modelovanie funkčnosti ľudského mozgu, ale štúdium neurónových sietí sa rozvíjalo 
do výskumu jedného výkonného nástroja pre umelú inteligenciu.  Neurofyziológia 
teraz už slúži najmä len ako inšpirácia, a nie je nutné, aby modely skutočne 
reprodukovali funkčnosť nervového systému človeka.  Modely sú už rozvíjané najmä 
podľa potreby pre daný problém.   
V posledných šesťdesiatich rokoch, odkedy sa najprv začali zaoberať 
umelými neurónovými sieťami, boli používané pre riešenie mnohých typov 
problémov. Jedna oblasť, v ktorej sa ich použitie veľmi rozvíjalo je počítačové 
videnie. Cieľom tejto práce je zhrnutie a diskutovanie možných vyžití neurónových 
sietí v tejto oblasti, so zámerom hlavne na porozumenie obsahu obrazu. 
V prvých dvoch kapitolách práce je zobrazený vývoj neurónových sietí 
a princíp ich činnosti, a predstavené základy spracovávania obrazu.  Potom 
v kapitole 4. nasleduje analýza jednotlivých krokov spracovávania obrazu s ohľadom 
na to, aké typy neurónových sietí sú použiteľné pre daný úkol, a aké problémy sa 
vyskytujú pri ich použití.  Posledný krok spracovávania obrazu, porozumenie obsahu 
obrazu, je diskutovaná podrobnejšie v kapitole 5.   
Hlavnou časťou práce je aj popis vlastného programu (kapitola 6.), ktorý bol 
vytvorený na demonštráciu funkčnosti umelých neurónových sietí v tejto oblasti.  Je 
ukázané, ako sa prispôsobuje zmena vstupných parametrov k úspešností neurónovej 
siete.   
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2. UMELÉ NEURÓNOVÉ SIETE  
Umelá neurónová sieť je výpočtový model, zostavený na základe abstrakcie 
vlastností biologických nervových systémov.  V tejto kapitole sú napísané znalosti 
o vzniku umelých neurónových sietí, základoch funkčnosti neurónu a umelých 
neurónových sietí.   
2.1 HISTÓRIA VÝSKUMU UMELÝCH NEURÓNOVÝCH SIETÍ 
[16] 
 
Ako prvá práca zaoberajúca sa s umelými neurónovými sieťami je 
považovaná publikácia od Warrena McCullucha a Waltera Pittsa zverejnená v roku 
1943 [7].  Autori vytvorili jednoduchý matematický model neurónu a ukázali 
schopnosť neurónu vypočítať jednotlivé aritmetické a logické operácie. Už aj táto 
práca inšpirovala mnohých vedcov, ale skutočný záujem o neurónové siete priniesla 
až kniha Donalda Hebba z roku 1949 Organization of Behavior [3]. V tejto knihe 
navrhoval učiaci pravidlo medzineurónových rozhraní, a pomocou toho bol schopný 
vysvetliť aj nejaké experimentálne výsledky z psychológie.  
Nasledujúci dôležitý krok bol v roku 1957, kedy Frank Rosenblatt navrhol 
model, ktorý nazval perceptron. Je to zovšeobecnenie verzie modelu McCullucha 
a Pittsa, ktoré je doteraz používané ako základný model neurónu.  K tomuto modelu 
navrhoval aj úspešný učiaci algoritmus, ktorého funkčnosť aj matematicky dokázal.  
Jeho výsledky prebudili veľký záujem, a na základe jeho výskumu zostrojili prvý 
neuropočítač v rokoch 1957-58. Krátko po objave perceptronu pod vedením  
Bernarda Widrowa bol vytvorený ďalší neurónový model ADALAINE, ktorý 
používal nový učiaci algoritmus, ktorý sa používa aj dodnes. Widrow neskôr založil 
aj prvú firmu zaoberajúci s výrobou  hardware neuropočítača.   
Veľký záujem 50-tych a 60-tych rokoch o neurónové siete klesal okolo konca 
60-tych rokov. Dovtedy skoro všetky dosiahnuté výsledky boli len experimentálne, 
a stále existovali veľké nevyriešené problémy. Hlavným dôvodom poklesu záujmu 
bolo však kniha Percetrons od M. L. Minskyho a S. A. Paperta, publikovaná v roku 
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1969 [8], v čom autori kritizovali užitočnosť neurónových sietí.  Pre svoj argument 
využívali fakt, že jeden perceptron nie je schopný vypočítať základnú logickú 
funkciu XOR (vylučujúce alebo), a to chybne zovšeobecnili aj na iné neurónové 
siete. Vývoj neurónových sietí prestalo byť financovaný, a preto medzi rokmi 1967 
až 1982 nové výskumy prebehli len izolovane, a hlavne mimo USA.  
Na začiatku 80-tych rokov sa mnoho talentovaných vedcov znovu začalo 
zaoberať neurovýpočtami.   V rokoch 1982 a 1984 fyzik John Hoppfield publikoval 
články, v ktorých ukázal podobnosti medzi modelmi magnetických materiálov 
a neurónových sietí.  Jeho práca stala predmetom veľkej pozornosti.   
Ďalší pokrok sa stal v roku 1986, keď bola publikovaná práca Rumelharta, 
Hintona a Williamsa, v ktorej popísali algoritmus spätného šírenia chýb pre 
viacvrstvovú neurónovú sieť - algoritmus backpropagation.  S tým vyriešili problém, 
kvôli čomu zastal výskum vo 60-tych rokoch.  
V roku 1987 sa uskutočnila prvá medzinárodná konferencia na tému 
neurónové siete (IEEE International Conference on Neural Networks), a odvtedy 
vznikli mnoho nové výskumné ústavy.  Od tejto doby až dodnes výskum 
neurónových sietí sa rozvíjal, a pre ich použitie objavujú stále nové oblasti. 
 
 
2.2 NEUROFYZIOLOGICKÉ MOTIVÁCIE  [16] 
 
Pretože umelé neurónové siete v základe modelujú skutočný nervový systém 
človeka, pre pochopenie funkčnosti umelých neurónových sietí pomôže znalosť o 
funkčnosti skutočného neurónu. Neuróny sú samostatné bunky určené na prenos, 
pracovanie a uchovanie informácie.  Základná štruktúra biologického neurónu je 
viditeľná na obr. 1. 
Mozgová kôra človeka je tvorená 13 až 15 miliardami neurónov, ktoré sú 
vzájomne spojené. Jednotlivé neuróny prijímajú signál z okolia od ostatných 
neurónov, spracovávajú ich, a posielajú spracované signály ostatným neurónom.  
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Všetky neuróny pracujú súčasne, a na základe toho bolo vytvorená charakteristická 
vlastnosť umelých neurónových sietí: paralelné spracovávanie.  
 
Obr. 1: Biologický neurón [1] 
 
Terminály axonu sa môžu spojiť s dendritmi iných neurónov a pomocou tzv. 
synapsie predať informácie pomocou elektrických impulzov – miera synaptickej 
priepustnosti je nositeľom informácie. Po každom prechode signálu sa synaptická 
priepustnosť mení, to je predpokladom pamäťovej schopnosti neurónu.  Pripojenia 
neurónu sa nekonečne menia: v priebehu učenia sa nové synaptické spoje vytvoria, 
a pri zabudnutí sa spoje prerušia.  
 
2.3 MATEMATICKÝ MODEL NEURÓNU  
 
Základom matematického modelu je tzv. formálny neurón (obr. 2).  Je to 
model formulovaný podľa biologického neurónu.  
Neurón má n reálnych vstupov (x1...xn), ktoré sú ohodnotené zodpovedajúcimi 
synaptickými váhami (w1...wn), ktoré určia ich priepustnosť. Suma vstupných hodnôt 
udáva vnútorný potenciál neurónu: 
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Obr. 2: Formálny neurón 
 
Podľa hodnoty vnútorného potenciálu indukuje neurón na výstupe y výsledok 
tzv. prenosovú funkciu  
 )(y  (2.2) 
Najjednoduchšia forma prenosovej funkcie je tzv. ostrá nelinearita: 
  (2.3) 
Hodnotu h nazývame prahovou hodnotou, pretože pri dosiahnutí tejto 
hodnoty vnútornej potenciálu začína indukovať výstup neurónu.  Je možné 
dosiahnuť, aby prenosová funkcia mala nulový prah s použitím tzv. biasu (w0  = -h) 
kde je používaný vlastný prah neurónu so záporným znamienkom ako váha 
formálneho vstupu x0 = 1. 
 
Ako prenosovú funkciu vedľa ostrej nelinearity používajú aj iné typy funkcie 
s podobnou tvarou, ako štandardná (logistická) sigmoida (2.4): 
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



e1
1
 (2.4) 
Oproti ostrej nelinearity táto funkcia má veľkú výhodu, že je spojitá, a kvôli 
tomu je to najčastejšie používaná prenosová funkcia.  
 
Obr. 3: Tvar prenosových funkcie [16] 
 
2.4 NEURONOVÉ SIETE  [16] 
 
Neurónové siete sa skladajú z viacerých formálnych neurónov, ktoré sú 
spojené tak, že výstup jedného neurónu je vstup iných neurónov (tak isto, ako 
terminály axonu skutočného neurónu sú spojené s dentritmi iných neurónov).  
Vzájomné pripojenie neurónov v sieti vytvorí tzv. topológiu siete.  Podľa účelu 
použitia (a takto umiestnenie v architektúre) rozlišujeme neuróny vstupné, skryté 
a výstupné. Informácie sa šíria od vstupných neurónov k výstupným neurónom, ich 
šírenie a spracovávanie je umožnené zmenou stavu neurónov nachádzajúcich sa na 
tejto ceste. Stavy jednotlivých neurónov vytvoria tzv. stav siete, a hodnoty 
synaptickej váhy spoja predstavujú tzv. konfiguráciu siete. 
Neurónové siete sa časom vyvíjajú, zmenia ich pripojenie, stavy a váhy.  Tie 
zmeny sa odohrávajú v troch režimoch práce: organizačný režim (zmena topológie), 
aktívny režim (zmena stavu) a adaptívny režim (zmena konfigurácie).  Na rozdiel od 
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biologických neurónov, kde sa tri režimy dynamiky odohrávajú súčasne, pri umelých 
neurónoch príslušné zmeny prebehajú jednotlivo.  Dynamiky neurónovej siete sú 
obvykle zadané počiatočnými stavmi, a nejakým matematickým pravidlom, podľa 
čoho sa vyvíjajú príslušné charakteristiky siete v čase.   
 
2.4.1  Organizačný režim  
V organizačnom režime sa vytvorí topológia siete.  Najčastejšia zmena 
v architektúre siete je pridávanie nových neurónov a príslušných spojov.  Základné 
dva typy topológie sú cyklické (rekurentné) a acyklické (dopredné – feed-foreward) 
siete.  Existujú tzv. úplné topológie cyklickej neurónovej siete, kde výstup 
ľubovoľného neurónu je vstup všetkých ostatných neurónov. V acyklickej topológii 
naopak cykly neexistujú a cesty vedia len jedným smerom. 
Pri acyklických sietí neuróny tvoria tzv. vrstvy.  Nultá vrstva sa nazýva 
vstupná vrstva ktorú tvoria vstupné neuróny, potom sa nachádzajú skryté vrstvy, 
ktoré sa skladajú z pracovných neurónov, a posledná vrstva sa nazýva výstupná 
vrstva tvorená výstupnými neurónmi.  Obvykle vstupy všetkých neurónov danej 
vrstvy sú spojené výstupmi všetkých neurónov predchádzajúcej vrstvy (v prípade, že 
by niekde nemal byť spoj, príslušné váhy sú nastavený na nula).   
 
Obr. 4: Príklad architektúry doprednej neurónovej siete [16] 
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2.4.2  Aktívny režim  
Aktívna dynamika špecifikuje počiatočný stav siete, a spôsob jeho zmeny 
v čase s pevnou topológiou a konfiguráciou.  Na začiatku aktívneho režimu vstupné 
neuróny sú nastavené na tzv. vstup siete, a ostatné neuróny sú v uvedenom 
počiatočnom stave.  Po inicializácii stavu siete prebieha vlastný výpočet.  Počas 
aktualizácie jednotlivých neurónov vypočítajú ich vnútorné potenciály, a podľa toho 
a tvaru aktivizačnej funkcie zmenia ich výstupy. Väčšinou sa predpokladá, že 
aktualizácie prebehnú v diskrétnych časových krokoch. V každom časovom kroku sa 
aktualizuje stav jednej alebo viac neurónov na základe ich vstupov, t.j. stavy 
neurónov, ktorých výstupy sú vstupy aktualizovaných neurónov.  Pri acyklických 
neurónových sieťach sú občas jednotlivé vrstvy, začínajúce vstupnou vrstvou,   
aktualizované naraz. 
 
2.4.3  Adaptívny režim  
V adaptívnom režime sa odohráva vlastné učenie siete.  Adaptívna dynamika 
špecifikuje počiatočnú konfiguráciu siete, a to, akým spôsobom sa zmenia váhy po 
jednotlivých krokoch učenia. Súhrn možných konfigurácií siete tvorí tzv. váhový 
priestor neurónovej siete.  Na začiatku adaptívneho režimu sú synaptické váhy 
nastavené na počiatočné konfigurácie (v mnohých príkladoch to znamená náhodné 
nastavenie podľa daného intervalu možných hodnôt). Podobne, ako v aktívnom 
režime, po inicializácii prebieha vlastná adaptácia (väčšinou v diskrétnych časových 
krokoch). 
Adaptívny režim slúži pre nastavenie funkcie siete, ktorá je potom používaná 
v aktívnom režime pre vlastný výpočet výstupu siete pre daný vstup.  Existujú 
mnohé rôzne úspešné učiace algoritmy pre rôzne typy sietí.  Základom učiacich 
algoritmov je najčastejšie jeden z dvoch typov učenia: učenie s učiteľom (supervised 
learning) a samoorganizácia (unsupervised learning).   
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Základom učiacich algoritmov typu učenie s učiteľom je zadaná tzv. 
tréningová množina, ktorá obsahuje dvojice vstup – výstup.  Táto množina udáva aký 
výstup je očakávaný pri danom vstupe.  V adaptívnom režime sú potom priložené 
jednotlivé vzory na vstupy sietí, a synaptické váhy sa zmenia tak, aby sa na výstup 
siete objavila očakávaná hodnota. Dopredné siete väčšinou používajú také algoritmy, 
ako je napríklad aj algoritmus backpropagation (spätná šírenie chyby), najznámejší a 
najpoužívanejší učiaci algoritmus pre viacvrstvové dopredné siete.   
Pri samoorganizácii tréningová množina obsahuje len požadované výstupy 
siete. Neurónová sieť v adaptívnom režime samo organizuje tréningové vzory 
a vyhľadá ich kolektívne vlastnosti.  Taký spôsob učenia používajú napríklad tzv. 
Kohonenove samoorganizačné mapy. 
 
2.5 ZÁKLADNÉ TYPY NEURÓNOVÝCH SIETÍ [16] 
 
Existujú stovky rôznych typov neurónových sietí, rozdiely sa vyskytujú 
hlavne v používanom type topológie a učiacich algoritmov.  Rôzne typy sietí boli 
vytvorené na rôzne úlohy.  Medzi základné typy neurónových sietí patria napr. 
viacvrstvová perceptrónová sieť, Hopfieldove siete a samoorganizačné mapy.   
Percptronové siete sú viacvrstvové acyklické siete.  Normálne sa používa 
dvojvrstvová alebo trojvrstvová sieť.  V adaptívnom režime adaptácia prebieha v tzv. 
tréningových cykloch, pri ktorých všetky vzory tréningovej množiny sú systematicky 
priložené na vstup siete.  Perceptrónové siete hlavne využívajú učiaci algoritmus 
backpropagation.  Také siete sú najrozšírenejšie, sú používané v 80% všetkých 
aplikácií neurónových sietí.  Kvôli takej rozšírenosti existujú mnohé verzie tohto 
modelu, ktoré sa snažia odstrániť jeho nedostatky.   
Najznámejší typ cyklickej siete je Hopfieldova sieť.  Jej základná architektúra 
sa skladá z n neurónov, z ktorých každý je vzájomne spojený s ostatnými, takže 
každý neurón je vstupom všetkých neurónov v sieti, a okrem toho ešte každý neurón 
je súčasne vstupným a výstupným neurónom.  Hopfieldova sieť sa používa ako auto-
asociatívna pamäť.  Na rozdiel od klasických typov pamäti, kde vyhľadávanie 
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prebieha vyhľadávaním kľúče k položke, asociatívna pamäť vyhľadáva na základe 
jej čiastočnej znalosti (asociácia).  
Kohonenove samoorganizačné mapy, namiesto učiacich algoritmov typu 
učenie s učiteľom používajú algoritmus samoorganizácia. Princípom 
samoorganizácie je, že v danom čase je aktívny len jeden výstupný neurón a 
jednotlivé neuróny súťažia o to, ktorý sa stane aktívnym.  Tie neuróny sa nazývajú 
reprezentantmi podmnožiny vstupných vektorov,  čo znamená, že pri priložení 
daného vstupného vektoru na vstup siete, spomedzi výstupných neurónov bude 
aktívny príslušný reprezentant.  Základná požiadavka takého typu učenia je to, aby 
jednotliví reprezentanti mali istú pravdepodobnosť výberu.  
Tieto tri sú základnými typmi neurónových sietí, ale v skutočnosti sa 
používajú aj stovky iných typov.  Väčšina z nich pracuje podobne ako tieto siete, 
napríklad rôzne typy dopredných sietí pracujú v podstate tak isto ako perceptrónové 
siete. Existujú však aj celkom odlišné štruktúry neurónových sietí, ako napr. 
hybridné siete, ktoré používajú prvky z oblasti neurónových sietí a aj iných 
tematických okruhov.  K takým sieťam patria neuro-fuzzy siete, ktoré používajú aj 
prístroje fuzzy logiky, alebo neurónové rozhodovacie stromy. 
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3. POČÍTAČOVÉ VIDENIE  [5] 
 
Počítačové videnie je disciplína, ktorá sa snaží technickými prostriedkami 
reprodukovať ľudské videnie – zber optickej informácie a jej vyhodnotenie.  
Typickými úkolmi sú porozumenie obecnej trojrozmernej scény, alebo vyhľadávanie 
daného objektu v obraze.  Z toho vyplýva, že pre zložitejšie úkoly je potrebné 
využívať prostriedky umelej inteligencie, táto časť počítačového videnia sa nazýva 
vyššia úroveň.  Úkolom druhej časti, nižšej úrovne,  je analyzovať vstupné dáta, 
a nájsť informáciu potrebné pre vyššie úrovne.   
 
3.1 POSTUP SPRACOVÁVANIA OBRAZU 
 
Postup spracovávania a rozpoznávania obrazov sa obvykle skladá 
z nasledujúcich krokov: 
 snímanie, digitalizácia a uloženie obrazu v počítači, 
 predspracovanie, 
 segmentácia,  
 popis objektov, 
 porozumenie obsahu obrazu (často len klasifikácia objektu). 
   
3.1.1  Snímanie, digitalizácia a uloženie obrazu v počítači 
Prvý krok zahrňuje preloženie obrazu do počítača v číselnej forme, s ktorým 
môže potom počítač pracovať. Pri snímaní sa preložia vstupné optické informácie na 
elektronické signály, a pri digitalizácii sa tieto spojité signály sú prevedené do 
číslicovej formy.  Výstupom je matica prirodzených čísel, jednotkami matice sa 
nazývajú pixely (podľa anglického výrazu picture element). 
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3.1.2  Predspracovanie 
Druhý krok je predspracovanie, pri ktorom hlavným úkolom je z dát snímača 
vytvoriť pôvodný obraz, a odstrániť šum a skreslenie, ktoré vznikli pri digitalizácii 
a prenosu obrazu.  Časťou  predspracovania môže byť aj zvýraznenie niektorých 
príznaku obrazu, ktoré sú dôležité pre ďalšie spracovanie obrazu. 
Medzi úkoly predpracovania patria:  
 rekonštrukcia obrazu – zo snímačmi nameraných dát je rekonštruovaný pôvodný 
obraz, 
 obnovenie obrazu – odstránenie všetkých typov skreslenia spôsobených 
snímačmi, ako napr. šum, škvrna alebo skreslenie spôsobené malým rozlíšením,     
 zvýraznenie príznakov – zvýraznenie nejakých vlastností obrazu, ktoré pomôžu 
pri ďalších krokoch, ako segmentácia alebo rozpoznávanie objektov. Také 
príznaky môžu byť napr. farba,  jas alebo ostrosť hrán. 
Na predspracovanie sa používajú napr. bodové jasové transformácie, 
geometrické transformácie alebo lokálne operácie. 
 
3.1.3  Segmentácia  
Cieľ segmentácie obrazu je nájsť jednotlivé objekty v obraze.  Hľadajú sa 
časti obrazu, ktoré sú významné pre ďalšie spracovanie, preto sa používa znalosť 
interpretácie obrazu – semantika.  Pri segmentácii obraz je rozložený do častí, ktoré 
sú súvislé podľa nejakých kritérií. Cieľom tohto úkolu je označenie jednotlivých 
pixelov podľa spolupatričnosti. 
K používaným metódam segmentácie patrí prahovanie, určovanie oblasti a 
určovanie hranice.  
 
3.1.4  Popis objektov 
Objekty je možné popisovať dvomi spôsobmi: kvantitatívne pomocou 
číselných charakteristík, alebo kvalitatívne pomocou relácií medzi objektmi.  Spôsob 
popisu sa rozhoduje podľa toho, načo bude popis používaný.  
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Pri tomto kroku najťažšia práca je vyvinúť a vybrať vhodné príznaky pre 
daný problém.  Napríklad jedným z hlavných problémov pri rozpoznávaní tvorí, keď 
orientácia hľadaného objektu je zmenená základnými transformáciami: posunutie, 
rotácia alebo zmena veľkosti.  Je nutné preto vybrať príznaky, ktoré sú invariantné 
voči niektorým transformáciám.  Napríklad keď sa vyskytuje len otočenie telesa, sú 
hľadané také vlastnosti objektu, ktoré môžu zostať rovnaké pri rotácii, a to zaisťuje 
lepšie výsledky pri ďalšom spracovávaní.   
 
3.1.5  Porozumenie obsahu obrazu 
Posledný krokom spracovávania je porozumenie obsahu obrazu. Vo veľmi 
jednoduchom prípade môžeme za porozumenie považovať klasifikáciu objektov 
v obraze podľa nejakého kritéria, ale obecné porozumenie predstavuje interpretáciu 
obrazových dát.  Prirodzene je tu snaha napodobiť vnímanie človeka, a jemu 
podobný spôsob rozhodovania na základe získanej informácie.  Pre proces 
porozumenia v počítačovom videní používajú prostriedky vyššej úrovne spracovania 
obrazu.  
S touto témou sa podrobnejšie zaoberá kapitola 5.  
 
3.2 ÚROVEŇ SPRACOVÁVANIA [2] 
 
Pri spracovávaní informácií je rozdiel ešte v tom, na akej abstraktnej úrovni 
spracovávanie prebieha – na akej úrovni sú vstupné dáta.  Úrovne spracovávania sú: 
 pixelová úroveň – vstupná informácia je intenzita jednotlivých pixlov, 
 úroveň lokálnej vlastnosti – vstupom je nejaká skupina vlastnosti založená na 
pixeloch, 
 štrukturálna úroveň – relatívne pozície hrán, vrchol, atď, 
 objektová úroveň – vlastnosti jednotlivých objektov, 
 skupina objektov – relatívne pozície objektov voči sebe, 
 charakterizácia scény – kompletný popis scény. 
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Jednotlivé kroky spracovávania obrazu sa môžu odohrávať na rôznej úrovni.  
Predspracovanie a segmentácia pracujú na prvých dvoch úrovniach; používajú 
informácie získané z pixlov obrazu.  Štvrtý krok spracovávania, popis objektu, môže 
uskutočniť prechod na vyššiu  úroveň.  Porozumenie obrazu sa už väčšinou odohráva 
na nejakej vyššej úrovni. 
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4. APLIKÁCIE UMELÝCH NEURÓNOVÝCH 
SIETÍ V JEDNOTLIVÝCH OBLASŤOV 
POČÍTAČOVÉHO VIDENIA  
 
V tejto kapitole je popísané použitie umelých neurónových sietí pri 
jednotlivých kroky spracovávania obrazu.  Sú popísané, aké typy neurónových sietí 
sú použiteľné pri jednotlivých krokov, a aké problémy vyskytujú pri ich použitie.  
Ďalej sú vymenované najrozšírenejšie z komerčných aplikácií neurónových siete, a 
niektoré počítačové programy vytvorené pre práce s neurónovým sieťam.  Posledný 
krok spracovávania, porozumenie obsahu obrazu, nie je časťou tejto kapitole, tomto 
témou podrobnejšie zaoberá 5. kapitola.  
 
4.1 SNÍMANIE, DIGITALIZÁCIA A ULOŽENÍ OBRAZU 
V POČÍTAČI  
 
Pri snímaní a digitalizácii sú aplikované rôzne typy neurónových sietí pri 
kompresii obrazu.  Kompresia obrazu sa používa pri ukladaní a prenose obrazov.   
Na takú úlohu sú úspešne použité auto-associatívne siete [1].  Sieť je 
naučená, aby rekonštruovala vstupné dáta.  Pomocou neurónových sietí sú pôvodné 
dáta redukované na menšie rozmerné verzie, z čoho sieť by mal predpovedať originál 
obrazu.  
Iným typom neurónových sietí používaných na kompresiu obrazu sú 
samoorganizačné mapy, ktoré po učenie fungujú ako vyhľadávacia tabuľka.  Pri 
samoorganizačných mapách sa ukázalo, že aj pri menších počtoch neurónov je 
možné dosiahnuť dobrý pomer kompresie [11]. 
Najväčšou výhodou neurónových sietí je skutočnosť, že ich parametre sú 
adaptabilné, čo udáva lepší pomer kompresie pri špecifických typoch obrazov, ale 
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táto vlastnosť sa môže stať nevýhodou pri neznámych obrazoch, kde pri kompresii sa 
obsah obrazu môže zmeniť. 
 
4.2 PREDSPRACOVANIE 
 
Umelé neurónové siete môžu byť používané pri všetkých troch úkoloch 
predspracovanie: rekonštrukcie obrazu, obnovenie obrazu a zvýraznenie príznakov. 
Sú aplikované väčšinou na pixelové dáta.   
Obrazy kompresované neurónovými sieťami sú samozrejme aj pomocou ich 
rekonštruované, ale v iných prípadoch na rekonštrukcie obrazu neurónové siete sú 
používané len unikátne na špecifické úkoly: napr. v publikácii [2] ukážu ako bolo 
natrénovaná Hopfieldovo sieť na rekonštrukcie 2D obrazu na základe dát získanej 
z projekcií. 
Väčšina aplikácií neurónových sietí v predspracovaní sú používané pre 
obnovenie obrazu. Neurónové siete môžu byť použité od najjednoduchších filtrácií 
šumu až po vysoko komplexné optimizačné úlohy [13].  Pre odstránenie šumu sa 
často používajú dopredné neurónové siete, niekedy tak, aby modelovali funkčnosť 
nejakých obecných filtrov šumu.  Je dokázané, že komplexnejšie problémy 
obnovenia môžu byť zmapované ako energetická funkcia Hopfieldovej siete a jej 
pomocou je tak možné problém vyriešiť [2]. 
Pre zvýraznení príznakov sú použité najmä dopredné neurónové siete, ale 
v niektorých prípadoch aj samoorganizačné mapy a Hopfieldove siete sú naučené pre 
použitie v tejto oblasti [2].  Najčastejšie sú hľadané príznaky pre ďalšie použitie pri 
segmentácii a rozpoznávaní. 
Veľkou výhodou pri použití umelých neurónových sietí v predspracovaní je 
ich schopnosť pracovať paralelne, a takto získať rýchlosť, a redukovať čas 
spracovávania.  Ale ich druhá všeobecná výhoda, učenie, nie je tak výrazná pri tejto 
úlohe, lebo často sieť nemá na dispozície dostatočné množstvo dát, aby túto 
vlastnosť mohla využiť.  To je ešte výraznejšie pri probléme, ako detekcia hrany, kde 
normálne existuje len veľmi malé množstvo vstupných vzorov.   
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4.3 SEGMENTÁCIA  
 
Jeden typ neurónovej siete, tzv. Kohonenova samoorganizačná mapa bola 
vyvinutá práve na taký úkol, ktorý sa uskutočňuje pri segmentácii: označenie 
jednotlivých prvkov (čo sú v tomto prípade pixely) podľa spolupatričnosti.  Tento 
typ siete používali aj v publikácii [11], a ukázali, ako sa mení vzdialenosť medzi 
susednými neurónmi pri zvýšení počtu neurónov.  Iným typom neurónových sietí 
používaných pre segmentáciu sú dopredné siete alebo Hopfieldove siete.  Siete boli 
natrénované, aby klasifikovali obsah obrazu podľa textúry, alebo podľa kombinácie 
textúry a tvaru objektu.   
Segmentácia na pixelovej úrovni prinesie problém, že sieť pracuje ťažšie, keď 
objekty majú rôznu orientáciu alebo veľkosť ako tréningové vzory.  Iné problémy, 
ktoré sa vyskytujú pri segmentácii s použitím neurónových sietí sú: ako začleniť 
súvislú informáciu, zahrnutie predchádzajúcich znalostí, a vyhodnotenie segmentácie 
[2].  Tieto nedostatky môžu zhoršovať výsledok segmentácie. 
 
4.4 POPIS OBJEKTU 
 
Popis objektu najčastejšie zahrňuje určovanie pozície, orientáciu 
alebo veľkosť hľadaného telesa, ale prípadne môžu byť hľadané aj iné vlastnosti 
objektu.  Pre tento úkol sa používajú najčastejšie rôzne verzie dopredných 
neurónových sietí, ale vyskytujú sa aj iné, ako rekurentné neurónové siete, 
Hopfieldove siete, alebo samoorganizačné mapy [2]. 
Hľadané príznaky popisu vždy závisia od daného úkolu.  Pri klasifikačných 
úlohách sú popísané vlastnosti, ktoré sú invariantné voči transformácii telesa.  
V niektorých prípadoch hľadané príznaky môžu byť celkom zvláštne, ako aj 
napríklad v publikácii [12], kde pri rozpoznávaní tváre najprv používali samostatnú 
neurónovú sieť, aby vyhľadávala na obraze základné črty tváre.  Na základe ich 
orientácie sieť zistila uhol otáčania hlavy, a potom hlavná neurónová sieť pri 
vlastnom rozpoznávaní využívala aj túto informáciu. 
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4.5 KOMERČNÉ APLIKÁCIE [2] 
 
V dnešnej dobe začínajú byť neurónové siete aj komerčne aplikované.  
Neurónové siete sú v oblasti počítačového videnia používané najmä v nasledujúcich 
aplikáciách: 
 priemyselné inšpekcie: kontrola kvality a výroby – detekcia chybných výrobkov, 
 spracovávanie dokumentov: čítanie textov generovaných počítačom, alebo 
napísaných rukou, 
 identifikácie: rozpoznávanie štátnej poznávacie značky [9], kontrola tváre [6], 
[12], alebo odtlačkov prstu, 
 ovládanie robotov: navigácie na základe vizuálnej informácie [20], 
 medicínske diagnózy: vyšetrenie voči nejakým typom rakoviny, 
 vojsko: rôzne navigačné systémy.  
 
4.6 VYSKYTUJÚCI SA PROBLÉMY PRI SPRACOVÁVANIA 
 
Dve veľké výhody neurónových sietí sú, že sú použiteľné na veľké množstvo 
problémov, a že ich používanie je relatívne jednoduché.  Predsa, stále existujú 
základné problémy, ktoré musia byť vyriešené, aby neurónové siete mohli byť 
všeobecne použiteľné v tejto oblasti.  Niektoré z tých problémov sa týkajú 
spracovávania obrazu všeobecne, ale iné sa týkajú neurónových sietí špecificky.   
Jeden z najvýznamnejších problémov nastane pri popise objektu.  Problém 
tvorí vybranie vhodných vlastností objektu pre daný úkol, ktorý budú ďalej 
sledované.  Ešte ťažšie je možné nájsť také príznaky, ktoré by boli používateľné 
všeobecne, pre rôzne typy objektov, čo by bolo potrebné, aby navrhnutá neurónová 
sieť bola prenositeľná.    
Vedľa základných problémov počítačového videnia, aj neurónové siete majú 
svoje nedostatky.  Jeden z tých je, že v niektorých prípadoch neurónové siete sa 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 28 
môžu preučiť.  Aby neurónové siete mohli pracovať s čo najmenšou možnosťou 
chyby, potrebujú väčšie množstvo vstupných vzorov, ale pri použití viac podobných 
učiacich vzorov sa sieť často nastaví na daný typ tréningových vzorov, a nové 
vstupné informácie bude spracovávať chybne.  Takto s vylepšením jednej vlastnosti 
siete je zhoršovaný druhý.  
V nejakých situáciách môže tvoriť problém aj jedna z vlastností neurónových 
sietí, že sieť funguje ako „čierna skrinka“, takže nie je možné jednoznačne vysvetliť 
ako je daný výstup získaný z príslušného vstupu. To často môže tvoriť problém pri 
porozumení obsahu obrazu.  V takých prípadoch hybridné siete, ako fuzzy-neuro 
siete môžu priniesť lepšie výsledky kvôli ich prístupu k prístroju fuzzy logiky [10].   
 
4.7 SOFTWARE PRE PRÁCA S NEURÓNOVÝMI SIEŤAMI 
 
S rozšírenejším použitím neurónových sietí sa začali objavovať viaceré 
programy pre prácu s neurónovými sieťami.  Medzi nimi existujú knižnice pre 
programovacie jazyky, toolboxy pre programy a rôzne samostatné programy 
od akademických aj od komerčných vydavateľov. 
Pre klasické programovanie je významná knižnica FANN (Fast Artificial 
Neural Network Library), ktorá umožňuje vytvorenie a používanie neurónových sietí 
v jazykoch C, C++, PHP, Pyton a Delphi.  Knižnica je vytvorená predovšetkým na 
prácu s viacvrstvovými sieťami typu backpropagation, umožňuje ich vytvorenie, 
učenie a používanie.  Obsahuje viaceré učiaci algoritmy, najmä rôzne typy 
algoritmov spätného šírenia chýb [14]. 
Medzi samostatné programy patrí napr. SNNS (Stuttgart Neural Network 
Simulator), vyvinutý na Stuttgartskej Univerzite, ktorý je smerovaný pre návrh 
a učenie neurónových sietí.  Pre prácu s obrazmi pomocou neurónových sietí bol 
vyvinutý program TINA Vision System na Manchesterskej Univerzite [19].  
Niektoré programy, ako Matlab, začlenia prístroje pre pracovanie 
s neurónovými sieťami.  Časťou Matlabu je tzv. Neural Network Toolbox, prístroj 
určovaný pre návrh a simulovanie neurónových sietí.  Tento toolbox podporuje prácu 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 29 
s klasickými architektúrami, a obsahuje príslušné učiací algoritmy.  Zvláštna výhoda 
toolboxu je jeho schopnosť prevziať navrhnuté siete do Simulinku, podprogramu 
Matlabu, kde je možné simulovať a testovať funkčnosť siete.   
Pri vytvorení pomocného programu pre tejto bakalárskej práce bol používaný 
Matlab. 
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5. POROZUMENIA OBSAHU OBRAZU 
 
Táto bakalárska práca sa sústreďuje z jednotlivých krokov spracovávania 
hlavne na porozumenie obsahu obrazu, preto v tejto kapitole bude podrobnejšie 
analyzovaná táto téma. 
Porozumenie obsahu obrazu môže znamenať dva typy úloh, závislé na type 
úkolu spracovávania:  klasifikácia obrazu, a porozumenia obsahu obrazu ako celok. 
 
5.1 KLASIFIKÁCIA OBJEKTU 
 
Klasifikácia znamená rozpoznávať jednotlivé objekty, a zaradiť ich do 
nejakých vopred definovaných kategórií.   
 
5.1.1 Teória klasifikačných úloh [5] 
Množina všetkých možných obrazov vytvorí tzv. obrazový priestor. Pri 
klasifikácii obrazový priestor je oddelený na n časti, kde n je počet výstupných 
kategórií klasifikácie.   
 
Obr. 5.: Obrazový priestor rozdelený na tri oblasti na základe typu objektov [5] 
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V niektorých klasických metódach klasifikácie sa vytvoria n diskriminačných 
funkcií, ktoré rozdeľujú obrazový priestor na príslušné oblasti; a jednotlivé objekty 
sú klasifikované na základe toho, v ktorej oblasti sa nachádzajú.  
Grafické vyjadrenie funkčnosti umelých neurónových sietí sa podobá práve  
na takú činnosť.  Jeden neurón je schopný súvislú plochu rozdeliť na dve polroviny; 
v prípade klasifikácie oddeliť dva typy objektu.  Je dokázané [16], že neurónová sieť 
s vhodnou topológiou je schopná priestor ľubovoľne rozdeliť, a z toho je vidno, že je 
teoreticky schopná vykonať akýkoľvek typ klasifikácie. 
Použitie umelých neurónových sietí namiesto klasických metód klasifikácie 
bude v mnohých prípadoch účinnejšie, lebo klasické postupy by potrebovali vytvoriť 
množstvo diskriminačných funkcií, pomocou matematického popisu alebo nejakého 
typu učenia; pre neurónové siete zároveň stačí vybrať niekoľko vhodných 
tréningových vzorov.  Vďaka tomu sú neurónové siete rozšíreným prostriedkom pre 
klasifikačné úlohy. 
 
5.1.2 Neurónové siete pri klasifikácie 
Na klasifikáciu sú používané najčastejšie rôzne verzie dopredných sietí [15], 
ale vyskytujú sa aj iné, ako rekurentné neurónové siete alebo Hopfieldove siete [2].  
Vo väčšine prípadov tieto siete používajú informácie z pixelovej úrovne, a nie je 
potrebný podrobnejší popis objektu. 
Ale keď je rozpoznávaný objekt príliš veľký, a je potrebné veľké množstvo 
vstupných vzorov, je oveľa výhodnejšie rozpoznávanie previesť na základe nejakých 
príznakov objektu, ktoré sú získané pri popise.  Takisto je lepšie používať 
podrobnejší popis objektu v prípadoch, keď je nutné rozpoznávať transformované 
formy pôvodne naučených objektov. 
Pre taký spôsob klasifikácie sa používajú hlavne dopredné neurónové siete, 
a v niektorých prípadoch Hopfieldove siete, fuzzy-neuro siete [9], alebo aj 
samoorganizačné mapy [2]. 
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5.1.3 Problémy a návrhy pre vylepšenie spracovávania 
V použitej literatúre boli navrhnuté rôzne nápady na vylepšenie funkčnosti 
umelých neurónových sietí.   
Autori v  publikácii [15] ukázali, ako je možné redukovať čas klasifikácie 
použitím veľkých neurónových sietí, aby označili množinu šablónov, ktoré sa 
pravdepodobne zhodujú s hľadanými objektmi.  Pomocou tejto metódy sa im 
podarilo redukovať čas potrebný k spracovávaniu na jednu pätinu, bez zhoršovania 
presnosti výsledku.   
Ďalší spôsob zjednodušenia trénovania neurónového siete je ukázaný v  
publikácii [4], kde autori navrhovali algoritmus pre redukovanie počtu vstupných 
vzorov bez zhoršovania kvality rozpoznávania. 
Pri klasifikačných úlohách sa vyskytovali hlavne nasledujúce tri problémy 
[2]: 
Prvé dve problémy nastávali hlavne pri neurónových sieťach 
spracovávajúcich na pixelovej úrovni. Prvý problém tvoril rozdiel orientácie 
a veľkosti hľadaného telesa od tréningových vzorov, a preto pri tvorbe siete bol 
nutné navrhnúť nejaké približné riešenia tohto problému [15]. Jedno z možných 
riešení bolo naučenie rôznych variácií hľadaného objektu pomocou nových 
tréningových vzorov.   
Druhý problém tvoril veľkosť klasifikovaných objektov. Čím väčšie boli 
objekty, tým väčším množstvom vstupných dát musela neurónová sieť pracovať, čo 
spôsobil ešte komplexnejšie výpočty.  
Posledný problém sa vyskytoval s tým, že podľa objemu scény neurónová 
sieť niekedy potrebovala aj doplňujúce informácie, aby bola schopná rozlišovať 
objekty s požadovanou presnosťou.   
 
5.1.4 Zhrnutie 
Bolo ukázané, že neurónové siete sú vhodnými prostriedkami pre klasifikačné 
úkoly.  Siete môžu pracovať na základe pixelovej informácie, alebo podľa informácie 
získanej z popisu objektu.  Vyššie spomenuté fakty ukazujú, že keď sa vyskytujú 
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viaceré neistoty (ako veľkosť, otočenie, zmena farby, atď.) len rozpoznávanie na 
základe popísaných príznakov môže zaistiť požadovanú kvalitu výsledkov. Práve 
preto je dôležitá správna voľba hľadaných príznakov.  Predchádzajúca znalosť 
v súvislosti so spracovaním obrazu by mal riadiť vyvinutie a vybranie hľadaných 
vlastností.  Natrénovanie neurónových sietí by malo byť jednoduchšie, keď vybrané 
príznaky sú dostatočne odolné proti pomeru neistoty v obraze. 
  
 
5.2 POROZUMENIE OBRAZU  
 
Porozumenie obsahu obrazu je najkomplexnejšia úloha pri spracovávaní 
obrazu.  Je to jeden z najkomplexnejších úloh umelej inteligencie, čo nie je 
dostatočne vyriešené ani dodnes.   Pri tomto kroku sú používané techniky zo 
segmentácie a rozpoznávania obrazu, pričom je na vedomí aj očakávaný obsah 
obrazu.   Porozumenie obsahu obrazu je nielen jedným krokom počítačového 
videnia, ale určuje spôsob a celý postup spracovávania.   
Neurónové siete môžu byť vhodným zdrojom pre porozumenie obrazu, 
hlavne vďaka svojej schopnosti učiť sa, lebo počas spracovávania sieť je schopná 
vytvárať ďalšie znalosti.  Porozumenie obrazu bolo uskutočnené pomocou 
dopredných neurónových sietí,  alebo neurónovými sieťami so zložitejšou štruktúrou, 
ako napr. neurónové rozhodovacie stromy [2].  Dopredné siete boli používané 
v publikácii [20] pre realizovanie ovládania roboty na základe vizuálnej informácie. 
Pri porozumení obsahu obrazu sa vyskytujú dva veľké problémy.  Jeden je 
fakt, že počítač musí mať k dispozícii nejaké predbežné informácie o obsahu obrazu, 
aby mu mohol porozumieť.  Tieto informácie musia byť integrované do používaných 
metód.  Druhý problém vyplýva z prirodzenosti neurónových sietí – siete pracujú ako 
„čierna skrinka“. To znamená, že kým pre všetky vstupy budú generované rôzne 
výstupy, nie je prehľadné, ako sieť dospela k zistenému riešeniu, čiže nevedno aký 
presný tento výsledok je [2].  Pri nejakých druhoch použitia, ako napr. medicínske 
aplikácie alebo bezpečnostné pozorovanie,  nie je prípustné, aby sa také neistoty 
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vyskytovali.  Pri vyriešení tohto problému môže pomôcť použitie napr. hybridných 
neuro-fuzzy aplikácií [10], ktoré používajú aj prostriedky fuzzy logiky.  Iné možné 
riešenie by bolo použitie samostatného systému na to, aby kontroloval získané 
výsledky. 
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6. PROGRAM NA ROZPOZNÁVANIE RUČNE 
PÍSANÝCH ČÍSLIC 
 
Táto práca sa sústredí hlavne na porozumenie obsahu obrazu; preto bol 
vytvorený program, na ktorom je možné demonštrovať vlastnosti neurónových sietí 
pri takej úlohe.   
Pre rozpoznávanie ručne písaných charakterov najrozšírenejším prostriedkom 
sú práve neurónové siete, kvôli ich jednoduchosti a presnosti.  To je spôsobené 
hlavne  základnou vlastnosťou neurónových sietí: schopnosťou učiť sa.  
Alternatívnym riešením tohto problému by bol matematické vytvorenie príslušného 
počtu diskriminačných funkcií, čo by bolo časove oveľa náročnejšie.  Práve preto je 
to jednoduchým a vhodným príkladom toho, ako sú neurónové siete používané na 
klasifikačné úlohy. 
 
6.1 VYTVORENÝ PROGRAM 
 
 Základom programu je rozpoznávanie písaných číslic, na základe naučených 
tréningových vzorov.  Neurónová sieť ako vstup používa nasnímaný obraz písaných 
číslic, a ako výstup vráti rozpoznávané číslice.  
 
6.1.1 Vstupný obraz 
Vstupný obraz bol nasnímaný dvomi spôsobmi: pomocou kamery (obr. 6,), 
a pomocou scanneru(obr. 7).  
Kvôli väčšiemu kontrastu medzi číslicami a pozadím na nascanovanom 
obraze, je pre testovanie väčšinou používaný scanovaný obraz.  Obraz v počítači bol 
zmenený, aby bola väčšia vzdialenosť medzi jednotlivými číslicami, aby ich okolie 
neprekrývali iné čísla. 
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Obr. 6: Fotografia vstupného obrazu 
 
 
Obr. 7: Nascanovaný vstupný obraz 
 
Ďalej prvý a siedmy stĺpec bol odstránený, lebo boli príliš odlišné od 
ostatných vzorov, a preto, keď boli použité ako tréningové vzory, spôsobili veľkú 
chybu pri rozpoznávaní.  Je lepšie používať na trénovanie hlavne vzory, ktoré nie sú 
výrazne odlišné od obecných vzorov, lebo potom by sieť čakala podobné obrazy pri 
rozpoznávaní.  Tieto odlišné vzory však už môžu byť používané na testovanie.  
Takto vznikol vstupný obraz zobrazovaný na obr. 8.   
Okolo jednotlivých číslic je ostrihané okolie s veľkosťou 60x60 pixlov 
(zobrazované na obr. 9), čo je prepočítané na matice čísel s rozmerom 20x20, aby 
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neurónová sieť by potrebovala menšie počet vstupov.  Takto sú získané objekty, 
ktoré sú potom používané ako vstupy neurónovej siete.  
 
 
Obr. 8: Vstupný obraz 
 
 
Obr. 9.: Vstupný obraz s vyznačením okolí číslic 
 
6.1.2 Používaná neurónová sieť 
Neurónová sieť má trojvrstvovú topológiu. Vo vstupnej vrstve má  400 
neurónov, vstupná informácia je hodnota jednotlivých pixlov objektu. Sieť má jednu 
skrytú vrstvu s 16 neurónmi. Vo výstupnej vrstve má 10 neurónov; najväčšiu 
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výstupnú hodnotu bude mať neurón na pozícii, ktorá zodpovedá hodnote 
rozpoznávanej číslice (v prípade jednotky prvá, v prípade nuly desiata).    
Táto topológia siete udávala najlepšie výsledky pri testovaní.  Boli vyskúšané 
trojvrstvové a štvorvrstvové siete s rôznymi počtami neurónov v skrytých vrstvách, 
ale táto topológia bolo najjednoduchšia, ktorá v každom prípade fungovala, a udávala 
najlepší pomer úspešného rozpoznávania.  Preto, a aj preto, aby výsledky testu boli 
porovnateľné, vždy bola používaná táto topológia. 
Neurónová sieť je natrénovaná pomocou  učiaceho algoritmu 
backpropagation.  Siete boli natrénované vždy na základe všetkých použitých 
tréningových vzorov, a potom boli používané pri testovaní.  Počas testovania sa už 
ich sinaptické váhy nezmenili.   
 
6.1.3 Popis funkčnosti programu  
Vytvorený program mal dva hlavné úkoly: na základe nasnímaného obrazu 
vytvoriť vstupné vektory pre neurónovú sieť, a potom vytvoriť a natrénovať vlastnú 
sieť. 
Program na začiatku vykoná jednotlivé kroky spracovávania obrazu:  pri 
predspracovaní originálny farebný obraz sa pretvorí na čiernobiely, potom obraz je 
dilatovaný, aby zjednodušil úlohu pri segmentácii.  Segmentácia sa odohráva 
pomocou detekcie hrán.  Jednotlivé objekty sú potom označené, a vyrezané.  Takto 
sú získané matice čísel s rozmermi 60x60, ktoré sú potom zmenšené na matice 
s rozmerom 20x20 pomocou algoritmu, ktorý vytvorí prvky výstupnej matice 
počítaním priemeru príslušných deväť prvkov vstupnej matice.   
Jednotlivé matice program pretvorí na vektory s 400 prvkami.  Tieto vektory 
budú používané ako vstupné vektory pre trénovanie a testovanie neurónovej siete.   
V druhej fáze program vytvorí a natrénuje neurónovú sieť.  Učenie prebieha 
pomocou matlabovskej funkcie train.  Parametrom funkcie je matica vstavená z 
tréningových vzorov a matica správnych výstupov pre jednotlivé tréningové vzory 
(vygenerovaná pomocou príkazu eye( )). 
Ako doplnok programu bol vytvorená ešte funkcia posunutie.  Táto funkcia 
slúži na posunutie objektov.  Pôvodne sa objekty nachádzajú v centre 20x20 
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pixlového okna; pomocou tejto funkcie tieto objekty je možné voľne posunúť.  Táto 
funkcia bude ďalej používaná pri testovaní.  
Vytvorenie programu bolo inšpirované programom, ktorý je popísaný 
v referenciách [17] a [18]. 
Zdrojový kód programu je uvedený v prílohe č. 1 a 2.  Tam zobrazený 
originálny kód programu, ktorý bol v istej miere zmenený pre jednotlivé testy. 
 
 
6.2 TESTOVANIE 
 
Natrénované neurónové siete boli testované, aby bolo možné ukázať ako sa 
zmení rozpoznávacia schopnosť siete pri zmene rozpoznávaných objektov.   Ukázalo 
sa, aký vplyv majú na úspešnosť siete niektoré charakteristiky vstupného obrazu, 
a akým spôsobom ju ovplyvňujú základné transformácie objektu: zmena veľkosti 
a posunutie.   
 
6.2.1 Závislosť úspešnosti rozpoznávania na spôsobe snímania 
V prvom testu bolo testované, ako vplývajú vlastnosti originálneho obrazu na 
výsledok rozpoznávania.   
Najprv boli používané dva originálne obrazy (obr. 6. a obr. 7.) ako zdroj 
tréningových a testovacích vektorov, aby bolo viditeľné, ako závisí úspešnosť 
rozpoznávania na spôsobe snímania. Prvých 10 stĺpcov tvorili tréningové vektory, 
ostatné tvorili testovacie vektory.   
Po trénovaní obe siete mali okolo osemdesiat percentnú úspešnosť, takže 
výkonnosť obidvoch sietí bola skoro rovnaká.  V prípade ofoteného obrazu však pri 
segmentácii vznikli aj iné, nevyžadované objekty.  Tieto nové „objekty“ boli 
spôsobené tým, že pozadie tohto obrazu je šedé, a pri detekcii hrán počítač 
rozpoznával niekoľko tmavších bodov ako samostatné objekty.  Takto vznikajúce 
objekty bolo potrebné vyfiltrovať. 
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6.2.2 Závislosť na type vstupných dát siete: čiernobiely alebo grayscale 
vstupný obraz 
V nasledujúcom teste bolo vyskúšané, aký vplyv má na rozpoznávanie, keď 
je použitý čiernobiely alebo grayscale obraz.  Pri grayscale obraze jednotlivé pixely 
majú hodnotu od 0 (čierny) až do 255 (biely), čím je naznačená ich tmavosť.  
Neurónové siete potrebujú vstupné hodnoty z intervalu <0,1>, preto hodnoty pixelu 
boli delené 255, a takto boli získané vhodné vstupné hodnoty pre neurónovú sieť.   
Pre rozpoznávanie bol použitý obr. 8, z prvých 8 stĺpcov boli vytvorené 
tréningové vzory, ostatných päť stĺpcov tvorili testovacie vzory.  Boli generované 
viaceré neurónové siete, aby bol získaný objektívny výsledok. 
Pri čiernobielom spracovávaní neurónová sieť úspešne rozpoznával 40-45 
z 50 testovacích objektov, takže mala priemerne 80-90%-ovú úspešnosť, kým pri 
použití grayscale obrazu bol pomer úspešnosti len 70-80%.  Test ukázal, že 
neurónová sieť lepšie pracuje s diskrétnymi vstupnými hodnotami (0 a 1) 
používanými pri čiernobielom obraze, ako so spojitými hodnotami, ktoré boli použité 
pri grayscale obraze. 
 
6.2.3 Závislosť výkonu neurónovej siete na zmene veľkosti 
rozpoznávaných objektov 
Ako tretie bolo otestované, ako sa zmení pomer úspešného rozpoznávania pri 
zmene veľkosti objektu.  Bola používaná neurónová sieť naučená na základe prvých 
8 stĺpcov čísel z obr. 8,  a pôvodne mala 90%-nú úspešnosť.  Objekty na obr. 8 boli 
postupne zväčšované, a bola testovaná výkonnosť siete pri ich rozpoznávaní.  
Namerané hodnoty sú v tab. 1.: 
 
Veľkosť objektov  [%] 100 110 120 130 140 150 
Úspešne rozpoznávaný  [%] 90.0 84.6 66.2 53.1 34.6 23.1 
Tab. 1.: Miera rozpoznávania pri zmene veľkosti objektu 
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Vidno, že výkon siete je skoro rovnaká pri malých zmenách, ale pri ďalšom 
zväčšovaní začne výrazne klesať. 
 
6.2.4 Zmena pomeru úspešnej klasifikácie pri posunutí  
Cieľom štvrtého testu bolo ukázať, aká je presnosť neurónovej siete pri 
rozpoznávaní posunutých objektov.  Pri rozpoznávaní všetky číslice boli posunuté do 
vopred danej pozície, a otestované koľko percent z nich rozpoznáva neurónová sieť 
úspešne.   
Z tab. 2 sa dá vidieť ako sa zmení úspešnosť rozpoznávania pri posunutí 
objektov.  V hornej a ľavej časti tabuľky je ukázané, o koľko pixlov bol objekt 
posunutý v danom smere; hlavná časť tabuľky udáva mieru úspešne rozpoznávaných 
objektov pri posunutí do danej pozície. 
Z tabuľky je možné vyčítať, že výkon siete sa radikálne zmenšuje pri 
posunutí.  Pôvodná úspešnosť, 90%, sa pri posunutí objektov o jeden pixel zmenšuje 
na 50%, a keď sú posunuté aj v X aj v Y smere o jeden pixel, objekty sú úspešne  
rozpoznávané len v 25-30%-och prípadov.  Keď sú objekty posunuté o viac než dva 
pixely, úspešnosť rozpoznávanie bude menšia než 10%, čo znamená, že výsledok je 
získaný len náhodne.   
 
 
Posunutie v smere X 
-3 -2 -1 0 +1 +2 +3 
P
o
su
n
u
ti
e 
v
 s
m
er
e 
Y
  
-3 8.5% 11.5% 13.1% 5.4% 6.2% 1.5% 5.4% 
-2 1.5% 6.9% 13.1% 14.6% 6.2% 4.6% 7.7% 
-1 3.1% 4.6% 24.6% 46.2% 25.4% 8.5% 7.7% 
0 11.5% 23.1% 53.1% 90.0% 46.9% 11.5% 13.1% 
+1 12.3% 17.7% 31.5% 53.1% 29.2% 10.8% 5.4% 
+2 8.5% 8.5% 11.5% 13.8% 11.5% 5.4% 4.6% 
+3 3.1% 4.6% 6.9% 6.9% 7.7% 5.4% 1.5% 
Tab. 2.: Miera rozpoznávania pri posunutí objektu 
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6.2.5 Použitie premenného počtu tréningových vzorov 
Prvým úkolom posledného testu bol ukázať, ako sa zmení úspešnosť 
rozpoznávania pri zväčšovaní počtu tréningových vzorov.  Druhý úkol testu sa 
sústreďoval na jedno z možných riešení problému, ktorý bol zistený 
v predchádzajúcom teste, že výkon neurónových sietí výrazne klesá pri posunutí 
obrazu.  Toto riešenie je založené na použití posunutých vzorov pri trénovaní 
neurónovej siete. 
Pri testovaní v každom kroku boli vytvorené dve neurónové siete; prvá bola 
natrénovaná použitím originálnych obrazov čísel, druhá však mala aj tréningové 
vzory vytvorené posunutím pôvodných vzorov o ±1 pixel v každom smere.   
Pri jednotlivých krokoch testovania bol počet tréningových vzorov zvýšený.  
V prvom kroku siete boli natrénované podľa prvého stĺpca čísel z obr. 8, v druhom 
kroku boli používané prvé dva stĺpce, atď.  Ostatné čísla boli používané ako 
testovacie vzory.  
V tab. 3 sú výsledky prvej časti testu: 
 
Počet tréningových vzorov 10 20 30 40 50 60 70 80 
Pomer rozpoznávania [%] 
(v centre) 
31 51 43 52 68 77 83 94 
Pomer rozpoznávania [%] 
(v jednopixelovom okolí) 
20 25 11 27 38 41 41 44 
Tab. 3.: Závislosť výkonu siete na počte tréningových vzorov 
 
Je viditeľné ako zlepšuje výkonnosť siete pri zväčšovaní počtu učiacich 
vzorov.  Hodnoty v treťom riadku tabuľky boli získané nasledovným spôsobom: 
podobne ako v štvrtom teste, bol nameraný pomer úspešného rozpoznávania, keď 
testovací objekt bol v centrálnej pozícii a keď bol posunutý o jeden pixel do 8 
možných smeroch.  Z takto získaných deviatich hodnôt bola vypočítaná priemerná 
hodnota výkonu rozpoznávania. 
V tab. 4 sú zhrnuté výsledky druhej časti testu: 
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Počet tréningových vzorov 9*10 9*20 9*30 
Pomer rozpoznávania [%] 
(v centre) 
53 61 66 
Pomer rozpoznávania [%] 
(v jednopixelovom okolí) 
40 46 52 
Počet neurónov v skrytej vrstve siete 16 20 26 
Tab. 4.: Pomer rozpoznávania pri použití posunutých tréningových vzorov 
 
Počas druhej časti testu nastala nová ťažkosť: obmedzenie schopností 
neurónovej siete svojou topológiou.  V tejto časti neurónová sieť používala viac 
tréningových vzorov než predtým; pre každé číslo jeho obraz v strednom pozície 
plus osem nových obrazov, ktoré vznikli posunutím pôvodného obrazu.  To 
znamená, že už v prvom kroku testovania sa sieť učila z 90 vzorov.  Pri druhom 
kroku sa ukázalo, že doteraz používaná topológia už nie je vyhovujúca pre také 
množstvo tréningových vzorov.  Pre druhý a tretí krok testovania bolo nutné zvýšiť 
počet neurónov v skrytej vrstve siete, a aj takto učenie trvalo oveľa dlhšie, a bolo 
viditeľné, že použitá topológia nie je ideálna.  Práve preto získané hodnoty sú len 
približné; v optimálnom prípade výkon siete by bol pravdepodobne lepší.  Testovanie 
bolo ukončené po treťom kroku, lebo bolo jednoznačné, že pri ďalšom zväčšovaní 
počtu vstupných vzorov by už sieť potrebovala oveľa zložitejšiu topológiu, 
pravdepodobne s viacerými skrytými vrstvami.   
 Test však splnil svoj účel: jednak, ukázalo sa, ako sa zvyšuje presnosť 
rozpoznávania so zvýšením počtov vstupných vzorov; a v druhej časti bolo vidno, že 
použitím posunutých vzorov pri trénovaní sa zlepšoval pomer úspešne 
rozpoznávaných posunutých objektov.  Ukázalo sa však, že pre takú úlohu už je 
nutné použiť väčšiu neurónovú sieť. 
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6.3 VYHODNOTENIE 
 
V tejto kapitole bolo ukázané, ako je možné využívať neurónové siete pri 
klasifikácii.  Vo väčšine prípadov bola používaná trojvrstvová neurónová sieť 
s topológiou 400:16:10.  Najlepší pomer úspešného rozpoznávania ručne písaných 
číslic bol 94%, čo bolo dosiahnuté pri treťom teste, cieľom programu však nebolo 
získať najdokonalejšie rozpoznávanie, ale testovať, ako reaguje neurónová sieť na 
zmeny vstupných vzorov.  Bolo vidno, že posunutie a zmena veľkosti testovacích 
vzorov významne pôsobili na klasifikačnú schopnosť neurónovej siete.  Výrazný 
pokles výkonu siete je hlavne spôsobený tým, že neurónová sieť vykonala 
klasifikáciu na základe pixelovej informácie.  Keby bol súčasťou spracovávania 
podrobnejší popis objektov, pravdepodobne neurónová sieť by produkovala oveľa 
lepšie výsledky.  Bolo však ukázané, ako je možné takúto klasifikačnú úlohu ľahko 
a jednoducho vyriešiť použitím neurónových sietí. 
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7. ZÁVER 
 
V dnešnej dobe neurónové siete sa stanú čím viac rozšírenejšími.  Veľké 
množstvo vedcov sa zaoberá ich rozvojom, a začínajú sa objavovať aj v komerčných 
aplikáciách.  Okrem iných, jeden z najrozšírenejších aplikácií neurónových sietí je 
spracovávanie obrazu.  V tejto bakalárskej práci sú podrobne opísané ich možné 
aplikácie v problematike počítačového videnia, a s ich použitím sa vyskytujúce 
výhody a nevýhody. 
Pri snímaní a digitalizácii obrazu sú neurónové siete predovšetkým používané 
na kompresiu obrazu.  Na tento cieľ sú vhodné siete, ktoré pracujú, ako asociatívna 
pamäť – Hopfieldove siete.  Aplikácia neurónových sietí je veľmi rozšírená počas 
prepracovávania, môžu byť použité takmer pri všetkých úkoloch prepracovávania, 
hlavne pri obnovení obrazu.  Na segmentáciu a popis objektu sú úspešne používané 
Kohonenova samoorganizačné mapy a dopredné siete.   
Ukázalo sa, že neurónové siete sú pravdepodobne najlepšie použiteľné na 
klasifikačné úlohy.  Ich použitie je jednoduchšie a výkonnejšie než klasické metódy, 
a väčšina prípadne sa vyskytujúcich problémov je odstrániteľná dobrým popisom 
objektov.  Na tento úkol sú použité hlavne dopredné a Hopfieldove siete.   
Pri porozumení obsahu obrazu schopnosť neurónových sietí učiť sa 
z priložených príkladov je jednoznačné pozitívum, ale neistoty vyskytujúce sa pri 
použití môžu byť príliš veľkou nevýhodou.  Aplikácie ako neuro-fuzzy siete môžu 
byť úspešnejšie pre tento úkol. 
Úspešnosť klasifikačných schopností neurónových sietí bolo demonštrované 
aj pri testovaní  neurónovej siete vytvorenej vlastným programom.  Úlohou 
neurónovej siete bola rozpoznávania ručne písaných číslic.  Výkon rozpoznávania 
bol veľmi dobrý, a klesal len pri transformácií vstupných obrazov; ale aj tento 
nedostatok je možné odstrániť zvýšením počtu tréningových vzorov alebo lepším 
popisom. 
Ukázalo sa, že umelé neurónové siete sú výkonnými prístrojmi pri 
spracovávaní obrazu.  Ich použitie je často odlišné od klasických metód, ale prinesie 
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tak isto dobré, a v niektorých prípadoch ešte lepšie výsledky, hlavne pri 
komplikovanejších úlohách.   V oblasti počítačového videnia neurónové siete sú už 
rozšírenými prostriedkami aj dnes, a s ďalším rozvojom ich úloha môže byť ešte 
výraznejšia. 
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Zoznam príloh 
 
 
Príloha 1 Zdrojový kód hlavného programu 
Príloha 2 Zdrojový kód funkcie posunutie 
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Príloha 1. :  Zdrojový kód hlavného programu 
 
 
clear; 
  
% načítania obrazu 
image = imread('scan1.bmp'); 
  
%% predspracovanie 
  
img_grayscale = rgb2gray(image); 
img_bw = im2bw(img_grayscale,graythresh(img_grayscale));  
  
% detekcia hrán 
img_edge = edge(uint8(img_bw)); 
  
% dilatácia  
se = strel('square',4); 
img_edge_dil = imdilate(img_edge, se);  
  
img_fill= imfill(img_edge_dil,'holes'); 
  
% označovanie jednotlivých objektov 
[img_label num] = bwlabeln(img_fill); 
  
img_props = regionprops(img_label); 
img_cent = [img_props.Centroid]; 
  
%% triedenie do vhodného poradia 
  
img_cent = reshape(img_cent, 2, 130); 
for i=1:13; 
    [sorted, sort_order] = sort(img_cent(2,(10*i-9):(10*i))); 
    img_cent(:,(10*i-9):(10*i)) = img_cent(:,sort_order+(10*i-10)); 
end 
  
%% ostrihanie 
  
figure; 
imshow(image) 
pix = 60; 
for i = 1:num; 
    hold on; 
    img{i} = imcrop(img_bw,[img_cent(1,i)-(pix/2) img_cent(2,i)-
(pix/2) (pix-1) (pix-1)]); 
    rectangle('position',[img_cent(1,i)-(pix/2) img_cent(2,i)-
(pix/2) (pix-1) (pix-1)],'edgecolor','r'); 
end 
  
%% zmena veľkosti 
  
pix = 20; 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 51 
for k=1:num; 
    temp_img=img(k); 
    temp_img=cell2mat(temp_img); 
    temp_img1=zeros(pix); 
    for i=1:pix; 
        for j=1:pix; 
            temp_img1(i,j)=sum(sum(temp_img(3*i-2:3*i,3*j-
2:3*j)))/9; 
        end 
    end 
    img(k)={temp_img1}; 
end 
  
%% vytvorenie vstupných vektorov pre trénovanie neurónovej siete; 
  
vect = zeros(num, pix*pix); 
for i =1:num; 
    temp =cell2mat(img(i)); 
    for j = 1:pix; 
        vect(i,((j-1)*pix+1):(j*pix))=temp(j,:); 
    end 
end 
vectT=vect'; 
training_in = vectT(:,1:80); 
training_out = [eye(10) eye(10) eye(10) eye(10) eye(10) eye(10) 
eye(10) eye(10)]; 
  
test_in = vectT(:,81:130); 
  
%% vytvorenie neurónovej siete 
  
net = newff(minmax(training_in),[16 10],{'logsig' 
'logsig'},'traingdx'); 
net.LW{2,1} = net.LW{2,1}*0.01; 
net.b{2} = net.b{2}*0.01; 
net.performFcn = 'sse';          
net.trainParam.goal = 0.1;     
net.trainParam.show = 20;       
net.trainParam.epochs = 5000;   
net.trainParam.mc = 0.95;       
  
[net,tr] = train(net,training_in,training_out); 
  
%% testovanie funkčnosti siete 
% 
%  výstupom testu je pomer úspešne rozpoznávaných objektov  
%  v percentách, uložených do premennej success_rate 
  
[a,test_out]=max(sim(net,test_in)); 
test_out_mat=[test_out(1:10);test_out(11:20);test_out(21:30);test_ou
t(31:40);test_out(41:50)]; 
  
correct = zeros(5,10); 
for i=1:5; 
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    for j=1:10; 
        correct(i,j)=j; 
    end 
end 
  
difference = correct == test_out_mat; 
success_rate = sum(sum(difference))/0.5 
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Príloha 2. :  Zdrojový kód funkcie posunutie 
 
 
function [new] = posunutie(old, x, y); 
 
%  funkcia posunie obraz o x pixlov v smere X súradnice, a o y  
%  pixlov v smere Y súradnice 
  
[m,n]=size(old); 
tmp=zeros(m,n); 
for i=1:m; 
    for j=1:n; 
        if j-x<=0; 
            tmp(i,j)=old(i,1); 
        elseif j-x>n; 
            tmp(i,j)=old(i,n); 
        else 
            tmp(i,j)=old(i,j-x); 
        end 
    end 
end 
  
for i=1:m; 
    for j=1:n; 
        if i-y<=0; 
            new(i,j)=tmp(1,j); 
        elseif i-y>m; 
            new(i,j)=tmp(m,j); 
        else 
            new(i,j)=tmp(i-y,j); 
        end 
    end 
end 
 
  
 
