Multimodal imaging enables sensitive measures of the architecture and integrity of the human brain, but the complex and high-dimensional nature of advanced brain imaging features poses inherent challenges for the analyses and interpretations. Multivariate age prediction reduces the dimensionality to one biologically informative summary measure with potential for assessing deviations from normal lifespan trajectories. Whereas a number of studies have documented remarkably accurate age prediction, the differential age trajectories of distinct brain tissue classes have to a lesser extent been characterized.
Introduction
Increasing age is a major risk factor for cognitive decline and neurodegeneration, and deviating lifespan trajectories in brain structure and function is a sensitive marker in several common neurological and mental disorders (Cole and Franke, 2017) . The maturing and aging brain is highly heterogeneous in term of individual trajectories and in term of brain regions and mechanisms involved (Westlye et al., 2010a; Fjell et al., 2013) . Understanding the individual determinants and heterogeneity of the developing and aging brain is imperative for identifying persons at risk for various brain disorders, including schizophrenia and dementia, and for developing and applying effective and targeted treatments.
Exploring different modalities acquired by magnetic resonance imaging (MRI) provide a powerful tool to investigate age-related differences in both gray-and white-matter tissue classes across brain regions. However, the richness and complexity of the information provided by advanced imaging pipelines challenges its interpretation. Together, the multifactorial age-related variability and the richness of imaging measures have motivated the development of biologically informative summary measures based on brain imaging data.
Using machine-learning to estimate the biological age of the brain based on neuroimaging data is one such approach (Cole and Franke, 2017) . Deviation from the normative trajectory is a highly relevant biomarker for the integrity of the brain in healthy and clinical populations (Marquand et al., 2016) , including patients with schizophrenia (Schnack et al., 2016) , Alzheimer's disease (Amoroso et al., 2017) , HIV (Cole et al., 2017b; Kuhn et al., 2018) and cardiovascular risk factors Habes et al., 2016) . Indeed, while individuals with brains estimated as younger than their chronological age have been shown to be more physically active (Steffener et al., 2016) , augmented brain age has been associated with poor health (Ronan et al., 2016) , poor cognitive performance (Liem et al., 2017) , early neurodegenerative diseases , and increased mortality (Cole et al., 2017a) .
However, less is known about the regional heterogeneity, i.e. to which degree different brain regions, systems or compartments show differential aging patterns and sensitivity to cognitive performance. Brain gray and white matter compartments, which can be assessed and quantified using T1-weighted imaging and diffusion tensor imaging (DTI), respectively, comprise distinct tissue classes with largely differential biological and environmental modifiers and age trajectories (Salat et al., 2005; Bennett et al., 2010; Westlye et al., 2010b, a; Fjell et al., 2013; Storsve et al., 2014; Cao et al., 2017) . Allowing for differential brain age models for these distinct classes may therefore provide an opportunity to disentangle independent sources of heterogeneity in brain aging.
Thus, to identify common and unique aging patterns with potentially differential sensitivity to cognitive function, we aimed to test the complementary value of tissue-specific prediction by comparing brain age estimated using different combinations of FreeSurfer based morphometric measures (regional cortical thickness, surface area and volume) and white matter microstructure features (DTI based fractional anisotropy and mean, radial and axial diffusivity) across the brain. Based on previous studies on brain aging, we expected high accuracy and generalizability of the age prediction models (Cole and Franke, 2017) . Since tissue specific brain age models capture biologically distinct information, we anticipated that the different FreeSurfer based brain morphometry and white matter microstructure models would only partly reflect common variance, and therefore provide complementary information with differential sensitivity to cognitive performance. Given that brain age predictions might be sensitive to the overall integrity of the brain (Liem et al., 2017) , we anticipated that individuals with an over-estimated brain age would show lower cognitive performance, in particular among the elderly, and that the tissue-specific brain age models would show partly differential cognitive sensitivity.
To ensure generalizability, we trained the models in a large training set (n=612, 18-87 years) and validated their performance using 10-fold cross-validation before applying to an independent and well characterized test set (n=265, 20-88 years). We assessed the cognitive sensitivity using linear models with performance on a range of paper-and-pencil and computerized tests comprising different large-scale cognitive domains (processing speed, executive functioning, working memory, attention, and general intellectual abilities) and cognitive scores based on computational models as dependent variables and age, sex and brain age gap (BAG, estimated brain age minus chronological age) as independent variables.
For transparency, we report results both at an uncorrected level and corrected using false discovery rate (FDR) and Bonferroni methods to control the error rate. Table 1 summarizes key demographics. We included data from healthy volunteers from two independent cohorts: (1) the Cambridge Centre for Ageing and Neuroscience (Cam-CAN) sample (http://www.mrc-cbu.cam.ac.uk/datasets/camcan/; (Shafto et al., 2014; Taylor et al., 2017) ), and (2) StrokeMRI, which is an ongoing study on the determinants of stroke recovery, TISSUE-SPECIFIC BRAIN AGE PREDICTION 5 brain health and successful aging (Dorum et al., 2016; Dorum et al., 2017) . Figure 1 Nasreddine et al., 2005) were assessed for inclusion based on their age, level of education and performance on other cognitive tests. No participants were excluded based on a single low score. A neuroradiologist reviewed all scans and 14 participants with clinically significant abnormalities were excluded. Additional exclusion criteria included missing or incomplete MRI or cognitive data (n=2), or poor quality images (n=20). The remaining 265 participants (age 20-88, mean = 56.95, SD = 14.84, 168 females) were included in further analyses. The study was approved by the Regional Committee for Medical and Health Research Ethics (South-East Norway), and conducted in accordance with the Helsinki declaration. All subjects signed an informed consent prior to participating and received a compensation for their participation. Wechsler, 1999) , the California Verbal Learning Test (CVLT-II; Delis et al., 2000) , and the Delis-Kaplan Executive Function System (D-KEFS) color word interference test (Stroop; Delis et al., 2001) . We included several computerized tests from the Cognitive Assessment at Bedside for iPAD (CABPad; Willer et al., 2016) , including motor speed, verbal fluency (phonological and semantic), working memory, spatial Stroop (executive control of attention), spatial attention span, and symbol digit coding tests. In addition, in an attempt to assess the specificity of cognitive associations using computation modeling, we included three mathematically independent parameters based on the Theory of Visual Attention (TVA; Bundesen, 1990; Bundesen and Habekost, 2008) , including shortterm memory storage (K), processing speed (C), perceptual threshold (t 0 ). These parameters based on computational modeling of response patterns have been shown to be sensitive to age, brain structure and function in healthy individuals (Espeseth et al., 2014; Wiegand et al., 2018 ) and a range of brain disorders (Habekost and Starrfelt, 2009; Habekost, 2015) . Here, we used a TVA-based modeling of a whole report (Sperling, 1960) , in which six letters were briefly presented for different exposure durations and the participant's task was to accurately report as many letters as possible. Task error rate was also assessed (i.e. number of incorrect letters out of reported letters).
Materials and methods

MRI acquisition
Cam-CAN participants were scanned on a 3T Siemens TIM Trio scanner with a 32-channel head-coil at Medical Research Council (UK) Cognition and Brain Sciences Unit (MRC-CBSU) in Cambridge, UK. DTI data was acquired using a twice-refocused spin echo sequence with the following parameters a repetition time (TR) of 9100 ms, echo time (TE) of 104 ms, field of view (FOV) of 192 x 192 mm, voxel size: 2 mm 3 , 66 axial slices using 30 directions with b= 1000 s/m 2 , 30 directions with b= 2000 s/m 2 , and 3 b=0 images (Shafto et al. 2014) . Only the b=[0,1000] were used in the current analysis. High-resolution 3D T1weighted data was acquired using a magnetization prepared rapid gradient echo (MPRAGE) sequence with the following parameters: TR: 2250 ms, TE: 2.99 ms, inversion time (TI): 900 TISSUE-SPECIFIC BRAIN AGE PREDICTION 7 ms, flip angle (FA): 9°, FOV of 256 x 240 x 192mm; voxel size =1 mm 3 isotropic, GRAPPA acceleration factor of 2, scan time 4:32 minutes (Shafto et al., 2014) .
StrokeMRI participants were scanned on a 3T GE 750 Discovery MRI scanner with a 32-channel head coil at Oslo University Hospital. Paddings were used to reduce head motion. DTI data were acquired using an echo planar imaging (EPI) sequence with the following parameters: TR/TE/FA: 8150 ms/83.1 ms/90°, FOV: 128 x 128 mm, slice thickness: 2 mm, in-plane resolution: 2 mm, 60 directions (b=1000 s/mm 2 ) and 5 b=0 volumes, scan time: 8:58
min. In addition, 7 b=0 volumes with reversed phase-encoding direction were acquired. Highresolution T1-weighted data was acquired using a 3D IR-prepared FSPGR (BRAVO) with the following parameters: repetition time: 8.16 ms, echo time: 3.18 ms, flip angle: 12º, voxel size:
1 × 1 × 1 mm, field of view: 256 x 256 mm, 188 sagittal slices, scan time: 4:43 minutes.
DTI processing and analysis
Diffusion MRI data from both samples were processed locally using the Oxford Center for Functional Magnetic Resonance Imaging of the Brain (FMRIB) Software Library (FSL) (http://www.fmrib.ox.ac.uk/fsl). To correct for geometrical distortions, motion and eddy currents, data were preprocessed using topup (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/topup) and eddy (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/eddy) respectively (Andersson et al., 2003; Smith et al., 2004) . Topup uses information from the reversed phase-encoded image, resulting in pairs of images (blip-up, blip-down) with distortions going in opposite directions. From these image pairs the susceptibility-induced off-resonance field was estimated and the two images were combined into a single corrected one (Andersson et al., 2003; Smith et al., 2004) . This step was performed on StrokeMRI data only. Eddy detects and replaces slices affected by signal loss due to bulk motion during diffusion encoding, which is performed within an integrated framework along with correction for susceptibility induced distortions, eddy currents and motion (Andersson and Sotiropoulos, 2016) . Although these processing steps have been shown to strongly increase the temporal signal-to-noise ratio (tSNR) (Doan et al., 2017) , we performed additional visual inspection to identify and remove poor quality data.
Fractional anisotropy (FA), eigenvector, and eigenvalue maps were calculated using dtifit in FSL. Mean diffusivity (MD) was defined as the mean of all three eigenvalues, radial diffusivity (RD) as the mean of the second and third eigenvalue, and axial diffusivity (AD) as the principal eigenvalue.
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Voxelwise analysis of FA, MD, AD and RD were carried out using Tract-Based Spatial Statistics (TBSS; Smith et al., 2006) , part of FSL (Smith et al., 2004) . First, all subjects' FA data were aligned to a common space using the nonlinear registration tool FNIRT (Andersson et al., 2007b, a) . Next, the mean FA image was created and thinned to create a mean FA skeleton, which represents the centers of all tracts common to all participants. Each subject's aligned FA data was then projected onto this skeleton and the resulting data fed into voxelwise cross-subject statistics. The same warping and skeletonization was repeated for MD, AD and RD. We thresholded and binarized the mean FA skeleton at FA>0.2. For each individual, we calculated the mean skeleton FA, MD, AD and RD, as well as mean values within 23 regions of interest (ROIs) based on two probabilistic white matter atlases provided with FSL, i.e. the CBM-DTI-81 white-matter labels atlas and the JHU white-matter tractography atlas (Mori et al., 2005; Wakana et al., 2007; Hua et al., 2008) , yielding a total of 96 DTI features per individual.
T1 processing
T1-weighted images were processed using FreeSurfer 5.3 (http://surfer.nmr.mgh.harvard.edu; (Dale et al., 1999) ) including brain extraction, intensity normalization, automated tissue segmentation, generation of white and pial surfaces (Dale et al., 1999) . All reconstructions were visually assessed and corrected as appropriate. Cortical parcellation was performed using the Desikan-Killiany atlas (Fischl et al., 2004; Desikan et al., 2006) and subcortical segmentation was performed based on a probabilistic atlas (Fischl et al., 2002) . In addition to global features (intracranial volume, total surface area, whole-cortex mean thickness), mean thickness, total surface area, and volume for each cortical ROI, as well as the volume of subcortical structures were computed yielding a set of 251 FreeSurfer based features.
Age prediction
Eleven different models were trained to estimate age based on the feature sets described above (one based on FreeSurfer T1 features, one based on WM DTI features, one including all T1 and DTI features, in addition to eight models based on a smaller subset of features, including models based on FA, MD, AD, RD, sub-cortical volume, volume, area and thickness to further explore the modality specificity of the estimations.)
Due to the systematic differences in the brain features across scanners as well as nonlinear effects of age, we fit a generalized additive model (GAM; Hastie, 2017) for each TISSUE-SPECIFIC BRAIN AGE PREDICTION 9 feature and regressed out the effects of scanning site and age², accounting all models for age and sex. In addition, we regressed out the estimated total intracranial volume from the area and volume features. Next, for each model, we created a training data matrix by concatenating all the features for all participants in the training sample (Cam-CAN), which were used as input to estimate age. We used the xgboost framework in R (http://xgboost.readthedocs.io/en/latest/R-package/xgboostPresentation.html), an efficient and scalable implementation of gradient boosting machine learning techniques, to build the prediction models. The following parameters were used: learning rate (eta) = 0.1, nround = 5000, gamma = 1, max_depth = 6, subsample=0.5. To estimate the performance of our models, we used a 10-fold cross-validation procedure within the training sample and repeated the cross-validation step 1000 times to provide a robust estimate of model predictive accuracy. Next, we tested the performance of our trained models by predicting age in unseen subjects in the test sample.
For each feature set, we calculated the correlation between the predicted and the chronological age as a measure of the model performance, in addition to the mean absolute error (MAE, in years). For each individual, we calculated the discrepancy between the estimated and the chronological age, i.e. the BAG, for each model. The MAE was calculated from the BAG for each model. Since we were interested in the effect of BAG independently of age, the effect of age was regressed out for each BAG using linear models.
Statistical analysis
Statistical analysis was performed using R (http://www.r-project.org). For cognitive data, we used outlierTest from the car package (Fox and Weisberg, 2011) to identify the most extreme observations based on a linear model, including age and sex. Twenty-five observations were identified as outliers and treated as missing values based on a Bonferroni corrected p < 0.05.
To visualize the associations between the cognitive tests and to form cognitive domain scores based on the correlation patterns, we performed hierarchical clustering using the default setting of the heatmap.2 package in gplots (Warnes et al., 2016) , which uses hclust (Müllner, 2013) to form clusters based on the complete linkage method. Briefly, this is a step-wise clustering process that merges the two nearest clusters until only one single cluster remains, maximizing distance between individuals components between two clusters.
For each cognitive measure and summary score based on the clusters formed form the clustering step above, we used linear models to test for the effect of age and sex. Then, for TISSUE-SPECIFIC BRAIN AGE PREDICTION 10 each test showing a significant association with age, we tested whether adding BAG to the models lead to an improved model fit. More specifically, we tested for differential associations with cognitive function by comparing the parameter estimates for the different BAG models using Fisher z-transformation. To test the assumption that increased BAG is more relevant for cognitive function among the elderly, we tested for age by BAG interactions on cognitive performance. For transparency, we report both uncorrected p-values and p-values adjusted using FDR (Wright, 1992; Benjamini and Hochberg, 1995) and
Bonferroni correction using a factor of 495 (11 brain gaps and 45 cognitive features).
Results
Brain age prediction 10-fold cross-validation on the training sample revealed high correlations between chronological and predicted age for the DTI based white matter microstructure (r=0.87) and
FreeSurfer based morphometric (r=0.88) models. Likewise, the correlations for FA (r=.76), MD (r=.80), AD (r=.83), RD (r=78), sub-volume (r=.84), volume (r=.80), area (r=.70) and thickness (r=.79) based models also confirmed reasonable model performance.
Most models accurately predicted age in the independent test set. Figure 2A shows a correlation matrix for the 11 BAGs. Figure 2B shows the correlations between the chronological age and the predicted age in the test sample for each model with their confidence intervals, ranging from (r=.86, CI:.82-.89, MAE= 6.14) for the combined model to r=.58 (CI:.49-.65, MAE=10.24) for the model based on area. Figure 2 (D to F) show the estimated age from the three models that performed best among the 11 feature sets, i.e. the combined DTI and T1 feature models (r=.86, CI:.82-.89, MAE= 6.14), the 251 FS T1 features (r=.83, CI:.78-.86, MAE= 6.76), and the 96 WM DTI features (r=.79, CI:.74-.83, MAE=7.28). Correlation between the chronological age of each subjects and the combined age, (e) the brain morphometry age, and (f) the white matter microstructure age. Table 2 shows summary statistics for the associations between cognitive performance and BAG using linear models, including age and sex as covariates. Figure 4 shows a heatmap of the association between cognitive scores and brain age gaps for which the significant associations have been marked with an asterisk. Figure 2C shows the mean and standard error of the 45 p-values (-log 10 (p)) for the cognitive scores and composite scores for each row (i.e. BAGs), with a higher mean representing a stronger cumulative association across tests. Fisher z-transformation revealed no statistically significant differences in the cognitive associations between linear models using tissue-specific BAG. No significant interactions were found between BAG and age on cognitive performance.
Cognitive assessments and associations with BAGs
Fig. 4
Heatmap of the association between cognitive scores and brain age gaps. The color scale depicts the minus log of the p-values (-log 10 (p)) for each association. The association marked with a small star represents significant associations after FDR correction, and the one marked with a big star shows significant associations after Bonferroni correction. TISSUE-SPECIFIC BRAIN AGE PREDICTION 14 Fig. 5 Scatter plots of the 2 strongest associations between cognitive measures and BAG. The color gradient represents the age where lighter color is assigned to older individuals, and darker color to younger individuals. All associations indicate worse performance with higher brain age gap.
Discussion
Brain aging is highly heterogeneous, and expanding our understanding of the biological determinants of human aging is imperative for reducing the burden of age-related cognitive decline and neurodegenerative disorders. An estimate of an individual's deviation from the expected lifespan trajectory in brain structure and function may provide a sensitive measure of individual brain integrity and health, both in presumably healthy individuals and in patients suffering from various brain disorders.
The biological heterogeneity of the brain strongly suggests that the concept of a single brain age is too simple, and that tissue-specific brain age models may provide increased sensitivity and specificity in relation to cognitive and mental functions. In line with this view, our main findings demonstrate that different combinations of FreeSurfer based brain morphometry and DTI based white matter microstructural indices can be used to accurately predict the age of individuals, but that the shared variance from the different models suggest that they reflect partly non-overlapping processes of brain aging. Further, the results revealed partly differential sensitivity to cognitive performance; with the strongest cumulative associations across cognitive tests for brain age gaps estimated using RD. Even though our data provide no strong evidence of independent associations with cognitive performance in the current sample of healthy individuals, tissue specific age prediction models might better TISSUE-SPECIFIC BRAIN AGE PREDICTION 15 inform us about the individual determinants and heterogeneity of the aging brain compared to models collapsing several brain compartments by potentially capturing distinct measures of brain aging.
Brain age prediction
For the age prediction models, our results demonstrated that the 11 different combinations of FreeSurfer based morphometric measures (regional cortical thickness, surface area and volume) and white matter microstructure features (diffusion tensor imaging (DTI) based fractional anisotropy and mean, radial and axial diffusivity) across the brain age models accurately predicted the age of an individual with a mean absolute error between 6.15 and 10.23 years. Brain morphometry and white matter microstructure models had a MAE of 6.76 and 7.28 respectively, which correspond with previous publications (Han et al., 2014; Cole et al., 2016; Valizadeh et al., 2017) . In general, combining features and modalities increased the performance, and the highest performing model included a combination of both brain morphometry and white matter microstructure (mean absolute error of 6.14 years). Moreover, the correlations between the different brain ages suggested a relatively low level of shared variance (mean correlation = 0.51, SD=0.13). Together these findings support the notion that tissue specific brain age models capture biologically distinct information. This is in line with the characteristic lifespan patterns of global linear decreases in gray matter volume and the nonlinear trajectories of total white matter volume and DTI based metrics of white matter microstructure (Ge et al., 2002; Raz et al., 2010; Westlye et al., 2010a; Fjell et al., 2013; Cox et al., 2016; Liu et al., 2017) , highlighting that the different compartments carry unique biological information and that combining different modalities lead to a better estimation the age of individuals (Cherubini et al., 2016; Liem et al., 2017) .
Cognitive associations
We performed a comprehensive cognitive assessment of the test sample, confirming previous evidence of substantial age-related differences in cognitive performance across a range of tests and domains. Hierarchical clustering of the cognitive features indicated a characteristic pattern of covariance, largely reflecting broad cognitive domains, including memory and learning, visual processing speed, verbal skills, attentional and executive control, reasoning and psychomotor speed, and working memory. Ninety percent of the included cognitive features showed age-differences, with the largest effect sizes observed for speed-based TISSUE-SPECIFIC BRAIN AGE PREDICTION 16 measures, such as symbol coding test, which measures mental and visuo-motor speed (Willer et al., 2016) . This is in line with the well-established literature on age-related decline in information processing speed in healthy aging (Craik and Salthouse, 2008; Bennett et al., 2010; Harada et al., 2013) . Importantly, not only tasks measuring reaction time, but also various TVA measures based on computational modeling, such as short-term memory storage (K), processing speed (C), and perceptual threshold (t 0 ) showed strong associations with age, in line with previous studies (McAvinue et al., 2012; Habekost et al., 2013; Espeseth et al., 2014; Habekost, 2015; Wiegand et al., 2018) .
Based on the assumption that brain age captures variance related to the integrity of the brain, we anticipated that individuals with an over-estimated age would show lower cognitive performance, and that the tissue-specific brain age models would show partly differential sensitivity. To test these hypotheses, we used linear models to explore the associations between cognitive performance and BAG, with age and sex as covariates, and directly compared the parameter estimates from the different brain age models. We found a significant association between performance on a selection of tests and BAG beyond the age associations, indicating lower performance in individuals with higher BAG. Briefly, one significant association was found for WM DTI, five for combined BAG, two for the subvolume, one for the RD and one for the MD BAG. The strongest associations were found with the spatial Stroop congruent trials, and number of responses. These findings support that the deviance between the estimated age and the chronological age captures relevant biological information regarding the cognitive performance of an individual. Whereas we found no significantly different associations between brain age models, the association with symbol digit coding test was only seen for WM DTI BAG, while associations with Stroop 3 and 4 were observed only for sub-volume BAG, suggesting some specificity that should be investigated in future studies including larger samples and a broader spectrum of mental health, cognitive and brain phenotypes, both across healthy and clinical samples. We speculate that the contributions of the different modalities in predicting age and the associations with both cognitive performance, but also age-related illnesses vary across the age-span, as it does during maturational age (Brown et al., 2012) . Thus, future studies might benefit from investigating modality specific brain-age estimation using specific age range.
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Limitations
The present findings do not come without limitations. First, although reducing the dimensionality of complex brain imaging data to a biologically informative brain age is a powerful method to assess deviations from normal lifespan trajectories in brain health, findings from this data reduction method are limited in specificity. Here, we attempted to both reduce the complexity of the information while keeping some modality specificity measured by different MRI parameters. Finding a balance between specificity and precision represents an interesting challenge for future studies. Moreover, causality and individual level trajectories cannot be established based on cross-sectional data. Therefore, future longitudinal studies are needed to inform us about the relevance of the differential trajectories of the tissue-specific brain age prediction with implications for the study of a range of brain disorders. Next, although the age distribution of the test sample is irrelevant to the individual prediction accuracy, the relative overrepresentation of older individuals in the test sample is a limitation when investigating interactions between BAG and age. Thus, although the lack of brain by BAG interactions on cognitive function did not support our hypothesis that increased BAG is more relevant for cognitive function among the elderly, future studies including individuals across a broader range of function are needed to characterize the lifespan dynamics in the associations between brain and behavior. Although we covered a relatively broad spectrum of structural brain features, the link between imaging based indices of brain structure and brain function is elusive, and brain age models including other brain imaging features, including functional measures, might provide a sensitive supplement to the current models. Lastly, whereas the results showed some numerical differences in the cognitive sensitivity of the different combinations of FreeSurfer based morphometry and white matter microstructure models, these differences were not statistically significant, and the hypothesis that tissue specific models provide increased specificity in terms of cognitive associations remains to be further explored in future studies.
In conclusion, we have demonstrated that models based on different combinations of brain morphometry and white matter microstructural indices provide partly differential information about the aging brain, emphasizing the relevance of tissue-specific brain age models in the study of brain and mental function in health and disease. TISSUE-SPECIFIC BRAIN AGE PREDICTION 18 Correlation between the chronological age of each subjects and the combined age, (e) the brain morphometry age, and (f) the white matter microstructure age. Fig. 4 Heatmap of the association between cognitive scores and brain age gaps. The color scale depicts the minus log of the p-values (-log 10 (p)) for each association. The association marked with a small star represents significant associations after FDR correction, and the one marked with a big star shows significant associations after Bonferroni correction. 
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