It is known that the function f(t) = ItI fails to satisfy an "operator Lipschitz condition," in the sense that the best bound upon I] IAl-IBI II/ IIA -BII goes to infinity with the dimensionality of the (finite-dimensional Hilbert) space v;here A and B act. Two new ways of supplying the counterexamples are given here, to exemplify an approach that is believed to have wider applicability.
THE METHOD
Counterexamples shed light on many problems, emphasizing the constraints and the importance of hypotheses. Every mathematician constructs counterexamples while trying to prove some conjectured statement. Construction of a counterexample in operator theory turns often on the solution of an operator equation. Trying to determine conditions for solvability of this equation, we consider first the corresponding numerical equation and determine the requirements for existence of its solution. Then we consider how these requirements should be changed in the operator case. It may happen that in the operator case, a "weak" requirement (on the spectra of operators) has to be satisfied for the existence of a solution, rather than a "strong" requirement (on the operators themselves). If so, we can use the facts that (1) spectra of real and imaginary parts of Volterra operators have some special relation (see [4] ), and (2) usually Volterra operators have very unstable spectra, i.e., a small perturbation of some specially constructed Volterra operator may satisfy the required spectral conditions. This perturbation will allow us to solve the operator equation, and thereby the counterexample will be constructed. (1992) 
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THE COUNTEREXAMPLES
Let us consider operators in n-dimensional Hilbert space H,. Let c+(T) denote the spectrum of operator T, and .I,, the Lipschitz a-class of hmctions, i.e., f E L, means that the ratio is bounded by some constant. And let (x, y) or y*x denote the scalar product of X, y E H,.
1.1
We will illustrate problem posed by M. REMARK.
An estimate of the ratio so the desired counterexample will be constructed if we find, for any 0 < E < 1, operators S and C such that
c>o. We ask whether a corresponding condition exists in the operator case. If so, is it the strong condition w+w*>o, the weak condition
or something else? It turns out (see Appendix 1 for proof) that the weak condition is sufficient.
Now suppose for a moment that we have a nilpotent operator N with the following properties for some small positive l i:
ReN<e,,
lb NII < el.
(8)
This will give us the desired example. Indeed, let W= N+eiI,
Since a(W)= {ei), we have Rea(W)> 0. This is the condition (5) for equation (4) to have a solution S. The properties (6)-(B) with E, = e/3 lead to the conditions (I)- (3) for these C and S. It remains to construct such a nilpotent operator N with arbitrarily small imaginary part and with "almost" negative definite and not small real part. This is done in Appendix 2. This completes the construction of our counterexample.
Operators with related properties were constructed by W. Kahan [7] and A. Pokrzywa [B].
1.2
Let us consider now Kato and McIntosh's example. That is, we seek a construction for any n of self-adjoint operators X and Y such that x>o, (9) This will give the solution. Indeed, let E be the positive operator which, in the Jordan basis for N, has the form diag(e,, . . . , E,,}, for suitable small distinct numbers l j > 0. Then W = N + E is as described in Appendix 3, so Equation Therefore if Equation (15*) is to be solved for W not satisfying (171, we can use a limit of the solutions obtained for diagonalizable approximation to W.
The Proposition is proved. n
REMARK.
P. Rosenthal [ 111 noted that the solvability of Equation (15) follows from Lyapunov's theorem (even in the infinite-dimensional case). This appendix is given just for completeness and because of the simplicity of this direct proof. 
