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Tumbuhan memiliki banyak manfaat bagi kehidupan manusia seperti makanan, obat-obatan, industri, 
melindungi lingkungan, bahkan penyedia oksigen bagi organisme lainnya. Untuk mengetahui jenis-
jenis tumbuhan maka diperlukan klasifikasi. Klasifikasi tumbuhan dapat dilakukan dengan 
mengidentifikasi fitur daun dalam tumbuhan tersebut. Dalam menentukan bagus dan tidaknya proses 
identifikasi citra maka diperlukan suatu proses perbaikan kualitas citra. Perbaikan kualitas citra 
digunakan untuk menyiapkan citra dalam kondisi yang ideal agar tidak menimbulkan masalah dan 
mempengaruhi hasil interpelasi serta mempengaruhi analisis dan perencanaan yang akan dilakukan.  
Pada penelitian ini metode klasifikasi yang digunakan adalah metode Fuzzy K-Nearest Neighbor 
(FKNN). Metode Fuzzy K-Nearest Neighbor (FKNN) merupakan metode yang paling objektif. 
Berdasarkan hasil uji coba yang dilakukan, penggunaan metode Fuzzy K-Nearest Neighbor (FKNN) 
didapatkan nilai akurasi sebesar 93%. 
 




Plants have many benefits for human life such as food, medicine, industry, environmental protection, 
even oxygen provider for other organisms. To know the types of plants is necessary. Classification of 
plants can be done with additional features of leaves in these plants. In determining whether or not the 
image identification process is needed a process of image quality improvement. Improved image 
quality is used to prepare the image in an ideal form so as not to cause problems and interpellation 
results as well. In this research the method used is Fuzzy K-Nearest Neighbor (FKNN) method. The 
Fuzzy K-Nearest Neighbor (FKNN) method is the most objective method. Based on the results of 
experiments conducted, Fuzzy K - Nearest Neighbor (FKNN) modeling method was obtained for 93% 
completeness. 
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Tumbuhan merupakan salah satu 
bagian terpenting di kehidupan karena 
memiliki banyak kegunaan seperti makanan, 
obat-obatan, industri, melindungi lingkungan, 
bahkan penyedia oksigen bagi organisme 
lainnya. Terdapat berbagai macam jenis 
tumbuhan di seluruh dunia yang dapat diakses 
di www.theplantlist.org, database tersebut 
memuat 1,293,685juta spesies nama tumbuhan 
(The Plant List, 2013). 
Dengan banyaknya tumbuhan di dunia 
maka diperlukan sebuah aplikasi yang dapat 
membantu manusia mengenali dan 
mengklasifikasikan tumbuhan dengan 
melihatnya secara otomatis. Klasifikasi 
tumbuhan sangat membantu para peneliti di 
bidang pertanian dan perkebunan, botanist, ahli 
tumbuhan herbal, dan dokter. Dapat digunakan 
sebagai media pembelajaran di sekolah serta 
dapat membantu dalam usaha peningkatan 
perlindungan tumbuhan sehingga dapat 
diketahui apakah suatu tumbuhan tersebut 
langka atau tidak 
 
(Ji-Xiang dkk, 2007). 
Klasifikasi tumbuhan didasari pada 
pengamatan organnya yaitu tunas, daun, buah, 
batang, dan akar. Dan informasi yang paling 
akurat mengenai identifikasi tumbuhan terletak 
pada daunnya, dimana bagian tersebut terdapat 
berbagai karakteristik yang mewakili 
tumbuhan tersebut, di antaranya adalah bentuk, 
warna dan tekstur (Mouine  dkk, 2013).  
Dalam proses identifikasi, seringkali 
citra yang digunakan tidak dalam kondisi yang 
ideal untuk dikaji dikarenakan banyaknya 
gangguan, berupa bayangan, citra kabur, serta 
kurang jelasnya kenampakan citra, sehingga 
dapat menimbulkan masalah dan 
mempengaruhi hasil interpelasi serta akan 
mempengaruhi analisis dan perencanaan yang 
akan dilakukan, maka diperlukan berbagai 
teknik perbaikan kualitas citra untuk 
memperoleh citra yang ideal. Perbaikan 
kualitas citra (image enhancement) terletak 
pada proses awal dalam pengolahan citra yang 
disebut dengan praproses citra (Febri, 2015). 
Beberapa penelitian tentang 
pengelompokkan klasifikasi tumbuhan, 
umumnya menggunakan metode jaringan saraf  
tiruan (Z.Ilusin dkk, 2012), (K.Abdul dkk, 
2011), (L.N. Pradany dkk,  2014), (J.Chaki 
dkk, 2011), (S.G.Wu dkk, 2007). Metode 
jaringan saraf tiruan banyak digunakan karena 
metode ini dikenal lebih cepat secara 
substansial. Akan tetapi penentuan jumlah 
hidden layer yang digunakan akan 
berpengaruh besar pada uji coba yang 
dihasilkan, selain itu jumlah parameter epoch 
yang besar mengakibatkan tingkat komputasi 
yang lebih tinggi (Febri dkk, 2015). Penelitian 
oleh Febri (2015) berfokus pada penerapan 
perbaikan fitur citra daun menggunakan 
metode K-Nearest Neighbor (KNN). Pada 
penelitian tersebut diperoleh akurasi klasifikasi 
daun sebesar 86,67%.  
Proses klasifikasi pada penelitian ini 
dibangun menggunakan metode Fuzzy K-
Nearest Neighbor (FKNN), metode ini 
memiliki dua keunggulan utama daripada 
algoritma K-Nearest Neighbor. Pertama, 
algoritma Fuzzy K-Nearest Neighbor (FKNN) 
mampu mempertimbangkan sifat ambigu dari 
tetangga jika ada. Algoritma ini sudah 
dirancang sedemikian rupa agar tetangga yang 
ambigu tidak memainkan peranan penting 
dalam klasifikasi.  Keunggulan kedua, yaitu 
sebuah interface akan memiliki derajat nilai 
keanggotaan pada setiap kelas sehingga akan 
lebih memberikan kekuatan atau kepercayaan 
suatu instance yang berada pada suatu kelas. 
Dengan menerapkan metode Fuzzy K-Nearest 
Neighbor (FKNN) pada proses klasifikasi 
tumbuhan, maka proses klasifikasi bisa 
dilakukan dengan lebih objektif 
 
(Yanita dkk, 
2014). Untuk mendukung peningkatan tingkat 
akurasi dari penelitian sebelumnya, maka 
penelitian ini memilih metode Fuzzy K-Nearest 
Neighbor (FKNN) untuk mengklasifikasikan 
citra daun. 
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Definisi Fuzzy K-Nearest Neighbor 
Konsep dasar dari metode Fuzzy K-
Nearest Neighbor (FKNN) adalah memberikan 
derajat keanggotaan sebagai representasi dari 
jarak K-Nearest Neighbor fitur citra daun dan 
keanggotaannya pada beberapa kemungkinan 
kelas (Keller dkk, 1985).  
µ(x,yi) adalah nilai keanggotaan data x ke 
kelas yi, variabel k merupakan jumlah tetangga 
terdekat yang digunakan. Maka µ(xj,yi) 
merupakan nilai keanggotaan data tetangga 
dalam k tetangga pada kelas yi dimana nilainya 
1 jika data latih xj memiliki kelas yi, untuk 
d(x,xj) adalah jarak dari data x ke data xj dalam 
k tetangga terdekat, m merupakan scalling 
factor untuk nilai keanggotaan µ(x,yi). Untuk 
menghitung µ(x,yi), digunakan Persamaan 1 
(Keller dkk, 1985). 
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Karena menggunakan metode Fuzzy K-
Nearest Neighbor (FKNN), setiap elemen dari 
data uji x akan diklasifikasikan ke dalam lebih 
dari satu kelas dengan nilai keanggotaan 
μ(x,yi). Namun yang akan diambil sebagai 
kelas dari elemen x adalah kelas yi dengan nilai 
keanggotaan μ(x,yi) tertinggi (Keller dkk, 
1985). 
Erosi 
Operasi erosi mempunyai efek 
memperkecil struktur citra. Penelitian oleh 
Burger & Burge (2013) mendefinisikan erosi 
pada Persamaan 2.  
     *      (   )   + 
                     (2) 
 
Berdasarkan Persamaan 2, posisi p 
terdapat pada A   B jika seluruh nilai 1 di B 
















Pada tahap pertama, praproses yang 
dilakukan pada citra daun berfungsi untuk 
menyiapkan citra agar bisa diproses ke tahap 
selanjutnya, yaitu ekstraksi fitur. Tahap 
ekstraksi fitur yang digunakan adalah erosi 
gambar. Setelah melalui tahap ekstraksi fitur 
dan mendapatkan fitur yang diinginkan, tahap 
selanjutnya adalah postprocessing.Tahap 
terakhir pada penelitian ini adalah tahap 
klasifikasi yang berfungsi untuk memilah 
beragam jenis daun ke dalam kelas yang 
cocok. Pada tahap klasifikasi, classifier yang 
digunakan adalah metode fuzzy k-nearest 
neighbor. Setelah memperoleh hasil dari 
proses klasifikasi, maka dilakukan pengujian 
melalui pengujian akurasi beserta analisisnya. 
Praproses 
Dalam tahap praproses, ada beberapa 
langkah yang dilakukan untuk kemudahan 
pemrosesan citra pada tahap selanjutnya, yaitu 
proses ekstraksi fitur. Dalam bentuk ringkas, 
praproses citra pada penelitian ini digambarkan 
pada Gambar 2.  
Gambar 1. Metode Penelitian 
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Pada penelitian ini dataset yang digunakan 
merupakan citra daun dari flavia (Flavia, 
2007). Dataset yang digunakan yaitu berupa 
citra daun hijau yang terdiri atas 5 jenis (5 
kelas) berukuran 1600x1200 piksel. Data citra 
yang digunakan sebanyak 50 citra, 100 citra, 
dan 150 citra untuk menguji tingkat akurasi 
perbaikan kualitas citra. Data citra daun 
berwarna atau RGB kemudian diubah menjadi 
citra grayscale. Untuk konversi citra grayscale 
ditunjukkan pada Persamaan 3 (S.G.Wu dkk, 
2007). 
 (   )                    
           ( )  
Dari citra grayscale citra dikonversi ke 
median filter yang berfungsi untuk 
menghaluskan dan mengurangi noise atau 
gangguan pada citra setelah itu dikonversi 
menjadi citra biner.  
Ekstraksi Fitur 
Pada penelitian ini ekstraksi fitur yang 
digunakan adalah fitur erosi. Fitur erosi 
digunakan untuk perbaikan beberapa piksel 
gambar. Tahapan yang dilakukan pada proses 




Tahap postprocessing yang digunakan pada 
penelitian ini adalah reverse dan resize. 
Reverse berfungsi untuk mendapatkan citra 
dengan warna putih dan latar belakang hitam 
Output daun yang telah diproses kemudian 
diubah ukurannya menjadi 120×160 piksel. 
Hal ini dilakukan karena resolusi citra input 
yang diproses terlalu besar. Tahapan yang 
dilakukan pada proses ekstraksi fitur 





Tahapan terakhir penelitian ini adalah 
proses klasifikasi citra daun. Metode Fuzzy K-
Nearest Neighbor digunakan untuk proses 
klasifikasi. Hasil dari perbaikan kualitas citra 
akan diklasifikasikan kemudian akan dihitung 
tingkat akurasinya setelah itu dilakukan 
analisis terhadap hasil klasifikasi tersebut. 
Tahapan yang dilakukkan pada proses 













Gambar 2. Praproses data citra 
Nilai Fitur 
Tentukan jumlah tetangga K, K=2 
Gambar 3. Proses Ekstraksi fitur   
Jarak data uji ke data latih 
Urutkan data berdasarkan euclidean 
Hitung nilai bobot berdasarkan fungsi fuzzy 
Ambil nilai bobot tertinggi 
Ekstraksi Fitur Erosi 
Hasil Ekstraksi  




Gambar 5. Proses klasifikasi FKNN 
Reverse 
Resize 
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HASIL DAN PEMBAHASAN 
Data yang digunakan dalam penelitian ini 
merupakan citra daun flavia yang terdiri atas 5 
jenis (5 kelas) dengan jumlah yang sama pada 
tiap kelas. Gambar 6 menunjukkan contoh dari 




Skenario uji coba yang dilakukan 
sebanyak tiga kali percobaan. Pengujian I, 
dengan 50 citra data dipisahkan menjadi dua 
bagian yaitu 70%  atau 35 citra digunakan 
sebagai data latih dan 30% atau 15 citra 
digunakan sebagai data uji. Pengujian II, 
dengan 100 citra data dipisahkan menjadi dua 
bagian yaitu 85% atau 85 citra digunakan 
sebagai data latih dan 15% atau 15 citra 
digunakan sebagai data uji. Pengujian III, 
dengan 150 citra data dipisahkan menjadi dua 
bagian yaitu 90% atau 135 citra sebagai data 
latih dan 10% atau 15 citra sebagai data uji. 
Data latih digunakan sebagai data rujukan 
klasifikasi yang sesuai, sedangkan data uji 
coba digunakan untuk menguji ketepatan 
sistem dalam melakukan klasifikasi daun. 
Pengujian dilakukan sebanyak tiga kali untuk 
menghitung ketepatan tingkat akurasi  yang 
diperoleh pada proses klasifikasi. 
Hasil Praproses 
Pada praproses dilakukkan pengolahan 
citra yang terdiri dari tahapan citra RGB 
dikonversi menjadi Grayscale. Selanjutnya 
citra Grayscale dikonversi ke median filter, 
kemudian dilakukan binarisasi untuk 
mendapatkan citra biner. Hasil yang diperoleh 
dari praproses seperti yang ditunjukkan pada 
Gambar 7 kemudian akan dilakukan ekstraksi 
fitur untuk mendapatkan nilai fitur dari tiap-
tiap citra daun. 
               
   
                           
 
Hasil ekstraksi fitur 
Pada tahap ekstraksi fitur dilakukan erosi 
untuk perbaikan piksel. Hasil erosi ditunjukkan 
pada Gambar 8. 




Pada tahap postprocessing dilakukan 
reverse untuk mendapatkan citra putih dengan 
latar belakang hitam. Tahap terakhir dilakukan 
resize pada gambar untuk mengurangi resolusi 
citra input.  Hasil postprocessing ditunjukkan 
pada Gambar 9. 
 
Gambar 9. Hasil postprocessing 
Hasil Klasifikasi 
Proses klasifikasi yang dilakukan 
menggunakan metode Fuzzy K-Nearest 
Neighbor (FKNN). Pengujian I, dengan 50 
citra dilakukan terhadap 15 data uji dan 35 
data training. Hasil pengujian I, klasifikasi 
daun berdasarkan nilai fitur yang diperoleh 
ditunjukkan pada Tabel 1. 
Gambar 6.  Citra daun dari masing-masing kelas.  
Gambar 7.  Hasil praproses citra daun 






Gambar 8.  Hasil ekstraksi fitur citra daun 
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Tabel 1. Hasil Pengujian I 
 
Berdasarkan hasil pengujian I terhadap 15 
percobaan didapatkan 14 objek yang 
terklasifikasi dengan benar dan 1 objek 
terklasifikasi dengan salah. Data yang tidak 
terklasifikasi dengan benar yaitu pada Daun 9. 
Dari hasil pengujian ini maka didapatkan 
akurasi sistem sebesar 14/15 = 93%. 
Pengujian II, dengan 100 citra dilakukan 
terhadap 15 data uji dan 85 data training. Hasil 
pengujian II klasifikasi daun berdasarkan nilai 
fitur yang diperoleh ditunjukkan pada Tabel 2. 
Tabel 2. Hasil Pengujian II  
 
Berdasarkan hasil pengujian terhadap 15 
percobaan didapatkan 14 objek yang 
terklasifikasi dengan benar dan 1 objek 
terklasifikasi dengan salah. Data yang tidak 
terklasifikasi dengan benar yaitu pada Daun 9. 
Dari hasil pengujian ini maka didapatkan 
akurasi sistem sebesar 14/15 = 93%. 
Pengujian III, dengan 150 citra dilakukan 
terhadap 15 data uji dan 135 data training. 
Hasil Pengujian III klasifikasi daun 
berdasarkan nilai fitur yang diperoleh 
ditunjukkan pada Tabel 3. 
Tabel 3. Hasil Pengujian III  
 
Berdasarkan hasil pengujian terhadap 15 
percobaan didapatkan 14 objek yang 
terklasifikasi dengan benar dan 1 objek 
terklasifikasi dengan salah. Data yang tidak 
terklasifikasi dengan benar yaitu pada Daun 9. 
Dari hasil pengujian ini maka didapatkan 
akurasi sistem sebesar 14/15 = 93%. 
Pengujian I, II, dan III bertujuan untuk 
mengukur ketepatan akurasi perbaikan kualitas 
citra terhadap metode klasifikasi yang 
digunakan Tabel 4 menunjukkan perbandingan 
data yang digunakan terhadap metode 
klasifikasi Fuzzy K-Nearest Neighbor. 
 
Tabel 4. Perbandingan Akurasi Data 
Perbaikan Kualitas Citra 
50 Citra 100 Citra 150 Citra Rata-
Rata 
93% 93% 93% 93% 
 
Pada Tabel 4 menunjukkan bahwa 
hasil dari metode yang diajukan pada peneltian 
ini telah mengklasifikasikan citra dengan baik. 
Pada tabel Pengujian I, II, dan III terdapat 
objek yang terklasifikasi dengan salah secara 
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berturut-turut yaitu, objek daun 9 yang 




KESIMPULAN DAN SARAN  
Dari hasil pengujian yang telah dilakukan 
meliputi praproses, ekstraksi fitur dan 
klasifikasi didapatkan kesimpulan : 
1. Hasil klasifikasi menggunakan metode 
Fuzzy K-Nearest Neighbor (KNN) 
diperoleh nilai akurasi sebesar 93%, hal ini 
menunjukkan metode yang diajukan 
mampu melakukkan klasifikasi daun 
dengan baik . 
2. Banyaknya jumlah data citra yang 
berubah-ubah tidak mempengaruhi hasil 
tingkat akurasi metode yang diajukan 
dalam penelitian ini. 
Adapun beberapa saran yang dapat 
diajukan dalam pengembangan penelitian ini 
adalah : 
1. Pengujian objek daun 9 menunjukkan 
bahwa metode yang diajukan belum 
mampu mengatasi perubahan fitur objek. 
Oleh karena itu, ke depannya metode 
dalam penelitian ini  perlu dikembangkan 
dengan menggunakan ekstraksi fitur lain 
yang dapat mengatasi perubahan fitur 
objek. 
2. Pengembang penelitian dapat 
menambahkan dataset jenis daun yang 
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