Consider a population of hidden objects of which the total number N is unknown. A search for the objects may be conducted in which the times at which the objects were found is recorded, along with the total number of objects found. From such data, a confidence interval for N is desired with specified proportional accuracy. Two sequential sampling plans are proposed for this problem, for two sets of underlying assumptions, and their properties are studied through asymptotic analysis and simulation.
INTRODUCTION
Consider the problem of searching for hidden objects-for example, diseased individuals, donors to a charitable organization, fish in a lake, or potential voters in a voter registration drive. Let N denote the total number of objects, and suppose that N is unknown, but all objects would be found if the search were continued indefinitely. This problem has been considered by several authors, including Starr [8] , Vardi [9] , Kramer and Starr [7] , Bellout [1] , and Dalal and Mallows [5] . The emphasis in the latter work was finding optimal searching policies, stopping times that maximize an expected reward, like the number of objects found, less a cost of sampling. Here another aspect of the problem is considered, finding a confidence interval for N with fixed proportional accuracy that is valid for large N, at least.
Some notation is required to describe our results. Imagine labels painted on the objects and letT T i denote the time at which the object labeled i would be found if the search were continued indefinitely. We suppose throughout thatT T, Á Á Á ,T T N $ ind F are independent and identically distributed with a continuous distribution function F for which Fð0Þ ¼ 0. The distribution function F may depend on an unknown parameter , or not. Let T 1 Á Á Á T N denote the order statisticsT T, Á Á Á ,T T N . If the search is continued for t units of times, then the available data consists of the number of objects found and the times at which they were found; in symbols,
LetN N t denote an estimator of N, based on this data-for example, N N t ¼ K t =FðtÞ, if F is known. Then, stopping times h are sought for which 
for all values of the unknown parameter , if present, where is the desired confidence level and P ;N denotes probability in the model described above. Relation (2) is established twice, in Section 2 under the assumption that F is a known, and again in Sections 3 and 5 under the assumption that F is exponential with unknown failure rate . In fact, lim N!1 P ;N fjN N h À Nj hN N h g, is computed for fixed h > 0 in both cases. As will be apparent, the case of unknown is much more difficult from both mathematical and inferential viewpoints. The results of a simulation study are presented in Section 4, and the proof of the main result in Section 5.
KNOWN F
In this section, F is assumed to be a known, continuous distribution function that is strictly increasing on the interval ð0; b F Þ, where b F ¼ supft : FðtÞ < 1g 1. Then the maximum likelihood estimator of F after t time units of observation is (an integer adjacent to)
for 0 < t < b F . Since K t has a binomial distribution, the mean and variance
, where 2 ðtÞ ¼ 1
andN N t is asymptotically normal as N ! 1 for fixed t > 0; that is,
where ) denotes convergence in distribution and È denotes the standard normal distribution function. In fact, (5) holds for sequences t ¼ t N > 0 for which N 2 ðt N Þ ! 1 as N ! 1. Using asymptotic normality to set an approximate confidence interval and imposing the condition that the half width of the interval be at most hN N t , as in Chow and Robbins [3] , suggests sampling untilN N t ! z 2 2 ðtÞ=h 2 , where ÈðzÞ ¼ ð1 þ Þ=2 (and is the desired confidence coefficient). Using (3) and (4) this may be written as the stopping time
In the theorem below, L s , 0 s < 1, denotes a homogeneous Poisson process with mean EðL s Þ ¼ s. Further, let m ¼ mðz; hÞ ¼ ½z 2 =h 2 , the least integer that is greater than or equal to z 2 =h 2 , and let
Theorem 2.1 IfN N t and h are defined by (3) and (6) , then NFð h Þ ) h , and
for each fixed h > 0.
Proof. Let s and t be related by NFðtÞ ¼ s; and let H N ðsÞ ¼ K t ; that is,
for 0 s Nb F , where KðuÞ is written for K u when u is a complicated expression. Next, let D½0; c denote the space of ca`dla`g functions on the interval ½0; c, as described by Billingsley [2, Ch.3] , for example. Then it is easily seen that H N ) L in D½0; 1Þ; that is, the restriction of H N to ½0; c converges to the restriction of L in D½0; c for all 0 < c < 1. It follows that
as N ! 1, establishing (7). The following easily verified inequality is used in the proof of the next theorem. If X has a binomial distribution with parameters n and p > 0, then
Proof. Relation (2) follows easily from (7), since h is the sum of m i.i.d. exponentially distributed random variables, m ! 1, and hm $ z ffiffiffiffi m p as h # 0. Thus,
Similarly, using (8) and the structure of h ,
To see that h 2 NFð h Þ are uniformly integrable, first observe that
for all N, h, and t. Thus, setting t ¼ F À1 ðs=h 2 NÞ,
for all N, h, and s, from which uniform integrability and (9) follow. The proof of (10) is similar. From Theorem 2.1,N N h =N ¼ Kð h Þ= NFð h Þ ) m= h as N ! 1 for fixed h > 0. It is shown below thatN N h =N is uniformly integrable in N for sufficiently small h > 0, and it then follows that
which approaches 1 as h ! 0: To establish uniform integrability, let h be so small that z 2 =h 2 > 1, and let > 0 be so small that ðz 2 =h 2 Þð1 À Þ > 1. Then Kð h Þ ! 2 when h and, therefore,N
The first term on the right side approaches zero. For the second,
Here FðT k Þ; k ¼ 1; Á Á Á ; N; have the same joint distribution as S k =S Nþ1 , where
then there is, a p for which q < 2, in which case,
The first factor is finite, since S k =k is a reverse martingale; and the second is bounded in N. Uniform integrability and (10) follow. If the procedure is modified slightly, then it is possible to make the limit of the coverage probabilities exceed for all sufficiently small h > 0. Given a design parameter b > 0, let
Proof. Let m Ã be the least integer that is greater than or equal to h À2 z 2 þ b. Then, as in the proof of Theorem 2.1, it may be shown that (8) holds with h ; m; and h replaced by
h is again the sum of independent standard exponential random variables, and an Edgeworth expansion leads to
as h # 0, where ' ¼ È 0 is the standard normal density, and the right side exceeds for sufficiently small
UNKNOWN F
In this section F ¼ F is assumed to be an exponential distribution with unknown failure rate ; that is, F ðxÞ ¼ 1 À e
Àx for x ! 0. There are then two aspects to the problem, estimating and estimating N.
Estimating . It is convenient to begin with the likelihood function: if k ! 1 and 0 t 1 Á Á Á t k t, then
where
Recalling that K t has a binomial distribution, it is then easily seen that the conditional density of X j ¼ T j =t; j ¼ 1; Á Á Á ; k; given that K t ¼ k, is the same as the distribution of the order statistics of a sample of size k from the density
In particular, the conditional distribution depends only on t and not on N. This provides a method for estimating . The family of densities f ! , implicityly defined by (11), is an exponential family,f ! ðxÞ ¼ exp½À!x À ð!Þ; 0 x 1, with cumulant generating function
The natural parameter space for this family is À 1 < ! < 1, however, not 0 < ! < 1. So, (conditional) maximum likelihood estimators may be obtained from the method of moments, but the formal expressions for these may give negative estimators. To circumvent the problem of negative estimators and also the less obvious problem of occasional large estimates, consider penalized (conditional) maximum likelihood estimators. For given values of ; > 0, let ' Ã ðjtÞ be the logarithm of the conditional likelihood given K t times e À . Then
and C does not depend on . Then ' Ã ðjtÞ attains its maximum at a unique point t for which @' Ã ðjtÞ=@ ¼ 0, or equivalently,
Equation (12) is called the penalized likelihood equation below, and t the penalized maximum likelihood estimator. Of course, t is also the posterior mode for a prior proportional to e À , and this connection may be useful in specifying values of and .
Lemma
Proof. Without the penalty term, these assertions follow immediately from the asymptotic properties of maximum likelihood estimators and the Law of Large Numbers for K t ; and it is not difficult to see that the penalty terms do not affect the asymptotic distributions here (though they do in Proposition 5.2 below). The details are omitted, because the lemma is only used to motivate the stopping rule below. Estimating N. With t as in (12), now let
Lemma 3.2 For fixed , t > 0,N N t is asymptotically normal with mean N and variance N 2 ðtÞ as N ! 1, where
Proof. Lemma 3.2 follows from Lemma 3.1 and the asymptotic normality of K t by writinĝ
and using the delta method. The details are omitted, because the lemma is only used to motivate the stopping rule below.
As in the case of known F, the asymptotic distribution of N suggests that sampling be continued untilN N t ! z 2 2 ðt t Þ=h 2 . Multiplying this inequality by ð1 À e Àt t Þ then leads to the stopping time
Then h < 1 w.p.1 for each fixed N ! 1; > 0; and h > 0. To see this, first observe that the left side of (12) is at least = t , that the right side remains bounded as t ! 1 for fixed N and h and, therefore, that lim t!1 t t ¼ 1 w.p.1. That h < 1 w.p.1 then follows since ð!Þ ! 0 as ! ! 1.
The proposed confidence interval isN N h AE hN N h .
Theorem 3.4 WithN N t and h defined by (13) and (14), (2) holds and
for all 0 < < 1.
The proof uses weak convergence of processes, as in the proof of Theorem 2.1, but the scaling is different and implementation is more complicated. The proof is presented in Section 5.
SIMULATIONS
The actual coverage probability, expected stopping time, and the expected value of the estimated population size are assessed through simulation in Tables I, II and III below for ¼ 2Èð2Þ À 1 % :954, and selected values of , , h, and N. In all tables, F is the standard exponential distribution.
The procedure for known F is studied in Table I , and that for unknown is in Tables II and III. In Table I , the simulated coverage Table I . N ¼ 2,500, Known Monte Carlo estimates based on 10,000 replications; prob ¼ P ;N fjN N h À Nj hN N h g, where h is defined as in (6) for known F and as in (13) for unknown F; both with 100% confidence, ¼ 2ÈðzÞ À 1, z ¼ 2; E h , EN N h , and E are the estimated mean values of h and over 10,000 replications.
probabilities agree well with the nominal value for h ¼ :1 and :2. The lack of agreement for large h is not surprising. The dependence of the coverage probabilities and expected sample size on and in Table II Monte Carlo estimates based on 10,000 replications; prob ¼ P ;N fjN N h À Nj hN N h g, where h is defined as in (6) for known F and as in (13) for unknown F; both with 100% confidence, ¼ 2ÈðzÞ À 1, z ¼ 2; E h , EN N h , and E are the estimated mean values of h and over 10,000 replications. Table III . N ¼ 1,000 and 5,000, Unknown
. Table III .
PROOF OF THEOREM 3.4
Throughout this section,N N t and h are defined by (13) and (14), and the goal is to prove Theorem 3.4. It suffices to prove this theorem for each fixed 0 < < 1, and there is no loss of generality in supposing that ¼ 1. With this simplification, F is written for F 1 , and probability is denoted by P N , instead of P N;1 .
To determine the proper scaling, consider the behavior of ð!Þ for small !. From L'Hospital's Rule, or first principles, it is easily seen that ð!Þ $ 12=! 2 as ! # 0. So, if t is to remain bounded and K t and ðt t Þ are to be of the same order of magnitude, then Nt must be of order 1=t 2 , and it is natural to consider times of the form,
where 0 < s < 1; s and t are related by (16) throughout this section. This relation is slightly simpler than using F À1 ðN À 1 3 sÞ and nearly equivalent since
and
s. The asymptotic behavior of these processes is central to the proof. To see why observe that
in which s and t are related by (16 
uniformly on compacts and deterministically in ½0; 1Þ. Let B(s), 0 s < 1 be a standard Brownian motion, and let
and Cov½Hðs 1 Þ; Hðs 2 Þ ¼ 9
for 0 s < 1 and 0 s 1 s 2 < 1. Thus, HðsÞ; 0 s < 1, has the same distribution as Bð3s 3 Þ À 6 þ s 3 =2; 0 s < 1. Proof. The first assertion is an easy exercise using empirical processes. For using the strong approximation theorems of Komlo´s, Major, and Tusna´ldy [6, Theorem 3] , and enlarging the probability space, if necessary, there is a sequence of Brownian bridges, B N say, for which
as N ! 1. See, for example, Cso¨rgo´´and Re´ve´sz [4] for background on the strong approximation theorems. LetB B N ðsÞ ¼ N as N ! 1 for every 0 < c < 1, by (19) and well known continuity properties of Brownian motion. This establishes the first assertion. For the second, observe that
and, therefore,
The second assertion then follows from (19), (20), (21), and a transparent integration by parts. Some detailed information about the distribution of t is required for the proof of Theorem 3.4. for 0 < t 1.
Proof. Let ð!Þ denote the mean of f ! in (11),
and recall that the variance is ð!Þ. Then the penalized likelihood equation (12) may be written as
If t < , then the left side exceeds , so that S t > 0, K t > 0, and tK t ½ðtÞ À ðtÞ S t À tK t ðtÞ: So,
00 ðtÞ K t ½ðtÞ À ðtÞdy 2 dP N ; using Chebyshev's Inequality on the conditional probability. Now that 00 ðtÞ 1=12 and that there is a constant 0 < C 0 < 1 for which ½ðtÞ À ðtÞ ! t=C 0 for 0 < t 1. So,
Nt 3 for 0 < t 1.
The asymptotic distribution of t is determined next. For this, let
for 0 < x; y < 1. Then the penalized likelihood equation (12) may be written as
The following properties of G r are needed. Proof. The first assertion follows from differentiation or by observing that (12) is the likelihood equation for a sample from an exponential family when ¼ ¼ 0. The second assertion follows from a Taylor series expansion of e rx about r ¼ 0 and some simple algebra.
Lemma 5.5 The equation G r ðx; yÞ ¼ z has a unique positive solution x ¼ g r ðy; zÞ for all 0 < y < 1 and À1 < z < 1=r, and lim r#0 g r ðy; zÞ ¼ 3z þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 9z 2 þ 6y q uniformly on compacts in À1 < z < 1 and 0 < y < 1. 
Next, since Nb :
Uniform integrability follows from the bounds on I and II, completing the proof of the Theorem.
