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Abstract
This work proposes a framework for multistage adjustable robust optimization that
unifies the treatment of three different types of endogenous uncertainty, where deci-
sions, respectively, (i) alter the uncertainty set, (ii) affect the materialization of uncer-
tain parameters, and (iii) determine the time when the true values of uncertain param-
eters are observed. We provide a systematic analysis of the different types of endoge-
nous uncertainty and highlight the connection between optimization under endoge-
nous uncertainty and active learning. We consider decision-dependent polyhedral un-
certainty sets and propose a decision rule approach that incorporates both continuous
and binary recourse, including recourse decisions that affect the uncertainty set. The
proposed method enables the modeling of decision-dependent nonanticipativity and
results in a tractable reformulation of the problem. We demonstrate the effectiveness
of the approach in computational experiments that cover a range of applications, in-
cluding plant redesign, maintenance planning with inspections, optimizing revision
points in capacity planning, and production scheduling with active parameter estima-
tion. The results show significant benefits from the proper modeling of endogenous
uncertainty and active learning.
Keywords: adjustable robust optimization, endogenous uncertainty, active learning
1 Introduction
Robust optimization is an approach to decision making under uncertainty that has gained tremen-
dous popularity in the optimization community over the last two decades. It is particularly attrac-
tive in situations in which (i) the set of possible uncertainty realizations, commonly referred to as
the uncertainty set, is known but the probability distribution is not, (ii) feasibility over the entire
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uncertainty set or the worst-case performance is of main interest, or (iii) alternative approaches,
such as scenario-based stochastic programming, are computationally significantly less tractable.
Earlier works on robust optimization1,2 were limited to the static case, which only considers here-
and-now decisions that need to be determined before the uncertainty is realized. In contrast, ad-
justable robust optimization (ARO)3 provides a framework that also incorporates wait-and-see (or
recourse) decisions, which can be determined after the true values of some uncertain parameters
are revealed. This makes ARO suitable for a large set of sequential decision-making problems,
hence greatly expanding the applicability of the robust optimization paradigm. There has been a
plethora of theoretical and practical contributions addressing a variety of ARO problems. A par-
ticular research focus has been the development of tractable approximations, e.g. in the form of
decision rules3–5, and solution methods6–8, with many of the more recent efforts directed at the
efficient handling of discrete recourse decisions9–15. We refer the reader to Yankolu et al. 16 for a
comprehensive survey on ARO.
The term “adjustable robust optimization” had not appeared in the process systems engineer-
ing (PSE) literature until 201617–19. Only then, as formally discussed by Zhang et al. 20 , the PSE
community realized that it actually has been applying the concept of (two-stage) ARO for decades,
but under a different name: flexibility analysis21–27. Many of the approaches developed in this line
of work resemble the ones presented in the robust optimization literature. However, traditional
flexibility analysis focuses primarily on nonlinear problems, which may be the reason why it so far
has not been recognized or noticed by the operations research community. In the last few years,
the number of ARO-related works in PSE has increased rapidly, addressing diverse applications
in process design28,29, planning and scheduling17–19,30–33, model predictive control34–36, supply
chain optimization37,38, etc.
In stochastic optimization, one distinguishes between exogenous and endogenous uncertainty.
While exogenous uncertainty is not affected by the decision maker’s actions, certain properties of
endogenous uncertain parameters are decision-dependent. Endogenous uncertainty has its origin
in stochastic programming39, and mainly two types of endogenous uncertainty have been con-
sidered in the literature: type 1 where decisions alter the underlying probability distribution of an
uncertain parameter40–42, and type 2 where decisions affect the time at which an uncertain param-
eter materializes or its true value is revealed. The vast majority of existing works address type-2
endogenous uncertainty43–54. Here, the main challenge is the modeling of decision-dependent
nonanticipativity, which is typically achieved by encoding a conditional scenario tree. The size
of this scenario tree grows exponentially with the number of uncertain parameters and decisions
affecting the uncertainty, which leads to dramatically increased computational complexity com-
pared to the case with only exogenous uncertainty. Hence, most research efforts have focused
on the development of more efficient formulations44,45,48,52–54 and solution methods44,47,49–51,54.
We refer to Apap and Grossmann 54 for a comprehensive review of stochastic programming with
endogenous uncertainty.
Only recently, endogenous uncertainty has also been considered in robust optimization.
Poss 55 and Nohadani and Sharma 56 address static robust optimization with decision-dependent
polyhedral uncertainty sets. A similar approach is taken by Lappas and Gounaris 57 , who further
extend their framework to consider multistage robust process scheduling where the materializa-
tion of task-specific uncertainties, such as processing time and production yield, depends on the
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execution of the task17,31; however, the uncertainty set is only affected by first-stage decisions,
and all recourse variables are continuous. Avraamidou and Pistikopoulos 58 apply multiparamet-
ric programming to address endogenous uncertainty in two-stage robust optimization. Finally,
Feng et al. 59 consider the multistage case with both continuous and binary recourse as well as un-
certainty sets that can be affected by decisions at every stage, for which a decision rule approach
is applied to derive tractable approximations.
The above-mentioned references investigate problems in which decisions directly affect the
stochastic nature of uncertain parameters, which in the robust optimization context translates into
uncertainty sets whose shape, size, or dimensionality may be decision-dependent. Also, although
the materialization of uncertain parameters can be decision-dependent, it is assumed that the true
values of uncertain parameters are observed immediately after their materialization. In a series of
recent works, Vayanos and coworkers60–62 consider robust optimization with decision-dependent
information discovery48, where decisions determine whether and when uncertain parameters are
observed. This constitutes a conceptually different type of endogenous uncertainty, where, instead
of an underlying stochastic process, the source of uncertainty is the lack of information, which can
be acquired with additional effort. In this case, the uncertainty set is reduced (“shrinks”) with
additional observations. The proposed framework provides a means of modeling active learning,
which refers to selecting experiments sequentially based on the outcomes of previous experiments.
It is hence a promising approach to optimizing the trade-off between exploration and exploitation
in sequential decision-making problems, particularly those involving complex constraints.
We have come to realize that many problems in PSE require the simultaneous consideration of
multiple types of endogenous uncertainty. Examples include strategic capacity planning, design
of sensor networks, integrated online process optimization and parameter estimation, and main-
tenance planning with inspections. To address these problems, we need an approach that can
consider all previously described types of endogenous uncertainty simultaneously, which, to the
best of our knowledge, does not yet exist in the literature. In this work, we develop such a unified
ARO framework, which significantly expands our capability to model data-driven optimization
problems under uncertainty, particularly those involving active learning. The main contributions
of this work are as follows:
• We introduce a new refined classification of endogenous uncertainty that more comprehen-
sively reflects the current understanding of the subject. We further provide a unifying robust
optimization perspective and highlight the connection between endogenous uncertainty and
active learning.
• We present two-stage and multistage robust optimization formulations and show that they
can be used to simultaneously consider all defined types of endogenous uncertainty subject
to polyhedral uncertainty sets.
• A decision rule approach based on previous work59 is employed to develop tractable ap-
proximations of the given problems, which involve both continuous and binary recourse
variables. One major novelty of this work is the use of auxiliary uncertain parameters to
model decision-dependent nonanticipativity in the multistage setting. We derive a reformu-
lation that can be directly solved using off-the-shelf optimization solvers.
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• The versatility and efficacy of the proposed modeling framework are demonstrated in sev-
eral computational case studies, which include plant redesign, maintenance planning with
inspections, optimizing revision points in capacity planning, and production scheduling
with active parameter estimation.
The remainder of this paper is organized as follows. In Section 2, we propose a new refined
classification of endogenous uncertainty and systematically analyze the different types of endoge-
nous uncertainty from a robust optimization perspective. In Section 3, the connection between
endogenous uncertainty and active learning is established. We develop the two-stage formulation
incorporating all types of endogenous uncertainty in Section 4 before presenting the multistage
formulation in Section 5. The proposed decision rule approach is detailed in Section 6. In Section
7, results from the computational studies are presented. Finally, in Section 8, we close with some
concluding remarks.
Notation We use lowercase and uppercase boldface letters to denote vectors and matrices, re-
spectively, e.g. x ∈ Rn and A ∈ Rn×m. Scalar quantities are denoted by non-boldface letters. A
vector x’s ith element is denoted by xi. We use ◦ and 1(·) to denote the Hadamard multiplication
operator and the indicator function, respectively. Furthermore, 0, e, and E are the zero vector,
all-ones vector, and all-ones matrix, respectively, while ei is the standard basis vector whose ith
element is 1; their dimensions can be inferred from the context.
2 Endogenous Uncertainty Through the Robust Optimization Lens
As mentioned in Section 1, the literature distinguishes between type-1 and type-2 endogenous
uncertainty. Here, we further refine the type-2 classification and propose the following definition
of three different types of endogenous uncertainty:
• Type 1: Decisions alter the probability distribution of uncertain parameters.
• Type 2a: Decisions determine whether and when uncertain parameters materialize, i.e. ac-
tually become physically meaningful.
• Type 2b: Decisions determine whether and when the true values of uncertain parameters
are observed.
Endogenous uncertain parameters can be of more than one type. For example, a company may
alter the probability distribution of the demand for its product by changing the selling price, in
which case the product demand is a type-1 endogenous uncertain parameter. In addition, if we
still have to decide whether or not to launch the product in the first place, the product demand
is also type-2a endogenous since it will only materialize if the product is actually available on
the market. Moreover, a customer’s product demand is observed when the order is placed; it is
type-2b endogenous if we can affect the time of the order, e.g. by specifying it in a contract.
In robust optimization, instead of specifying a probability distribution, uncertainty is de-
scribed using an uncertainty set, which is the set of all realizations of the uncertain parameters
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considered possible in the problem. A two-stage robust optimization problem can be generally
formulated as follows:
minimize
x∈X , x˜
max
ξ∈Ξ
f(x, x˜(ξ), ξ)
subject to g(x, x˜(ξ), ξ) ≤ 0, x˜(ξ) ∈ X˜ ∀ ξ ∈ Ξ,
(1)
where x ∈ X are the first-stage variables and x˜ ∈ X˜ are the second-stage variables, which are
functions of the uncertain parameters ξ ∈ RK . The objective and constraint functions are denoted
by f and g, respectively. Problem (1) minimizes the worst-case cost while ensuring that the con-
straints are satisfied for all ξ ∈ Ξ. By applying an epigraph reformulation, a problem of form (1)
can be reformulated into a problem of the following form:
minimize
x∈X , x˜
x1
subject to g(x, x˜(ξ), ξ) ≤ 0, x˜(ξ) ∈ X˜ ∀ ξ ∈ Ξ,
(2)
where the objective function is deterministic. Formulation (2) will be used in the remainder of this
paper as it is more convenient for our discussion and subsequent reformulations.
In the case of endogenous uncertainty in the two-stage setting, the uncertainty depends on
the first-stage decisions x. For each type of endogenous uncertainty, we show how x affect the
following three major components of problem (2):
• the uncertainty set Ξ, which is constant in the case of only exogenous uncertainty but de-
pends on x if the uncertainty is endogenous, i.e. Ξ = Ξ(x);
• the deterministic feasible set (DFS) defined as
F(x, ξ) :=
{
x˜ ∈ X˜ : g(x, x˜, ξ) ≤ 0
}
,
which is the set of feasible second-stage solutions given x and ξ;
• and the second-stage recourse decisions x˜(ξ) as functions of ξ.
Type 1 (uncertainty alteration) The probability distribution of type-1 endogenous uncertain pa-
rameters including its support can be altered by decisions. From the robust optimization per-
spective, this means that the shape and size of the uncertainty set Ξ(x) depend on the first-stage
decisions x. For an example involving two uncertain parameters, ξA and ξB , Figure 1a shows the
uncertainty sets for two different choices of x. One results in a polyhedral uncertainty set with
four facets while the other results in a polytope with three facets.
Type 2a (uncertainty materialization) In the case of type-2a endogenous uncertainty, x change
the uncertainty set by affecting which uncertain parameters actually materialize. In the example
shown in Figure 1b, Ξ(x) is the gray shaded polytope if both ξA and ξB materialize. However,
if x are chosen such that ξA does not materialize, Ξ(x) becomes the solid red line segment that
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Figure 1: Decisions affect the uncertainty set differently depending on the type of endogenous
uncertainty: (a) type 1: shape and size of the uncertainty set may be altered; (b) type 2a: dimen-
sionality of the uncertainty set changes depending on which uncertain parameters materialize; (c)
type 2b: uncertainty set does not change, but its reduction over time does, i.e. it only reduces if
realization of uncertainty is observed.
is a one-dimensional set for ξB ; hence, x affect the dimensionality of the uncertainty set. Gen-
erally, when some uncertain parameters do not materialize, Ξ(x) becomes the projection of the
full-dimensional uncertainty set onto the space of the materialized uncertain parameters.
If an uncertain parameter does not materialize, it is physically meaningless and should there-
fore be irrelevant for the problem. More precisely, this means that the following DFS dependence
condition has to hold: if x are chosen such that some uncertain parameters do not materialize,
then F(x, ξ) has to be independent of those unmaterialized parameters. It is important to note
that decision-dependent materialization of parameters is not a feature of uncertainty. It equally
occurs in deterministic problems. Hence, the deterministic model, in which ξ is fixed, should
already satisfy the DFS dependence condition, which usually directly extends to the robust for-
mulation.
Finally, recourse decisions cannot depend on unmaterialized parameters. This, however, does
not imply that recourse decisions are functions of all materialized parameters. While materializa-
tion is a necessary condition for an uncertain parameter to be considered in the recourse function,
the sufficient condition is that its true value is observed. This subtle but important distinction is
often ignored as almost all existing works on endogenous uncertainty assume that once an uncer-
tain parameter materializes, its true value is automatically observed.
Type 2b (uncertainty observation) In the case of type-2b endogenous uncertainty, we can de-
cide if and when (in the multistage case) the true values of uncertain parameters are observed.
Here, the underlying probability distribution and hence the uncertainty set is unaffected, but the
reduction of uncertainty over time depends on when and which observations are made. This is
illustrated in Figure 1c, which shows an instance in which the true values of the uncertain pa-
rameters ξA and ξB are ξ¯A and ξ¯B , respectively. If both parameters are observed, there will be no
uncertainty in the second stage as the uncertainty set reduces to the point (ξ¯A, ξ¯B). However, if
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we only observe ξA and find it to be ξ¯A, the uncertainty with respect to ξB remains and its reduced
uncertainty set becomes the red solid line. Similarly, if we only observe ξB , the reduced uncer-
tainty set for ξA becomes the blue solid line. Note that the reduced uncertainty set is conditional,
i.e. it depends on the observations made. Clearly, a parameter can only be observed if it material-
izes. Also, reiterating our previous remark, recourse decisions can only be functions of observed
uncertain parameters.
The above discussion references the two-stage robust optimization problem but naturally ex-
tends to the multistage case. An overview of the characteristics of the different types of endoge-
nous uncertainty is shown in Table 1.
Table 1: Overview of the impact of decisions on the uncertainty set, the dependence of the DFS
on uncertain parameters, and the dependence of the recourse functions on uncertain parameters
for the different types of endogenous uncertainty.
Uncertainty Set DFS Dependence Recourse Dependence
Type 1 shape, size unaffected unaffected
Type 2a dimensionality
only dependence on
materialized parameters
no dependence on
unmaterialized parameters
Type 2b reduction over time unaffected
only dependence on
observed parameters
3 Endogenous Uncertainty and Active Learning
In the context of statistical learning, active learning is the concept of actively gathering information
for the purpose of statistical inference. It is also referred to as optimal experimental design as
the decisions regarding information discovery are made with an objective in mind, such as mini-
mizing the number of data points required to achieve a given level of confidence in the resulting
statistical model. In this section, we highlight the connection between active learning and en-
dogenous uncertainty, and show how it can be conceptualized in a set-based robust optimization
framework.
The goal of learning is to gain insights into unknown properties, which can be viewed as
uncertain parameters whose level of uncertainty we wish to reduce. Hence, learning is a means
of uncertainty reduction. It does so by making new observations that condition the probability
distribution; it does not alter the underlying distribution, which is an important distinction. With
this perspective, we can model active learning using the notion of endogenous uncertainty. Let
ξ ∈ RK be the uncertain parameters of interest and ζ ∈ RM be uncertain parameters that can
be observed before the realization of ξ. Before observing any ζ, the probability distribution of ξ
is P(ξ). The decision maker can now choose which ζ to observe in order to improve the current
information state with regard to ξ, indicated by the binary variables z ∈ {0, 1}M where zi equals 1
if ζi is observed and 0 otherwise. After observing the chosen parameters, the updated probability
distribution becomes P(ξ | ζi = ζˆi ∀ i for which zi = 1), where ζˆ denotes a specific observed
realization of ζ. In a Bayesian sense, P(ξ) and P(ξ|ζ) can be interpreted as the prior and posterior
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distributions, respectively. Clearly, in this setting, ζ are type-2b endogenous uncertain parameters.
They may also be type-2a endogenous if their materialization is also decision-dependent. Note
that ξ are considered exogenous uncertain parameters if their materialization and observation are
not decision-dependent and if P(ξ) and P(ξ|ζ) are fixed.
In a robust optimization setting, uncertainty reduction implies reducing the uncertainty set.
Using the same notation as above, uncertainty reduction through active learning can then be char-
acterized as follows: Let Ω be the uncertainty set for the uncertain parameters (ξ, ζ) before the
observation of any ζ, i.e. (ξ, ζ) ∈ Ω. Once some ζ are observed (indicated by the binary variables
z) with the realization ζˆ, the uncertainty set reduces to Ω¯(z, ζˆ) = {(ξ, ζ) : (ξ, ζ) ∈ Ξ, ζ = z ◦ ζˆ}.
Note that Ω¯(z, ζˆ) ⊆ Ω for every possible ζˆ as specified by Ω.
Example 1. We consider investing in a large-scale industrial manufacturing plant, where the real
plant capacity q is unknown before it is actually built. To reduce the financial risk, we have the op-
tion of building a small-scale pilot plant whose achieved capacity p can help better predict the ca-
pacity of the industrial-scale plant. The uncertainty set depicted in Figure 2 shows that p and q are
highly correlated. If no pilot plant is built, the uncertain parameter p does not materialize. As a re-
sult, we can only rely on our initial belief that the marginal uncertainty set for q isQ = [qmin, qmax].
However, if we do build a pilot plant and observe a pilot plant capacity of p¯ ∈ [pmin, pmax], the un-
certainty set for q reduces to a significantly smaller Q¯(p¯) = {q : α + βp¯ −∆ ≤ q ≤ α + βp¯ + ∆}.
Note that in this example, p is a type-2a and type-2b uncertain parameter since it only materializes
(and can then be observed) if we decide to build the pilot plant.
Pilot plant
capacity 𝑝𝑝
Industrial-scale
plant capacity 𝑞𝑞
𝑞𝑞min
𝑝𝑝min ?̅?𝑝
�𝒬𝒬(?̅?𝑝) Δ
𝑝𝑝max
𝑞𝑞max
Figure 2: The uncertainty set for the industrial-scale plant capacity is reduced by observing the
capacity of a pilot plant.
In Example 1, we use the term marginal uncertainty set and define it as the projection of the
full-dimensional uncertainty set onto the space of a subset of variables, in this case q. Generally,
given uncertain parameters ξ and ζ, observing ζ further restricts the marginal uncertainty set for
ξ, denoted by Ξ, only if the uncertain parameters are correlated. The geometric interpretation is
depicted in Figure 3, where an observation ζˆ results in cutting planes (indicated by the red dashed
lines) added to Ξ such that the updated marginal uncertainty set for ξ becomes Ξ(ζˆ).
Modeling active learning as a robust optimization problem with endogenous uncertainty pro-
vides an opportunity for integrated optimization and learning, which are two tasks typically per-
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Figure 3: The marginal uncertainty set for ξ is reduced from Ξ (shaded rectangle) to Ξ(ζˆ) (pattern-
filled polytope) by added cutting planes corresponding to observation ζˆ.
formed separately. Central to this problem is the trade-off between exploration and exploitation
since our actions affect both the amount of new information and the reward that we receive. The
proposed framework can readily incorporate this trade-off and is particularly well suited for prob-
lems with complex constraints and recourse decisions, which often cause difficulties for many al-
ternative methods, such as Bayesian optimization63,64, reinforcement learning65, and multi-armed
bandit optimization66,67.
4 Two-Stage Robust Optimization with Endogenous Uncertainty
In the following, we show how type-1, type-2a, and type-2b endogenous uncertainty can be in-
corporated in a two-stage robust optimization formulation, eventually leading to a unified model
that can capture all these types of endogenous uncertainty simultaneously.
4.1 Incorporating Type-1 Endogenous Uncertainty
Consider the following two-stage robust optimization problem:
minimize
x, x˜
x1
subject to x ∈ X
A(ξ)x+ A˜(ξ)x˜(ξ) ≤ b(ξ)
x˜(ξ) ∈ X˜
}
∀ ξ ∈ Ξ(x),
(3)
where the dependence of the uncertainty set Ξ on x indicates type-1 endogenous uncertainty.
Throughout this work, we restrict our discussion to decision-dependent uncertainty sets of the
following polyhedral form:
Ξ(x) =
{
ξ ∈ RK : Wξ ≤ Ux} , (4)
where we assume that Ξ(x) is always nonempty and bounded, i.e. Ξ(x) ⊆ {ξ ∈ RK : ξmin ≤ ξ ≤
ξmax} for any x ∈ X .
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Remark Some endogenous uncertainty can be modeled as exogenous uncertainty through a sim-
ple transformation. For example, consider a scalar endogenous uncertain parameter ξ with the
uncertainty set Ξ(x) = {ξ ∈ R : 0 ≤ ξ ≤ x}, which depends on variable x. In this case, we could
define a new uncertain parameter ξ˜ and add the equation ξ = ξ˜x to the model. The uncertainty
set for ξ˜ is then Ξ˜ = {ξ˜ ∈ R : 0 ≤ ξ˜ ≤ 1}, which does not depend on x, and ξ can now be treated as
a variable that is adjustable with respect to ξ˜.
4.2 Incorporating Type-2a Endogenous Uncertainty
To model type-2a endogenous uncertainty, we introduce binary variables y ∈ {0, 1}K to encode
the materialization of uncertain parameters, i.e. yi = 1 if and only if ξi materializes. Then, both
type-1 endogenous uncertainty with decision-dependent uncertainty set of the form (4) and type-
2a endogenous uncertainty can be captured in a two-stage formulation of the following form:
minimize
x,y, x˜
x1
subject to x ∈ X , y ∈ Y
A(ξ)x+D(ξ)y + A˜(ξ)x˜(y ◦ ξ) ≤ b(ξ)
x˜(y ◦ ξ) ∈ X˜
}
∀ ξ ∈ Ξ(x,y),
(5)
where Y ⊆ {0, 1}K and
Ξ(x,y) =
{
ξ ∈ RK : Wξ ≤ Ux+Uy} , (6)
assuming that Ξ(x,y) ⊆ {ξ ∈ RK : ξmin ≤ ξ ≤ ξmax} for any x ∈ X and y ∈ Y . Note that
formulation (5) is actually of the same form as (3); we have merely augmented the first-stage
variables with y and restricted the recourse functions to only depend on materialized parameters,
i.e. y ◦ ξ. Here, the assumption is that all materialized uncertain parameters are also observed.
While the recourse dependence property of type-2a endogenous uncertainty is explicitly
stated, it may not be immediately obvious how the change of dimensionality of the uncertainty
set and the DFS dependence property can be captured in (5). Here, the uncertainty set Ξ(x,y) has
to be constructed such that for a given y, its projection onto the space of materialized uncertain
parameters, i.e. ξi for which yi = 1, forms the desired uncertainty set for the given y. In addition,
the constraints in (5) have to be constructed such that the feasible region is not affected by any
ξi ∈ Ξi(x,y) for which yi = 0, where Ξi(x,y) denotes the projection of Ξ(x,y) onto the ξi-space.
Uncertainty sets and constraints satisfying these requirements can be constructed in various ways.
To show the generality of formulation (5), we provide the following result.
Proposition 1. Formulation (5) is general in a sense that it can model the general case in which
every possible set of materialized uncertain parameters results in a distinct set of constraints and
a distinct x-dependent uncertainty set of appropriate dimensionality.
Proof. We provide a constructive proof for Proposition 1. In the following, we refer to a possible set
of materialized uncertain parameters as a materialization scenario. Since y ∈ {0, 1}K is defined such
that each materialization scenario is given by a specific y with yi = 1 if and only if the uncertain
parameter ξi materializes, the set of materialization scenarios is finite (maximum 2K). Let S be the
number of materialization scenarios and S := {1, . . . , S}. We define a set Y := {y¯1, . . . , y¯S}where
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y¯s is the specific y-vector that represents scenario s. In the most general case, each materialization
scenario is associated with a distinct set of constraints and a distinct uncertainty set involving
only the materialized uncertain parameters. Hence, the two-stage problem can be formulated as
follows:
minimize
x,y, x˜
x1
subject to x ∈ X , y ∈ Y
∨
s∈S

y = y¯s
As(ξs)x+Ds(ξs)y¯s + A˜s(ξs)x˜(ξs) ≤ bs(ξs)
x˜(ξs) ∈ X˜
}
∀ ξs ∈ Ξs(x)
 ,
(7)
where the disjunction indicates that only the constraints for the selected materialization scenario
need to be satisfied. Here, ξs only contains the ξi for which y¯si = 1 and is therefore a K
s-
dimensional vector with Ks = e>y¯s. The Ks-dimensional scenario-specific uncertainty set is
Ξs(x) =
{
ξs ∈ RKs : W sξs ≤ U sx} ⊆ {ξs ∈ RKs : ξmini ≤ ξi ≤ ξmaxi ∀ i for which y¯si = 1} .
Similar to the constraints, a disjunction can also be used to define an overall uncertainty set
Ξ(x,y). By doing so, problem (7) can be reformulated as
minimize
x,y, x˜
x1
subject to x ∈ X , y ∈ Y
∨
s∈S

y = y¯s
As(ξs)x+Ds(ξs)y¯s + A˜s(ξs)x˜(y¯s ◦ ξ) ≤ bs(ξs)
x˜(y¯s ◦ ξ) ∈ X˜
 ∀ ξ ∈ Ξ(x,y)
(8)
with
Ξ(x,y) =
ξ ∈ RK :
∨
s∈S

y = y¯s
W sξs ≤ U sx
ξi = 0 ∀ i for which y¯si = 0

 .
Note that in Ξ(x,y), we set unmaterialized uncertain parameters to zero; this is a convenient but
arbitrary choice since for a given materialization scenario s, only the projection of Ξ(x,y) onto the
ξs-space matters.
With additional binary variables ω ∈ {0, 1}S , we can reformulate the disjunctions and arrive
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at the following formulation:
minimize
x,ω,y, x˜
x1
subject to x ∈ X , ω ∈ {0, 1}S , y ∈ Y∑
s∈S
ωs = 1, ωs = 1⇔ y = y¯s ∀ s ∈ S
As(ξs)x+Ds(ξs)y + A˜s(ξs)x˜(y ◦ ξ) ≤ bs(ξs) +M se(1− ωs) ∀ s ∈ S, ξ ∈ Ξ(x,ω,y)
x˜(y ◦ ξ) ∈ X˜ ∀ ξ ∈ Ξ(x,ω,y)
(9)
with
Ξ(x,ω,y) =
{
ξ ∈ RK : W
sξs ≤ U sx+ M̂ se(1− ωs) ∀ s ∈ S
ξmin ◦ y ≤ ξ ≤ ξmax ◦ y
}
,
where M s and M̂ s are vectors of sufficiently large parameters. As the statement ωs = 1⇔ y = y¯s
can be expressed as as set of linear constraints, e.g. y¯sωs ≤ y ≤ e + (y¯s − e)ωs, formulation (9)
can be easily transformed into the form of (5) by appropriate redefinition of variables, constraint
matrices, and right-hand sides.
4.3 Incorporating Type-2b Endogenous Uncertainty
Finally, we introduce additional binary variables z ∈ {0, 1}K to indicate which uncertain parame-
ters are observed, and we arrive at the following unified two-stage robust optimization formula-
tion that considers type-1, type-2a, and type-2b endogenous uncertainty:
minimize
x,y,z, x˜
x1
subject to x ∈ X , y ∈ Y, z ∈ Z, z ≤ y
A(ξ)x+D(ξ)y +H(ξ)z + A˜(ξ)x˜(z ◦ ξ) ≤ b(ξ)
x˜(z ◦ ξ) ∈ X˜
}
∀ ξ ∈ Ξ(x,y),
(10)
where Z ⊆ {0, 1}K . The recourse decisions x˜(z ◦ ξ) can only be functions of the observed pa-
rameters. Also, by requiring z ≤ y, parameters can only be observed if they materialize. The
formulation of the uncertainty set does not change from (6):
Ξ(x,y) =
{
ξ ∈ RK : Wξ ≤ Ux+Uy} .
5 Multistage Robust Optimization with Endogenous Uncertainty
In multistage robust optimization with endogenous uncertainty, decisions that affect the uncer-
tainty can also be recourse variables. Moreover, while the two-stage problem can only consider
decisions determining if uncertain parameters materialize or are observed, multistage formula-
tions can incorporate decisions affecting when, i.e. in which stage, uncertain parameters material-
ize or are observed.
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Let T = {1, . . . , T} denote the set of stages and I the set of uncertain parameters. An uncertain
parameter i ∈ I can materialize anytime between (and including) given stages τi and τ¯i. We define
a vector of uncertain parameters ξt ∈ RKt that contains all uncertain parameters i for which
τi = t. We further define all uncertain parameters that can materialize in or prior to stage t as
ξ[t] = (ξ1, . . . , ξt), and ξ = ξ[T ]. The set of uncertain parameters for which τi = t is denoted by I˜t,
and we have I˜t ∩ I˜t′ = ∅ for all t 6= t′ and I =
⋃
t∈T I˜t. The set of uncertain parameters that can
materialize in stage t is denoted by I¯t. In the special case where every uncertain parameter can
only materialize in one stage, I¯t = I˜t. Similarly, let Ît denote the set of uncertain parameters that
can be observed in stage t, and τˆi and τ˜i be the stages between which uncertain parameter i can be
observed. Since the observation of an uncertain parameter can only occur after its materialization,
we have τˆi ≥ τi and τ˜i ≥ τ¯i.
The general multistage robust optimization problem with type-1, type-2a, and type-2b endoge-
nous uncertainty can be formulated as follows:
minimize
x,y,z
x11
subject to
t∑
t′=1
[
Att′(ξ[t])xt′ +Dtt′(ξ[t])yt′ +Htt′(ξ[t])zt′
] ≤ bt(ξ[t])
xt = xt
(
z¯t−1 ◦ ξ[t]
)
, xt ∈ Xt
yt = yt
(
z¯t−1 ◦ ξ[t]
)
, yt ∈ Yt
zt = zt
(
z¯t−1 ◦ ξ[t]
)
, zt ∈ Zt

∀ t ∈ T , ξ[t] ∈ Ξt(x[t−1],y[t−1], z[t−2])
(11)
where Yt ∈ {0, 1}|I¯t+1| and Zt ∈ {0, 1}|Ît+1|. The notation is such that x[t] = (x1, . . . ,xt),
x = x[T ], y[t] = (y1, . . . ,yt), y = y[T ], z[t] = (z1, . . . ,zt), and z = z[T ]. The binary vari-
able yti equals 1 if uncertain parameter i materializes in stage t + 1, whereas the binary vari-
able zti equals 1 if uncertain parameter i is observed in stage t + 1. We use auxiliary variables
z¯t−1 =
(∑t−1
t′=0 zt′1, . . . ,
∑t−1
t′=0 zt′K[t]
)
with K[t] =
∑t
t′=1Kt′ to indicate which uncertain parame-
ters in ξ[t] are observed up to stage t. The recourse variables in stage t, i.e. xt, yt, and zt, are
functions of z¯t−1 ◦ ξ[t], which represent the uncertain parameters observed up to stage t. For
notational convenience, we assume that ξ1 = ξ11 = 1, y0 = y01 = 1, and z0 = z01 = 1. The
stage-specific uncertainty set Ξt is defined such that Ξ1 = {ξ1 ∈ R : ξ11 = 1}, and for t ≥ 2:
Ξt(x[t−1],y[t−1], z[t−2]) =

ξ[t] ∈ RK[t] :
Wtξ[t] ≤
t−1∑
t′=1
[
Utt′xt′ +U tt′yt′
]
xt′ = xt′
(
z¯t−1 ◦ ξ[t′]
) ∀ t′ = 1, . . . , t− 1
yt′ = yt′
(
z¯t−1 ◦ ξ[t′]
) ∀ t′ = 1, . . . , t− 1
zt′ = zt′
(
z¯t−1 ◦ ξ[t′]
) ∀ t′ = 1, . . . , t− 1

, (12)
where the polyhedral set directly depends on x[t−1] and y[t−1], which in turn are functions of
observed uncertain parameters given by z[t−2]. We assume that Ξt(x[t−1],y[t−1], z[t−2]) ⊆ {ξ[t] ∈
RK[t] : ξmin[t] ≤ ξ[t] ≤ ξmax[t] } for all feasible (x[t−1],y[t−1], z[t−2]).
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The linear constraints in problem (11) include the following inequalities:
τ¯i∑
t′=τi
yt′−1,i ≤ 1 ∀ i ∈ I (13a)
τ˜i∑
t′=τˆi
zt′−1,i ≤ 1 ∀ i ∈ I (13b)
min{t,τ¯i}∑
t′=τi
yt′−1,i ≥ zt−1,i ∀ t ∈ T \ {1}, i ∈ Ît. (13c)
Constraints (13a) state that each uncertain parameter i can only materialize between stages τi and
τ¯i; analogously, uncertain parameter i can only be observed between stages τˆi and τ˜i according
to (13b). Inequalities (13c) ensure that an uncertain parameter can only be observed after it has
materialized.
6 Decision Rule Approach
In this section, we present a decision rule approach to (approximately) solve the general multistage
robust optimization problem under endogenous uncertainty, which reduces to the two-stage case
when T = 2. The proposed approach is an extension of the method presented in Feng et al. 59
and relies on the concept of lifted uncertainty68. Here, the main innovation is the use of auxiliary
uncertain parameters to model decision-dependent nonanticipativity.
For ease of exposition and for tractability reasons, we consider the case of fixed recourse, i.e.
Att′ , Dtt′ , and Htt′ do not depend on ξ[t]. In theory, the presented approach can be adapted to
consider random recourse14, however, at considerable additional computational cost. We further
assume that bt(ξ[t]) = Btξ[t] and Xt = RN¯t × {0, 1}N̂t . Note that xt contain both continuous and
binary variables, and we define xt = (xct ,xbt ) such that xct ∈ RN¯t and xbt ∈ {0, 1}N̂t .
6.1 Decision-Dependent Nonanticipativity
In problem (11), recourse variables can only be adjusted based on the values of observed uncer-
tain parameters; this is referred to as nonanticipativity. As a result, any decision rule applied to
a recourse variable can only be a function of uncertain parameters that have been observed up
to the corresponding stage. Suppose we apply decision rules with a linear structure such that,
for example, xt = X˜tξ[t]. Then, intuitively, one may attempt to model nonanticipavity by incor-
porating additional constraints that force decision rule parameters corresponding to unobserved
uncertain parameters to be zero, e.g. −Mz¯t−1,ie ≤ x˜ti ≤ Mz¯t−1,ie with M being a sufficiently
large parameter. In the two-stage case, where z are only first-stage variables, this is a viable ap-
proach. However, in a multistage setting, z[t−1] can themselves be adjustable recourse variables;
in that case, the added constraints also require X˜t to be adjustable. Simply applying another de-
cision rule to X˜t does not resolve the issue since the decision rule parameters for X˜t would also
have to be adjustable because of their dependence on z[t−1]. For fixed uncertainty sets, Vayanos
et al. 48 propose an approach that divides the uncertainty set into a number of preselected subsets
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S and introduces recourse variables for each subset s ∈ S. As a result, constant zs can be selected
for each subset s, which allows restrictions to be imposed on the decision rule parameters for the
remaining recourse variables such that nonanticipativity is satisfied. However, this approach is
severely computationally intractable if the number of uncertainty subsets is large, which is only
exacerbated in the case of problem (11) where the uncertainty set is generally not fixed.
We propose an alternative, more tractable approach to incorporate decision-dependent nonan-
ticipativity. Notice that given a linear decision rule structure, the dependence of a recourse vari-
able on an uncertain parameter is equally eliminated if, instead of setting the corresponding deci-
sion rule coefficients to zero, the uncertain parameter itself is set to zero. In the special case where
an uncertain parameter can only materialize in one stage and its materialization directly leads to
its observation (i.e. y = z), this can be easily incorporated by including the following inequalities
in the definition of the uncertainty set Ξt:
ξmint′ ◦ yt′−1 ≤ ξt′ ≤ ξmaxt′ ◦ yt′−1 ∀ t′ = 1, . . . , t, (14)
which are valid since, as noted in the proof of Proposition 1, the values of unmaterialized param-
eters can be set to zero without loss of generality. However, inequalities (14) cannot capture the
general case where there may be multiple stages in which an uncertain parameter can materialize
or where despite being already materialized, one can still decide whether or not to observe the
true value of the uncertain parameter in a given stage.
To address the general case, we first generalize (14) such that uncertain parameters that can
materialize in multiple stages are considered:
ξminτii
min{t,τ¯i}∑
t′=τi
yt′−1,i ≤ ξτii ≤ ξmaxτii
min{t,τ¯i}∑
t′=τi
yt′−1,i ∀ i ∈
t⋃
t′=1
I˜t′ . (15)
We then introduce τ˜i− τˆi + 1 auxiliary uncertain parameters ζτˆii, . . . , ζτ˜ii for every i ∈ I. Note that
for an original uncertain parameter i for which τi = τ˜i and yτi−1,i = zτi−1,i (which corresponds
to the above-mentioned special case), we do not actually require auxiliary uncertain parameters;
however, for ease of notation, we assume that we have auxiliary uncertain parameters associated
with every i ∈ I. We incorporate the following inequalities in the definition of the uncertainty set
for stage t:
ξτii − ξmaxτii (1− zt′−1,i) ≤ ζt′i ≤ ξτii +M(1− zt′−1,i) ∀ t′ = 1, . . . , t, i ∈ Ît′ (16a)
ξminτii zt′−1,i ≤ ζt′i ≤ ξmaxτii zt′−1,i ∀ t′ = 1, . . . , t, i ∈ Ît′ , (16b)
where M is a sufficiently large big-M parameter. Inequalities (16) enforce that ζt′i takes the value
of ξτii if ξτii is observed in stage t
′, and is zero otherwise.
With a slight abuse of notation, we define the following new uncertainty set that considers the
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original and the auxiliary uncertain parameters:
Θt(x[t−1],y[t−1], z[t−1]) =
{
(ξ[t], ζ[t]) ∈ R
∑t
t′=1Kt′+|Ît′ | :
t∑
t′=1
[
Wtt′ξt′ +W tt′ζt′
]
≤
t−1∑
t′=1
[
U ctt′x
c
t′(ζ[t′]) +U
b
tt′x
b
t′(ζ[t′]) +U tt′yt′(ζ[t′]) + Ûtt′zt′(ζ[t′])
]}
,
where Wtt′ ∈ RQt×Kt′ , W tt′ ∈ RQt×|Ît′ |, U ctt′ ∈ RQt×N¯t′ , Ubtt′ ∈ RQt×N̂t′ , U tt′ ∈ RQt×|I¯t′+1|, and
Ûtt′ ∈ RQt×|Ît′+1| are chosen to incorporate the inequalities from the original uncertainty set (12) as
well as inequalities (15) and (16). Notice that the recourse variables xct , xbt , yt, and zt now depend
on ζ[t], which represent the uncertain parameters observed up to stage t.
6.2 Lifted Uncertainty
For each auxiliary uncertain parameter ζti, we introduce two sets of new uncertain parameters
and hence create a higher-dimensional lifted uncertainty space, which will facilitate the design of
flexible decision rules. To this end, the bounded marginal support of ζti, which is the same as the
one of ξτii, is partitioned into ri pieces defined by its lower and upper bounds as well as ri − 1
breakpoints, and we denote these points by pji with j = 0, 1, . . . , ri such that
ξminτii = p
0
i < p
1
i < · · · < pri−1i < prii = ξmaxτii .
We then define two lifting operators, L¯t : R|Ît| 7→ RKt and L̂t : R|Ît| 7→ {0, 1}K̂t , for each t ∈ T .
The first lifting operator L¯t(ζt) maps ζt onto a Kt-dimensional space with Kt =
∑
i∈Ît ri such
that each lifted parameter is a piecewise linear function of the corresponding ζti and is defined as
follows:
L¯jti(ζt) :=

ζti if ri = 1
inf
{
ζti, p
j
i
}
if ri > 1, j = 1
sup
{
inf
{
ζti, p
j
i
}
− pj−1i , 0
}
if ri > 1, j = 2, . . . , ri.
By construction, we have ζti =
∑ri
j=1 L¯
j
ti(ζt). The second lifting operator L̂t(ζt) maps ζt onto a
K̂t-dimensional space with K̂t =
∑
i∈Ît gi and gi = max{1, ri − 1}. It is defined such that
L̂jti(ζt) :=
{
1 if ri = 1
1(ζti ≥ pji ) if ri > 1, j = 1, . . . , gi,
which is a piecewise constant function of ζti.
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Using the lifting operators, we can define the following lifted endogenous uncertainty set:
Θ˜′t(x[t−1],y[t−1], z[t−1]) =
(ξ[t], ζ[t], ζ¯[t], ζˆ[t]) ∈ RK˜[t] :
t∑
t′=1
[
Wtt′ξt′ +W tt′ζt′
] ≤ t−1∑
t′=1
[
U ctt′x
c
t′(ζ[t′]) +U
b
tt′x
b
t′(ζ[t′]) +U tt′yt′(ζ[t′]) + Ûtt′zt′(ζ[t′])
]
ζ¯t′ = L¯t′ (ζt′) , ζˆt′ = L̂t′ (ζt′) ∀ t′ = 1, . . . , t
 ,
where K˜[t] =
∑t
t′=1Kt′ + |Ît′ |+Kt′ + K̂t′ , and for all i ∈ Ît, ζ¯ti = (ζ¯1ti, . . . , ζ¯riti ), L¯ti = (L¯1ti, . . . , L¯riti ),
ζˆti = (ζˆ
1
ti, . . . , ζˆ
gi
ti ), and L̂ti = (L̂
1
ti, . . . , L̂
gi
ti ). The main purpose of defining such a lifted uncertainty
set is to enable the construction of linear decision rules in the space of the lifted uncertain param-
eters. Notice that Θ˜′t is an open set due to the discontinuity in L̂. Now consider problem (11) with
Ξt replaced by Θ˜′t and the recourse variables restricted to be linear functions of ζ¯ and ζˆ, and a
second problem that is the same except that it considers the convex hull of the closure of Θ˜′t, i.e.
conv(cl(Θ˜′t)), instead of Θ˜′t. Following the same arguments as in Bertsimas and Georghiou 14 , one
can show that these two problems are equivalent in a sense that they have the same optimal value
and that there is a one-to-one mapping between their feasible and optimal solutions.
It is difficult to obtain a closed-form description of conv(cl(Θ˜′t)) as it requires finding all vertices
of cl(Θ˜′t), which are decision-dependent. Moreover, the number of vertices grows exponentially
with the dimensionality of cl(Θ˜′t) such that including them would render most problems of practi-
cal relevance computationally intractable. Therefore, instead of conv(cl(Θ˜′t)), we consider an outer
approximation, which we construct as follows. For each t ∈ T , i ∈ Ît, and j = 1, . . . , ri, we define
a set of vertices V˜jti in the lifted space:
V˜jti :=
v˜ = (v, v¯, vˆ) :
v ∈ {pj−1i , pji}
v¯ = L¯ti(etiv)
vˆ = lim
ζti→v, ζti∈[pj−1i ,pji ]
L̂ti(etiζti)
 ,
which allows the following convex hull formulation of the closure of the marginal support of ζ˜ti:
Zti =

ζ˜ti = (ζti, ζ¯ti, ζˆti) :
∑
v˜∈V˜ti
λ(v˜) = 1
ζti =
∑
v˜∈V˜ti
λ(v˜)v
ζ¯ti =
∑
v˜∈V˜ti
λ(v˜)v¯
ζˆti =
∑
v˜∈V˜ti
λ(v˜)vˆ
λ(v˜) ∈ R+ ∀ v˜ ∈ V˜ti

,
where V˜ti =
⋃ri
j=1 V˜jti and λ(v˜) denotes the coefficient associated with a particular vertex v˜ ∈
V˜ti. We can now obtain the following closed-form expression of an outer approximation of
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conv(cl(Ξ˜′t)):{ξ[t]} ×
t∏
t′=1
∏
i∈Ît′
Zt′i
⋂
{
(ξ[t], ζ[t], ζ¯[t], ζˆ[t]) ∈ RK˜[t] :
t∑
t′=1
[
Wtt′ξt′ +W tt′ζt′
]
≤
t−1∑
t′=1
[
U ctt′x
c
t′(ζ[t′]) +U
b
tt′x
b
t′(ζ[t′]) +U tt′yt′(ζ[t′]) + Ûtt′zt′(ζ[t′])
]}
.
(17)
6.3 Decision Rule Approximation
Following a similar approach as in Feng et al. (2020), we apply decision rules that are linear
functions of the lifted uncertain parameters and parameterized as follows:
xct =
t∑
t′=1
∑
i∈Ît′
(
X
c
tt′iζ¯t′i + X̂
c
tt′iζˆt′i
)
(18a)
xbt =
t∑
t′=1
∑
i∈Ît′
X̂btt′iζˆt′i, yt =
t∑
t′=1
∑
i∈Ît′
Ŷtt′iζˆt′i, zt =
t∑
t′=1
∑
i∈Ît′
Ẑtt′iζˆt′i, (18b)
whereXctt′i ∈ RN¯t×ri , X̂ctt′i ∈ RN¯t×gi , X̂btt′i ∈ {−1, 0, 1}N̂t×gi , Ŷtt′i ∈ {−1, 0, 1}|I¯t+1|×gi , and Ẑtt′i ∈
{−1, 0, 1}|Ît+1|×gi . The decision rules for the continuous variables in (18a) can form continuous or
discontinuous piecewise linear functions of ζ[t]. With the given domains for X̂btt′i, Ŷtt′i, and Ẑtt′i,
a variable following a decision rule of the form (18b) is guaranteed to be binary, i.e. can only take
the value 0 or 1, if we also constrain it to be in [0, 1]14. This property implies that the integrality
constraints on the binary variables can be relaxed when these decision rules are applied.
By applying the proposed decision rules in conjunction with the uncertainty set in (17),
decision-dependent nonanticipativity is captured, and we arrive at the following approximation
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of the multistage robust optimization problem under endogenous uncertainty:
minimize
X
c
, X̂c,
X̂b, Ŷ , Ẑ
e>1
(
X
c
111 + X̂
c
111
)
subject to
(
X
c
tt′i, X̂
c
tt′i, X̂
b
tt′i, Ŷtt′i, Ẑtt′i
)
∈ Ωtt′i ∀ t ∈ T , t′ = 1, . . . , t, i ∈ Ît′
t∑
t′=1
t′∑
t′′=1
∑
i∈Ît′′
[
Actt′
(
X
c
t′t′′iζ¯t′′i + X̂
c
t′t′′iζˆt′′i
)
+Abtt′X̂
b
t′t′′iζˆt′′i
+ Dtt′Ŷt′t′′iζˆt′′i +Htt′Ẑt′t′′iζˆt′′i
]
≤ Btξ[t]
0 ≤
t′∑
t′′=1
∑
i∈Ît′′
X̂bt′t′′iζˆt′′i ≤ e ∀ t′ = 1, . . . , t
0 ≤
t′∑
t′′=1
∑
i∈Ît′′
Ŷt′t′′iζˆt′′i ≤ e ∀ t′ = 1, . . . , t
0 ≤
t′∑
t′′=1
∑
i∈Ît′′
Ẑt′t′′iζˆt′′i ≤ e ∀ t′ = 1, . . . , t

∀ t ∈ T , (ξ[t], ζ[t], ζ¯[t], ζˆ[t]) ∈ Θ˜t
(
X
c
[t−1], X̂
c
[t−1], X̂
b
[t−1], Ŷ[t−1], Ẑ[t−1]
)
,
(19)
where
Ωtt′i =

(
X
c
tt′i, X̂
c
tt′i, X̂
b
tt′i, Ŷtt′i, Ẑtt′i
)
:
X
c
tt′i ∈ RN¯t×ri
X̂ctt′i ∈ RN¯t×gi
X̂btt′i ∈ {−1, 0, 1}N̂t×gi
Ŷtt′i ∈ {−1, 0, 1}|I¯t+1|×gi
Ẑtt′i ∈ {−1, 0, 1}|Ît+1|×gi

,
andActt′ andA
b
tt′ are appropriately defined constraint matrices associated with the corresponding
continuous and binary x-variables, respectively. The uncertainty set is
Θ˜t
(
X
c
[t−1], X̂
c
[t−1], X̂
b
[t−1], Ŷ[t−1], Ẑ[t−1]
)
=
{ξ[t]} ×
t∏
t′=1
∏
i∈Ît′
Zt′i
⋂ Θ̂t (Xc[t−1], X̂c[t−1], X̂b[t−1], Ŷ[t−1], Ẑ[t−1])
with
Θ̂t =
{
(ξ[t], ζ[t], ζ¯[t], ζˆ[t]) ∈ RK˜[t] :
t∑
t′=1
[
Wtt′ξt′ +W tt′ζt′
]
≤
t−1∑
t′=1
t′∑
t′′=1
∑
i∈Ît′′
[
U ctt′
(
X
c
t′t′′iζ¯t′′i + X̂
c
t′t′′iζˆt′′i
)
+Ubtt′X̂
b
t′t′′iζˆt′′i +U tt′Ŷt′t′′iζˆt′′i + Ûtt′Ẑt′t′′iζˆt′′i
] .
For ease of exposition, we define new constraint and right-hand-side matrices such that we
19
can express problem (19) in the following compact form:
minimize
X
c
, X̂c,
X̂b, Ŷ , Ẑ
e>1
(
X
c
111 + X̂
c
111
)
subject to
t∑
t′=1
t′∑
t′′=1
∑
i∈Ît′′
[
A˜ctt′X
c
t′t′′iζ¯t′′i +
(
A˜ctt′X̂
c
t′t′′i + A˜
b
tt′X̂
b
t′t′′i + D˜tt′Ŷt′t′′i + H˜tt′Ẑt′t′′i
)
ζˆt′′i
]
≤
t∑
t′=1
B˜tt′ξt′ ∀ t ∈ T , (ξ[t], ζ[t], ζ¯[t], ζˆ[t]) ∈ Θ˜t
(
X
c
[t−1], X̂
c
[t−1], X̂
b
[t−1], Ŷ[t−1], Ẑ[t−1]
)
(
X
c
tt′i, X̂
c
tt′i, X̂
b
tt′i, Ŷtt′i, Ẑtt′i
)
∈ Ωtt′i ∀ t ∈ T , t′ = 1, . . . , t, i ∈ Ît′ ,
(20)
where A˜ctt′ ∈ RPt×N¯t′ , A˜btt′ ∈ RPt×N̂t′ , D˜tt′ ∈ RPt×|I¯t′+1|, H˜tt′ ∈ RPt×|Ît′+1|, and B˜tt′ ∈ RPt×Kt′ .
6.4 Reformulation
Applying standard robust optimization techniques based on constraint-wise worst-case reformu-
lation and linear programming (LP) duality69, the semi-infinite program (20) can be reformulated
into the following problem:
minimize
X
c
, X̂c, X̂b,
Ŷ , Ẑ,Φ,Ψ
e>1
(
X
c
111 + X̂
c
111
)
subject to
t∑
t′=1
∑
i∈Ît′
ψtt′i ≤ 0 ∀ t ∈ T
Φtwtt′i = −b˜tt′i ∀ t ∈ T , t′ = 1, . . . , t, i ∈ I˜t′
ψtt′′i + Φt
[
w¯tt′′ivt′′i −
t−1∑
t′=t′′
U ctt′X
c
t′t′′iv¯t′′i
−
t−1∑
t′=t′′
(
U ctt′X̂
c
t′t′′i +U
b
tt′X̂
b
t′t′′i +U tt′Ŷt′t′′i + Ûtt′Ẑt′t′′i
)
vˆt′′i
]
≥
t∑
t′=t′′
[
A˜ctt′X
c
t′t′′iv¯t′′i +
(
A˜ctt′X̂
c
t′t′′i + A˜
b
tt′X̂
b
t′t′′i + D˜tt′Ŷt′t′′i + H˜tt′Ẑt′t′′i
)
vˆt′′i
]
∀ t ∈ T , t′′ = 1, . . . , t, i ∈ Ît′′ , v˜t′′i ∈ V˜t′′i
ψtt′i ∈ RPt ∀ t ∈ T , t′ = 1, . . . , t, i ∈ Ît′
Φt ∈ RPt×Qt+ ∀ t ∈ T(
X
c
tt′i, X̂
c
tt′i, X̂
b
tt′i, Ŷtt′i, Ẑtt′i
)
∈ Ωtt′i ∀ t ∈ T , t′ = 1, . . . , t, i ∈ Ît′
(21)
where wtt′i, w¯tt′i b˜tt′i, and ψti denote the columns of Wtt′ , W tt′ , B˜tt′ , and Ψt, respectively, corre-
sponding to uncertain parameter i. The detailed derivation of the reformulation can be found in
the supplementary material.
Problem (21) is generally a mixed-integer quadratically constrained program (MIQCP) as it
involves bilinear terms. However, if the endogenous uncertainty set only depends on binary vari-
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ables, the problem can be reformulated into a mixed-integer linear program (MILP) by expressing
each integer variable as the difference between two binary variables and linearizing the bilinear
terms, which will all be products of a continuous and a binary variable (for more details, see Feng
et al. (2020)).
7 Computational Case Studies
In this section, we present the results from four computational case studies that demonstrate the
versatility of the proposed modeling framework. All model instances were implemented in Julia
v1.3.1 using the modeling environment JuMP v0.21.270 and solved using Gurobi v8.1.1 on a Intel
Core i7-8700 CPU at 3.20 GHz machine with 8 GB RAM.
7.1 Pilot Plant and Plant Redesign
We first consider an illustrative example that is based on Example 1. In this problem, we have a
design of an industrial-scale plant whose capacity q is uncertain and only becomes known after the
plant is built. However, as described in Example 1, a pilot plant can be built such that its capacity
p helps provide a more accurate prediction of q. Once p is observed, the marginal uncertainty set
for q is updated, based on which we can decide to build one or two plants using the current design
or redesign the plant and build a plant using the new design. The solution has to ensure that a
given demand d can be met, and the objective is to optimize the worst case. The associated robust
optimization problem can be formulated as follows:
minimize
x,y,z1,z2
δx+ max
(p,q,γ)∈Ξ(x)
γy(xp) + ρ [z1(xp) + z2(xp)]
subject to x ∈ {0, 1}
y(xp) ≤ x
d ≤ q [z1(xp) + z2(xp)] + dy(xp)
y(xp), z1(xp), z2(xp) ∈ {0, 1}
 ∀ (p, q, γ) ∈ Ξ(x),
(22)
where the binary variable x equals 1 if the pilot plant is built and 0 otherwise, y equals 1 if a plant
with a new design and capacity d is built, and z1 and z2 indicate how many (maximum two) plants
with the current design are built. Nonnegative cost coefficients in the cost function are denoted
by δ, γ, and ρ, where γ is an uncertain parameter as it depends on the pilot plant capacity. As
indicated by the constraint y(xp) ≤ x, a plant redesign is only possible if a pilot plant is built and
hence more process knowledge is available. Finally, the total plant capacity has to be greater than
or equal to demand d. The uncertainty set depends on x and can be expressed as follows:
Ξ(x) =
(p, q, γ) ∈ R3+ :
pminx ≤ p ≤ pmaxx
qmin(1− x) + (α−∆)x+ βp ≤ q ≤ qmax(1− x) + (α+ ∆)x+ βp
γ = (ρ+ γ˜pmax)x− γ˜p
 ,
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where p and γ can only take nonzero values if x = 1. Similarly, (α−∆) + βp ≤ q ≤ (α+ ∆) + βp
if x = 1, and qmin ≤ q ≤ qmax if x = 0. The parameters are given such that qmin = (α−∆) + βpmin
and qmax = (α + ∆) + βpmax. We further assume that qmin < d ≤ 2qmin and that there exists a
pˆ < pmax such that d = (α−∆) + βpˆ.
7.1.1 Analytical Solution
Problem (22) can be solved analytically, and the solution is illustrated in the decision diagram
shown in Figure 4. If we choose to build a pilot plant (x = 1), we can take recourse actions (y, z1,
and z2) based on the realization of p. If p ≥ pˆ, we know that q ≥ d; hence, we only have to build
one plant using the current design. If p < pˆ, building one plant with the current design may not be
sufficient to meet demand d. In this case, we choose the less expensive option between building
one plant with a new design that achieves a capacity of d and building two plants with the current
design. The costs for these two choices are v = δ + ρ + γ˜(pmax − p) and v = δ + 2ρ, respectively.
Thus, the first option is less expensive than the second if γ˜(pmax − p) < ρ. In contrast, if we do not
build a pilot plant (x = 0), there will be no recourse; in that case, in order to guarantee feasibility
for every possible realization of q, we have to build two plants using the current design, which
results in a cost of v = 2ρ.
Build a
pilot plant?
Materialization and 
observation of 𝑝𝑝
Build two plants
using current design
Build one plant
using current design
�𝛾𝛾 𝑝𝑝max − 𝑝𝑝 < 𝜌𝜌 ?
Redesign and build 
plant with new design
Build two plants
using current design
yes, 𝑥𝑥 = 1
no, 𝑥𝑥 = 0
𝑝𝑝 ≥ ?̂?𝑝
𝑝𝑝 < ?̂?𝑝
yes
no
𝑣𝑣 = 𝛿𝛿 + 𝜌𝜌
𝑣𝑣 = 𝛿𝛿 + 𝜌𝜌 + �𝛾𝛾 𝑝𝑝max − 𝑝𝑝
𝑣𝑣 = 𝛿𝛿 + 2𝜌𝜌𝑣𝑣 = 2𝜌𝜌
Figure 4: Decision diagram for illustrative pilot plant example.
The problem further simplifies since the objective is to minimize the worst-case cost and the
worst case is already known a priori, namely p = pmin, q = qmin, and γ = ρ + γ˜(pmax − pmin).
Therefore, the optimal value of (22) is simply
v∗ = min
{
2ρ, δ + ρ+ γ˜(pmax − pmin)} ,
and the corresponding optimal solution is as follows: If ρ < δ + γ˜(pmax − pmin), x∗ = y∗ = 0 and
z∗1 = z∗2 = 1; if ρ > δ + γ˜(pmax − pmin), x∗ = y∗ = 1 and z∗1 = z∗2 = 0. Both solutions are optimal if
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ρ = δ + γ˜(pmax − pmin).
For our computational case study, we choose ρ = 100, d = 59, pmin = 5, pmax = 10, qmin = 35,
qmax = 75, α = 10, β = 6, and ∆ = 5. The heat map in Figure 5a shows v∗ as a function of δ and γ˜.
The red line is given by δ = ρ− (pmax− pmin)γ˜ = 100− 5γ˜, which indicates the boundary at which
v∗ switches from δ + ρ+ γ˜(pmax − pmin) to 2ρ.
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(b) Approximate expected cost
Figure 5: The heat maps show the (a) worst-case cost and (b) scenario-based approximation of the
expected cost as functions of δ and γ˜.
7.1.2 Non-Worst-Case Objective Function
As mentioned above, in this example, recourse is only possible if x = 1, which essentially means
that this decision determines whether the problem is static or two-stage. However, note that re-
course is not required in the optimal solution of (22), which is due to the fact that worst-case cost
minimization is considered and that the worst case is known a priori. In the following, we con-
sider an alternative, scenario-based objective function, which is often a better choice in practice.
Here, we introduce a discrete scenario set S , which contains possible realizations of p, each de-
noted by p¯s with probability φs, where
∑
s∈S φs = 1. We then replace the objective function in
problem (22) with
δx+
∑
s∈S
φs (γ¯sy(xp¯s) + ρ [z1(xp¯s) + z2(xp¯s)]) (23)
with γ¯s = ρ + γ˜(pmax − p¯s). This objective function resembles a sample average approximation
of the expected cost as commonly used in stochastic programming. We further reformulate the
constraints to eliminate random recourse and remove γ from the uncertainty set, arriving at the
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following formulation:
minimize
x,y,z1,z2,w1,w2
δx+
∑
s∈S
φs (γ¯sy(xp¯s) + ρ [z1(xp¯s) + z2(xp¯s)])
subject to x ∈ {0, 1}
y(xp) ≤ x
w1(xp) ≤ q
w1(xp) ≤ qmaxz1(xp)
w2(xp) ≤ q
w2(xp) ≤ qmaxz2(xp)
d ≤ w1(xp) + w2(xp) + dy(xp)
y(xp), z1(xp), z2(xp) ∈ {0, 1}
w1(xp), w2(xp) ∈ R+

∀ (p, q) ∈ Ξ(x)
(24)
with
Ξ(x) =
{
(p, q) ∈ R2+ :
pminx ≤ p ≤ pmaxx
qmin(1− x) + (α−∆)x+ βp ≤ q ≤ qmax(1− x) + (α+ ∆)x+ βp
}
.
Note that we have introduced two new continuous recourse variables, w1 and w2, which represent
the production amounts of plants built with the current design.
The optimal solution to this modified problem is less trivial as now recourse decisions, as
depicted in Figure 4, play a crucial role. Still, we can solve it analytically. If we choose to build
a pilot plant, the optimal recourse decisions are just as described in Section 7.1.1. As a result, the
optimal value is
v∗ = min
2ρ, δ + ∑
s∈S1
φsρ+
∑
s∈S2
φs[ρ+ γ˜(p
max − p¯s)] +
∑
s∈S3
2φsρ
 ,
where S1 := {s ∈ S : p¯s ≥ pˆ}, S2 := {s ∈ S : p¯s < pˆ, γ˜(pmax − p¯s) < ρ}, and S3 := {s ∈ S : p¯s <
pˆ, γ˜(pmax − p¯s) ≥ ρ} such that S = S1 ∪ S2 ∪ S3.
We can also apply the proposed decision rule approach to solve this problem. To obtain
the exact optimal solution, the marginal support of p needs to be partitioned using appropriate
breakpoints. Depending on the parameter values, we require at least one or two breakpoints. If
γ˜(pmax− pmin) ≤ ρ or γ˜(pmax− pˆ) ≥ ρ, we only need one breakpoint at pˆ. If γ˜(pmax− pmin) > ρ and
γ˜(pmax − pˆ) < ρ, we need two breakpoints, one at pmax − ρ/γ˜ and one at pˆ. Note that the same de-
cision rules are used across all scenarios in S; as a result, compared to the worst-case formulation,
no additional variables are added to the model such that a comparable computational complex-
ity is achieved. We solve the problem using 100 scenarios sampled from a uniform distribution
supported on the given uncertainty set, and obtain the heat map shown in Figure 5b.
Remark It is a common misconception that a robust optimization problem has to consider a
worst-case cost function. In theory, it can also be any deterministic or deterministic equivalent
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(e.g. expressed in terms of scenarios) cost function. Constraint satisfaction with respect to the en-
tire uncertainty set can be considered independently from the choice of objective function. There-
fore, an objective function of a form similar to (23) is often more appropriate.
7.2 Maintenance Planning with Inspections
This example involves type-1, type-2a, and type-2b endogenous uncertainty. Here, we consider
integrated production and maintenance planning with equipment degradation. We use the re-
maining useful life (RUL) as a measure of equipment health, which decreases with continued op-
eration. To avoid equipment failure, the RUL has to remain greater than zero and can be restored
through maintenance. Investing in an equipment upgrade, which would reduce the degradation
rate, is also considered. However, degradation processes are inherently stochastic, which renders
the change in RUL an uncertain parameter. Furthermore, RUL is an abstract quantity that is of-
ten difficult to estimate from operational process data such that elaborate inspections are required
to obtain reliable equipment health information. Therefore, in this example, we assume that the
RUL can only be observed through inspections, and formulate the resulting multistage robust
optimization problem as follows:
minimize
x,y,p,s,r,m,f ,z
αx+ max
(ξ,ξ¯,ζ)∈ΘT (x,y,z)
∑
t∈T
(βyt + γpt + δzt + ρmt − ϕft)
subject to x ∈ {0, 1}
st = s0 +
t∑
t′=1
(pt′ − dt′) ≤ smax
pt ≤ Cyt
rt = r0 −
t∑
t′=1
ξt′ +
t∑
t′=1
ft′ ≤ rmax
ft ≤ rmaxmt
yt +mt ≤ 1
mt ≤ zt−1
pt, st, rt, ft ∈ R+, yt, zt, mt ∈ {0, 1}

∀ t ∈ T ,
(ξ[t], ξ¯[t], ζ[t]) ∈ Θt(x,y[t], z[t]),
(25)
where x equals 1 if an equipment upgrade is performed, yt equals 1 if the plant operates in time
period t, pt is the amount produced in time period t, st is the inventory level at time t (end of
time period t), rt is the RUL at time t, mt equals 1 if maintenance is performed in time period t,
ft is the amount of RUL restored in time period t, and zt equals 1 if an inspection is conducted
at time t. The recourse variables are functions of uncertain parameters; however, for the sake of
brevity, we do not explicitly indicate this in (25). With given positive cost coefficients α, β, γ,
δ, ρ, and ϕ, the objective is to minimize the worst-case cost over the planning horizon given by
the set of time periods T = {1, . . . , T}. Note that a negative cost is assigned to ft in order to
encourage maintenance toward the end of the equipment’s residual life and to retain a reasonable
RUL value at the end of the planning horizon. Given an initial inventory s0 and demand dt for
every time period t, the second constraint in (25) expresses material balance and sets an upper
bound smax on the inventory. The next constraint states that the production amount is bounded
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by the plant capacity C. Assuming the initial RUL r0 is known, rt is computed and bounded in
the next constraint. The RUL reduction caused by operation in time period t is denoted by ξt,
which is uncertain. If maintenance is performed, the RUL can be restored to its maximum rmax,
as stated in the next inequality. Finally, the last two constraints state that maintenance can only be
performed if the plant is shut down and needs to be immediately preceded by an inspection. We
further assume that z0 = m1 = f1 = 0.
The decision-dependent uncertainty set, which includes auxiliary uncertain parameters, is
Θt(x,y[t], z[t]) =

(ξ[t], ξ¯[t], ζ[t]) ∈ R3t+ :
ξ¯t′ =
t′∑
t′′=1
ξt′′ ∀ t′ = 1, . . . , t
ξminyt′ ≤ ξt′ ≤ ξmaxyt′ ∀ t′ = 1, . . . , t
ξt′ ≤ ξmax − ξ∆x ∀ t′ = 1, . . . , t
ξ¯t′ − t′ξmax(1− zt′) ≤ ζt′ ≤ ξ¯t′ ∀ t′ = 1, . . . , t
ζt′ ≤ ξ¯maxt′ zt′ ∀ t′ = 1, . . . , t

,
where the auxiliary uncertain parameter ξ¯t is the cumulative RUL reduction up to time t. The
reason for introducing ξ¯t is that an inspection at time t reveals ξ¯t but not each individual ξt′ that
has contributed to the cumulative RUL reduction since the last inspection. The RUL reduction in
time period t, ξt, is zero if the plant does not operate, i.e. yt = 0, and bounded by ξmin and ξmax
otherwise. This upper bound is further reduced by ξ∆ if an equipment upgrade is performed, i.e.
x = 1. We have another auxiliary variable ζt for every t ∈ T , which takes the value of ξ¯t if it is
observed through an inspection at time t, i.e. zt = 1, and is zero otherwise.
Note that T denotes the set of time periods, not the set of stages. In fact, strictly speaking,
the number of stages depends on the solution and is directly related to the number of inspections.
The maximum possible number of stages is T , which is only achieved if inspection is performed
at every t ∈ T . In that case, after eliminating the state variables st and rt, the first-stage decisions
are x, y1, p1, and z1. Then, ξ¯1 is observed and the second-stage decisions are y2, p2, m2, f2, and z2;
this continues similarly up to stage T . The number of stages is implicitly encoded in the recourse
variables that are functions of only observed uncertain parameters. Specifically, for all t ∈ T ,
yt = yt(ζ[t−1]), pt = pt(ζ[t−1]), mt = mt(ζ[t−1]), ft = ft(ζ[t−1]), and zt = zt(ζ[t−1]).
We conduct a case study with the following data: T = 7, β = $ 2 × 103, γ = $ 400, δ = $ 103,
ρ = $ 2.5× 105, ϕ = $ 2× 103, s0 = 10, smax = 50, C = 90, r0 = 40, rmax = 125, dt = 50 for all t ∈ T ,
ξmin = 4, ξmax = 25, and ξ∆ = 13. Two cases are considered: Case 1, in which the equipment
upgrade cost α is $ 5 × 104, and Case 2 with α being $ 104. For each case, we solve one instance
using the above ARO model with one breakpoint placed at 8 for each ξt, and another instance that
disallows recourse, resulting in a static problem (SRO). The optimal values and solution times for
all four instances are shown in Table 2. In both Cases 1 and 2, one can observe a clear benefit from
recourse, which is reflected in an improvement in the optimal value of about 3 %. However, the
computational cost for solving the ARO model is significantly higher due to the larger model size.
Specifically, the ARO model has 218 binary variables, 320,150 continuous variables, and 952,374
constraints after Gurobi’s preprocessing.
The results in Table 2 also indicate that an equipment upgrade can be beneficial if the cost
is sufficiently low as the solution suggests investing in an equipment upgrade in Case 2 but not
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Table 2: Computational results for instances of the maintenance planning problem.
Cost of
upgrade (k$)
Model
Optimal
value (k$)
Solution
time (s)
Case 1 50
SRO 219 425
ARO 212 13,621
Case 2 10
SRO 213 382
ARO 206 7,837
in Case 1. Figure 6 further shows how the equipment upgrade affects the optimal schedule. As
depicted in Figure 6a, without equipment upgrade, inspection is performed at time 1. Then, de-
pending on the realization of ξ¯1, the top or bottom schedule is chosen. If ξ¯1 ≥ 8, maintenance
is performed in time period 2, immediately after the inspection; otherwise, maintenance is post-
poned to time period 3. In contrast, the solution for Case 2, as shown in Figure 6b, suggests
inspecting the equipment at time 2. This later time point is made possible by the equipment up-
grade that reduces the maximum degradation rate. Then, if ξ¯2 ≥ 16, maintenance is performed in
time period 3; otherwise, maintenance is scheduled for time period 6.
0 1 2 3 4 5 6 7
Time
1 8 
1 8 
Production Maintenance Idle
(a) ARO solution for Case 1
0 1 2 3 4 5 6 7
Time
2 16 
2 16 
Production Maintenance Idle
(b) ARO solution for Case 2
Figure 6: The Gantt charts show the schedules obtained from solving the ARO model for (a) Case
1 with high and (b) Case 2 with low cost of equipment upgrade.
7.3 Optimizing Revision Points in Capacity Planning
The previous example considers a problem in which the number of stages is affected by decisions
due to the decision-dependent observation of uncertain parameters. There are other situations in
which uncertain parameters are observed over time, independent of decisions, yet we still would
like to restrict or optimize the number of stages. One example is long-term capacity planning,
which involves large investments that require commitments and lead time for establishing con-
tracts and infrastructure. Hence, it is often infeasible to change decisions frequently despite new
information being constantly revealed over time. Instead, one has to restrict oneself to a few
revision points at which the planning decisions are revised and updated. In their recent work,
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Basciftci et al. 71 have formally introduced an adaptive two-stage stochastic programming approach
in which for each decision policy, one revision point is considered and chosen as part of the opti-
mization problem. This problem can be viewed as a stochastic program with type-2b endogenous
uncertainty where planning decisions for time periods before the revision point have to be made
here and now while decisions after the revision point can be adjusted based on the uncertainty
revealed up to the revision point. As a result, our framework can be directly applied to solve a
robust optimization variant of the problem and extensions that consider multiple revision points.
Consider a simplified power generation capacity expansion problem with T time periods and
a set of types of generation resources I. At the beginning of each time period t (i.e. at time
t − 1), the uncertain electricity demand for the same time period, dt, is revealed and the amount
of electricity generated from each generation type i in time period t, yit, is determined. Capacity
expansion decisions, however, can only be made or updated at revision points. Let xit denote the
amount of generation capacity of type i that is added in time period t and becomes available at
time t. Assume that for each generation type i, there are two revision points, one at time t′i − 1,
immediately after dt′i is revealed, and the other one at time t
′′
i − 1 with t′i < t′′i . Then, all xit
with t < t′i have to be chosen before any demand for the planning horizon is known, all xit with
t′i ≤ t < t′′i are chosen at time t′i − 1 with known d[t′i], and all xit with t ≥ t′′i are chosen at time
t′′i − 1 with known d[t′′i ]. Given a maximum number of revision points for each generation type i,
denoted by ni, we aim to place the revision points such that a given cost function, in this case a
sample average approximation of the expected cost, is minimized.
We introduce binary variables zˆit, which equals 1 if capacity expansion decisions for generation
type i are revised at time t − 1, and zitt′ , which equals 1 if dt′ is known when the decision xit is
made. The problem can then be formulated as follows:
minimize
z,zˆ,x,y
∑
i∈I
αixi0 +
∑
s∈S
φs
∑
t∈T
1
(1 + r)t
[∑
i∈I
(αix¯its + βiy¯its)
]
(26a)
subject to
∑
t∈T
zˆit ≤ ni ∀ i ∈ I (26b)
1
ni
t∑
t′′=t′
zˆit′′ ≤ zitt′ ≤
t∑
t′′=t′
zˆit′′ ∀ i ∈ I, t ∈ T , t′ = 1, . . . , t (26c)
zˆit ∈ {0, 1} ∀ i ∈ I, t ∈ T (26d)
zitt′ ∈ {0, 1} ∀ i ∈ I, t ∈ T , t′ = 1, . . . , t (26e)
xit ≤ Cit ∀ i ∈ I, t ∈ T (26f)
yit ≤
t∑
t′=1
xi,t′−1 ∀ i ∈ I, t ∈ T , (d[t], ζ[t]) ∈ Θt(z[t]) (26g)∑
i∈I
yit ≥ dt ∀ t ∈ T , (d[t], ζ[t]) ∈ Θt(z[t]) (26h)
xi0 ∈ R+ ∀ i ∈ I (26i)
yit, xit ∈ R+ ∀ i ∈ I, t ∈ T , (d[t], ζ[t]) ∈ Θt(z[t]), (26j)
where T = {1, . . . , T}, S denotes the set of scenarios, αi and βi are cost coefficients, and r is
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a discount factor. Each scenario s ∈ S is characterized by a specific electricity demand profile
d¯[T ],s and probability φs. In the objective function (26a), x¯its = xit(zit ◦ d¯[t],s) and y¯its = yit(d¯[t],s)
represent the recourse decisions for specific scenarios. Constraints (26b) restrict the number of
revision points. Inequalities (26c) force zitt′ to be 1 if there is at least one revision point between
times t′ − 1 and t − 1 and 0 otherwise. The rationale is that if there is one or multiple revision
points between t′ − 1 and t− 1, then xit will be determined at the latest revision point within that
time frame at which point dt′ will be known. Constraints (26f) set an upper bound, Cit, on each
xit. Capacity constraints are given in (26g), and constraints (26h) state that the total amount of
electricity produced has to meet or exceed the demand. The decision-dependent uncertainty set is
Θt(z[t]) =

(d[t], ζ[t]) ∈ RKt+ :
dmin1 ≤ d1 ≤ dmax1
δmint′ dt′−1 ≤ dt′ ≤ δmaxt′ dt′−1 ∀ t′ = 2, . . . , t
t′∑
t′′=1
dt′′ ≤
t′∑
t′′=1
δ¯t
′′−1d1 ∀ t′ = 1, . . . , t
dt′′ − dmaxt′′ (1− zit′t′′) ≤ ζit′t′′ ≤ dt′′ ∀ i ∈ I, t′ = 1, . . . , t, t′′ = 1, . . . , t′
dmint′′ zit′t′′ ≤ ζit′t′′ ≤ dmaxt′′ zit′t′′ ∀ i ∈ I, t′ = 1, . . . , t, t′′ = 1, . . . , t′

,
which encodes the correlation between the electricity demands in different time periods as the
range in which dt′ can vary depends on dt′−1 and the budget of uncertainty imposed on
∑t′
t′′=1 dt′′
is
∑t′
t′′=1 δ¯
t′′−1d1, which is a function of d1 with a given parameter δ¯. The auxiliary uncertain
parameters ζ[t] depend on the choice of revision points and hence on z[t]. Note that the vector
z[t] contains all zit′t′′ with i ∈ I, t′ = 1, . . . , t, and t′′ = 1, . . . , t′. Also, Kt = t + |I|t(t + 1)/2.
The recourse variables are adjustable given the following dependence on uncertain parameters:
xit = xit(ζ[t]) and yit = yit(d[t]).
Notice that z and zˆ, which determine the revision points, are all first-stage variables. As a
result, the decision-dependent nonanticipativity for the capacity expansion decisions x can alter-
natively be modeled by forcing the decision rule coefficients associated with unobserved uncertain
parameters to zero (see Section 6.1). The decision rules with respect to the lifted uncertain param-
eters are
xit =
t∑
t′=0
(
x¯>itt′d¯t′ + xˆ
>
itt′dˆt′
)
∀ i ∈ I, t ∈ T
with d¯0 = 1 and dˆ0 = 0. Decision-dependent nonanticipativity is then enforced by the following
constraints:
−Mzitt′e ≤ x¯itt′ ≤Mzitt′e ∀ i ∈ I, t ∈ T , t′ = 1, . . . , t
−Mzitt′e ≤ xˆitt′ ≤Mzitt′e ∀ i ∈ I, t ∈ T , t′ = 1, . . . , t
with M being a sufficiently large parameter. This alternative approach allows us to work with a
fixed uncertainty set:
Θt =
d[t] ∈ R
t
+ :
dmin1 ≤ d1 ≤ dmax1
δmint′ dt′−1 ≤ dt′ ≤ δmaxt′ dt′−1 ∀ t′ = 2, . . . , t
t′∑
t′′=1
dt′′ ≤
t′∑
t′′=1
δ¯t
′′−1d1 ∀ t′ = 1, . . . , t
 .
Moreover, it does not require auxiliary uncertain parameters, which significantly reduces the com-
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putational complexity.
In the following case study, we consider a planning horizon of seven time periods and four
generation types, namely coal, natural gas-gas turbine (NG-GT), solar PV, and wind. Cost data
are adapted from Min et al. 72 , which, along with all other required data, can be found in the
supplementary material. Furthermore, the objective function is constructed using 100 scenarios
sampled from a uniform distribution supported on the given uncertainty set, and uncertainty
lifting is performed with two equidistantly placed breakpoints for each uncertain parameter.
We solve the capacity planning problem for different maximum allowed number of revision
points n¯, which is applied to all generation types, i.e. ni = n¯ for all i ∈ I. The results are shown in
Table 3. As expected, the optimal value decreases with increasing number of revision points. The
improvement is most significant from the static case (no revision) to the case with one revision
point. Diminishing returns are observed at higher number of revision points. The results show
that the locations of the revision points for different generation types are generally not the same.
For larger n¯, there also seems to be no need to use the maximum number of revision points for
all generation types. Finally, note that the solution times are moderate, indicating the potential to
solve more complex problems of this kind using the proposed approach.
Table 3: Computational results for the capacity planning problem with different allowed numbers
of revision points. The relative improvement is computed with respect to the optimal value of the
case with no revision.
Allowed # of
revision points
Optimal
value (k$)
Solution
time (s)
Relative
improvement
Location of revision points
Coal NG-GT Solar PV Wind
0 46,183 9
1 40,852 427 11.54 % 3 5 1 2
2 39,526 1,679 14.42 % 3, 6 2, 5 1, 6 1, 3
3 38,955 764 15.65 % 2, 3, 6 1, 2, 5 1, 5, 6 1, 3, 5
4 38,612 874 16.39 % 2, 3, 5, 6 1, 2, 3, 5 1, 5, 6 1, 3, 5
5 38,423 592 16.80 % 1, 2, 3, 5, 6 1, 2, 3, 4, 5 5, 6 1, 2, 3, 5
6 38,423 462 16.80 % 1, 2, 3, 4, 5, 6 1, 2, 3, 4, 5 5, 6 1, 2, 3, 5
7.4 Production Scheduling with Active Parameter Estimation
When operating a manufacturing process, we often do not have accurate information across the
whole range of feasible operation due to the lack of process data. A model that we use for pro-
cess optimization may only be accurate around one or a few nominal points, especially if it is a
relatively new process. For example, a production unit may be able to operate in different oper-
ating modes, but process parameters such as efficiency and processing time are only accurately
known for the one operating mode that is used most of the time. The models of other, potentially
better-performing operating modes can only be improved by actually operating in those modes
and collecting more data; however, this exploration action comes with the risk of operating under
conditions with inferior performance or damaging impact. In the following example, we consider
process scheduling with active model parameter estimation, which integrates scheduling opti-
mization and design of experiments in order to find an optimal trade-off between exploration and
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exploitation that maximizes the overall plant performance over time. The problem is formulated
as follows:
minimize
x,s
max
p∈PT (x)
∑
t∈T
∑
i∈I
∑
j∈Ji
c>uij xtij(p[t]) + δst(p[t])
subject to st(p[t]) = s0 +
t∑
t′=1
∑
i∈I
∑
j∈Ji
pt′ij − dt′
 ≤ smax ∀ t ∈ T , p[t] ∈ Pt(x[t])∑
i∈I
∑
j∈Ji
xtij(p[t]) ≤ 1 ∀ t ∈ T , p[t] ∈ Pt(x[t])
st(p[t]) ∈ R+ ∀ t ∈ T , p[t] ∈ Pt(x[t])
xtij(p[t]) ∈ {0, 1} ∀ t ∈ T , i ∈ I, j ∈ Ji, p[t] ∈ Pt(x[t]),
(27)
where we assume that the plant operating point is chosen among a discrete set of operating points,
Ji, which depends on operating mode i. Each operating point j of mode i is defined by a vector of
inputs, uij . The binary variable xtij equals 1 if the plant operates at point j of mode i in time period
t. The amount produced, ptij , is treated as an uncertain parameter since the model parameters for
the corresponding mode i may be uncertain. Given cost coefficients c and δ, the objective is to
minimize the worst-case cost over the entire scheduling horizon T = {1, . . . , T}. With an initial
inventory s0, the inventory level at time t, st, is bounded between zero and smax. The product
demand in time period t is denoted by dt.
We assume that the production amount in each operating mode i is given by a linear function
p = ai + b
>
i u. For some modes, the model parameters ai and bi are unknown at the beginning
of the scheduling horizon, and they can only be estimated by operating in those modes and ob-
serving the resulting production amounts. This is captured in the following decision-dependent
uncertainty set:
Pt(x[t]) =

p[t] ∈ RKt+ :
∃ ai, bi ∀ i ∈ I such that
0 ≤ pt′ij ≤ pmaxi xt′ij ∀ t′ = 1, . . . , t, i ∈ I, j ∈ Ji
ai + b
>
i uij − pmaxi (1− xt′ij) ≤ pt′ij ≤ ai + b>i uij ∀ t′ = 1, . . . , t, i ∈ I, j ∈ Ji
amini ≤ ai ≤ amaxi ∀ i ∈ I
bmini ≤ bi ≤ bmaxi ∀ i ∈ I

with Kt = t
∑
i∈I |Ji|. Only if xtij = 1, the production amount ptij can only take a nonzero value,
which depends on the chosen operating point. Each operating point that has been selected up to
time period t activates a linear equation, which can be interpreted as a cut that reduces the size
of the uncertainty set. As a result, the linear model of an operating mode is learned through the
accumulation of observations, which are the production amounts at different operating points. If
uij ∈ Rn, and all model parameters of mode i are unknown, one needs to operate in mode i at
different operating points at least n+ 1 times in order to uniquely determine ai and bi.
We use a small instance to illustrate the effect of active learning in this problem. The data are
as follows: T = 4, c = 5, δ = 2, d = (32.5, 15, 51, 42.5), smax = 100 and s0 = 0. We consider two
operating modes and two possible operating points per mode, with each operating point j ∈ Ji
defined by a scalar input uij . We have u11 = 10, u12 = 46, u21 = 25, and u22 = 44. The values of
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the parameters describing the uncertainty set are shown in Table 4. Here, we assume that the plant
has not been operated in any of the two modes prior to the beginning of the scheduling horizon.
Table 4: Parameters for the description of the uncertainty set in the production scheduling with
active parameter estimation problem.
pmaxi a
min
i a
max
i b
min
i b
max
i
Mode 1 65.2 5 10 1 1.2
Mode 2 56.2 20 21 0.5 0.8
The optimal adjustable production schedule is shown in Figure 7. The solution suggests to first
operate at point 1 of mode 2 and choose the subsequent schedule depending on the realization of
p121. The schedule at the top is selected if p121 ≥ 36.75, and the bottom schedule is selected if
p121 < 36.75. One can see that in both schedules, the operating points selected in time periods 2
and 3 are the same; the schedules only differ in the operating mode chosen for time period 4. By
only observing the production amount at operating point 1 of mode 2, we cannot fully infer the
model for mode 2, i.e. determine a2 and b2. However, the observation reduces the uncertainty for
mode 2, which allows us to determine in which mode the plant should operate in time period 4.
0 1 2 3 4
Time
22u
21u
11u
12u
121 36.75p 
121 36.75p 
Figure 7: Optimal adjustable production schedule with active parameter estimation. The solution
indicates that recourse is only required once.
The effect of learning is further illustrated in Figure 8, which shows how the uncertainty set
is reduced over time in a particular scenario with p121 > 36.75, in which case the schedule at the
top of Figure 7 is applied. Each of the four subfigures shows the production amount as a function
of the input for a specific time period and the mode chosen for that time period. The black solid
vertical lines indicate the marginal uncertainty sets of the production amounts at the available
operating points before any observations are made, as given by the ranges of possible values for
ai and bi. In this particular scenario, a production amount of 39 is observed in time period 1 when
the plant operates at point 1 of mode 2. Given this observation and a2 ∈ [20, 21], the uncertainty
with respect to b2 is immediately reduced such that the line representing the linear model of mode
2 has to lie within the cyan-shaded area shown in Figure 8a. One can see that this results in a
substantial reduction of uncertainty with respect to the unobserved operating point 2 of mode 2.
The same effect is seen in time period 2 when the plant operates at point 1 of mode 1 (Figure 8b).
After operating at point 2 of mode 1 in time period 3, a1 and b1 can be uniquely determined given
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the observations p211 and p312. The linear model of mode 1 is represented by the red solid line in
Figure 8c. Finally, the linear model of mode 2 will also be exactly known after operating at point 2
of mode 2 in time period 4, as indicated in Figure 8d.
(a) Period 1 - mode 2 (b) Period 2 - mode 1
(c) Period 3 - mode 1 (d) Period 4 - mode 2
Figure 8: Reduction of uncertainty by observing materialized production amounts over time for
one specific scenario (defined by one specific set of observations).
The optimal value of the problem is 819.2. Despite the simplicity of the illustrative example,
the problem is computationally challenging. This is in part due to the large number of variables
and constraints resulting from the reformulation, but even more due to the weak relaxation of
the MILP. The latter is indicated by a lower bound that only improves very slowly in the branch-
and-bound algorithm, despite the incumbent being the optimal solution already. Computational
strategies for mitigating these challenges will be explored and discussed in future work.
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8 Conclusions
In this work, we have developed an adjustable robust optimization framework that can simulta-
neously consider three types of endogenous uncertainty: type 1, type 2a, and type 2b, as defined
in a new refined classification of endogenous uncertainty that distinguishes between the decision-
dependent materialization and observation of uncertain parameters. One compelling insight from
this extended view is that active learning, a sequential form of experimental design, can be for-
mulated as an optimization problem under endogenous uncertainty. As a result, the proposed
approach provides a means of performing integrated optimization and active learning in a se-
quential decision-making environment.
Our framework considers decision-dependent polyhedral uncertainty sets, and we have ap-
plied a decision rule approach based on the concept of lifted uncertainty that incorporates con-
tinuous and binary recourse, including recourse decisions that affect the uncertainty set. Mul-
tistage decision-dependent nonanticipativity is modeled using auxiliary uncertain parameters,
which preserves the tractability of the decision rule approach. This eventually results in a mixed-
integer optimization problem that can be directly solved using off-the-shelf solvers.
The proposed methodology significantly expands our capability to model and solve data-
driven optimization problems under uncertainty, particularly those involving active learning.
Computational challenges still exist, which we plan to address in our future work. Nonetheless,
this approach promises to be especially suited for applications that involve complex constraints,
expensive exploration actions, and strong links between different decision stages. To highlight the
relevance of these kinds of problems, we have conducted computational case studies covering a
variety of applications. The results demonstrate the versatility of the proposed modeling frame-
work as well as the importance of endogenous uncertainty. As these aspects become increasingly
relevant in PSE applications, we hope that this work can contribute toward the development of
more comprehensive and efficient methods for such problems.
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