This paper develops a dynamic approximate factor model in which returns are time-series heteroskedastic. The heteroskedasticity has three components: a factor-related component, a common asset-speci…c component, and a purely asset-speci…c component. We use standard GARCH models for the factor-related component. We develop a univariate stochastic volatility model linked to a cross-sectional series of random coe¢cient GARCH models for the common asset-speci…c and purely asset speci…c components. We apply the analysis to monthly UK equity returns. We …nd that all three components contribute to the heteroskedasticity of individual equity returns. Most surprisingly, there is a substantial common component to the dynamic heteroskedasticity of asset-speci…c returns.
Introduction
In the approximate factor model of asset returns developed by Chamberlain and Rothschild (1983) , the random return on each of n assets is a linear combination of k common factors plus an assetspeci…c random return, where n is large and k is small. The asset-speci…c returns are only weakly correlated, in the sense that the largest eigenvalue of the covariance matrix of asset-speci…c returns is bounded above for all n. This implies that the risk in portfolios with holdings spread thinly ¤ We would like to thank Christian Huse for research assistance and the Financial Markets Group for …nancial support.
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lintono@lse.ac.uk over many assets comes only from the common factor returns, not from the asset-speci…c returns.
The factor returns capture nondiversi…able risks, which arise from economy-wide shocks, whereas the asset-speci…c returns capture diversi…able risks, which arise from the idiosyncratic movements of individual security prices.
Connor and Korajczyk (1986, 1988) develop and apply the asymptotic principal components method to estimate approximate factor models. They show that given that asset-speci…c returns are independently and identically distributed through time the …rst k eigenvectors of the cross-product matrix of asset returns are a consistent estimate of the k common factors. Jones (2001) shows that the Connor-Korajczyk assumption of time-series independence of asset-speci…c return is empirically inappropriate, in particular, there is considerable time variation in the cross-sectional average assetspeci…c variance. Jones generalizes the asymptotic principal components technique to allow for time-series heteroskedasticity and …nds that this improves empirical …t.
Jones does not model the source or nature of the heteroskedasticity in returns (an explicit model is not required for application of his technique). In this paper, we develop such a model, estimate it, and examine the implications of our …ndings for asset pricing theory.
We describe a dynamic approximate factor model which includes a three-component model of the autoregressive heteroskedasticity in asset returns. One component comes from the autoregressive heteroskedasticity in factor returns, one from common heteroskedasticity in asset-speci…c returns, and one from purely asset-speci…c heteroskedasticity in asset-speci…c returns. We model the factorrelated component using a set of univariate GARCH models, one for each factor return. We model the common asset-speci…c component with a univariate stochastic volatility model. For the purely asset-speci…c component, we develop a cross-sectional series of random coe¢cient GARCH models.
For each individual security return, the purely asset-speci…c heteroskedasticity is driven by a standard GARCH model. The coe¢cients of each individual-asset GARCH model are realizations from the cross-sectional distribution of random coe¢cients. We estimate both the individual GARCH models, and the hyper-parameters of the random distributions generating the cross-section of GARCH model coe¢cients.
We use the model to decompose the autoregressive heteroskedasticity of individual asset returns into factor-related, common asset-speci…c, and purely asset-speci…c components. We apply the techniques to eleven years of monthly equity returns for a large cross-section of UK listed …rms.
We …nd that all three components contribute to the dynamic heteroskedasticity of individual asset returns. Our most surprising …nding is that a large part of the dynamic heteroskedasticity in assetspeci…c returns comes from a common source. This presents challenges for asset pricing theory.
Given that asset-speci…c returns capture the idiosyncratic movements of individual security prices, it is paradoxical that the dynamic volatility of asset-speci…c return has an economy-wide common component. Something about the random technology generating …rm-speci…c cash ‡ows, or the dynamic ‡ow of information about these …rm-speci…c cash ‡ows, or investor's changing reaction to …rm-speci…c news, must underly this common component in the volatility of asset-speci…c returns.
2 Econometric Methodology
Review of Connor-Korajczyk and Jones
In our dataset we have a very large cross-section n (2865 assets) and a quite large time series T (245 months). We will therefore consider both large n asymptotics and large T asymptotics. Under certain technical conditions it is permissible to interchange limits. 1 Let r t denote the n-vector of excess returns on n assets at time t. We assume that returns follow an approximate factor model with …xed n £ k exposure matrix B, k random factors f t and n asset-speci…c returns " t :
Let jjX jj denote the Euclidean norm of any matrix X (equal to the maximum eigenvalue for a symmetric positive de…nite matrix). We impose the following conditions on (1):
Asymptotic principal components relies on the law of large numbers applied to 1 n " t 0 " ¿ where n is large. Conditions for this to apply are given in Connor and Korajczyk (1993): these include restrictions, i.e., mixing conditions, on the cross-sectional dependence and moment conditions. In 1 Given the large cross-section and moderately large time series, it seems reasonable to employ asymptotic approximations that assume n ! 1 and T ! 1 in such a way that n=T ! 1 [although for some purposes we do not need large T ]: This amounts to a pathwise limit approach where T = T (n) for some function T . Under certain additional conditions, that are likely to be satis…ed in our case, the pathwise limit is the same as the sequential limit in which: …rst n ! 1 and then T ! 1 (or alternatively …rst T ! 1 and then n ! 1): The sort of conditions required include restrictions on the rate at which n=T ! 1 and a so-called tightness condition. This sort of multi-index asymptoptics are discussed in Phillips and Moon (1999) . See also Bai and Ng (2001) .
the temporally heteroskedastic case of this paper, we require these conditions to hold uniformly over t: Here, we simply assume that the relevant law of large numbers holds:
Let R denote the n £ T matrix of excess returns on the n assets over a time period of length T . Let F denote the k £ T matrix of common factor returns and E be the n £ T matrix of asset speci…c returns for the same sample. Let -= R 0 R=n denote the cross-product matrix of returns.
We use Diag[¢] to denote the function which transforms a T -vector into a T £ T diagonal matrix and diag[¢] (with a lower case d) for the function which changes the diagonal components of a T £ T diagonal matrix into a T -vector. Taking the probability limit of the cross-product matrix as n goes to in…nity, and using (1)- (5):
In the special case considered by Connor and Korajczyk where asset-speci…c returns are independently distributed through time we have p lim
where Á is a constant and I T denotes the T £ T identity matrix. Note that F 0 MF has k eigenvectors, which are equal to LF for some nonsingular k £ k matrix L: Also, note that the …rst k eigenvectors of F 0 M F + ÁI T equal the eigenvectors of F 0 MF: Using the fact that the eigenvector function is a smooth function of a nonsingular matrix this gives, for the case Á t = Á for all t:
Equation (7) is the basic result from Connor and Korajczyk: under their assumptions, the …rst k eigenvectors of the cross-product matrix approximately equal a rotation of the factor returns. Jones (2001) generalizes to the heteroskedastic case by letting the limit of the cross-product matrix of assetspeci…c returns, p lim
E=n, be diagonal rather than scalar In particular, suppose that we observe this diagonal (rather than scalar) matrix of cross-sectional mean asset-speci…c variances
where © = [Á 1 ; : : : ; Á T ]; then given (6) we can use:
We follow Jones in using (8) to estimate the factors. Our contribution is to develop an explicit model for the heteroskedasticity in returns, and to estimate this three-component model of heteroskedasticity together with the approximate factor model.
A Two-component Model of Heteroskedasticity in Asset-Speci…c Returns
As mentioned in the introduction, the presence of heteroskedasticity in asset-speci…c returns is not surprising, but the nature of the heteroskedasticity is somewhat surprising. In particular, there is a strong commonality in the heteroskedasticity, so that the average across n assets of squared asset-speci…c return varies through time. This is somewhat paradoxical. By de…nition, assetspeci…c returns have no common component so the average across n assets of asset-speci…c return approximately equals zero for each t, as n grows large. However, it is clear empirically that this does not apply to squared asset-speci…c returns. The average of squared asset-speci…c returns varies through time, so there must be some common component in it.
We capture the commonality in asset-speci…c volatilities with a univariate time-series model for the cross-sectional mean-square asset-speci…c return Á t (hereafter called common asset-speci…c variance). By construction, this variate is always positive. We assume that its logarithm follows an autoregressive (AR) process:
where°t is a martingale di¤erence sequence with uniformly bounded variances. It is straightforward to generalize to ARMA processes of any …nite order; for notational simplicity we describe the AR (1) process which is the model we use in estimation. We have tried several speci…cations, but the main conclusions of our analysis remain.
Let´t denote the n-vector time-series of volatility-speci…c, asset-speci…c returns. The n¡vector of asset-speci…c returns at time t is the product of the scalar common volatility and the n¡vector of volatility-speci…c, asset-speci…c returns:
Since the scale of the two components in the product (10) is indeterminant we normalize´t to have unit expected inner-product
Equations (9)- (11) are a type of stochastic volatility model, where Á t is the state variable generating time-varying common volatility. One di¤erence from …xed-dimensional stochastic volatility models is that the state variable in this stochastic volatility model is approximately observable, by taking a probability limit for large n.
Although by construction´i t has no common volatility across assets, it can still have time-series autoregressive heteroskedasticity on an individual asset basis. To capture this, we assume that´i t follows a GARCH(1,1) model for each i:´i
where z it is an innovation sequence that has mean zero and variance one conditional on past information. We can allow for general cross-section dependence in z it and some temporal dependence and heterogeneity, although the central model here is i.i.d. across time and asset. We restrict our attention to weakly stationary processes because in this case the unconditional variance of r t exists.
Note that (12) - (14) apply to each individual asset, with potentially di¤erent GARCH coe¢cients for each asset. We use a random coe¢cients model to describe the cross-sectional distribution of these coe¢cients.
Estimation of the Model Parameters Excluding the Random Coef…cient Model HyperParameters
First, we discuss the estimation procedure when we estimate all the individual-asset GARCH models without invoking their random coe¢cient structure. This estimation procedure has four stages.
The …rst stage produces n-consistent estimates of the k £ T matrix of factor returns F and the T ¡vector of common asset-speci…c variances © = (Á 1 ; : : : ; Á T ): The second stage produces univariate GARCH models for each of the k factor return time-series. The third stage produces T -consistent, asymptotically normal estimates of the parameters of the stochastic volatility model (9) . The fourth stage gives a set of n individual GARCH models describing the purely asset-speci…c component of dynamic volatility (13) .
The …rst stage estimates are essentially the same as those in Jones (2001) . Let ¤ denote the k £ k diagonal matrix of the …rst k eigenvalues of the cross-product matrix -: We have:
Under (1)- (11) we have p lim
In the second stage, we estimate univariate GARCH models for each time series f jt ; j = 1; : : : ; k; t = 1; : : : ; T: Under sequential asymptotics, with n going to in…nity faster than T , we can ignore the estimation error in b f jt by invoking p lim n!1 b F = F , and apply time-series maximum likelihood to produce these GARCH coe¢cient estimates.
In the third stage we estimate the autoregressive model for common asset-speci…c volatility (9) by simple time-series regression. Under sequential asymptotics, with n going to in…nity faster than T , the limiting distribution of the parameter estimates from the time-series regression is the same as if one knew the data Á t with no estimation error.
In the fourth stage we estimate the GARCH models for each individual asset's purely assetspeci…c volatility. First, we compute volatility-speci…c, asset-speci…c returns by dividing assetspeci…c returns at time t by the common asset-speci…c variance at time t:
Using (17) we estimate the individual GARCH(1,1) models (13) for each i = 1; : : : ; n using assetby-asset maximum likelihood. Note that this produces a very large number of unstructured GARCH coe¢cient estimates; in the next section we describe how we can aggregate the information from all the assets to learn about the distribution of these GARCH coe¢cients across all assets.
Estimation of the Hyperparameters of the Random Coe¢cients Model
In order to estimate the random coe¢cient model, we need to specify the random coe¢cient distributions in terms of a …nite number of estimable parameters. To choose a functional form, we apply nonparametric estimation to the cross-sectional distributions of the unstructured GARCH coe¢-cients. Our nonparametric analysis (presented in the empirical section below) suggests the following speci…cation. De…ne the random variables:
where » 1 is 'persistence' (the decay rate of the GARCH variance forecasts) and » 2 is the fraction of . The random variable » 3 is the unconditional variance of the GARCH process and is positive. We suppose that: is its inverse. 2 The mean of ln » 3 is set equal to minus one-half of its variance to ensure that the assumption (11) is satis…ed, i.e., the lognormal variate has a cross-sectional mean of one.
It is convenient to work with the reparameterization of the GARCH process
In these terms, we have speci…ed the marginal distribution of µ 1i = » 1 ; the conditional distribution of µ 2i jµ 1i ; and the conditional distribution of µ 0i jµ 1i ; µ 2i : Let d b be the joint density function of
) is the vector of unknown parameters in that distribution. If the (µ 0i ; µ 1i ; µ 2i ) were observed, we could estimate the parameters by the method of moments. 3 However, in practice, there are problems estimating (µ 0i ; µ 1i ; µ 2i ) for all assets since the individual time series estimates are unreliable and many of them violate the stationarity and/or positivity conditions on the GARCH model.
We next construct a likelihood function for estimation of the hyperparameters b based on the assumption that´i t are observed, that z it are i.i.d. standard normal, and that the initial conditions h i0 = 1 and´2 i0 = 1 hold. 4 Let l it (µ) be the likelihood (density) of´i t given µ and the past, then 2 We have also tried a beta/gamma speci…cation for (» 1 ; » 2 ;» 3 ); but the empirical results are similar. Za¤aroni (1999) contains some interesting results about aggregation of random coe¢cient [with beta distribution] GARCH processes. 3 For example,
would be Method of Moments estimators of (¹ 1 ; ¾ 2 1 ): 4 The consistency and asymptotic normality properties of the resulting estimator b b do not require z it to be i.i.d.
normally distributed, and they continue to apply when´i t are replaced by the estimated quantities, b it = b " it = b Á t ; as they are in our case, provided the estimation error is small enough. Therefore, the unconditional likelihood of´i t given the past is R l it (µ)d b (µ)dµ: By the prediction error decomposition, the likelihood function, conditional on initial condition, for f´i t g is then
and the log-likelihood function is thereforè
The integral R l it (µ)d b (µ)dµ inside`is …ve-dimensional and consequently hard to compute using analytical methods. We therefore use simulation methods to approximate it, see Hajivassiliou and Ruud (1994) for discussion.
We compute the simulated likelihood function as follows. First, we draw 3M standard normal random variables and collect them as (U 
Then for each m we compute, for each i; t
from the starting point. Then for each i; t we compute
For large M; bM (b) provides a good approximation to`(b): We maximize bM (b) with numerical techniques and generate standard errors for the hyperparameters from the numerically computed Hessian.
Empirical Findings
We use 245 months of excess returns data on 4777 (total) UK equities for the period January 1990
-February 2001. We exclude from the sample all …rms with less than 60 months of return history during this period, which drops the number of equities to 2865. To mitigate the in ‡uence of outliers on the analysis, we delete all monthly returns greater than 80% or less than -80%. In the UK equity market, most monthly returns beyond these limits represent either data errors or the wild gyrations of illiquid penny stocks -these very large return observations can have an enormous in ‡uence on volatility measures even though they are economically unimportant to the overall market. Deleting these observations, which eliminates 0.27% of the observations, gives a more accurate picture of general market volatility. In the …nal sample there are an average of 1788 …rms per month with a minimum (maximum) of 1358 (2108) in an individual month.
We estimate the …rst ten factors using asymptotic principal components with Jones' adjustment for heteroskedasticity. Following Jones we estimate (15) and (16) by iteration, starting the iteration with a unit vector for © (this …rst stage gives the unadjusted asymptotic principal components estimates). We use the Connor and Korajczyk (1987) de…nition of the cross-product matrix to account for missing observations:
where n t¿ is the number of …rms with returns in both months t and ¿ and the index runs over these …rms. Table 1 column two shows the time-series average value of common asset-speci…c variance, that is,
for …fteen iterations. Shown in column three is the average of adjusted R-squared from the time-series regressions of each asset's excess return on the ten factor returns. For this particular dataset, the Jones correction does not improve …t by these two criteria. However Jones' correction is necessary for statistical consistency since there is a clear pattern of heteroskedasticity, evident in common asset-speci…c variance, which violates the assumptions necessary for the unadjusted estimator. To test the convergence of the iterative algorithm, we run a time-series regression of each factor return on all of the ten factors from the previous iteration, and display the minimum of the adjusted R 2 s across these ten regressions in column four. The algorithm converges after about ten iterations. Table 2 displays the …rst four moments and …rst …ve autocorrelations of some return series:
individual excess returns, asset-speci…c returns, scaled asset-speci…c returns, the return on an equallyweighted index, and the ten factor returns. As is well known, the equally-weighted index shows positive autocorrelation at the …rst lag, at least partly due to market microstructure e¤ects (see Campbell, Lo and Mackinlay (1997) for discussion and analysis.) The same applies, not surprisingly, to the …rst factor return, since, as Brown (1989) shows, the …rst factor return tends to be very highly correlated with the return on the equally-weighted index. Some of the other factors also show positive autocorrelation. Table 3 displays the …rst four moments and …rst …ve autocorrelations of some squared return series and of common asset-speci…c variance. Common asset-speci…c variance has the strongest autocorrelation. The squared equally-weighed index return and factor returns also have some signi…cantly positive autocorrelation. Squared individual assets returns also shows positive autocorrelation for all three return categories: excess, residual and scaled residual return. The lower average correlation for individual asset returns re ‡ects the higher amount of noise in individual returns relative to index returns or factor returns.
The autocorrelations in Table 3 indicate GARCH-type e¤ects in the equally-weighted index return and in at least some of the factor returns. In Table 4 we show GARCH(1,1) estimates for each of these return series. The …ndings are generally supportive of GARCH-type e¤ects; note in particular the estimated model for the equally-weighted index return. The estimates for some of the individual factors are problematic: for f 2 the model is nonstationary and for f 3 and f 4 one of the estimated coe¢cients is negative. As we will discuss below in our analysis of individual asset returns, univariate GARCH modelling of monthly returns can be unreliable and uninformative. Also, the rotational indeterminacy of factor returns is troubling for GARCH modelling of factor returns. 5 However the …ndings regarding the equally-weighted index return can be taken as convincing evidence for some GARCH-type e¤ects at the common factor level. Table 5 shows the estimates from our ARMA model for common asset-speci…c variance: This simple stochastic volatility model seems to capture the dynamic pattern accurately and reliably.
This component, which is theoretically most troubling, is empirically the easiest to estimate.
To …nd the purely asset-speci…c component, we …rst estimate individual GARCH(1,1) models for each of the scaled residual returns using (17). (We limit this part of the analysis to assets with at least 60 months of continuous return observations, which decreases the number of assets slightly, from 2865 to 2731.) For comparative purposes we also apply the GARCH technique to excess returns and residual returns, although this is not strictly consistent with our dynamic approximate factor model. In this application we have the advantage of 2731 separate time-series datasets. In the case of scaled residual returns, these 2731 time series are asymptotically independent of one another. This allows us to maximize information from the univariate GARCH technique applied to monthly data, but it also highlights known weaknesses in GARCH modelling at the monthly frequency. Table 6 summarizes the estimation performance from the 2731 monthly GARCH models.
We will concentrate on the results for scaled residual returns although our remarks apply to the other two cases as well. In almost 99% of the cases, the maximum likelihood estimation algorithm converges to a purported maximum. The properties of the estimates are often poor. The data generating process (DGP) implicit in a set of GARCH(1,1) coe¢cient estimates is ill-de…ned if any of the three estimated coe¢cients is negative, since in this case the DGP will generate negative variance with nonzero probability. Only 52.2% of the models obey this nonnegativity constraint.
The DGPs are nonstationary and have no unconditional volatility unless the sum of the two linear coe¢cients is less than one. Imposing this stationarity condition eliminates another 3.6% of the models. Only 48.6% of the estimated models are convergent to a maximum with nonnegative and covariance stationary coe¢cients. One might, optimistically, impose the requirement that all three estimated coe¢cients are signi…cantly di¤erent from zero with 95% con…dence. This (along with the other criteria) eliminates 91.4% of the models!
The negative …ndings in Table 6 do not provide reliable evidence against GARCH e¤ects in monthly returns. Rather, the …ndings illustrate the empirical weakness of GARCH estimation on monthly returns data. To illustrate this, we calibrate a GARCH model with economically substantive coe¢cients (using the average of the coe¢cient estimates from scaled residual returns, excluding the nonstationary and nonpositive models 6 ), and apply the GARCH technique to each of 2,000 simulated time-series samples of 245 months each. The results are shown in the last column of Table 3 . Here, where we know for certain that there are substantive GARCH coe¢cients, the estimation technique is very unreliable in …nding them.
Although the estimated GARCH models for individual assets are not individually informative, we can use cross-sectional aggregation to learn about the GARCH properties of the "typical" asset. We do this by imposing a random coe¢cients model on the coe¢cients, and estimating the hyperparameters of the random distributions instead of the individual GARCH coe¢cients.
First we use nonparametric methods to guide our choice of structural form for the distributions of the random coe¢cients. To do this, we take the unstructured GARCH coe¢cients and eliminate all assets which do not have nonnegative, stationary coe¢cient estimates. Then we use nonparametric smoothing methods as described in Härdle and Linton (1994) to measure the distributions of the remaining coe¢cients. We use the transformed parameters » 1; » 2; and » 3 described above. Figures   1 -3 show the nonparametric distribution estimates. We argue that logit distributions for » 1 and » 2 6 We convert the intercept estimates into unconditional variance estimates before taking averages.
and a lognormal distribution for » 3 are reasonable choices.
Next we apply a simple method of moments technique to the cross-section of unstructured coef…cient estimates (excluding, as above, the assets which have nonpositive or nonstationary coe¢cient estimates). We apply inverse logit and inverse log transformations to » 1; » 2; » 3 to uncover the underlying normal random variates, and then take cross-sectional means and variances. These means and variances provide estimates of the underlying hyperparameters and are shown in Table 7 . The implied distributions from these method of moments estimates are shown in Figures 1 -3 These estimates, along with their asymptotic standard errors, are shown in Table 7 . All the coe¢cients are highly signi…cant, perhaps not surprising given that we are using all 400,664 observations simultaneously. The implied cross-sectional distributions of the GARCH coe¢cients are shown in Figures 1 -3 . Note that the nonparametric and two-step method of moments estimates may show evidence for a truncation bias in the case of the persistence parameter. That is, eliminating the estimated-nonstationary assets may eliminate many assets whose true parameters lie near the nonstationary boundary. Both from inspection of the graphs and from examining the coe¢cients in Table 7 , we …nd strong evidence for GARCH e¤ects at the purely-asset-speci…c return level.
Conclusion
The dynamic heteroskedasticity of monthly equity returns has three distinct components. Some of the heteroskedasticity comes from a common factor-related component, evident in the GARCH behaviour of the equally-weighed index return and some of the factor returns. The second, and most surprising, component is the strong common heteroskedasticity in asset-speci…c returns. We develop and estimate a simple stochastic volatility model which captures this component, based on the time series of cross-sectional mean-square asset-speci…c returns. The third and …nal component is purely asset-speci…c heteroskedasticity. Although this component cannot be reliably estimated at 7 We use the simplex optimization routine implemented in RATS, see Doan(1992) an individual-equity level, we are able to measure it e¤ectively by aggregating the limited information in individual-asset GARCH models using a random coe¢cients framework.
There are a variety of possible applications, extensions and improvements to our model. We do not examine the underlying source of the common heteroskedasticity in asset speci…c returns.
Is it related to business cycle in ‡uences or perhaps to aggregate corporate earnings volatility? A theoretical explanation for the phenomenon of common asset-speci…c volatility, whether a rationalchoice-based theory or a behavioural theory, would be a notable contribution. Our random coe¢cient model of scaled asset-speci…c return shows that there is also an empirically identi…able purely assetspeci…c component to volatility, and provides a methodology for measuring it. Does this purely asset-speci…c component show cross-asset spillovers within an industry? Is the dynamic process of purely asset-speci…c volatility related to dynamic information releases and/or trading volume of the particular asset? All of these are interesting questions which we have not addressed here.
