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Abstract
End-to-end communication over the network layer (or data link in overlay networks) is one
of the most important communication tasks in every communication network, including legacy
communication networks as well as mobile ad hoc networks, peer-to-peer networks and mesh
networks. Reliable end-to-end communications are based on Automatic Repeat reQuest (ARQ)
algorithms for dealing with packet failures, such as packet drops. We study ARQ algorithms
that exchange packets to deliver (high level) messages in first-in-first-out (FIFO) order without
omissions or duplications. We present a self-stabilizing ARQ algorithm that can be applied
to networks of bounded capacity that are prone to packet loss, duplication, and reordering.
Our analysis considers Lamport’s happened-before relation when demonstrating stabilization
without assuming the presence of a fair scheduler. It shows that the length of the longest chain
of Lamport’s happened-before relation is 8 for any system run.
1 Introduction
Reliable end-to-end communication is a basic primitive in communication networks. A Sender must
deliver to a Receiver one message at a time, where no omissions, duplications and reordering are
allowed. Failures may occur in transmitting packets among the network entities – one significant
cause of failure is noise in the transmission media. Thus, error detection and error correction
methods are employed as an integral part of the transmission in the communication network. These
error detection and correction codes function with high probability. Still, when there is a large
volume of communication sessions, the probability that an error will not be detected becomes high,
leading to a possible malfunction of the communication algorithm. In fact, it can lead the algorithm
to an arbitrary state from which the algorithm may never recover unless it is self-stabilizing ([10],
Chapter 3). By using packets with enough distinct labels infinitely often, we propose the design
of a self-stabilizing Automatic Repeat reQuest (ARQ) algorithm that can be applied to computer
networks of bounded capacity that may omit, duplicate, and reorder packets.
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In the context of existing large-scale networks, such as the Internet, it is often the case that
the correctness of transport layer protocols, such as TCP/IP, depends on the correct estimation of
the maximum segment lifetime (MSL). This bound on the time that a TCP segment can exist in
the Internet is arbitrarily defined to be 2 minutes long. 1 In some systems, MSL determines the
time in which the kernel waits before releasing the resources that are bound to a partially closed
TCP/IP connection [23]. Thus, failing to estimate MSL correctly, say, too quickly, can cause the
delivery of TCP segments that were not sent during the lifetime of the current connection (they
were rather sent during previous connection incarnations). When selecting an MSL value that is
too long, the host becomes exposed to attacks in which a selective packet omission of the connection
closing acknowledgment can delay the resource release until the MSL period is over. We generalize
the above network anomalies and consider asynchronous settings in which, in addition to message
omission and duplication, the Receiver can receive messages from the network, i.e., messages that
the Sender have not transmitted (during the connection lifetime since these messages are rather
the result of transient faults). We bound by the network capacity the number of such messages,
which the Sender have not transmitted (during the connection lifetime).
The dynamic and difficult-to-predict nature of large scale networks gives rise to many fault-
tolerance issues that are hard to efficiently manage and control. One would prefer a system that
automatically recovers from unexpected failures, possibly as part of after-disaster recovery, transient
faults due to hardware or software temporal malfunctions or even after benign temporal violation
of the assumptions made in the system design.
For example, the assumption that error detection ensures the arrival of correct messages and
the discarding of corrupted messages. In practice, error detection is a probabilistic mechanism
that may not detect a corrupted message, and therefore, the message can be regarded legitimate,
driving the system to an arbitrary state after which, availability and functionality may be damaged
forever, unless there is human intervention.
Fault-tolerant systems that are self-stabilizing [10, 9] can recover after the occurrence of arbitrary
transient faults, which can drive the system to an arbitrary system state. The designers of self-
stabilizing systems consider all system states as a possible starting state. There is a rich research
literature about Automatic Repeat reQuest (ARQ) techniques for obtaining fault-tolerant protocol
that provide end-to-end message delivery. However, when initiating a system in an arbitrary state,
all non-self-stabilizing algorithms cannot provide any guarantee that the system will reach a legal
state after which the participants maintain a coherent state. Thus, the self-stabilization design
criteria liberate the application designer from dealing with specific fault scenarios, the risk of
neglecting some scenarios, and having to address each fault scenario separately.
New challenges appear when designing self-stabilizing ARQ algorithms. One significant chal-
lenge is to provide an ordering for message transmitted between the Sender and the Receiver,
which is an even more intriguing problem when the system starts from an arbitrary state. Usually,
new messages are identified by a new message number; a number greater than all previously used
numbers. Counters of 64-bits, or so, are usually used to implement such numbers. Such designs
are often justified by claiming that 64-bit values suffice for implementing (practically) unbounded
counters. However, a single (arbitrary) transient fault can cause the counter to reach the upper
limit at once. Thus, all counters (as well as sequence numbers and labels) that our self-stabilizing
algorithm uses have predefined sizes.
1“RFC 793”. Transmission Control Protocol. September 1981.
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1.1 Task description
We follow the task description that appears in earlier self-stabilizing Automatic Repeat reQuest
(ARQ) algorithms [10, 11]. We consider a pair that includes a Sender and a Receiver. The Sender
fetches (one at a time) messages from an ordered sequence of its application-layer input, and the
Receiver delivers these messages to its application layer. To that end, the Sender and the Receiver
are connected through unreliable communication channels that allow them to exchange packets.
We focus on bounded capacity communication channels that can adversely duplicate packets, have
them received not in the order in which they were sent (i.e., non-FIFO networks) and omit packets
(as long as when one of the communication end transmits a packet infinitely often, the other end
receives them infinitely often).
Our view on the Automatic Repeat reQuest (ARQ) task considers the design of a self-stabilizing
ARQ algorithms that can (i) ensure exactly one copy of message delivery and in the same order
as these messages were fetched from the application layer, (ii) handling (packet-level) corruption,
omission, and duplication of by the communication channel, (iii) ensuring applicability to computer
networks, and (iv) recovering autonomously after the (occurrence of the last) transient fault, which
may leave the system in an arbitrary starting state for the communication endpoints as well as the
communication channels between them (including the relay nodes).
1.2 Related work
End-to-end communication and data-link algorithms are fundamental for any network protocol [24].
Automatic Repeat reQuest (ARQ) algorithms provide the means for message exchange between
senders and receivers over unreliable communication links. Not all end-to-end communications and
data-link algorithms assume initial synchronization between senders and receivers. Alternating bit
protocol (ABP) can transmit data over an unreliable channel [25]. It is a special case of go-back-N
and sliding window protocols [24] when the window size is one. In ABP, the Sender and the Receiver
use only an index with two stated, say 0 and 1, that can be encoded by a single bit. ABP does not
consider non-FIFO channels, as we do. The proposed algorithm considers an index with three states
in order to overcome the challenge of non-FIFO channels. Details about sliding window protocol
may be found in [24, 16]. Afek and Brown [1] present a self-stabilizing alternating bit protocol
(ABP) for first-in-first-out (FIFO) packet channels without the need for initial synchronization.
A method for self-stabilizing token passing was used as the basis for self-stabilizing ABP over
unbounded capacity and FIFO preserving channels in [17, 13]. Spinelli [22] introduced two self-
stabilizing sliding window ARQ protocols for unbounded FIFO channels. Dolev and Welch [14]
consider the bare network to be a network with FIFO non-duplicating communication links, and
use source routing over paths to cope with crashes. We instead of looking into all the system
details, network topology and routing policy, we merely consider the total network capacity and
assume that it is bounded.
The authors of [3, 26] present a self-stabilizing unit capacity data link algorithm over omitting,
and non-FIFO, yet non-duplicating channel. Flauzac and Villain [15] describe a snapshot algorithm
that uses bidirectional and FIFO communication channels. Cournier et al. [7] consider an algorithm
for message forwarding over message switched network. This algorithm is snap-stabilizing [5] and
it ensures one-time-delivery of the emitted message to the destination within a finite time using
destination based buffer graph. Cournier et al., however, does not tolerate duplication, as we
do since they assume underline FIFO packet delivery. Moreover, our algorithm design aims at
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arbitrary system runs for which there are no guarantees regarding scheduling fairness. To that end,
our analysis studies the length of the longest chains of Lamport’s happened-before relation during
period of system recovery.
In the context of computer networks, a non-self-stabilizing protocol, called Slide, is given in [2],
which does not consider packet loss. Following the Slide protocol, Kushilevitz et al. [18] reduced
the space that each mobile node needs by adding a message cancelling policy. However, this non-
self-stabilizing protocol does not cope with packet duplication.
In [4], a self-stabilizing transformer is given that emulates the reliable channel by embedding
the virtual topology on the real topology. Delae¨t et al. [8] provided a snap-stabilizing propagation
of information with feedback (PIF) algorithm for unit capacity channel that is capable to handle
duplication by the Sender and loss of packets. Cournier et al. [6] provides a snap stabilizing message
forwarding protocol over the linear chain of nodes. This message forwarding algorithm uses four
buffers per link. However, all the protocols that we mentioned above do not cater the duplication
by the channel.
Recently, Dolev et al. [11] presented a self-stabilizing data link algorithm for reliable FIFO
message delivery over bounded non-FIFO and non-duplicating channel. We do consider duplicating
channels. Moreover, the algorithm in [11] overflows the channel by sending an identical message
repeatedly until the Sender collects a sufficient number of acknowledgments. Furthermore, for
every message that the sender fetches, the algorithm at the Sender and the Receiver use explicitly
synchronization, unlike the solution that we propose here. Dolev et al. [11] demonstrate that
their algorithm is fault-resilience optimal with respect to FIFO-preserving communication channels.
We note that their algorithm is not fault-resilience optimal with respect to non-FIFO preserving
communication channels that we consider here. An earlier version of this work appeared as an
extended abstract in [12].
1.3 Our contribution
We investigate the basic networking tasks of data-link protocols as well as reliable end-to-end com-
munications over the network layer or overlay networks. Towards facilitating the design of these
fundamental protocols, this paper presents the first, to the best of our knowledge, self-stabilizing
Automatic Repeat reQuest (ARQ) algorithms for reliable FIFO message delivery over bounded
non-FIFO and duplicating communication channels. We provide a rigorous correctness proof and
demonstrate the self-stabilizing closure and convergence properties. Our analysis considers Lam-
port’s happened-before relation when demonstrating stabilization without assuming the presence
of a fair scheduler. It shows that the length of the longest chain of Lamport’s happened-before
relation is 8 for any system run.
2 System Settings
Node-to-node protocols at the data link layers, as well as end-to-end protocols at the transport
layer, use Automatic Repeat reQuest (ARQ) algorithms for facilitating reliable data communication
protocols over unreliable media of communication. We describe our assumptions about the system
and network.
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2.1 Communication channels
The system establishes bidirectional communication between the Sender, ps, and the Receiver, pr,
which may not be connected directly. Namely, between ps and pr there is a unidirectional (commu-
nication) channel (modeled as a packet set and denoted by channels,r) that transfers packets from
ps to pr, and another unidirectional channel that transfers packets from pr to ps. The Sender and
the Receiver can be part of a network that its topology is depicted by a (communication) graph
of N nodes (or processors), p1, p2, . . ., pN , where N is unknown the end-to-end peers. The graph
has (direct communication) links, (pi, pj), whenever pi can directly send packets to its neighbor, pj
(without the use of network layer protocols). When node pi sends a packet, pckt, to node pj , the
operation send adds a copy of pckt to channeli,j . We intentionally do not specify (the possibly
unreliable) underlying mechanisms that are used to forward a packet from pi to pj , e.g., flood
routing and shortest path routing, as well as packet forwarding protocols. Once pckt arrives at pj ,
it triggers the receive event, and deletes pckt from the channel set.
2.2 The interleaving model
Every node, pi, executes a program that is a sequence of (atomic) steps, where a step starts with
local computations and ends with a communication operation, which is either send or receive of
a packet. For ease of description, we assume the interleaving model, where steps are executed
atomically; a single step at any given time. An input event can either be a packet reception or a
periodic timer going off triggering pi to send. Note that the system is asynchronous (while assuming
fair communication but not execution fairness [10]). The non-fixed spontaneous node actions and
node processing rates are irrelevant to the correctness proof.
The state, si, of a node pi consists of the value of all the variables of the node including the
set of all incoming communication channels. The execution of an algorithm step can change the
node’s state, and the communication channels that are associated with it. The term (system)
configuration is used for a tuple of the form (s1, s2, · · · , sN ), where each si is the state of node
pi (including packets in transit for pi). We define an execution (or run) R = c0, a0, c1, a1, . . . as
an alternating sequence of system configurations, cx, and steps ax, such that each configuration
cx+1 (except the initial configuration c0) is obtained from the preceding configuration, cx, by the
execution of the steps ax. We often associate the step index notation with its executing node pi
using a second subscript, i.e., aix . We represent the omissions, duplications, and reordering using
environment steps that are interleaved with the steps of the processors in R.
2.3 The task
We define the system’s task by a set of executions called legal executions (LE) in which the task’s
requirements hold. A configuration c is a safe configuration for an algorithm and the task of
LE provided that any execution that starts in c is a legal execution, which belongs to LE. The
proposed self-stabilizing Automatic Repeat reQuest (ARQ) communication algorithm satisfies the
S2ARQ task and provides FIFO and exactly once-delivery guarantees.
In detail, given a system execution, R, and a pair, ps and pr, of sending and receiving nodes, we
associate the message sequence sR = im0, im1, im2, . . ., which are fetched by ps, with the message
sequence rR = om0, om1, om2, . . ., which are delivered by pr. Note that we list messages according
to the order they are fetched (from the higher level application) by the Sender, thus two or more
(consecutive or non-consecutive) messages can be identical. The S2ARQ task requires that for
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every legal execution, R ∈ LE, there is an infinite suffix, R′, in which infinitely many messages are
delivered, and sR′ = rR′ .
2.4 The Fault Model
We model a fault occurrence as a step that the environment takes rather than the algorithm. The
studied communication environment is unreliable in the sense that packets are not actually received
by their sending order, as we specify next.
2.4.1 Bounded channel capacity
We assume that, at any given time, the entire number of packets in the system does not exceed a
known bound, which we call capacity. This bound can be calculated by considering the possible
number of network links, number of system nodes, the (minimum and maximum) packet size and
the amount of memory that each node allocates for each link. We note that, in the context of
self-stabilization, bounded channel capacity is a prerequisite for achieving the studied task ([10],
Chapter 3). We clarify that when node pi sends a packet, pckt, to node pj , the operation send
adds a copy of pckt to channeli,j , as long as the system follows the assumption about the upper
bound on the number of packets in the channel. The environment can do that by (i) omitting from
channeli,j any packet, or (ii) simply ignoring this send operation, i.e., omitting pckt.
2.4.2 Communication faults
We consider solutions that are oriented towards asynchronous message-passing systems. Thus, they
are oblivious to the time in which the packets arrive and depart. We assume that, at any time, the
communication channels are prone to packet faults, such as loss (omission), duplication, reordering,
as long as the system does not violate the channel capacity bound.
2.4.3 Communication fairness
We consider solutions that are oriented towards asynchronous message-passing systems. Thus, they
are oblivious to the time in which the packets arrive and depart. We assume that, at any time, the
communication channels are prone to packet faults, such as loss (omission), duplication, reordering,
as long as the system does not violate the channel capacity bound. Moreover, we assume that if
pi sends a packet infinitely often to pj , node pj receives that message infinitely often. We refer
to the latter as the fair communication assumption. Note that communication fairness does not
imply execution fairness [10]. Moreover, if the communication channels between ps and pr are
not fair, then the adversary has the power to permanently stop effective communication between
the communicating peers. Furthermore, we note that neither the assumption about the bounded
channel capacity nor the communication fairness assumption can prevent from the environment
from injecting any of the above failures infinitively often.
2.4.4 Arbitrary transient faults
We consider any violation of the assumptions according to which the system was designed to operate.
We refer to these violations and deviations as arbitrary transient faults and assume that they can
corrupt the system state arbitrarily (while keeping the program code intact). The occurrence of
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an arbitrary transient fault is rare. Thus, as in [10, 9], our model assumes that the last arbitrary
transient fault occurs before the system execution starts. Moreover, it leaves the system to start in
an arbitrary state. Note that arbitrary transient faults can bring the system to consist of arbitrary,
and yet capacity bounded, channel sets.
2.5 Self-stabilization
The self-stabilization design criterion was introduced by Dijkstra [9].
2.5.1 Dijkstra’s self-stabilization criterion
An algorithm is self-stabilizing with respect to the task of LE, when every (unbounded) execution
R of the algorithm reaches within a finite period a suffix Rlegal ∈ LE that is legal. That is,
Dijkstra [9] requires that ∀R : ∃R′ : R = R′ ◦Rlegal ∧Rlegal ∈ LE ∧ |R′| ∈ N, where the operator ◦
denotes that R = R′ ◦R′′ concatenates R′ with R′′.
2.5.2 Complexity Measures and Lamport’s happened-before relation
The main complexity measure of self-stabilizing algorithms, called stabilization time (or recovery
time), refers to period that it takes the system to recover after the occurrence of the last transient
fault. Lamport [19] defined the happened-before relation as the least strict partial order on events
for which: (i) If steps a, b ∈ R are taken by processor pi, the happened-before relation a→ b holds
if a appears in R before b. (ii) If step a includes sending a message m that step b receives, then
a → b. Using the happened-before definition, one can create a directed acyclic (possibly infinite)
graph GR : (VR, ER), where the set of nodes, VR, represents the set of system states in R. Moreover,
the set of edges, ER, is given by the happened-before relation. In this paper, we assume that the
weight of an edge that is due to cases (i) and (ii) are zero and one, respectively. Since we do not
assume any guarantee that execution R is fair, we consider the weight of the heaviest directed path
between two system state c, c′ ∈ R as the cost measure between c and c′.
3 Background and Basic Results
Network protocols uses a variety of techniques for increasing their robustness, such as routing over
many paths and retransmissions. These techniques can cause erroneous behavior, e.g., message
duplications and reordering. For the presentation’s simplicity sake, we start, as a first attempt,
with an ARQ algorithm that is self-stabilizing and copes network faults, such as packet omissions,
duplications, and reordering. This first attempt algorithm has a large cost, but it prepares the
presentation of our proposal for an efficient solution (Section 4) that is based on error correction
codes.
3.1 A first attempt solution
We regard two nodes, ps and pr, as sender, and respectively, receiver; see our first attempt sketch
of an ARQ algorithm in Figure 1. The goal is for ps to fetch messages, m, from its application
layer, send m over the communication channel, and for pr to deliver m to its application layer
exactly once and in the same order by which the Sender fetched them from its application layer.
7
The Sender, ps, fetches the message m and starts the transmission of (2 · capacity+ 1) copies of m
to pr, and pr acknowledges m upon arrival. These transmissions use distinct labels for each copy,
i.e., (2 · capacity + 1) labels for each of m’s copies. The Sender, ps, does not stop retransmitting
m’s packets until it receives from pr (capacity + 1) distinctly labeled acknowledgment packets, see
details in Figure 1.
Let us consider the set of packets X = {〈ai, `, dat〉}`∈[1,2·capacity+1] that pr receives during a
legal execution, where ai = 0, as in the example that appears in Figure 1. We note that X
includes a majority of packets in X that have the same value of dat, because the channel can add
at most capacity packets (due to channel faults, such as message duplication, or transient faults
that occurred before the starting configuration), and thus ps has sent at least (capacity+1) of these
packets, i.e., the majority of the arriving packets to pr have originated from ps, rather than the
communication channel between ps and pr (due to channel faults or transient faults that occurred
before the starting configuration). The protocol tolerates channel reordering faults, because the
Sender fetches one message at a time, and since it does not fetch another before it receives an
acknowledgment about the delivery of the current one. The protocol marks each packet with a
distinct label in order to allow a packet selection that is based on majority in the presence of
duplication faults.
The correctness proof considers: (1) asynchronous executions (while assuming fair communica-
tion but not execution fairness), and (2) the fact that the Receiver always acknowledges incoming
packets. These acknowledgments can eventually arrive to the Sender, and hence the Sender fetches
messages, m = 〈dat〉, repeatedly. Following ps’s first fetch, pr can eventually receives ps’s pack-
ets, 〈ai, lbl, dat〉, adopts ps’s alternating index, ai = AltIndex, records it in LastDeliveredIndex,
delivers and acknowledges m, see the example in Figure 1. We consider an execution in which ps
changes its alternating index, AltIndex, as follows: x, x + 1, x + 2, x, . . . (where x ∈ [0, 2] and
all operations are in modulo 3). During this execution, ps receives acknowledgments that imply
that pr changed LastDeliveredIndex to x+ 1 and then to x+ 2. Moreover, the proof shows that
between the acknowledgments with LastDeliveredIndex = x + 1 and the acknowledgments with
LastDeliveredIndex = x+2, the Sender does not send packets with alternating index x. Thus, m’s
last delivery, with alternating index equals x+1, has to follow the reception of at least (capacity+1),
out of (2 · capacity + 1), distinctly labeled packets, pckt = 〈x + 1, ∗, dat〉, in the sequence. This
must be due to m’s (sending-side) fetch, ps transmission of m’s packets, pckt = 〈x+ 1, ∗, dat〉, from
ps to pr, and m’s (receiving-side) delivery.
The first attempt (Figure 1) considers messages from the application layer, such that each
message has a length of ml-bits. We note that by adding t check symbols to the packet dataload,
a Reed–Solomon code [21] can correct up to bt/2c erroneous symbols at unknown locations. One
can calculate the value of ml considers n packets (each of pl-bits length) and the network capacity
measured in the number of packets (of pl-bits length). If the capacity is no more than t packets,
there is a need to send n = ml + 2t+ 1 packets to reconstruct the ml packets. One can consider a
method in which packets include the actual messages instead of a portion of every message (possibly
using systematic codes). Note that also in this case 2t + 1 additional packets are needed to deal
with t packets (of pl-bits length) network capacity.
The above first-attempt solution delivers each message exactly once in its (sending-order) while
producing a large communication cost. The proposed solution (Section 4) uses error correction codes
and has a smaller communication cost. It fetches a number of messages, m, on the sending-side.
Then, it concurrently transmits them to the other end after transforming them into packets that
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ps pr
〈ldai, lbl〉ldai=2,lbl∈[1,2·capacity+1]
〈ai, lbl, dat〉ai=0,lbl∈[1,2·capacity+1]
〈0, 2 · capacity + 1, dat〉
〈0, 1, dat〉
〈0, 2, dat〉
〈2, capacity + 1〉
〈2, 1〉
〈2, 2〉
Acknowledgment packet set Packet set
(packet_set)(ACK_set)
LastDeliveredIndex = 2AltIndex = 0
1
The communication channels do not indicate to their receiving ends whether the transmitted packets were subject
to duplication, omission or reordering. The algorithm facilitates the correct delivery of m by letting ps send
(2 · capacity + 1) copies of the message m = 〈dat〉 to pr, and requiring pr to receive (2 · capacity + 1) packets,
where the majority of them are copies of m. Namely, ps maintains an alternating index, AltIndex ∈ [0, 2], which
is a counter that is incremented modulo 3 every time m is fetched and by that allow recovery from an arbitrary
starting configuration. Moreover, ps transmits to pr a set of packets, 〈ai, lbl, dat〉, where ai = AltIndex, and lbl
are packet labels that distinguish this packet among all of m’s copies. The example illustrated above shows that
when transmitting the packet set {〈0, 1, dat〉, 〈0, 2, dat〉, . . ., 〈0, 2 · capacity + 1, dat〉}, the alternating index, 0,
distinguishes between this transmission set, and its predecessor set, which has the alternating index 2, as well
as the successor sets, which has the alternating index 1. This transmission ends once pr receives a packet set,
{〈0, `, dat〉}`∈[1,2·capacity+1], that is distinctly labeled by ` with respect to the alternating index 0. (Note that
when receiving a packet with a label that exists in the received packet set, the Receiver replaces the existing
packet with the arriving one.) During legal executions, the set of received packets includes a majority of packets
that have the same value of dat. When such a majority indeed exists, pr delivers m = 〈dat〉. After this decision,
pr updates LastDeliveredIndex← 0 as the value of the last delivered alternating index.
The correct packet transmission depends on the synchrony of m’s alternating index at the sending-side, and
LastDeliveredIndex on the Receiver side, as well as the packets that pr accumulates in packet setr. The
Sender repeatedly transmits this packet set until it receives (capacity + 1) distinctly labeled acknowledgment
packets, 〈ldai, lbl〉, from the Receiver for which it holds that ldai = AltIndex. The Receiver acknowledges the
Sender for each incoming packet, 〈ai, lbl, dat〉, using acknowledgment packet 〈ldai, lbl〉, where ldai refers to the
value, LastDeliveredIndex, of the last alternating index for which there was a receiving-side message delivery
to the application layer. Thus, with respect to the above example, ps does not fetch another application layer
message before it receives at least (capacity + 1) acknowledgment packets; each corresponding to one of the
(2 · capacity + 1) packets that pr received from ps. On the receiving-side, pr delivers the message, m = 〈dat〉,
from one of the (capacity+ 1) (out of (2 · capacity+ 1)) distinctly labeled packets that have identical dat and ai
values. After this delivery, pr assigns ai to LastDeliveredIndex, resets its packet set and restarts accumulating
packets, 〈ai′, lbl′, dat′〉, for which LastDeliveredIndex 6= ai′.
Figure 1: An ARQ algorithm (first attempt)
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are protected by error correction codes, and then delivering them at their sending order without
omission, or duplication. We explain how to circumvent the difficulty that the communication
channel can introduce up to capacity erroneous packets by considering the problem of having up
to capacity erroneous bits in any packet.
3.2 Error correction codes for payload sequences
Error correction codes [20] can mitigate bit-flip errors in (binary) words, where such words can
represent payload in single data packet, or as we show here, can be used to help recover wrong
words in a sequence of them. These methods use redundant information when encoding data,
so that after the error occurrence, the decoding procedure will be able to recover the originally
encoded data without errors. Namely, an error correction code ec() encodes a payload w (binary
word) of length wl with payload c = ec(w) of length cl, where cl > wl. The payload w can be
later restored from c′ as long as the Hamming distance between c′ and c is less than a known error
threshold, tecc, where the Hamming distance between c
′ and c is the smallest number of bits that
one has to flip in c, in order to get c′.
Existing methods for error correction codes, such as Reed–Solomon error correction [21], can
also be used for a sequence of packets and their payloads, see Figure 2. These sequences are encoded
on the sender-side, and sent over a bounded capacity, omitting, duplicating and non-FIFO channel,
before decoding them on the receiver-side. On that side, the originally encoded payload sequence is
decoded, as long as the error threshold is not smaller than the channel capacity, i.e., tecc ≥ capacity.
This method circumvents the issue of having up to capacity erroneous packets by considering the
problem of having up to capacity erroneous bits in any packet. This problem is solved by using
error correction codes to mask the erroneous bits. The proposed solution allows correct message
delivery even though up to capacity of packets are erroneous, i.e., packets that appeared in channel
(due to transient faults that occurred before the starting configuration) rather than added to the
channel by Sender, or due to channel faults during the system execution.
4 Self-Stabilizing Automatic Repeat reQuest (ARQ) Algorithm
We propose an efficient S2ARQ algorithm that fetches a number of messages, m, and encodes
them according to the method presented in Figure 2. The Sender then concurrently transmits
m’s encoded packets to the receiving end until it can decode and acknowledge m. Recall that the
proposed method for error correction can tolerate communication channels that, while in transit,
omit, duplicate and reorder m’s packets, as well as add up to capacity packets to the channel (due
to transient faults that have occurred before the starting configuration rather than packets that
the Sender adds to the channel during the system execution). We show how the Sender and the
Receiver can use the proposed error correction method for transmitting and acknowledging m’s
packets.
Reliable, ordered, and error-checked protocols in the transport layer, such as TCP/IP, often
consider the delivery of a stream of octets between two network ends. The algorithm presented in
Figure 2 considers a transport layer protocol that repeatedly fetches another part of the stream.
Upon each such fetch, the protocol breaks that part of the stream into m sub-parts, and the protocol
refers to m sub-parts as the application layer messages. Note that the size of each such message can
be determined by the (maximal) payload size of packets that the Sender transmits to the Receiver,
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The (sending-side) encoder considers a batch of (same length) messages as a (bit) matrix, where each message
(bit representation) is a matrix row. It transposes these matrices by sending the matrix columns as encoded
data packets. Namely, the Sender fetches, [mj ]j∈[1,pl], a batch of pl messages from the application layer each of
length ml-bits, and calls the function Encode([mj ]j∈[1,pl]). This function is based on an error correction code,
ecc, that for ml-bits word, mj , codes an n-bits words, cmj , such that cmj can bear up to capacity erroneous
bits, i.e., ecc’s error threshold, tecc, is capacity. The function then takes these pl (length n-bits) words, cmj ,
and returns n (length pl-bits) packet payloads, [pyldk]k∈[1,pl], that are the columns of a bit matrix in which the
jth row is cmj ’s bit representation, see the image above for illustration.
The (receiver-side) uses the function Decode([pyld′k]k∈[1,pl]), which requires n packet payloads, and assumes that
at most capacity of them are erroneous packets that appeared in channel (due to transient faults that occurred
before the starting configuration) rather than added to the channel by the Sender, or due to channel faults
during the system execution, i.e., from [pyldk]k∈[1,pl]. This function first transposes the arrived packet payloads,
[pyld′k]k∈[1,pl] (in a similar manner to Encode()), before using ecc for decoding [mj ]j∈[1,pl] and delivering the
original messages to the Receiver’s application layer.
Namely when the Receiver accumulates n distinct label packets, capacity of the packets may be wrong or
unrelated. However, since the ith packet, out of the n distinctly labeled packets, encodes the ith-bits of all the pl
encoded messages, if the ith packet is wrong, the decoder can still decode the data of the original pl messages each
of length ml < n. The ith bit in each encoded message may be wrong, in fact, capacity of packets maybe wrong
yielding capacity of bits that may be wrong in each encoded message. However, due to the error correction,
all the original pl messages of length ml can be recovered, so the Receiver can deliver the correct pl messages
in the correct order. Note that in this case, although the channel may reorder the packets, the labels maintain
the sending-order, because the ith packet is labeled with i. In this proposed solution, the labels also facilitate
duplication fault-tolerance, because the Receiver always holds at most one packet with label i, i.e., the latest.
Figure 2: Packet formation from messages
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because the payload of each transmitted packet needs to accommodate one of the n-bits words that
are the result of transposing m stream sub-parts.
The S2ARQ algorithm extends the first attempt ARQ algorithm (Figure 1), i.e., the Sender, ps,
transmits the packets 〈ai, lbl, dat〉, and the Receiver, pr, acknowledges using the 〈ai, lbl〉 packets,
where ai ∈ [0, 2] is the state alternating index, and lbl are packet labels that are distinct among
all of the packets that are associated with messages m = 〈dat〉. Moreover, it uses the notation of
the proposed error correction method (Figure 2), i.e., the Sender fetches batches of pl application
layer messages of length ml-bits that are coded by n-bit payloads that tolerate up to capacity
erroneous bits. The Sender, ps, fetches pl (application layer) messages, m = 〈dat〉, encodes them
into n (distinctly labeled) packets, 〈ai = AltIndexs, lbl, dat〉, according to the proposed error
correction method (Figure 2), and repeatedly transmits these n (distinctly labeled) packets to
pr until ps receives from pr (at least) (capacity + 1) (distinctly labeled) acknowledgment packets
〈ldai′, lbl′〉, for which after convergence ldai′ = AltIndex. The Receiver repeatedly transmits the
acknowledgment packets 〈ldai′, lbl′〉, which acknowledge the messages in the previous batch that
it had delivered to its application layer that had the alternating index, ai = LastDeliveredIndex.
Note that the Receiver repeatedly sends (capacity + 1) acknowledgment packets, as a response to
the n received packets, rather than a particular packet that has arrived. Namely, the Receiver pr
accumulates arriving packets, 〈ai, lbl, dat〉, whose alternating indexes, ai, is different from the last
delivered one, LastDeliveredIndex. Moreover, once pr has n (distinctly labeled) packets, which
are {〈ai, `, dat〉}`∈[1,n] : ai 6= LastDeliveredIndex, the Receiver pr updates LastDeliveredIndex
according to ai, as well as use the proposed error correction method (Figure 2) for decoding m
before delivering it.
Note that ps transmits to pr a set of n (distinctly labeled with respect to a single alternating
index) of m’s packets, that is, m’s packets, which the channel can omit, duplicate and reorder. Thus,
once pr receives n packets, pr can use the proposed error correction method (Figure 2) as long as
their alternating index is different from the last delivered one, LastDeliveredIndex, because at least
(n− capacity) of these packets were sent by ps. Similarly, pr transmits to ps a set of (capacity+ 1)
(distinctly labeled with respect to a single alternating index) of m’s acknowledgment packets. Thus,
once (capacity+ 1) of m’s acknowledgment packets (with ldai matching to AltIndex) arrive at the
sending-side, ps can conclude that at least one of them was transmitted by pr, as long as their
alternating index, ldai, is the same as the one used for m, AltIndex.
The correctness arguments show that eventually the system can reach an execution in which
the Sender fetches a new message batch infinitely often, and the Receiver will deliver the messages
fetched by the Sender before its fetches the next message batch. Thus, every batch of pl fetched
messages is delivered exactly once, because after delivery the Receiver resets its packet set and
changes its LastDeliveredIndex to be equal to the alternating index of the Sender. The Receiver
stops accumulating packets from the Sender (that their alternating index is LastDeliveredIndex)
until the Sender fetches the next message batch, and starts sending packets with a new alternating
index. Note that the Sender only fetches new messages after it gets (capacity+1) distinctly labeled
acknowledgments, 〈ldai, lbl〉 (that their alternating index, ldai, equals to ps’s AltIndex). When
the Receiver holds n (distinctly labeled) packets out of which at most capacity are erroneous ones,
it can convert the packets back to the original messages, see (Figure 2).
12
Algorithm 1: Self-Stabilizing ARQ Algorithm (Sender ps)
Local variables:
AltIndex ∈ [0, 2] : state the current alternating index value
ACK set: at most (capacity + 1) acknowledgment set, where items contain last delivered alternating indexes
and labels, 〈ldai, lbl〉
Interfaces:
Fetch(NumOfMessages) fetches NumOfMessages messages from the application and returns them in an
array of size NumOfMessages according to their original order
Encode(Messages[]) receives an array of messages of length ml each, M , and returns a message array of
identical size M ′, where message M ′[i] is the encoded original M [i], the final length of the returned M ′[i] is
n and the code can bare capacity mistakes
1 Function packet set() begin
2 foreach (i, j) ∈ [1, n]× [1, pl] do let data[i].bit[j] = messages[j].bit[i];
3 return {〈AltIndex, i, data[i]〉}i∈[1,n]
4 Do forever begin
5 if ({AltIndex} × [1, capacity + 1]) ⊆ ACK set then
(AltIndex,ACK set,messages)← ((AltIndex + 1) mod 3, ∅, Encode(Fetch(pl)))
6 foreach pckt ∈ packet set() do send pckt;
7 Upon receiving ACK = 〈ldai, lbl〉 begin
8 if ldai = AltIndex ∧ lbl ∈ [1, capacity + 1] then
9 ACK set← ACK set ∪ {ACK}
4.1 Detailed description
The pseudo-code in Algorithms 1 and 2 implements the proposed S2ARQ algorithm from the
sender-side, and respectively, receiver-side. The two nodes, ps and pr, are the Sender and the
Receiver nodes respectively. The Sender algorithm consists of a do forever loop statement (lines 4
to 5 of the Sender algorithm), where the Sender, ps, assures that all the data structures comprises
only valid contents. Namely, ps checks that the ACK sets holds packets with alternating index
equal to the Sender’s current AltIndexs and the labels are between 1 and (capacity + 1).
In case any of these conditions is unfulfilled, the Sender resets its data structures (line 5 of the
Sender algorithm). Subsequently, ps triggers the Fetch and the Encode interfaces (line 5 of the
Sender algorithm). Before sending the packets, ps executes the packet set() function (line 6 of the
Sender algorithm).
The Sender algorithm, also, handles the reception of acknowledgments ACKs = 〈ldai, lbl〉
(line 7 of the Sender algorithm). Each packet has a distinct label with respect m’s message batch. If
ACKs = 〈ldai, lbl〉 has the value of ldai (last delivered alternating index) equals to AltIndex (line 8
of the Sender algorithm), the Sender ps stores ACKs in ACK sets (line 9 of the Sender algorithm).
When ps gets such (distinctly labeled) packets (capacity + 1) times, ps changes AltIndexs, resets
ACK sets, and calls Fetch() and Encode() interfaces (line 5 of the Sender algorithm).
The Receiver algorithm executes at the Receiver side, pr. The Receiver pr repeatedly tests
packet setr (line 2 of the Receiver algorithm), and assures that: (i) packet setr holds packets
with alternating index, ai ∈ [0, 2], except LastDeliveredIndexr, labels (lbl) between 1 and n and
data of size pl, and (ii) packet setr holds at most one group of ai that has (distinctly labeled)
n packets. When any of the aforementioned conditions do not hold, pr assigns the empty set
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Algorithm 2: Self-Stabilizing ARQ Algorithm (Receiver pr)
Local variables:
LastDeliveredIndex ∈ [0, 2]: the alternating index value of the last delivered packets
packet set: packets, 〈ai, lbl, dat〉, received, where lbl ∈ [1, n] and dat is data of size pl-bits
Interfaces:
Decode(Messages[]) receives an array of encoded messages, M ′, of length n each, and returns an array of
decoded messages of length ml, M , where M [i] is the decoded M ′[i]. The code is the same error correction
coded by the Sender and can correct up to capacity mistakes
Deliver(messages[]) receives an array of messages and delivers them to the application by the order in the
array
Macro:
index(ind) = {〈ind, ∗, ∗〉 ∈ packet set}
1 Do forever begin
2 if {〈ai, lbl〉 : 〈ai, lbl, ∗〉 ∈ packet set} 6⊆ {[0, 2] \ {LastDeliveredIndex}} × [1, n]× {∗}∨
(∃〈ai, lbl, dat〉 ∈ packet set : 〈ai, lbl, ∗〉 ∈ packet set \ {〈ai, lbl, dat〉})∨
(∃pckt = 〈∗, ∗, data〉 ∈ packet set : |pckt.data| 6= pl)∨ 1 < |{ AltIndex : n ≤ |{
〈AltIndex, ∗, ∗〉 ∈ packet set}|}| then packet set← ∅;
3 if ∃ ! ind : ind 6= LastDeliveredIndex ∧ n ≤ |index(ind)| then
4 foreach (i, j) ∈ [1, pl]× [1, n] do
5 let messages[i].bit[j] = data.bit[i] : 〈ind, j, data〉 ∈ index(ind)
6 (packet set, LastDeliveredIndex)← (∅, ind)
7 Deliver(Decode(messages))
8 foreach i ∈ [1, capacity + 1] do send 〈LastDeliveredIndex, i〉;
9 Upon receiving pckt = 〈ai, lbl, dat〉 begin
10 if 〈ai, lbl, ∗〉 6∈ packet set ∧ 〈ai, lbl〉 ∈ ({[0, 2] \ {LastDeliveredIndex}} × [1, n]) ∧ |dat| = pl then
11 packet set← packet set ∪ {pckt}
to packet setr. When pr discovers that it has n distinct label packets of identical ai (line 3 of
the Receiver algorithm), pr decodes the payloads of the arriving packets (line 5 of the Receiver
algorithm). Subsequent steps include the reset of packet setr and change of LastDeliveredIndexr
to ai (line 6 of the Receiver algorithm). Next, pr delivers the decoded message (line 7 of the
Receiver algorithm). In addition, pr repeatedly acknowledges ps by (capacity + 1) packets (line 8
of the Receiver algorithm).
Node pr receives a packet pcktr = 〈ai, lbl, dat〉, see line 9 (the Receiver algorithm). If pcktr
has data (dat) of size pl-bits, an alternating index (ai) in the range of 0 to 2, excluding the
LastDeliveredIndex, and a label (lbl) in the range of 1 to n (line 10 of the Receiver algorithm),
pr puts pcktr in packet setr (line 11 of the Receiver algorithm).
5 Correctness
We define the set of legal executions, and how they implement the S2ARQ task (Section 2), be-
fore demonstrating that the Sender and the Receiver algorithms implement that task (theorems 1
and 2). Our analysis considers Lamport’s happened-before relation when demonstrating stabiliza-
tion (Section 2.5.2).
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Given a system execution, R, and a pair, ps and pr, of sending and receiving nodes, the S
2ARQ
task associates ps’s sending message sequence sR = im0, im1, im2, . . . , im`, . . ., with pr delivered
message sequence rR = om0, om1, om2, . . . , om`′ , . . ., see Section 2. The Sender algorithm encodes
batch of messages, im`, using an error correction method (Figure 2) into a packet sequence, I,
that tolerates up to capacity wrong packets (the Sender algorithm, line 5). The Receiver decodes
messages, om`′ , from a packet sequence, O (Receiver algorithm, line 7), where every n consecutive
packets may have up to capacity packets that were received due to channel faults rather than
ps transmissions. Therefore, our definition of legal execution considers an unbounded suffix of
input packets queue, I = (imx, imx+1, . . .), which ps sends to pr, and a k, such that the packet
output suffix starts following the first k− 1 packets, O = (omk, omk+1, . . .), is always a prefix of I.
Furthermore, a new packet is included in O infinitely often.
5.1 Basic facts
Throughout this section, we refer to R as an execution of the Sender and the Receiver algorithms,
where ps executes the Sender algorithm and pr executes the Receiver algorithm. Let asα be the α
th
time that the Sender is fetching a new message batch, i.e., executes line 5 (the Sender algorithm).
Let arβ be the β
th time that the Receiver is delivering a message batch, i.e., executing line 7 (the
Receiver algorithm).
Lemmas 1, 2 and 3 are needed for the proof of Theorem 1 and Theorem 2.
Lemma 1. Let csα(x) be the x
th configuration between asα and asα+1. Also, let ACKα = {ackα(`)
}`∈[1,capacity+1] be a set of acknowledgment packets, where ackα(`) = 〈s indexα, `〉.
1. For any given α > 0, there is a single index value, s indexα ∈ [0, 2], such that for any x > 0,
it holds that AltIndexs = s indexα in csα(x).
2. Between asα and asα+1 there is at least one configuration crβ , in which LastDeliveredIndexr =
s indexα.
3. Between asα and asα+1, the Sender, ps, receives via the channel from pr to ps, the entire set,
ACKα, of acknowledgment packets (each packet at least once), and between (the first) crβ and
asα+1 the Receiver must send at least one ackα(`) ∈ ACKα packet, which ps receives, where
crβ is defined at item in 2 of this list.
Proof. We start by showing that s indexα exists (item 1) before showing that crβ exists (item 2)
and that ps receives ackα from pr between asα and asα+1 (item 3).
Item 1 holds. The value of AltIndexs = s indexα is only changed in line 5 (the Sender algo-
rithm). By the definition of asα , line 5 is not executed by any step between asα and asα+1 . Thus,
item 1 holds.
Item 2 holds. We show that crβ exists by showing that, between asα and asα+1 , there is at least
one acknowledge packet, 〈ldai, lbl〉, that pr sends and ps receives, where ldai = s indexα. This
proves item 2, because pr’s acknowledgments are always sent with ldai = LastDeliveredIndexr,
see line 8 (the Receiver algorithm). Claim 1 shows that item 2 holds.
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Claim 1. Between asα and asα+1, the Receiver pr sends at least one of the ackα(`) ∈ ACKα packets
that ps receives.
Proof: We show that ps receives, from the channel from pr to ps, more than capacity packets, i.e.,
the set ACKα. Since capacity bounds the number of packets that, at any time, can be in the
channel from pr to ps, at least one of the ACKα packets, say ackα(`
′), must be sent by pr and
received by ps between asα and asα+1 . This in fact proves that pr sends ackα(`
′) after crβ . 
Item 3 holds. In order to demonstrate that ps receives the set ACKα, we note that ACK set = ∅
in configuration csα(1), which immediately follows asα , see line 5 (the Sender algorithm). The
Sender tests the arriving acknowledgment packet, ackα, in line 8 (the Sender algorithm). This
test asserts ackα’s label to be in the range of [1, capacity + 1], and that they are of ackα’s form.
Moreover, ps counts that (capacity + 1) different packets are added to ACK set by adding them
to ACK set, and not executing line 5 (the Sender algorithm) before at least (capacity+ 1) distinct
packets are in ACK set. The rest of item 3’s proof is by Claim 1.
This ends Lemma 1’s proof.
Lemma 2. Let crβ (y) be the y
th configuration between arβ and arβ+1, and PACKETβ(r index
′
β) =
{packetβ(`, r index′β)}`∈[1,n] be a packet set, which could be a subset of the Receiver’s packet setr,
where packetβ(`, r index
′
β) = 〈r index′β, `, ∗〉.
1. For any given β > 0, there is a single index value, r indexβ ∈ [0, 2], such that for any y > 0,
it holds that LastDeliveredIndexr = r indexβ in configuration crβ (y).
2. Between arβ and arβ+1 there is at least one configuration, csα, such that AltIndexs 6= r indexβ.
3. There exists a single r index′β ∈ [0, 2]\{r indexβ}, such that the Receiver, pr, receives all the
packets in PACKETβ(r index
′
β) at least once between csα and arβ+1, where csα is defined in
item 2 of this list, and at least (n− capacity > 0) of them are sent by the Sender ps between
arβ and arβ+1.
Proof. We begin the proof by showing that r indexβ exists (item 1) before showing that csα exists
(item 2) and that pr receives the packets packetβ,r index′β (`) from ps (item 3).
Item 1 holds. The value of LastDeliveredIndexr = r indexβ is only changed in line 6 (the
Receiver algorithm). By the definition of arβ , line 6 is not executed by any step between arβ and
arβ+1 . Therefore, for any given β, there is a single index value, r indexβ ∈ [0, 2], such that for any
y > 0, it holds that LastDeliveredIndexr = r indexβ in csβ (y). Thus, item 1 holds.
Item 2 holds. We show that csα exists by observing that the Receiver, pr, receives all the packets
in PACKETβ(r index
′
β+1) : r index
′
β+1 6= r indexβ via the channel from ps to pr, (each at least
once) between arβ and arβ+1 . Recall that capacity bounds the number of packets that can be in the
channel from ps to pr, at any time. Hence, a subset, Sβ(r index
′
β+1) ⊆ PACKETβ(r index′β+1), of
at least ((n− capacity) > 0) packets must be sent by ps between arβ and arβ+1 . This in fact proves
that ps sends Sβ(r index
′
β+1) after (the first) csα , because ps uses some r index
′′
β+1 ∈ [0, 2] as the
alternating index for all the packets in Sβ(r index
′
β+1), see lines 5 to 6 (the Sender algorithm) as
well as line 10 (the Receiver algorithm). Moreover, by the definition of function packet set(), as
well as by the item 1, we have r index′′β+1 = r index
′
β 6= r indexβ. Thus, item 2 holds.
16
Item 3 holds. We show that, between arβ and arβ+1 , the Receiver pr receives packets,
packetβ,r index′β (`) ∈ PACKETβ(r index′β), with n distinct labels from the channel from ps to pr
. We note that packet setr = ∅ in the configuration crβ (1), which immediately follows arβ , see
line 6 (the Receiver algorithm). The Receiver tests the arriving packets, packetβ,r index′β (`), in
line 10 (the Receiver algorithm). This test asserts packetβ,r index′β (`)’s label to be in the range of
[1, n], packetβ,r index′β (`)’s index to be different from LastDeliveredIndexr and that they are of
packetβ,r index′β (`)’s form. Moreover, pr counts that n packets with alternating index different from
LastDeliveredIndexr and n distinct labels are added to packet setr by not executing lines 4 to 7
(the Receiver algorithm) before at least n distinct labels are in packet setr. Thus, item 3 holds.
This ends Lemma 2’s proof.
Lemma 3 borrows notation from lemmas 1 and 2.
Lemma 3. Suppose that α, β > 2. Between asα and asα+1, the Receiver takes at least one arβ step,
and that between arβ , and arβ+1, the Sender takes at least one asα step. Moreover, equations 1 to
4 hold.
s indexα+1 = s indexα + 1 mod 3 (1)
r indexβ+1 = r indexβ + 1 mod 3 (2)
r indexβ = s indexα (3)
s indexα+1 = r indexβ + 1 mod 3 (4)
Proof.
Between asα and asα+1, there is at least one arβ step. By Lemma 1 and line 5 (the Sender
algorithm), in any configuration, cs1(x), that is between as1 and as2 , the Sender is using a single
alternating index, s index1, and in any configuration, cs2(x), that is between as2 and as3 , the Sender
is using a single alternating index, s index2, such that s index2 = s index1 + 1 mod 3. Similarly,
consider configuration, csα(x), that is between asα and asα+1 and conclude equations 1 and 3, cf.
line 5 as well as item 1, and respectively, 2 of Lemma 1.
Lemma 1 also shows that for α ∈ {1, 2, . . .}, there are configurations, crβ , in which s indexα =
LastDeliveredIndexr. This implies that between asα and asα+1 , the Receiver changes the value of
LastDeliveredIndexr at least once, where α ∈ {1, 2, . . .}. Thus, by arβ ’s definition and line 6 (the
Receiver algorithm), there is at least one arβ step between asα and asα+1 .
Between arβ and arβ+1, there is at least one asα step. By the proof of Lemma 2 and line 6
(the Receiver algorithm), in any configuration, cr1(y), that is between ar1 and ar2 , the Receiver is
using a single LastDeliveredIndexr value, denoted by r index1, and in any configuration, cr2(y),
that is between ar2 and ar3 , the Receiver is using a single LastDeliveredIndexr value, denoted by
r index2, such that r index2 = r index1+1 mod 3. In a similar manner, we consider configuration,
crβ (y), that is between arβ and arβ+1 and conclude equations 2 and 4, cf. line 6 (the Receiver
algorithm) as well as item 1, and respectively, 2 of Lemma 2.
Lemma 2 also shows that for β ∈ {1, 2, . . .}, there are configurations, csα , in which AltIndexs 6=
r indexβ. This implies that between arβ and arβ+1 , the Sender changes the value of AltIndexs at
least once. Thus, by asα ’s definition, there is at least one asα step between arβ and arβ+1 .
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5.2 Closure
The closure property proof uses the following definition of a safe configuration, which considers all
the alternating indices that are in a given configuration, c, such as the packet set indices, 〈ind, lbl〉 ∈
{〈AltIndex, lbl〉 : 〈AltIndex, lbl, dat〉 ∈ packet set}, and the indices of the acknowledgment packet
set, 〈ind, lbl〉 ∈ ACK set = {〈AltIndex, lbl〉}.
Given X ∈ AI, we define index(ind,X) = {〈ind, lbl〉 : 〈ind, lbl, •〉 ∈ X}, where AI =
{packet set, ACK set, channels,r, channelr,s} as well as channels,r and channelr,s are the com-
munication channel sets from the Sender to the Receiver, and respectively, from the Receiver to
the Sender. We denote by {0κ0 , 1κ1 , 2κ2}X the fact that in configuration c, it holds ∀i ∈ [0, 2] : κi =
|index(i,X)|, where X ∈ {packet set, ACK set} refers to the values of packet set and ACK set
in c.
We consider the alternating index sequence, ais, stored in AltIndexs, {0κ0 , 1κ1 , 2κ2}channels,r ,
{0κ0 , 1κ1 , 2κ2}packet setr , LDIr, {0κ0 , 1κ1 , 2κ2}channelr,s , and {0κ0 , 1κ1 , 2κ2}ACK sets in this order,
where LDRr’s value is LastDeliveredIndexr as well as channels,r and channelr,s are the com-
munication channel sets from the Sender to the Receiver, and respectively, from the Receiver to
the Sender. We show that a configuration, c, in which ais = y, {•∗}, {zκz}z∈[0,2]\{y}, y, {•∗},
{ycapacity+1} is a safe configuration (Theorem 1), where ∗ denotes any finite value, y ∈ [0, 2] and
capacity ≥ (∑z∈[0,2]\{y} κz). Namely, c is a safe configuration, which starts an execution that is in
LES2ARQ.
Theorem 1 (S2ARQ closure). Suppose that in R’s first configuration, c, it holds that ais = y,
{•∗}, {zκz}z∈[0,2]\{y}, y, {•∗}, {ycapacity+1} is a safe configuration, where y ∈ [0, 2] and capacity ≥
(
∑
z∈[0,2]\{y} κz). Then, c is safe.
Proof. The correctness proof shows that after configuration c, the system reaches configurations in
which: (1) the Sender, ps, increments its alternating index and starts transmitting a new message
batch, m, (2) pr, receives between (n− capacity) and n of m’s packets (with its alternating index
from the previous step), and (3) ps receives at least one acknowledgment (with the alternating
index from the first step) in which the pr acknowledges m’s packets. The proof shows that this
is how ps and pr exchange messages and alternative indices. Therefore, c starts a legal execution.
For the sake of a simple presentation, we assume that y = 0. Generality is not lost since the same
arguments hold for any y ∈ [0, 2].
(i) The proof’s focus now move to the action taken by the Sender. In c, ps’s state satisfies the
condition (ACK set = {AltIndex}× [1, capacity +1]) of line 5 (the Sender algorithm). Therefore,
ps increments AltIndex (mod 3), empties ACK sets and fetches a new batch of pl messages, m,
that it needs to sent to pr. Thus, the system reaches configuration c
′ in which ais = 1, {•∗}, {•∗},
0, {•∗}, {}.
(ii) The proof continues by reviewing the assertions made on the sender-side. Note that by
lines 5 to 6 (the Sender algorithm), ps does not stop sending m’s packets with alternating indices 1
until ACK sets has (capacity+1) packets with the alternating index that is equal to AltIndexs = 1.
Until that happens, lines 8 and 9 (the Sender algorithm) implies that ps accepts acknowledgments
that their alternating index is AltIndexs = 1, i.e., ais = 1, {1∗, •∗}, {•∗}, 0, {•∗}, {1∗}.
(iii) The proof’s focus now moves to the action taken by the Receiver. By line 3, as well as lines 9
and 11 (the Receiver algorithm), pr does not stop accepting m’s packets, which have alternating
indices 1, until packet setr has n packets with the alternating index 1, which is different from the
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value of LastDeliveredIndexr = 0. Recall that the communication channel set, channels,r, from
the Sender to the Receiver contains at most capacity packets. Therefore, once pr has n packets in
packet set (with alternating index ai 6= 0), pr must have received at least (n − capacity) of these
packets from ps. Thus, the system reaches configuration c
′′ in which ais = 1, {1∗, •∗}, {1n, 2κ2}, 0,
{•∗}, {1∗}, where check this @@ capacity ≥ κ2.
By lines 3 to 7 (the Receiver algorithm), pr empties packet setr, updates LastDeliveredIndexr
with the alternating index, 1, of m’s packets, before decoding and delivering the messages en-
coded by packet setr, as well as starting to send acknowledgements with the alternating index
LastDeliveredIndexr = 1, see line 8 (the Receiver algorithm). Thus, the system reaches configu-
ration c′′′ in which ais = 1, {1∗, •∗}, {}, 1, {1∗, •∗}, {1∗}.
(iv) The proof’s focus now shifts from the Receiver back to the Sender. By line 8 (the Receiver
algorithm) and lines 8 and 9 (the Sender algorithm), pr keeps on acknowledging m’s packets until ps
receives (capacity+ 1) packets of acknowledgment from pr. Thus, the system reaches configuration
c′′′′ in which ais = 1, {1∗, •∗}, {0∗, 2∗}, 1, {1∗, •∗}, {1(capacity+1)}.
Note that, for y = 1, this lemma claims that c′′′′ is safe. Moreover, since we started in a
configuration in which the communication channel sets from the Sender to the Receiver, and the
Receiver to the Sender had no n > capacity, and respectively, (capacity + 1) packets with the
alternating index 1 exist, the Sender must have received at least one acknowledgment for m’s packet
with the alternating index 1 only after the Receiver receives at least one of for m’s packet with
alternating index 1, which happened after ps had fetched the batch messages of m and incremented
its alternating index to 1. Therefore, c starts a legal execution.
5.3 Convergence
Theorem 2 uses the term safe configuration, which is a configuration that can only be followed by
a legal execution (Section 5.2). The proof of this theorem borrows notation from lemmas 1 and 2
as well as Theorem 1. The proof itself is facilitated by Lemma 3.
Theorem 2 (S2ARQ convergence). (i) Within four appearances of asα steps and four of arβ steps
in R, the system reaches a safe configuration. (ii) The length of the longest chain of Lamport’s
happened-before relation is 8 for any execution R.
Proof.
Invariant (i) holds. Let csα(1) and crβ (1) be the first configurations between asα and asα+1 ,
and respectively, between arβ and arβ+1 . Moreover, s indexα and r indexβ are AltIndexs’s value
in csα(1), and respectively, LastDeliveredIndexr’s value in crβ (1). Thus, we can say that ais =
s indexα, {•∗}, {•∗}, r indexβ, {•∗}, {•∗} in csα(1). We show that, within the lemma’s four ap-
pearances of asα steps and four of arβ steps in R, the system reaches a configuration in which ais =
r indexβ+1, {•∗}, {zκz}z∈[0,2]\{r indexβ+1}, r indexβ+1, {•∗}, {r indexcapacity+1β+1 }, where capacity ≥
(
∑
z∈[0,2]\{r indexβ+1} κz). Recall that Theorem 1 says that this condition implies a safe configura-
tion.
By Lemma 3, ∀α, β > 2 it holds that between csα(1) and csα+1(1) the system execution includes
crβ (1) in which Equation 3 holds. Namely, ∀α, β > 3, it holds that r indexβ+1 = s indexα, and
thus, in crβ (1) it holds that ais = r indexβ+1, {•∗}, {zκz}z∈[0,2]\{r indexβ+1}, r indexβ+1, {•∗},
{r indexκr indexβ+1β+1 }.
19
The rest of the proof of invariant (i) demonstrates that capacity+1 = κr indexβ+1 and capacity ≥
(
∑
z∈[0,2]\{r indexβ+1} κz). The proof of the former is followed by arguments similar to the ones in
the proof of Theorem 1, cf. item (iv). For the proof of the latter, recall the above we showed that
between asα and asα+1 the sender sends at least one packet with the alternating index s indexα =
r indexβ+1 over channels,r. The capacity ≥ (
∑
z∈[0,2]\{r indexβ+1} κz) is implied by the bound on
the channel. Thus, the proof of invariant (i).
Invariant (ii) holds. From the proof of invariant (i), we observe that the appearance of steps
asα , asα+1 , asα+2 and asα+3 inR is interleaved eventually with the appearance of steps arβ , arβ+1 , arβ+2
and arβ+4 . Moreover, each such asα step (and arβ step) sends messages that are sufficient and nec-
essary for the execution of a single arβ step (asα step, respectively). Thus, these 8 steps imply
that the length of the longest chain of Lamport’s happened-before relation is 8 for any execution
R during which the system recover from the occurrence of the last transient fault.
6 Conclusions
We have proposed self-stabilizing Automatic Repeat reQuest (ARQ) algorithms for bounded capac-
ity computer networks. The proposed algorithms inculcate error correction methods for the delivery
of messages to their destination without omissions, duplications or reordering. We consider two
nodes, one as the Sender and the other as the Receiver. In many cases, however, two communicating
nodes may act both as senders and receivers simultaneously. In such situations, acknowledgment
piggybacking may reduce the communication cost needed to cope with up to capacity erroneous
packets that may exist in each direction, from the Sender to the Receiver and from the Receiver
to the Sender (i.e., the erroneous packets that can appear in channel due to transient faults that
occurred before the starting configuration). Using piggybacking, the communication cost is simi-
lar in both directions. The obtained communication cost is proportional to the ratio between the
number of bits in the original message, and the number of bits in the coded message, which is a
code that withstands capacity corruptions. Thus, for a specific capacity and assuming encoding
efficiency, this communication cost becomes smaller as the message length grows.
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