previously in variational context only are here divorced from such limitations. § 2 is devoted to basic relationships between linear matrix systems and Riccati equations, together with a representation theorem, (Lemma 2.1), which is derived under more general conditions than those employed by Sandor [11] in corresponding results, and which permits simplification in the ensuing proof of the anharmonic ratio property, of Sandor [11] and Levin |6] , The results in § 3 on the variation of solutions of a Riccati equation are prefatory to § 4 on the concepts of a ''principal solution" for a non-oscillatory linear system, and the corresponding ''distinguished solution" of the associated Riccati equation; in this discussion these concepts are not limited to the instance of self-ad joint linear systems, as has been the case in the above cited papers. § 5 is devoted to the case in which the involved linear system is self-adjoint, but of a more general character than those treated by Hartman [3] , Reid [9] , and Sandor [11] . Systems that are non-oscillatory on intervals of the form (-co y a) or (-o°, °o) are treated briefly in § 6, and § 7 is devoted to certain specific results for systems with constant coefficients.
For simplicity of treatment, throughout the discussion of nonoscillatory systems in § 4-7 it is assumed that the involved linear system is identically normal. For systems that are not identically normal, however, certain modifications of the basic theorems of § 4, 5 hold, and the author plans to further this study in a subsequent paper.
Matrix notation is used throughout; in particular, matrices of one column are termed vectors, and for a vector y = (y a ), (a ~ t, ., n) , the norm | y | is given by (| y 1 1 2 + + | y n | 2 ) 1/2 . The symbol E is used for the n x n identity matrix, while 0 is used indiscriminately for the zero matrix of any dimensions; the conjugate transpose of a matrix M is denoted by M*. If M is an n x n matrix the symbol \M\ is used for the supremum of \My\ on the unit sphere \y\ -1. (x) are n x n matrices with complex elements which are (Lebesgue) integrable on arbitrary compact subintervals of a given interval X on the real line. A major portion of our discussion involves the corresponding matrix differential equations
where in general U(x) and V(x) are matrices of n rows and r, (r 1 ), columns. By a solution (u; v) of (2.1), or a solution (U; V) of (2.2), will be meant vector or matrix functions which are a.c. on arbitrary compact subintervals of X, and such that (2.1) or (2.2) hold a.e. on X. For brevity, we introduce the notations V(x) are n x n matrix functions a.c. on compact subintervals of X, and U(x) is non-singular on X, then the corresponding Riccati matrix differential operator
satisfies the identity
Consequently, if (U(x); V{x)) is a solution of (2.2) on X with U{x) nonsingular on this interval, then W(x) = V{x)U~\x) is a solution of the Riccati matrix differential equation
on this interval; that is, W(x) is an n x n matrix which is a.c. on -compact subintervals of X and (2.6) holds a.e. on X. Conversely, if W(x) is a solution of (2.6) on X, and for s e X the matrix U(x) is 668 WILLIAM T. REID determined as the solution of 
.
, and for an arbitrary W(x) we set Ψ(x) = W{x) -W ϋ (x), in view of (2.7), (2.8), (2.9) it follows that W satisfies-(2.6) on X if and only if the matrix F{x) defined by
is a solution on X of the special Riccati matrix differential equation
If F(x) is a solution of (2.12) on X, and G(x, s | TΓ 0 ) is defined by (2.10), then F τ (x) = F(x) [E + β(x,s\ W 0 
is the solution of (2.12) on X, and W(x) given by (2.11) satisfies (2.6).
Since for arbitrary n x n matrices Θ, Γ the identity (E + Γθ)Γ = Γ(E + ΘΓ) implies that E + Γθ is non-singular if and only if E + ΘΓ is non-singular, and Γ(E + ΘΓ)~X = (E + Γθ)~ΎΓ f the non-singularity of E + 6 (x, s I Wo)^1 on X is equivalent to the non-singularity of E + Γθ(x, s I W o ) on this interval, and an alternate form of (2.11) is
In particular, if W 0 (x) and W(x) are solutions of (2.6) on X, and Γ = W(s) -Wo(s) is non-singular, then (2.11) and (2.11') each reduces to (a = 1, 2, 3, 4) , are solutions of (2.6) (m X m£λ-TF 3 (ίc) -W 2 (x) and W±{x) -W^a;) non-singular, and s e X, then
and (2.18) is an immediate consequence of these relations and The fact that the "anharmonic ratio'' of four solutions of (2.6) is similar to a constant matrix has been established by Sander [11] and Levin [6] ; it is to be noted that Levin's hypotheses are needlessly strong as he supposes that W a (x) -W β (x), (a, β = 1, 2, 3, 4; a φ β) 9 is non-singular. In view of the generality of the result of our Lemma 2.2, however, the proof of the above Theorem 2.1 is more direct than that given by Sandor for his Theorem 1, which involved the determination of a particular solution W 0 (x) such that each of the constant matrices Γ a , (a = 1, 2, 3, 4) , is non-singular. Indeed, in the proof of Theorem 2.1 one might choose W 0 (x) = W 1 (x) , in which case Γ τ = 0 and (2.18) reduces to (2 19) 
It is to be remarked that the above type of anharmonic ratio property of four solutions of (2.6) is quite different from the generalization of the anharmonic ratio considered by Why burn [12] and Reid [7] .
With the aid of (2.18) and (2.19) one may deduce that if W 0 (x) and W λ {x) are solutions of (2.6) on an interval X then
Relation (2.20) is but one of the variational relations for solutions of (2.6) which will be established in the next section, however, so it will not be considered further here. Of special significance is the class of systems for which the coefficient matrices satisfy the conditions
since particular systems of this type occur as accessory systems for simple integral variational problems, (see, for example, Bliss [1, § 81] , Reid [7] ). In this instance, if 
where T = T(x, s | 17) is the solution of the differential system
Consequently the function θ(x f s \ W) given by (2.10) has the form
where
is the function introduced by Reid [9, equation (3.6) ] for the general characterization of principal solutions of non-oscillatory self-adjoint differential systems.
Following the terminology used by Reid [8; 9] , if the coefficient matrices satisfy (2.21) then two solutions (u^x); v x {x)) and (u 2 (x); v 2 (x)) of (2.1) for which the constant value of uf(x)v 2 (x) -vΐ(x)u 2 (x) is zero are said to be (mutually) conjoined solutions. As in Lemma 2.3 of Reid [8] , one may prove for such systems (2.1) that the maximum dimension of a conjoined family of solutions is n, and that a given conjoined family of solutions of dimension less than n is contained in a conjoined family of dimension n.
3 Variation of solutions* sum matrix
where 0 is the n x n zero matrix, with similar definitions for B(x),
C{x), D(x) in terms of the corresponding B(x), C(x), D(x).
It may be verified directly that a 2n x 2n matrix W(x) is a solution of the Riccati matrix differential equation
on an interval X if and only if
where W(x), G(x), H(x) and Θ(x) are n x n matrices which satisfy on this interval the Riccati system (3.3)
This relation between a Riccati system (3.3) and the associated single Riccati equation (3.1) has been exploited previously by the author in the study of a different type of problem, (see Reid [10, §4] (2.9 ) and (2.10), then the solution W = W 0 (x) of (3.1) satisfying the initial condition (3.4) W is given by
Moreover, for this solution W 0 (x) of (3. 
and also the following additional equations of variation:
In particular, if Θ{x, s \ W o ) is non-singular on a subinterval X o of X then Θ(x, s\W) is non-singular on this subinterval also, and
4 Principal solutions for non-oscillatory systems (2.1 ) Two distinct points s and ί on I are said to be (mutually) conjugate, (with respect to (2.1)) if there exists a solution (u(x); v(x) ) of this system with u(x) ί 0 on the subinterval with endpoints s and t, while u(s) = 0 = u(t). The system (2.1) is termed non-oscillatory on a given subinterval X o provided no two distinct points of this subinterval are conjugate; moreover, (2.1) will be called non-oscillatory for large {small} x if there exists a subinterval [α, oo){(-co, α x ]} of X on which this system is non-oscillatory.
A system (2.1) is termed identically normal on X, or normal on every subinterval of X, if whenever (u; v) = (0; v(x)) is a solution of this system on a non-degenerate subinterval of X then also v(x) = 0 on this subinterval. If (2.1) is identically normal on I, seX, and (U{x)\ V(x)) is a solution of (2.2) with U(s) = 0 and V(s) non-singular, then the points t conjugate to s are those values for which U(t) is singular; in particular, if such a system is non-oscillatory on an interval X, and s e X, then U(x) is non-singular on each of the subintervals X 8 + = {x I x 6 X, x > s} and X s~ = {# I x £ -X", a; < s} . A basic result for non-oscillatory systems is the following theorem. It is to be emphasized that in contrast to the special case considered previously by the author in [9] , the result of this theorem is not limited to self-adjoint systems of the form of accessory equations for problems of the calculus of variations, and the proof is independent of variational principles. 
(t) = Q, V t (t) = E.
Suppose that teX 8 + , and (U t (x); V t {x)) is the solution of (2.2) satisfying (4.2) . In view of the condition that (2.1) is identically normal and non-oscillatory on X f the matrix U t {x) is non-singular on X t~ and X t + . In particular, on X t~ each of the matrices W 0 (x) and W t (x) = V t {x)Ur\x) is a solution of (2.6), H(x,s\ W t ) = U % (s)Ur\x), and from (3.9) we have
Consequently, It is to be emphasized that the non-oscillation of (2.1) on X is not a consequence of the existence of a solution W 0 (x) of (2.6), or the equivalent condition that there is a solution (U 0 (x); V 0 (x)) of (2.2) with U 0 (x) non-singular throughout X. Indeed, for any self-adjoint system (2.1) with coefficient matrices satisfying (2.21) the existence of a solution (U 0 (x); V 0 (x)) with U 0 (x) non-singular throughout X is illustrated by any solution (U 0 (x); V 0 (x)) satisfying at an initial point s the condition U*(s)V 0 (s) -V 0 *(s)U 0 (s) = iK 0 , where K o is a definite hermitian matrix. On the other hand, for the general system (2.1) that is identically normal and non-oscillatory on X the author has not settled the question as to the existence of a solution W 0 (x) of (2.6) throughout X, It W 0 (x) is a solution of (2.6) on X, the semi-group properties
of the solutions of (2.8), (2.9) imply for θ(x, s | W Q ) of (2.10) the relation
Since for an identically normal system that is non-oscillatory on X we have Θ(x, s | W o ) non-singular for x ψ s, from (4.5) it follows that for xe X and distinct from both t and s the matrix
is non-singular, and 
, (U t (x); V t (x)) is the solution of (2.2) satisfying (4.2) and W t {x) = V t {x)Ur\x)\ (b) the associated distinguished solution of (2.6) at oo is determined uniquely and the most general principal solution of (2.2) at oo is (Ucc(x)M; Voo(%)M), ivhere M is a non-singular constant matrix.
Equation (4.1) and the remark following (4.7) imply that for a principal solution (U^x)) V^x)) of (2.2) the associated distinguished solution WJp) = VJp)U~\x) of (2.6) is such that W t (s) -WJs) uniformly in s on an arbitrary compact subinterval of [a, oo). The second limit relation of (4.8), and the uniformity of this limit on arbitrary compact subsets, follow from the preceding limit relation and the fact that U?(x) = U t (x) U t~\ a) UJfl) and U^x) are solutions of the differential systems
Ur = [A(x) + B(x)W t (x)]U t \
and U t°( a) = ΊJJiμ). In turn, the last limit relation of (4.8) and the stated property of uniformity are immediate consequences of the first two limits of (4.8) and the respective uniformity properties. Finally, the uniqueness of a distinguished solution of (2.6) at oo, and the most general form of a principal solution for (2.2), are direct consequences of relations (4.8).
As will be shown in the next section, for a class of identically normal self-adjoint systems more inclusive than those previously studied by Hartman [3] , Reid [9] and Sandor [11] the condition of non-oscillation for large x implies the existence of a principal solution of (2.2) at oo. Such is not true for systems in general, however, as is illustrated by the simple scalar system (4.9) u
where h(x) is a function of class C" on [0, co) with
The general solution of (4.9) is u = c x + c 2 h(x), v = c 2 h r (x), and the associated Riccati differential equation (4.11) w
' -[h"(x)/h'(x)]w + w 2 = 0 has as solution w(x) -[cjτ'ix)]/^ + c 2 h(x)] throughout any interval where c x + c 2 h(x) Φ 0. In particular, if w -w Q (x) is a solution of (4.11) on an interval [α, oo), then either w o (x) ΞO or w o (x) -h'(x)/[h(x) -c], where c is a constant such that h(x) Φ c on this interval. If w o (x) = 0 then w o (x) = v Q (x)u^\x), where u o (x) = k φ 0, v o (x) = 0 is a corresponding solution of (4.9), and G(x, s \ w 0 ) = h'(x)lh'(s), H{x, s\w 0 ) = 1, and Θ~\x f s | w 0 ) = h'{s)l[h(x) -h(s)], so that θ"\x 9 s\w 0 ) -> 0 as a? -> oo only if | /&(#) | -> oo as x -* oo. In case w o (a$) = h'(x)j[h{x) -c], then w o (a?) = &[/&(#) -c] and v o (x) -kh'(x) with Jk Φ 0, G(», β I w 0 ) = (&'(«)[&(«) -c])l(h'(8)[h(x) -c]), H(x., s\w 0 ) = [h(s) -c]/ [Λ(α) ~ c], and ©^(α?, s | w 0 ) = (h'(s)[h(x) -c])/([h(s) -c][Λ(») ~ Hs)])
, so that ©""^a;, s \ w Q ) -> 0 as x -> co if and only is h(x) -* c as a? -> oo.
Now if h(x) is real-valued and Λ'(aj) ^0 an [0, oo), then h(x^) Φ h(x 2 ) for x λ Φ x 2 on this interval, and the limit of h(x) as x -> oo exists, finite or infinite, so that in this case (4.9) always has a principal solution, On the other hand, there exist complex-valued h(x) satisfying (4.10), and for which h(x) does not tend to a limit as x-~>co. Such an example is provided by h(x) -4(2 + sin x)~x -2e~x + i sin 3 x, 0 g x < co. If in the corresponding equation we set u -u γ + ΐw 2 , t; == v 1 + ί^2 the equivalent system in u lf u 2 , v lf v 2 is a system with real coefficients for which the corresponding 2x2 matrix Θ~\x y s \ W o ) does not tend to a limit as x -> co.
5 Self-adjoint systems* Attention will now be restricted to identically normal systems (2.1) which satisfy the self-adjointness conditions (2.21), and also the following hypothesis: $V The matrix B(x) is non-negative definite a.e. on X. The condition ξ> 0 , with x restricted to a subinterval [c,d] For the case of a system (2.1) arising as the accessory system for a variational problem of Bolza type the result of Theorem 5.1 is given in Reid [9] . For such accessory systems the matrix B(x) is of constant rank a.e. on X, whereas for the more general system the rank of B(x) may not be constant a.e. on X. In particular, the more general problem includes as a very special instance systems that may be described roughly as arising through the adjunction at interfaces of a sequence of different problems, each of the accessory problem type on a corresponding interval.
The above Theorem 5.1 may be established by direct generalizations of the methods used in proving Theorem 5.1 in Reid [9] , and this extension is immediate once one has established the results corresponding to Theorems 4.1, 4.2, and 4.3 of [9] . Reid [8] , and in the following discussion will be limited to certain aspects that differ from the special cases treated previously. Theorem 5.2 will be established by proving the following sequence of statements: (a) * § 0 [c, d] 
Statement (a) is an immediate consequence of the relation 
For the proof of statement (b), it is to be noted that if {u, v) is a solution of (2.1) \e(x)g(x)\dxJ^\C(x)\dx} .
/Γb
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As ( 
, with the aid of (5.4) it then follows that
The above statement (c) may be proved by exactly the same type of argument as that used to establish the statement (f) for the proof of Theorem 2.1 in Reid [8] , with the functional (5.2) [1, §89] ).
With Theorem 5.2 thus established, for the general system under consideration one may prove the results corresponding to Theorems 4.2 and 4.3 of Reid [9] , and then proceed as in [9] to obtain the result of Theorem 5.1. The proofs of this section are distinctly variational in character, and are in essence ' 'classical variational proofs phrased in terms of canonical variables." For example, for accessory systems of Bolza type variational problems the identity (5.3) is in essence the well-known Clebsch transformation of the second variation, (see Bliss [1, §23, 39] , and for such systems the fact that &+ [c, d] implies ξ" 0 [c, d] is the "Legendre" or "Clebsch" condition.
In passing, it is to be commented that for a system (2.1) satisfying (2.21) and identically normal on a compact interval [c, d] one may obtain the full extension of Theorem 2.1 of Reid [8] , as well as the corresponding criteria iv R and v h , (see [S, p. 741] ), of that paper. In particular, if U(x) and V(x) are n x n matrices a.c. on [c, d] , and we set (2.6), and for such a system which is non-oscillatory and satisfies ξ> 0 on X we have that Θ(x, s I Wo) > 0 for xeXt.
If W(x) is a solution of (2. [s, oo). In particular, if Γ is an hermitian matrix satisfying Γ ^ 0 then this latter criterion implies that W(x) exists on [s, oo), and the conclusion W(x) -W 0 (x) ^0 follows from the representation formula (2.11) , and the fact that if matrices Θ, Γ are such that Γ ^ 0, θ > 0, and E + ΘΓ is non-singular, then
In view of Theorems 4.2 and 5.1, if (U^x); V^x)) is a principal solution of (2.2) at oo then U* Ko -V* LL = 0 and U^x) is non-singular on X: (a, oo), so that the corresponding distinguished solution W^ix) = V oo (x)U^Ί(x) of (2.6) is hermitian and exists on X. Consequently, if s e X then Θ(x, s \ WJ) > 0 f or x e (s, co), and hence Θ~\x, s | WJ) -f Γ is hermitian on (s, oo) for Γ an hermitian matrix. Moreover, since WJ{x) is the distinguished solution of (2.6) at oo, Θ~\x y s \ WJ + Γ-+ Γ as x -> oo, while Θ~J(x, s | W^) + .Γ is positive definite for x > s and sufficiently close to s. Consequently, if Γ fails to be non-negative definite there exists a value te(s, oo) such that θ~\t 9 s\ W^) + Γ is singular, so that Woo(#) is not extensible to an interval containing t, in contradiction to the existence of W^x) on X.
Combining the conclusions (a) and (b) we have that if the distinguished solution Woo(x) of (2.6) exists on an interval (α, co) then an hermitian solution W(x) of (2. 6) exists on a subinterval [s, co) of (α, oo) if and only if W(x) -W^(x) ^ 0 for at least one value, {and consequently all values}, on [s, oo). For the case of systems (2.1) with real coefficients satisfying (2.21), and for which B(x) > 0 on X, this result has been proved by Sandor [11] ; due to this property he has designated as ''the right-hand frontier solution 7 ' the solution of (2.6) that we have called the distinguished solution at oo.
6. Systems non-oscillatory on intervals (-oo,α) and (-co, co). The behavior of (2.2) and (2.6) on an interval (-co,α) is obviously equivalent under the reflective transformations ( -x) to the behavior of the respective equations
on (-α, oo) . A principal solution of (2.2) at -oo, and the associated distinguished solution W-^(x) of (2.6) at -oo, are defined as the images under the above transformations of a principal solution of (2.2°) at oo and the associated distinguished solution Wi{x) of (2.6°) at oo. For example, the scalar system 7 Systems with constant coefficients* If the coefficient matrices A, B, C, D are constant, and (U(x); V(x) ) is a solution of (2.2), then (U(x -c); V(x -c)) is also a solution for arbitrary real values c. Consequently, (2.1) is non-oscillatory on an interval (a, co) or(-~co,α) if and only if it is non-oscillatory on the whole infinite line (-co, 00). Moreover, if (U t (x); V t (x)) is the solution of (2.2) satisfying (4.2) then U s (x) = U t (x -8 + t), V s (x) Ξ= V t (x -s + t) , and the corresponding solution 1^(05)= V t {x)Ur\x) of (2.6) exists on an interval [c, d] It is to be remarked that this corollary provides a differential equation algorism for the nonnegative definite square root of a given nonnegative definite matrix C: 
