We prove that there exists M > 0 such that for any closed rectifiable curve Γ in Hilbert space, almost every point in Γ is contained in a countable union of M chord-arc curves whose total length is no more than M ℓ(Γ).
See [4] for details. We prove the following theorem:
There is M > 0 such that if Γ is a rectifiable simple closed curve in a Hilbert space H , then there is a collection {Cj } of M chord-arc curves of positive length in H such that
and ℓ(Γ\ [ Cj ) = 0.
For dim H = 2, this theorem is due to Jones in [5] . It was then generalized to dim H = n < ∞ by Garnett, Jones, and Marshall in [4] . First recall that a minimal surface with boundary Γ ⊆ R n is F (D), where F : D → R n is a continuous map such that
is analytic,
4.
P f 2 j = 0. See [7] for a reference on minimal surfaces. Theorem 2 (Garnett, Jones, and Marshall, 1992) . There is a universal constant M such that if n ≥ 2, if Γ is a rectifiable simple closed curve in R n , and F (D) is a minimal surface with boundary Γ, then there is a locally finite partition {Dj } of D such that 1. F is a homeomorphism of Dj onto F (Dj ),
F (∂Dj) is an M chord-arc curve, and

P ℓ(F (∂Dj)) ≤ M ℓ(Γ).
Hence, in the finite dimensional case, Theorem 1 holds with Cj = F (∂Dj ). Our theorem is a generalization of this result to Hilbert space: we may enclose any rectifiable curve Γ inside the closure of a connected "web" of M chord-arc curves whose total length no more than M ℓ(Γ).
Without loss of generality we may assume H is separable, since Γ is contained in a separable subspace of H . Let {en} be an orthonormal basis for H and R n be the span of the first n basis vectors. Let Pn = P R n be the projection onto R n .
Remark 3. The approach we take in proving this theorem, loosely speaking, is to apply Theorem 2 to the projections Pn(Γ) ⊆ R n to get sequences of M chord-arc curves {C n j }, and then take a limit of these (passing to a subsequence if necessary) to produce M chord-arc curves {Cj } in H satisfying the conclusion of the theorem.
The first difficulty that arises in this approach is that the original statement of Theorem 2 doesn't say (and nor does the proof immediately indicate) whether the constant M depends on the dimension n, which would be necessary for any limiting argument to work. We give an outline of the proof Theorem 2 in Section 3 and verify that the constants involved are independent of n.
Secondly, we may not be able to apply Theorem 2 directly to Pn(Γ) since it may be self intersecting. To fix this, we will introduce an extra two dimensions to H and each R n . This allows us to adjust the projections Pn(Γ) in R n into Jordan curves Γ n in R n+2 , and adjust them less and less as n → ∞ so they converge to Γ. This is proved in Lemma 5. We can then apply Theorem 2 to the Γ n to obtain a collection of M chord-arc curves C n j . These in turn will converge to M chord-arc curves Cj in H satisfying (2) of the main theorem.
To prove (3) of Theorem 1, it suffices by Lemma 6 below to show that Γ ⊆ S Cj. This needs verifying (and is the main difficulty of the proof) since it may happen that the C n j near x all converge to singleton points or drift away from x, as seems possible if the curves Γ n coil up or bend more and more as n → ∞. Heuristically speaking, if this were the case, the limiting curve would not be rectifiable. Hence, we remedy this issue by utilizing the rectifiability of Γ to show that in any neighborhood of a point x ∈ Γ, there exists δ > 0 such that for large n there is C n j intersecting that neighborhood with |C n j | ≥ δ. Thus, in the limit, we may find a Cj of positive diameter near x as close as we'd like, and that will prove (2).
The author would like to thank John Garnett for his patient advice and Ranaan Schul for suggesting the problem and showing him Lemma 5.
Proof of main theorem
Basic lemmas
We let E δ denotes the δ-neighborhood of a set E, and we write A B to mean that A ≤ CB for some constant C, and A N B if C depends on the parameter N . We first mention a simple yet key lemma that much of the work below depends on. This appears as lemma 7.1 in [7] : Lemma 4. If E is a minimal surface with boundary curve C in R n , then E ⊆ co C, where co C denotes the convex hull of C.
Let Γ be as in the theorem. We will now construct the sequence of curves Γ n we will be working with. Define H ′ = H ⊕ R 2 , the direct sum of the two Hilbert spaces H and R 2 , and let γ : [0, 2π] → H denote the arclength parameterization of Γ.
Lemma 5. There exist smooth Jordan curves
The second condition ensures that if the C n j are contained in co Γ n , every subsequential limit of {C n j } will converge to a chord-arc curve properly contained in H .
Proof. Fix an n > 2. Let F : D → R n+2 be the minimal surface function for
which is a Jordan curve of finite length in R n+2 . Pick r ∈ (0, 1) close enough to 1 so thatγ n (t) := F (re it ) defines a curve such that |γ
. Let γ n be the arclength parameterization ofγ n . Defining γ n in this way for each n gives a sequence of smooth Jordan curves of finite length in R n+2 and the γ n converge uniformly to an arclength parameterization γ of Γ. Let Γ n be the image of γ n . We now show that lim co Γ n = co Γ. By definition, any point in co Γ n is of the form R γ n (t)dµ(t), where µ is some Borel probability measure on [0, 2π). Since γ n → γ uniformly, it follows that for any ε > 0,˛R (γ n − γ)dµ˛< ε for n sufficiently large. Thus, every point in co Γ n is within ε of a point R γdµ ∈ co Γ, which proves the claim. . Choose a packing Bj = B(xj, rj) of balls with |Bj | < r 2 , so xj ∈ A for all j and the Bj are mutually disjoint. Since they form a packing, A ⊆ S 2Bj , and thus P |2Bj | ≥ ℓ(A), where 2Bj = B(xj, 2rj). Since C is dense in A, and C\Ar = ∅, we may find paths pj : [0, 1) → C such that pj(0) = y for some y ∈ C\Ar and limt→1 pj (t) = xj. Thus, since the Bj ⊆ Ar are disjoint,
and we have a contradiction.
Finding chord-arc curves close to Γ
From now on, let F n : D → R n be the minimal surface function for Γ n , D n j the decomposition of D from Theorem 2 applied to F n , and
. By passing to a subsequence if necessary, we may assume the F n (D) converge to a set S ⊆ H .
By the previous lemma, to prove (3) of Theorem 1 it will suffice to prove the following lemma. For a set E, let N (E, ε) denote the covering number of E, defined to be minimum number of sets of diameter ε > 0 needed to cover the set E.
Lemma 7. Let x ∈ Γ be a tangent point, let r > 0, and
Then there is δ > 0 and N such that n > N implies there is j ∈ Cn(r) such that |C n j | ≥ δ.
This will show that the collection {Cj} of chord-arc curves obtained by taking the limits of the C n j will contain chord-arc curves of positive length as close as we'd like to any tangent point of Γ. Since the tangent points are dense in Γ, this will imply that Γ is in the closure of the union of these curves.
We'll give here an outline of the proof of Lemma 7: first, we will show that if we can find a sequence of points xn ∈ F n (D) and ρ > 0 such that |xn − x| < r/2 and d(xn, Γ n ) ≥ ρ for all n, then we can find a subset E ⊆ S ∩ B(x, r/2) that satisfies N (E, δ) δ −2 . Next, we will assume the conclusion of Lemma 7 is false and show that for each δ > 0 we can cover S ∩ B(x, r/2) by at most Cδ −1 balls of diameter ∼ δ, where C is a constant depending only on Γ, and hence N (S ∩ B(x, r/2), δ) δ −1 . Combining the two bounds on the covering number, we get δ
Letting δ → 0 gives the desired contradiction. In Section 2.3, we will show that we can find the aformentioned sequence xn and follow that with the final proof of the main theorem.
Lemma 8. Suppose E is a minimal surface with boundary
, where the implied constant is independent of dimension n and our choice of E.
Proof. Assume without loss of generality that x = 0. By Sard's theorem, we may also assume that our choice of ρ gives that ∂B(0, ρ) ∩ E is a smooth compact one dimensional manifold. Let Aρ be the connected component of this set contained in the connected component Eρ of B(0, ρ) ∩ E that contains 0.
Note that Eρ is the minimal surface for the curve Aρ by virtue of being a minimal surface in general, so by Lemma 4, Eρ is contained in the convex hull of Aρ and hence is contained in Hz. Thus, 0 ∈ H c z ∩ Eρ = ∅, which is a contradiction. By Sard's theorem, the same proof gives |Ar| ≥ r/2 for a.e. r < ρ, where Ar is the boundary curve of the component Er of B(0, r) ∩ E containing 0.
Claim: N (Eρ, ρδ) δ −2 for 0 < δ < 1, the constant independent of the minimal surface E. Choose 0 = r0 < r1 < · · · < rm = 1 such that for j = 1, ..., m, Aρr j is a smooth compact one dimensional manifold bounding a surface Er containing 0, rj > (that is, pick rj sufficiently close to
, we have
and thus
where the first inequality comes from the fact that a set of diameter
can intersect at most one Aρr i since the distance between each Aρr i is at least . This proves the claim.
Next, we show that if the covering numbers for a sequence of sets satisfies a uniform two dimensional growth rate, then so does the limit.
Proof. Suppose we could cover E by N balls of diameter δ with N <
Choose n large enough so that E n is in the δ-neighborhood of E. Then we can cover E n by the same balls with the same centers but double the radius, hence
which gives the desired contradiction.
Lemma 10. Let x ∈ S and r > 0. Then there exists a subset
Proof. By Lemma 9, it suffices to find a sequence of sets E n ⊆ F n (D) with a subsequence that converges to a set E ⊆ S ∩ B(x, r/2) and satisfies N (E n , δ) ε −2 uniformly in n. By Lemma 8 and compactness, it suffices to pick E n be the connected component of B(yn, ρ) ∩ F n (D), where yn ∈ F n (D) and ρ > 0 are such that d(yn, Γ n ) > ρ for all n, which we prove exist in Lemma 11 below.
Proof of Lemma 7.
Assume for the sake of a contradiction that for every δ > 0 there are infinitely many n such that
As mentioned earlier, we will construct a cover of S ∩ B(x, r/2) by no more than Cδ −1 sets of diameter ∼ δ, where C is a constant depending only on Γ, which will give N (S ∩ B(x, r), δ) δ −1 . To find this cover, we first find an F n (D) sufficiently close to S so that S is in the δ-neighborhood of the chord-arc domains D n j ⊆ F n (D) with diameters less than δ. Next, we will group these domains into clusters whose unions will be sets of diameters at least δ/2. The δ-neighborhoods of each of these clusters together will constitute the δ-cover we're looking for since we may control their number via the length estimate in Theorem 2. Now we begin the proof.
, and its boundary C n j must intersect B(x, r), so j ∈ Cn(r) and thus s ∈ F n (D n j ) ⊆ Cn(r). Claim: For sufficiently large n,
Choose N such that n ≥ N implies S ⊆ F n (D) δ , and let n ≥ N . First note that
which is a contradiction. Furthermore, since
which proves the claim. Fix n ≥ N such that (4) holds.
We will now form the clusters mentioned earlier, whose 3δ-neighborhoods will form the desired cover of S ∩ B(x, r). Let X be a maximal 2δ-net in Cn(r), and for each z ∈ X, let
that is, for each z ∈ X we form a set in F n (D) containing z by incorporating all sets F n (D n j ) in our cover of F n (D) that are close to z. Then the collection {Ez}z∈X satisfies the following properties:
, and hence
since the C n j for j ∈ Cn(r) have diameter no more than δ and |z − z ′ | > 2δ.
iii. Each Ez has diameter at least δ/2 if 2δ < |Γ|. To see this, note that B(z, δ/2) ∩ F n (D) has diameter at least δ/2 since F n (D) is connected, so there must be a path connecting z to some point outside
iv. The collection {(Ez) 2δ }x∈X covers Cn(r) since Cn(r) ⊆ S x∈X B(x, 2δ) by construction, and thus {(Ez) 3δ }x∈X covers S ∩ B(x, r/2) ⊆ Cn(r) δ .
Thus, we have a cover of S ∩ B(x, r/2) by #X many sets (Ez) 3δ of diameter at most δ + 2(3δ) = 7δ, so N (S ∩ B(x, r/2), 7δ) ≤ #X, where
The first inequality holds by (iii); since Ez = S d(z,F (D n j ))<δ/2 , we have the second inequality; the third is because F (D n j ) is a minimal surface containing C j n , so it's contained in the convex hull of C j n which has diameter |C j n |; the fifth holds because the sets {C n j : d(z, F (D n j )) < δ/2} ⊆ Ez are disjoint for different z ∈ X, so the terms in the sum don't repeat; finally, the sixth inequality follows from Theorem 2. Since the ℓ(Γ n ) ℓ(Γ) for large n, we have that for sufficiently small δ, N (S ∩ B(x, r/2), 7δ) δ −1 , where the implied constant depends only on the length of Γ. By Lemma 10, this gives a contradiction.
Finding points that stay away from
Proof. Let ε > 0 be a small number to be determined later. Then we may choose δ ∈ (0, r/2) such that if L is the line tangent to Γ at x, we have
iii. If H0 is the hyperplane through x perpendicular to L and H ± 0 are the two components of H \H0, then ∂B(x, δ) ∩ L εδ ∩ H ± 0 = ∅. Since Γ n → Γ and γ n → γ, we know that (i), (ii), and (iii) are satisfied with Γ n in place of Γ for n large. These conditions say that the majority of Γ n inside the ball B(x, δ) is inside the tube L εδ , and that the curve goes from one end of the tube to the other. More specifically, (i) implies
Otherwise, there would be a point in Γ n ∩ B(x, δ) that was at least εδ away from ∂B(x, δ) and L εδ , and hence there would be a portion of Γ n in B(x, δ)\L εδ of length at least 2εδ, which contradicts (i). Since Γ n is concentrated near ∂B(x, δ) and L εδ , our aim is to show that we can find a point on the minimal surface far from these sets in B(x, δ) and hence far away from Γ n , as desired. Pick a hyperplane H ⊆ H perpendicular to L and such that the hyperplane
n is a finite set of points whose tangent lines are not parallel with H,
We can do this as follows: define a function f :
where v is the vector tangent to Γ at x. Then f | R n+2 is a continuously differentiable function. By (iii), there is an open interval containing 0 in f (Γ n ∩ L εδ ∩ B(x, δ)) (that is, the curve Γ n runs from the top of the sphere to the bottom, so f goes from positive to negative or negative to positive along Γ n ). By Sard's theorem applied to both f |Γn and f | F n (D) , and using the fact that
there exists t such that by letting H = f −1 (t), H ′ satisfies (a), (b), and (c). Claim: There is at most one component of Γ n ∩B(x, δ) containing B(x, 3εδ)∩ Γ n . Suppose there were two components intersecting B(x, 3εδ). Then the endpoints of these two component curves must be contained in ∂B(x, δ), thus each of their lengths are at least δ−3εδ = δ(1−3ε). Thus ℓ(B(x, δ)∩Γ) > 2(2δ(1−3ε)), which contradicts (ii) for small ε.
Let A be this component of Γ n ∩ B(x, δ) and let
is a differentiable function whose derivatives on g −1 (0) are nonzero, and g(a) and g(b) have opposite sign, thus g −1 (0) = P must be odd.
is a countable union of 1 dimensional curves, each having either two or no endpoints points, all of which must be either in P ,
so in fact, all boundary points are either in P or H ′ ∩B(x, δ)\B(x, δ − εδ). Since #P is odd, one of these curves, call it M , must have boundary points in both of these sets. Pick a point yn ∈ M ∩ B(x, δ − 2εδ)\B(x, 3εδ). Then yn satisfies the lemma with ρ = εδ since B(yn, εδ) ⊆ B(x, δ − εδ) ∩ (L 2εδ ) c , and (5) implies yn is at least εδ away from Γ n .
Proof of the Main Theorem. Let {q k } be a countable dense set in D\ S n,j ∂D n j , which is dense in D since S n,j ∂D n j is a σ-finite one dimensional set by Theorem 2. Let D is connected for each n, C is connected. By Theorem 3.18 of [1] ,
and thus (2) of Theorem 1 is verified. By the previous lemma, near each x ∈ Γ, there is δ > 0 such that for all sufficiently large ℓ, there is a C n ℓ jq k with diameter at least δ. Thus, in the limit, there will be a Cj with diameter at least δ near x. Therefore, Γ ⊆ S Cj, and (3) of Theorem 1 follows from Lemma 6. By lemmas 4 and 5, Cj
Proof of the Garnett-Jones-Marshall Theorem
Here we outline the proof ofTheorem 2 in order to show its constants do not depend on the dimension. We also omit the details about the partition being locally finite since we do not need this condition. First, let us introduce some preliminary lemmas.
Using the properties of a minimal surface as described earlier, one can prove the following:
Now, decompose the disc into dyadic squares Q. Divide each such square into 4 N (roughly) equal sized subsquares S which we will denote "small squares," and divide each of these into 4
* is the projection of Q onto ∂D. Let Q(S) denote the diadic square Q with Q * = S * , and B(S) = {re iθ : e iθ ∈ S * , infS |z| ≤ r < inf Q(S) |z|}, i.e. the "tower" that includes S but not Q(S). If S is some collection of small squares, note that
is a chord-arc curve with constant dependent only on N , and moreover, one dimensional Hausdorff measure restricted to D is a Carleson measure since the length inside each dyadic cube rescaled to a unit cube is constant. The next lemma says that if the derivative of F doesn't vary too much from a nonzero value of f along some chord-arc curve, then the image of that curve is also chord-arc.
Lemma 13. Suppose γ is an M chord-arc curve in D and that there is
The next lemma deals with images of chord arc curves near a zero of f .
Lemma 14. Suppose f (0) = 0 and
for some m > 0 and a ∈ R n . Let Dr = B(0, r) and Dj,r = Dj ∩ {z : θ ∈ [(j − 1)π/(m + 1), jπ/(m + 1))} for j = 1, ..., 2(m + 1). If r > 0 is sufficiently small, then F (Dj,r) is an M chord-arc curve with M independent of a and M and
The length estimates so far have not depended on dimension. 
|f | bounded above and away from zero
Thus we have the relation 1 2π
Furthermore,
with implied constant only depending on η since conformal mappings have Bloch norm at most 6, |f • ϕ| ≥ η, and
for every unit vector u, and thus
where the implied constant is universal.
Note this implies that g is relatively constant on small neighborhoods of the tops of dyadic squares Q, (say (T (Q))/(|T (Q)|/10)). To see this, integrate ∇ log |g| along a segment connecting z, w ∈ (T (Q)) |T (Q)|/10 , and using the above estimates one can show log 
For any δ, we can choose N sufficiently large (and depending only on δ) such that
for all z ∈ S for any small square S ∈ Q.
Note that the constants in this section are completely independent of dimension and estimates restricted to squares Q are universal across all squares.
We initiate a stopping time argument as follows: Let Q be a dyadic square.
Aside from decomposing the type 0 regions into slightly smaller regions, these three collections will give us a partition {Dj } of D and ϕ(Dj ) will be the desired partition of D, so it suffices to show that P ℓ(F (ϕ(∂Dj))) is finite, which we verify by estimating the sums of the lengths within each type separately. We begin with the type zero regions.
Let DQ = T (Q) be a type 0 region. Claim:
with constant independent of dimension. We will reduce this to a question about normal families of analytic functions. Assume we can find a sequence of functions gn : (T (Q)) |Q|/10 → R dn with analytic components such that Q is type 0 but
for some zn ∈ T (Q) and
Note that we are allowing the range of gn to be in any dimension. This will ensure that the constant we get in (7) is dimensionless. Define
Then, since |gn| ∼ |gn(zQ)| on Q,
and
Choose a subsequence hn k that converges normally to some h analytic on a neighborhood of
which is a contradiction.
Now, using (6), divide each region DQ further into 4 N sub squares S for N sufficiently large such that |g − g(zS)| < δ|g(zS)| on each such S, with N independent of Q (and dimension). Then each ∂S is 2 chord-arc and so Lemma 13 implies F (ϕ(∂S)) = G(∂S) is M chord-arc for some M depending only on δ, and moreover,
and hence
where the implied constants depend on η and δ (since N depends on δ, and not dimension).
For the type 1 regions DQ, note that the F (ϕ(DQ)) will be chord-arc by Lemma 13, so we don't need to decompose them as in the previous case. Using the preliminary estimates and the type 1 condition on g, it is not difficult to show
where the implied constant is based on estimates already established.
Finally, let DQ be type 2. Claim:
where ω(E) = ω(zQ, ∂DQ, E) is harmonic measure. We replicate the proof from [5] , but taking into account that g is vector valued. Let Ij be the horizontal line segments of DQ ∩ D. To prove the above inequality, we first need to show that there exists ρ > 0 independent of dimension such that
for all j. Assume that we may find a sequence of functions gn satisfying all above conditions and mapping into any dimension such that
for some j (depending on n). Let Qj be the dyadic square with top edge Ij, and let Q ′ j be the square of the same size "stacked" on top of it. Thus we obtain a sequence of uniformly bounded functions gn on
for some vector an with |an| ≤ 1, |gn − an| < |an| for some zn ∈ T (Qj). By rescaling, we may assume Qj = Q1 for all n. Define hn = (gn − an) · (gn(zn) − an)/|an| 2 . Then the hn are uniformly bounded on a neighborhood of A, hn(zn) >`δ 2´2 , and
By normal families, a subsequence of these hn converges to an analytic function h with h(z0) ≥`δ 2´2 for some z0 ∈ T (Qj), and h ≡ 0 on I, which is a contradiction. Again, by proving the statement for g with range in any dimension (as long as it satisfies all other necessary estimates), the constant ρ in the claim is independent of dimension. By results of Jerison and Kenig (see [6] or page 247 of [3] ), we know that there exists α, C, constants depending only on the chord arc constant M such that for all arcs I ⊆ ∂DQ, and E ⊆ I,
Let Ej = {z ∈ Ij : |g(z) − g(zQ)| ≥ ρ|g(zQ)|}. Using the fact just mentioned with E = S Ej and I = ∂DQ (so ω(I) = 1), the type 2 estimate, and the fact that ( S Ij ) * = ∂D\(∂DQ ∩ ∂D), we get
which thus proves the claim, where the implied constant is universal.
From here on, we can proceed as in [5] using the previous estimates to show that
Combining these three estimates for each type together, we are done.
|f | ≤ 1
Now we remove the condition that |f | be bounded away from zero. For a starting region D, we decompose it into regions where |f | is small and where |f | is large. The places where |f | is large we can decompose using the work of the previous section, and then repeat this decomposition on the regions where |f | is small, continuing this process indefinitely. This involves instilling some regularity into our decomposition so that we may repeat it at each level.
Lemma 16. There is a constant
M such that if |f | ≤ 1 on a simply connected domain D ⊆ D, then there is a partition Dj of D such that each F (∂Dj) is M chord-arc and X ℓ(F (∂Dj)) ≤ M ℓ(∂D).
The Stopping time process
Let ϕ : D → D be a conformal map. Let Q be a dyadic square, and α/2 > ε, N, N ′ , > 0 be constants to be decided later.
. Define descending squares to be the squares Qj ⊆ Q such that sup T (Q j ) |f • ϕ| ≥ α and let B(Q) = Q\ S Qj be a bad region of type 1.
. Let S (Q) be the set of small squares S such that
and such that B(S) is maximal. Define the descendent squares in this case to be {Q(S) : S ∈ S (Q)} and the components Gj of Q\ [ to be good regions of the first kind. For S ∈ S (Q), let S ′ (S) be the set of very small squares in B(S) that contain a zero of f • ϕ or are adjacent to a very small square that does, call these very small squares bad regions of the second kind. Let the very small squares in B(S) not in S ′ (S) be good regions of the second kind.
Bounding |f • ϕ| on good and bad regions
By Schwarz lemma, we may choose N large enough such that |(f • ϕ) · u| ≤ 2ε < α on all bad regions of type 2. In particular, we pick N so that this holds for any analytic function h defined on the disk such that infS |h| ≤ ε for all S ∈ S(Q). By taking u to range over all unit vectors, we hence know |f •ϕ| < α on all bad regions of type 2, and of course the same holds on bad regions of type 1 by definition.
We'd like to obtain a lower bound for |f •ϕ| on the good regions. By definition, we know |f •ϕ| ≥ ε on good regions of first type, so it suffices to figure out a lower bound for it on the second type region, a lower bound independent of dimension. Let S ∈ S (Q) and suppose infS |z| = infQ |z|. Then |f • ϕ(z ′ )| ≥ ε for some z ′ on the top edge of B(S). The reason for this is that, if this weren't the case, then infE 0 |f • ϕ| < ε, where E0 is the small square immediately above S, and hence S would not be maximal. Choose a unit vector
Claim: : There exists η = η(N, N ′ , ε) > 0 such that , for any analytic function g on (B(S)) ℓ(∂S)/8 satisfying |g| ≤ 1, g(z ′ ) ≥ ε for some z ′ on the top of B(S), then |g| ≥ η on the set obtained from B(S) by excluding the 2 −N ℓ(∂S)/4-neighborhood of Z(S), the set zeros in (B(S)) ℓ(∂S)/8 .
Notice that the good regions of second type are contained in this set and that this result will give a lower bound for f • ϕ on these regions by Cauchy-Schwarz that independent of dimension (since this bound holds for general analytic functions). Thus there are no dimensional concerns here and we refer the reader to [4] for the details. We will mention, however, that the proof requires showing that for such a function g satisfying the condition of the claim that
#Z(S) 2
N log 1 ε which also gives an upper bound on the number of second type bad regions in B(S), which we will need later.
A similar universal bound for f • ϕ on good regions of the second type will hold if infS |z| = infQ |z| since S and Q are comparable and we can find a point on the top edge of T (Q) such that |f • ϕ| ≥ α/2 > ε Here are the facts we have obtained:
a. |f • ϕ| ≤ α on all bad regions, b. |f • ϕ| ≥ min{η, ε} on all good regions, η universal and only dependent on ε, N ′ , and N .
c. There are at most a constant times 2 N log 1 ε bad regions in any B(S) for S ∈ S (Q).
Notice so far that the only dependency is N on α, since we choose it sufficiently large to apply Schwarz lemma. Proof. By Schwarz lemma, we may pick N such that if |h| ≤ 1 is any analytic function on D satisfying infS |h| ≤ ε < ε0, then sup S |h| ≤ 2ε0. Letting h = f • ϕ · u and letting u vary over all unit vectors, the same holds for |f • ϕ|. Since Q is a case 2 square, we may choose u a unit vector such that g = f • ϕ · u > α/2 at some point in T (Q).
Carleson estimates for boundaries of good and bad regions
We need the following theorem from [2] : , there exists 2ε0 = A such that ε < ε0 implies ℓ{z ∈ Q : |g| ≤ 2ε0} * ≤ ℓ(∂Q) 100 .
Since descendent squares have disjoint projections onto the circle, we have For the bad regions, we will need a better estimate that is independent of N ,
where the implied constant is universal. To see this, notice that all case 2 squares are case 1 descendents, and since bad regions of the first type are all 6 chord-arc, 
