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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность темы. Главная це,11, науки - ониса11ие и 11рс,~скаэание. 
Наблюдая некоторые явлен ин, ~1ы хотим знать, как описать то, что мы ви­
дим в настонщий момент, и как онрсдслить что произойдLvr в далыюйше~1. 
Детальное изучение окружающего мира вынуждает нас, хотим ~-rы это1·0 
или нет, принять во внимание тот факт, что скорость про1\ессов в физи­
ческих системах зависит нс то:1ько от их состояния в настоящий момент 
времени, но и от предыстории этих процессов. Так возникает отклонение 
арrу~1снта. )~иффсре1щиа.1ы1ые уравнения с отклоняющимся аргументом 
ш1.'юдят мноrо приложений 11 теории авто~tатическоrо управления, 11 тсор1111 
автоко,1ебательных систем, нри изучении проблем, связанных с l'Оренисм 
в ракетном ;1вигателе, 11роб:1е~1 долгосрочного прогнозированин 11 экщю­
мике, ряда биофизических нроблем и во многих других областнх науки и 
техники, чис:ю которых неук,1онно расширнстся. 
Сиеrе~tатическое 1ву'1ение дифференциат1ьных уравнений с заназдыва­
ющим аргумента~~ было начато в середине прошлого века в нашей стране 
А.Д. t>.lышкисш1 1 и в США Р. Беллманом2 . С тех пор актуальность прило­
жений. с,1ожность и новизна проблем привлекли и продолжают нривлекать 
к функциона:1ьно-диффере1щиа.,1ы1ым уравнениям мноrо•1исле1111ых иссле­
;1оватс,1ей. Этапы создания теории фу11кционалыю-диффере11циа:1ы1ых 
уравнений нашли отражение н монографиях Н.13. Азбелева, 13.П. Мак­
сшюва, Л.Ф. Рахыату:1л111юй. П.:--1. Сююнова3 , Р. Бсл:1ма11а, К.Л. Ку­
ка2, А.В. Кима, В.Г. Пи~tеtюва, Н.Н. Красонско1·04, 13.Б. Ко.1ма~ювско­
го, В.Р. Носова5 , Ю.А. :\.1итропош,ско1·0, Д.И. Мартьшюка, А.Д. Мыш­
киса1, С.Н. Шиманова6 , Л.Э. Эльсто.'!ЬI\а, С.Б. Норкина7 , А. На!апау, 
J.К. На!е8 , S.:-.I.V. Luпel, J. 'vVu. Чрезвычайно плодотворной оказалась кон­
I\СIЩИЯ функциона..1ьноrо пространеrва состояний Н.Н. Красовского. Она 
11озво:ш:1а связать теорию функциона:1ьно-дифференц11а:1ьных уравнений 
1 ~1ышкис Л.Д . .ilинсn1н:.1е диффсре1щиа.1ы1ыс уравнения с запаздывающим аргум:('11том. - ~1.: lla-
\'Ka, \ 972. 352 С 
. :l&_>л.'1МtШ Р .. l(ук К. Д11фqкрr11циа.1ьв<rµаз11остные уравнещtя. ~1.: ~t11p, 1967. 
:~Лзбс"1С'в 11.И., ~·Iакспмов B.Il. 1 Рахмн.ту.'1.-пшн. . ."1.Ф. 'Элементы соврсМ('JIНоЛ тсорпн фу11кцпо11<L1ы1~ 
"з.ифферt'нш1а..1ьных уравнfниn. ~lt>ТО.З.Ы 11 11р1L'ЮЖf>Н11и. ~i.: Ин-т кш.шью~рных Ш"С:".1ед., 2002. 
'1 Крнсовскlin 11.11. lfl'которыс задач11 тсuрн11 )ТТой•тности :t1шжеш1и. М.: Ф1tзJ1.1ат1·11э, 1959. 
5 Кол:\1а11овскиn В.Б., llocoв В.Р. "Устойчивос..·ть и fI('pиo"'UIЧ('('KHc рсж11:..1Ъ1 рсrулиру<":..1ых ('JICТCM (' 
nоследР.Астниt>м. ~1.: Наука., 1981. 
6 Lllи"ICl.ll011 CJI. Нскотор1.ас 11опросы теории КОЛL'6а11иА СИl."1'.'М с запuз;t,1.пш.пис~f // n Kll. Ilмic&M 
.111·тю1я ~lii.Tt~1t.1nт1p11·cкня школii., Ужrщюд, l!)fi7. 1\1н·н: II:1д-1~ 1111-та мп.т1~r..штики ЛII УССР. IHfiX. (' -17:S-
;:..ш. 
7 :-:}лы·rо.11.1t .·1 .:-:)., IJopKНll ('.n. l~nГ,1C'lllН' 11 Tl'i.llНIТO лиффщ>('flltИn.:п.111.1х ура11111•11ий 1' llTKЛOllИТllЩllMC'И 
i1.р1·у"1е1пом. - М.: н ... ~'Kil.. 1971. 296 с. 
мХРй.1 .J.ж. Тt:>ория функциональн~диф4wренtща..1ьных уравнениА. М.: Мир, 198·1. 
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с теорией дифференциальных уравнений в банаховом 11ространстве, см. 
работы Э. Хилле, Р. Филлипса, С.Г. Крейна. На ее основе бы.1 достиг­
нут большой нроrрссс в развитии качественной теории функционально­
;.tиффсрснциа.11ьных ура1шений и теории у11ра~ыения н работах Н.Н. Кра­
сонско~-о, С . Н. Шиманон11, Дж. Хсй;ш, 10.С . Оси11она, А.Ф. Клеймснона, 
Ю.С. Ко.1ссо1111, В . Б Кош1ановского, :\1 . А. Красносс:п.скоrо, А.В. Кря­
жи:1с1скоrо, А . Б. Куржанского, Ю.А . :\.Jитропольского, Д. И. :\.1артынюка, 
Е.:\1. :\Iиркушина, Г.Л. Харатишвили, Д.И. Швитра, J.S. Gibsoп, F. Kappcl, 
D. Salarnoп . 
Д:1я ;1ифференциа..1ы1ых уравнений с з11паздывающи~1 аргументом хо­
рошо изучена задача Коши на 1ю.1ожителыюА полуоси. По.1учены условия 
обеспе •швающие 11спрсры1шую зависимость решений от начальных функ­
ций, т.е . корректность задачи Коши2 А. Задача Коши для дифферснциа..1ь­
ных ура1шсний с за11аздывающим ар1·ументом на отрицательной 1юлуоси 
тесно снязини с зма•1ей Коши дJ1я д11фферснциа.;1ьных уран11сний с 011ерс­
жающим аргументом на положителыюй полуоси. Условия существования 
рснн'ний rюслсдней задачи имеют сложный вид и нс гарантируют непре­
рывной з1шис11:\юсти решений от начальных функций 1 . Д;1я автономных 
линейных ;111фферс1щиальных уравнений с сосрсдоточс1111ым11 заш1здыва-
1111ю111 задича Коши на отрицательной полуоси имеет решение, ес:ш опера­
тор, 011рсделяющ11й пр11вую часть уравнения , обрати:\1, 11ача.;11>11ая функция 
бесконечно дифференцируема 11 удовлетворяет счст11ш1у набору краевых 
ус.1ов11й 2 . Ес:ш огрю111читься классом решений, до11ускающ11х экс1юненц11-
а.пь11ую оценку на отрицатс:tыюй 11олуос 11 с заданным ноказ11тс.;1с:\1 экс110-
11с11ты. то рассматр1шаемое ~111ожеетво явJiястся л1шсй1юй ко~1бина1111с11 ко­
нечного набора экс11011с1щиальных решений, т.е. юшсйным ко11счно:\1ерным 
11ростра11ст1ю~1 1 . Послсд11ий результат обобщмся на 11еавто11омные :шнсй­
ныс у1жвне1111я с заназдывающюш аргу:\tс11тю1119 . Решения , 11ро;~,0:1жш1ые 
на отр1щатr.;1ы1ую полуось, называются двусторо11шши8 . За;1ача 11ахож;1с-
11ия ;111.vсторо11них решений изучаласъ в работах Л.Э. Э:11.сrо:1ьца, С.Б Нор­
ки11а, Ю.А . Рябова, А.М . Се;1лсцкого, Т. Турдисва. L. Bruwicr, l\' Da пt.irшc , 
S. Doss, R.D. Drivcr, J.\N. Greeп. S. :\asr, Н.Н. Pitt, G. Ryder , Е. Scl1111ildt. 
Ус.•юв11н сущсст11ова11ия решений задачи Коши 11а ко11сч1ю:v1 отрс:зкс отри­
щ~тс.1ыюй 110.·1уоси 11сс:1едова.~ась в работах Г.А Кю1е11ско1·0, Ю.А. Рябова, 
.J.K. l!alt\ 1'. !Iast.iпgs, Е. Kozakicwicz, J.C. J,ilo , W. Oli\'a. Задача Коти на 
отр1щате:1ыюй полуоси от~юсится к к:1ассу обр11т11ых за.;щч ;1:1я диффере11-
931i1•1ж1111 А.:\1. О пол1ют~ с1н·тt:!\IЫ rx-·1111.'1tИR пшн Ф";1окt.• "'1,Ля .УJ><:ШНt:11и>1 с запа.:ц1.щшшl.'~1 ..lиф-
ф1•1)(·111~11aJ1ьt1i.1t• YJ>atJll('llIOI. l!)f)X_ Т. ·1, t-: :1. (:. 47·1~17~ . 
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11ш1с1ы1ых уравнсний 10 . \fногие обратные задачи сводятся к решению онс­
раторных уравнений. Одной из характерных особе1шостей обратных задач 
~~атематической физики является их некорректность в наиболее естествен­
ных с 'J'O'IKИ зрения 11ри;южсний фу11кциона.:1ьных нространствах. В теории 
унрав;~ения изучается обратная задача восстановJtсния унравлсния в µ,и­
намической системе М.С. Б:1изоруковой, Е.В. Васильевой, М.И. Гусевым, 
А.В. Кряжимсюш, А.Б. Куржанским, В.И. Макси~ювым, Ю.С . Осюювым. 
При решении обратных задач для дифференциальных уравнений 11сно:1ь­
зуются ;1.1етоды теории некорректных задач 11 · 12 · 1 3.Н 
В работе15 некорректная задача нахождения решения неавтоншшого ли­
нейного уравнения с заназдыванием на отрезке отрицательной полуоси за­
;\lеняется нахождением решения онераторного уравнения первого рода в 
гильбертовом нространстве. Для решения но:1уче11ной задачи иснользова:1-
ся мсто.:.1 ре1·уляризац1111 А.Н. Тихонова. Показано, что ;\\Инишп11рующ11й 
э;1е;\1е11т 011редеш1ется реше1ш<~М сиш·уJiярной краевой :шдачи дю1 обыкно­
венных дифференц11а.1ы1ых уравнений. В работе Ю.Ф. Долгого для автG-
1юм1юго линейного уравнения с зю1аз;1ыванисм нредложен мстод нахож­
дения асимптотики для ;\Шнюшзирующего элемента. В настоящей работе 
нро;1олжаются 11сс.1едования, начатые в работах Ю.Ф. Долгого, Е.Н. Пу­
тиловой. Строится асимптотическое рс1·уляризованнос решение дифферен­
циального уравнения с запаздывание;\! на конечном отрезке отрицате:1ыюй 
нолуоси. При построении указанного решения испо:1ьзустся процедура ;\\L'-
тод;~. шагов, па каждом шаге которой решается некорректная задача для 
онсраторного уравнсни.я 11срвого рода. Задача нахождения минимизиру­
юще1·0 э,1сме11та ;\tетода ре1·у;1яр1п~щи11 А.Н. Тихонона сводится к :Jащ1•1с 
нюшждсния ре111ен11я сингулярной краевой задач11 д:1я обык11ове1111ых диф­
ферснц11а.;1ы1ых уравнений. При решении 1юследней за;1ачи используются 
асимптотические ЫС'ТОi\Ы интегрирования обыкновенных ,1иффере1щ11а..•1ь-
10Бухп·йм Л .. '1. Уратн.•1tиt• Во;1ьп•рJ"' и ООрюныс -J<t.,.'tit.'IИ. Нuшх:иGирск: llи.ука, 198:1. 
11 Тихо11ов А.Н .. Арсrнин В.Я. Ыстоды 1х-шr11ш1 нгкоррсктных '3i1дnч. - ~1.: Неlука. 1986. 288 с. 
12 Racиfl R.R., лп~ев Л.Л. llC'кopprктtlhll' ЗН,..'1,R.'111 (' RllJHIOJllШЙ ш1формац11еn. Екатср1111бур1·: УИФ llн-
ука, 1993. 
1 31-lванов В.К .. Ва.<'ИН В.В .. Танана В.П. Теория линЕ"nных некорректных задач 11 ее 11ри.1ожения. М.: 
llavкa, 1978. 
1 -4 .flаврсптьсв ).'1.М. О пгкоторых !l('Коррскт11ых ·1адачкх матс~1ат11чсскоtt фн1ики. llов0<~нбирск: lln-
yкa. 1962. 
1 r·дo.'lг11n 10.Ф., llут11.1ова t::.11. llродо:1жс1111с 11а;щ"1. рt•1uс11ий линrй11u1·одифферt.·шща..1мю1·u урав11(•­
ню1 с запн:t..1.Ь1Ван11ем Ki"K некоррЕ>ктная зRдача , , Д11ффt>ренц. ypf'BHPHIOI. 1993. Т. 29. ~-· 8. С. 1317-1323 
ных уравнений 16 • 17 · 18 . 
Цель работы. Исследование некорректной зада<rи продо:1жения реше­
ний дифференциальных уравнений с занаэдыванис~1 на отрицательную но­
:1уось и ностроение для нес асимнтотичсских ре1·уляризованных решений. 
Методы исследования. В основе работы лежит методы теории обык-
110венных дифференциальных уравнений, дифференциа.лы1ых уравнений с 
запаздывающим аргументом, некорректных задач; ис1юш..зуются результа­
ты функ11иона.лыюго анализа, теории экстремальных задач и асимптоти­
чесюю методы интегрирования обыкновенных диффере1щш1-1ьных уравне­
ний. 
Научная новизна. Основные рсзу.11.таты диссертации: 
1. Предложена итерационная нроцедура решения некорректной задачи 
нродо:1жения решений дифференциальных уравнений с заназдывание~1. 
2. Построены асимнтотические ре1·у:1яризованные решения высок01·0 110-
рядю1 д:1я автономных ;швейных дифферснциа.;1ы1ых уравнений с :шна..з­
;1ывя.1111е~1 на отрицательной полуоси. 
3. Изучено влияние выбора формы стя.билизирующего функциона:1а на 
нре;1ста1111ения асимптотических регуляризованных решений для аrпоном­
ных :шнейных дифференциальных уравнений с заr1аз)\ыва~rие~1. 
4. Построены аеимнтотичсские регу:1яризован11ые решения ;ря неавто-
1ю~111ых 1rинейных дифференциа.·1ьных уря.внений с за11а:здывание~1. 
5. Построены аси~штотические регуляризованные решения д;1я 11опу:1я­
цио111ю!1 ~юдели Хатчинсона. 
Результаты диссертационной работы являются 110выми. 
Техническая и 11рактичсская ценность работы. В 11скоррект11оi1 
задаче 111юдо:1же11ия решений диффсренциа.1ь11ых уря.в11с11ий с за11аздына-
1111с~1 110:1уче11ы удобные д;1я ис110:1ьзова11ия асим11тотичесю1с формулы для 
ре1-уляризова1111ых решений. Рсзу:11,таты работы ~югут быть ис1ю.11;зовнны 
нри восстановлении 11редысторий юшамических 11ро11ессов в ~1атс~1атичс­
ских щщеm1х с последействием. 
Структура и объем работы. Диссертация состоит из вве;1<>ния, трех 
г:1а11 и сниска :нпсратуры. Снстс~tа 11у~~ср1щии утверждений и форму:~ со­
держит два индекса, 11ервый из них - 1ю~1ер г:швы, второй - номер объек­
тн. Общий объем работы состав;1яст 108 страницы маш111ю1шс11ш·о текста. 
н;И.1ы1н А .М. Соr:~асован11е Ж"имптот11Ч{"('КJL"< ра:шожениn реwениА краевых -щдач. t-.1. : Наука. 1989. 
17 Раrю1юрт 11.~1. О ll<'Которых аr11м11тот11•1гск11х :о.t«"'ТОДi\Х в тrории днФ<fх'ре1щналr.11ых ~·pa1111<'11~1n . 
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"Устойчивост1, и колебаню1 нелинейных систем унрав:1е11ия" (Конфере1щни 
Пятницкого) (Москва, 2010); II Меж/\УНRродной школс-сr>минаре "Нелиней­
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Публикации. Основные рс3ультя.ты дисссртя.ции опуб:шкованы в ря.­
ботах ll-17J. 
СОДЕРЖАНИЕ РАБОТЫ 
IЗо ввс;1е111ш дастся общаи характеристика µаботы. нриводится фор~1у­
лировки и описания ос1ювных утвсржцс11ий ;1иссерта~щи, сведении о лип'­
ратурс. от1юсящсйси к истории ря.сс~н1тривасмо1·0 нонроса. 
В первой главе исс:1едустся задя.•1а 11родолжс1ши решений ;шнейных 
я.11то1юм11ых ;.~.11ффсрс1щюыы1ых у1шв11е1шй с за11я:цы11я.111юм 1111 от~нща­
тс;1ьную 11о;~уось. Г:шна состоит 1п 6 1111.раграфон. 
в 11ара1·рнф<· 1.1 11ршюд11тси llOCTRllOHKa "IЯ.Д<\ЧИ д;1я ;11111ейной СИСТС~IЫ 
д11ффсре11циа:11..о11ых ypau11c11иii с зя.11юдьша1111ем 
dx(t) dl = Ax(t) + Bx(t - r), t Е IРГ = (-оо, О], (1) 
гдr х: JR- -+ JR", г >О. А 11 В - 1юстою111ыс ыатр1щы ра:шеря. n х 11. Ня. 
расс~1атривRе~1ую систе~1у 11н.к;1<1.Дыш1етси огря.111р1с1шс det В =1- О. Рсшс1111я 
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задачи Коши для системы (1) на полуоси ( -оо, О] пред:1аr·ается искать с по­
мощью ношаговой процедуры в функциональном r1ространстнс состояний, 
на каждом шаге которой требуется решать уравнения Ихk = Xk+t, k::::; -1. 
Зµ,ссь и .ца.11ее нее инµ,екеы ян.11яются ЦСJIЫМИ числю1и из указанных нро­
межуткон, а линейный н1ю;ше нснрсрьшный онсратор И, .Цt'йстнующий н 
нространстве С= C((-r,O],JR.n)2"1, определяется фор~1у,1ой 
а 
(Иtр)(~Э) = exp(A(r+iЭ))tp(O)+ J exp(A(iЭ-s))Btp(s)ds, ~Э Е [-r,OJ. (2) 
Реа.111зация пошаговой процедуры связана с решение~~ операторного урав­
нения первого рода Их= :р. 
Поставленные задачи являются некорректньши. В настоящей работе 
д.1я их решения испо.1ьзуется ~1ето;~; регуляризации А.Н. Тихонова8 . Тогда, 
исполиуя пошаговую проце,1,уру 
(3) 
где д - допустимая по1·ре111ность, R - регуляр11з11рую111нй оператор 
уравнения Их = i.p в сепарабслыю~1 гильбертовом пространстве Н = 
L2 ([-г,O),JR") х JR" со скалярны~1 нроизвсдением (i.p,1/J) = ·фт(О)~.р(О) + 
f~r ·l)/Г (s)i.p(s) ds, находю1 регуляризованные решения систе~1ы (1) на отри­
цателыюй полуоси. 
В пар111·рафе 1.2 задача нахож;\сния значения рс1·ую1риз11рующс1·0 опе­
ратора сводится к краевой задачt' для обыююнснпых диффсрснциа.;1ы1ых 
уравнений. Для наJшждения зна'1ею1я регуляризирующегu оператора ис­
полЬ3уется метод Лагранжа со стабилюирующим фуню11юн<1.10~1 
о 
!1[х] = x·1(0)Gx(O) + J(x'1.(s)Qx(s) + (x')° 1'(s)Px'(s))ds, х Е Н, 
-r 
г;\с G, Р, Q - сю1метричные по.·юж11п•;1ыю-011рсдслен11ыl' матрицы. При 
тгом значс1111е регуляризирующсго онсратора 011рс;1е:~яется зав11с1шостью 
Х0 = R(i.p, б) = Ха(б.,;)· 
Здсrъ ·цб1с11т х0 Е Н :-.-11н111шп11руст с1·:1аж11вающий функщю11а:1 
M 0 [tp,xj =(Их - ;р,Их - :р) + о!1[х], (4) 
а значение 11яра~1стра регу:~яризflции о > О 011рсi1слнется как значение 
фу11кции о(б, \О) 113 урав11е1111я невязки 
(5) 
Из нсобходи~юго условии минимума функциона.>1а (4) получас~~ систему 
и11тегро-диффере1щиа.1ы1ых уравнений с краевы~1и условиями д;1я нахож­
дення ~1иним11зирующего э.1смеита х0 
(U'Ux)(i9) + o(Qx(i9) - Px"(i9)) = (И'ЧJ)(~9), i9 Е [-r,O), 
(И"Их)(О) + o(Gx(O) + Рх'(О)) = (И'ЧJ){О), х'(-т) =О. 
Здесь сонряжснный 01~сратор и· определяется фор~1улами 
о 
ехр(Атr{ф(О) + ./ exp(Aтs)i,V(s)ds). 
(И'Ф)(~9) = о 
i9 =О, 
(6) 
втехр(-АЧ{~,'1 (0)+ ./ exp(Aтs)i,V (s)ds). !ЭЕ [-т,О). 
{! 
Систему уравнений для юншмпзирующсго э.1емснта можно заменить 
эквива.,1с11т1юй краевой задачей д:1я обыкновенных ,:~.11ффсрс11циа.1ы1ых 
уравнений. 
Утверждение 1 Пустъ det В =f О. Тогда мшт.лt1LЗ11рующий элемент х0 
является 11:омпонентой решеюU! следуюu1ей cucme.лtьt обыкновенных диф­
ференчиалъны:r уравнений 
х' =Ах+ Вх 
с ·r.раевъ~ми ycдomU!M1t 
x'(-r) =О, ~·(-r) +а:Вт(Gх(О) + Рх'(О)) = z(-т), 
!fJ(O) = вт'({О) . х(О) = x(-r) . 
(7) 
(8) 
Здесъ С = в- 1 АВ. фую.:ция z является решением задачи Коши dля си­
стеыы обы1.:ноиитых dифференчиальных уравнений 
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<р Е Н. компонента Ха решеиu.я 1'раевой зада'Ч.u (7), (8) удовлетворяет 
услотtю Ха = И х0 , о маль~й nоложите.льнь~й параметр. 
В нараграфс 1.3 построено н.сюттотическое решение крнсвой зада-
чи (7), (8). 
Теорема 1 Пусть <р Е нrп+l, det в # о и собственные 'Ч.UСЛа матрицъt 
p-l вт В простые. Тогда решение краевой зада'Ч.и (7), (8) опреде.ляется 
асимптотической формулой 
гiJe Т - неособая матрича, приводящая матричу p-I вт В ·к жордано­
вой форме. J = diag(Л 1 , Л2 , ... , Л"), Лk. k = г,n, положите.льные 
ч1tсла, O(o<rп+l)/4; ·, <р) значение линейного неnрерь~вн.ого отображен.ил 
: н111+1 ..... с. 
При докаэатсльстве теоре~1ы описана процедура, позволяющая однозначно 
находить коэффициенты lJ', KJ', Ej'(iJ), DJ', Qj =О, m - 1, j = 1,4. 
В 11араграфс 1.4 исслс;\)'стся вопрос разрсшююсти уравнения невяз­
ки (5). 
Утверждение 2 Пусть <р Е нrп' det в # О, собственные 'Ч.1/С..Ла матрицы 
p-l втв прость~е и Л(<р) #О. Тогда .зависи"мостъ параметра ре1уляриза­
ц1ш от допустимой погрсишости выра::нсастся следующей форлtулой 
где О(б1013 , ·) - непрерывное отобра:жепие : нrn+I ...... JR_+ =(О, +оо), опре­
деле1111т на м1южестве Л(<р) = :р(-г)-В- 1 (<р'(О)-А:р(О)) #О при малых 
поло:нс11те..л·ы1·ы.х зн.а'Ч.е1шях б. 
При ;1оказате.1ьстве утверждения описана процедура, позволяющая одно­
:111а•11ю находить коэффю\иепты ia(<p), а= O,m. 
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Теорема 2 Пустъ :р Е н111 + 1 , det в # О, собственные 'lUCЛa матрuчы 
р- 1 втв простые и д(:р) =fi О. Тогdа зпа-чеиuе регулярuзuрующего опера­
тора определяется асuмптотu-ческой формулой 
2 rn - 1 
+ Т L ехр((б-2/з(о(:р) + (1(:p))e1Jlf4(19 - 19j))DJ + L 152а/зх 
j=l a = l 
1 ( 11) х ( L L SJ(iJ, :р) ехр((б-2/3(о(<р) + (1(:p))e1J 1i-1(iJ - 19j))Dj-
ь+ c=a j=l 
- Туа(19)) + О(б2rn/З: 19, :р), 
гdс Sj(19 , :р) = т Ld+c=b Lilf' I=< iь, (<р) ... iь. (<р) Lid' l=d кf• Ef2 (19)Ef'(O) , 
Ь = 1, т - 1, О(б'113 ; "<р ) - зна-ченuе непрерывпого на мпо:жестве д(<р) =fi 
о отобра:>кеиuя : нrn+l ---+ С, определенного nptt малых 1!0ЛО:>/СUтnе.лъ­
ных б. 
При ;\Qказательстве теоре~1ы описана проr1е;1ура, позволяющая однозначно 
находить коэфф~щиенты (а(:Р), Ej(iJ) , IVja , /а(<;?), а= О , т - 1, j = 1,4. 
Для удобства чис.1енноrо ~ю,1е.1ирования (11) вводится оператор 
Ri : Н2 ---+ н, опредсляе~\ЫЙ фор~1улаш1 
Ri(<p)(iJ) = в- 1 (<р1 (19) - A:p(iJ)), 19 Е [-r,O), 
R1(:P)(O) = <р(-т) , 
11 операторы Rrn: H"'+l---+ Н , оrrрсд('ляс~1ыс фор~1улами 
R,п(:р,б)(д) = в- 1 (;р1 (19) - А:р(19))+ 
2 т-1 
+ тЕ ехр((б-2/З(n (:Р) + (1(:P))ej J1 f119)DJ + L 152af3x 
j=l a=l 
х ( L tsj(O,:p) ехр((б-213 (n(:р) + (1(:p))e1J 111 (19- 19j))D'j-
ь+c~a j=l 
-Ty0 (iJ)), /JE[-r, O], m2:2. 
(12) 
(13} 
К<1ждый и1 IШ(',:l.('JllLЫX 011ср11то1юu t·одсржнт кorrP.'LLIOC чш :;ю '111crrou ас11~111-
топr'lсского раз:юж('rrl\Я ·шачсrшя ре1)·;1ярю11рующсго 011сратора R(.p, б) 
по б213 . 
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Теорема 3 Пустъ det В =f О и собстве1тые 'Числа матрицъt р- 1 вт В про­
стые. То~да для уравнения Их = r.p па множестве Л(r.р) =f О, r.p Е нт+ 1 , 
оператор R.,", т ~ 1, является регуляризиру10щим. 
В параграфе 1.5 строится регуляризuва11нос реше11ие на конечном от­
резке отрицательной 1ю:~уоси с 1юмощью с11ециальной 1юследовательности 
функций 
'Pk(19) = в- 1 ('Рk+ 1 (19) - Ar.pk+1(19)), k = -N, -1, 
'Ра(19) = r.p(19), 19 Е [-r, О], 
где r.p Е нN+m+ 1 , N ~ 2. Используя эту последовательность, определим 
новые последовательности 
xi(19,r.p)=R1('Pн1)(19), k=-N,-1, 19E[-r,O], 
xj."(19,r.p,д) = R.n('Pk+i,д)(19), k = -N, -1, 19 Е [-r,OJ. 
Введем функции х1 (·,<р), х"'(-,r.р,д) Е Ht-, с по~ющыо форму.1 x1(t,r.p) 
xi(t-kr, r.p), x"'(t, <р, д) = xi."(t-kr, r.p, д), t Е ((k- l)r, kr], k = -N + 1, -1, 
x1(t, r.p) = xl(t- kr, r.p), x"'(t, <р, д) = xA,"(t - kr, <р, д), t Е [Г, -Nr]. Здесь N 
равняется целой части числа IГ l/r. 
Теорема 4 Пустъ det В =1 О и собствешtые 'Числа матричы р- 1 вт В про­
стые. Тогда в задаче построения решений системы (1) ни отрезке [t-, -r] 
iJля па:ч.а.11ъпЪtХ функцu.й из м11о:жестаа {r.p: Л(r.pk) =f О, k = -N + 1, -1, 
r.p Е нN+т+\} отобра:J1се11ия нN+m+I --+ Hi-' опреiJеляемые формулами 
r.p-+ :с 1 (-, r.p) tt r.p-+ х"'(-, r.p, д) являются регуляризирующими. ЗiJесъ целая 
чист·ь числа lt-1/r равняется N. 
Фуню1ш1 х 1 (" r.p) Е Ht- и х"'(-, <р, д) Е Ht- будем называть асимптuтиче­
скюш регу.1яризuванными решению111 с11сте~1ы (1) на отрезке [Г, -г]. 
В параграфе 1.6 д"1я нахож,r~ения 3начения регу.1яриз11рующегu опера­
тор<1 11р11мснястся разработанный алгоритм нахождения регуляризов<1нных 
ре111ею1й на отµ1щатсльной rю:rуоси с 1н:1ю:1ь:ювание~1 с:таб11;ш:шµующ<~1·0 
фу11ю111ош~.;щ следующего ни;щ 
о 
Щ1:] = 1· 1 (-r)G1x(-r) + хт(О)G2х(О) + J (.~·т (s)Qx(s) + (x')т(s)Px'(s))cfs, 
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х Е Н = IR" х L2((-r,O),IR") х IR", где С2_1, G2, Р, Q - с11м~1етрич­
ные положите.1ьно определенные матрицы, Н - сепарабельное ги.1ьбер­
тово пространство со скалярным произве,1снисм ( <р, -ф) = ф т (-r )<p(-r) + 
фт(О)<р(О) + f~r ФT(s)<p(s) ds. 
Вторая глава диссертации, состоящая иэ 5 параграфов, пос11ющ·11а ис­
следоианию задачи продолжения решений линейных неавтоно:мных диф­
ференциальных уравнений с запаздыванием на отрицательную по.1уось. 
В параграфе 2.1 дана фор~1улировка задачи, которой посвящена гла­
ва 2. Рассыатривается линейная систе~~а дифференциальных уравнений с 
запаз11ывание~1 
dx(t) ~ = A(t)x(t) + B(t)x(t- r), t Е (-оо,О], (11) 
где х: (-оо, О] -+ IR", r > О, А и В - непрерывные ~1атрич11означныс 
функции на (-оо,О], detB(t) =/=О при t Е (-оо,О]. 
Решение ноставлсшюй задачи осложняется нсавтономностью систе­
мы (14). При се решении иснользуются асимптотические ~tетоды интсгри­
ров:шия диффсренцю1JJЫJЫХ уравнений '~ нере~1енньш11 коэффиц11с11таш1. 
По а11а.1опш с :методикой rшшы 1 рн.ссматриnается 1101ш1гшш.я проце­
дура и задача нахождения решения на отрицательной по,1уоси сnодится к 
некорректной. В параграфе 2.2 д.1я решения последней задачи 11с110:1ьзуст­
ся метод А.Н. Тихонова со стабилюирующнм функционалом 
о 
Щх] = хт(О)Gх(О) + f <xт(s)Q(s)x(s) + (x')т(s)P(s)x'(s)) ds, (15) 
х Е Н, где G, P(s), Q(s) (s Е [-г,О]) - симметричные положительно 
опредс.1енныс матр1щы, матричнозначные функции Р и Q нспрерыины. 
Значение рсгуляризирующего оператора опре11е.1ястея так же как в 
ш1µа~·rжФ<' 1.2, как элРмснт миню11п11µующий сг:1ажинающ11й функцио­
шu1(4),а11я.рюютр рсгупяризации иыбирастrя 1ю допустююй по1·рр1111юrти 
сш·:~асно урашюнию невязки (5). Получена система уравнений ;1.;1я нахож­
дения ~IИll!!Мl!ЗИрующего элеЫРllПI 
(Иk+iИA-+1x)(i9) + a(Q(i9)x(i9) - (Р(1Э)х'(~9))') = 
= Щ;+ 1xk+i)(i9), i9 Е [-r, О), 
(UA:+,Иk+1x)(O) + a(Gx(O) - Р(О)х'(О)) = 
= (Иk+JXk+i)(O), k::::; -1, x'(-r) =О. 
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(16) 
Здес1> u;+I (k ~ -1) - сопряженный оператор, 011реJ\С.1ЯСМЫЙ фор~1улю1и 
Щ;+i ·i!i )( 19 ) = {(~+1'Ф)(-т) , ' 19 =О , 
Bk+1(19)(Vk+11P)(i9), iJ Е [-т,О). 
где (Vk+!'Ф)(i9) = 1Vk-+1{(-0)(Wf'+ 1 (0)ф(O) + J; W~г+ 1 (s)'Ф(s) ds), i9 Е [-т, О). 
Утверждение З Пусть А, Q неnрерьtвнwе, а В и Р 11епрерwвно 
дифференцируе.лt'Ьlе матри-чноз11а-ч11'Ьtе функции на (-оо , О] и [-r, О] соот­
ветстве11110, det В( t) i' О при t Е ( -оо , О] . Тогда минимизиру1ощий эле­
меит Xka (k ~ -1) яв.л.нется J.:омпоне11той решения следующей с11стем·ы 
обыкновенных диффере1щиалыtых уравнений 
xl = p-1(-0)(Q(19)xk - Р'(19)х~) + a - lp- 1(19)(1/!k - Zk(19)), 
·фk = (в;J 1 (19)(Bk+1(19)-Ak+ 1(19)Bk+1('!9))) т 'l/Jk - B~~ 1 ({J)x.k, (17) 
х.~ = Ak+1(i9)xk + Bk+1(-0)xk 
с краевыми ус.ловиями 
х~(-т)=О, 
Xk(O) = Хk(-т). 
Здесь фуикция Zk яв.л.нется решением зада-чи Коши для системы обьа,;-110-
вснных дифференциа.лъных уравшний 
zk = (Bk'} 1 (i9)(Щн(i9) - Аkн(19)Вk+1(19)))т Zk - BJн(i9)xk+1('!9), 
zk(O) = Bl+ 1(0)xk+1(0), 
и)е Ак+1С~9) = A((k+l)т+19), 19 Е [-т,О], компт1ента Xkn решения краевой 
зада'!.u (17), (18) удrюлстворяет условшо Xka = Иk+1Xk<» k ~ -1, хо= 'РЕ 
н ' Q AtaЛ'Ьl1l 1!0ЛОJIС!LТ1tельный napa.~tcmp. 
В 1щжграфс 2.3 1н'1111tстся крRСвая :ыдачl\ (17), (18) ври k = -1 . Пс­
рехо,1я к nере~1с1шы~1 : х 1 = х, Х2 = а 1 !·1 х1 , х3 = а 1 12 х", х4 = а~i'1 :г 111 , 
nо:1ученную краевую ·3а;~;ачу сводим к ви;~;,у 
dX . ! ! -d19 = (н - 1 1 1 A(i9) + Ao(i9) + а1 4 R(iJ. а))Х + а-1 4Ф(~9), 
(19) 
В1(а)Х(О) + В2(а)Х(-т) = Ь. 
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Теорема 5 Пусть :р Е Н2 , detBo(19) #О, 19 Е [-r,Oj, собственные 'Числа 
матрицы p- 1(19)B;f (19)Bo(19) (19 Е [-r, О]) · простъ~е и А0 непрерыrmо 
дифферс1щируемая, Во, Р, Q - два:жды непрерывно дифференцируемые 
матри'Ч11оз11а'Чи·ые фун.кции иа [-r, Oj. Тогда компон.ен.ты решеиия краевой 
зада'Чtt (19) определяются асtt.11штоти•1сскими формула.ми 
Х5 (19,:р,а:) = §(19,а:,s)Л{:р)+ 
+ t5s1B01(19)(:p'(iJ) - Ао(19):р(19)) + О(а: 114 ; IЭ, :р), 
(20) 
где §( 19, а, s) J2/2 S(19)Jci•-l)/4 (19)Гo(19) I:~=l е;- 2 х 
х ехр(а:- 1 1 1 е1 J: J~ 14(т) dт)Г0 1 (0)S- 1 (0), s = 1,4, {} Е [-r, Oj, д(:р) 
:p(-r) - B01(0)(ip'(O) -Ао(О):р(О)). 
При дока.'!атс;1ьстве тсоре~1ы введены обозначения: Лk(19), k = г.n, 
собственные чис:~а матрицы p- 1 (tJ)Bт(19)B(19) (19 Е [-т,О]). с ~·чсто~1 их 
кратности; е1 = е, е2 = е, ез = -е, е,, = -е, е = (1 + i)/J2. То­
гда жорд1111ова фор~1а ~штрицы p-1({})B;f ( 19)В0 (1Э) (iJ Е [-r, О]) IШСМ' вид 
Jo( 19) = diag ( Л1 (fJ), ... , Лk( iJ)), матрица S(IЭ) - 11р11водит се к жорд1нювой 
форме. 
i! 
Гo(t9)=diag(11(iJ),12(iJ), ... ,/11 (t9)), /m(iJ)=exp(- J 8,,,(s)cls). 
-r 
1 п 11 
- 4 2:::: 2:::: s;;,~({})aJk(19)sk,,.(iJ), т = Г,ТТ, 
k=I 1=1 
S(iJ) = lls;J(iJ)ll~. s- 1(19) = lls~ 1 ({})lli', Aз(iJ) = lla,J(O)lli'· 
A3 (iJ) = -Р- 1 (О)ВJ'(~Э)(А0(1ЭЩ)~т(О)- в0 п' (i9))P(i9)-P- 1(tJ)A(1))P(O)+ 
+ 3Р- 1 (0)Р'(О), А(О) = (В0 1 (0)(В~(О) - А0(~9)В0 (0)))т, О Е [-1·, О]. 
В парагр<~фе 2.4 исс,1едуется вопрос разрешимости уравнения невюки. 
Утверждение 4 Пусть выполиены условия теоре.лtы 5 и д(:р) #- О. То­
гда :истси.мость параметра рсгуляри:ичии от donycm1Lмoй n.о<ре1ш1ости 
вытхи1rостсх следующей rfюрму,шй 
(21) 
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где 1(ip) = J2/4Лт(ip)S-п(o)J~l1(o)s- 1 (o)Л(ip), О(б1013 ,·) н.епрерыв-
н.ое отобра.жение : Н2 -+ R+ = (О, +оо), опреdелен.н.ое н.а .~то:нсестве 
Л(~р) '/-О при .мал·ых поло:нсите.льнwх знпчени.н:r б. 
Теорема 6 Пуст·ь въ~полненьt услови.я утвер:нсдени.н 4. Тоёdа зна'Ч.ения 
регуляризирующего оператора для ypaвiie1шJ1 И0х = '{J на .мно:нсестве D = 
{ r.p: Л( '{J) '/- О, '{J Е Н2 } определяютсJ! асимптотическими фор.л.tулами 
R(r.p, б)(~9) =§(В, if?, б)Л('Р) + B01(i9)('{J'(t9) - A0 (t9):p(i9))+ 
+ 0(6213 ; 19, ip), i9 Е (-r, О], 
(22) 
где §('19, <р, б) = J2/2 S(i9)Гo(i9) L~=I ej 1 ехр(а- 1 !4 (б, '{J)eJ f0.i J~ 1\т) dт) х 
хГ0 1 (0)S- 1 (0), i9 Е (-r, О]. 0(6213 ; ·, :р) значение непрерывного отоб­
раж:ения : D ->С, определеююго при малых поло:нситпе.льиых б. 
)~ля численного модслиµонания (22) внедсм оператор: R1: D-> Н, опр<~ 
ДСJIЯСМЫЙ формула~!И 
и оператор R2 : D -+ Н, опрсдсляс~1ый формулюш 
2 .i 
S(i9, :р, б) = ~ S(О)Го(О) 2:>;1 ехр (::i- 11-1(6, 'P)ej f J~/·l(т) dт) х 
J = I О 
хГ() 1 (О)s- 1 (0), i9 Е (-r, О], ii(б, 'Р) = 1-4!3 (~р)б813 . 
Теорема 7 Пусть вът.олнены условuJ! теоре..мы б. Тогда для уравн.ения 
U0 x = :р операторы R1 : D -> Н н R2 : D -+ Н являются регулярнзирую­
щил~и. 
в llf!.]Jf!.Гpя.фc 2.Б СТ]JОЯТ('Я f!.CИ:l<l!ITO'Пf'IPCКl1P регу:1яри~юшш11ые реше11ия 
системы (14) на конечном отре·1ке отрющте.1ьной по:1уоси. 
В третьей главе ш·с.1едуется ·щ.::щ•~а продо.1жен11я решений уравнения 
Хат•1ш1со11а на отр1щатс:1ь11ую по.1уоеь. Глава состоит из 4 параграфов. 
\(; 
13 nара1·рафс 3.1 nроизводится 11остановка задачи для nоnуляцио111юй 
модели Хат•11111сона , оnисываемой дифференциальным уранне11ие~1 с зн11аз­
дынанисм19,2О,21 
d~;t) = т(l - ~N(t - h))N(t), t Е JR, (23) 
r-де N: JR--> JR+ ={О, +оо) - численность nоnу.1яции, т - ~н1.11ьтузшшскиn 
коэфф111ще11т линейного роста, k - емкость среды 0611та1111я, /1 - 1юзраст 
rю,1овоr·о созр<>ва1шя. 
Пре;1rюлаrdстся известной инфор~rация о численности 11011у!lя11и11 11а 
11ро~1сжуткс вре~1ени (t0 - h, to\ . В дальнейше~1, без 01·ра1rичс1111я общно­
сти, буде~~ 1ю:1нr·ать, •1то to =О. Численность nоnу:rяшш на отре3кс (-h, О\ 
онредс:rястся 11шюжитслыюй функцией r,p, нринад,1ежащсй cc11ap<Uic:rыю­
~1y п1;1ьбсртову 11ространству Н = L2\-h, О) х JR со ска.11яр11ьш 11роювсдс-
111н~1'1 (.р, ·l,i>) = W(O)r,p(Q) + f~11 ф(s)r,p(s)ds. Ilpи вoccтa1101!.' ICllИll ч1н :.н •11110сти 
иcrюm,:iyc~1 метод шагов в сторо11у убывания времени. Тог;(а :1:1я ннхож­
дсr1ия фуню111й Xrn(iЭ) = N(mh + ~Э), ~Э Е [-h,O], т ~ -1. имеем систс~1у 
уравнений 
U(xrn) = Хт+f , т ~ -1, Хо= r,p, 
где orrepaтop И: Н --> Н определяется фор~1улой 
ii 
И(х)(-д) = ехр (т(h + ~Э) - i J x(s) ds )х(О) , ~Э Е [-h, U\ . 
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(24) 
Таки~1 образом, восстанов.1ен11е численности nоnулящш связано с реше­
ние~·! некорµектной за1\ачи 
И(х) = r,p. 
13 11ара1·1жфс 3.2 11р11 решении 1юстав.1енной некорректной 111днч11 11с-
11ользусм ~1стод рс1·у:1яриз1щ1111 А .Н . Тихонова. Выбираем стаб11:111·111рую­
щ11й фу11кц11011а.'I с;1с~·ющс1·0 видн 
о 
П[х\ = Gx2(0) + J(Qx2(s) + P(x') 2(s))ds, х Е ~Щ[-/1 . О\ . 
- 11 
1 9 11111«l1iшюн <: .1-:. Cirп1lnr 1·a.ч11nl ~ys11·111~ iн <'t:olog,y ;·!. Анн . :'l.Y. Лс:шt . S«i . НИХ.\~. !'111 . r. 221-21(1 
10 1\0;11't'Clli Л.10 .. 1\ол1'С·щt 10.( • P1 ·11ttкt '"'1t1101111ы1• кo:11.fiНJtИ)f н ~1ан•мnтич1"·кюс ~1О;t1 •;1мх "tKo. 1111 ·1111 
Тр. t.li1T. И11·Та В . Л . Стс·к .1011а . шч: 1 . т. нщ. (' . 12:~ . 
<ll Х ·к:1:ар;1 () , к~р111юн 11 .. В·,щ 11 . Tt.'Oflll~ н 11рн :10жt.·11ш1 Gифуркrщ1111 poж:tt.'IНl!ol HllK .'Щ . ~1 : ~111р, 
1%.",, 
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где G, Р, Q - 1юложитслы1ые числа, х' - производная функции х. 
Из необходимого условия миниму~~а сглаживающего функциона.-ш 110-
лучаем систему уравнений для нахождения минимизирующего элемента 
(U~*(x)U(x))('l'J) + a(Qx('l'J) - Px"('l'J)) = 
= (U~*(x)'P)('l'J), 1'J Е [-h,O), (25) 
(U~*(x)U(x))(O) + a(Gx(O) + Рх'(О)) = (u;•(x)'P)(O), x'(-h) =О. 
Здесь производная Гато оперRтора И в точке х определяется формулой 
д d 
(И;(x)y)('l'J) = ехр (r(h + 'l'J) - i j x(s) ds) (у(О) - ix(O) j y(s) ds), 
-h -h 
fJ Е [-h,O], 
сопряженный оператор и;·(х) опреде,1яется формулами 
{
(V(x)y)(-h), 1'J =О, 
(u;·(x)y)(iJ) = - ix(O)(V(x)y)('l'J), 1'J Е [-h,O). 
где (V(x)y)('l'J) exp(rh - (r/k) J~h x(s) ds)(y(O) + J: exp(rs 
(r/k) J; x(s1 ) ds1)y(s) ds), О Е [-h,O). 
Утверждение 5 Возмож:нъtй .мини.м.изирующий эле.м.ент Ха является 
компонентой решения сл.едующей системы обыкновенных дифферен.и,и­
алъных уравнений 
х" = p- 1Qx + а- 1 p-'w, ·1i/ = ix(x - 'Р(О)), 
с краевьt.м:u условия..лш 
1 ( 1 х = r 1 - -х)х k 
r , 
x'(-h) =О, 1f;(-h) - akx(O)(Gx(O) + Рх (О))= О, 
1/(О) + i,/'(O) =О, х(О) = x(-Ji), 
(26) 
(27) 
где 'РЕ Н, компонента. Ха решения ·краевой за.да.'Чu (26), (27) удовлетво­
ряет усл.овию Ха = И(ха), а малый полож:ителъный пара.лtетр. 
Вводя перс~1с1шые, с 1ю~ющью фор~1у:1 х 1 = х. х2 = а 1 14 х', х3 = а 1 12х". 
х,, = а314х111 , 11 вектор Х = llxjll'/, получаем систему дифференциальных 
уравнений 
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где А( 19) = ll-бi1r2rp2 (19)/(k2 Р) , oil, Oj2, О;з111 , ФТ ( 19) = (О, О , О , r rp( 19)(rrp( 19)-
rp'( 19) )/(kP) ). ФJ(19 , а, Х) = (О, О , О , (2(rrp(19)(1 - (1/k) х1) - :р'(19))(Рх .1 -
al/2Qx2))/( (rp2(19) + ( 4k/т) (a:l /4 Рх1 - аз/1Qх2) )1 /2 + rp(19)) + a:l /1(Q / Р)хз + 
(2т/Р)(Рх4 - a 112Qx2)(1- (1/k)x 1)), 19 Е [-h,O]. 
Теорема 8 Пусть 'Р Е w;,[-h,O] . Тогда комnоненmЬI. решения краевой 
задачи (28) , (27) определяются асимnтотичес11:и.лш формулами 
k( ip'(19)) х.(19,:р,а)=§.(19,а,ср)д(rр)+о.1-;: т- :р(д) + (29) 
+ О(а 1 11 ; 19, :р), s = 1,4, 
где. §5(19,а , <р) = (\1'2/2)I:~= l eГ2 exp(a- 1l4 ejJoi.1>.(r)dт)>.•- 1 (19), ~Э Е 
[-h,O] , д(<р) = rp(-h) - (k/т) (т - rp'(O)/rp(O)), >.(19) = (rrp(19)/(kVP)) 112 . 
е 1 = ё, е2 = е, ез = -ё , е1 = -е, е = (1 + i)/J2. 
Ис110.1ьзуя фор~1улу (29) , нахо;1ю1 шшшшзирующий элемент 
k( :р'(19)) х0 (19) = х1(19,а) = §1(19,a,rp)д(rp) +-;: т- :p(J) , 19 Е [-h, Oj, 
r,1c §1(19, а , rp) = ( \1'2/ 2) I:~=l ej 1 ехр(а- 1 14 е1 fо.э Л(т) dт) , ~Э Е [-h, Oj . 
В 11аµа1'µафс 3.3 находится :jависююсть 1шµа~1РТра рсrуляр111;щю1 от ;to-
Пj'<"rшon 11огµе111ности . При д(:р) # О ура1шс1111е 11свя·iки (.j) ~шест сди11-
стнс1111ос 11с11рсрыв11uе ре111сн 11с 11р11 ~1;.~..1ых положитс:1ь11ых о , uпрсJ1сш1смос 
фор~1у;юй 
а(о, rp) = "-1/З(rр)о8/3 + О(бlО/3, :р), 
r,1e l'('P) = J2д2(:p)JrP3/2 :p (O)/k. 
(30) 
Теорема 9 Знсtче~ше регуляри.трующего оператора ал.я .l/JXUiltCHUЯ 
И(х) = <р нп .лшо.,"·естае D = {<р : д(<р) # О ,<р Е 1-v;,[-!1,0]} 011pr.u1: ·LJ1пn­
cя пси.wптотической фор.лtулой 
k( :р'(д)) •з R(rp, б)(~Э) = §(~Э , о , .р)д(rр) +-;: r - :p(-i?) + О(о-1 ; д, ;р), fJ Е [-h . Oj . 
где §('!?,о, ;р) ( \1'2/2) L~=l ej 1 ехр(о- 21з" 1 1:1 (;р)(1 + 
O(o213,.p))e1 J: Л(т)dт). fJ Е [-h.O] . 
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Для численного ыоделирования R(r.p, о) введем 011ератор R1: и1;,,-+ Н, 
011ределяемый фор~1ула.\1и 
{) Е [-h, О), Ri(r.p)(O) = r.p(-h), 
и оператор R2: w;, -+ Н, онределяемый формулами 
{) 
R2(r.p,o)({)) = v;tej1 exp (7 113(r.p)o-2l 3ej j Л(т)dт)Л(r.р)+ 
;=l о 
+ Ri(r.p)({)), {}[-h,O), R2(r.p,o)(O) = R2(r.p,o)(-O). 
Теорема 10 Пусть выпол11е11ы условия теоремы 9. Тогда для уравнения 
Их = r.p операторы Ri: D --> Н и R2: D --> Н являются регуляризuрую­
щuми. 
13 параграфе 3.4 строится асюштотика регу,1яризованых решений на 
конечном отрезке отрицатет,ной полуоси. 
Расс~ютреrю 11римене1111е разработанной ~1етодики на основе статисти­
ческих данных измене1111я числе11ности :юсей в IЗологодской области с 1999 
по 2007 r·оды. Решена Заi\ача идентификации для моде,111 Хат'шнсо11а и 
задача восстанов.:ю11ия 11рсдыстории численности по11у"1яции на отрезке 
[1999, 2004]. Проведено сравнение рсзу:1ьтатов восстановления чис:1сшюсти 
11011уляции 110 11рсд;южешюй Мt-'тодике со статисТИ'tсскищ1 данньши. 
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