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Abstract
Next-generation wireless deployments are characterized by being dense and uncoordinated,
which often leads to inefficient use of resources and poor performance. To solve this, we envi-
sion the utilization of completely decentralized mechanisms to enable Spatial Reuse (SR). In
particular, we focus on dynamic channel selection and Transmission Power Control (TPC).
We rely on Reinforcement Learning (RL), and more specifically on Multi-Armed Bandits
(MABs), to allow networks to learn their best configuration. In this work, we study the
exploration-exploitation trade-off by means of the ε-greedy, EXP3, UCB and Thompson
sampling action-selection, and compare their performance. In addition, we study the impli-
cations of selecting actions simultaneously in an adversarial setting (i.e., concurrently), and
compare it with a sequential approach. Our results show that optimal proportional fairness
can be achieved, even when no information about neighboring networks is available to the
learners and Wireless Networks (WNs) operate selfishly. However, there is high temporal
variability in the throughput experienced by the individual networks, especially for ε-greedy
and EXP3. These strategies, contrary to UCB and Thompson sampling, base their operation
on the absolute experienced reward, rather than on its distribution. We identify the cause
of this variability to be the adversarial setting of our setup in which the set of most played
actions provide intermittent good/poor performance depending on the neighboring decisions.
We also show that learning sequentially, even if using a selfish strategy, contributes to mini-
mize this variability. The sequential approach is therefore shown to effectively deal with the
challenges posed by the adversarial settings that are typically found in decentralized WNs.
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1. Introduction
Due to the growing popularity of wireless deployments, especially the ones based on
the IEEE 802.11 standard (i.e., Wi-Fi), it is very common to find independent overlapping
Wireless Networks (WNs) sharing the same channel resources. The decentralized nature
of such kind of deployments leads to a significant lack of organization and/or agreement
on sharing policies. As a result, resources are typically used inefficiently. An illustrative
example of this can be found in [1], where the authors show that the power level used by
wireless devices is typically set, by default, to the maximum, regardless of the distance
between communicating nodes, and the channel occupancy. Consequently, increasing the
capacity of such networks has become very challenging.
Wireless networks operate in three main domains: time, frequency and space. While the
first two have been largely exploited, the spatial domain still shows plenty of room for im-
provement. According to [2], Spatial Reuse (SR) can be addressed by means of Transmission
Power Control (TPC), Carrier Sense Threshold (CST) adjustment, rate adaptation (related
to power control), and directional transmissions. In addition, interference cancellation can
play a key role on spectral efficiency optimization [3]. On one side, TPC and CST adjustment
aim at increasing spectral efficiency omnidirectionally. On the other hand, beamforming is
meant for directional transmissions. Both beamforming and interference cancellation can be
categorized as multiple antenna strategies. While the former allows to reduce the interference
levels, the second one is useful to perform multiple simultaneous transmissions.
In this work, we focus on Dynamic Channel Allocation (DCA) and TPC to address the
decentralized SR problem. A proper frequency planning allows to reduce the interference
between wireless devices, and tuning the transmit power adds an extra level of SR that can
result in improved throughput and fairness. The application of TPC and DCA is particularly
challenging by itself. The interactions among devices depend on many features (such as
position, environment or transmit power) and are hard to derive. Including beamforming
and/or interference cancellation techniques [4], on the other hand, requires first a clear
understanding of TCP and DCA performance alone, and is therefore left as future work.
Motivated by these challenges, we focus attention on Reinforcement Learning (RL), which
has recently emerged as a very popular method to solve many well-known problems in wireless
communications. RL allows to reduce the complexity generated in wireless environments by
finding practical solutions. By applying RL, optimal (or near-to-optimal) solutions can be
obtained without having a full understanding on the problem in advance. So, one of the main
goals of this paper is to show its feasibility for the decentralized SR problem. Some RL-based
applications can be found for packet routing [5], Access Point (AP) selection [6, 7], optimal
rate sampling [8], or energy harvesting in heterogeneous networks [9]. All these applications
make use of online learning, where a learner (or agent) obtains data periodically and uses
it to predict future good-performing actions. Online learning is particularly useful to cope
with complex and dynamic environments. This background encourages us to approach a
solution for the decentralized SR problem in WNs through online learning techniques.
From the family of online algorithms, we are interested on analyzing the performance of
Multi-Armed Bandits (MABs) [10] when applied to WNs. The MAB model is well-known
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in the online learning literature for solving resource allocation problems. In MABs, a given
agent seeks to learn a hidden reward distribution while maximizing the gains. This is known
as the exploration-exploitation trade-off. Exploitation is meant to maximize the long-term
reward given the current estimate, and exploration aims to improve the estimate. Unlike
classical RL, MABs do not consider states1 in general, which can be hard to define for the
decentralized SR problem presented in this work. On the one hand, spatial interference
cannot be binary treated, thus leading to complex interactions among nodes. On the other
hand, the adversarial setting unleashed by decentralized deployments increases the system
complexity. Therefore, the obtained reward does not only depends on the actions taken by
a given node, but also on the adversaries behavior.
This article extends our previous results presented in [11]. Here we generalize the contri-
butions done by implementing several action-selection strategies to find the best combination
of frequency channel and transmit power in WNs. These strategies are applied to the decen-
tralized SR problem, where independent WNs learn selfishly, based on their own experienced
performance. On the one hand, we evaluate the impact of varying parameters intrinsic to
the proposed algorithms on the resulting throughput and fairness. In addition, we analyze
the effects of learning selfishly, and shed light on the future of decentralized approaches. No-
tably, we observe that even though players act selfishly, some of the algorithms learn to play
actions that enhance the overall performance, some times at the cost of high temporal vari-
ability. Considering selfish WNs and still obtaining collaborative behaviors is appealing to
typical chaotic and dynamic deployments. Finally, the adversarial setting in WNs is studied
under two learning implementations: namely concurrent and sequential. Both procedures
rule the operation followed by learners (based on the proposed action-selection strategies).
In particular, WNs select an action at the same time for the concurrent approach. In con-
trast, an ordered action-selection procedure is followed for the sequential case. We study
the performance of the aforementioned techniques in terms of convergence speed, average
throughput and variability. The main contributions of this work are summarized below:
• We devise the feasibility of applying MAB algorithms as defined in the online learning
literature to solve the resource allocation problem in WNs.
• We study the impact of different parameters intrinsic to the action-selection strategies
considered (e.g., exploration coefficients, learning rates) on network performance. In
addition, we analyze the implications derived from the application of different learning
procedures, referred to as concurrent and sequential, which rule the moment at which
WNs act.
• We show the impact of learning concurrently and sequentially. In particular, the former
leads to a high throughput variability experienced by WNs, which is significantly re-
1A state refers to a particular situation experienced by a given agent, which is defined by a set of
conditions. By having an accurate knowledge of its current situation, an agent can define state-specific
strategies that maximize its profits.
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duced by the sequential approach. Accordingly, we envision the utilization of sequential
approaches to achieve decentralized learning in adversarial wireless networks.
• Finally, we show that there are algorithms that learn to play collaborative actions even
though the WNs act selfishly, which is appealing to practical application in chaotic and
dynamic environments. In addition, we shed light on the root causes of this phenomena.
The remaining of this document is structured as follows: Section 2 outlines relevant
related work. Section 3 introduces the proposed learning algorithms and their practical
implementation for the resource allocation problem in WNs. Then, Section 4 presents the
simulation scenarios and the considerations taken into account. The simulation results are
later presented in Section 5. Finally, Section 6 provides the final remarks.
2. Related Work
Decentralized SR has been considerably studied by the wireless research community. The
authors in [12] propose using relay nodes to re-transmit packets lost as a result of a collision.
The relay node is able to decode different signals from the environment and to detect if
a collision took place. Then, with the aim of improving the re-transmissions operation,
it benefits from the current transmission to forward the decoded packets to their original
destinations. Although this method shows performance improvements in dense scenarios
where collisions are very likely to occur, its effectiveness is subject to the network topology.
Regarding directional transmissions, the authors in [13] propose two novel access schemes
to allow multiple simultaneous transmissions. In particular, nodes’ activity information is
sensed, which, together with antenna’s directionality information, allows to build a new set
of channel access rules.
Despite approaches based on directional transmissions and interference cancellation are
very powerful and allow to significantly increase SR, they strongly rely on having multiple
antennas. Such a requirement is not mandatory for the SR operation based on TPC and CST
adjustment. In this work, we focus on the former because tuning the transmit power has
a direct impact on the generated interference. This allows to purely study the interactions
that occur among nodes implementing decentralized SR. Moreover, we consider DCA to be
combined with TPC, so that further potential gains can be achieved.
DCA has been extensively studied from the centralized perspective, especially through
techniques based on graph coloring [14, 15]. Despite these kind of approaches allow to effec-
tively reduce the interference between WNs, a certain degree of communication is required.
Regarding decentralized methods, the authors in [16] propose a very simple approach in
which each AP maintains an interference map of their neighbors, so that channel assignment
is done through interference minimization. Unfortunately, the interactions among APs in the
decentralized setting are not studied. Separately, [17] proposes two decentralized approaches
that rely on the interference measured at both APs and stations (STAs) to calculate the
best frequency channels for dynamic channel allocation. To do so, a WN, in addition to the
interference sensed by its associated devices, considers other metrics such as the amount of
traffic, so that some coordination is required at the neighbor level (e.g., periodic reporting).
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The authors in [18] show that the decentralized DCA problem is NP-hard. In addition,
they propose a distributed algorithm whereby APs select the best channel according to the
observed traffic information (i.e., channel sensing is considered).
In this work we aim to extend the approach in [18] in two ways. First, we aim to provide a
flexible solution based on the performance achieved by a given WN. Second, we aim to tackle
the spatial domain through TPC, which has been shown to provide large improvements in
wireless networks [19]. However, dealing with the spatial dimension leads to unpredictable
interactions in terms of interference. Such a complexity is illustrated in [20], which performs
power control and rate adaptation in subgroups of Wireless Local Area Networks (WLANs).
The creation of clusters allows defining independent power levels between devices in the
same group, which are useful to avoid asymmetric links. However, to represent all the
possible combinations, graphs can become very large, especially in high-density deployments.
When it comes to decentralized mechanisms, we find the work in [21], which applies TPC
based on real-time channel measurements [21]. The proposed mechanism (so called Dynamic
Transmission Power Control) is based on a set of triggered thresholds that increase/decrease
the transmit power according to the state of the system. The main problem is that thresholds
are set empirically (based on simulations), which limits the potential of the mechanisms in
front of multiple scenarios.
As shown by previous research, the optimal decentralized SR in WNs through TPC and
DCA is very hard to be derived analytically, mostly because of the adversarial setting and the
lack of information at nodes. The existing decentralized solutions barely provide flexibility
with respect to the scenario, so that potential use cases are disregarded. For that, we focus
on online learning, and more precisely Multi-Armed Bandits (MABs). The MAB framework
allows to reduce the complexity of the SR problem, since detailed information about the
scenario is not considered. In contrast, learners gain knowledge on all the adversaries as
a whole, thus facing a single environment. To the best of our knowledge, there is very
little related work on applying MAB techniques to the problem of resource allocation in
WNs. In [22], the authors propose modeling a resource allocation problem in Long Term
Evolution (LTE) networks through MABs. In particular, a set of Base Stations (BS) learn
the best configuration of Resource Blocks (RBs) in a decentralized way. For that purpose,
a variation of EXP3 (so-called Q-EXP3) is proposed, which is shown to reduce the strategy
set. Despite a regret bound is provided, it is subject to the fact that an optimal resource
allocation exists, i.e., every BS obtains the necessary resources. In addition, a large number
of iterations is required to find the optimal solution in a relatively small scenario, thus
revealing the difficulties shown by decentralized settings.
More related to the problem proposed here, the authors in [23] show a channel selection
and power control approach in infrastructureless networks, which is modeled through bandits.
In particular, two different strategies are provided to improve the performance of two Device
to Device (D2D) users (each one composed by a transmitter and a receiver), which must
learn the best channel and transmit power to be selected. Similarly to our problem, users
do not have any knowledge on the channel or the other’s configuration, so they rely on
the experienced performance in order to find the best configuration. An extension of [23]
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is provided by the same authors in [24], which includes a calibrated predictor (referred in
the work as forecaster) to infer the behavior of the other devices in order to counter act
their actions. In each agent, the information of the forecaster is used to choose the highest-
rewarding action with a certain probability, while the rest of actions are randomly selected.
Henceforth, assuming that all the networks use a given strategy X , fast convergence is
ensured. Results show that channel resources are optimally distributed in a very short time
frame through a fully decentralized algorithm that does not require any kind of coordination.
Both aforementioned works rely on the existence of a unique Nash Equilibrium, which favors
convergence. In contrast, in this article we aim to extend Bandits utilization to denser
deployments, and, what is more important, to scenarios with limited available resources in
which there is not a unique Nash Equilibrium (NE) that allows fast-convergence. Thus, we
aim to capture the effects of applying selfish strategies in a decentralized way (i.e., agent i
follows a strategy Xi that does not consider the strategies of the others) and we also provide
insight about the importance of past information for learning in dense WNs, which has not
been studied before.
3. Multi-Armed Bandits for Improving Spatial Reuse in WNs
In this work, we address the decentralized SR problem through online learning because
of the uncertainty generated in an adversarial setting. The practical application of MABs in
WNs is detailed next:
3.1. The Multi-Armed Bandits Framework
In the online learning literature, several MAB settings have been considered such as
stochastic bandits [25, 26, 27], adversarial bandits [28, 29], restless bandits [30], contextual
bandits [31] and linear bandits [32, 33], and numerous exploration-exploitation strategies
have been proposed such as ε-greedy [34, 27], upper confidence bound (UCB) [26, 35, 36, 27],
exponential weight algorithm for exploration and exploitation (EXP3) [28, 27] and Thompson
sampling [25]. The classical multi-armed bandit problem models a sequential interaction
scheme between a learner and an environment. The learner sequentially selects one out of
K actions (often called arms in this context) and earns some rewards determined by the
chosen action and also influenced by the environment. Formally, the problem is defined as a
repeated game where the following steps are repeated in each round t = 1, 2, . . . , T :
1. The environment fixes an assignment of rewards ra,t for each action a ∈ [K] def=
{1, 2, . . . , K},
2. the learner chooses action at ∈ [K],
3. the learner obtains and observes reward rat,t.
The bandit literature largely focuses on the perspective of the learner with the objective
of coming up with learning algorithms that attempt to maximize the sum of the rewards
gathered during the whole procedure (either with finite or infinite horizon). As noted above,
this problem has been studied under various assumptions made on the environment and the
structure of the arms. The most important basic cases are the stochastic bandit problem
6
where, for each particular arm a, the rewards are i.i.d. realizations of random variables
from a fixed (but unknown) distribution νa, and the non-stochastic (or adversarial) bandit
problem where the rewards are chosen arbitrarily by the environment. In both cases, the
main challenge for the learner is the partial observability of the rewards: the learner only gets
to observe the reward associated with the chosen action at, but never observes the rewards
realized for the other actions.
Let ra∗,t and ra,t be the rewards obtained at time t from choosing actions a
∗ (optimal)
and a, respectively. Then, the performance of learning algorithms is typically measured by
the total expected regret defined as
RT =
T∑
t=0
E [(ra∗,t − ra,t)] .
An algorithm is said to learn if it guarantees that the regret grows sublinearly in T , that
is, if RT = o(T ) is guaranteed as T grows large, or, equivalently, that the average regret RT/T
converges to zero. Intuitively, sublinear regret means that the learner eventually identifies
the action with the highest long-term payoff. Note, as well, that the optimal action a∗ is the
same across all the rounds. Most bandit algorithms come with some sort of a guaranteed
upper bound on RT which allows for a principled comparison between various methods.
3.2. Multi-Armed Bandits Formulation for Decentralized Spatial Reuse
We model the decentralized SR problem through adversarial bandits. In such a model,
the reward experienced by a given agent (WN) is influenced by the whole action profile,
i.e., the configurations used by other competing WNs. From a decentralized perspective, the
adversarial setting poses several challenges with respect to the existence of a NE. Ideally, the
problem is solved if all the competitors implement a pure strategy2 that allows maximizing
a certain performance metric. However, finding such a strategy may not be possible in
unplanned deployments, due to the competition among nodes and the scarcity of the available
resources. Understanding the implications derived from such an adversarial setting in the
absence of a NE is one the main goals of this paper, which, to the best of our knowledge,
has been barely considered in the previous literature.
In particular, we model this adversarial problem as follows. Let arm a ∈ A (we denote
the size of A with K) be a configuration in terms of channel and transmit power (e.g., a1
= {Channel: 1, TPC: -15 dBm}). Let Γi,t be the throughput experienced by WNi at time
t, and Γ∗i the optimal throughput.
3 We then define the reward ri,t experienced by WNi at
time t as:
2A pure strategy NE is conformed by a set of strategies and payoffs, so that no player can obtain further
benefits by deviating from its strategy.
3The optimal throughput is achieved in case of isolation (i.e., when no interference is experienced in the
selected channel).
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ri,t =
Γi,t
Γ∗i
≤ 1,
In order to attempt to maximize the reward, we have considered the ε-greedy, EXP3,
UCB and Thompson sampling action-selection strategies, which are described next in this
section. While ε-greedy and EXP3 explicitly include the concepts of exploration coefficient
and learning rate, respectively, UCB and Thompson sampling are parameter-free policies that
extend the concept of exploration (actions are explored according to their estimated value
and not by commitment). The aforementioned policies are widely spread and considered of
remarkable importance in the MAB literature.
3.2.1. ε-greedy
The ε-greedy policy [34, 27] is arguably the simplest learning algorithm attempting to
deal with exploration-exploitation trade-offs. In each round t, the ε-greedy algorithm explic-
itly decides whether to explore or exploit: with probability ε, the algorithm picks an arm
uniformly at random (exploration), and otherwise it plays the arm with the highest empirical
return rˆk,t (exploitation).
In case ε is fixed for the entire process, the expected regret is obviously going to grow
linearly as Ω (εT ) in general. Therefore, in order to obtain a sublinear regret guarantee
(and thus an asymptotically optimal growth rate for the total rewards), it is critical to
properly adjust the exploration coefficient. Thus, in our ε-greedy implementation, we use
a time-dependent exploration rate of εt = ε0/
√
t, as suggested in the literature [27]. The
adaptation of this policy to our setting is shown as Algorithm 1.
Algorithm 1: Implementation of Multi-Armed Bandits (ε-greedy) in a WN. U(1, K)
is a uniform distribution that randomly chooses from 1 to K.
Input: SNR: information about the Signal-to-Noise Ratio received at the STA, A:
set of possible actions in {a1, ..., aK}
1 Initialize: t = 0, εt = ε0, rk = 0,∀ak ∈ A
2 while active do
3 Select ak
argmaxk=1,...,K rk,t, with prob. 1− εk ∼ U(1, K), otherwise
4 Observe the throughput experienced Γt
5 Compute the reward rk,t =
Γt
Γ∗ , where Γ
∗ = B log2(1 + SNR)
6 εt ← ε0/
√
t
7 t← t+ 1
8 end
3.2.2. EXP3
The EXP3 algorithm [28, 29] is an adaptation of the weighted majority algorithm of
[37, 38] to the non-stochastic bandit problem. EXP3 maintains a set of non-negative weights
assigned to each arm and picks the actions randomly with a probability proportional to
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their respective weights (initialized to 1 for all arms). The aim of EXP3 is to provide higher
weights to the best actions as the learning procedure proceeds.
More formally, letting wk,t be the weight of arm k at time t ∈ {1, 2...}, EXP3 computes
the probability pk,t of choosing arm k in round t as
pk,t = (1− γ) wk,t∑K
i=1 wi,t
+
γ
K
,
where γ ∈ [0, 1] is a parameter controlling the rate of exploration. Having selected arm
at, the learner observes the generated pay-off rat,t and computes the importance-weighted
reward estimates for all k ∈ [K]
r̂k,t =
I{It=k}rk,t
pk,t
,
where I{A} denoting the indicator function of the event A taking a value of 1 if A is true and
0 otherwise. Finally, the weight of arm k is updated as a function of the estimated reward:
wk,t+1 = wk,te
η·r̂k,t
K ,
where η > 0 is a parameter of the algorithm often called the learning rate. Intuitively, η
regulates the rate in which the algorithm incorporates new observations. Large values of η
correspond to more confident updates and small values lead to more conservative behaviors.
As we did for the exploration coefficient in ε-greedy, we use a time-dependent learning rate
of ηt = η0/
√
t [27]. Our implementation of EXP3 is detailed in Algorithm 2.
Algorithm 2: Implementation of Multi-Armed Bandits (EXP3) in a WN
Input: SNR: information about the Signal-to-Noise Ratio received at the STA, A:
set of possible actions in {a1, ..., aK}
1 Initialize: t = 0, ηt = η0, wk,t = 1,∀ak ∈ A
2 while active do
3 pk,t ← (1− γ) wk,t∑K
i=1 wi,t
+ γ
K
4 Draw ak ∼ pk,t = (p1,t, p2,t, ..., pK,t)
5 Observe the throughput experienced Γt
6 Compute the reward rk,t =
Γt
Γ∗ , where Γ
∗ = B log2(1 + SNR)
7 r̂k,t ← rk,tpk,t
8 wk,t ← w
ηt
ηt−1
k,t−1 · eηt·r̂k,t
9 wk′,t ← wηt/ηt−1k′,t−1 ,∀k′ 6= k
10 ηt ← η0√t
11 t← t+ 1
12 end
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3.2.3. UCB
The upper confidence bound (UCB) action-selection strategy [35, 36, 27] is based on the
principle of optimism in face of uncertainty : in each round, UCB selects the arm with the
highest statistically feasible mean reward given the past observations. Statistical feasibility
here is represented by an upper confidence bound on the mean rewards which shrinks around
the empirical rewards as the number of observations increases. Intuitively, UCB trades off
exploration and exploitation very effectively, as upon every time a suboptimal arm is chosen,
the corresponding confidence bound will shrink significantly, thus quickly decreasing the
probability of drawing this arm in the future. The width of the confidence intervals is chosen
carefully so that the true best arm never gets discarded accidentally by the algorithm, yet
suboptimal arms are drawn as few times as possible. To obtain the first estimates, each arm
is played once at the initialization.
Formally, let nk be the number of times that arm k has been played, and Γk,t the through-
put obtained by playing arm k at time t. The average reward rk,t of arm k at time t is
therefore given by:
rk,t =
1
nk
nk∑
s=1
rk,s
Based on these average rewards, UCB selects the action that maximizes rk,t +
√
2 ln(t)
nk
. By
doing so, UCB implicitly balances exploration and exploitation, as it focuses efforts on the
arms that are i) the most promising (with large estimated rewards) or ii) not explored
enough (with small nk). Our implementation of UCB is detailed in Algorithm 3.
Algorithm 3: Implementation of Multi-Armed Bandits (UCB) in a WN
Input: SNR: information about the Signal-to-Noise Ratio received at the STA, A:
set of possible actions in {a1, ..., aK}
1 Initialize: t = 0, play each arm ak ∈ A once
2 while active do
3 Draw ak = argmax
k=1,...,K
rk +
√
2ln(t)
nk
4 Observe the throughput experienced Γt
5 Compute the reward rk,t =
Γt
Γ∗ , where Γ
∗ = B log2(1 + SNR)
6 nk ← nk + 1
7 rk ← 1nk
∑nk
s=1 rk,s
8 t← t+ 1
9 end
3.2.4. Thompson sampling
Thompson sampling [25] is a well-studied action-selection technique that had been known
for its excellent empirical performance [39] and was recently proven to achieve strong per-
formance guarantees, often better than those warranted by UCB [40, 41, 42]. Thompson
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sampling is a Bayesian algorithm: it constructs a probabilistic model of the rewards and as-
sumes a prior distribution of the parameters of said model. Given the data collected during
the learning procedure, this policy keeps track of the posterior distribution of the rewards,
and pulls arms randomly in a way that the drawing probability of each arm matches the
probability of the particular arm being optimal. In practice, this is implemented by sampling
the parameter corresponding to each arm from the posterior distribution, and pulling the
arm yielding the maximal expected reward under the sampled parameter value.
For the sake of practicality, we assume that rewards follow a Gaussian distribution with
a standard Gaussian prior, as suggested in [43]. By standard calculations, it can be verified
that the posterior distribution of the rewards under this model is Gaussian with mean and
variance
rˆk(t) =
∑t−1
w=1:k rk(t)
nk(t) + 1
/
σ2k(t) =
1
nk + 1
,
where nk is the number of times that arm k was drawn until the beginning of round t.
Thus, implementing Thompson sampling in this model amounts to sampling a parameter θk
from the Gaussian distribution N (rˆk(t), σ2k(t)) and choosing the action with the maximal
parameter. Our implementation of Thompson sampling to the WN problem is detailed in
Algorithm 4.
Algorithm 4: Implementation of Multi-Armed Bandits (Thompson s.) in a WN
Input: SNR: information about the Signal-to-Noise Ratio received at the STA, A:
set of possible actions in {a1, ..., aK}
1 Initialize: t = 0, for each arm ak ∈ A, set rˆk = 0 and nk = 0
2 while active do
3 For each arm ak ∈ A, sample θk(t) from normal distribution N (rˆk, 1nk+1)
4 Play arm ak = argmax
k=1,...,K
θk(t)
5 Observe the throughput experienced Γt
6 Compute the reward rk,t =
Γt
Γ∗ , where Γ
∗ = B log2(1 + SNR)
7 rˆk,t ← rˆk,tnk,t+rk,tnk,t+2
8 nk,t ← nk,t + 1
9 t← t+ 1
10 end
4. System model
For the remainder of this work, we study the interactions among several WNs placed in
a 3-D scenario that occur when applying MABs in a decentralized manner (with parameters
described later in Section 4.4). For simplicity, we consider WNs to be composed by an
AP transmitting to a single Station (STA) in a downlink manner. Note that in typical
uncoordinated wireless deployments (e.g., residential buildings), STAs are typically close to
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the AP to which they are associated. Thus, having several STAs associated to the same AP
does not significantly impact the inter-WNs interference studied in this work.
4.1. Channel modeling
Path-loss and shadowing effects are modeled using the log-distance model for indoor
communications. The path-loss between WN i and WN j is given by:
PLi,j = Ptx,i − Prx,j = PL0 + 10α log10(di,j) + Gs +
di,j
dobs
Go,
where Ptx,i is the transmitted power in dBm by the AP in WNi, α is the path-loss exponent,
Prx,j is the power in dBm received at the STA in WNj, PL0 is the path-loss at one meter
in dB, di,j is the distance between the transmitter and the receiver in meters, Gs is the
log-normal shadowing loss in dB, and Go is the obstacles loss in dB. Note that we include
the factor dobs, which is the average distance between two obstacles in meters.
4.2. Throughput calculation
The throughput experienced by WN i at time t is given by Γi,t = B log2(1 + SINRi,t),
where B is the channel width and SINR is the experienced Signal to Interference plus Noise
Ratio. The latter is computed as SINRi,t =
Pi,t
Ii,t+N
, where Pi,t and Ii,t are the received power
and the sum of the interference at WN i at time t, respectively, and N is the floor noise
power. Adjacent channel interference is also considered in Ii,t, so that the transmitted power
leaked to adjacent channels is 20 dBm lower for each extra channel separation. Similarly,
the optimal throughput is computed as Γ∗i = B log2(1 + SNRi), which frames the operation
of a given WN in isolation.
4.3. Learning procedure
We frame the decentralized learning procedure in two different ways, namely concurrent
and sequential. Figure 1 illustrates the procedure followed by agents to carry out decen-
tralized SR learning. As shown, in each iteration4 there is a monitoring phase (shown in
grey), where the current selected action is analyzed by each agent to quantify the hidden
reward (which depends on the adversarial setting). Such a reward is the same for all the
policies presented in this work, so that a fair comparison can be provided. After the mon-
itoring phase is completed, agents update their knowledge (shown in purple) and choose a
new action (shown in yellow). Note, as well, that both approaches rely on a synchronization
phase (shown in green), which can be achieved through message passing [44, 45] and/or
environment sensing.5
In the concurrent approach, agents (or WNs) make decisions simultaneously, thus leading
to a more variable (and chaotic) environment. In practice the fully decentralized learning
4The time between iterations (T ) must be large enough to provide an accurate estimation of the through-
put experienced for a given action profile.
5The IEEE 802.11k amendment, which is devoted to measurement reporting, may enable the environment
sensing operation.
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Figure 1: Concurrent and sequential procedures.
process will most probably not be synchronized but we leave the study of any possible
effects of that desynchronization to future work. In contrast, for the sequential approach,
WNs need to wait for their turn in order to pick a new action. As a result, the performance
of their last selected action (arm) is measured for several iterations (equal to the number of
overlapping networks). In particular, during the update phase, a WN computes the reward
of its last selected arm according to the throughput experienced in average. Accordingly,
the performance of a given action is measured against different adversarial settings, since
the environment changes gradually. Despite agents still learn selfishly, they can better assess
how robust an action is against the joint actions profile, in comparison to the concurrent
approach.
4.4. Simulation Parameters
According to [46], which provides an overview of the IEEE 802.11ax-2019 standard, a
typical high-density scenario for residential buildings contains 0.0033APs/m3 (i.e., 100 APs
in a 100× 20× 15 m area). Accordingly, for simulation purposes, we define a map scenario
with dimensions 10 × 5 × 10 m, containing from 2 to 8 APs. In addition, for the first part
of the simulations, we consider a setting containing 4 WNs that form a grid topology. In it,
STAs are placed at the maximum possible distance from the other networks. Table 1 details
the parameters used.
5. Performance Evaluation
In this Section, we evaluate the performance of each action-selection strategy presented
in Section 3 when applied to the decentralized SR problem in WNs.6 For that purpose,
we first evaluate in Section 5.1 the ε-greedy, EXP3, UCB and Thompson sampling policies
in a fixed adversarial environment. This allows us to provide insights on the decentralized
learning problem in a competitive scenario. Accordingly, we are able to analyze in detail
the effect of applying each learning policy on the network’s performance. Without loss of
6The source code used in this work is open [47], encouraging sharing of knowledge with potential con-
tributors under the GNU General Public License v3.0.
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Parameter Value
Map size (m) 10× 5× 10
Number of coexistent WNs {2, 4, 6, 8}
APs/STAs per WN 1 / 1
Distance AP-STA (m)
√
2
Number of orthogonal channels 3
Channel bandwidth (MHz) 20
Initial channel selection model Uniformly distributed
Transmit power values (dBm) {-15, 0, 15, 30}
PL0 (dB) 5
Gs (dB) Normally distributed with mean 9.5
Go (dB) Uniformly distributed with mean 30
dobs (meters between two obstacles) 5
Noise level (dBm) -100
Traffic model Full buffer (downlink)
Number of learning iterations 10,000
Table 1: Simulation parameters
generality, we consider a symmetric configuration and analyze the competition effects when
WNs have the same opportunities for accessing the channel. Finally, Section 5.2 provides
a performance comparison of the aforementioned scenarios with different densities and with
randomly located WNs.
5.1. Toy Grid Scenario
The toy grid scenario contains 4 WNs and is illustrated in Figure 2. This scenario has
the particularity of being symmetric, so that adversarial WNs have the same opportunities
to compete for the channel resources. The optimal solution in terms of proportional fairness7
is achieved when channel reuse is maximized and WNs sharing the channel moderate their
transmit power. The PF solution provides an aggregate performance of 440.83 Mbps (i.e.,
106.212 Mbps per WN on average). The optimal solution is computed by brute force (i.e.,
trying all the combinations), and it is used as a baseline.
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Figure 2: Grid scenario containing 4 WNs, each one composed by an AP and a STA.
7The proportional fairness (PF) result accomplishes that the logarithmic sum of each individual through-
put is maximized: max
∑
i∈WN log(Γi).
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5.1.1. Configuration of the Learning Parameters
Before comparing the performance of each algorithm, we first analyze the effect of mod-
ifying each one’s internal parameters. Since the versions of UCB and Thompson sampling
analyzed in this work are parameter-less, in this section we focus only on ε-greedy and EXP3
methods.
Firstly, ε-greedy allows to regulate the explicit exploration rate at which the agent oper-
ates, which is referred to as ε. In this paper, ε is dynamically adjusted as εt =
ε0√
t
, with the
aim of exploring more efficiently. Accordingly, we study the impact of modifying the initial
exploration coefficient in the experienced performance by a WN. Secondly, when it comes to
EXP3, we find two parameters, namely η and γ. While η controls how fast old beliefs are
replaced by newer ones, γ regulates explicit exploration by tuning the importance of weights
in the action-selection procedure. Setting γ = 1 results in completely neglecting weights
(actions have the same probability to be chosen). On the other side, by setting γ = 0, the
effect of weights are at its highest importance. Thus, in order to clearly analyze the effects
of the EXP3 weights, which directly depend on η, we fix γ to 0. As we did for ε-greedy, we
analyze the impact of modifying the parameter η0 in EXP3 on the WN’s performance.
Figure ?? shows the aggregate throughput obtained in the grid scenario when applying
both ε-greedy and EXP3 during 10,000 iterations, and for each ε0 and η0 values, respectively.
The results are presented for values ε0 and η0 between 0 and 1 in 0.1 steps. The average
and standard deviation of the throughput from 100 simulation runs are also shown, and
compared with the proportional fair solution.
Figure 3: Average network throughput and standard deviation obtained for each ε0 and η0 value in ε-greedy
and EXP3, respectively. Results are from 100 simulations lasting 10,000 iterations each. The proportional
fair solution is also shown (red dashed line).
As shown, the aggregate throughput obtained on average is quite similar for all ε0 and
η0 values, except for the complete random case where no exploration is done (i.e., when ε0
and η0 are equal to 0). For ε-greedy, the lower the ε0 parameter, the less exploration is
performed. Consequently, for low ε0, the average throughput is highly dependent on how
good/bad were the actions taken at the beginning of the learning process, which results in
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a higher standard deviation as ε0 goes to 0. As for EXP3, the lower η0, the more slowly
weights are updated. For η0 = 0, weights are never updated, so that arms have always the
same probability to be chosen. To conclude, we choose ε0 = 1 and η0 = 0.1, respectively, for
the rest of simulations, which provide the highest ratio between the aggregate throughput
and the variability among different runs.
5.1.2. Performance of the MAB-based Policies
Once we established the initial parameters to be used by both ε-greedy and EXP3, we
now compare the performance of all the studied action-selection strategies when applied to
decentralized WNs. First, we focus on the average throughput achieved by each WN in
the toy grid scenario, for each of the methods (Figure 4(a)). As shown, the proportional
fair solution is almost achieved by all the learning methods. However, Thompson sampling
is shown to be much more stable than the other mechanisms, since its variability in the
aggregate throughput is much lower (depicted in Figure 4(b)).
(a) Mean throughput (b) Temporal network throughput
Figure 4: Mean throughput achieved per WN, for each action-selection strategy (the standard deviation is
shown in red). The black dashed line indicates the PF result.
In order to dig deeper into the behavior of agents for each policy, Figure 5 shows the
probability of each WN to choose each action. Regarding ε-greedy, EXP3 and UCB, a large
set of actions is chosen with similar probabilities. Note that there are only three frequency
channels, so that two WNs need to share one of them, thus leading to a lower performance
with respect to the other two. Therefore, WNs are constantly changing their channel and
experiencing intermittent good/poor performance. Thus, the degree of exploration is kept
very high, resulting in high temporal variability. In contrast, Thompson sampling shows
a clearer preference for selecting a single action, which allows reducing the aforementioned
variability.
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(a) ε-greedy (ε0 = 0.1) (b) EXP3 (η0 = 0.1)
(c) UCB (d) TS
Figure 5: Probability of selecting each given action for a simulation of 10,000 iterations.
5.1.3. Learning Sequentially
In order to alleviate the strong throughput variability experienced when applying decen-
tralized learning, we now focus on the sequential approach introduced in Section 4.3. Now,
only one WN is able to select an action at a time. With that, we aim to reduce the adver-
sarial effect on the estimated rewards. Therefore, by having a more stable environment (not
all the WNs learn simultaneously), the actual reward of a given selected action can be esti-
mated more accurately. Figure 6 shows the differences between learning through concurrent
and sequential mechanisms. Firstly, the throughput experienced on average along the entire
simulation is depicted in Figure 6(a). Secondly, without loss of generality, Figure 6(b) shows
the temporal variability experienced by WN4 when applying Thompson sampling. Note that
showing the performance of a single WN is representative enough for the entire set of WNs
(the scenario is symmetric), and allows us to analyze in detail the behavior of the algorithms.
On the one hand, a lower throughput is experienced on average when learning in a
sequential way, but the differences are very small. In such a situation, WNs spend more
time observing sub-optimal actions, since they need to wait for their turn. Note, as well,
that the time between iterations (T ) depends on the implementation. In this particular case,
we assume that T is the same for both sequential and concurrent approaches.
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(a) Average throughput (b) Temporal variability in WN4
Figure 6: Concurrent vs sequential approaches performance. (a) Mean average throughput achieved for
each learning procedure. (b) Temporal variability experienced by WN4 for the Thompson sampling action-
selection strategy and for each learning procedure.
On the other hand, the temporal variability shown by the sequential approach is much
lower than for the concurrent one (Figure 6(b)). The high temporal variability may negatively
impact on the user’s experience and the operation of upper layer protocols (e.g., TCP) may
be severely affected. Notice that a similar effect is achieved for the rest of algorithms.
5.1.4. Learning in a Dynamic Environment
Finally, we show the performance of the proposed learning mechanisms in a dynamic
scenario. For that, we propose the following situation. Firstly, WN1 and WN2 are active
for the whole simulation. Secondly, WN3 turns on at iteration 2,500, when WN1 and WN2
are supposed to have acquired enough knowledge to maximize SR. Finally, WN4 turns on at
iteration 5,000, similarly than for WN3.
Through this simulation, we aim to show how each learning algorithm adapts to changes
in the environment, which highly impact on the rewards distributions. Figure 7 shows
the temporal aggregate throughput achieved by each action-selection strategy. As done in
Subsection 5.1, we only plot the results of the best-performing algorithm, i.e., Thompson
sampling, both for the concurrent and the sequential procedures.
As shown, WNs are able to adapt to the changes in the environment. In particular, for
the concurrent case (see Figure 7(a)), changes are harder to be captured as the network
size increases. In contrast, learning in an ordered way (see Figure 7(b)) allows reducing the
temporal variability, even if new WNs turn on. However, there is a little loss in the aggregate
performance with respect to the concurrent approach. The difference between the maximum
network performance is mostly provoked by the reduced exploration shown by the sequential
approach.
5.2. Random Scenarios
We now evaluate whether the previous conclusions generalize to random scenarios with an
arbitrary number of WNs. To this aim, we use the same 10×5×10 m scenario and randomly
allocate N = {2, 4, 6, 8} WNs. Figures 8 and 9 show the mean throughput and variability
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(a) Concurrent approach (b) Sequential approach
Figure 7: Temporal aggregate throughput experienced for a 10,000-iteration Thompson sampling simulation.
experienced for each learning strategy, and for each number of coexistent WNs, respectively.
The variability is measured as the standard deviation that a given WN experiences along
an entire simulation. We consider the average results of 100 different random scenarios for
each number of networks. In particular, we are interested on analyzing the gains achieved
by each algorithm, even if convergence cannot be provided due to the competition between
networks. For that, we display the average performance for the following learning intervals:
[1-100, 101-500, 501-1000, 1001-2500, 2501-10000]. Note that the first intervals represent
few iterations. This allows us to observe the performance achieved during the transitory
phase in more detail. In addition, the performance achieved in a static situation (i.e., when
no learning is performed) is shown in Figure 8. With that, we aim to compare the gains
obtained by each learning strategy with respect to the current IEEE 802.11 operation in
unplanned and chaotic deployments.
First of all, let us focus on the throughput improvements achieved with respect to the
static situation. As shown in Figure 8, each learning strategy easily outperforms the static
scenario for low densities (i.e., 2 and 4 overlapping WNs). However, as density increases,
improving the average throughput becomes more challenging. This is clearly evidenced for
N = {6, 8} WNs, where EXP3 performs worse than the static situation.
Secondly, we concentrate on the concurrent learning procedure. As shown in Figure 8,
Thompson sampling outperforms the other action-selection strategies for all the scenarios,
provided that enough exploration is done (up to 500 iterations). On the other hand, ε-greedy
allows to increase the average performance very quickly, but its growth stalls from iteration
200. Note that ε-greedy is based on the absolute throughput value, thus preventing to find a
collaborative behavior in which the scarce resources are optimally shared. Finally, EXP3 and
UCB are shown to improve the average throughput linearly, but offering poor performance.
When it comes to the sequential approach, we find the following:
• On the one hand, the average throughput is reduced in almost all the cases in com-
parison with the concurrent approach (see Figure 8). We find that this is due to
the larger phases in which agents exploit sub-optimal actions. As previously pointed
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Figure 8: Average throughput experienced in each learning interval for each action-selection strategy. Results
from 100 repetitions are considered for each different number of overlapping WNs (N = {2, 4, 6, 8}). The
black dashed line indicates the default IEEE 802.11 performance (static situation).
Figure 9: Average variability experienced in each learning interval for each action-selection strategy. Results
from 100 repetitions are considered for each different number of overlapping WNs (N = {2, 4, 6, 8}).
out, the time between iterations is considered to be the same for both sequential and
concurrent learning approaches.
• On the other hand, the sequential procedure is shown to substantially improve the
variability experienced by ε-greedy, EXP3 and UCB (see Figure 9). The performance
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of the latter is particularly shown to be improved when the learning procedure is
ordered. The sequential approach, therefore, allows UCB to produce more accurate
estimates on the actions rewards. In contrast, learning sequentially does not improve
the concurrent version of Thompson sampling in any performance metric. We attribute
this suboptimal behavior to the way in which Thompson sampling performs estimates
of the played actions, which depends on the number of times each one is selected.
In particular, suboptimal actions can eventually provide good enough performance
according to the adversarial setting. The same issue can lead to underestimate optimal
actions, so that their actual potential is not observed. Since Thompson sampling bases
its estimates on the number of times each action is selected, the aforementioned effect
may lead to increase the exploitation on suboptimal actions.
6. Conclusions
In this paper, we provided an implementation of MABs to address the decentralized
SR problem in dense WNs. Unlike previous literature, we have focused on a situation in
which few resources are available, thus bringing out the competition issues raised from the
adversarial setting. Our results show that decentralized learning allows improving SR in
dense WN, so that collaborative results in symmetric scenarios, sometimes close to optimal
proportional fairness, can be achieved. This result is achieved even though WNs act selfishly,
aiming to maximize their own throughput. In addition, this behavior is observed for random
scenarios, where the effects of asymmetries cannot be controlled. These collaborative actions
are, at times, accompanied by high temporal throughput variability, which can be understood
as a consequence of the rate at which networks change their configuration in response of the
opponents behavior. A high temporal variability may provoke negative issues in a node’s
performance, as its effects may be propagated to higher layers of the protocol stack. For
instance, a high throughput fluctuation may entail behavioral anomalies in protocols such
as Transmission Control Protocol (TCP).
We have studied this trade-off between fair resource allocation and high temporal through-
put variability in ε-greedy, EXP3, UCB and Thompson sampling action-selection strategies.
Our results show that while this trade-off is hard to regulate via the learning parameters in
ε-greedy and EXP3, UCB and, especially, Thompson sampling are able to achieve fairness
at a reduced temporal variability. We identify the root cause of this phenomena to the fact
that both UCB and Thompson sampling consider the probability distribution of the rewards,
and not only their magnitude.
Furthermore, for the sake of alleviating the temporal variability, we studied the effects
of learning concurrent and sequentially. We have shown that learning in an ordered way
is very effective to reduce the throughput variability for almost all the proposed learning
strategies, even if WNs maintain a selfish behavior. By learning sequentially, more knowledge
is attained on a given action, thus allowing to differentiate quickly between good and bad
performing actions. Apart from that, we found that Thompson sampling grants significantly
better results than the other examined algorithms since it is able to capture meaningful
information from chaotic environments.
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We left as future work to further study the MABs application to WNs through distributed
(with message passing) and centralized (with complete information) approaches with shared
reward. In particular, we would like to extend this work to enhance both throughput and
stability by inferring the actions of the opponents and acting in consequence, as well as
further investigating dynamic scenarios. Defining the resource allocation problem as an
adversarial game is one possibility to do so. In addition to this, the utilization of multiple
antenna strategies (i.e., single and multi-user beamforming and interference cancellation) is
expected to further improve the spectral efficiency in future WNs. Through these techniques,
the SR problem can be relaxed in a similar way than using several non-overlapping frequency
channels. However, its application would significantly increase the problem’s complexity, and
its analysis is also left as future work.
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