"Electrons, like people, are fertile and infertile: high-energy electrons are fertile and able to reproduce."-Lev Tsendin
I. INTRODUCTION
Recent advances of electron kinetics in low temperature plasma, and the theory of gas discharges, are associated with the name Lev Tsendin, who passed away in 2012. Tsendin was a brilliant scientist and a colorful person. This paper is an attempt to grasp his footprint on gas discharge physics.
Lev Tsendin graduated from the Department of Theoretical Physics of the Leningrad State University in USSR and was a post-graduate student of Professor G. F. Drukarev-a known expert in quantum collision theory. Professor Yu. M. Kagan of the Leningrad State University introduced Tsendin to the theoretical problems of gas discharge physics at the end of the 1960s. Soon afterwards, Tsendin got his Ph.D. degree for studies of ionization waves in DC glow discharges. Tsendin's long scientific career was associated with the Polytechnic University of St. Petersburg in Russia, where he worked until his death.
The main focus of Tsendin's scientific efforts was to promote methods of theoretical physics and physical kinetics in studying gas discharges. He was convinced that "modern physics of gas discharges must be kinetic," and has demonstrated that many gas discharge phenomena can be properly understood only at the kinetic level. During the 1960s, physical kinetics was the youngest field of theoretical physics, but its importance was recognized by many scientists. Tsendin promoted a kinetic approach for electrons in gas discharges. He has shown that this is not only necessary but also feasible by obtaining simple and elegant solutions of electron kinetic equations for several important problems. He was enthusiastic about converting his colleagues and students into the "nonlocal religion." 1, 2 Tsendin adored the Landau school of theoretical physics, and he advanced methods of theoretical physics to studies of gas discharges. During that time, "discoveries were made on the tip of a pen," but the physics of gas discharges was considered "a wide but shallow sea" by theoreticians. Tsendin had the ability to identify important problems and penetrate the essence of very complex physical phenomena using a theoretical approach.
With recent advances of computer simulations and the widespread use of "numerical experiments," the value of theoretical physics has not diminished. Theoretical methods remain forever important for understanding both real and numerical experiments. In his von Engel Price lecture, Tsendin emphasized the use of theoretical and analytical methods to gas discharge problems. 3 His scientific methods are well-described in the book 4 published in 2010. The present paper consists of three parts. The first part introduces fundamentals of electron kinetics in low temperature plasma. In his introductory chapter to the book, 5 Tsendin first attempted to classify different scenarios of electron kinetics in gas discharges. This task still remains unfinished, as stated in his last book. 4 The second part of the present paper is devoted to applications of electron kinetics to gas discharge problems. We focus on positive column (PC) and near-electrode phenomena in DC glow discharges. Tsendin's contributions to the theory of ionization waves (striations) in rare gases are reviewed in a separate contribution to this volume. 6 The third part of the present paper illustrates applications of theoretical methods to the analysis of gas discharge phenomena. We have witnessed in several cases how new phenomena, first observed in numerical experiments, were later explained by Tsendin using his "analytical methods." 3 We illustrate Tsendin's approach to the theory of current oscillations in Dielectric Barrier Discharges (DBD) and to the theory of ionization fronts in high-pressure pulsed gas breakdown.
II. FUNDAMENTALS OF ELECTRON KINETICS IN LOW TEMPERATURE PLASMAS
Two types of physical models have been used for simulations of low temperature plasmas. The first one includes fluid models that describe plasma components (electrons, ions, neutrals) in terms of density, mean directed velocity, and temperature, which depend on four scalar arguments (three spatial coordinates and time). The second type is Boltzmann kinetic models that describe plasma species in terms of velocity distribution functions, which depend on seven scalar arguments: three spatial co-ordinates, three velocity components, and time. Selection of the appropriate model depends on specific conditions. For heavy species (ions, neutrals), local Knudsen number, Kn ¼ k/L, provides a simple criteria for selecting Boltzmann or fluid equations. Here, k is the particle mean free path, and L is a characteristic spatial scale, which can be defined through local gradients of density, mean velocity, temperature, and higher moments. For electrons, the situation is more complicated and more interesting. Electron kinetics are governed by two spatial scales: a momentum relaxation length (which coincides with the mean free path, k), and an energy relaxation length, which strongly depends on electron energy and is denoted by k T and k Ã for slow and fast electrons. Similarly, there are two temporal scales for momentum and energy relaxation, which also depend strongly on electron energy. As a result, different (kinetic and fluid) models should be used for different electron groups.
A. Electron collision models
In weakly ionized plasmas of gas discharges, electron collisions with neutral species dominate over Coulomb interactions among charged particles. These collisions include elastic collisions, inelastic collisions (leading to excitation of atoms and molecules), and direct ionization by electron impact. The energy quantum of excitation electronically excited states of atoms and molecules serves as a characteristic energy scale for electrons. Electron collisions with neutral particles result in angular scattering and energy loss of electrons. The relative importance of these two processes strongly depends on the electron energy and gas type.
Quasi-elastic collisions and scattering models for electrons
Quasi-elastic collisions of electrons with atoms are characterized by small changes of electron energy. The collision operator, S el , for quasi-elastic collisions contains two parts. The main part of the collision operator, S ð0Þ el , modifies the direction of electron velocity, but conserves its modulus or kinetic energy, w 
Here, f is the Electron Distribution Function (EDF), which depends on the velocity vector v ¼ vX decomposed into its modulus, v, and the angular part, X; N denotes the gas number density. The integration in (1) is performed over a unit sphere, S 2 , so that dX ¼ sinhdhd/. The differential collision cross section, rðh; vÞ, is a function of electron speed and the scattering angle h ¼ arc cosðX Á X 0 Þ between the initial and final electron velocity during collision. The second part of the collision operator, S ð1Þ el , describes the small energy loss, which acts as a continuous retarding force, FðwÞ, and is described by a Fokker-Planck differential operator
The force F ¼ dw=v corresponds to the electron energy loss per unit length and depends on the transport collision frequency, , and the fraction of electron energy, d, lost in collisions. For electron collisions with atoms, d ¼ 2m=M, for excitation of rotationally excited states of a molecule with energy e k ¼ hx k and a temperature
, where k is the corresponding collision frequency for excitation of this level.
Inelastic collisions
In inelastic collisions, electrons lose a large fraction of their energy. The inelastic collision operator for electrons with w > e 1 has the form
Here, u ¼ uX 0 is the post-collision velocity,
, where e k is the energy required to excite the kth state of an atom or molecule, r k ðh; vÞ is the differential cross section for the excitation of the kth energy state, and P k denotes the summation over all excited states. With increasing electron energy, the integral operator (3) is reduced to the FokkerPlanck differential operator (2) , and the friction force FðwÞ describing continuous deceleration of fast electrons in collisions with atoms is given by the Bethe-Bloch law 4 FðwÞ ¼ pNZe
where I is a mean ionization energy, which is often approximated as I ¼ 10Z, where Z is the atomic number.
Ionization by electron impact
Fast electrons can generate secondary electrons by impact ionization of atoms. General expressions for the ionization rate and the energy distribution of secondary electrons are quite complicated. Experimental data are often not available, especially for the energy range of interest to gas discharge physics. 8, 9 Tsendin proposed a simple model assuming that secondary electrons are generated with zero kinetic energy 10 S i ¼ dðvÞ
Here, dðvÞ is the delta function, LðvÞ ¼ FðwÞ=N is the energy-loss function, and e 0 is the energy cost per production of electron-ion pair (which does not depend on energy of the primary electrons). The model (5) was used to analyze multiplication of runaway electrons in a neutral gas under the action of strong electric fields (see below).
B. Different scenarios of electron kinetics in external electric fields
Specifics of electron kinetics in low temperature plasmas are determined by the rates of electron momentum change (characterized by the transport collision frequency, ) and the rate of energy change in collisions. In gases, the first electronic excitation threshold, e 1 , serves as the characteristic energy scale for electrons and separates elastic and inelastic energy ranges. In semiconductors, e 1 corresponds to the energy of optical photons, and the corresponding inelastic and elastic ranges are called active and passive regions for electrons. In the elastic energy range (passive region), the characteristic time of the energy relaxation in quasi-elastic collisions, s T ¼ ðdÞ À1 , is 3-4 orders larger than that for the momentum relaxation. In the active region, the inelastic collision frequency, Ã , is typically smaller than for gases and larger than for semiconductors.
Tsendin attempted to analyze peculiarities of electron kinetics in external electric fields for arbitrary rates of scattering and energy loss.
5 Figure 1 illustrates different regimes of EDF formation in a static electric field, E, depending on the scattering and deceleration rates expressed in terms of elastic and inelastic collision frequencies, , and Ã . The characteristic field, E 0 , is defined as the field at which the frequency E ¼ eE mv 0 of electron acceleration to w ¼ e 1 is equal to inelastic collision frequency, E ¼ Ã . Here, v 0 ¼ ffiffiffiffiffiffiffiffiffiffiffiffi ffi 2e 1 =m p is the electron speed at the energy threshold. It is useful to distinguish the EDF "body" (w < e 1 ) and its "tail" (w > e 1 ).
Domain a in Figure 1 corresponds to electron streaming in semiconductors under conditions of dominant emission of optical phonons, when
In domain a, both the EDF body and its tail are highly anisotropic and elongated in the direction of the electric field. Specifics of the EDF formation under streaming are determined by a cyclic motion of electrons in velocity space with periodic emission of optical phonons. Electrons in the passive region (w < e 1 ) are accelerated by the electric field with almost no collisions. After emitting optical phonons in the active region (w > e 1 ), electrons return into the passive region (near w % 0). This cyclic motion of electrons with a characteristic frequency E is well known for semiconductors. Figure 2 shows results of the numerical solution of the Boltzmann equation with adaptive mesh in velocity space 12 for E=E 0 ¼ 0:25 (or equivalently, Ã = E ¼ 4) at ¼ 0, when significant electron streaming takes place. One can see that the EDF is highly anisotropic for both elastic and inelastic energy ranges.
Ideal streaming corresponds to the limit ! 0 and Ã ! 1, when the EDF is described by the Baraff's needlelike function
Here, n e is the electron number density, and Hðv z Þ is the step-function (H ¼ 0 for v z < 0, and H ¼ 1 for v z > 0). For finite Ã and no elastic collisions, a very narrow (needleshape) EDF is formed along the v x -axis in the passive region (jvj < v 0 ) (Figure 2 ). In the active region, the EDF decays sharply with the rate $ Ã = E , which determines the needle width. 11 The f $ jv ? j À1 decay in the transversal direction to the applied electric field (here, v ? ¼ v y ) was observed in simulations 12 in agreement with the theory. 14 In domain b, the EDF body is close to isotropic, but its tail has an anisotropic, needle-like shape. Analytical expressions for the EDF can be found in Ref. 5 . In domain c, both the EDF body and its tail are almost isotropic. The electron motion here can be described as a random walk in energy with a step eEk (which is small with respect to the characteristic energy scale e 1 ). This motion corresponds to energy diffusion with a diffusion coefficient D e ðwÞ ¼ ðeEkÞ 2 =3. A particularly interesting regime of the EDF formation in this region was identified for gas discharges and semiconductors. When scattering occurs due to elastic collisions, but the energy relaxation is due to inelastic collisions, the EDF body does not depend on the electric field and corresponds to a constant diffusion flux in the elastic energy range (passive region). In the "black wall" approximation ( Ã ! 1), the isotropic part of the EDF has the form
This regime was termed quasi-Ohmic for semiconductors. 11 Tsendin introduced the term "pipeline" EDF for gas discharges to emphasize the conservation of diffusion flux in the elastic energy range.
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In domain d of Figure 1 , inelastic collisions can be treated as quasi-elastic, and the distinction between the EDF body and tail disappears. The EDF remains weakly anisotropic for all energies, but a thermal electron runaway can occur.
Domain e corresponds to continuous energy loss in collisions and a genuine electron runaway, when electrons are continuously accelerated by the electric field forming highly anisotropic velocity distributions aligned along the electric field. The energy loss of these electrons can be described in the continuous slowing down approximation
where l is the cosine of the polar angle between electron velocity and the direction of the electric field. The energy loss function, LðwÞ, has a maximum at energies of the order of 100 eV, and coincides with the Bethe-Bloch law at high electron energies. The condition eEl > NL max (11) corresponds to the electron runaway threshold.
III. KINETIC THEORY OF GLOW DISCHARGES
Three different regimes of discharge operation can be distinguished with respect to the electron mean free path, k, the electron energy relaxation length (k T or k Ã ), and the characteristic spatial scale of plasma, L. We have mentioned above that in atomic gases, the electron energy relaxation length, k T ¼ k= ffiffi ffi d p , in the elastic energy range, w < e 1 , can exceed k by orders of magnitude due to the small ratio of electron to atom mass. The energy relaxation length in the inelastic energy range, w > e 1 , is
The first regime corresponds to highly collisional plasmas at large values of pL (the product of gas pressure and plasma size), when k T ( L. In this case, both the isotropic part of the EDF, f 0 , and the anisotropic component, f 1 , are determined by local values of the electric field, electron density, and plasma composition. In this case, electrons can be described by a continuum (fluid) model with transport coefficients derived from local (non-Maxwellian) EDF. Typical examples of such plasmas include DBD and other atmospheric-pressure plasma sources. 15 The second case corresponds to collisional plasma at moderate values of pL, at k ( L ( k T . In this non-local regime, the isotropic part of the EDF, f 0 , at a given point depends not only on the electric field at this point but also on the electric field (and other plasma properties) in a vicinity of this point of the size k T (a memory effect). At the same time, the anisotropic part f 1 is a local function of the field. Therefore, the electron current density is a local function of the electric field, and the Ohm's law takes place (local electrodynamics). In spite of collision-dominated transport, plasma electrons cannot be described by hydrodynamics, and a number of unusual phenomena caused by non-local electron kinetics take place in this regime. Electrons can gain energy within boundary layers (sheaths, skin layers) and release their energy far away from these layers. The most striking manifestation of the non-local electron kinetics is ionization waves (striations) in direct current (DC) glow discharges, which demonstrate self-organization at kinetic level.
The third case corresponds to low values of pL, when the electron MFP becomes comparable or larger than the characteristic size of the plasma, k > L. In this nearly collisionless regime, the anisotropic part of the EDF, f 1 , also becomes non-local-its value at a given point is determined not by the local value of the electric field, but also by the profile of the electric field along the electron trajectory of size k (spatial dispersion). As a result, the local relationship between the current density and the electric field (Ohm's law) becomes invalid. This is the area where gas discharge physics meets fusion plasma physics, which is traditionally focused on collisionless phenomena and hot plasma effects. 16 Collisionless power absorption, anomalous field penetration, and negative power dissipation are just a few examples of the nonlocal electrodynamics phenomena. Plasma reactors used for modern semiconductor manufacturing frequently operate in this regime. 17 
A. The concept of total energy
Since electrons lose only a small fraction of their energy in elastic collisions with neutral gas particles, in electric fields slowly varying in time, the total energy of electrons, e ¼ w þ euðr; tÞ, is an approximate invariant of electron motion, for both free-flight and diffusion transport regimes. In the absence of Coulomb collisions (weakly ionized plasma), electrons with different total energy move almost independently. Often, different groups of electrons can be separated, each responsible for specific processes in the plasma.
Tsendin has fully appreciated and explored the concept of total energy for analysis of electron kinetics in gas discharges. The legacy of Tsendin is best formulated in the following kinetic equation:
This equation describes electron diffusion in space with the coefficient D ¼ v 2 3 , as well as drift and diffusion over total energy with coefficients V e and D e , correspondingly. The source term S 0 describes inelastic collisions
where r k ðwÞ is the total collision cross section for excitation of k-level. The drift and diffusion over total energy are associated with small energy changes, which can be described by the Fokker-Planck formalism. Among these processes are electron's heating by external electric fields, quasi-elastic collisions with atoms, excitation of rotational states of molecules, and Coulomb interactions among electrons. Tsendin was able to obtain analytical and semi-analytical solutions of the kinetic equation (12) for several important problems. The total energy approach became a fruitful way of thinking about electron kinetics in gas discharges. The concept of total energy was rediscovered, independently, for modeling electron kinetics in semiconductor devices. 18, 19 The Fokker-Planck solver (12) was implemented in the commercial software CFD-ACE 20 and successfully used in Ref. 21 to study a number of non-local kinetic effects. 22 Some of these effects are briefly mentioned below.
B. Positive column
PC is a classical example of weakly ionized plasma maintained by an external electric field. In the absence of striations (see below), the plasma of PC is uniform in the axial direction; its radial non-uniformity is due to charged particle transport and recombination at the wall (at r ¼ R). During PC formation, mobile electrons quickly escape to the wall creating (slightly) positively charged plasma and a space charge sheath near the wall. The radial electric potential is formed to trap the majority of electrons and equalize fluxes of electrons and ions to the wall. The axial electric field is radially uniform, and its value in a steady-state is determined by the balance of electron production and loss at the wall. Below we consider gases with no negative ions. Depending on the value of pR, three regimes can be distinguished, as outlined above.
The first regime corresponds to high values of pR, when the electron energy relaxation length, k T , is smaller than R.
The EDF in this regime is well described by the two-term Spherical Harmonics Expansion (SHE) f 0 ðr; vÞ ¼ f 0 ðr; wÞ þ X Á f 1 ðr; wÞ:
The anisotropic part, f 1 ðr; wÞ, is small and is expressed through local gradients of the Electron Energy Distribution Function (EEDF), f 0 ðr; wÞ. The EEDF is a local function of electron density, f 0 ðr; wÞ ¼ n e ðrÞWðwÞ. In the simplest case, which is described by the Schottky theory, the radial distribution of electron density, n e ðrÞ, is given by a Bessel function, and the axial electric field is independent of discharge current. Real discharges are more complex; and depending on discharge conditions, plasma constriction in the radial direction and stratification in the axial direction often take place in this regime. 23, 24 The second regime corresponds to k < R < k T . In this regime, the two-term SHE (11) remains valid, but f 0 ðr; wÞ 6 ¼ n e ðrÞWðwÞ. The total electron energy, e ¼ w þ euðrÞ, becomes useful for understanding electron kinetics in this regime. In the limit, R ( k T , the EEDF is a function of total energy only, f 0 ðr; wÞ % f 0 ðeÞ, and does not depend explicitly on radial position. This "non-local" regime was first discovered by Bernstein-Holstein, 25 and then rediscovered by Tsendin. 26 It became a classical example of nonlocal electron kinetics and has been well described in the literature. 27 Stratification of glow discharges with spatial periods L % k e is another characteristic feature of this regime. 24 An interesting example of nonlocal electron kinetics in PC was discovered recently in numerical experiments, 28 and then explained in detail in Ref. 29 . This example is associated with peculiarities of electron kinetics in rare gases at R % k T , resulting in "paradoxical" non-monotonic radial distributions of excitation rates.
The third regime corresponds to R < k. In this regime, plasma is nearly collisionless. The EDF anisotropy remains small for trapped electrons with total energy below the wall potential. However, the two-term SHE (14) becomes invalid. 30 The electrons with total energy exceeding the wall potential, which move towards the wall, quickly escape, and the angular dependence of the EDF in velocity space becomes discontinuous. Therefore, the amplitudes of all spherical harmonics (except zero) are comparable and the SHE power series converge poorly. This regime corresponds to conditions of non-local electrodynamics associated with deviations from Ohm's law and non-local dependence of the electron current density on the electric field. Tsendin developed an analytical model for calculating EDF in the PC under free-flight conditions 30 and attempted to resolve the well-known Langmuir paradox (Maxwellian "tail" of the EEDF). 31 To fully clarify remaining questions, solution of the full Boltzmann equation for electrons is required together with ion kinetics and self-consistent simulations of radial and axial electric fields.
The electric field maintaining PC plasma does not depend on the discharge current when non-linear effects are not important (Schottky theory). In current-modulated and pulsed discharges, strong modulation of the electric field maintaining the plasma has been observed. 32 This field modulation is maximal in a "dynamic regime" at frequencies in the kHz range. The dynamic regime is attributed to the difference of time scales governing electron kinetics and ion transport. Recent simulation results plotted in Figure 3 help distinguish the four stages in the dynamics of PC plasma (assuming E 0 is the axial electric field in a steady-state PC):
recovery (E E 0 ); and (4) low-current discharge (E ¼ E 0 ). The duration of the afterglow stage is on the order of the ambipolar diffusion time (s a ¼ D a =R 2 ), where D a is the ambipolar diffusion coefficient. After termination of the current pulse, the electric field and electron temperature drop far below their steady-state DC values. The time scale for changing electron temperature is s T ¼ v e =R 2 ( s a , where v e denotes the electron thermal conductivity. As the electron temperature drops, the electron-induced reactions are switched off and the density of excited atoms evolves slowly due to diffusion and chemical reactions among heavy species. Experimental data and simulations show that nonmonotonic profiles of metastables are formed during the current pulse and during the afterglow stage in Helium discharges. 33 In molecular gases, electron kinetics is more complex, and radial distributions of plasma species in the PC are more complicated, especially in electronegative gases. 34 
C. Anode region
The functions of the anode region in DC discharges are three-fold. First, since no ions are emitted from the anode, the ion flux equal to that in the PC must be generated here. Second, since electrons are absorbed at the anode, the (driftdiffusion) electron flux to anode must become equal to the electron flux in the PC (which is purely due to drift), to ensure current flow. Third, the equipotential conductive anode must be connected to the PC plasma, which has a radial potential (see Figure 4) . Consequently, two-dimensional redistribution of the electric potential uðx; rÞ must occur in the anode region that will determine the radial distribution of the current density over anode surface. The anode region consists of a space charge sheath I with a potential drop u a near the anode surface and a spatially inhomogeneous plasma region II (see Figure 4) .
Both positive and negative potential drops u a in the anode sheath have been experimentally observed depending on the discharge conditions (see Figure 5) . For large currents (1 A and higher), the sign of the anode fall is negative for all experimental pressures (from 3 Â 10 -2 to 1 Pa) and has the values of about 1-2 V. For currents on the order of hundreds of mA and at low pressures (approximately smaller than 1 Pa), the anode was also negatively charged. Upon an increase in pressure, a sharp transition to a positive anode fall (6-8 V) took place and the potential profile became monotonic. 
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Tsendin's paper 35 initiated a series of experimental and theoretical studies of the anode region in glow discharges of rare gases at St. Petersburg University. It was found that the structure of the plasma region near the anode is very sensitive to discharge conditions. For low pR, when the electron energy balance is determined by inelastic collisions, the plasma is disturbed by the anode over a large distance about k e ) R. At this distance, a depletion of the EEDF by lowenergy electrons takes place. 36, 37 Visually, this plasma region looks uniform, and the light emission decreases only at a small distance of the order of k Ã near the anode forming anode dark space (see Figure 6(a) ). At the anode surface, a bright luminous layer is observed covering the entire surface of the anode (Figure 7 ). The nature of broadening the radial distribution of light emission in the anode sheath with respect to positive column becomes clear when considering electron diffusion with conservation of total energy in the two-dimensional potential profile near the anode shown in Figure 4 . The dashed radial cross-sections in Figure 4 correspond to electron kinetic energy exceeding the first excitation threshold of atoms.
With increasing pR, the structure of the plasma region near the anode becomes substantially different. 38 First, the size of the plasma region perturbed by the anode decreases and becomes about k T ( R. The anode dark space disappears; the light intensity increases towards the anode with a simultaneous decrease of plasma density ( Figure 6(b) ). The radial distribution of light emission at the anode forms a luminous ring (see Figure 7 (b)). At currents above 5 mA, this luminous ring breaks up into separate spots. At these currents, moving striations develop in the positive column, and the anode region becomes non-stationary. Additional experimental studies of light emission near the anode confirm the formation of the anode rings. 39 Peculiarities of the observed phenomena in the anode region can be qualitatively understood taking into consideration electron kinetics, ion transport, and ionization processes near the anode. In particular, two groups of electrons have been observed near the anode for non-monotonic potential distributions, 22 in agreement with the kinetic theory. The kinetic approach helps qualitatively understand the reversal of the anode fall sign. 40 However, self-consistent simulations of the anode region, taking into account all of the important processes over a wide range of conditions, are still absent. There is no quantitative picture of the observed phenomena, even for the simplest case of DC discharges in rare gases with a planar anode.
Recently, renewed interest in the anode region of gas discharges has been generated by studies of anode double layers 41 and observations of regular anode spots in atmospheric pressure discharges with liquid electrodes. 42 Clearly, Tsendin's heritage in classical glow discharges will be useful for studies of these phenomena.
D. Cathode region
The main function of the cathode region in DC discharges is to generate the flux of electrons required for conducting discharge currents. The flux of primary electrons emitted by the cold cathode, due to secondary electron emission, represents a small fraction of the electron flux in the positive column. Thus, substantial additional ionization is required near the cathode to accelerate the primary electrons within the cathode sheath and produce this ionization. As a result, the potential drop in the cathode sheath, u c , greatly exceeds the potential drop in the anode sheath, u a , discussed above.
From visual observation, several cathode regions are distinguished, which for historical reasons are called negative glow, Faraday dark space (FDS), etc. Depending on discharge currents, Townsend, subnormal, normal, and abnormal discharges have been identified. 58 Normal discharges are characterized by minimal potential drop in the cathode sheath and by highly non-uniform distribution of the current density over the cathode surface (cathode spot with "normal" current density). In the normal regime, increasing discharge current results in an increase of the cathode spot size. When the spot covers the entire cathode surface, the discharge transitions into an abnormal regime takes place. Kinetic theory is required to explain all the peculiarities of the cathode phenomena and the nature of different cathode regions. 43 One extra group of electrons can be identified in the cathode region in addition to the trapped and free electrons described above for the positive column and the anode region. This group includes fast electrons accelerated in the cathode sheath and responsible for enhanced ionization in the negative glow. The structure of the cathode region and the three electron groups is shown schematically in Figure 8 . The first group includes primary electrons injected from the cathode by ion impact and secondary electrons, which are produced in the cathode sheath. The condition of electron runaway (11) is usually satisfied inside the sheath, and this group of electrons is characterized by strongly anisotropic EDF. Fast electrons are responsible for non-local ionization in the negative glow and ultimately for the electric field reversal in the cathode region (see Figure 8) .
The second group of electrons includes those produced in the negative glow region outside the sheath. These "intermediate electrons" are responsible for the current transfer through the FDS between points x 1 and x 2 in Figure 8 . They can be described by the Fokker-Planck Eq. (12) . The intermediate electrons are also responsible for the ionization processes in the region x > x 2 , and the transition from the FDS to PC.
The third group of electrons includes those trapped by the electrostatic potential in the cathode region. The characteristic energy of the Trapped Electrons is of the order of potential well, eu 0 . The Trapped Electrons do not participate in the current flow, but are responsible for a sharp peak of plasma density at the point x m where the electric potential has a local minimum. The EEDF of trapped electrons is often Maxwellian, their density is defined by the Boltzmann relation, and the temperature is slightly above the room temperature.
Tsendin proposed a simple model for runaway electrons in spatially non-uniform electric fields used in Ref. 43 
Here, C is the flux of primary electrons emitted from the cathode, e ¼ w À F 0 x þ euðxÞ denotes "total" energy, which includes non-conservative retarding force, a ¼ F 0 =e 0 is the first Townsend coefficient,ẽ ¼ e=U c , and
is the penetration length of the primary electrons, i.e., the distance from the cathode where their ionization ability is fully exhausted. The first term in the brackets of Eq. (16) corresponds to the primary electrons ejected from the cathode. The second term describes electrons generated in the cathode sheath. Details of the model are well described in the literature (see Refs. 43 and 4). The model was extended for modeling electron kinetics in hollow cathode discharges, as described in Refs. 44 and 5. More detailed computational models of fast runaway electrons have been developed for pulsed nanosecond discharges 45 and discharges in planetary atmospheres. 8 However, the simplest model of runaway electrons in spatially non-uniform electric fields developed in Ref. 43 remains useful for qualitative analysis of non-local ionization in streamer heads and pulsed discharges driven by runaway electrons.
E. Kinetics of stratification
The presence of intrinsic spatial length k e ¼ e 1 eE results in plasma stratification with spatial periods of about k e observed in both semiconductors and gas discharge plasmas. The physical reason is simple. Over the length k e , electrons gain energy sufficient for inelastic collisions. After experiencing inelastic collisions, electrons from the EDF "tail" (active region) lose an energy quantum e 1 and return to the EDF "body" (passive region).
In semiconductors and heterostructures at low lattice temperatures, emission of optical phonons can be the dominant scattering mechanism for hot electrons. A characteristic time s for scattering by impurities and acoustic phonons is 
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Vladimir I. Kolobov Phys. Plasmas 20, 101610 (2013) much longer than time s 0 for emission of optical phonons with energy hx 0 . There are two regions in momentum space in which scattering has a completely different character; these regions are separated by a constant-energy surface, eðpÞ ¼ hx 0 . If the lattice temperature T ( hx 0 , then in the passive region, eðpÞ < hx 0 , the scattering is due solely to impurities and acoustic phonons. Meanwhile, in the active region eðpÞ > hx 0 , the dominant process is the spontaneous emission of optical phonons. In the simplest model, the boundary separating the two regions is a sphere of radius v 0 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2 hx 0 =m p in velocity space. The typical optical phonon energy is hx 0 ¼ 30 À 100 meV.
Experimental evidence of electron streaming and cyclic electron dynamics, due to strong inelastic scattering, was confirmed by analyzing I-V characteristics of short diodes at low temperatures, T < 100K. The presence of kinetic resonance at the transit-time frequency opens the possibility of microwave amplification and generation of terahertz radiation with frequency tuned by the applied voltage. Stratification of hot electrons in configuration space causes spatial modulation of electron density and mean electron velocity, which has been observed in structures of finite size. 46 The electron density stratification, due to inelastic scattering, was also predicted for near-isotropic EDFs. A simple selfconsistent analytical solution was obtained for semiconductors where, in contrast to gas discharges, a compensating positive space charge is fixed and uniform. 47 In low temperature plasmas of gas discharges, ion motion and ionization processes must be taken into account. For electrons, the corresponding collision processes are elastic collisions with neutral species, electronic excitation of atoms and molecules, and excitation of molecular vibrational levels. In rare gases, the ionization potential, e i , is close to the first excitation potential, e i À e 1 ( e 1 . As a result, a variety of standing and moving striations has been observed in rare gases.
At low currents, standing striations have been observed in Townsend discharges of rare gases at low values of pL. The striations appear near the cathode; their amplitude decays towards the anode. The optimal conditions for the formation of striations correspond to k Ã ( k e ( k T . Standing striations in Townsend discharges of rare gases manifest themselves as periodically spaced luminous layers progressively more diffused towards the anode. 22 Standing striations have also been recently observed in micro-discharges at atmospheric pressures in both atomic and molecular gases. 48 It is clear that cyclic motion of electrons in phase space with the spatial period k e should produce periodic perturbations of the electric fields. Tsendin has developed a theory of electron bunching in spatially periodic electric fields. Later, numerical solutions of the kinetic equation in spatially periodic fields confirmed the presence of kinetic resonances at spatial periods associated with the length k e . These resonances were associated with three types of moving striations observed in rare gases at low gas pressures. Peculiarities of electron bunching and kinetic resonances are described in a separate paper in this issue. 6 Striations are a common feature of DC glow discharges; they were described in several reviews and books. 49 Moving striations appear as a combination of electron-induced ionization and ion transport in self-consistent electric fields. Tsendin contributed to understanding the nature of different types of striations in rare gases. He proposed an analytical theory of the ionization waves in constricted discharges, which had an elegant link to a Schr€ odinger-like equation of quantum mechanics. 50 Tsendin proposed a mechanism of moving striations in rare gases at medium pressures (pR > 10 Torr cm), when the electron energy loss is dominated by elastic collisions with gas atoms, k e < k T . Under these conditions, there is a phase shift between the EDF "tail" and the local electric field, creating conditions for ionization instability. Tsendin obtained an analytical solution for the EEDF to explain the nature of moving striations at medium pressures. His model was further advanced to explain the observed striations. 51 Later, a self-consistent one-dimensional model was developed 52 based on a coupled solution of nonlocal kinetic equation for electrons, continuity equations for ions and excited atoms, and the plasma quasi-neutrality condition. It was confirmed that striations in rare gases at medium pressures are caused by the non-local dependence of electron-induced excitation rates on the electric field due to the non-locality of the EDF "tail" first predicted by Tsendin. Figure 9 shows a comparison of calculations 52 with experimental data 51 for Neon, p ¼ 25 Torr, i ¼ 10 mA, and striation wavelength L ¼ 4.3 cm. Good agreement is observed between the calculated and measured profiles of radiation intensity and excitation rate, as well as electron temperature and plasma density. It is seen that the electron density oscillates approximately in opposite phase with the electric field, whereas the excitation rate is considerably shifted with respect to the electric field. The calculated profiles of excitation rates are substantially different than those predicted by the local theory. 52 
F. AC discharges
Tsendin made important contributions to the theory of AC discharges, particularly Capacitively Coupled Plasma (CCP) and Inductively Coupled Plasma (ICP) discharges. For CCP, he developed a space-time averaging procedure for efficient 1D modeling of high-frequency (HF) discharges over a wide range of gas pressures: maxð; x pi Þ ( x ( x pe (where x pe and x pi are the electron and ion plasma frequency, correspondingly). The electric field was divided into high-frequency and quasi-stationary components. The structure of the sheath adjacent to electrodes was calculated for both Joule and collisionless electron heating assuming that the time-averaged electric field determines the ion motion in the sheaths. 53, 54 Later, collisionless sheath in a dynamic regime at lower frequencies, xs i ( 1 ( xs B , was analyzed. 55 Here,
is the time of collisionless ion transport through the sheath, and s B ¼ L sh =v B is the time of the ion free flight through the sheath with the Bohm velocity,
The dynamic sheath regime is an intermediate region between HF discharges and quasi-steady-state (QSS) discharges. In the dynamic regime, the ion flux density at the electrode is two times higher than its value from the plasma during the cathode half-period and is close to zero during the anode half-period.
Tsendin contributed to computational models of ICP using his non-local approach to electron kinetics. 56 His influence was important for theoretical and computational studies of weakly collisional AC discharges. In these discharges, the electron mean free path exceeds the length of space charge sheaths and skin layers near plasma boundaries and can even exceed the size of the chamber. The weakly collisional regime of discharge operation is preferable for semiconductor processing, since it provides highly anisotropic flux of ions to wafer surfaces desirable for etching of fine features. 17 The key principles of discharge operations in weakly collisional regimes are best understood in terms of the non-local approach promoted by Tsendin. Results of recent advances in this field are partially reflected in the second edition of the book. 17 To illustrate the basic principles of the non-local approach to modeling AC discharges, let us consider a global balance of charged particles in bounded plasma controlled by ion recombination at the walls. Electrons interact with electromagnetic fields near plasma boundaries where the fields are high (space charge sheaths in CCP of skin layers in ICP). They acquire an energy kick from the fields, travel through the bulk of plasma with conservation of total energy, and experience "collisions" with boundaries of a potential well and with neutral gas species. The potential well traps the majority of the electrons in plasma to equilibrate fluxes of slow ions and mobile electrons to the walls. The depth of the potential well must exceed the ionization threshold, e i . Only a small fraction of the electrons with energies e > eu w can escape from the plasma because, in a steady state, the ion loss at the boundaries must be compensated by the equal loss of electrons. So, electrons are born at low energy and are slowly heated by electromagnetic fields before they gain enough energy to escape the plasma. During its lifetime, each electron must generate (on average) one electron-ion pair. As a rule, the electron heating area and the area where ionization and excitation take place are located in different places. The difference between discharges of different types consists only of the configuration of the electric fields maintaining the plasma (current-carrying or currentfree), the geometry of the plasma chamber, and the properties of plasma boundaries (dielectric walls vs. electrodes).
Electron interactions with electromagnetic fields in weakly collisional plasmas are described by nonlocal electrodynamics. The term was introduced to emphasize a combination of several effects taking place in weakly collisional regimes. 16 Among them is violation of Ohm's law, nonJoule (stochastic) electron heating, anomalous skin effect, etc. All of these phenomena are associated with non-local dependence of the electron current density on the electric field due to the long electron mean free path. The two-term approximation (14) is not applicable in these regimes, and full Boltzmann (or Vlasov) solvers are required for selfconsistent simulations of these phenomena. 57 
IV. THEORETICAL APPROACH TO GAS DISCHARGE PROBLEMS
Tsendin applied methods of theoretical physics to studies of gas discharges. Numerous examples can be found in the book. 4 Here, we describe a couple of examples, which are not reflected in this book.
A. Current oscillations in dielectric barrier discharges
Recently, non-equilibrium plasma sources operating at atmospheric pressure have gained considerable attention. The term micro-plasma was introduced for discharges with dimensions ranging from a few lm up to a few mm. Because the optimal conditions for plasma generation are observed near the Paschen minimum at pL $ 0.1-10 Torr cm, discharge operation at atmospheric pressures corresponds to gaps with L $ 100 lm. Micro-discharges at high gas pressures often operate in the Townsend regime due to j=p 2 scaling. 58 Strong regular current oscillations have been observed in DBDs in Townsend regimes with electrodes covered by dielectric layers. Tsendin and Nikandrov developed a theory of DBD discharges, which relates the parameters of the current oscillations to finite transit time of ions,
, and electron emission processes at electrodes. 59 Here, E br is the breakdown electric field, and l i is the ion mobility.
Below, we will sketch this theory as a typical example of Tsendin's approach to gas discharge problems. Consider a one-dimensional DBD with a gap L between the electrodes covered by dielectrics with a thickness d and dielectric permittivity e. At the time scale exceeding s i , the electron current density is described by
where j ext is the external current density, and M is the multiplication factor, which is equal to the number of electrons generated by one cathode-emitted electron during the time s i . In the standard local approximation for the ionization rate,
where a and c are the Townsend coefficients. The electric field obeys the equation
where UðtÞ is the applied voltage. By combining Eqs. (17) and (19) and introducing dimensionless variables, one can obtain a second order ordinary differential equation for the electric field
j 0 E br s i , and j 0 is the current density at EðtÞ ¼ E br . The current density j 0 affects initial conditions to the problem.
For a periodic UðtÞ varying with low frequency, xs i ( 1, the term d 2 U=dh 2 can be neglected. Then, Eq. (20) corresponds to a well-known equation of classical mechanics, which describes a particle motion under the effect of nonlinear force. When the external current is negligible (j ext ¼ 0), the right-hand side of Eq. (20) is equal to zero, and one obtains a classical example of non-damping oscillations. A phase portrait of the system for this case is shown in Figure 10 . Using this analogy with classical mechanics, expressions for the maximal and minimal values of the electric field and the oscillation frequency have been obtained. 59 Photo electron emission (described by the right hand side of Eq. (20)) has a stabilizing effect and results in a decay of the current oscillations. Figure 11 compares experimental data with results of calculations obtained using this theory.
Tsendin's theory helped understand current oscillations observed in simulations of low-frequency AC discharges with naked electrodes. Figure 12 shows the results of simulations of a Neon discharge at 600 Hz, 100 Torr, with a serial capacitor of 10 pF and a serial resistor of 100 Ohm in an external circuit. The gap length is L ¼ 6 mm, c ¼ 0:1, no photoelectron emission. Strong regular current oscillations are observed in the Townsend regime near the Paschen minimum. It is seen that the discharge voltage (shown by the blue line) is limited by the breakdown voltage. Indeed, the presence of the serial capacitor is equivalent to a dielectric layer on the electrode, and the nature of these oscillations is similar to that in DBD.
Similar theories describing current oscillations in DBD have been developed independently in Refs. 60 and 61. These theories relate the electron emission processes with the shape of current oscillations. Thus, detailed analysis of current oscillations can provide useful information about electron emission processes at the electrodes.
B. Theory of high-pressure pulsed gas breakdown High-pressure gas breakdown, development and propagation of ionization fronts, streamer formation and branching, and physics of spark discharges are among the most complicated problems of gas discharge physics. Based on the results of numerical experiments, 62 Tsendin initiated efforts to develop a "minimal model," which would account for only the 'vitally necessary' processes to reveal the 'anatomy' of the phenomena. 63, 64 The developed model was based on a set of electron and ion continuity equations coupled to the Poisson equation for the electric field. Neglecting ion motion for the short time scales of interest, and accounting only for electron drift, it was possible to develop a relatively simple analytical theory for propagation of ionization fronts. The key idea of the analytical theory was to consider the ionization fronts as thin interfaces separating quasi-neutral domains with smooth variations of the electric field. The space charge was found to be practically zero everywhere, with the exception of these thin boundary layers. Thus, the electric field distribution can be found using FIG. 13 . Schematics of electron trajectories in the (x, t) plane. T(x) is a separatrix trajectory with a surface charge. Electric field is perturbed at t > t 0 .
FIG. 14. Computational mesh, electrostatic potential contours (top), and electron density (bottom) at different times during gas breakdown between two wires. the surface charge approximation. Similar ideas about surface charges associated with ionization fronts have been independently developed to describe branching of anodedirected streamers. 65 Figure 13 illustrates the evolution of initial background density of electrons and ions after application of a voltage pulse with a short rise time. Electron transport and ionization processes result in the division of the discharge gap L into regions of quasi-neutral plasma (I) and an undisturbed field region (II), separated by an interface (TðxÞ) with a surface charge. Shielding of the applied electric field occurs when the electron and ion densities become many orders of magnitude larger than the background density nðt ¼ 0Þ ¼ n 0 ðxÞ. The anode-directed (negative) front, determined by the initial electrons, moves with the electron drift velocity. After the applied electric field becomes considerably shielded, the ionization stops and the ion density profile remains fixed. The velocity of cathode-directed (positive) front depends on the upstream-generated electrons, supplied, for example, by electron emission from the cathode. This velocity can considerably exceed the electron drift velocity. The developed theory helps distinguish four discharge stages: a prebreakdown stage, two shielding stages, and a slow postbreakdown stage. 64 Tsendin's theory appears useful for computational and experimental studies of high-pressure gas breakdown. Figure  14 shows an example of recent simulations of the dynamics of gas breakdown between two wires with a radius of 100 nm separated by a 1 lm distance. 66 A voltage of amplitude 0.2-4 kV was applied between two wires to initiate a pulsed breakdown supported by field emission of electrons from the cathode (made of carbon nanotube (CNT) arrays). The gas pressure varied from 1 to 100 atm. A 2D fluid plasma model with dynamically adaptive Cartesian mesh was used to study the propagation of fast ionization fronts. The plasma density of 10 18 cm À3 was achieved for pressure of 100 atm, with a 4 kV voltage, at the current density of 1 A/cm 2 typical to CNT arrays. Further theoretical and computational studies are being performed to understand the dynamics of plasma formation at a sub-picosecond time scale and plasma densities achievable under extreme conditions.
V. CONCLUSIONS
We have outlined the fundamentals of electron kinetics in low-temperature plasmas, described elements of modern kinetic theory of gas discharges, and have shown examples of the theoretical approach to gas discharge problems advocated by Lev Tsendin. He was one of the most prominent figures working in the field of gas discharge physics, possessing distinctive and unusual thinking, the ability to penetrate into the essence of physical mechanisms for very complex phenomena. He had a colorful personality and attracted scientists through non-traditional thinking and intellectual power. Tsendin made substantial contributions to modern physics of gas discharges by promoting the kinetic description of electrons in non-equilibrium plasmas. He left behind a dedicated group of followers converted into his "nonlocal religion" and further developing his ideas and methods. In several examples, we have illustrated Tsendin's approach to gas discharge problems. Many other examples can be found in the book. 4 The ideas and methods outlined in this review are currently being developed and implemented in nextgeneration computational tools for adaptive kinetic-fluid simulations of gas discharges used in modern technologies.
