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Using Alliance resources and Alliance-deployed software tools, a team from Argonne 
National Laboratory and the University of Iowa created what one researcher called one 
of "the largest Grid computing successes for the Alliance" to date. Along the way they 
solved a mathematical riddle that had stood for more than 30 years. 
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J.\ classic problem in the realm of mathematics known as discrete optimization is nug30, a 
quadratic assignment problem (QAP) posed by three mathematicians in 1968 (one of them a fel-
low named Nugent, thus "nug"). In the nug30 problem, 30 facilities must be placed at 30 loca-
tions so as to minimize the total cost of transferring materials among the facilities. The problem 
was put forth as a test problem-a puzzler for fellow math whizzes to chew on. But problems 
like it arise in the real world, too, in everything from designing the layout of a hospital or 
factory to designing circuits. 
Despite its seeming simplicity, nug30 is monsterously difficult to solve. Actually, until a grid 
of computational resources from eight sites around the world was recently focused on the prob-
lem, it hadn't been solved at all. In June researchers from Alliance partners University of Iowa 
and Argonne National Laboratory cracked nug30, proving the optimal layout for those 30 facili-
ties for the first time in the problem's three-decade history. 
"Thirty-two years is a very, very long time in computational mathematics," says Kurt 
Anstreicher, a professor of management sciences at the University of Iowa. "Most computational 
problems that were difficult 30 years ago are now trivial because of enormous advances in algo-
rithms and computational power." Anstreicher and his student Nathan Brixius designed the algo-
rithm that solved the nug30 problem. They worked in collaboration with Jeff Linderoth of 
Argonne and Jean-Pierre Goux of Argonne and Northwestern University to implement their QAP 
algorithm on the grid. 
The most basic method of solving a QAP is to simply check all of the combinations of possibili-
ties. But this brute force tactic is an absurd approach to large discrete optimization problems. 
There are 30! (30 factorial), or about 2.65 x 1032 , permutations among the 30 locations and 30 
facilities in nug30. 
"You might think that with a fast computer you could just check all the possible assign-
ments of facilities to locations and choose the best one. But the number of assignments is so 
large that even if you could check a trillion per second, this process would take over 100 times 
the age of the universe," according to Anstreicher. 
To solve nug30 while they were still alive and the sun was still burning, Anstreicher and 
Brixius developed a state-of-the-art algorithm based on what is known as the branch-and-bound 
method of cutting down the problem's impossible complexity. The algorithm divided the initial 
problem into smaller pieces and identified the options that were most likely to yield the optimal 
solution. Any option that could not possibly arrive at the optimal solution was eliminated, and 
the algorithm began using the available computational resources on other, more likely candi-
dates. 
"Even with our very sophisticated algorithm, the solution process would have required 
about 7 years on a fast workstation. Without the use of such a powerful and extensive computa-
tional grid and the grid software tools developed by the Condor, Globus, and metaNEOS groups, 
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In all, the nug30 computation took seven days and consumed more 
than 96,000 CPU-hours on a variety of platforms-networks of 10 
Sun workstations to 400-processor Linux clusters to SGI Origin2000 
supercomputer arrays, for example. A total of 2,510 processors were 
potentially available at the eight sites, effectively creating a single, 
integrated parallel computing platform of grid resources. On aver-
age, about 650 processors were used to solve the problem at any 
given time, with a peak of 1,009. 
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"Computing Like this, using different systems in different 
Locations to create a single (problem-solving] environment, 
has opened the door for us to address new, important scien-
tific applications," says Jeff Linderoth, the research scientist 
who coordinated the computation. "As this sort of [heteroge-
neous] computing becomes more prevalent, it has to become 
easier." 
But easy and simple are two very different things. 
Three different sets of software tools deployed by Alliance 
partners were used in the nug30 computation: the University 
of Wisconsin's Condor high-throughput computing system; the 
Master-Worker runtime support Library developed by the 
metaNEOS project at Wisconsin, Argonne, and Northwestern; 
and the Globus toolkit that was developed at Argonne and the 
University of Southern California with contributions from NCSA 
and others. 
To go with those three tools, eight different sites partici-
pated in the run. Clusters of workstations and Linux clusters 
at Wisconsin, Argonne, the Albuquerque High Performance 
Computing Center, Columbia University, Georgia Tech's 
Interactive High Performance Computing Laboratory, the 
Italian Istituto Nazionale di Fisica Nucleare, NCSA, and 
Northwestern University participated in the nug30 run. SGI 
Origin2000 supercomputers at Argonne and NCSA also con-
tributed CPUs. 
"This tremendous achievement demonstrates that the grid 
being established within the Alliance can have a real impact 
on the practice of science," says Ian Foster, a senior scientist 
at Argonne and computer science professor at the University 
of Chicago who co-Leads the Globus project. "As grid services 
provided by Globus and Condor enter the infrastructure, we 
can expect that computations such as these will become easi-
er and breakthrough results commonplace." 
The processors available on most of the machines offered 
great potential, but they also offered their share of complica-
tions. ALL were part of Local production systems, and the 
nug30 computation had to compete for time. Many were even 
general-purpose workstations with users working on them 
throughout the day. Nonetheless, Condor, which harnesses the 
power of such commodity resources, did its job brilliantly, 
monitoring their status and running jobs on them when they 
were available. 
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"You have to apply constant pressure to be sure you're 
taking peak advantage of whatever resources are available 
anywhere on the grid," says Miron Livny, the computer science 
professor at Wisconsin who heads the Condor project. 
The Master-Worker Library, meanwhile, managed the allo-
cated processors, sending jobs to the Large number of proces-
sors that were functioning in parallel. The master in the sce-
nario was a "Personal Condor'' system set up on Linderoth's 
workstation; the workers were any processors that Condor 
could scrounge up on the grid. Before the run, developers pre-
compiled versions of the worker code for each platform that 
was to be available during the run. Each worker included a set 
of simple functions that packed and unpacked the tasks, 
allowing them to be parceled out by the master and under-
stood by the worker. 
The Master-Worker Library also checkpointed the computa-
tion as it ran, backing up the state of the program to disk 
every half hour. When the computation was stopped or 
crashed-a mere five times during the nug30 run-it simply 
picked up where it Left off, working from what amounted to a 
giant to-do List of tasks that were not yet completed. 
The SGI Origin2000 supercomputers at Argonne and NCSA that 
contributed to the run required further effort. On the flocks 
of Condor machines that participated in the calculation, 
the research team had access to the processors from the 
beginning. The run had to compete for time on these 
processors (which was granted according to priorities 
established by the administrators of the individual flocks), 
but there weren't any hassles in doing so. 
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To use the Origin2000 arrays, 
however, the nug30 team had to be 
authenticated before they even 
asked for permission to run their 
jobs. In effect, the team had to flash 
its ID even before it got the opportunity 
to wait in Line at the bar. Despite a variety 
of security procedures and Logins for the 
machines, the team had to authenticate itself only once. 
Globus-which is installed on the Origin2000 arrays, as well as on 
a 400-processor Linux cluster at Argonne known as "Chiba City" 
that was used in the run-served as an intermediary and cut 
down on much of the manual remote job management that would 
have been required otherwise. Globus also interacted with the 
schedulers on these arrays. The team simply had to specify how 
much time and how many processors they wanted; Globus trans-
Lated their request into the particular scheduling Languages used 
by the machines. 
"We received an allocation on these machines, and we 
weren't going to pass up the opportunity to use them," says 
Linderoth. "Globus was the easiest way to do that." 
The Origin2000 arrays and Chiba City presented another 
challenge once a job had clearance, since Condor wasn't installed 
on the systems. In these cases, Condor had to "glide-in." The 
Condor glide-in authenticated with Globus, waited its turn in the 
Local queue, and then set up a temporary install of Condor. From 
there, it acted just Like any other Condor node-hosting a worker, 
taking tasks from the master, and sending solutions back. When 
its turn was up, the guerilla version of Condor was replaced by 
whatever was next in the system's queue. 
"The most important thing to remember here is that this 
wasn't a demo," says Livny. "The nug30 team wasn't working in 
any sort of bubble. They were using generic grid middleware, 
on production grid resources, in a very dynamic multiuser 
environment." 
This research is supported by the National Computational Science Alliance. Globus 
is supported by the Defense Advanced Research Projects Agency, the Department of 
Energy, the National Science Foundation, and NASA. Georgia Tech's Interactive 
High Performance Computing Laboratory is supported by Intel Corporation. 
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problem with only 
four locations and four 
facilities. Cracking the 
nug30 problem required 
proving the optimal 
layout for 30 facilities 
at 30 locations. 
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A L th 0 U g h AIDS awareness programs and research leading to 
powerful drugs such as AZT have reduced AIDS-related mortality, AIDS 
remains one of the most pressing U.S. public-health problems, with incidence 
rising in some areas and population groups. In less developed parts of the 
world, AIDS is virtually out of control. In South Africa, AIDS infects a third of 
the current populace of 43 million, compared to under 1 percent here, and is 
the leading cause of death, with no abatement in sight. 
Because of their high cost, the drug "cocktails" that control HIV, the 
virus that causes AIDS, have been of little use in Africa. Even at their most 
successful, these drugs aren't a cure-all. By retarding HIV's ability to repro-
duce in humans, they save many lives, but the quest for AIDS researchers 
remains, as it has been, to find a cure-not just therapeutic agents that 
manage the disease, but a knockout punch. 
Physicist Marcela Madrid of the Pittsburgh Supercomputing Center (PSC) 
and Carnegie Mellon University biologist Jonathan Lukin are contributing to 
this effort. Their computer simulations have revealed new understanding of 
an enzyme, HIV-1 reverse transcriptase (RT), that enters the body in the 
package of proteins and ribonucleic acid that comprise HIV. RT plays an 
essential role in reproducing the virus and is therefore an important target 
for drugs. 
Madrid specializes in simulating biological molecules, and in 1998 she 
began collaborating on RT with a team of structural biologists. Because RT is 
a very large molecule, about 1,000 amino acids, it hadn't been simulated 
before, and Madrid's effort, using PSC's Cray T3E supercomputer, broke new 
ground. By providing a moving picture of RT, her work filled in details 
unavailable from the molecule's static structure. Beyond this, her results 
went a long way toward showing that this kind of computer simulation, 
called molecular dynamics, can be a valuable partner with laboratory studies 
in furthering AIDS research. 
With these simulations as groundwork, Madrid and Lukin this year took 
the next step: including water molecules that surround RT in the living cellu-
lar environment. This greatly expanded the computational demands of the 
project, challenging 
memory limitations of 
PSC's Cray T3E. Madrid 
turned to the Alliance's 
SGI Origin2000 array at 
NCSA. Their results from 
this recent work, which 
also relied partly on PSC's 
Intel cluster, offer fresh 
insight into the details 
of how this enzyme 
interacts with other 
molecules to reproduce 
the virus. 
The crystal structure of RT 
compared to the simulated 
structure without DNA. Coil 
thickness corresponds to 
the crystallographic 8-fac-
tors and simulated move-
ments. The entire molecule 
is represented, with the 
active-site subunit shown 
in red (crystal structure) 
and pink (simulation) and 
Rrs other subunit in corre-
sponding dark and light 
green. 
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Superposition of the struc-
tures from the molecular 
dynamics simulation (blue) 
with the crystallographic 
structures of the RT/DNA 
complex (red) and RT with 
deoxynucleoside triphosphate 
(gold) . The coil thickness 
in the blue structure 
corresponds to the motion 
observed during the simula-
tion. It shows that the 
regions of greater mobility 
in the simulation are those 
observed to undergo struc-
tural transitions between 
different crystal structures. 
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( The galaxy~ 
Dubinski's massively complex simulations let cosmolo-
gists like Geller and her doctoral student Daniel Koranyi 
feel around the galaxies, divining the masses of entire 
clusters and the distribution of mass across a cluster. 
In doing so, they're hoping to answer one of the 
biggest questions in science-what is dark matter? 
The mysterious missing mass of the universe, dark 
matter was first imagined in 1933. "It's been with us 
ever since and we still don't know what it is or where 
it is," Geller says. Only 10 percent of matter is "stuff'' 
that's made up of protons, neutrons, and electrons. The 
other 90 percent is dark matter. Forming in halos 
around galaxies, it's what keeps galaxies and clusters 
of galaxies from flying apart. "Galaxies are never 
alone," Geller says. "They always have neighbors. And 
the masses of these clusters are the basis for our 
knowledge of dark matter in the universe." 
But determining the masses of galaxy clusters 
isn't easy. 
In this image, many of the 
galaxies are beginning to 
interact and merge. 
"Galaxy clusters may contain anywhere from a few 
dozen to thousands of galaxies in orbit around the 
common center," Dubinski says. In building his models, 
he selected nine galaxy clusters from another large 
dark matter simulation. Each of these clusters had a 
range of properties similar to the observed data. Then 
he ran the simulation looking backward in time to see 
each of these nine clusters before it formed. 
Running the simulation backward to the begin-
ning let Dubinski identify halos of dark matter forming 
around the galaxies. According to theories, galaxies are 
born in these dark matter halos. But modeling the cre-
ation of galaxies out of each halo requires incredibly 
difficult hydrodynamical calculations that eat up com-
puter resources. To conserve computer resources and 
increase the amount of data that could be considered, 
Dubinski took a shortcut. He replaced each halo with a 
well-resolved model of a spiral galaxy. 
"We are mainly interested in examining the evolu-
tion of a population of well-formed spiral galaxies as 
they fall into a forming cluster," Dubinski says. "This 
approximation allows us to avoid the messy details of 
galaxy formation and focus on the stellar dynamics." 
In all, he replaced 300 dark halos with spiral 
galaxy models. These models then interacted and 
merged as they fell into the forming clusters. This is a 
different approach than usually used, Dubinski says, 
and it has given the model a rich complement of stars 
and a mass that's more like reality. 
The sophistication of Dubinski's model let Koranyi see if 
two standard ways of measuring the mass of the clusters 
gave true results. To test, he simply worked out the 
mass using the standard method and compared that fig-
ure to the mass of the simulated cluster. While the 
method for figuring out the total mass of a cluster 
worked fine, he was surprised to find that a common 
way of figuring out the cluster's mass distribution was 
far off the mark. "People said, 'We know this method 
isn't perfect;" Koranyi says. 'Turns out this method 
doesn't really work at all." 
Geller says that astronomers have other, more 
accurate ways of computing mass distribution across a 
galaxy cluster, but they're not as simple as the method 
Koranyi disproved. 
It just goes to show, she says, that the sophistica-
tion of computer simulations drive astronomers to 
demand more exacting knowledge than in the past. 
"I mean, when people first started doing this, you 
wanted to know the mass to a factor of a few, now 
people want to know it to a few tenths of a percent." 
Watching galaxies grow and collide in the model uncov-
ered another secret-one that gets to the center of the 
matter. In Dubinski's simulations, all galaxies start out 
as spirals, spinning like pinwheels across the sky. But 
lurking in the center of these clusters is something else: 
massive football-shaped galaxies called ellipticals. 
Dubinski found he could form these blobs in his model 
of colliding galaxies. 
Region near a cluster center 
that will eventually form a 
central, giant elliptical galaxy. 
"The simulations produce many remnants of these 
mergers that closely resemble real elliptical galaxies," 
Dubinski says. It's a result, he says, of having a massive 
amount of galaxies in the simulation. "Where previous 
work may have a dozen, we have a couple of hundred." 
The mountains of data that have Led to such grand 
results present another dilemma. It will take some time 
for observational astronomers to catch up with all the 
information churned out by the models. "During the 
past few years, there has been a paradigm shift in 
supercomputing with the movement from vector 
machines to the new massively parallel machines," 
Dubinski says. That has greatly increased not only how 
much data the simulations handle, but also their com-
plexity. "With our simulations you essentially have com-
plete knowledge," he adds, "you have the true mass, the 
three-dimensional structure." 
And that's Letting astronomers finally get their 
hands dirty. "One of the things that makes astronomy 
different is that you can't really experiment with the 
stuff you're working on," Koranyi says. 
Geller believes that the models will shed light on 
the mysteries of dark matter. "I think the thing that's 
important here is that simulations have come to the 
point where you can actually ask questions about 
galaxies-where you can really make fairly direct 
comparisons with observations. And you can learn 
physics from that," Geller says. "It's a profound change." 
This research is supported by the Smithsonian Institution. 
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(I (The secrets)of sequestration ) 
Carbon dioxide injection has been used for years in the oil and 
natural gas industry to enhance the amount of fuel extracted 
from underground deposits. Field testing of deep injection as a 
means of sequestering excess carbon dioxide created when 
burning fossil fuels, however, is a more recent undertaking, 
with many projects cropping up in only the Last 10 years or so. 
Regardless of the intended goal, the process is easily under-
stood. The gas is captured, highly pressurized, piped to a site, 
and then injected deep into the ground or ocean. 
If injected into porous, isolated rock, the carbon dioxide 
interacts with whatever minerals are present and may not have 
a negative environmental impact. If that porous rock happens 
to be an oil reservoir, the carbon dioxide helps move the oil 
out of the well. When injected into the water of an aquifer or 
the ocean, the carbon dioxide may simply dissolve into a solu-
tion with the water. If the pressure is high enough, the carbon 
dioxide will take on a "supercritical" Liquidlike state, remain 
separate from the water, and not interact much at all. 
"One of carbon dioxide's main sinks is the ocean, any-
way-most of it ends up dissolved there as a part of the 
natural carbon cycle. In a way, sequestration just speeds up 
that process," says Kirkpatrick. And, according to a 1997 
study by the Center for Energy and Environmental Studies at 
Princeton University, thousands of years of excess carbon diox-
ide produced by the burning of fossil fuels at the current rate 
could be managed using aquifer and ocean sequestration. 
The overall impact is still uncertain, though. "Nobody 
knows these [products of sequestration] and their environ-
ments well enough to know which of these approaches might 
be best," says Kalinichev, a visiting researcher at the U of I 
and head of the Physical Research Laboratory at the Institute 
of Experimental Mineralogy in Chernogolovka, Russia. 
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A second representa-
tion of hydrogen-
bonded clusters of 
water molecules (blue) 
in supercritical carbon 
dioxide (gray and red). 
Kalinichev and Kirkpatrick's 
research is the horse that 
has to go in front of the 
cart. Before undertakings 
Like sequestration can be 
fully understood, the physi- An aqueous solution of carbon 
cal and chemical properties dioxide at the interface with cal-
of water and carbon dioxide dum carbonate. 
solutions and how they 
interact with their surroundings have to be brought into relief. 
To do that, the team focuses closely on the hydrogen 
bonding between the molecules in their simulated solutions. 
When a hydrogen atom bonds to another atom that strongly 
attracts electrons, the resulting molecule is very polar, with 
one end strongly positive and one strongly negative. Hydro-
gen bonds form between the opposing ends of these polar 
molecules. 
In the sorts of environments where carbon dioxide seques-
tration would be most common-under thousands of feet of 
earth or ocean-temperature and pressure vary widely, from 
near freezing to 400 F and with pressures of up to 1,000 times 
the atmospheric pressure at sea Level. Accordingly, the team 
uses these two factors as their two most common thermody-
namic variables. 
"The dissolved species are dynamic objects. Hydrogen 
bonding is constantly changing. The models allow us to esti-
mate Lifetimes of different bonds under different conditions 
and states," says Kalinichev. 
Already they have discovered that hydrogen bonding is 
reduced at high temperatures, while pressure has Little impact. 
The reduced bonding makes carbon dioxide-which does not 
readily bond, and thus dissolve, because it is not very polar-
more soluble under what would be common sequestration con-
ditions. And by understanding the hydrogen bonds, the team 
can also predict properties such as density, viscosity, diffusion 
rates, and heat capacity under changing conditions. 
--, 
Hiroaki Noma, 
Andrey Kalinichev, 
James Kirkpatrick, 
Andrew Anderson, 
Jianwei Wang, and 
Xiaoqiang Hou . 
The models previously included only pure 
water, but they now consider carbon dioxide, car-
bonates like limestone that might make up a miner-
al wall that the water carbon dioxide mixture would 
interact with, and salts like sodium chloride as well. 
Adding these compounds-and basing the models 
on first principle calculations-brings the simula-
tions much closer to the real world. The amount of 
time required to complete these models is substan-
tial, however, and there's still a great deal of work 
to be done. One picosecond of the molecular 
dynamics simulation requires about an hour on five 
Origin2000 processors, and a typical run tracks the 
behavior of only several thousand atoms over the 
course of several hundred picoseconds. 
"We're still simulating a relatively small num-
ber of molecules, therefore we are applying so-
called periodic boundary conditions to simulate 
bulk aqueous solutions and their interactions with 
mineral surfaces," says Kalinichev. "But you have to 
begin with these mechanical descriptions of each 
molecule to extract the information that you want." 
Kirkpatrick adds, "Today's science requires-
absolutely requires-thinking on the molecular 
scale to understand what takes place on the macro-
scopic scale." 
This research is supported by the Center for Advanced Cement Based 
Materials, the National Science Foundation, and the Department of Energy 
Basic Energy Sciences Carbon Management Program, Geosciences Division. 
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Imagine an automobile air bag system that can calculate not only when but 
with how much force to deploy an airbag based on the passenger's size and weight. 
Picture a home water filter system that monitors pollutants as they pass through, 
sensing when levels rise too high and automati-
cally adjusting the filtration process. Or, think 
about working in an office that could sense your 
movements and reconfigure the office technology 
accordingly-for example, from shared videocon-
ference to private work mode. 
Welcome to the world of microelectromechanical systems (MEMS), an emerging 
field that uses microfabrication techniques to bring together electronic circuitry and 
three-dimensional structures and devices such as sensors and acuators onto silicon 
chips. In these systems that are measured in the millionths (micrometers) and bil-
lionths of a meter (nanometers), a working gear, sensor, or filter may be no larger 
Flow of gas molecules through a filter 
element. The filter element is the nar-
row horizontal area in the middle. The 
area to the left of the filter element 
(red) depicts the atmospheric pressure 
conditions at the intake area, about 1.3 
atmospheres (atm). As the gases move 
through the filter element, pressure 
drops to about 1.0 atm at the output. 
than a grain of sand. More importantly, the 
behaviors of particles and individual elec-
trans at this scale don't follow the rules of 
classical physics. Engineers and scientists are 
working to document the basic behaviors of 
particles and electrons on the micro- and 
nanoscales. Their work could bring about 
reliable, low-cost integrated systems-on-a-
chip that are "smart" enough to sense and 
respond to the needs of the user. 
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Temperature change through a 
filter element. A drop in the gas 
temperature develops as the gas 
accelerates and thermal energy 
is converted to kinetic energy. 
x-velocity vs position (m/s) 
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6 
Changes in velocity 
through the filter ele-
ment along the vertical 
axis. The flow converges 
into the channel at the 
input, and diverges out 
of the channel at the 
output. 
"Our ultimate goal is to create embedded systems that 
result in smart surfaces," says Umberto Ravaioli, a Univer-
sity of Illinois electrical and computer engineering profes-
sor and a researcher with the Alliance Nanodevices team. 
Ravaioli says scientists are "just beginning to get their feet 
wet" in MEMS. He is one of three U of I researchers who are 
dipping their toes into the field by using the Alliance's 
high-performance computing systems at NCSA to conduct 
research into the behavior of air particles as they flow 
through microfilters no more than the diameter of a human 
hair. Narayan Aluru, an assistant professor in the U of I 
department of general engineering and a researcher at the 
Beckman Institute for Advanced Science and Technology, 
and graduate research assistant Ozgur Aktas, are also part 
of the research project. 
~- -
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The research team is looking at how very small airborne 
particles flow through the microfilter's elements, tiny holes 
that are no larger than 1 micrometer. These miniature fil-
ters are used to sift very small particles such as spores and 
bacteria. The entire filter array is usually only a few 
micrometers in diameter, or about the size of a quarter. As 
a micromechanical component of MEMS, these filter ele-
ments are often micromachined onto silicon. For example, a 
hand-held device to detect gas leaks could include not only 
a gas spectrometer small enough to fit on a chip but also a 
microfilter that would sift out extraneous particles such as 
dust. Including a microfilter on the chip would effectively 
purify the gas and allow the spectrometer to detect only 
the components it was designed to detect. 
"At this point we need to study the behavior of these 
particles under various conditions because we don't know 
much about the behavior of gases at this level," says Aluru. 
"Computer simulation is the closest we can get to observ-
ing what happens in the real world." 
Aluru used funding from the NCSA Faculty Fellows 
program as seed money for the current research project. 
The Faculty Fellows program awards grants to faculty on 
the U of I's Urbana-Champaign campus for research projects 
that could benefit from the use of NCSA or Alliance com-
puting resources. The researchers are running simulations 
on NCSA's NT supercluster and SGI Origin2000 supercomput-
er using Direct Simulation Monte Carlo (DSMC) techniques 
to simulate the behavior of air particles in filters ranging in 
size from .05 to 1 micrometer. The DSMC method samples a 
significant number of the particles as they flow in, out, and 
around the intake area of the filter element. From this ran-
dom sample, the researchers draw general conclusions about 
the behavior of the particles. 
The team's first simulations involved about 5 million mol-
ecules flowing through the filter element. Each simulation-
one on the NT supercluster and one on the Origin2000-used 
64 processors for about 14 hours. An accurate 3D simulation 
of all flow features of a microfilter element would require 
about 300 million molecules, something that is practically 
impossible even on the best of today's supercomputers. To 
address this problem, the team is developing new multiscale g 
methods of computing and simulating their data. d racKing a molecule's journey ~ 
The team's simulations track a wide range of conditions such 
as air pressure and temperature at different flow rates as well 
as differences in pressure at the filter's intake and output 
points. The simulations follow each of the millions of mole-
cules on their journey through the microfilter, noting when 
they flow smoothly through the filter, when they hit the walls 
of the filter, and when they collide with each other. 
Understanding these basic behaviors of gases at this level, 
says Aluru, can help answer some elementary design ques-
tions, such as the optimal shape of a microfilter or how much 
pressure a tiny filter can take before it bursts. 
"There are some basic engineering questions that need to 
answered," notes Aluru. "We need to know about the effects 
of pressure differences between intake and output, the effects 
of more or fewer [filter] holes, how the roughness of the sur-
faces affects flow, or what happens when you reduce the 
interactions among gases." 
Results so far show that the behavior of filter elements 
is not governed by classical models of fluid transport. In 
addition, surface conditions in the filter elements-such as 
roughness and how particles interact with the surface of the 
filter-play important roles in determining the behavior of 
particles at very small scales. Additional 3D simulations will 
provide even more insight into the behavior of particles at 
this scale and will lay the foundations for developing 
nanoscale filter elements, Aluru predicts. 
"We've learned a lot, but there's a lot more that needs to 
be done," says Ravaioli. He hopes that in the not-too-distant 
future simulations of the workings of entire microelectro-
mechanical systems will be possible-simulations that could 
require as many as 40,000 processors on clusters or 
Origin2000 systems. 
"This is an emerging discipline that will require an enor-
mous amount of compute power," he says. "It will push the 
development of terascale computing systems." 
This research is supported by the Defense Advanced Research Projects Agency, 
the NCSA Faculty Fellows program, and a University of Illinois Computer 
Science and Engineering Fellowship. 
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y-axis (m) 
Changes in velocity through 
the filter element along the 
horizontal axis. Gas flow 
accelerates as pressure 
drops in the channel. 
Simulated channel about 
0.1 x 0.1 x 0.5 microns. 
Atmospheric pressure at the 
input point (top) is about 
1.15 atm. At the output 
point (bottom), it is about 
0.85 atm. The plot shows 
the slip velocity, the mean 
velocity of the particles 
along the walls of the filter 
element. A cross section of 
velocity through the filter 
element shows that velocity 
is greater away from the 
walls. 
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Fal l Access 
This section of Access is a brief Look at the teams that constitute 
the Alliance and the people making the Alliance's mandate to 
fashion tomorrow's computational infrastructure a reality. Their 
efforts are at the heart of the Alliance and will change the world. 
The External Advisory Councirs members, who have decades of experi-
ence in computing and communications or in science and technology, 
advise the Alliance on issues in government, academia, and education. 
They also review the performance of the Alliance's management. 
John Perry Barlow is a fellow at Harvard Law School's Berkman Center for Internet and Society and 
cofounder of the Electronic Frontier Foundation, an organization that promotes freedom of expression in 
digital media. A former Lyricist for the Grateful Dead, Barlow is a contributing writer for Wired and a 
contributing editor for numerous publications. 
C. Gordon Bell served as the first assistant director for computing at the National Science Foundation 
and was an author of the NSF High Performance Computing and Communications Initiative during his 
tenure there. In 1991 he received the National Medal of Technology for work as head of research and 
development at Digital Equipment Corp. Now senior researcher at Microsoft Corp., Bell works on telep-
resence and parallel processing. 
A former director of the National Science Foundation, Erich Bloch is a principal and president of the 
Washington Advisory Group, a consulting firm that provides strategic counsel and management consult-
ing to companies, universities, governments, and not-for-profit organizations. He is also a distinguished 
fellow of the Council on Competitiveness, a private organization that represents a broad cross section of 
American businesses and universities to advance the country's competitiveness. Before joining NSF, 
Bloch was corporate vice president for technical personnel development at IBM. 
Mary L. Good is the Donaghey University professor and dean of the Donaghey College of Information 
Science and Systems Engineering at the University of Arkansas at Little Rock and a managing member 
of Venture Capital Investors, LLC. She is also the current president of the American Association for the 
Advancement of Science (AAAS). A chemist, materials scientist, and engineer, she began her career at 
Louisiana State University, where she held increasingly significant positions, including the Boyd 
Professorship, from the mid-1950s through the 1970s. After 13 years as an industrial research manager, 
culminating in the position of Senior Vice President for Technology for Allied Signal, she served as the 
Undersecretary for Technology in the U.S. Department of Commerce from 1993 to 1997. 
Robert W. Lucky is corporate vice president of Applied Research at Telcordia Technologies, formerly 
Bellcore. He began his telecommunications career at AT&T Bell Laboratories in Holmdel, NJ, where he 
invented the adaptive equalizer, a technique for correcting distortion in telephone signals that is used 
in all high-speed data transmission today. Lucky is the author of Silicon Dreams, a discussion of the 
ways both humans and computers deal with information. 
Since becoming a professor of physics at the University of Michigan in 1987, Homer A. Neal has also 
served as chair of the physics department, vice president for research, and interim president of the uni-
versity. Neal is director of the UM-ATLAS Collaboratory project, a regent of the Smithsonian Institution, 
and a fellow of the American Physical Society, the American Association for the Advancement of 
Science, and the American Academy of Arts and Sciences. 
As a senior member of the W. K. Kellogg Foundation's executive staff, Anne C. Petersen provides overall 
Leadership for programming. Before joining the Kellogg Foundation, she was the deputy director of the 
National Science Foundation. In addition to a Long career in academic and research administration, 
Petersen has had a productive research career, with more than a dozen books and nearly 200 articles 
and chapters. 
Richard J. Schroth is one of the world's most sought after business and technology strategists, execu-
tive advisors, and international speakers on the application of emerging technologies. He is CEO of two 
companies as well as being an active board member of a number of others. Schroth has contributed to 
the growth and development of many of the advances and breakthroughs enjoyed by a number of the 
world's largest corporations. 
Chair of the External Advisory Council, Philip M. Smith is a partner in McGeary and Smith, science 
policy consultants and authors. He has been involved in national and international science and technol-
ogy policy and program development for over four decades. Smith has held senior positions at the 
National Academy of Sciences and the National Research Council, the White House Office of Science and 
Technology Policy, and the National Science Foundation. 
Tony Waldrop is vice chancellor for research at the University of Illinois at Urbana-Champaign and chair 
of the Board of Managers for the University of Illinois Research Park. He is also a professor of physiolo-
gy, biophysics, bioengineering, and neuroscience at the university. His research, which is funded by the 
National Institutes of Health, focuses on the neurobiology of respiratory and cardiovascular control 
mechanisms. 
The Executive Committee is the primary technical advisory body of 
the Alliance. Its members are all leaders in computational science 
and engineering. 
Daniel Reed is director of the Alliance and NCSA. He also serves as the head of the computer 
science department at the University of Illinois at Urbana-Champaign. Reed is a member of 
several national collaborations, including the Center for Grid Application Development 
Software, the Department of Energy Next Generation Internet Initiative, the Los Alamos 
Computer Science Institute, and the DoE Accelerated Strategic Computing Initiative. He also 
serves on the advisory committee of the NSF Directorate for Computer and Information Science 
and Engineering and on the board of directors of the Computing Research Association. 
Charlie Bender is executive director of the Ohio Supercomputer Center, Ohio's flagship center 
for high-performance computing and networking. Bender is the founder of the Coalition for 
Academic Scientific Computation, which consists of more than 20 institutions working together 
to strengthen high-performance computing on local and national levels. Bender is also a 
professor of chemistry at The Ohio State University. 
A professor of physics at North Carolina State University, Jerry Bemholc uses high-perfor-
mance computations to study problems in solid state and materials physics. Bernholc is one of 
the leaders of the Alliance's Nanomaterials team. In 1997 he was a finalist for a Computer 
World/Smithsonian Award for Science. 
James R. Bottum, executive director of NCSA, is responsible for the overall management of 
operations. Prior to joining NCSA in 1986, Bottum was associate director of the Supercomputer 
Centers Program in the NSF's Office of Advanced Scientific Computing, where he played a key 
role in the establishment of the Advanced Scientific Computing initiative and early plans for 
NSFNET. 
David M. Ceperley is a professor of physics at the University of Illinois at Urbana-Champaign, 
where he studies Monte Carlo methods and many-body systems. Ceperley has calculated the 
state of the electron gas equation with Berni Alder, one of the pioneers of computational sci-
ence. This calculation provides basic input data for virtually every current numerical application 
of density functional theory to electronic systems. 
John W. D. Connolly plays many roles at the University of Kentucky, serving as a professor of 
physics and astronomy, director of Kentucky EPSCoR, and director of the Center for Computa-
tional Sciences. Before joining the faculty of the University of Kentucky, Connolly was the 
director of the NSF's Division of Advanced Scientific Computing, which initiated the NSF 
supercomputer centers program and NSFNET. 
Richard Crutcher is the Alliance's chief applications scientist and head of the astronomy department at 
the University of Illinois at Urbana-Champaign. Crutcher is the team leader of the Alliance's Radio 
Astronomy Imaging group and a member of the AlPS++ Consortium and the BIMA radio telescope exec-
utive committees. His research interests include star formation, magnetic fields, and radio synthesis 
imaging. 
Thomas DeFanti is a professor of computer science, director of the Electronic Visualization Laboratory, 
and director of the Software Technologies Research Center, all at the University of Illinois at Chicago. 
He is also the principal investigator of the NSF STAR TAP and Euro-link international networking pro-
jects. In 1991 DeFanti and EVL codirector Daniel J. Sandin conceived the idea for the CAVE virtual 
reality theater. 
Dennis Gannon is a professor in the department of computer science, which he also chairs, at Indiana 
University. He is a member of the Alliance Enabling Technologies team and chaired the Science Portal 
Roadmap team. He was involved in the design of the NASA Information Power Grid Project, and he is 
currently involved in the Department of Energy 2000 Common Component Architecture software effort. 
He also cochairs the Concurrency and Parallelism subgroup of the Java Grande Forum and is currently 
the science director for the Indiana Pervasive Computing Research (IPCRES) center. 
Fred Geinosky joined Allstate Insurance Co. as a systems programmer in 1967 and and is now Senior 
Systems Planning Consultant in the company's Advanced Technology Research department. He has been 
the onsite coordinator of Allstate's relationship with NCSA since February 1996, when Allstate became a 
member of the Private Sector Program. He holds a bachelor's degree in finance from DePaul University 
and an MBA in quantitative methods and computers from Loyola University in Chicago. 
As a cofounder and the deputy director of Boston University's Center for Computational Science, 
Roscoe C. Giles promotes and develops applications of high-performance computing. Giles is a 
professor of electrical and computer engineering at Boston University and team leader for Alliance 
Education, Outreach, and Training. Giles is also the executive director of the Institute for African-
American ECulture. 
Frank Gilfeather is executive director of the High Performance Computing Education and Research 
Center at the University of New Mexico, which administers the Maui High Performance Computing 
Center. Gilfeather is a professor in the Department of Mathematics and Statistics at the University of 
New Mexico and currently is special assistant to the dean of Arts and Sciences. 
Gregory McRae is a Bayer professor of chemical engineering at the Massachusetts Institute of 
Technology. He studies the scientific aspects of pollutant transport, transformations in multimedia 
environments, and the design of products and processes that avoid environmental problems. 
Michael Norman is a professor of astronomy at the University of California at San Diego. Norman 
received the 1997 Alexander von Humboldt Research Prize and the 1999 IEEE Sidney Fernbach 
Award. He is a member of the Alliance Cosmology team. 
Jeremiah Ostriker became provost of Princeton University in 1995 and continues to serve as both 
provost and a professor of astrophysical sciences. He is the principal investigator of the NSF 
Computational Grand Challenge Cosmology Project. 
Tom Prudhomme, division director for external programs at NCSA, is responsible for NCSA's partici-
pation in the Alliance Education, Outreach, and Training team effort. Prior to joining NCSA in 1997, 
he was an information technology integration consultant and served as director of business develop-
ment at MCNC in North Carolina. Between 1986 and 1991 he managed intellectual property and 
technology transfer within the Office of the Vice Chancellor for Research at the University of Illinois 
at Chicago. Prudhomme earned his PhD in biology from McGill University, specializing in physiologi-
cal systems ecology. 
Larry Smarr is one of the pioneers in creating a national information infrastructure to support acad-
emic research, governmental functions, and industrial competitiveness. In 1983 he initiated the first 
proposal to the National Science Foundation to create a national supercomputer center. He worked 
with Congress in 1984 to ensure passage of legislation that authorized the original NSF supercom-
puter centers and the NSFNET national network. Smarr became the founding director of NCSA in 
1985 and of the Alliance in 1997. Smarr is now Alliance strategic advisor and a professor of comput-
er science and engineering at the University of California at San Diego. 
Chair of the External Advisory Council, Philip M. Smith is a partner in McGeary and Smith, science policy 
consultants and authors. He has been involved in national and international science and technology pol-
icy and program development for over four decades. Smith has held senior positions at the National 
Academy of Sciences and the National Research Council, the White House Office of Science and 
Technology Policy, and the National Science Foundation. 
Rick Stevens is director of the Mathematics and Computer Science (MCS) division at Argonne National 
Laboratory and the Alliance's chief computational architect. He also leads the MCS Futures Laboratory, an 
effort to develop multimedia collaborative environments, virtual reality, and advanced networking. His 
major research interests are in collaborative and virtual environments, advanced scientific visualization 
technology, supercomputer performance modeling, and molecular nanotechnology simulation. 
Valerie Taylor is an associate professor in the electrical engineering and computer science department at 
Northwestern University and holds a guest appointment with Argonne National Laboratory. Her research 
focuses on computer architecture and high-performance computing, with particular emphasis on mesh 
partitioning for distributed systems and the performance of parallel and distributed applications. In 1993 
she received a National Science Foundation Young Investigator Award. Taylor is a member of the Alliance 
Distributed Computing team and head of the Building the Grid Roadmap team. 
John Towns is division director of NCSA's Scientific Computing Division and principal NCSA liaison to the 
Alliance's Partnerships for Advanced Computational Services (PACS), which enable computational research 
by providing resources and support for high-end users. He is also cochair of NCSA's Computer Policy 
Committee and a principal investigator for the distributed applications support team component of the 
National Laboratory for Applied Network Research. 
Mary Vernon has been a faculty member at the University of Wisconsin at Madison since 1983. Vernon 
received the NSF Presidential Young Investigator Award in 1985, the NSF Faculty Award for Women in 
Science and Engineering in 1991, the ACM Fellow Award in 1996, and the University of Wisconsin Vilas 
Associate Award in 2000. She served on the board of directors of the Computing Research Association 
from 1994 to 1999, and she is currently chair of ACM SIGMETRICS. 
Paul Woodward's research explores nonlinear phenomena in fluid dynamics through Large-scale computer 
simulations. He has concentrated on turbulent flows, especially in astrophysical contexts where the 
effects of compressibility are important. Woodward is a professor of astronomy and director of the 
Laboratory for Computational Science and Engineering at the University of Minnesota. 
The National Center for Supercomputing Applications 
(NCSA), one of the five original centers in the National 
Science Foundation's Supercomputer Centers Program 
and a unit of the University of Illinois at Urbana-
Champaign, officially opened its doors in January 1986. 
NCSA earned and maintains an international reputation 
for implementing experimental supercomputing and 
high-performance computing systems and networks 
and for developing innovative applications in high-
performance computing, visualization, and desktop 
software. 
After 10 years, the NSF Supercomputer Centers 
Program was replaced with the NSF Partnerships for 
Advanced Computational Infrastructure (PAC!) program 
in 1997. NCSA became the Leading-edge site for the 
National Computational Science Alliance {Alliance), one 
of two partnerships in the new PAC! program. The 
Alliance partnership of approximately 50 academic part-
ners from across the nation is building a prototype of 
the country's next-generation information and compu-
tational infrastructure, the PAC! Grid, to enable scien-
tific discovery and increasingly complex engineering 
design. The Grid is creating a powerful, seamless, inte-
grated computational problem-solving environment for 
collaborative, multidisciplinary work on a national 
scale. 
NCSA Leads the Alliance in its mission to maintain 
American preeminence in science and technology. The 
center anchors all Alliance teams and oversees the 
administration of all Alliance programs. It has the 
Largest production high-performance facility in the 
Alliance. The center works with government agencies, 
communities, and schools to discover how high-
performance computing and communications can 
benefit them. Through its Private Sector Program, top 
researchers from Fortune 500 corporations partner with 
NCSA to explore how cutting-edge hardware and soft-
ware, virtual prototyping, visualization, networking, 
and data mining can help U.S. industries maintain a 
competitive edge in a global economy. 
• Allstate Insurance Company 
• The Boeing Company 
• Caterpillar Inc. 
• Eastman Kodak Company 
• J.P. Morgan 
• Kellogg Company 
• Motorola, Inc. 
• Sears, Roebuck and Co. 
• Shell Oil Company 
• ANSYS, Inc. 
• Microsoft Corporation 
• SGI 
• Sun Microsystems, Inc. 
• Hewlett-Packard Company/Convex Technology Center 
• IBM Corporation 
• Intel Corporation 
• Microsoft Corporation 
• Platform Computing Corporation 
• The Portland Group, Inc. 
• SGI 
• Sun Microsystems, Inc. 
Government 
• Defense Advance Research Projects Agency 
• Department of Defense High Performance Computing 
Modernization Program 
• Department of Education 
• Department of Energy Accelerated Strategic 
Computing Initiative 
• Illinois State Board of Education 
• NASA 
• National Response Center 
• National Imagery and Mapping Agency 
• NSF Digital Government Consortium 
• NSF Digital Government Program 
• NSF Next Generation Internet Program 
• NSF Partnerships for Advanced Computational 
Infrastructure 
• State of Illinois 
Application Technologies 
The Alliance's five Application Technologies {AT} teams 
pave the way, pushing new technology and demon-
strating its potential. They collaborate with the 
Enabling Technologies team to specify and prioritize 
application requirements and prototype new elements 
of the Alliance computational infrastructure, while 
actively using this infrastructure in a broad range of 
disciplines. NCSA research scientists anchor each of 
the five teams and act as a liaison to their discipline 
communities. The AT teams are: chemical engineering, 
cosmology, environmental hydrology, nanomaterials 
and nanodevices, and scientific instrumentation. 
• American Museum of Natural History 
• Harvard University 
• Massachusetts Institute of Technology 
• Princeton University 
• University of California, San Diego 
Environmental ro o 
• Rutgers University 
• University of Iowa 
• University of Maryland, College Park 
• University of Oklahoma 
• University of Wisconsin, Madison 
anoma ena s a d nanodevices 
• Arizona State University 
• Lawrence Livermore National Laboratory 
• North Carolina State University 
I • Northwestern University 
• Ohio State University 
• Stanford University 
• University of Pittsburgh 
• University of Texas, Austin 
Fa l l Acces 
Enabling Technologies 
The Alliance Enabling Technologies (ET) team is the 
core development engine of the Alliance. With the 
ultimate goal of improving scientific productivity, 
members at its 15 partner sites prototype new ele-
ments of the Alliance computational infrastructure, 
including new grid technologies, cluster computing 
tools and system software, collaborative environments, 
and user portals. 
This year, the three previous ET teams-the paral-
lel computing team, the distributed systems team, and 
the data and collaboration team-were integrated into 
a single ET team. This integration allows the team to 
respond more rapidly to changing needs and emerging 
opportunities and to work together more closely. 
• Argonne National Laboratory 
• Indiana University 
• Princeton University 
• National Center for Supercomputing Applications 
• Northwestern University 
• Rice University 
• Syracuse University 
• University of California, San Diego 
• University of Houston, University Park 
• University of Illinois, Chicago 
• University of Illinois, Urbana-Champaign 
• University of Minnesota, Minneapolis 
• University of New Mexico 
• University of Tennessee, Knoxville 
• University of Utah 
• University of Wisconsin, Madison 
Partners for Advanced Computational Services 
The Alliance Partners for Advanced Computational 
Services (PACS) help disseminate and support technolo-
gies developed by the Alliance. They also coordinate the 
allocation of the Alliance's high-performance computing 
resources and provide user support for these resources. 
Many PACS sites also serve as training grounds by hosting 
workshops, offering consulting services, and introducing 
researchers to high-performance computing. 
One of PACS's most significant projects is their ongoing 
role in the development and deployment of the Virtual 
Machine Room (VMR). The VMR harnesses the disparate 
PACS resources into a single, seamless set of resources for 
scientific research. The VMR must integrate hardware, 
software, and services and provide a comprehensive, 
intuitive user interface in order to make the Alliance's 
vision of the Grid a reality. 
• Albuquerque High Performance Computing Center at 
University of New Mexico 
• Argonne National Laboratory 
• Boston University 
• Committee on Institutional Cooperation 
• EPSCoR 
(Experimental Program to Stimulate Competitive 
Research) 
• Maui High Performance Computing Center 
• National Center for Supercomputing Applications 
• Ohio Supercomputer Center 
• SURA (Southeastern Universities Research Association) 
• University of Kansas 
• University of Kentucky 
• University of Wisconsin, Madison 
( PACS(resources) ) 
• Albuquerque High Performance Computing Center at the 
University of New Mexico 
LosLobos cluster-512 733 MHz Pentium III Xeon 
processors 
RoadRunner cluster-256 450 MHz Pentium II 
processors 
• Boston University 
SGI Origin2000-192 processors 
SGI Power ChallengeArray-38 processors 
• Maui High Performance Computing Center 
IBM SP2-723 processors 
• National- Center for Supercomputing Applications 
SGI Origin2000-1,536 processors 
HP-Convex Exemplar SPP-2000-64 processors 
NT supercluster-256 550 MHz Pentium III processors 
• University of Kentucky 
HPN-4000 cluster-96 processors 
• University of Wisconsin, Madison 
Condor high-throughput computing 
environment-more than 700 processors 
Education, Outreach, and Training 
The Alliance's education, outreach, and training efforts are 
part of NSF's Education, Outreach, and Training Partnership 
for Advanced Computational Infrastructure (EOT-PACI) pro-
gram, a joint undertaking with the Alliance's sister program, 
the National Partnership for Advanced Computational 
Infrastructure. EOT-PACI is dedicated to making emerging 
technologies accessible to learners and educators at all lev-
els and to forging an inclusive computing community. The 
EOT-PACI teams are: education, access and inclusion, gov-
ernment and new communities, learning technologies, and 
evaluation. 
( Access and (inclusion ) ) 
• American Indian Higher Education Consortium 
• Coalition to Diversify Computing 
• Computing Research Association 
• National Center for Supercomputing Applications 
• Rice University 
• University of New Mexico 
• University of Wisconsin 
( Education ) 
• BioQuest Curriculum Consortium 
• Boston University 
• Center for Innovative Learning Technologies 
• Maryland Virtual High School of Science and Mathematics 
• National Center for Supercomputing Applications 
• Ohio Supercomputer Center 
• The Shodor Education Foundation 
• University of Alabama, Huntsville 
• University of Houston, Downtown 
• University of Illinois, Urbana-Champaign 
( Evaluation ) 
• University of Wisconsin 
( Government and(new communitie ) 
• University at Albany, SUNY 
• University of Illinois, Urbana-Champaign 


