In this paper we investigate a vector optimization problem (P) where objective and constraints are given by set-valued maps. We show that by mean of marginal functions and suitable scalarizing functions one can characterize certain solutions of (P) as solutions of a scalar optimization problem (SP) with single-valued objective and constraint functions. Then applying some classical or recent results in optimization theory to (SP) and using estimates of subdifferentials of marginal functions, we obtain optimality conditions for (P) expressed in terms of Lagrange or sequential Lagrange multipliers associated with various coderivatives of the set-valued data.  2005 Elsevier Inc. All rights reserved.
Introduction
This paper investigates a vector optimization problem (P) where objective and constraints are given by set-valued maps. We show that by mean of marginal functions and suitable scalarizing functions one can characterize certain solutions of (P) as solutions of ✩ This research was initiated during the author's stay at the Institute of Applied Mathematics of the University of Erlangen-Nürnberg under the Georg Forster grant of the Alexander von Humboldt Foundation.
E-mail address: txdha@math.ac.vn. a scalar optimization problem (SP) with single-valued objective and constraint functions. The procedure to obtain optimality conditions for (P) now consists of two steps. Firstly, we apply some classical or recent results in optimization theory to get optimality conditions for (SP) expressed in terms of Lagrange-Kuhn-Tucker, Lagrange-Fritz John multipliers or sequential Lagrange multipliers associated with subdifferentials of the objective and constraint functions of (SP). Secondly, using estimates of subdifferentials of a marginal function, we rewrite these conditions solely in terms of coderivatives of the set-valued data of (P). The remainder of the paper is organized as follows. Section 2 is devoted to formulating the problems (P) and (SP). In Section 3 we recall the notions of subdifferentials and coderivatives in the senses of Fréchet, Mordukhovich and also in the sense of convex analysis. Here we establish some estimates of subdifferentials of marginal functions. In Section 4 we prove, under convexity assumptions, some necessary and sufficient optimality conditions expressed in the form of Lagrange-Kuhn-Tucker multipliers or sequential Lagrange multipliers associated with coderivatives or -coderivatives of convex analysis. A special nonconvex case with a reverse convex constraint is considered in the last section where we derive necessary optimality conditions in the form of Lagrange-Kuhn-Tucker, Lagrange-Fritz John multipliers associated with the Fréchet or Mordukhovich coderivatives.
We note that there is a large literature on optimality conditions for (P) given in terms of various generalized derivatives of set-valued maps (see [1] [2] [3] [4] [5] [6] [12] [13] [14] 16, 17, 23] and the references therein).
Statements of the optimization problems (P) and (SP)
In this paper we study the vector set-valued optimization problem (P) Minimize F (x)
s.t. x ∈ S, G(x) ∩ C = ∅,
where F : X ⇒ Y and G : X ⇒ Z are set-valued maps from a Banach space X into Banach spaces Y and Z, S and C are nonempty closed subsets of X and Z, respectively. The space Y is partially ordered by a closed pointed convex cone K (pointedness means K ∩ (−K) = {0}).
Let us recall some notations in vector optimization [11, 12, 17] . Let Y * be the dual of Y and K +i be the set of strictly positive functionals on K, that is ] and M [0, 1] be classical Banach spaces with the ordering cones being the nonnegative orthants; for instance, the nonnegative orthant in C [0, 1] consists of continuous functions which are nonnegative on [0, 1] . It is well known that: (a) the interior of K, int K, is nonempty in the cases of Y = R n , C [0, 1] , and is empty in the cases of [0, 1] and is empty in the cases of Y = M [0, 1] , V [0, 1] . Definition 2.1. Let A be a nonempty set in Y and a ∈ A. We say that
(ii) a is a strongly (or ideal) minimal element of A if A ⊆ a + K; (iii) supposing that int K is nonempty, a is a weakly minimal element of A if A ∩ (a − int K) = ∅; (iv) supposing that K +i is nonempty, a is a properly positive minimal element of A if there exists ϕ ∈ K +i such that ϕ(a) ϕ(a) for all a ∈ A.
In the sequel, when speaking of weakly minimal elements (properly positive minimal elements) we always mean that int K (K +i , respectively) is assumed to be nonempty.
Further let us recall a special function introduced in optimization by Hiriart-Urruty [7] . This function is an effective tool in scalarization and will be frequently used in our study.
where d U is the usual distance function. Main properties of ∆ U are gathered in Proposition 2.1 below. For a detailed discussion on this function, see [7] . Proposition 2.1.
It turns out that minimal elements of A can be characterized as solutions of a scalar minimization problem. More precisely, ifā ∈ A is a minimal element of A in some sense then it satisfies the following relation
where p : Y → R is an appropriate function. Proof. For the cases (a) and (c), see [25] . Since (d) is clear, we need only to prove (b). By the definition,ā is a strongly minimal element of A iff a −ā ∈ K for all a ∈ A. Hence (b) is immediate from the following fact:
Closely related to this characterization of weakly minimal elements are some variants in which the scalarizing function is defined by mean of a sort of Minkowski functional (also called an order norm in the sense of Krasnoselski) see, for instance, [4, 11, 12] .
Let us return to the problem (P). Denote by A the feasible set of (P):
We say that (x,ȳ) is a minimizer (a weak minimizer, a strong minimizer, a properly positive minimizer) of (P) ifȳ is a minimal element (a weakly minimal element, a strongly minimal element, a properly positive minimal element, respectively) of F (A).
From now on, we shall always assume thatx ∈ A andȳ ∈ F (x). Now we define the scalar optimization problem (SP) as follows.
where
and p : Y → R is a function which will be chosen later in correspondence with the type of minimizers of (P) to be characterized. Set
Let us prove an auxilliary result.
The following theorem plays a key role in our scalarizing procedure. Recall thatx ∈ U := {x ∈ S: g(x) 0} is an optimal solution of (SP) if f (x) f (x) for all x ∈ U . Theorem 2.1. Assume that M G,∆ C (x) is nonempty on A. For (x,ȳ) to be a weak minimizer (a strong minimizer, a properly positive minimizer) of (P) it is necessary and sufficient that y ∈ M F,p (x) andx is an optimal solution of (SP) with
The above condition with
necessary for (x,ȳ) to be a minimizer of the problem (P).
Proof. By Proposition 2.3, the feasible sets of (SP) and (P) coincide. The assertion follows from Definition 2.3, Proposition 2.2 and the definition of f . 2
Subdifferentials, coderivatives and some related results
In the context with optimality conditions we have to work with generalized derivatives of functions and set-valued maps. In this section we recall some concepts of subdifferentials and coderivatives and we establish some estimates of subdifferentials of a marginal function.
Let Ω be a nonempty closed subset of the Banach space X. The Fréchet normal cone to Ω at x is given bŷ
where x Ω → x means x → x and x ∈ Ω, and ·, · is the canonical pairing between X and its dual X * .
When the Banach space X is Asplund, i.e., every continuous convex function defined on X is Fréchet differentiable on a dense set of points, the Mordukhovich normal cone to Ω at x is defined by
where the limit in the right-hand side means the sequential Kuratowski-Painlevé upper limit with respect to the norm topology in X and the weak-star ω * topology in X * .
When Ω is convex,N(x; Ω) and N(x; Ω) reduce to the normal cone of convex analysis which is denoted for simplicity by the same notation N(x; Ω). Given 0, we set
omitting the subscript if = 0. Let f : X →R := R ∪ {+∞} be a lower semicontinuous (l.s.c.) function. Denote dom f = {x ∈ X: f (x) < +∞} and epi f = {(x, t):
The Fréchet subdifferential∂f (x) and the Mordukhovich subdifferential ∂f (x) of f at x can be defined through the corresponding normal cones to its epigraph as follows:
When f is convex, the subdifferential ∂f (x) and -subdifferential ∂ f (x) of f associated to N ((x, f (x)); epi f ) and N ((x, f (x)); epi f ) can be obtained in the same way. It is an easy matter to check that in this case we also have
Let us return to the set-valued map F : X ⇒ Y . Denote dom F = {x ∈ X: F (x) = ∅} and gr F = {(x, y): x ∈ dom F, y ∈ F (x)}. We always assume that F is closed, i.e., its graph is closed. Let (x, y) ∈ gr F . The Fréchet coderivative and the Mordukhovich coderivative of
respectively. When F is convex, i.e., its graph is convex, the -coderivative D * F and the coderivative D * F related to N ((x, y); gr F ) and N ((x, y); gr F ) can be obtained in the same way.
Note that the Mordukhovich normal cone and subdifferential were introduced in [18] and the Mordukhovich coderivative was introduced in [19] . The reader is referred to [20] for details on the Fréchet and Mordukhovich subdifferentials and coderivatives, to [8] for the -subdifferential and to [1] for the coderivative in the convex case.
Our next object is a marginal function associated to F . Let ψ : Y → R be a real-valued function. Following [20] , we associate with F and ψ the marginal function
and the minimum set
It is known that m shares many properties of F and ψ. We refer the reader to [1] for the concepts of upper semicontinuous (u.s.c.), continuous, Lipschitz set-valued maps. The proof of this proposition is easy and hence is omitted. Our purpose now is to obtain estimates of subdifferentials of m in terms of coderivatives of F . The first case concerns the Fréchet subdifferential of m. We shall suppose that M(x) is nonempty for all x ∈ dom F . Theorem 3.1. Assume that ψ is concave and 1-Lipschitz. Then for any x ∈ dom F , y ∈ M(x) and y * ∈ −∂(−ψ)(y) one has
It is an easy matter to see that λ 0. According to the definition of the Fréchet normal cone, we have lim sup
Let (x , y ) ∈ gr F . We are going to estimate the value
y) .
Since ψ is 1-Lipschitz and y ∈ M(x), it follows
On the other hand, since −ψ is convex, y ∈ M(x), −y * ∈ ∂(−ψ)(y) and λ 0, we have
If
Hence, m(x) ) .
The relations y) ; gr F ). Therefore, (2) holds. Finally, the relations
Next we consider the Mordukhovich subdifferential of m. Then there exist y ∈ M(x) and y * ∈ −∂(−ψ)(y) such that
Proof. It suffices to show that 
Thus (6) holds. 2
We note that another version of Theorems 3.2 and 3.3 and criteria ensuring (C) for the case ψ ∈ K +i were recently given in [6] .
Next, we consider the case where F and ϕ are convex. Our scheme of proof is motivated by [9] . We shall need sum rules for the subdifferential and -subdifferential of convex analysis. Let us recall two versions of the Moreau-Rockafellar theorem on the subdifferential of the sum of two convex functions. 
Proposition 3.2. Let f 1 : X →R and f 2 : X →R be convex functions and assume that one of them is continuous at a point in dom f
Proof. It suffices to use an argument similar to that of the case where X = R n in [8, Chapter 11, Theorem 3.1.1]. 2 Further, we consider a convex function µ on the product of the spaces X and Y and set
y).
We shall assume that ξ is a convex function from X toR.
Proposition 3.4. Assume that y ∈ argmin µ(x, ·), that is ξ(x) = µ(x, y). Let 0 and x * ∈ ∂ ξ(x). Then (x * , 0) ∈ ∂ µ(x, y).
Proof. Since (x * , 0) ∈ ∂ µ(x, y) and x * ∈ ∂ ξ(x), we have
We have the following estimates of the subdifferential and -subdifferential of m in the convex case. F is u.s.c., ϕ is l.s. c. Let
Theorem 3.3. Assume that F is convex closed and that ψ is convex and continuous at a point in F (X). Assume further that either X is separable or
Theorem 3.4. Let X, Y be reflexive. Assume that F is convex closed, ψ is convex l.s.c. and
We shall give a joint proof of Theorems 3.3 and 3.4 paying main attention to the case of the -subdifferential.
Proof. Let us begin with proving Theorem 3.4. For our purpose we write m in the form
Since F is convex closed, χ is convex l.s.c. By Proposition 3.3, we find scalars 1 0, 2 0 with 1 + 2 = such that
Then we can find
By the definition, for any (x , y ) ∈ X × Y we have
+ for all x ∈ X and x * ∈ ∂ m(x). To prove Theorem 3.3 it suffices to follow the same patterns with the only difference that one uses Proposition 3.2 instead of Proposition 3.3. 2
To conclude this section, we establish some properties of the subdifferential of the (convex) function ∆ −K that will be used later.
Proposition 3.5. One has
Proof. By 
Optimality conditions in the convex case
In this section, assuming that the sets gr F , gr G, S and C are convex closed we derive conditions for the existence of a weak minimizer and a properly positive minimizer of the problem (P). First of all, under Slater's type constraint qualification, we obtain LagrangeKuhn-Tucker multipliers associated with coderivatives at a minimizer. Next, we formulate, without assuming constraint qualifications, sequential Lagrange multipliers associated either with coderivatives at nearby points to the minimizer or with -coderivatives at this point.
From now on we assume that M F,p (x) and M G,∆ C (x) are nonempty for all x ∈ A, where p is the scalarizing function associated with the minimizer to be characterized.
Case 1. Slater's type constraint qualification
We will assume Slater's type constraint qualification:
With M G,∆ C (x) = ∅ one can easily check that (9) is equivalent to the classical Slater condition
For the reader's convenience, we recall a result on Lagrange-Kuhn-Tucker multipliers for (SP) in the convex case. Letx ∈ A andȳ ∈ F (x). Our first condition for the existence of a weak minimizer and a properly positive minimizer of (P) is stated as follows. 
and β = 0 whenever G(x) ∩ int C = ∅.
Proof. Necessity. By Theorem 2.1,x is an optimal solution of (SP) with p = ∆ −K (· −ȳ) (p = ϕ(· −ȳ) with ϕ ∈ K +i , respectively). Clearly, f and g are convex functions. Further, since p is continuous on Y , the conditions of Theorem 3.3 are satisfied. Therefore,
Moreover, when the interior of K is nonempty, Proposition 3.5(ii) implies
(In the case of a properly positive minimizer, y * = ϕ.) By Theorem 3.3, for anyz ∈ M G,∆ C (x) we have
From Proposition 4.1 we get a scalar β 0 such that
and
If G(x) ∩ int C = ∅, then g(x) < 0 and (15) implies β = 0. Therefore, (14) becomes 0 ∈ ∂f (x) + N(x; S). Letz ∈ M G,∆ C (x) and z * ∈ ∂∆ C (z). Then (12) and (14) yield N(z; C) . This and (13) yield
Finally, (11) follows from (12), (14) and (16). Sufficiency. Let β 0 and elements
According to the definition of normal cone of convex analysis, we have
Multiplying (19) and (20) by β, summarizing with (18), (21) and taking account of (17) we obtain
If (x,ȳ) is not a weak minimizer of (P), then there existsỹ ∈ F (A) such thatỹ −ȳ ∈ − int K. It is known that if y * ∈ K + \ {0} and k ∈ − int K, then y * , k < 0. Therefore, y * ,ỹ −ȳ) < 0, a contradiction to (22) . Hence, (x,ȳ) is a weak minimizer of (P). In the case where y * = ϕ ∈ K +i , instead of (22) we have ϕ(y −ȳ) 0 for all y ∈ F (A). This means that (x,ȳ) is a properly positive minimizer of (P). 2
It is worth noticing that using an analogous argument one can obtain a necessary (but not sufficient) condition for the existence of a minimizer of (P). Such a result is sometimes helpful when int K is empty (for instance, in L p [0,1] ) or when K +i is empty (for instance, in M [0, 1] or V [0, 1] ). However, in this situation one cannot guarantee that y * is nonzero.
Case 2. Without constraint qualification
In the remainder of this section, we assume that int C is empty, so (9) is not satisfied. First we apply a result by Thibault [24] to obtain sequential Lagrange multipliers associated with coderivatives at nearby points to the minimizer. We shall need stronger assumptions on the space X and on the continuity of the maps F and G. and
Hence, there exist y * ∈ ∂p(ȳ) and z * n ∈ ∂ γ n ∆ C (z) so that x * ∈ D * F (x,ȳ)(y * ) and v * n ∈ β n D * α n G(x,z)(z * n ). Clearly, λ n → 0 + and γ n → 0 + . To finish the proof it suffices to use the equalities (27), (28). 2
Optimality conditions in the nonconvex case
In this section we do not require the convexity of the sets gr F , gr G, S and C. We shall restrict ourselves to the special case where C is reverse convex in the sense that Z \ C is convex. An example of such a set is C = {z ∈ Z: q(z) 0}, where q : Z → R is a convex u.s.c. function. The pair (x,ȳ) under consideration is supposed to be either a strong minimizer or a properly positive minimizer of (P). Applying results by MordukhovichWang in [21] we derive necessary condition for the existence of these minimizers involving the Fréchet or Mordukhovich coderivatives. We mention that the functions ∆ Y \K and ∆ C are concave by Proposition 2.1. 
Take y 1 ∈ M F,p (x 1 ). Since (x,ȳ) is a strong minimizer (a properly positive minimizer) of (P) 
