Summary. An analytic one-dimensional magnetotelluric inversion scheme is described. The main characteristics of this new scheme are its simplicity and its minimal requirements in computer time and storage space. The basic idea of the scheme is that for a given period T only the structure above a certain depth matters. The scheme therefore starts with the shortest periods of the available data set and tries to explain the observed response, specifically the apparent resistivity pa(T) and the phase @(T), in terms of a two-layer structure. Shifting successively to longer periods, discrete new layers are introduced at progressively greater depth. Some stabilizing features simultaneously keep the inversion process from diverging and hold the necessary number of layers to a minimum. The properties of the scheme are analysed by studying its performances when working on synthetic and real field data. The scheme can handle fairly scattered data and is very stable. It has, in fact, never been observed to diverge. Examples are given of how the scheme might be handled in practice, especially regarding the use of the causal dispersion relations with which it is possible to ensure that the model proposed by the inversion scheme will return a response function in agreement with the initial data.
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what follows we shall be concerned only with such 'discrete methods'. We also distinguish modelling methods from inversion schemes. In the former the parameters of a model are progressively adjusted to achieve a fit with the measured data, whereas the latter usually provide a recipe with which one moves from the data to a structure in a more or less unique way.
Modelling methods are by necessity computer-intensive since they usually have to handle all of the data at once and in general proceed by iteration in attempting to minimize a standard deviation between the model response and the original data. An advantage of the modelling methods over some of the inversion schemes is that the modelling methods do not have to be concerned with the questions of whether the original data are coherent with a 1-D or tabular structure. The methods yield a 1-D model which is proposed as a good fit to the data. With inversion schemes one is led rather naturally to ask whether the scheme still functions when the input data do not satisfy the 1-D criteria.
Clearly, the first test that an inversion scheme must pass successfully is to return the original model when the initial data are the smooth response function of a synthetic model. Further tests can be devised by adding an arbitrary amount of noise to synthetic data. There may also be a bias, such that the original data are no more truly 1-D.
Another set of questions that must be asked concerns the features of a structure which the scheme is capable of returning. This is obviously related to the scatter, or 'noisiness', of the original data. The danger here is often the opposite, i.e. there is a great danger of overinterpreting the data. Suppose the original data points are given with error bars or confidence limits. If the error estimation has been done correctly the confidence range will be similar to the scattering range of the data. This will be true in particular for structures which satisfy the I-D criteria formulated by Weidelt (1972) and more systematically again by Larsen (1981) . The most likely or most convincing I -D structure will then be the one which succeeds with the smallest number of layers in producing a calculated response function which remains within the scattering range of the original data points. It is always possible to add extra layers without improving the fit, but if layers can be removed while keeping the calculated model response function within the scattering range of the original data, then these layers should be removed. It is questionable whether they are meaningful at all.
The inversion scheme to be described is characterized above all by its simplicity. Its requirements in' computing time and computer storage space are far less than those of any of the schemes and methods quoted above, except Patella's (1976) scheme. But Patella's scheme has only been demonstrated for the simplest of synthetic structures. As will be shown, our scheme works well even in the presence of large amounts of noise. It also works when the original data are not truly 1-D. Naturally, the resulting model then cannot yield a response function identical with the original data, but the examples will show it to be a simple model with a good fit to the data. The scheme is also very stable. Actually, it has never been observed to diverge. We note also that our phase @ ( T ) is different from the more commonly employed phase J/ (T) of the MT response,
Our phase @ ( T )
has the following desirable properties:
(a) it vanishes for a uniform medium and varies in a symmetrical range from -45" to (b) its main excursion at long periods is in the same direction as that of the apparent +45", resistivity; for a two-layer medium with p z > p 1 (cf. Fig. 1 ) and a top layer of thickness h this means, e.g.
From the above we note that the main phase excursion precedes the main excursion of p,(T) by a factor of 4 in T. This means that if one goes from short to long periods, the phase is sensitive to the deep strata before the apparent resistivity.
As is well known, the natural scales of both the period T and the apparent resistivity p,(T) are logarithmic. Therefore, what one should try to fit is not the impedance Z ( T ) , but its natural logarithm In Z ( T ) ,
When the MT response is represented in terms of lnp,(T) and @(T), care should be taken to Use the same scale sensitivity for both parameters. The natural unit of phase is the radian, i.e. 57O.3. What corresponds to an excursion of 57O.3 in @ ( T ) corresponds to an excursion of Unity in '$In p,(T)', i.e. it corresponds to a change by a factor of e2 = 7.39 in the In p a ( T ) kale. Only when scales satisfying the above conditions are used can the scatters in lnp, (T) and # ( T ) data be compared directly. Such scales have been implemented throughout this In keeping with the scale of sensitivities just defined, the fit of a model with the measured data is given in terms of the standard deviation E between the measured and calculated impedances Z ( T ) , i.e. where the indices m and c refer to measured and calculated parameters, the phases are expressed in radians, and the summations are over the N periods Ti for which measured data are available. The weights wpi and w@i can be related to the confidence range of the measured data. If these ranges are from pFi" to p?"" and from (Pin to cjmm we propose These weights are normalized so as to yield N N 1 w P i = 1 ~o j = N .
It is often desirable to have separate information concerning the degree of success of the resistivity or phase fit. One may thus calculate separately and such that
In the units we have defined a standard deviation eQ = 0.1 corresponds to 5O.7 in phase, and the relationship is of course linear. For the apparent resistivity pa(T) the same deviation corresponds to a factor of 1.22, i.e. the calculated value pac is either 22 per cent too large or 18 per cent too small. A standard deviation eP = 0.2 yields a factor of 1.49, i.e. pac is either 49 percent too large or 33 per cent too small.
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26 1 If measured data are given without error bars or confidence limits, the fit of a model may be gauged by the standard deviation defined above but with all weights set equal to unity. If error bars or confidence limits are available, however, a more appropriate gauge may be obtained by checking whether the calculated response succeeds in passing through the confidence ranges or misses these ranges. Only the misses contribute to this deviation which we propose to compute as follows:
and Here the index n means that the calculated parameter is compared with the nearest error or confidence limit and contributes to E , only if the calculated parameter lies outside the error or confidence limits (this is also indicated by the prime in the summation symbol Z'). A parameter similar to this has recently been proposed by Larsen (1981) . Its main advantage is that, depending on the quality of the measured data, it may be possible to achieve a fit that yields E , = O . It becomes most significant, then, to ask for the simplest model which succeeds in producing such a result. The more complicated models will definitely be questionable. Among similar models yielding E , = 0 the choice may still be made in favour of the smallest E according to equation (5), however.
3 Principle and mathematics of the inversion scheme
The basic idea of the present inversion scheme is the following: at a given period T the surface impedance Z ( T ) is influenced only by the structure that lies above a maximum depth H. Whatever is at greater depth can only influence the impedance at periods longer than T. In a sense this assumption violates the analytical character of the complex function Z(T), as it has been shown by Weidelt (1972) that any portion of Z(T), if known with sufficient accuracy, contains information about the entire structure; i.e. Z ( T ) can in principle be continued analytically over the entire period domain from T = 0 to 00. However, the experimental Z ( T ) is generally not known with great accuracy and the structure at depths greater than H influences Z ( T ) only with exponentially decreasing factors of the depth. Our initial postulate is therefore quite safe when applied to data that are at best known only to the order of 1 per cent.
The inversion thus begins at the shortest periods where data are available. These only give information about the topmost layers. Switching then to somewhat longer periods means probing deeper into the structure. Our scheme could therefore be described as a downwardmoving scheme. Let us assume temporarily that we know the resistivity p1 of the upper layer, for example from data at the shortest period T1. At the somewhat longer period T = T2 > T1 we assume that the impedance is not determined by the top layer alone, but that the mcond layer, of resistivity p2 and beginning at a depth H1 = h l , also contributes to the impedance. With reference to Fig. 1 the observed Z ( T 2 ) must therefore be represented as the impedance at the surface of a two-layer system (cf. e.g. Keller & Frischknecht 1966): In this equation we distinguish between observed or calculated impedances at the surface of a multi-layer system, like Z ( T 2 ) written without index, and impedances written with an index, like Z 1 or Z z , which always refer to the impedance that would be observed at the top of a medium of uniform specific resistivity p 1 or p 2 . More generally we introduce
We note that Zk is a function of the period T and that in equation (1 5) the value T = Tz is specified by the argument of Z ( T 2 ) . The exponent y1 is also complex and also dependent on the period,
where again T is specified in equation (15) as being T 2 . We note that y1 (or P1) depends on h 1, the first layer thickness, and p 1 and we can introduce a generalized equivalent, which depends on the thickness hk and resistivity P k of the k t h layer.
As will be seen, equation (15) is quite central to the inversion scheme that is being described. The initial step occurs at period T 2 , where we know the measured Z ( T 2 ) in terms of p,(Tz) and @(T2) according to equation (1). On the right of equation (15) we have the unknowns h l and p 2 , besides p 1 which we have assumed to be known. But since equation (1 5) is a complex relation there is no problem in solving for h and p z . The easiest way is to transform the right side as follows: is a reflection coefficient. For reflection at the interface between a medium of resistivity P k on top and a medium of resistivity P k + l at the bottom we would have We see thatA(k+ is real and that
Since the unknown p 2 is found only in Azl and the unknown h l is only found in yl, we rewrite equation (19) , introducing A 1-D magnetotelluric inversion scheme which contains all the observables at the period T z . With R l(Tz) we can write The complex right side is written in terms of real and imaginary parts. From this we deduce
where the argument (3, is always chosen positive, a choice which determines the signs of Q l l and QIz. We then have The measured data at period T2 have thus yielded the unknowns h i and p 2 . We shift now to longer periods where the electromagnetic waves penetrate more deeply into the ground. At some period T = T3 > T2 we must assume that the observed impedance Z(T3) is no longer determined just by the two layers at the very top of the structure (cf. like equation (1 5) still holds, but in it Z2 must be replaced by the impedance that would be measured at the interface between layers 1 and 2. We write this impedance between quotation marks, "Z2",
Expliciting that same impedance from equation (15) we obtain
In the last two equations the period is everywhere T3. Z means Z(T,) and describes the observed data in terms of p,(T3) and @ ( T 3 ) via equation (1). Z1, Z2, and y 1 contain only known parameters. Looking at the extreme right of equations (28) and (29) we note that the unknown p 3 is inAB2 and h2 is in y2. But RZ(T3), on the other hand, is fully known in terms of measured data and previously determined parameters. The same process as before can therefore be used to derive the unknowns h2 and p 3 .
It is clear that this process can be repeated, shifting to longer and longer periods. A recurrence scheme can be written as follows:
Stabilizing features of the inversion scheme
According to the mathematical description of the inversion scheme given in the preceding section, a new layer is introduced at progressively greater depths with each new data pair and @(Ti+l). However, in the majority of situations the new data pair is highly consistent with the structure that has already been established. In other words, with the new A I-D magnetotelluric inversion scheme 265 period one is not really probing deeply enough to feel the next layer. For a two-layer structure this would mean that one is trying to identify the resistivity and depth of the lower layer from the oscillatory behaviour observed at short periods in both p,(T) and p(T). This is highly unrealistic as such oscillatory behaviour may even never have been observed in MT field records. We require, therefore, that the data to be inverted should correspond to p,(T) and @(T) values from the main excursion of a two-layer structure. This means that we require pj < n/2 (cf. Fischer & Schnegg 1980). Since we must also have pi 0 we are asking that pi satisfy n / 2 > @ > 0 .
(3 7)
But the skin depth 6/+ in the lowest layer being probed at the period Ti+ is With equations (35) and (38) we see that the restrictive condition (37) means in effect and does indeed mean that we request the wave to penetrate a substantial amount into the layer being probed. When condition (37) or (39) is not realized the data couple pa(Ti+l), is not processed, but a shift to a longer period is made, where the likelihood of seeing the condition fulfilled is greater. The data are processed only when a sufficiently long period is reached that conditions (37) or (39) are realized. This requirement is always applied, as this is the only criterion which it is necessary to introduce into the inversion scheme to ensure its stability (in fact, requiring n > pi > 0 would suffice already since this removes any angular indeterminacy related to pi). The more restrictive condition we are considering below is necessary only to reduce the number of layers returned by the scheme, i.e. it reduces or prevents the generation of doubtful data.
Condition (37) can be made more restrictive by requesting l>fll> 0, i.e. 6i+l > 2 hi.
We have observed that this last condition does at times further reduce the number of layers returned by the inversion. Occasionally it may prevent the recognition of fine structural details, but this will occur only with data that are scattered very little, as for example with synthetic data. With most field data condition (40) is very effective in avoiding the generation of meaningless information.
A different way of requiring that the wave should penetrate deeply enough into the structure to warrant the deduction of information about the next layer is to ask that the 'apparent' skin depth 6, at period Ti+ be larger than the depth Hi to that layer, Condition (41) is similar to (40), but not equivalent. It is well suited to high quality data dnce it allows the return of subtle structural features, as shown in the first example of hction 6 .
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Both conditions (40) and (41) ensure that the scheme does not attempt to interpret the data as corresponding to deeply buried layers which the incident electromagnetic wave cannot properly reach. For high quality data the range is given by condition (41), whereas with more scattered data the range is usually decreased through the application of condition (40) to a value similar to Schmucker's (1979) 
The inversion scheme we have described generally works best when the input data are distributed more or less evenly on a logarithmic period scale. If the data are very accurate it may be worthwhile to process them several times with different period inputs in order to accentuate particular features of the structure found. This is easy to do on account of the simplicity and speed of the scheme.
5
The one-dhnensional compatibility of the input data
Our inversion scheme was first tested on synthetic data and was found to perform well in the sense that it generally returned a 1-D model very similar to the one from which the input data were derived (cf. Section 6). When the scheme was applied for the first time to real field data (cf. Section 7) the scheme also worked, but it yielded a model whose response function was noticeably different from the one that had been used as input. It soon became apparent to us that the cause of such a behaviour had to be sought in the fact that the original data were not perfectly one-dimensional. If MT data are truly 1-D they satisfy the causal dispersion relations (Weidelt 1972; Fischer & Schnegg 1980) . But typical field data are usually too scattered to permit a careful check as to whether they abide by these relations. To verify whether a 1-D interpretation is warranted or not it is more convenient to subject the data to Weidelt's (1972) 22 tests. These have recently been listed systematically by Larsen (1981) . But the dispersion relations may nevertheless be used to great advantage in connection with the inversion of scattered field data (cf. Section 7). Since we will be discussing the use of these relations in some detail we reproduce them again:
where p means principal part of the integral, whereas (44) P I p 1 is the resistivity of the uppermost layer, In effect p 1 could be any arbitrary constant reference resistivity, but since we need the top layer resistivity as initial input to the inversion scheme, it is useful to look at p1 as relating to that uppermost layer.
The main difficulty when applying the dispersion relations is that the functions under the integral signs must be known two or three decades beyond the periods of interest T * , these periods being those at which field data are available. Since one of the basic ideas of our inversion is to assume that the shortest period range of the data can be explained in terms of a two-layer structure, the available pa(T) and $(T) data are continued analytically at short periods by constructing a suitable two-layer model. For pa(T) Fischer & Schnegg (1980) have shown how this can be done using three smoothed p a j values from neighbouring periods Ti. The same method is used to extend pa(T) to the long periods, thus yielding the necessary A 1-D magnetotelluric inversion scheme 267 data over the entire range from T = 0 to -. The method can be programmed to converge automatically by iteration if initially p1 and h l values are given within the correct convergence range. Outside that range the method does not converge, but this fact can be used to seek the correct range. But this method has been found rather difficult to implement. Fortunately, a much easier way of carrying out the two-layer extension has recently been found. The three data pairs pai(Ti) are entered into the computer. An apparently appropriate two-layer model is specified in terms of its three parameters p , , hl and p2. The model values paim are then compared with the values pai at the three periods Ti.
The disagreement between the two sets of values is reduced by successive tries with different model parameters. Usually a very good fit is achieved in less than 10 attempts. This method is now used exclusively.
The extension of the phase data to the limits T = 0 and T = is even more straightforward. We know that the two-layer @ ( T ) function is of the form where Azl and Pl(T) represent parameters of the two-layer structures that one is trying to construct. In spite of an apparently complicated form the two-layer phase function is rather simple. As was shown already in relation with conditions If there is a zero of @ ( T ) a t the long-period end of the data range, extrapolation to T = is straightforward with the above relations. The extrapolated data will take over smoothly (continuity of function and slope) beyond the maximum slope of the data. If the zero occurs at the short periods of the data range, it is necessary to take into account that @(loglo T ) is not linear versus log,, T between the zero and the maximum slope. But the offset is practically independent ofAzl and can be given quite accurately by
For a good extrapolation to the short periods it is necessary to use this Toffset instead of To in relation (46).
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If @ ( T ) does not exhibit a zero in the data range it is likely that it will show an extremum. Excepting the unrealistic limit IAZl I = 1 (i.e. p 2 / p 1 = 0 or m) which would show a phase converging toward t 45' or -45", the two-layer phase reaches an extremum in its main excursion which is always situated close to but just beyond fll = n / 2 . Here again this yields the period-dependent P,(T) that is needed to construct the two-layer extension (45), The value of the extremum then gives the necessary parameter -421 :
where the positive root corresponds to a maximum of @(T). This leads to smooth extrapolations towards both limits T = 0 and =. Different extrapolations are of course usually required at the two extremities of the data range. Examples of each of the two types discussed here will be given in relation with field data (cf. Section 7).
Synthetic examples
Before applying the new inversion scheme to actual field data, we want to study some of its properties by means of two synthetic models. We also want to show that the scheme does indeed lead to a structure that returns the initial response data.
F I R S T S Y N T H E T I C M O D E L
The first model chosen is a five-layer structure, where two highly resistive layers sandwich a system of three closely similar low-resistivity layers, as shown in Table 1 and Fig. 3 . The inversion is carried out with condition (41), i.e. requiring &,(Ti+ ,) > Hi. The initial data are entered with three significant digits only, but the top layer resistivity p1 of 450 a m is assumed known. Twenty-six data couples at evenly spaced periods on a logarithmic scale between log,, T = -3 and log,, T = 2 are entered. While the scheme yields nine different high conductance layers, it quite successfully resolves three zones of significantly different low resistivity. The scheme also correctly returns the deep high resistivity base, in spite of the screening by the overlaying low-resistance strata. If instead of condition (41) one imposes condition (40), i.e. 1 > Oj, the scheme only returns two highly conducting layers and the jump to the high resistance base is slightly more gradual. In practice it would be questionable, however, how much significance should be attributed to the small differences among the three low resistivity layers. As will be seen shortly, the critical factor is the accuracy of the original data. Next we check the effect a wrong choice of p 1 may have as initial entry to the inversion.
Using the same data as before but a value of p 1 multiplied or divided by the factor 1 S, i.e.
p1 =675 or 300Qm, we obtain the results plotted in Fig. 4 . Quite clearly the inversion scheme is not very sensitive to an error in the choice of p l . While Fig. 4 shows overshooting or undershooting at the transitions from one layer to the next, the general features of the structure returned remain unaffected. The next test consists in introducing noise into the data. Here we have added bounded noise to both pa(T) and @(T). The boundaries of the noise are set at a standard deviation Depth H in km b E 4. Inversion of the same synthetic data as in Fig. 3 , but with an initial input p I which is purposely 13 times too large or too small. expressed in degrees. Since the noise is erratic an infinity of modified data sets can be obtained, and each will return a different model. In Fig. 5 we show the first model we have obtained after the addition of erratic noise. The 4 per cent noise is most evident in the lowresistivity strata, where it is somewhat more difficult to recognize three separate zones, but the overall features of the structure are not much affected, The location of the main transitions at lOOm and 10 km are still returned quite accurately. Whereas this first data set yielded 12 separate layers, most of the subsequent sets returned fewer layers, but the noise always caused similar effects. Finally, the noisy data was smoothed with a sixth degree polynomial constructed to give a best fit in the least squares sense. The effect of smoothing the data is also shown in Fig. 5 . As can be seen, the main features of the original model are still correctly returned.
S Y N T H E T I C C O P R O D M O D E L
Since the present scheme was entered in the COPROD comparative test organized by Jones (1980), we give the results of our inversion of the COPROD synthetic data. In Fig. 5 we see the original model (cf. also Table 2 ) as well as our inversion results. Here our first task is to determine the unknown p l . Assuming the original response function to be compatible with a tabular structure we express that the data at the two shortest periods can be represented in terms of a two-layer structure. Stating that the two data triplets ( T I , pal, Gl) and (T2, pa2, G2) should yield the same thickness hl for the top layer we can derive, for example from equation (19), the following relation for p l ,
This relation can probably not be solved analytically, but the numerical solution is straightforward. While this procedure gave 494 a m , it was decided to initiate the inversion with p1 = 500nm. The inversion with condition (40), i.e. requiring I > &, yielded the dashed curve of Fig. 6 from which we proposed the model listed in Table 2 alongside the original model, unknown to us at the time. It is worth noticing that the inversion correctly returns the high resistivity layer between 50 and 600km, the interface at about 600km and the low resistance of the base. Also of interest is the speed of these two inversions of synthetic data. In each case only about 30 ms of computing time on a CDC 170/720 computer are required. The necessary storage space is less than 10000 words. On a TI990 microprocessor (16 bits, BASIC hnguage), computing time is about 10 s, whereas to sum the first 10000 integers in a single DO loop takes about 28 s.
An example of field data inversion
In the COPROD test Jones (1980) proposed to construct a model that would fit the field data obtained at the Newcastleton (NEW) station (Jones & Hutton 1979a, b) . Only the 'Well-estimated major rotated' data triplets (pa, 4, T ) will be entered in the present inversion.
The original data of Fig. 7 immediately pose a dilemma. If the apparent resistivity alone is considered it would appear that a three-layer model might be quite adequate to explain the data. However, the phase could not be explained away quite satisfactorily at long periods with ody three layers. If the phase crossing to negative values at periods above 1500 s is Table 5 ) as well as our threelayer response (dotted line, method 5 of Table 6 ) are also shown.
considered meaningful, then a good conductor at great depth is required. But as seen in Fig.  7 , the error margins at long periods are very large and may therefore accommodate a threelayer model quite well. However, in spite of the large error margins the scatter of the phase data is surprisingly small, and if we recall that the phase reacts at shorter periods (cf. Section 2 ) than the apparent resistivity to features at depth, we are led to believe that the drop in resistivity at great depth is genuine. Unless we take specific steps to ignore this deep good conductor, our inversion scheme always returns it. For the sake of comparisons with other inversion schemes as well as with modelling methods, we will also consider some three-layer models without the good conductor at depth.
The inversion scheme is applied according to the five scenarios represented schematically in Fig. 8 . In this figure the three kinds of boxes have the following meanings:
PHGi -1 or ma Data obtained through dispersion relations.
In this particular example data smoothing is always carried out by constructing a best fitting polynomial of degree 3 or 5. Fig. 7 suggests that these degrees are suitable for the NEW data; but among these two the degree chosen is decided by the smallest overall deviation E , given by equation (9, that t h s choice permits to achieve.
In method 1 the raw data are inverted without any prior smoothing. The initial value of p1 is derived simply by guessing and the absence of over-or under-shooting is taken as confirmation of a reasonable guess (cf. Fig. 4) . These results should also be looked upon as an example of the roughness in the input data that the inversion scheme is capable of handling. Table 3 and Fig. 9 show quite clearly that there are probably not more than four zones of distinct resistivity, especially because a four-layer model can at once be proposed whose standard deviations are similar to those of the six-or eight-layer systems returned by the inversion.
In methods 2 and 3 only half the original data are used: the phase is completely ignored in method 2, and in method 3 the apparent resistivity data are almost entirely left out (the appropriate value of p1 is obtained as a least-squares best fit between the computed In RHODisp and In R H O N E~) .
The extension of RHOsmooth toward T = 0 and m is effected as described in Section 5 by fitting a two-layer model to three successive data points pai = pa(Tj). As can be inferred by looking at the original data of Fig. 7 , the smoothed phase data are extrapolated to T = 0 by fitting a two-layer structure to the phase minimum at about T = 50 s. The extension to T = 00, on the other hand, is constructed by fitting a twolayer model to the zero-crossing near T=lSOOs and the slope around T=2000s (cf. Section 5). Table 3 . Direct inversion of the Newcastleton data (Jones & Hutton 1979a, b) corresponding to method 1 of Fig. 8 . The values of ep/e@/e are calculated with equation (5) without weighting the data. epn/een/en are obtained through equations (12) (13) (14) with a and b as above. Table 4 is a summary of the results obtained when the initial data are entered without regard to the error ranges, i.e. when all data points are given the same weight. The standard deviations quoted in Table 4 are also computed without weighting the data. In Table 5 , on Table 4 . Results of various methods of inverting the Newcastleton data (Jones & Hutton 1979a, b) , according to the scenarios of Fig. 8, without weighting figure provides an example of the data scatter that the inversion scheme can tolerate and demonstrates that the scheme can also handle data that are not strictly one-dimensional (cf. also Table 3 ).
Downloaded from https://academic.oup.com/gji/article-abstract/67/2/257/595999 by guest on 13 December 2018 Hutton 1979a,b) , according to the scenarios of Fig. 8, weighting the data as per equations (6-8) . The scheme attempts to minimize E defined in equation (5). the other hand, the data are weighted according to the weight definitions (6) (7) (8) . Even the polynomial fitting is carried out taking account of these weights. As the comparison of Tables 4 and 5 shows, taking care of the weights does not significantly reduce E , but there is some improvement on the average for E , calculated according to equations (12-14).
We should like to stress that in methods 2 to 5 described above condition (40), i.e.
requiring 1 > pi, has been applied throughout. The inversion always returned structures with three to five layers, but the models which achieved the lowest standard deviations e, depending on the degrees of fitting polynomials and the relative weights a and b just defined, were always four-layer structures. This is especially significant in relation to method 2 which does not take any account of the phase. Not surprisingly, the fourth layer given by this method is somewhat less well conducting than the fourth layer returned by methods 3 to 5.
In Fig. 7 we have plotted the response function returned by the method 4 model of Table 5, i.e. the model obtained with weighted data. Since our inversion scheme invariably leads to a four-layer structure with a good base conductor, a somewhat arbitrary intervention is necessary if one wants to look for a model with only three layers. One way of doing this is to use method 5, but to extrapolate the phase data towards T = 00 not by using the zero-crossing at about T = 1500 s and the slope around T = 2000 s, but by using the maximum of @ ( T ) and its position around T = 600 s.
This ensures that the phase at long periods converges smoothly toward zero without crossing the abscissa. At the same time polynomials of the third degree only are admitted to represent the resistivity pa(T). If we do this, again using condition (40) and weighting the data, we obtain the result listed in Table 6 . The calculated response of this three-layer structure is also shown in Fig. 7 . The fit of this model with the data is very good at short periods, but at long periods the model phase is unable to follow through to negative values. Because of the large error ranges the values of en remain very low, however, thus reinforcing the belief that the deep good conductor may be questionable. Beside our own three-layer structure Table 6 also lists two such models obtained by Larsen (1981) with similar standard deviations.
When comparing different models or methods we believe that the fairest criterion to use is the deviation E , from the confidence or error limits defined by equations (12) (13) (14) . This parameter is independent of any weighting methods. Different methods which use different weight criteria can then be compared. In effect these weighting criteria should be considered as integral parts of the modelling methods or inversion schemes which are being compared. For this reason it is important that E , be defined in a way which treats both the phase and the apparent resistivity in a strictly equivalent manner.
Discussion
A 1-D inversion scheme has been presented which is very simple both from the point of view of its concept and with regard to its implementation. The scheme has been shown to be very stable even when the input data are noisy or are not truly l-D. Various methods of putting the scheme to work have been described in relation to real field data. The results obtained compare very favourably with those of other schemes, as has been seen already in the COPROD test (Jones 1980) . But the results presented in this paper actually surpass those with which we participated in the initial stage of the COPROD comparative test.
A striking feature that emerges from this study is the rather large number of almost equally good but different models we have arrived at. This suggests that the function we are trying to minimize, i.e. the standard deviation E given by equations (5-8), does not have a pronounced minimum in the space of the model parameters. For input data derived from a synthetic model we find that the function e has a pronounced deep minimum when the model parameters exactly match the initial synthetic model. At the minimum E in fact vanishes and is singular: because of the root it turns out that E increases linearly for any variation of the model parameters away from the minimum. If, however, e is computed for scattered field data, the minimum of e in parameter space, while apparently remaining quite broad, is no longer very pronounced. This minimum is not connected any more with a singularity of e. The occurrence of a singularity in E for synthetic data is not essential. It can be avoided, e.g. if one works with ez, in which case it leads to a quadratic minimum for synthetic as well as for real input data. But what does remain is a deep minimum for synthetic data and a shallow one for scattered field data.
This observation explains why modelling methods are usually very efficient and successful when applied to synthetic data, With real field data the strategy for finding the absolute minimum of e has to work with very small gradients in model space. It is much more difficult, then, to ensure an efficient approach to this minimum.
Because our inversion scheme is not based solely on a strategy designed to minimize E , it does not appear to be much affected by the shallowness of the slopes when the input is scattered field data. The many models obtained through the various scenarios all are inside the broad shallow trough of e. This was confirmed by finding similar models nearby in the space of model parameters, whose standard deviation E is smaller. These new models were obtained with a simple Monte Carlo routine playing on the model parameters. Usually the gains in e were small, though not insignificant, as we only allowed 10 per cent changes in any of the parameters t o limit the search time on the computer.
Because the inversion scenarios 2 to 5 do indeed make use of the criterion of a small E , we thought that the Monte Carlo routine might be able to yield models with significantly smaller values of the parameter E,, defined in equations (12) (13) (14) , without increasing the A I-D magnetotelluric inversion scheme Table 7 . Two models for the Newcastleton data (Jones & Hutton 1979a, b) with low values of en as defined by equations (12) Table 5 it was possible to find, in less than 50 attempts, the four-layer model of Table 7 . The response of this model, which yields E , = 0, is shown in Fig. 10 . Similarly, starting from our three-layer model of Table 6 we succeeded in deriving the three-layer model of Table 7 , whose response function is also shown in Fig. 10 . As can be seen, these two structures remain close to the initial models but a significant improvement of E , was secured, without impairing the low values of E . This obviously confirms the shallowness of the E minimum in the model parameter space. Figure 10 . Well-estimated, major rotated, Newcastleton data of Jones & Hutton (1979a, b) with 95 per cent confidence limits. The calculated response functions of the Table 7 models with three (dotted h e ) and four (dashed line) layers are shown. The E , values of these models are either very small or nil.
