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A salient manifestation of anisotropy in the mechanical response of polycrystal-
line materials is the inhomogeneous partitioning of elastic strains over the
aggregate. For bulk samples, the distributions of these intergranular strains are
expected to have a strong functional dependence on grain orientations. It is then
useful to formulate a mean lattice strain distribution function (LSDF) over the
orientation space, which serves to characterize the micromechanical state of the
aggregate. Orientation-dependent intergranular stresses may be recovered from
the LSDF via a constitutive assumption, such as anisotropic linear elasticity.
While the LSDF may be determined directly from simulation data, its
experimental determination relies on solving an inverse problem that is similar
in character to the fundamental problem of texture analysis. In this paper, a
versatile and robust direct method for determining an LSDF from strain pole
ﬁgures is presented. The effectiveness of this method is demonstrated using
synthetic strain pole ﬁgures from a model LSDF obtained from the simulated
uniaxial deformation of a 1000-crystal aggregate.
1. Introduction
In polycrystalline materials, such as structural alloys, macro-
scopically imposed strain and stress are partitioned among the
constituent grains in a complex inhomogeneous manner. This
phenomenon may be attributed to both the anisotropy of the
individual grains and the complex mechanical state imposed
by interactions with neighboring grains. The ability to quantify
experimentally the inhomogeneity of strain/stress partitioning
and correlate it with structure-based modeling results is
critical to the understanding of various deformation processes
in polycrystalline materials. For instance, highly stressed
crystals (with respect to some mean) may act as nucleation
sites for many performance-limiting processes such as fatigue.
Other phenomena important to materials processing, such as
recrystallization and phase transformation, are also highly
sensitive to the local state of stress.
Diffraction methods can provide grain-scale measurements
of normal strains for samples that have been thermo-
mechanically processed ex situ (residual strain) as well as in
situ. Stresses may be correlated with these strains via consti-
tutive assumptions, such as (anisotropic) linear elasticity.
Experimental measurements of aggregate-averaged lattice
strains via established diffraction-based residual stress tech-
niques are quite valuable for understanding variations in
mechanical state from one continuum point (aggregate of
grain) to the next (Lu, 1996; Hauk, 1997). Data from in situ
experiments, however, provide information on the evolution
of micromechanical state during thermomechanical proces-
sing, which may in turn be compared directly with simulation
results as in the work of Dawson et al. (2001) and Han &
Dawson (2005). While aggregate sizes were traditionally
limited to the continuum level, the recent availability of high-
energy high-brilliance synchrotron X-rays has allowed for the
development of point-wise measurements of orientation and
strain within single embedded grains (Poulsen et al., 2001;
Margulies et al., 2002).
The latter techniques have great promise for understanding
intragranular deformation phenomena and local inhomo-
geneity of strain/stress; however, they are not suitable for
surveying grain populations large enough to assess inter-
granular inhomogeneities over statistically representative
volumes. The ability to predict reliably statistical distributions
of intergranular inhomogeneity is of primary importance to
the modeling of anisotropy in fundamental mechanical prop-
erties, such as macroscopic strength and stiffness (Dawson et
al., 2005; Han & Dawson, 2005). As such, the focus of the
present work is the interpretation of intergranular strain/stress
from powder diffraction experiments such as described by
Carter & Bourke (2000), Wanner & Dunand (2000) and Miller
et al. (2005).
At the scale of statistically representative grain populations
(i.e. well approximated by a continuum), the crystal strains are
expected to be a strong, though non-unique, function of
orientation. Variations in the micromechanical states among
grains having crystallographically equivalent orientations
electronic reprintarise from spatial variations in attributes such as their
morphologies, as well as the number, orientations, morphol-
ogies and compositions of neighboring grains.
Recently the concept of an orientation-dependent crystal
strain/stress tensor ﬁeld, i.e. a strain/stress orientation distri-
bution function (SODF), has been proposed in order to
quantify the micromechanical state of polycrystalline mate-
rials at the intergranular level (Behnken, 2000; Wang et al.,
2001; Popa & Balzar, 2001). By construction, the SODF is
deﬁned over the fundamental region of orientation space
associated with the symmetries of the crystal and sample
reference frames. This intrinsic symmetry suggests the inter-
pretation of the SODF as a mean strain/stress ﬁeld as a
function of grain orientation. As a result, information
regarding the variance in micromechanical state among grains
having symmetrically equivalent orientations is omitted.
For clarity, the authors have chosen to adopt the terms
lattice strain distribution function (LSDF) for the elastic strain
ﬁeld and SODF for the corresponding stress ﬁeld. The SODF
may be determined from the LSDF via anisotropic linear
elasticity. The beneﬁts of LSDFanalysis go beyond explaining
diffraction line shifts for strained specimens; the method
provides a compact description of the orientation-dependent
micromechanical state in bulk samples. When coupled with
experiments in which samples are deformed in situ, the LSDF
may prove invaluable for both the validation and the devel-
opment of structure-based material models.
The construction of an LSDF from experimentally
measured lattice strain data is an inherently indeterminate
problem (see x4). Because of this fundamental difﬁculty, it is
insufﬁcient simply to ﬁnd an LSDF that represents the ‘best
ﬁt’ of the measured data for quantitative analysis. Additional
conditions and/or constraints must be imposed in solving the
problem to ensure a feasible and unique solution. Further-
more, it is desirable that these mathematical modeling
assumptions be formulated independently of any kinematic
modeling assumptions (such as Voight, Reuss or self-consis-
tent) to minimize solution bias. Any viable method must also
be robust in the presence of experimental noise in the
measured data.
We propose obtaining an LSDF as the solution to a well
posed auxiliary problem of unconstrained optimization. This
work provides several novel contributions to the area:
(i) an objective function that provides a robust solution
method based on single-crystal constitutive behavior,
(ii) a direct discretization scheme as an alternative to the
spherical harmonics approaches introduced by Wang et al.
(2001), Behnken (2000) and Popa & Balzar (2001), and
(iii) an evaluation of performance using a simulated LSDF
from an elasto-viscoplastic polycrystal model.
2. Measurement of lattice strains
Normal lattice strains are measured via diffraction techniques,
and their relationship to the LSDFis presented in this context.
Mean strains over the diffraction volume are manifested as
line shifts, while the variation about the mean may be corre-
lated with line broadening (Young, 1995; Cullity, 1978). The
present paper presents a method for interpreting the former
quantity.
Bragg’s law relates the average spacing,   d dc, of lattice planes
having normal c to the scattering angle,  , and wavelength,  ,
of the probing radiation:
n    2  d dc sin  for n   1;2;3;...  1 
For measurements associated with the sample-relative direc-
tion, s, the average in equation (1) refers to the subsetof grains
in the diffraction volume having orientations, R0, that satisfy
R
0c    s:  2 
The collection of all scattering vectors, s, deﬁnes the pole
ﬁgure. The antipodal symmetry of the pole ﬁgure implied by
equation (2) is a consequence of Friedel’s law.
If a reference plane spacing, d0
c, is available (e.g. from a
measurement of the unstrained lattice parameters), the lattice
strain may be deﬁned as
~    c s       d dc   d
0
c =d
0
c;  3 
where c and s are related by equation (2). If lattice strains
associated with the crystallographic direction c are measured
for a sufﬁciently large number of distinct s, then ~    c(s) may be
represented as a generalized pole ﬁgure. The resulting scalar
ﬁeld is referred to as a strain pole ﬁgure (SPF).
Since the partitioning of macroscopic strains (including
residual strains) is generally three-dimensional, it is the goal of
experimental methods to maximize both the number and the s
coverage of SPFs (Miller et al., 2005). The reciprocal-space
coverage and ﬁdelity of SPF data has a major effect on the
ability to correlate the measurements to an LSDF.
3. The lattice strain distribution function (LSDF)
The LSDF,       R , is a symmetric second-rank tensor ﬁeld on
the orientation space that represents the average strain tensor
for the volume fraction of the polycrystal having orientation
R. It is intimately related to the orientation distribution
function (ODF
1):
dVB=VB   V
 1
  f R dR;  4 
with
V
 1
 
R
 
f R dR   1 and f   0;  5 
where VB and V  represent the volumes of the polycrystal
(more speciﬁcally, the diffraction volume) and orientation
space, respectively (Bunge, 1982). The average macroscopic
elastic strain tensor over VB,              , is then obtained as
                V
 1
 
R
V 
      R f R  dR:  6 
Note that the LSDF is not a probability density function like
the ODF, but is a non-spatial orientation-dependent mean
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1 Also referred to as the CODF by Behnken (2000), Wang et al. (2001) and
Popa & Balzar (2001).
electronic reprintstrain ﬁeld. As a result, the LSDF need not represent a
compatible deformation. There are also no explicit mathe-
matical constraints in the form of equation (5) on the LSDF.
LSDF analysis provides a strictly statistical description of
the micromechanical state in a polycrystalline material. As
such, it may only be deﬁned for statistically representative
volumes within the sample. The authors propose the use of the
ODF to determine the feasibility of applying an LSDF;
samples that may be well characterized by an ODF (i.e. rela-
tive pole-ﬁgure errors below  10%) should contain a statis-
tically relevant number of grains for LSDFanalysis.In general,
there will be an ODF and an LSDF associated with each
phase
2 present in the polycrystal.
The SODF as deﬁned by Behnken (2000) and Wang et al.
(2001) is related to the LSDF by a constitutive relation. If
observed line shift is assumed to be purely elastic, then
anisotropic linear elasticity may be applied:
ri R    Cij R      j R ;  7 
where C is the crystal elastic stiffness tensor. Just as the LSDF
need not satisfy compatibility, an SODF derived from a
particular LSDF via equation (7) need not satisfy equilibrium
owing to the lack of any spatial correlation of the SODF with
the diffraction volume.
3.1. Symmetry
Both the LSDF and the SODF are deﬁned over the orien-
tation space and inherit its symmetries by construction. As a
result, they may be completely described over the funda-
mental region,  fr, associated with the crystal and sample
symmetries. Popa & Balzar (2001) have proposed an alter-
native invariance condition, where only the experimentally
observed scalar quantity,   d dc, is invariant. The treatment
proposed herein is functionally equivalent as the symmetric
invariance of   d dc is ensured by the invariance of the underlying
LSDF. This invariance follows from the fact that   d dc represents
an averaged set of normal projections of the LSDF, an
operation that preserves symmetry (see x3.2).
As tensor ﬁelds, the components of the LSDF must be
written relative to a particular choice of basis. The sample-
relative frame is chosen to write all tensor components herein.
By this convention, the tensor components of the LSDF are
identical at symmetrically equivalent orientations under the
crystal symmetry. The effect of statistical symmetries in the
sample frame, however, is slightly more complicated; the
relationships between tensor components at orientations
equivalent under combined crystal and sample symmetries has
been described for several speciﬁc cases by Wang (2000). For a
particular sample symmetry, denoted by the rotation H, under
the chosen convention for writing tensor components we
obtain
     ij R
     Hik      kl R Hjl;  8 
where R
    HR. Therefore, the action of the sample symme-
tries on the components of the LSDF is analogous to a change
of basis.
3.2. Relationship to the SPF
The relationship between the LSDF and SPFs is directly
analogous to the fundamental relationship of quantitative
texture analysis (QTA). For reference, the pole density func-
tion, ~ P Pc s , indicates the volume fraction of the polycrystal that
satisﬁes each a particular Bragg condition [equation (2)]:
dVB=VB    4  
 1 ~ P Pc s ds;  9 
with
 4  
 1 R
S2
~ P Pc s ds   1 and ~ P P   0:  10 
The ODF is related to the pole density function (PDF) by the
integral projection (Bunge, 1982)
~ P Pc s   
1
2 
* I
R   c  s
f dR=d 
       d 
+
;  11 
where h   i implies the mean of the integrals over each
orientation ﬁber, R   c    s, and   parameterizes the arc
length. The SPF is similarly related to the LSDF as
~    c s   
*
H
R   c  s
s           s f dR=d 
       d 
+
*
H
R   c  s
f jdR=d jd 
+  12 
 
  ~ N Nc     
 
 s ;  13 
where the ODF is used as a weighting function and the
denominator is the associated PDF value [equation (11)].
While equation (12) is linear in      , its solution is indeterminate.
A procedure for solving equation (12) for the LSDF, referred
to as strain pole-ﬁgure inversion, is the main focus of this
paper.
4. SPF inversion methods
The fundamental function of any SPF inversion method is to
ﬁnd an LSDF that describes the SPF data in an optimal sense.
For quantitative strain analysis, however, this condition alone
is insufﬁcient. A viable SPF inversion method must also be
robust, particularly in the presence of experimental errors. To
date, a direct assessment of the robustness of the various SPF
inversion methods has not been reported. This issue has
received much attention in QTA, particularly following the
discovery of ‘ghost’ phenomena in the original Fourier
approaches (Matthies & Vinel, 1982). The reader is referred to
Kallend (2000) for a comprehensive overview of the PDF
inversion problem, which shares many similarities with SPF
inversion. Bernier et al. (2006) have recently proposed a novel
PDF inversion method designed to address a lack of robust-
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distinguishable by diffraction methods.
electronic reprintness observed in several commonly implemented methods. A
similar approach, based on those results, is presented here for
the task of SPF inversion.
The indeterminacy of equation (12) must be handled by
deﬁning a well posed auxiliary problem, where additional
conditions and/or constraints are enforced on the solution. As
there are no model-independent constraints on the LSDF, any
mathematical modeling assumptions are purely heuristic. A
natural choice for the auxiliary problem is one of optimization.
Wang et al. (2001) and Behnken (2000) have pursued this
approach, proposing objective functions that combine resi-
duals on the N measured (~    
M
c ) and reconstructed SPFs
[equation (13)],
r~      
P N
i 1
k ~    
M
ci   ~ N Nci      k
2;  14 
with additional terms designed to enforce certain conditions
on the trial solution. Typically these terms are weighted by
non-negative coupling parameters. The authors note that the
choice of additional conditions is non-trivial, as they are
bound to have a profound inﬂuence on the character of the
‘optimal’ solution. Ideally, additional conditions on the LSDF
should be based on physical behavior independent of kine-
matic modeling assumptions, such as Voight, Reuss or self-
consistent. These conditions must also provide robustness, in
terms of both noise ﬁltering and the consistency of solutions
with reﬁnement of the discretization. Note that, because the
LSDF has no direct spatial correlation, compatibility cannot
be enforced as a constraint in the traditional sense.
Behnken (2000) has proposed a host of additional terms,
including the strain variance,
R
V 
                       
2 dR;  15 
the stress variance and the variance in orientation-dependent
strain energy,
R
V 
 r :           r r :               
2 dR:  16 
Wang et al. (2001) have proposed a term based on the devia-
tion of the SODF from the self-consistent stress state as
determined from the ODF. Results from the application of
these methods to measured data are given by Behnken (2000)
and Wang et al. (2001, 2002, 2003).
4.1. New method
In the proposed method, the inversion problem for N SPFs
is cast as an unconstrained optimization problem with the
following objective:
min
   
 
r
w
~        k r      k
2
 fr    k rTr      k
2
 fr
 
for  ;    0;  17 
where k     k2
 fr represents the standard squared-integral
norm over the fundamental region of the orientation space,
 fr, and rw
~     is the weighted SPF residual:
r
w
~      
P N
i 1
k ~ P Pci ~    
M
ci   ~ N N
w
ci      k
2;  18 
with
~ N N
w
c   ~ P Pc   ~ N Nc:  19 
The use of a weighted SPF residual reﬂects the inherently
statistical nature of      ; i.e. for textured polycrystals, the most
relevant strains, in terms of both the ﬁdelity of the measure-
ments and their relative impact on the macrostress/strain, are
those measured for orientations that represent the largest
volume fractions of the aggregate. Popa & Balzar (2001) have
also implicitly suggested the use of a weighted SPF residual in
their approach.
Note that the case where  ,     0 in equation (17) would
yield a solution that optimally describes the input SPFs,
although in the absence of direct conditional control on the
LSDF. Equation (17) is independent of any particular choice
of parameterization and representation of the orientation
space, and may be written as a quadratic form in      .
The use of gradient-based diffusive terms for solution
stability is well established in numeric methods for the solu-
tion of hyperbolic PDEs (Johnson, 1992). The   term is
included for this purpose, recognizing that random noise is
unavoidable in the measured SPFs, ~    
M
ci ; sources of experi-
mental errors include statistical ﬂuctuations in the sample and
resolution limits for determining diffraction line positions
(Withers et al., 2001). Bernier et al. (2006) have recently
proposed a similar term in a dual objective for PDF inversion,
which has produced favorable results.
The   term penalizes large gradients in the volumetric
component (i.e. the dilatation) of      . As a tensor invariant, Tr     
also appears in the   term; the   term, however, provides an
independent means of control. This condition effectively
favors trial solutions with uniform dilatations. Although this
may lead to an artiﬁcial homogenization of the solution,
penalizing the gradient-norm of the dilatation is empirically
shown to improve global accuracy in       (see x5). The trial
solution is also expected to capture accurately the volume-
averaged dilatation.
In addition, the largest arena for LSDF/SODF analysis is
presumably structural materials, the vast majority of which
display decoupling between their volumetric and deviatoric
elastic responses at the single-crystal level. This includes all
cubic (Oh) and many hexagonal close packing (h.c.p.) (D6h)
alloys. As the dilatation alone is an inherently isotropic
response, its variation over the polycrystal should be relatively
small compared with the deviatoric response and dominated
by spatial variations in grain neighborhood rather than grain
orientation. By penalizing the gradient norm of the dilatation,
solutions having small variance in that component are biased.
This condition is purely mathematical and is intended to avoid
biasing the solution with respect to any kinematic modeling
assumptions, such as minimizing the deviation from a self-
consistent stress state (Wang et al., 2001).
The fact that the form of both conditional terms in equation
(17) allows the problem to be written as a quadratic form in      
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note that an a priori selection criteria for the free parameters  
and   is desirable but quite difﬁcult to formulate for the
general case. Wang et al. (2001) have made a similar obser-
vation, proposing that the coupling parameter in their dual
objective be chosen such that the relative error between the
input and reconstructed SPFs is approximately 10% larger
than if the coupling term were 0. A similar approach is
suggested here in x8, on the basis of the results of a parameter
study with a model LSDF (see x5).
4.2. Parameterization and representation
The approaches of Behnken (2000), Wang et al. (2001) and
Popa & Balzar (2001) rely on Euler angle parameterizations of
the orientation space and generalized spherical harmonics for
representation of the LSDF and SPFs. This choice of para-
metrization and representation is pervasive in QTA as well.
The choice of parametrization should provide a straight-
forward geometric representation of  fr to exploit symmetries
fully. Beneﬁts of interpolation functions with global support,
such as spherical harmonics, include the ability to represent
symmetries exactly at every point in the domain, while locally
deﬁned interpolation functions such as FE (ﬁnite elements)
allow for local control of resolution.
In this paper, the SPF inversion method is implemented
using Rodrigues parameters for the orientation space and
ﬁnite elements for the representation of functions. The use
of Rodrigues and other angle–axis parameterizations has
been proposed in the context of QTA (Frank, 1988; Heinz &
Neumann, 1991; Morawiec & Field, 1996; Kumar & Dawson,
1998; Barton et al., 2002; Bernier et al., 2006). In the
Rodrigues parameterization, an orientation is represented by
the vector
r   ntan’=2;  20 
where n and ’ are the axial vector and angle of the associated
rotation matrix, respectively. Many operations are simpliﬁed
in angle–axis parameterizations, including the calculation of
the integration paths in equations (11) and (12). In addition,
the  fr associated with common crystal and/or sample
symmetries are convex polyhedra in Rodrigues space, which
are readily discretized. The metric is also non-singular in the
 fr for most
3 Laue groups, including those most common to
engineering materials. The same properties are not necessarily
true for the Euler spaces.
Finite elements have also been proposed for representation
of functions in QTA (Schaeben, 1991; Kumar & Dawson, 1998;
Barton et al., 2002; Bernier et al., 2006). The use of FE has
many beneﬁts, including continuous representation of func-
tions, sparse matrix representations of integral operators such
as ~ M M and high-accuracy numerical integration. One distinct
advantage over other direct discretization schemes, such as
cells, is the ability to calculate gradients with high accuracy.
When coupled with the use of Rodrigues parameterization, as
done by Kumar & Dawson (1998), Barton et al. (2002) and
Bernier et al. (2006), these features provide an efﬁcient
framework for LSDF/SODF analysis. Symmetries are readily
handled via nodal point equivalences, as described by Kumar
& Dawson (1998), Barton et al. (2002) and Bernier et al.
(2006). Linear tetrahedral elements are utilized exclusively in
the present work, largely because of the simplicity of
constructing meshes via Delaunay triangulation and their ease
of implementation. In these elements, the interpolation func-
tion values at an interior point of an element are identical to
the barycentric coordinates of the point in the element.
4.3. The discrete spherical harmonics
Two of the most attractive features of spherical harmonics
(i.e. a discretization scheme with global support) for repre-
senting functions are computational economy and noise
ﬁltering. The representation of symmetries and the numerical
evaluation of integrals, however, is often more straightforward
in direct discretization schemes with local support (e.g. cells,
FE). Direct discretization schemes of sufﬁcient resolution,
however, are typically more susceptible to high-frequency
noise.
The authors have recently presented a methodology for
performing a mapping between the two discretization schemes
using the FE/Rodrigues framework in order to exploit fully
the beneﬁts of each scheme (Bernier et al., 2006). The gener-
alized eigenfunctions of the FE gradient inner product
operator provide nodal point approximations to the real,
symmetrized spherical harmonics on the mesh over  fr. These
discrete eigenfunctions may be used as global interpolation
functions on the mesh, with the local FE degrees of freedom
(DOF) being mapped 1:1 to a discrete set of harmonic coef-
ﬁcients. Because the discrete harmonic modes are deﬁned at
every nodal point, functions may be represented on the mesh
using only a fraction of the total FE DOF. Observe that for the
L lowest-order modes (sorted by their associated eigen-
values), Vi, the nodal point values of a function on the mesh,
fxgNP, are recovered from the coefﬁcients, ci as a matrix–vector
multiplication:
fxgNP   fV1gNP fV2gNP ... fVLgNP
   
c1
c2
. .
.
cL
8
> > > <
> > > :
9
> > > =
> > > ;
:  21 
In addition to economy of representation, the attractive low-
pass noise ﬁltering traits and economy associated with low-
order harmonic expansions may be effectively included in the
FE/Rodrigues representation. Symmetries are enforced via
the nodal point equivalences on the underlying mesh. The
discrete harmonics may be calculated for functions with
multiple DOF per nodal point, such as the LSDF.
5. Example: simulated SPF data
A simulated SPF inversion problem is presented to demon-
strate the effectiveness of equation (17) in recovering an
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electronic reprintLSDF that is known a priori. As point-wise measurements of
lattice strain for large populations of embedded grains are not
yet available, simulated distributions provide the only ‘direct’
means of validation for SPF inversion methods. Similar
approaches have been employed to validate PDF-to-ODF
inversion methods (Van Houtte, 1984; Matthies et al., 1988;
Caleyo et al., 2001; Bernier et al., 2006). The authors note that
some care must be taken in pursuing such a comparison to
avoid biasing the results to suit the inversion method. For
example, a model LSDF obtained via an elasto-viscoplastic
Taylor calculation provides an ideal, but physically unrealistic
and heavily biased, case for assessing the effectiveness of
equation (17); the crystal strains would be purely orientation-
dependent and, for cubic symmetry, the dilatation would be
homogeneous. Therefore, an elasto-viscoplastic FE-based
modeling framework is used to generate a model LSDF
(Marin & Dawson, 1998a).
In this framework, the aggregate is spatially discretized with
FE, facilitating grain-to-grain interactions. Each discretized
grain has three associated state variables: the slip system
hardnesses, the elastic strain and the lattice orientation.
Inelastic deformation is idealized as continuum slip: shearing
takes place on the prescribed slip systems (determined by the
crystal type) under the action of the resolved shear stresses.
The elastic strain is related to the stress using anisotropic
linear elasticity. The FE serve to partition the applied
boundary conditions (velocities) over the aggregate and
enforce compatibility on the deformation. Equilibrium is
satisﬁed over the aggregate in a weak sense, using a Bubnov–
Galerkin-type weighted residual of the ﬁeld equations
(Hughes, 2000). This differs from the elasto-viscoplastic
extensions of Voight- or Reuss-type assumptions (i.e. one
where all crystals experience either the applied deformation
or the applied stress) where only compatibility or only equi-
librium is satisﬁed. The net result of the intergranular inter-
actions facilitated by the direct discretization of the aggregate
is a more realistic description of the spatial variations in the
strain/stress states among crystals having equivalent orienta-
tions. This modeling framework, as well as comparisons with
others, has been described in detail (Marin & Dawson,
1998a,b; Han & Dawson, 2005).
A texture-free aggregate of 1000 Cu (face-centered cubic,
f.c.c.) crystals was subjected to uniaxial tension to a macro-
scopic strain of  2%. An LSDF was obtained directly from
the individual crystal strains at the ﬁnal load using a least-
squares approach. A mesh containing 254 independent nodal
points (399 total nodal points, 1512 elements) was used for
representing the LSDF on the cubic  fr. To keep the problem
overdetermined, a DH expansion using the ﬁrst 23 modes
(corresponding to an order L = 22 for cubic symmetry) was
employed for each component of      . The SPF projection
operators for the four lowest-order f.c.c. reﬂections were also
calculated using a 10   10  grid (325 points) on the PF. As can
be seen in comparing Figs. 1–5, the total range of variation in
the dilatation ﬁeld of the source LSDF is signiﬁcantly smaller
than the ranges of the tensor components, indicating a weak
orientation dependence.
To assess the robustness of the proposed SPF inversion
method, a set of simulated ‘experimental’ SPFs were obtained
by perturbing the calculated SPFs with normally distributed
noise. A standard deviation of 5   10 5 was chosen for the
amplitude, in order to approximate the generally reported
resolution limits for most experimental methods, which is
 1   10 4 (Withers et al., 2001). Both sets of SPF data, the
‘ideal’ and ‘noisy’ variants, are shown in Fig. 6.
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Figure 1
From top to bottom:      22 from the source distribution, the optimal
inversion of theideal SPFs (Case 1) and theoptimal inversion of the noisy
variants (Case 2) plotted on the boundary and coordinate planes of the
cubic  fr. All components are shown in the sample-relative frame, where
the loading direction is parallel to x3. The associated SPFs and component
errors are shown in Fig. 6 and Table 2, respectively.
Figure 2
From top to bottom:      33 from the source distribution, the optimal
inversion of theideal SPFs (Case 1) and theoptimal inversion of the noisy
variants (Case 2) plotted on the boundary and coordinate planes of the
cubic  fr. All components are shown in the sample-relative frame, where
the loading direction is parallel to x3. The associated SPFs and component
errors are shown in Fig. 6 and Table 2, respectively.
electronic reprintBoth the ideal and the noisy SPF data are inverted for
various   2  0; 1 ,   2  0; 1000 . For clarity, the inversion of
the ideal SPFs will be referred to as ‘Case 1’ and the inversion
of the noisy SPFs will be referred to as ‘Case 2’. The parameter
ranges were chosen to illustrate adequately the behavior of
equation (17).
A discrete relative percent error measure (Matthies et al.,
1988),
RP I;xref; xcal    100N 1
i
P Ni
i 1
 i;
where i   N 1
j
P
fjjxref
i  j >Ig
jxref
i  j    xcal
i  j j=jxref
i  j j;
 22 
is employed to report errors between the source LSDFand the
inversion results for each   ;    pair for Case 1 and Case 2.
For global errors, I in equation (22) is set to 0. Errors in the
strain values above the noise amplitude, i.e. for I   5   10 5,
are also reported.
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Figure 6
From left to right: equal-area projections of the synthetic SPFs from the
source LSDF (1), the noisy variants (2), the reconstructed SPFs from the
optimal inversion LSDFs using (1) and the reconstructed SPFs from the
optimal inversion LSDFs using (2). Selected components of the
associated LSDFs are shown in Figs. 1–4.
Figure 5
From top to bottom: Tr      from the source distribution, the optimal
inversion of theideal SPFs (Case 1) and theoptimal inversion of the noisy
variants (Case 2). The total range of the dilatation from Case 2 is
1:28   10 6 despite the uniform appearance. The mean values of the
distributions from top to bottom are 3:90   10 4, 3:90   10 4 and
3:86   10 4.
Figure 4
From top to bottom:      12 from the source distribution, the optimal
inversion of the ideal SPFs (Case 1) and the optimal inversion ofthe noisy
variants (Case 2) plotted on the boundary and coordinate planes of the
cubic  fr. All components are shown in the sample-relative frame, where
the loading direction isparallel to x3. The associated SPFs and component
errors are shown in Fig. 6 and Table 2, respectively.
Figure 3
From top to bottom:      13 from the source distribution, the optimal
inversion of the ideal SPFs (Case 1) and the optimal inversion ofthe noisy
variants (Case 2) plotted on the boundary and coordinate planes of the
cubic  fr. All components are shown in the sample-relative frame, where
the loading direction isparallel to x3. The associated SPFs and component
errors are shown in Fig. 6 and Table 2, respectively.
electronic reprintThe optimal parameters,   0;  0 , for Cases 1 and 2 were
selected to minimize the global RP 0  errors for the LSDFs.
The 22, 33, 13 and 12 components of the source LSDF, as well
as those from the optimal Case 1 and Case 2 inversion LSDFs,
are shown in Figs. 1–4, respectively. The reconstructed SPFs
associated with the optimal Case 1 and Case 2 LSDFs are
shown in Fig. 6. The macroscopic stresses calculated from the
simulated data, the source LSDF and the optimal inversion
LSDFs are listed in Table 1.
A comprehensive error analysis was performed on the
results of the parameter study. Both the RP 0  and the
RP 5   10 5  errors for the LSDF components and principal
strain values are listed in Tables 2 and 3, respectively. The
errors for the corresponding SPFs are listed in Table 4. The
complete set of RP 0  errors from the parameter study are
also plotted as parametric surfaces in Figs. 7–10 to illustrate
better the behavior of the SPF inversion method.
6. Results
6.1. Case 1: ideal SPFs
The inversion method captures the features of the source
LSDF very well from the four ideal SPFs (Case 1), as
evidenced by the component plots as well as the RP errors.
The errors in the LSDF and reconstructed SPFs, listed,
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Table 2
Relative errors (RPI) for the optimal LSDFs from Cases 1 and 2.
     11      22      33      23      13      12
I = 0
Case 1   10 9  0.94 1.06 1.38 4.51 3.53 1.94
Case 2 10.26 12.33 4.72 37.48 43.83 23.00
I   5   10 5
Case 1   10 9  0.61 0.64 1.24 2.32 1.16 0.87
Case 2 6.30 6.00 4.12 13.57 30.83 10.50
Table 3
Relative errors (RPI) for the principal strain magnitudes,      
p
i , of the
optimal LSDFs from Cases 1 and 2.
     1
p      
p
2      
p
3
I = 0
Case 1   10 9  0.77 1.94 1.34
Case 2 8.94 20.76 4.77
I   5   10 5
Case 1   10 9  0.52 0.77 1.21
Case 2 6.84 3.80 4.16
Table 4
Relative errors (RPI) for the reconstructed SPFs from Cases 1 and 2.
The SPFerrors are calculated with respect to the corresponding input data, i.e.
the ideal SPFs for Case 1 and the noisy variants for Case 2. The errors marked
with an * are calculated with respect to the ideal SPFs.
{111} {200} {220} {311}
I = 0
Case 1   10 9  1.20 1.30 1.26 0.96
Case 2 9.46 8.85 10.85 9.90
Case 2* 3.78 4.60 3.40 2.68
I   5   10 5
Case 1   10 12  8.06 7.32 9.79 7.03
Case 2 5.42 4.27 7.06 4.55
Case 2* 2.02 3.24 1.89 1.61
Table 1
Macroscopic stresses calculated from the simulation and LSDFs [see
equation (6)].
Macrostress (MPa)   r r11   r r22   r r33   r r23   r r13   r r12
Simulation  0.68  0.07 160.97 0.82 0.58 0.10
Source LSDF  0.68  0.07 160.97 0.82 0.58 0.10
Case 1  0.68  0.07 160.97 0.82 0.58 0.10
Case 2  0.65  0.42 159.90 1.32 1.34 0.29
Figure 7
Parametric surface showing the relative percent errors between the
source LSDF and the inversion LSDFs from the ideal SPFs (Case 1) for
  2  0; 1  and   2  0; 1000 . The optimal parameter values for this case
are   0;  0     0:0; 0:0 . The associated SPFs and LSDF components are
shown in Fig. 6 and Figs. 1–4, respectively.
Figure 8
Parametric surface showing the relative percent errors between the input
and reconstructed SPFs from Case 1, for   2  0; 1  and   2  0; 1000 . The
associated SPFs and LSDF components are shown in Fig. 6 and Figs. 1–4,
respectively.
electronic reprintrespectively, in Tables 2 and 4, are unilaterally near machine
precision. Plots of the      11 and      23 components have been
omitted for brevity since they are closely related to the      22 and
     13 components in terms of ranges, errors and general topo-
graphies. The macroscopic stresses obtained from the inver-
sion LSDFare also in excellent agreement with the simulation
results, as shown in Table 1. Such small discrepancies are not
surprising, considering that the numerical system is over-
determined by a factor of about four.
The behavior of the solution to equation (17) with
increasing   and   is illustrated by Figs. 7 and 8. One salient
feature in Fig. 7 is the relative insensitivity of the mean global
errors to changes in the dilatation parameter   for values
greater than  10; these errors are a much stronger function of
the stability parameter,  . A similar trend is apparent in Fig. 8.
As the strengths of the coupling parameters are increased, the
relative priority of the SPF residual in equation (17) is
lowered, which in turn leads to solutions with increasingly
large SPF errors. The optimal parameter values,   0;  0 , are
 0; 0  for Case 1, that is, the solution having the smallest SPF
residual errors also has the smallest LSDF component errors.
This result is attributable to two features: the overdetermined
nature of the problem, and the fact that the indeterminacy of
equation (12) is not represented in the FE/Rodgriues discre-
tization of equation (17). The SPF inversion becomes a fairly
well conditioned least-squares problem in this case without
the need for conditional control of the solution via the stability
and dilatation smoothing terms.
6.2. Case 2: noisy SPFs
The results for Case 2 show some signiﬁcant differences
from the previous case. Case 2 represents the more interesting
case for the purpose of processing experimentally measured
SPFs. The importance of the conditional   and   terms for
handling noisy SPF datais apparent in Fig.11, which shows the
     22,      33 and      23 components obtained from the noisy SPFs
using  ;     0. The selected components bear little or no
resemblance to the corresponding components of the source
LSDF, despite the fact that this LSDF provides the smallest
SPF residual errors for Case 2. Similarly to the Case 1 results,
the RP(0) errors on the LSDF for Case 2 (see Fig. 9) are a
more sensitive function of   than of  . The error magnitude
does not, however, monotonically increase with   and   for
Case 2. Each     constant section through the error surface
has a single critical value of  . Furthermore, these critical
values change very little as a function of  , leading to the
‘trough’ in Fig. 9. The optimal coupling parameter values for
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Figure 9
Parametric surface showing the relative percent errors between the
source LSDF and the inversion LSDFs from the noisy SPFs (Case 2) for
  2  0; 1  and   2  0; 1000 . The optimal parameter values for this case
are   0;  0     0:06; 100 . The associated SPFs and LSDF components
are shown in Fig. 6 and Figs. 1–4, respectively.
Figure 10
Parametric surface showing the relative percent errors between the input
and reconstructed SPFs from Case 2, for   2  0; 1  and   2  0; 1000 . The
associated SPFs and LSDF components are shown in Fig. 6 and Figs. 1–4,
respectively. The percent increase in the mean error for the SPFS at the
optimal   ;    is 9:91%.
Figure 11
From top to bottom:      22,      33 and      13 from inversion of the noisy variants
(Case 2) using   ;       0; 0 . A comparison to the corresponding Case 2
components in Figs. 1–3 reveals the importance of the conditional control
of the solution when dealing with noisy SPF data.
electronic reprintCase 2 are  0:06; 100:0 ; however, there is little change in the
quality of the solutions for  >10.
The LSDF components having the largest magnitudes, i.e.
the diagonal components, are captured with the smallest
errors, as shown in Table 2. This trend is clearer when exam-
ining the principal strains at each orientation. The errors
between the principal strain magnitudes for each case and the
source LSDF, shown in Table 3, closely resemble the errors
from the diagonal components. The errors for both the normal
and the principal components are signiﬁcantly smaller than
those in the shears, despite the fact that the overall topo-
graphies of the recovered shears are in good agreement with
those from the source distribution (see Figs. 3 and 4). The
overall range of the shears for the Case 2 LSDF are slightly
smaller than the source distribution. This behavior is in part
due to the stability term in equation (17). For ﬁxed  >0, the
effect of increasing   is a general smoothing of the compo-
nents, particularly in the vicinity of extrema and in regions
where the absolute magnitudes are less than the SPF noise
amplitude. The latter effect is clear in Table 4.
Another salient source of discrepancy can be traced to the
volumetric component of the inversion LSDF. Fig. 5 shows the
dilatation of the source and optimal inversion LSDFs. For the
noisy SPF data (Case 2), the optimal solution has a nearly
uniform dilatation centered on the corresponding mean value
of the source LSDF. This discrepancy is apparent in the global
RP(0) errors of the principal values. However, the largest
errors occur in strains smaller than the ‘resolution limit’
imposed by the noise on the data, as evidenced by the
signiﬁcant drop in magnitudes between the RP(0) and
RP 5   10 5  errors.
The SPF errors for Case 2 (Fig. 11) follow a similar trend to
those from Case 1, although with larger magnitudes owing to
the incompatibilities in the input SPFs. In contrast to Case 1,
the solution that minimizes the LSDF errors does not simul-
taneously minimize the SPF residual. For the optimal solution,
the mean SPF errors [RP(0)] are 9:91% larger than the  0; 0 
solution. This behavior, in conjunction with the relative
insensitivity of solution accuracy to increasing  , supports the
use of a selection criteria in which   is set to be large relative
to  , while   is optimized such that the relative increase in the
mean SPF error remains below 10%. For reference, the SPF
errors are calculated with respect to the input (noisy) SPFs as
well as the ideal SPFs from Case 1. The latter errors, marked
with an * in Table 4, are smaller than those calculated with
respect to the input SPF data. Further analysis has shown that
the optimal LSDF solution for the noisy input data does
produce the minimum SPFerrors, as calculated with respect to
the underlying ideal SPFs from Case 1 rather than the input
data.
7. Discussion
The complete results for Case 2 suggest that the ﬁdelity of
quantitative strain analysis is highly sensitive to the quality of
the experimental data. To compound the problem, only sparse
SPF coverage is available to most experimental techniques. In
these cases, assumptions regarding the statistical symmetries
of the sample, reinforced by simulated data, may be exploited
to reduce the indeterminacy of the SPF inversion problem.
The SPFs are roughly axisymmetric in the provided example,
following from the symmetry of the applied macroscopic
deformation. The FE/Rodrigues implementation facilitates an
elegant geometric representation of the symmetries via nodal
point equivalences. The presented SPF inversion method is
also versatile in that it may handle arbitrary SPF coverage
without modiﬁcation or the need for data manipulation
a priori.
The empirical results using the model LSDF suggest that
the optimal solution, in the presence of experimental errors, is
qualitatively the smoothest LSDF that best captures the noise-
free SPFs and mean dilatation. A qualitative explanation for
the gradual increase in the LSDF errors with increasing   and
  is related to a topological smoothing of the trial solutions.
While the overall ranges of the components become
compressed, the relative positions of the extrema remain
unaffected.
The   term is clearly critical in terms of ﬁltering experi-
mental noise. The effect of the   term on the LSDF errors is
much more subtle for the case presented. This fact is most
likely attributable to the relatively homogeneous dilatation in
the simulated LSDF. However, as discussed in x4.1, this
behavior is generally expected in the materials for which this
analysis is most relevant, such as structural alloys.
The presented method for LSDF analysis provides a
distribution of mean orientation-dependent crystal strains. It
is acknowledged that in a deformed polycrystal the strain/
stress in crystals having equivalent orientations will in general
differ as a result of intergranular interactions. Therefore it
may be desirable in future work to include information
regarding the orientation-dependent variance of the crystal
strains in the deﬁnition of the LSDF. This information is
theoretically available via analysis of the diffraction peak
proﬁles (Young, 1995; Cullity, 1978). The combination of the
two ﬁelds, mean and variance, could provide a more complete,
stochastic description of the micromechanical state of a
sample. This method could also be implemented within a
Rietveld reﬁnement package, such as MAUD (Lutterotti,
2000; Chateigner, 2006), in a manner analogous to that of
direct PDF inversion methods (Wenk et al., 2003; Ischia et al.,
2005).
8. Conclusions
A versatile and robust direct method is presented for
obtaining the orientation-dependent distribution of inter-
granular elastic strains in polycrystalline samples from
diffraction strain pole ﬁgures. Heuristics for selecting the
optimal coupling parameters in the auxiliary problem are also
presented, based on the results of a parameter study using
simulated SPF data. The parameter study using the provided
model LSDF suggests that the optimal solution to the SPF
inversion problem
(i) is smooth,
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electronic reprint(ii) matches the input data well, and
(iii) captures the average dilatation over the polycrystal.
In addition, the FE/Rodrigues framework employed for the
representation of the LSDF has several distinct beneﬁts,
including
(i) versatility,
(ii) the straightforward application of symmetries, and
(iii) the ability to handle arbitrary SPF coverage.
The software used for this analysis will be made available
upon request in the form of a Matlab function library.
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