Abstract-Considering the poor localization accuracy when applying DV-Hop algorithm to node location in wireless sensor networks, an improved DV-Hop localization algorithm for wireless sensor networks, named iDV-Hop, is proposed in this article. In the proposed algorithm, anchor nodes refine their average hop-size by minimum mean square error and modify it by error factor. Then, the average hop-size between the unknown node and the anchor node is modified by a dynamic weight coefficient, which is related to the minimum hop number. Using this average hop-size and the minimum hop number, the distance among each unknown node and all anchor nodes can be calculated. Finally, the coordinates of unknown nodes are estimated by the 2D hyperbolic localization algorithm. To obtain higher localization accuracy, the unknown node upgrades its location by exploiting the obtained information in solving the system of equations. Simulations are carried out on three network models constructed by complex network theory and the analysis of the simulation results will actually help the engineers to deploy the proposed localization algorithm for the real-world wireless sensor network.
I. INTRODUCTION
Wireless sensor network (WSN) is constituted by a group of inexpensive micro sensor nodes that are deployed in the monitoring field. It has the characteristics of large scale, selfconfigured, etc [1] . In WSNs, the location of sensor nodes is critical to the monitoring activities of sensor networks. A basic message of monitoring data is the location that the event occurred. Therefore, in many applications of WSNs, such as military, medical care, environmental monitoring, target tracking and so forth [2] , a significant issue is how to obtain the location of the event occurrence after an event is detected.
Sensor node positioning is based on some minority anchor nodes [3] (nodes that known their location by Global Positioning System) and according to certain positioning mechanism to determine the location of the unknown nodes. In recent years, there has been an increasing number of research on WSN positioning and many localization algorithms have been proposed. As a range-free localization algorithm, Distance Vector-Hop (DV-Hop) algorithm is getting more and more attention because of its low hardware requirement and feasibility [4] . DV-Hop is one of typical representatives of range-free localization algorithm. In the DV-Hop algorithm, firstly, each anchor node broadcasts its location information to all nodes in the network and the hop count value is initialized with 0. Secondly, each anchor node calculates the average size of one hop (hop-size), which is then flooded to the entire network. An unknown node calculates the distance from anchor nodes when it receives the hop-size of the nearest anchor node. Finally, the position of the unknown nodes estimated by the triangulation algorithm or maximum likelihood estimators [5] (MLE). However, (1) the hop-size of anchor nodes is calculated by mean-square error criteria in the original DVHop algorithm and the unknown node multiply the hop-size by the hop count value to derive the estimated distance. Hence, the location accuracy of unknown nodes in the network is affected by the hop-size. (2) When the unknown node coordinates are solved by MLE, a cumulative error is produced by the subtraction of the equation since there is an error between the estimated distance and the actual distance. Moreover, the subtraction of the equation also results in the loss of the quadratic term of the unknown node, it also affects the positioning accuracy.
To address these problems, we extended a study of an improved DV-Hop localization algorithm for wireless sensor networks (iDV-Hop) in this article. iDV-Hop is based on the original DV-Hop, (1) the hop-size between anchor nodes is calculated by Minimum Mean Square Error (MMSE) and modified by an error factor. (2) The location of unknown nodes is estimated by the 2D hyperbolic localization algorithm instead of MLE. In this way, the quadratic loss of the unknown node coordinates is avoided and the cumulative error caused by estimated distance error is reduced. In order to observe the performance of iDV-Hop, three various types of topologies are considered, random deployment, BA network deployment and Small World network deployment.
The rest of this paper is organized as follows. Section gives the related works and describes the motivation of the current research work. Section outlines the iDV-Hop localization algorithm. Section analyzes the performance of iDV-Hop under various network models by simulation. Section is the conclusions of this paper.
II. RELATED WORKS
To solve the major drawback of the DV-Hop algorithm and further improve the positioning accuracy, many improved algorithms which are related to the DV-Hop have been proposed.
Two improved algorithms are presented in [6] , they are Checkout DV-hop and Selective 3-Anchor DV-hop. In the Checkout DV-hop, the mobile node localized by using the nearest anchor; however the Selective 3-Anchor DV-hop algorithm chooses the best three anchors to reduce localization error. Finally, simulating a novel DV-hop protocol which is presented in detail in this paper to verify the performance of typical DV-hop based algorithm. In [7] , a threshold M is introduced in the improved algorithm based on the traditional DV-Hop. Firstly, the average hop-size of unknown nodes calculated by using the weighted average hop-size of anchor nodes within M. Secondly, the positioning results are modified by the average correction factor in the improved algorithm. Reference [8] proposed an improved localization algorithm based on genetic algorithm in wireless sensor networks. Firstly, it propose a mathematical optimization model by using the distance between the unknown nodes and anchor nodes. And then, using genetic algorithm to solve the optimization model. In [9] , a hybrid localization algorithm integrated with approximate point in triangle (APIT) and distance vector-hop (DV-Hop) is proposed. Firstly, the exact direction of unknown nodes is determined by adopting angle detection. Secondly, the APIT algorithm is adopted over all unknown nodes within the triangle. Finally, the DV-Hop algorithm is adopted with different weights for the nodes within the minimum hops.
The research works in this paper are different from the above works in two aspects: First, after determining the unknown node coordinates, the proposed algorithm uses a parameter to update the unknown node coordinates. This method can achieve high positioning accuracy with less communication cost.
Second, most of the current localization algorithms are usually analyzed only in a particular scenario. The proposed algorithm in this paper is analyzed in three different network models, which are Watts Strogatz (WS) model [10] , BarabasiAlbert (BA) model [11] and random network model. By extensive simulation analysis, we can have a deep understanding on the performance of iDV-Hop in real WSN applications. The simulation results will help to guide engineering practice.
III. IDV-HOP LOCALIZATION ALGORITHM
In order to improve the accuracy of localization in WSNs, the proposed algorithm made three improvements based on the original DV-Hop. Firstly, using MMSE to calculate the average hop-size between anchor nodes [12] and calculating their estimated distance with the minimum hop number. Taking the difference between the actual distance and the estimated distance as the error factor, the average hop-size of anchor nodes is modified. Secondly, introducing a dynamic weight coefficient, that is related to the minimum hop number, to modify the average hop-size between the unknown node and the anchor node. Finally, the coordinate of the unknown nodes estimated by 2D hyperbolic localization algorithm instead of triangulation algorithm. To further reduce the localization error, the estimated coordinate is updated by the parameter factor to obtain the final coordinate of unknown nodes [13] . The iDV-Hop consists of three steps.
A. The average hop-size of anchor nodes
To reduce the cumulative error, the MMSE is used to calculate the average hop-size between anchor nodes.
Suppose that the total number of anchor nodes in the simulation area is M . The mean square error (MSE) of the average hop-size between anchor nodes is calculated by the follow formula
The formula for partial derivatives of ref i
Hopsize is as follow
When the partial derivative is 0 the average hop-size between anchor nodes is 2 ( )
where ij d is the Euclidean distance between the anchor nodes i and j , ij h is the minimum hop number between the anchor nodes i and j .
The estimated distance of anchor nodes is calculated by
Therefore, the error factor is
Hence, the per hop error among all anchor nodes, which the total number is M , is
The average hop-size among anchor nodes are modified by the error factor using (7) 
B. Estimating distance between the unknown node and the anchor node
Introducing a dynamic weight coefficient, that is related to the minimum hop number, to modify the average hop-size between the unknown node and the anchor node by 
where i hop is the minimum hop number between the unknown node x and the anchor node i .
The estimated distance between the unknown node x and the anchor node i is calculated using (9)
C. Localization and updating of the unknown node
Let the coordinates of unknown node x are ( , ) x y , the total number of the anchor nodes is M and their coordinates are
M M
x y x y respectively. The estimated distance between the unknown node and the anchor node are 1 , ,
The coordinates of the unknown node x are calculated by the 2D hyperbolic method using (10)
The formula (10) is expanded as follows: 1  1  1  1  1  2  2  2  2  2  2  2  2   2  2  2 ( , , ) ,
Applying least square method to solve the system of equation (13), thus, the coordinates of the unknown node x obtained by
Let the unknown node coordinates, obtained by (14) , are ( , ) x y , the unknown node coordinates are updated according to the parameter factor k . Due to the error propagation of division operation is less than subtraction operation [14] , the square root of the ratio of 2 2
is expressed as follows by parameter t.
Hence, the unknown node coordinates ( , ) In this simulation experiment communication radius of sensor nodes changes from 15 to 35m, anchor nodes are 10% of total nodes and total number of nodes kept fixed 200. In Fig.1 , localization error of all algorithms tends to decrease with increasing communication radius of sensor nodes from 15 to 35m. The network connectivity rises due to the increase of communication radius. The estimated distance among nodes is more and more closed to its actual distance, thus the localization error is reduced. From this picture we can see that the iDV-Hop algorithm with updating has highest position accuracy than others. In this experiment, the percentage of anchor nodes varies from 5 to 25%, total number of nodes is set to 200 and communication radius is 15m. All the localization error is higher when the ratio of anchor nodes is 5%, especially the localization error of DV-Hop is as high as 0.44. In this scenario, the distribution of anchor nodes is very sparse in the simulation region. The lack of anchor nodes leads to a high average hop-size error; therefore the positioning accuracy is reduced due to the accumulative error. With the increase of anchor nodes, anchor nodes in the region are more intensive.
The hop number between anchor nodes and unknown nodes is decreased gradually; the estimated distance between anchor and unknown nodes is closer to their Euclidean distance. Fig.2 shows that the iDV-Hop algorithm with updating has better performance than others when the percentage of anchor nodes is 25%. The influence of total number of nodes on positioning error is shown in Fig.3 , when the proportion of anchor nodes and the communication radius are fixed. At the first, the iDVHop without updating has 0.37 localization error, it is closed to iDV-Hop with updating while the number of nodes is 200 however the localization error of DV-Hop is as high as 0.47. In the process of increasing the total number of nodes, network connectivity increased significantly due to the network density is increased. From Fig.3 , the entire algorithm has high localization accuracy while the number of nodes is 500.
We can see from the Fig.1 Fig.2 and Fig.3 , compared with the original DV-Hop algorithm, the improved algorithm proposed in this paper can effectively reduce the average positioning error in the random network. However, the positioning error of iDV-Hop without updating is very close to the positioning error of iDV-Hop with updating. Considering the energy dissipation, it is suggested that the iDV-Hop algorithm without updating be used in random network node localization. In Fig.4, communication In this figure, the total number of nodes is 200, the communication radius is 30m, and anchor nodes are varies from 5% to 25%. When the distributed of anchor nodes are sparse (e.g. the percentage of anchor node is 5%), the DV-Hop algorithm have a high positioning error. However, the proposed algorithm has a relatively poor positioning error in each stage and the downward trend of the error is smooth. The positioning error before and after the coordinate updating of algorithm iDV-Hop is not very different. Simulation result of this scenario for varying of total nodes from 200 to 500 is shown in Fig.6 . In Fig.6 , the number of anchor nodes are 10% of total nodes and the communication radius is assumed to be 30m. As the graph shows, with the total number of nodes increasing, the variation trend of the average positioning error of all algorithms is irregular. BA network is an irregular network model, which is constructed based on network feature growth and preferential attachment. Therefore, with the increasing of network scale, the variation of average positioning error is also irregular. Nevertheless, the localization accuracy of the proposed algorithm is better than the original DV-Hop algorithm.
B. Simulation Analysis for BA Network
In the BA network, the algorithm of iDV-Hop is obviously better than the original DV-Hop algorithm in the three simulation situations. Nevertheless, the iDV-Hop algorithm with updating does not effectively reduce the positioning error. Especially in the large-scale BA networks, the positioning accuracy of the iDV-Hop algorithm without updating is higher than the iDV-Hop algorithm with updating. Therefore, it is recommended to adopt the iDV-Hop algorithm without updating in the BA network node localization. Through the above simulation analysis, the original DVHop positioning algorithm is not applicable to the Small World network. The algorithm presented in this paper can greatly reduce the positioning error, especially the iDV-Hop algorithm with updating has better positioning effect. Thus, it is proposed to adopt the iDV-Hop positioning algorithm in Small World network.
C. Simulation Analysis for Small World Network

V. CONCLUSIONS
Aiming at the problem of poor localization of DV-Hop algorithm in WSNs, an improved DV-Hop algorithm is analyzed in this paper. In reducing the cumulative error, MMSE is used to calculate the average hop-size between anchor nodes and an error factor is introduced to correct it. In order to reduce the error caused by the collinear of anchor nodes. The coordinates of unknown node are estimated in 2D hyperbolic localization algorithm and the parameters are involved to update the coordinate. Three kinds of network topologies (random, BA and Small World network) are used as the simulation scenarios. The simulation results show that the iDV-Hop algorithm can improve the positioning accuracy obviously in the three network topologies. And the iDV-Hop algorithm without updating is applicable to the random and BA network, the iDV-Hop algorithm with updating is suitable for Small World network. It can be seen from Fig.6 that as the scale of the BA network expands, the variation trend of error curve of iDV-Hop algorithm is irregular. Hence, in the following work, we will focus on the characteristics of largescale BA network to improve the iDV-Hop algorithm and makes the positioning performance of the large-scale BA network more perfect.
