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Abstract. We give three proofs, two intrinsic and one extrinsic, that every
Dickson–Ganley unital U(σ), parametrized by a ﬁeld automorphism σ,
is non-classical if σ is not the identity, extending a result of Ganley’s
(Math Z 128:34–42, 1972); we prove that U(σ1) is isomorphic to U(σ2)
if and only if σ1 = σ2 or σ1 = σ
−1
2 ; and we determine the (design)
automorphism group of U(σ) as the collineation subgroup of the ambient
Dickson semiﬁeld plane stabilizing the unital. This contains as a special
case the corresponding result of O’Nan’s (J Algebra 20:495–511, 1965) on
the classical unital.
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1. Introduction
A unital U is a t − (v, k, λ) design, where t = 2, v = m3 + 1, k = m + 1,
and λ = 1: there is exactly one block on two points, there are m + 1 points
on each block, and there is a total of m3 + 1 points. Let Π be a projective
plane, i.e. a 2 − (n2 + n + 1, n + 1, 1) design. A unitary polarity ρ of Π is an
involutory correlation with (
√
n)3+1 absolute points. The absolute points and
non-absolute lines of ρ constitute an example of U . In this case U is called a
polar unital. If Π is the classical plane PG(2, q2) coordinatized by the ﬁnite
ﬁeld Fq2 , then U is called a classical unital of order q. As a subvariety of
PG(2, q2) a classical unital is a hermitian curve [7,15,17].
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The problem of characterizing polar unitals seems diﬃcult, as it involves the
questions of embedding as well as the existence of unitary polarities in a projec-
tive plane. As a starting point one considers the characterization of the classical
unital. A fundamental result is the determination of the automorphism group
of a classical unital as a design. In [22], this is shown to be PΓU(3, q2). In the
same paper, it is also shown that in the design there is never a conﬁguration of
four blocks in general position intersecting in six points, which is now referred
to as an O’Nan conﬁguration. In [25], it is conjectured that if a unital does not
admit any O’Nan conﬁgurations then it is classical. The conjecture remains
open. A weaker yet remarkable result in this direction is Wilbrink’s character-
ization of a classical unital [30]. There are three characterization conditions.
In this paper we shall be concerned with the ﬁrst two. The ﬁrst condition is
the absence of an O’Nan conﬁguration, and the second condition is a notion
of parallelism in unitals which will be recalled later in the paper. It is shown
in [30] that if the order of the unital is even, then these two conditions imply
the third.
Since all unitary polarities in PG(2, q2) are projectively equivalent, a polar
unital in the classical plane is the classical unital. Consider now a polar unital
U embedded in a non-classical plane Π. As remarked in [20], the question as
to whether U can be classical is not yet answered. It is shown in that paper
that a class of polar unitals embedded in the ﬁnite Figueroa planes are not
classical. Here we turn our attention to a class of polar unitals embedded in
the Dickson semiﬁeld planes. In [12], Ganley showed that the projective plane
Π(K) deﬁned over a Dickson semiﬁeld K admits a unitary polarity which thus
deﬁnes a polar unital U . The unital U = U(σ) is parametrized by a non-identity
ﬁeld automorphism σ. In [13] (see also [1]) Ganley studied the collineation
subgroup Col(U) of Π(K) stabilizing U , and proved that in some special cases
these polar unitals are not classical by demonstrating the existence of O’Nan
conﬁgurations.
In this paper, we begin by proving the existence of O’Nan conﬁgurations in all
cases. We also provide an alternative proof by demonstrating the invalidity of
the second condition of Wilbrink’s in these unitals.
Next we note that a Dickson–Ganley unital meets the line at inﬁnity at one
point, (∞), and Col(U) acts transitively on the aﬃne points of the unital
[13]. Such a unital is also called a transitive parabolic unital (see for example
[1]). For our purpose the point (∞) is special for a further reason. It satisﬁes
Wilbrink’s second condition (called condition (II) in [30]) in strong form (see
Corollary 4.2 below). This makes it possible to construct from U a design S
which is isomorphic to the residual of a classical inversive plane.
The classical circle geometry allows us to work out the algebra to show that an
isomorphism between two Dickson–Ganley polar unitals determines an isotop-
ism between their corresponding Dickson semiﬁelds. Since two semiﬁelds deﬁne
isomorphic projective planes if and only if the semiﬁelds are isotopic, this has
the consequence that U(σ1) is isomorphic to U(σ2) if and only if σ1 = σ2 or
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σ1 = σ−12 [2,6,26]. As our method of proof extends to the case of the iden-
tity automorphism, this provides a third and extrinsic proof that U(σ) is not
classical.
Finally, we prove that the isotopism above gives rise to an isomorphism
between the ambient Dickson semiﬁeld planes. As a consequence we conclude
that the automorphism group Aut(U) of the design U equals Col(U). When
σ is the identity automorphism, this gives O’Nan’s result [22] for the classical
unital.
In the next section, we recall the construction of the Dickson semiﬁeld plane
and the Dickson–Ganley unital as well as their basic properties. In Sect. 3
we extend Ganley’s result and show that O’Nan conﬁgurations exist in all
Dickson–Ganley unitals, with the consequence that these unitals are not clas-
sical. In Sect. 4 we prove that Wilbrink’s condition (II) does not hold at any
aﬃne absolute point, thus giving an alternative proof of the same conclusion.
We also prove that Wilbrink’s condition (II) holds at the absolute point (∞)
in a strong form. In Sect. 5 we recall the relevant geometry of ﬁnite inversive
planes and prove some results on automorphisms of associated designs essential
for our purpose. In Sect. 6 the geometry and algebra of Sect. 5 will be applied
to a Dickson–Ganley unital to obtain crucial information on Aut(U). In Sect. 7
we solve the isomorphism problem for the Dickson–Ganley unitals, prove the
main extension theorem, and determine their (design) automorphism groups.
2. Dickson semifield planes and Dickson–Ganley unitals
A ﬁnite semiﬁeld is an algebraic system that satisﬁes all axioms of a division
ring except the associativity of multiplication. Such a system has various names
in the literature, but the term semiﬁeld is due to Knuth [21]. Some examples
of ﬁnite semiﬁelds relevant to the study of unitals are the Dickson semiﬁelds
[9,10], Albert’s twisted ﬁelds [2], and Albert’s generalized twisted ﬁelds [3,4].
In more details, a ﬁnite semiﬁeld K(+, ·) is a ﬁnite algebraic system with
two binary operations, addition and multiplication, which satisfy the following
axioms:
1. K(+) is a group with identity 0.
2. For any a, b ∈ S, if ab = 0, then a = 0 or b = 0.
3. There is an element 1 ∈ S such that for any a ∈ S, 1a = a1 = a.
4. For any a, b, c ∈ S, a(b + c) = ab + ac and (a + b)c = ac + bc.
The additive group K(+) of K is an elementary Abelian group and so K(+)
is isomorphic to (Z/pZ)N for some prime p (called the characteristic of the
semiﬁeld) and positive integer N . Thus K can also be considered as a vector
space over the ﬁnite ﬁeld Fp, and |K| = pN (see [21]).
Since a semiﬁeld is a particular kind of ternary ring, it can be used to coor-
dinatize a projective plane Π(K) [14]. Here we follow the notations of Ganley
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[13]. The set of points of Π(K) is {(z, w)|z, w ∈ K} ∪ {(m)|m ∈ K} ∪ {(∞)}
where ∞ is a symbol not in K. The set of lines of Π(K) is {[m, k]|m, k ∈
K}∪{[z]|z ∈ K}∪{[∞]}, where [m, k] = {(m)}∪{(z, w) ∈ K×K|mz+w = k},
[z] = {(∞)} ∪ {(z, w)|w ∈ K}, and [∞] = {(∞)} ∪ {(m)|m ∈ K}. Incidence
is set-theoretic inclusion. We call such a projective plane a semiﬁeld plane.
Any semiﬁeld plane has the property that [∞] and (∞) are respectively a
translation line and a translation point [24]. Two semiﬁelds K1(+1, ·1) and
K2(+2, ·2) are said to be isotopic if there exists an ordered triple (A,B,C)
of additive bijections from K1 to K2 such that (a ·1 b)A = aB ·2 bC for all
a, b ∈ K1. (A,B,C) is called an isotopism from K1 to K2, and an autotopism
if K1 = K2. In case A = B = C, K1 and K2 are isomorphic. The geometric
signiﬁcance of isotopy is the following: two semiﬁelds coordinatize isomorphic
planes if and only if they are isotopic [3, Theorem 6].
We now turn our attention to the Dickson (commutative) semiﬁelds [9,10].
Consider the ﬁnite ﬁeld Fq, where q = pe for an odd prime p, and e > 1. Then
there is a non-square element δ in Fq and a non-identity automorphism σ of
Fq. Let K be a two-dimensional vector space over Fq with basis elements 1 and
λ. Deﬁne multiplication of K by (x+ λy)(u+ λv) = xu+ δyσvσ + λ(xv + yu).
Then K(+, ·) is a commutative semiﬁeld where + is the vector space addition
of K over Fq. K is called a Dickson semiﬁeld of order q2.
For the same automorphism σ, diﬀerent choices of non-squares δ yield isomor-
phic semiﬁelds ([26], Theorem 1; see also [6]). Indeed, the isomorphism is θ :
K1(δ1, σ) −→ K2(δ2, σ) deﬁned by x+λy → x+λyμ where μ = (δ1δ−12 )(1/2)σ
−1
.
On the other hand, for any two automorphisms σ1 and σ2 and any two non-
squares δ1 and δ2, K1(δ1, σ1) and K2(δ2, σ2) are isotopic if and only if σ1 = σ2
or σ1 = σ2−1 ([26], Theorem 2; see also [6]).
Consider the projective plane Π(K) coordinatized by a Dickson semiﬁeld K.
By a result of Ganley [12, Theorem 5], any projective plane coordinatized by a
ﬁnite commutative semiﬁeld which has a non-trivial involutory automorphism
admits a unitary polarity. In particular, since the Dickson semiﬁeld K admits
an involutory automorphism α : x + λy → x − λy, Π(K) admits a unitary
polarity ρ given by (∞) ↔ [∞], (x + λy) ↔ [x − λy], (x + λy, u + λv) ↔
[x − λy,−u + λv]. It is readily veriﬁed that the absolute points of ρ are (∞)
and all (aﬃne) points of the form (x+λy,− 12 (x2−δy2σ)+λv) where x, y, v ∈ Fq
(see [13]). Note that the non-absolute lines not incident with (∞) are those
of the form [m1 + λm2, k1 + λk2] where k1 	= 12 (m12 − δm22σ). As for the
lines on (∞), the absolute line is the line at inﬁnity [∞], the remaining q2
aﬃne lines being non-absolute lines. Denote by U = U(δ, σ) the polar unital
deﬁned by ρ, i.e. the unitary block design (of order q) whose points are the
absolute points of ρ and whose blocks are the non-absolute lines of ρ. We call
U a Dickson–Ganley unital.
Lemma 2.1. Let σ ∈ Aut(Fq), σ 	= id, and δ1, δ2 be two non-squares in Fq.
Then the Dickson–Ganley unitals U(δ1, σ) and U(δ2, σ) are isomorphic.
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Proof. Note that the isomorphism ̂θ : Π(K(δ1, σ)) −→ Π(K(δ2, σ)) induced by
θ deﬁned above maps U(δ1, σ) one-one onto U(δ2, σ). Indeed, suppose A =
(x+λy, u+λv) is an absolute point in Π(K(δ1, σ)), then u = − 12 (x2 − δ1y2σ).
Since − 12 (x2 − δ2(yμ)2σ) = − 12 (x2 − δ1y2σ) = u, the image of A under ̂θ is an
absolute point in Π(K(δ2, σ)). 
By the lemma, we may write U(σ) for U(δ, σ).
The automorphism (collineation) group of a semiﬁeld plane is well-known (see
for example [21]). We specialize to the Dickson semiﬁeld plane Π(K), and con-
sider the (design) automorphism group Aut(U), where U is a Dickson–Ganley
unital embedded in Π(K). Let Col(U) be the subgroup of Aut(U) consisting of
the collineations of Π(K) stabilizing U . It is known that Col(U) is transitive on
the aﬃne unital points ([13], Lemma 3; see also [1]). We shall prove in Sect. 7
that Aut(U) = Col(U), and that U(σ1) is isomorphic to U(σ2) if and only if
σ1 = σ2 or σ1 = σ−12 .
3. The existence of O’Nan configurations in Dickson–Ganley
unitals
In a unital, an O’Nan conﬁguration is a set of four unital lines in general posi-
tion, intersecting in six unital points. It is known that a classical unital does
not contain any O’Nan conﬁguration [22]. In the case of a Dickson–Ganley
unital, Ganley has shown that the absolute point (∞) is never a point of
an O’Nan conﬁguration [13, Theorem 1]. However, it is shown in the same
paper that if p is a prime with p ≡ 3 (mod 4), then there exists an inte-
ger r ≤ 2ps − 1 and an odd integer k with e = rk, such that the Dickson–
Ganley unital U(σ) of order q = pe, where σ : x → xps, admits an O’Nan
conﬁguration.
In this section, we extend Ganley’s result to the existence of an O’Nan
conﬁguration in any Dickson–Ganley unital. Indeed, we prove the existence
of an O’Nan conﬁguration on any aﬃne (non-absolute) line through (∞)
(Theorem 3.1). Our strategy is to set up three possibly repeated non-
absolute lines not incident with (∞) and meeting the given aﬃne line
in three distinct aﬃne absolute points, so that these three non-absolute
lines are distinct, non-concurrent, and meet each other in absolute points,
provided that it is possible to choose a non-square δ not satisfying cer-
tain polynomials. This we prove to be always possible, which means that
the four lines and six points under investigation do constitute an O’Nan
conﬁguration.
Recall from Sect. 2 that Col(U) is transitive on the aﬃne absolute points. Since
Col(U) ﬁxes the absolute point (∞), it is transitive on the aﬃne (non-absolute)
lines through (∞). We have the following theorem:
Theorem 3.1. There exists an O’Nan conﬁguration on any aﬃne line through
(∞) in any Dickson–Ganley unital.
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Proof. By the remark preceding the theorem, we may assume without loss of
generality that the given aﬃne line is [0].
Let Pi =
(




and l′j = [kj + λlj , λvj ], for 1 ≤ i, j ≤ 3.
Then the Pi’s and [0] ∩ l′i’s are all absolute points. For all i 	= j, Pi ∈ l′j if and
only if




+ λwi = λvj .
Hence we have, for i 	= j, the twelve equations (Aij) and (Bij):





(Bij) : yikj + xilj + wi = vj .









1 0 0 0 0 −1
0 1 0 −1 0 0
0 0 1 0 −1 0
0 0 −1 1 0 0
−1 0 0 0 1 0























































It is easy to check that rank(M) = 5. We want to show that b is in col(M),
which is equivalent to having bT1 = 0, i.e.
(x1 − x2)(l2 − l3) + (x3 − x2)(l1 − l2)+
(y1 − y2)(k2 − k3) + (y3 − y2)(k1 − k2) = 0. (3.1)
Let τ = σ−1. We introduce parameters α, β, γ,m and specialize as follows:
l1 − l2 = (mγ)τ , k1 − k2 = γ,
l2 − l3 = 0, k2 − k3 = 1,
l3 − l1 = (−mγ)τ , k3 − k1 = −γ − 1,
x3 − x2 = 2α, y3 − y2 = 2βτ .
We shall solve for xi, yi, ki, li’s in terms of α, β, γ and m, excluding any solu-
tions leading to Pi ∈ [0], for i = 1, 2, 3.
By equations (A12) and (A13),
x1(k2 − k3) + δy1σ(l2 − l3)σ = 0.
By our specialization, this becomes x1 = 0 and then (A12) gives y1 = −2l2:
x1 = 0,
y1 = −2l2.
Since P1 /∈ [0], y1 	= 0, and so l2 	= 0.
Similarly, using (A21) and (A23), we have
x2(k3 − k1) + δy2σ(l3 − l1)σ = 0.
By our specialization, this becomes y2σ = −x2δ γ+1mγ .
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We now choose m 	= 1 and let γ = 1m−1 .











Since P2 /∈ [0] and so x2 	= 0, it follows that
x2 =
2δ(k2 − l2σ − 1)
δ − 1 , (3.2)
yσ2 =
−2(k2 − l2σ − 1)
δ − 1 .
By (A31), (A32),
x3(k1 − k2) + δy3σ(l1σ − l2σ) = 0.

















Since P3 /∈ [0] and so x3 	= 0, it follows that
x3 =
2(k2m − l2σ)mδ
m2δ − 1 , (3.3)
y3
σ = −2(k2m − l2
σ)
m2δ − 1 .
Then
x3 − x2 = 2δ
(
m(k2m − l2σ)
m2δ − 1 −




y1 − y2 = −2l2 + 2(k2
τ − l2 − 1)
δτ − 1 ,
y3 − y2 = −2(k2
τmτ − l2)
m2τδτ − 1 +
2(k2τ − l2 − 1)
δτ − 1 .





(k2 − l2σ − 1)(m − 1)




= − (m − 1)(l2
σ − k2m)
m2δ − 1 .




β(m + 1) + αm
(m − 1) +
α
δ(m − 1) −
m
m − 1 , (3.5)
and













β(m + 1) + αm
(m − 1) +
α








m − 1 + β (γ)
σ = 0.
Now choose m further so that it is not ﬁxed by σ, and α such that ασ−α+1 	= 0.









(ασ − α + 1)m
m − 1 = 0.
Since σ does not ﬁx m, (3.1) is satisﬁed by a unique nonzero β which is inde-
pendent of δ. Then we compute lσ2 and k2, and then a set of xi, yi, li, ki, vi, wi’s
depending only on α,m, δ and σ satisfying (Aij) and (Bij)’s.
By Lemma 2.1, the validity of the theorem is independent of the choice of δ. It
can be seen that each of the expressions (3.2), (3.3) and (3.5) vanishes for at
most one value of δ. For example, by (3.4), the expression (3.2) vanishes for at
most one δ. But the number of non-squares in Fq is q−12 ≥ 9−12 = 4. That is,
we can always choose a non-square with (3.2), (3.3) and (3.5) non-vanishing.
Then, with such a choice, (3.2) does not vanish implies that P2 /∈ [0] and
P2 	= P1; (3.3) does not vanish implies that P3 /∈ [0] and P3 	= P1; (3.5) does not
vanish implies that P1 /∈ [0]. Together with the fact that y3 −y2 = 2βτ 	= 0, we
conclude that P1, P2 and P3 are three distinct absolute points not on [0]. Hence
l′1 = P2 ·P3, l′2 = P3 ·P1, l′3 = P1 ·P2 and any of these lines is distinct from [0].
Moreover, l′i 	= l′j since ki−kj 	= 0 ∀i 	= j. Finally l′i ∩ [0] = (0, λvi) are of course




3 and [0] and their intersection points
form an O’Nan conﬁguration in the Dickson–Ganley unital. 
Corollary 3.2. Aut(U) ﬁxes (∞).
Proof. If not, take an O’Nan conﬁguration on the aﬃne absolute point (∞)Φ
for some Φ ∈ Aut(U). Then Φ−1 carries the O’Nan conﬁguration to (∞),
contradicting that fact that there exists no O’Nan conﬁguration on (∞). 
The following result is immediate from Theorem 3.1 and the nonexistence of
O’Nan conﬁguration in the classical unital:
Corollary 3.3. Every Dickson–Ganley unital is non-classical.
4. Wilbrink’s condition (II) and Dickson–Ganley unitals
Throughout this section, let q = pe, where p is an odd prime and e > 1, δ
be a non-square in Fq and σ : x → xps a non-identity automorphism of Fq,
where 1 ≤ s < e. Moreover, let U = U(σ) denote the polar unital as deﬁned
in Sect. 2. In this section, we show that U is not classical by proving that
Wilbrink’s second condition does not hold at any absolute point except the
point (∞).
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In [30] Wilbrink characterizes the classical unital by three intrinsic conditions,
called (I), (II) and (III). Here we recall the second condition, (II). Given a
unital U , i.e. a unitary block design of points and lines (blocks) with parameter
2-(q3 + 1,q + 1,1). Wilbrink’s condition (II) on U is as follows.
Condition (II). Let O be a point, l1 a line through O, and l a line not incident
with O such that l1 meets l at A. For any point B on l1 which is diﬀerent from
O and A, there exists a line l′ passing through B but not O and intersecting
all lines from O which meet l.
We call O in Wilbrink’s condition (II) a vertex for the condition. We now
check which point of U is a vertex for condition (II). First consider the case
where O = (∞). Recall from Sect. 2 that any aﬃne line on (∞) is of the
form [x + λy] with the absolute points on it given by (x + λy, u + λv) where
u = − 12 (x2 − δy2σ), and that any line not incident with (∞) is of the form
[m1 + λm2, k1 + λk2], with k1 	= 12 (m12 − δm22σ) if and only if the line is
non-absolute.
Lemma 4.1. Let l = [m1 + λm2, k1 + λk2] be a non-absolute line, and N the
set of lines on (∞) intersecting l at absolute points. For any k′2 ∈ Fq, the
line l′ = [m1 + λm2, k1 + λk′2] intersects all lines in N at absolute points.
Conversely, any line intersecting all lines in N at absolute points is of this
form.
Proof. Suppose (x + λy, u + λv) is a unital point on l, so that
m1x + δm2σyσ + u = k1, (4.1)
m2x + m1y + v = k2, (4.2)
u = −1
2
(x2 − δy2σ). (4.3)
Using (4.1)–(4.3), it is readily veriﬁed that l′ meets [x+λy] at the unital point
(x + λy, u + λ(k′2 − k2 + v)).
Note that the q lines [m1 + λm2, k1 + λk′2], where k
′
2 ∈ Fq, intersect N at
distinct absolute points. If there is another line intersecting the lines of N at
absolute points, it will give rise to an O’Nan conﬁguration containing (∞),
contradicting Ganley’s result [13, Theorem 1]. This proves the converse. 
The following Corollary is immediate from Lemma 4.1. Note that by
Lemma 4.1, if k1 	= 12 (m12 − δm22σ), then the q lines [m1 + λm2, k1 + λk2],
where k2 ∈ Fq, are parallel in the sense that they intersect the same lines
through (∞) at distinct absolute points. In this sense, we say that (∞) is a
vertex of Wilbrink’s condition (II) in strong form.
Corollary 4.2. (∞) is a vertex for Wilbrink’s condition (II) in strong form.
As the λ-free part and the λ-part of the coordinates of unital points on a given
non-absolute line missing (∞) are not related as simply as those on a line
through (∞), we suspect that any other choice of an absolute point might fail
to be a vertex for Wilbrink’s condition (II). This is indeed the case:
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Theorem 4.3. Any aﬃne absolute point is not a vertex for Wilbrink’s condition
(II).
Proof. Since Col(U) is transitive on the aﬃne absolute points, it suﬃces to
prove that the absolute point O = (0, 0) is not a vertex for Wilbrink’s condition
(II).
Consider the absolute points O := (0, 0), A := (1,− 12+λ) and B := (2λ, 2δ−λ)
on l1 := [12 − λ, 0]. Let l be [1], a non-absolute line on A. The lines through O
meeting l1 at an absolute point constitute the set N := {[0]}∪ {[12 −λt, 0], t ∈
Fq}. Suppose there is a line l′ on B meeting each line in N at an absolute
point. Then l′ ∈ {(2λ, 2δ − λ) · (∞)} ∪ {(2λ, 2δ − λ) · (0, λw)|w ∈ Fq\{0}}
because the absolute points on [0] are (∞) and (0, λw) where w ∈ Fq. We aim
to show that each of these lines meets a line in N at a non-absolute point.
First note that (2λ, 2δ − λ) · (∞) = [2λ]. It intersects [ 12 , 0] at (2λ,−λ) which
is not an absolute point. Therefore l′ 	= [2λ].
Now for each nonzero w ∈ Fq, (2λ, 2δ − λ) · (0, λw) = [w+12 − λ, λw]. Suppose












(x + λy) + (u + λv) = 0.




x − δyσ + u = 0, (4.4)
−x + w + 1
2
y + v = w, (4.5)
x
2
− δyσtσ + u = 0, (4.6)
y
2





We aim to show that for each w 	= 0, there exists t 	= 1 such that there is no
solution to this system (4.4)–(4.8).
Subtracting (4.6) from (4.4) and then (4.7) from (4.5), we obtain
wx = −2δyσ(tσ − 1), (4.9)
2(1 − t)x = w(y − 2). (4.10)
Eliminating u and then x in (4.8) by (4.4) and (4.9) respectively, we obtain
y2σ(w2 − 4δ(tσ − 1)2) = 2yσw(tσw + tσ − 1).
Vol. 104 (2013) Non-classical polar unitals 479
Note that yσ 	= 0. Otherwise, since w 	= 0, x = 0 by (4.9) and so y = 2 by
(4.10), which is a contradiction. Canceling yσ gives
yσ =
2w(tσw + tσ − 1)
w2 − 4δ(tσ − 1)2 . (4.11)
In case w 	= −1, take t = 1
wσ−1+1
. Then tσw+tσ −1 = 0 and by (4.11), yσ = 0,
which we have shown to be impossible. So suppose w = −1. Substituting
w = −1 in (4.11), we obtain
yσ =
2
1 − 4δ(tσ − 1)2 . (4.12)
Eliminating x in (4.9) by (4.10), we obtain (y − 2)w2 = 4yσδ(t − 1)(tσ − 1).
Substituting yσ given by (4.12), this becomes
y − 2 = 8δ(t − 1)(t
σ − 1)
1 − 4δ(tσ − 1)2 . (4.13)
Applying σ−1 to both sides of (4.13), we obtain
yσ
−1 − 2 = 8δ
σ−1(tσ
−1 − 1)(t − 1)
1 − 4δσ−1(t − 1)2 . (4.14)









1 − 4δσ−1(t − 1)2
)σ
. (4.15)
Since there are at most ps solutions z ∈ Fq to z = zσ, there are at most
2ps < pe − 1 = q − 1 solutions t to (4.15) as p ≥ 3 and e > s. Hence, there
exists t 	= 1 ∈ Fq for which there is no solution to the system (4.4)–(4.8). In
other words, there is a line in N which intersects [−λ,−λ] at a non-absolute
point. 
By Corollary 4.2 and Theorem 4.3, we obtain the same result as in Section 3:
Corollary 4.4. Aut(U) ﬁxes (∞).
The following result of Sect. 3 is also immediate from Theorem 4.3 and
Wilbrink’s characterization of a classical unital [30]:
Corollary 4.5. Every Dickson–Ganley unital is non-classical.
5. Inversive plane geometry
The point (∞) of a Dickson–Ganley unital U is special. In particular, it sat-
isﬁes Wilbrink’s condition (II) in strong form (Corollary 4.2). This makes it
possible to construct from U a design S which turns out to be isomorphic to
the residual of a classical inversive plane. The structure of Aut(S), the auto-
morphism group of S, plays a key role in our study on the structure of Aut(U),
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the automorphism group of U . In this section, we recall the geometry of inver-
sive planes needed for our purpose and establish some lemmas which allow us
to study S and Aut(S) in some details.
An inversive plane is a set of points with distinguished subsets of the points,
called circles satisfying the following axioms:
(IP1) Any three distinct points are contained in exactly one common circle.
(IP2) If P and Q are points and if c is a circle containing P but not Q, then
there is a unique circle d such that P,Q ∈ d and c ∩ d = {P}.
(IP3) There are four points not on a common circle.
We are concerned only with the ﬁnite inversive planes. These are exactly the
class of 3-designs with parameters (n2 + 1, n + 1, 1) with n ≥ 2. (We refer to
Dembowski [7] for standard results on ﬁnite inversive planes.) We call n the
order of a ﬁnite inversive plane.
Let I be a ﬁnite inversive plane of order n. A bundle of circles of I, denoted
by [P,Q], is the set of all circles through the points P,Q of I, with P 	= Q.
The points P,Q are called the carriers of the bundle. The following lemma
studies how a circle not belonging to a bundle meets the circles of the bundle.
Note that by axiom (IP1), two distinct circles intersect in 0, 1, or 2 points.
Accordingly we say that the two circles are disjoint, tangent, or intersecting,
respectively.
Lemma 5.1. Let P,Q be two distinct points not on a circle c in an inversive
plane I of order n. Then one of the following statements is true:
1. n is odd, and c is respectively disjoint from (n + 1)/2, tangent to 0, and
intersecting (n + 1)/2, circles of [P,Q].
2. n is odd, and c is respectively disjoint from (n − 1)/2, tangent to 2, and
intersecting (n − 1)/2, circles of [P,Q].
3. n is even, and c is respectively disjoint from n/2, tangent to 1, and inter-
secting n/2, circles of [P,Q].
4. n is even, and c is tangent to all n + 1 circles of [P,Q].
Proof. This is (2.9) and (2.10) of [8] and simple counting from axioms. 
We shall also need to consider another type of circle set. A ﬂock is a set F
of mutually disjoint circles in I which partitions the points of I except two
distinct points P and Q. These points are again called the carriers of the ﬂock.
The existence of ﬂocks is not as clear as that of bundles, and a ﬂock need not be
determined by its carriers. However, in an egglike inversive plane, it is known
that every ﬂock is uniquely determined by its carriers, as we recall below.
Let O be an ovoid in PG(3, q), q > 2, i.e. a set of q2+1 points in general position
(no three of which are collinear) in PG(3, q). An example is the elliptic quadric
which has canonical form f(x0, x1) + x2x3 = 0, where f is an irreducible
quadratic form. As in the case of an elliptic quadric, at each point of an ovoid
there is a unique tangent plane, and all other (secant) planes meet the ovoid in
an oval, i.e. a set of q + 1 points in general position (see [15]). Given an ovoid
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O, an inversive plane I(O) of order q can be constructed as follows: points of
I(O) are the points of O, circles are the secant plane intersections of O, and
incidence is set-theoretic. An inversive plane is called egglike if it is isomorphic
to I(O) for some ovoid O; it is called classical if O is an elliptic quadric. An
inversive plane is called Miquelian if it satisﬁes the Theorem of Miquel. It is
known that an inversive plane is classical if and only if it is Miquelian [29].
Since we shall not need the Theorem of Miquel, we do not state it here.
Consider now an external line l of O, i.e. a line not meeting O. The planes on
l give rise to a ﬂock of I(O) with carriers P,Q, as follows: the circles are the
intersections of O by the secant planes on l, and the carriers are intersections
of O by the tangent planes on l. Such a ﬂock is called linear (see for example
[28]). Concerning linear ﬂocks, there is the following result ([23,27]; see also
[11]):
Theorem 5.2. Every ﬂock of an egglike inversive plane is linear.
Since in PG(3, q), any two tangent planes of an ovoid O meet in an external
line of O, every ﬂock of an egglike inversive plane is uniquely determined by
its carriers. We denote such a ﬂock by F(P,Q) with carriers P and Q.
We are almost ready to prove the main result of this section. Let I be an
egglike inversive plane. Let X be a point of I, and consider the residual IX
of I at X. Recall that given any design S and a point X of S, the residual
(design) SX at X is obtained by deleting the point X and all blocks containing
X. We are going to show that the automorphism group Aut(IX) is isomorphic
to the subgroup Aut(I)X of the automorphism group Aut(I) ﬁxing X.
We shall need the result that any egglike inversive plane satisﬁes the Bundle
Theorem [7,29]. The latter theorem is as follows:
Bundle Theorem. Let {Pi, Qi|i = 0, 1, 2, 3} be a set of points in an inversive
plane I, where Pi, i = 0, 1, 2, 3, are distinct. Let c0, c1, c2, c3 be circles in I such
that ci ∩ ci+1 = {Pi, Qi}, with subscripts taken mod 4. Then P0, Q0, P2, Q2
are on a common circle if and only if P1, Q1, P3, Q3 are on a common circle.
We call the conﬁguration (see Fig. 1) described in the Bundle Theorem a
B-conﬁguration.
The following lemma proves that in an egglike inversive plane, any four points
on a circle can be completed to a B-conﬁguration.
Lemma 5.3. Consider an egglike inversive plane of order q ≥ 4. Let P0,
Q0, P3, Q3, X be ﬁve distinct points on a circle c0. Then there exist points
P1, Q1, P2, Q2, with only P2 and Q2 not necessarily distinct, and ﬁve distinct
circles c1, c2, · · · , c5 missing X, such that P0, Q0, P1, Q1 ∈ c1, P1, Q1, P2,
Q2 ∈ c2, P2, Q2, P3, Q3 ∈ c3, P1, Q1, P3, Q3 ∈ c4 and P0, Q0, P2, Q2 ∈ c5.
Proof. By axiom (IP3), there is a circle c1 	= c0 in [P0, Q0]. Consider the circle
c1 and the bundle [P3, Q3]. Since case (4) of Lemma 5.1 does not happen, there
is a circle c3 ∈ [P3, Q3], c3 	= c0, such that c3 does not meet c1, and there is a
circle c4 ∈ [P3, Q3], c4 	= c0, such that c4 meets c1 at two distinct two points,
482 A. M. W. Hui et al. J. Geom.
Figure 1 B-conﬁguration in I when Pi and Qi are all distinct
say P1, Q1. Indeed, in both cases, min{(5 − 1)/2, 4/2} = 2, by Lemma 5.1.
Consider now the circle c3 and the bundle [P1, Q1]. By Lemma 5.1, there are
at least min{2 + (5 − 1)/2, (5 + 1)/2, 1 + 4/2} = 3 circles in [P1, Q1] meeting
c3 at one or two distinct points. Hence there is a circle c2 ∈ [P1, Q1] diﬀerent
from c4 and missing X such that c2 meets c3 at one or two new distinct points,
say P2, Q2, with P2 and Q2 not necessarily distinct. By the Bundle Theorem,
P0, Q0, P2, Q2 are on a circle, say c5. 
We are now ready to prove the main result of this section.
Theorem 5.4. Let I be an egglike inversive plane of order q. For any point X
of I, Aut(IX) is isomorphic to Aut(I)X .
Proof. Any element in Aut(I)X induces an element in Aut(IX) by restriction.
On the other hand, given f ∈ Aut(IX), let f˜ be the extension of f to I by
setting X f˜ = X. To show that f˜ deﬁnes an element in Aut(I)X , it suﬃces to
show that f˜ maps any circle on X to a circle on X.
Since the case when q = 3 is elementary and is readily veriﬁed, we consider
the case when q ≥ 4. Let c be a circle on X, and let P0, Q0, P3, Q3 be any four
distinct points on c\{X}. By Lemma 5.3, there is a B-conﬁguration containing
P0, Q0, P3, Q3, and none of its circles, except c, are on X. Thus the ﬁve circles
which are not on X are mapped by f˜ to circles not on X. By the Bundle
Theorem, P0f˜ , Q0f˜ , P3f˜ , Q3f˜ are on a common circle, say d. Note that d is
a circle on X. For, if d does not pass through X, then df˜
−1
is a circle on




f˜ , and since Q3 is arbitrary, f˜ maps c to d.
It is clear that the above deﬁnes an isomorphism between the two groups. 
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6. Classical Inversive Plane and Dickson–Ganley unitals
We return to the Dickson–Ganley unitals. Consider a Dickson unital U = U(σ)
deﬁned by the polarity ρ in a Dickson semiﬁeld plane Π(K(δ, σ)) as given in
Sect. 2. We shall construct from U a design S with respect to the special
point (∞). Since (∞) satisﬁes Wilbrink’s condition (II) in strong form, we can
follow the construction of S from U as in Wilbrink [30] (see also [5] for further
development).
The design S = (P,B, I) is deﬁned as follows. The point set P consists of the
q2 unital lines on (∞). As for the block set B, we introduce an equivalence
relation ∼ on the unital lines missing (∞) by [m, k] ∼ [m′, k′] if and only if
m = m′ and k − k′ has no λ-free part. Denote by 〈[m, k]〉 the equivalence
class of [m, k]. Thus, 〈[m, k]〉 consists of the q lines [m, k′] where k′ − k = λk2
with k2 ∈ Fq, and the λ-free part k1 of k satisﬁes k1 	= 12m12 − 12δm22σ, i.e.
the parallel lines described by Lemma 4.1. It follows that the unital lines on
each non-aﬃne non-absolute point (m) are partitioned into q − 1 equivalence
classes. There is therefore a total of q2(q−1) equivalence classes and these are
the elements of the block set B. We deﬁne [z]I 〈[m, k]〉 if and only if [z] meets
[m, k] at an absolute point. By Lemma 4.1, I is well-deﬁned. Furthermore,
since the unital lines joining an aﬃne absolute point on [z1] to each of the q
aﬃne absolute points on [z2] meet [∞] at diﬀerent points, there are q distinct
blocks through any two points of S. Thus S is a 2 − (q2, q + 1, q) design. We
call the blocks of S circles. Note that the parameters of S are exactly those of
a residual design of an inversive plane of order q. Indeed, we shall prove below
the main result of this section, namely, that S is the residual of a classical
inversive plane.
To this end, consider the inversive plane I = (X , C) whose points are points
of the projective line PG(1, q2) and whose circles are all sublines PG(1, q) in
PG(1, q2). I is Miquelian (see [16]) and hence classical.
We describe the circle set C. Let
ca0,a1,b = {[z, w] ∈ PG(1, q2)|a0zq+1 + bzqw + bqzwq + a1wq+1 = 0}.
Lemma 6.1. C = {ca0,a1,b|a0, a1 ∈ Fq, b ∈ Fq2 ; a0, a1, b not all zeros; a0a1 −
bq+1 	= 0}.
Proof. By Lemmas 5.1 and 6.2 of [15], C is the set of Hermitian varieties
in PG(1, q2) which are non-degenerate, i.e. non-singular. If F (X0,X1) =
a0X0
q+1 + bX0qX1 + bqX0X1q + a1X1q+1, then ∂F∂X0 = a0X0
q + bqX1q and
∂F
∂X1

















has non-trivial solution. The result follows. 
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Let X = [1, 0] ∈ X . Then the residual I X is (X ′, C′), where
X ′ = {[z, 1] ∈ PG(1, q2)|z ∈ Fq2}
and
C′ = {ca0,a1,b|a0, a1 ∈ Fq, b ∈ Fq2 ; a0 	= 0; a0a1 	= bq+1}.
We claim that S and I X are isomorphic designs.
Let κ ∈ Fq2 be a zero of X2 − δ ∈ Fq[X]. Then δq−1 = κ2(q−1) = 1, so that
κq−1 = −1.
Now let H : S → I X be deﬁned by
H :
[x + λy] → [x + κyσ, 1],
〈[m1 + λm2, k1 + λk2]〉 → c−1,−2k1,m1−κm2σ . (6.1)
Theorem 6.2. H is an isomorphism.
Proof. Recall that any aﬃne unital line is given by [m1 + λm2, k1 + λk2], with
2k1 	= m12 − δm22σ. Since κq−1 = −1, and m1,m2 ∈ Fq,
2k1 	= m12 − δm22σ = (m1 − κm2σ)(m1 + κm2σ)
= (m1 − κm2σ)(m1 − κqm2σ) = (m1 − κm2σ)(m1 − κm2σ)q
= (m1 − κm2σ)q+1.
Therefore, c−1,−2k1,m1−κm2σ ∈ C′. Further since 〈[m1 + λm2, k1 + λk2]〉 is
independent of k2, H is a well deﬁned map.
We next check that H preserves incidence. Suppose [x + λy] meets [m1 +
λm2, k1 + λk2] at (x + λy,− 12x2 + 12δy2σ + λv). Then
{
m1x + δm2σyσ − 12x2 + 12δy2σ = k1,
m2x + m1y + v = k2.
(6.2)
We check whether [x + κyσ, 1] ∈ c−1,−2k1,m1−κm2σ . Since κq−1 = −1, κ2 = δ
and x, y,m1,m2 ∈ Fq,
− 1(x + κyσ)q+1+(m1 − κm2σ)(x + κyσ)q+ (m1 − κm2σ)q(x + κyσ)−2k1
= (x+κyσ)(x+κqyσ)+(m1−κm2σ)(x+κqyσ)+(m1−κqm2σ)(x+κyσ)−2k1
= (x + κyσ)(x−κyσ)+(m1−κm2σ)(x−κyσ)+(m1+κm2σ)(x + κyσ)−2k1
= (x2 − δy2σ) + 2m1x + 2δm2σyσ − 2k1.
By the ﬁrst equation of (6.2), the above expression equals zero and hence
[x + κyσ, 1] ∈ c−1,−2k1,m1−κm2σ .
Clearly, H is an injection on the points of S. Since H preserves incidence, is it
also an injection on the circles of S. Since S and I X have the same numbers
of points and circles, H is a bijection, and hence an isomorphism. 
By [16], the automorphism group of a Miquelian inversive plane of order q is
given by PΓL(2, q2). Thus,
Aut(I ) = {ϕa,b,c,d,|a, b, c, d ∈ Fq2 , ad − bc 	= 0,  ∈ Aut(Fq2)} ∼= PΓL(2, q2),
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where
ϕa,b,c,d, : PG(1, q2) → PG(1, q2)
is deﬁned by








In view of Theorem 6.2, H induces a group isomorphism
h : Aut(S) → Aut(I X)
given by
HΨh = ΨH (6.4)
for any Ψ ∈ Aut(S).
We now apply Theorem 5.4 to obtain the following result which plays a key
role in our study of Aut(U) in the next section. Let Y = [0, 1] = [0]H ∈ X ′.
Theorem 6.3. Aut(I X)Y = {ϕa,0,0,1, : a ∈ F∗q ,  ∈ Aut(Fq2)}.
Proof. Since I is classical, hence egglike, Theorem 5.4 applies and we have
Aut(I X) = Aut(I )X . By (6.3), if ϕa,b,c,d, ﬁxes X = [1, 0], then c = 0.
Furthermore, if it ﬁxes Y = [0, 1], then b = 0. Since ϕa,b,c,d, and ϕa/d,0,0,1,
are the same map, the result follows. 
Consider now the q − 1 circles of S which arise from the partition into equiv-
alence classes of the unital lines on the non-absolute point (m). The point of
S which is the unital line (m)ρ, where ρ is the unitary polarity deﬁning U , is
not incident on any of these circles since the lines joining the absolute points
on (m)ρ to (m) are the absolute lines on (m). It follows that (m)ρ together
with these q−1 circles partition the points of S. We study the images of these
circles in I X under the isomorphism H.
For any m ∈ K, let M(m) be the set of equivalence classes of non-absolute
lines through (m).
Lemma 6.4. For any point Z of the residual I X , the ﬂock F(X,Z) is given
by H(MZH−1ρ). In particular, H(M(m)) is the ﬂock F(X, (m)ρH).
Proof. Since I is classical and H(M(m)) is a ﬂock of I with carriers X and
(m)ρH , H(M(m)) is the ﬂock F(X, (m)ρH) by Theorem 5.2. Since there are
q2 points Z in I X and q2 points (m) on [∞], the result follows. 
7. Isomorphisms between Dickson–Ganley unitals
As noted in Sect. 2, two semiﬁelds deﬁne isomorphic projective planes if and
only if the semiﬁelds are isotopic; and in the case of a Dickson semiﬁeld,
Π(K(σ1)) is isomorphic to Π(K(σ2)) if and only if σ2 = σ1 or σ2 = σ1−1.
Now consider a Dickson unital U(σ) deﬁned by the polarity ρ of Π(K(σ)). We
provided two proofs, in Sects. 3 and 4 respectively, that U(σ) is not classical.
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Both proofs are intrinsic in nature, that is, they concern incidence patterns in
U(σ). But how does one distinguish among these non-classical unitals? In this
section, we shall answer this question by constructing from an isomorphism
between two Dickson unitals an isotopism between their corresponding Dickson
semiﬁelds. In particular this also provides a third and extrinsic proof that
U(σ) is not classical. Furthermore, we prove that the isotopism gives rise to
an isomorphism between the ambient planes, resulting in our main extension
theorem. As a consequence we conclude that the automorphism group of U(σ)
equals the collineation subgroup of the ambient plane stabilizing the unital.
To begin with, we extend our notations to include the case σ = id. Note
that K(id) = Fq2 , Π(K(id)) = PG(2, q2), and U(id) is the classical unital.
Moreover, Lemma 4.1 and Corollary 4.2, and all results in Sect. 6 still hold with
this extension. For i = 1, 2, consider the unital U(σi) embedded in Π(K(σi))
deﬁned by the polarity ρi associated with the involutory automorphisms αi
of K(σi). For simplicity in notations write Ui = U(σi) and Ki = K(σi). Let
Isom(U1,U2) be the set of isomorphisms from U1 to U2, and Isom∗(U1,U2) the
subset of those which extend to isomorphisms from Π(K1) to Π(K2). Our aim
is to show that
Isom(U1,U2) = Isom∗(U1,U2).
Let Φ ∈ Isom(U1,U2). Note that if either σ1 or σ2 is the identity, then the
corresponding ambient plane has a collineation group acting doubly transi-
tively on the unital. Thus, we may assume (∞)Φ = (∞) and (0, 0)Φ = (0, 0).
In case both σi 	= id, then by Corollary 3.2 or 4.4, Φ must map (∞) to (∞).
Moreover, since Col(Ui) acts transitively on the aﬃne unital points, we may
also assume that (0, 0)Φ = (0, 0). Thus, the extension problem is equivalent to
showing that
Isom(U1,U2)(∞),(0,0) = Isom∗(U1,U2)(∞),(0,0), (7.1)
where Isom(U1,U2)(∞),(0,0) denotes the subset of isomorphisms mapping (∞)
to (∞) and (0, 0) to (0, 0), and similarly for Isom∗(U1,U2)(∞),(0,0).
Construct S1,S2 from U1,U2 as in Sect. 5. Let Isom(S1,S2)[0] be the set
of isomorphisms between S1 and S2 mapping [0] to [0]. We study the rela-
tion between Isom(U1,U2)(∞),(0,0) and Isom(S1,S2)[0]. Let Φ be an element of
Isom(U1,U2)(∞),(0,0). Then Φ maps bijectively the unital lines through (∞) in
U1, which are the points of S1, to the unital lines through (∞) in U2, which are
the points of S2. In particular, [0] = (∞) ·(0, 0) is mapped to [0]. Next consider
a circle 〈[m, k]〉 and the set N of points of S1 on it. Then for each l ∈ 〈[m, k]〉,
lΦ intersects each line of NΦ. By Lemma 4.1, lΦ ∈ 〈[m, k]Φ〉. In other words,




. We summarize these
observations in the following lemma:
Lemma 7.1. For any Φ ∈ Isom(U1,U2)(∞),(0,0), let ̂Φ be the bijection between
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Let Λ : Isom(U1,U2)(∞),(0,0) → Isom(S1,S2)[0] be the map sending Φ to ̂Φ.
Lemma 7.2. Λ is injective.
Proof. Suppose ̂Φ1 = ̂Φ2, we show that Φ1 = Φ2. Consider a unital line [m, 0] in
the circle 〈[m, 0]〉, noting that m 	= 0. Since ̂Φ1 = ̂Φ2, [m, 0]Φ1 ∈ 〈[m, 0]〉̂Φ1 =








. However, since (0, 0) is preserved by both Φ1 and Φ2,
we have [m, 0]Φ1 = [m, 0]Φ2 by Corollary 4.2. As for the unital lines on (∞),
[z]Φ1 = [z]̂Φ1 = [z]̂Φ2 = [z]Φ2 for any z. Since any absolute point oﬀ [0] can be
written as (z,−mz) = [m, 0] ∩ [z], both Φ1 and Φ2 agree on all such points.
By considering any two absolute points on a non-absolute line, we see that
every non-absolute line has the same image under Φ1 and Φ2. It follows that
any absolute point on [0] also has the same image under Φ1 and Φ2. Hence
Φ1 = Φ2. 
We now make use of the classical inversive plane I of Sect. 5 to obtain a key
property of the maps in Isom(U1,U2)(∞),(0,0). First we note that the group
isomorphism h : Aut(S) → Aut(I X) induced by H : S → I X and given by
(6.4) is now replaced by a bijection
h : Isom(S1,S2)[0] → Aut(I X)Y
induced by Hi : Si → I X , i = 1, 2, and given by
H1Ψh = ΨH2 (7.2)
for any Ψ ∈ Isom(S1,S2)[0]. Then Lemma 6.4 applies and we obtain the fol-
lowing property:
Lemma 7.3. Let Φ ∈ Isom(U1,U2)(∞),(0,0). For any m ∈ K1, Φ maps lines
through (m) to lines through (m)ρ1Φρ2 .
Proof. By Lemmas 7.1 and 7.2, the action of Φ is determined by ̂Φh. By Lemma
6.4, H1(M(m)) = F(X, (m)ρ1H1). By Theorem 5.2, this ﬂock is mapped by
̂Φh to F(X, (m)ρ1H1 ̂Φh). Again by Lemma 6.4, this latter ﬂock is given by
H(M(m)ρ1Φρ2 ). 
The plan is now clear. We shall prove that
Λ(Isom(U1,U2)(∞),(0,0)) = Λ(Isom∗(U1,U2)(∞),(0,0)). (7.3)
Since Λ is injective, this gives (7.1). Thus let Φ ∈ Isom(U1,U2)(∞),(0,0).
We wish to ﬁnd γ ∈ Isom∗(U1,U2)(∞),(0,0)1 such that Λ(Φ) = Λ(γ). Since
1 By Lemma 2 of [13], Isom∗(U1, U2)(∞),(0,0) = {γ(A, B, C)|(A, B, C) is an isotopism from
K1 to K2, Aα2 = α1A, Cα2 = α1B} where




(z, w) → (zC , wA) , [m, k] → [mB , kA]
(m) → (mB) , [z] → [zC ]
(∞) → (∞) , [∞] → [∞]
,
and that (A, B, C) is an isotopism means that A, B, C are additive bijections from K1 to K2
such that (mz)A = mBzC for any m, z ∈ K1.
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h : Isom(S1,S2)(∞),(0,0) → Aut(I X)Y deﬁned by (7.2) is a bijection, this is
equivalent to the requirement that
h(Λ(Φ)) = h(Λ(γ)). (7.4)
By Theorem 6.3, h(Λ(Φ)) is of the form ϕa,0,0,1, given by (6.3). We shall
show that ϕa,0,0,1, determines three additive bijections A,B and C from K1
to K2, constituting an isotopism (A,B,C), from which we can construct a map
γ = γ(A,B,C) satisfying our requirement.
The maps A, B and C are deﬁned as follows.
Let Φ ∈ Isom(U1,U2)(∞),(0,0). Then for some a ∈ Fq2 and  ∈ Aut(Fq2),
h(Λ(Φ)) = ̂Φh = ϕa,0,0,1,. (7.5)
We make a change of variable and introduce a parameter η. Thus write a =
(a1 + κa2), where κ is as in Sect. 5, and let
φa1,a2, = ϕa,0,0,1,. (7.6)
For any z = x + λy ∈ K, consider the unital line [x + λy] on (∞). By (6.1),
this is mapped to [x + κyσ, 1]. Then we have
[x + κyσ1 , 1]φa1,a2, = [(a1 + κa2)(x + κyσ1), 1]
= [((a1x + δa2yσ1) + κ(a2x + a1yσ1)), 1]
= [(a1x + δa2yσ1) + κ(a2x + a1yσ1), 1]
= [(a1x + δa2yσ1) + κη(a2x + a1yσ1), 1],
(7.7)
where η = κκ−1 satisﬁes η2 = δδ−1. Since κq−1 = −1, ηq−1 = 1 and so
η ∈ Fq.
By Lemma 7.1, (7.2), (6.1), (7.5), (7.6) and (7.7), we have
[x + λy]Φ = [x + λy]̂Φ
= [x + λy]H1 ̂Φ
hH−12
= [x + κyσ1 , 1]̂Φ
hH−12
= [(a1x + δa2yσ1) + κη(a2x + a1yσ1), 1]H
−1
= [(a1x + δa2yσ1) + λησ
−1




Deﬁne an additive bijection C : K1 −→ K2 by (7.8), i.e.
C : x + λy −→ (a1x + δa2yσ1) + λησ
−1
2 (a2x + a1yσ1)σ
−1
2 . (7.9)
Next we consider any aﬃne unital line [m, k]. Write m = u+λv. By Lemma 7.3,
this line, which is on (u+λv), is mapped by Φ to a unital line on (u+λv)ρ1Φρ2 .
By the deﬁnition of ρi and (7.8), we have
(u + λv)ρ1Φρ2 = [u − λv]Φρ2
= [(a1u − δa2vσ1) + λησ
−1
2 (a2u − a1vσ1)σ
−1
2 ]ρ2
= ((a1u − δa2vσ1) − λησ
−1
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Deﬁne an additive bijection B : K1 −→ K2 by (7.10), i.e.
B : u + λv −→ (a1u − δa2vσ1) − λησ
−1
























2 u − xuσ−12 ) + δa1σ
−1
2 a2(yσ1v − yvσ1)]. (7.12)
Suppose there is an additive bijection A : K1 −→ K2 completing B,C to an
isotopism. Then A is uniquely determined by B and C. Consider the following
deﬁnition of A:




2 − tσ−12 δa2a2σ
−1
2 ). (7.13)
Note that A is additive, and

















We show that this is suﬃcient to yield our ﬁrst main result.
Theorem 7.4. If U1 and U2 are isomorphic, then K1 and K2 are isotopic.
Proof. Suppose U1 and U2 are isomorphic via an isomorphism Φ. We may
assume without loss of generality that Φ ∈ Isom(U1,U2)(∞),(0,0) (see the begin-
ning of this section). Then h(Λ(Φ)) = φa1,a2,, for some a1, a2 ∈ Fq and
 ∈ Aut(Fq) by (7.5) and (7.6). We shall prove that (A,B,C), deﬁned by
(7.13), (7.11) and (7.9), is an isotopism.
First, suppose σ1 = σ2 = id. Since δ is a nonsquare, A is a bijection. By (7.12)
and (7.14), for any m, z ∈ K1,
mBzC =(xu + δyv)(a12 − δa22) + λη[a21(xv + yu) − a22δ(xv + yu)] = (mz)A.
Hence (A,B,C) is an isotopism.
Second, suppose one of them, which we may assume to be σ2, is non-identity.
We derive necessary conditions on a1 and a2.
Let ω be a primitive element of Fq. Consider an absolute point (z,−mz) on
the aﬃne non-absolute line [m′, (m′ − m)z] in U1. We have
(z,−mz)Φ=[z]Φ ∩ ((0, 0)Φ · (m)ρ1Φρ2)=[zC ] ∩ ((0, 0) · (mB))=(zC ,−mBzC).
It follows that
[m′, (m′ − m)z]Φ = (m′)ρ1Φρ2 · (z,−mz)Φ
= (m′B) · (zC ,−mBzC) = [m′B , (m′ − m)BzC ],
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Since (1, (− 12 )1) ∈ [ω+12 , (ω+12 − 12 )1] and (ω,−ω2 ω) ∈ [ω+12 , (ω+12 − ω2 )ω],










By (7.12), this gives a1a2σ
−1









2 − ω2 ). Since ω is a
primitive element, ωσ
−1
2 	= ω; it follows that a1a2 = 0. Since exactly one of
a1, a2 equals 0 and δ is a nonsquare, A is a bijection.


























Since (λ, λ2λ) ∈ [1 − λ 1+ω2 , (1 − λω2 )λ] and (λω, (ω−1 − 1 + λω2 )λω) ∈ [1 −
λ 1+ω2 , (ω



























0. Thus, if a1 = 0, then ωσ1 = ωσ
−1
2 . Since ω is a primitive element, σ1 = σ−12 ,
i.e. σ1σ2 = id. If a2 = 0, then ωσ1σ
−1
2 = ω. Hence, σ1 = σ2. In either case, it
follows that σ1 is non-identity. By (7.12) and (7.14), we have for any m, z in
K1, in the former case,
mBzC =(xu + δyσ1vσ1)(−δa22) − λησ1 [a2a2σ1δ(xσ1vσ1 + yσ1uσ1)] = (mz)A;
in the latter case,




1 (xv + yu)] = (mz)A.
Hence, (A,B,C) is an isotopism. 
As a consequence this answers our motivating question.
Corollary 7.5. U(σ1) is isomorphic to U(σ2) if and only if σ2 = σ1 or σ2 =
σ1
−1.
Proof. Suppose U(σ1) ∼= U(σ2). By the theorem, K(σ1) and K(σ2) are isotopic.
By Sandler [26] this implies that σ2 = σ1 or σ2 = σ1−1. Conversely, it is
straightforward to check that γ(A,B,C), where
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B : x + λy → −y − λ x√
δδσ
,
C : x + λy → y + λ x√
δδσ
,
is an isomorphism from Π(K(σ)) to Π(K(σ−1)) mapping U(σ) to U(σ−1). 
Furthermore, since U(id) is a classical unital, this gives a third and extrinsic
proof that a Dickson–Ganley unital is non-classical.
Corollary 7.6. Every Dickson–Ganley unital is non-classical.
We return to the extension problem.
Lemma 7.7. For any Φ ∈ Isom(U1,U2)(∞),(0,0), there exists an element γ in
Isom∗(U1,U2)(∞),(0,0) such that h(Λ(γ)) = h(Λ(Φ)).
Proof. Let Φ ∈ Isom(U1,U2)(∞),(0,0). Let A, B and C be the maps deter-
mined by h(Λ(Φ)) = φa1,a2, as given by (7.13), (7.11) and (7.9). By Theo-
rem 7.4, (A,B,C) is an isotopism from K1 to K2. It is readily veriﬁed that
Aα2 = α1A and Cα2 = α1B. By Lemma 2 of [13], γ = γ(A,B,C) is in
Isom∗(U1,U2)(∞),(0,0). By (7.10) and (7.8), h(Λ(γ)) = h(Λ(Φ)). 
We are now ready to prove the main extension theorem.
Theorem 7.8. Every isomorphism from U1 to U2 extends to an isomorphism
from Π(K1) to Π(K2).
Proof. We prove (7.1). By Lemma 7.7, we have (7.4). This is equivalent to
(7.3). But (7.3) implies (7.1). 
By taking σ1 = σ2, we conclude below that the automorphism group of a
Dickson–Ganley unital is the collineation subgroup of the ambient plane sta-
bilizing the unital. Note that this contains the classical result of O’Nan [22].
Corollary 7.9. Aut(U) = Col(U).
Remark 7.10. The Dickson–Ganley unital U is deﬁned by the unitary polarity
ρ associated to the involutory automorphism α. By Ganley [13], a unitary
polarity of Π(K) is determined by an autotopism (A,B,C) of K with A2 =
id and BC = id. Using results of Albert, Sandler [26] noted that for any
autotopism (A,B,C) of K, B is given by (x+λy)B = ax + by +λ(cx + dy)
for a, b, c, d ∈ Fq, ad − bc 	= 0, and  ∈ Fq. In the case of ρ, A = B = C = α.
Computations (with details given in [18]) show that every unitary polarity of
Π(K) is determined by an autotopism of the form (α, aα, a−1α), for a ∈ F∗q , and
is conjugate to ρ. There is thus just one class of Dickson–Ganley polar unitals,
and the results we have obtained are true for all Dickson–Ganley unitals.
Remark 7.11. The structure of Col(U) as well as that of the autotopism group
of K are completely determined in [19].
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