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Abstract
Wepresent a systematic and detailed review of the application of themethod of
Hirota and the rational dressing method to abelian Toda systems associated with
the untwisted loop groups of complex general linear groups. Emphasizing the ra-
tional dressingmethod, we compare the soliton solutions constructedwithin these
two approaches, and show that the solutions obtained by the Hirota’s method are
a subset of those obtained by the rational dressing method.
1 Introduction
Two-dimensional Toda equations associated with loop groups1 are very interesting
examples of completely integrable systems, see, for example, the monographs [1, 2].
They possess soliton solutions having a nice physical interpretation as interacting ex-
tended objects. Actually there is no a clear definition of a soliton solution. In the
present paper we call a solution of equations an n-soliton solution, if it depends on n
linear combinations of independent variables.
Soliton solutions for Toda equations can be constructed with the help of various
methods. As far as we know, first explicit solutions of Toda equations associated with
loop groups were found by Mikhailov [3]. He used the rational dressing method be-
ing a version of the inverse scattering method [4]. Note that in general the solutions
obtained by Mikhailov are not soliton solutions. Besides, they are described by a re-
dundant set of parameters.
Another method used here is the Hirota’s one. Its essence [5] is a change of the
dependent variables which introduces the so called τ-functions. Here the final goal is
to come to some special bilinear partial differential equations which are solved then
perturbatively. The soliton solutions arise when the perturbation series truncates at
some finite order. This method was applied to affine Toda systems, for example, in
the papers [6, 7, 8, 9, 10]. The main disadvantage of the Hirota’s method is that there
is no a regular method to find the desired transformation from the initial dependent
1Sometimes one deals with Toda equations associated with affine groups being central extensions of
loop groups. Usually it is possible to construct solutions of the equations associated with affine groups
starting from solutions of the equations associated with loop groups.
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variables to τ-functions. Therefore, sometimes it is used in combination with other
methods that helps to obtain a desired ansatz, see, for example, the papers [11, 12].
There are also two additional approaches to the problem, being a development of
the Leznov–Saveliev method [13, 14, 15], and of the Ba¨cklund–Darboux transforma-
tion [16, 17, 18, 19, 20]. These methods give the same soliton solutions as the Hirota’s
one and are not in the scope of the present paper.
Basic purpose of our review is to reproduce, in a possibly systematic and detailed
way, the application of the Hirota’s and rational dressing methods to Toda systems
associated with the untwisted loop groups of complex general linear groups, making
an emphasis on the rational dressing method, and compare the soliton solutions con-
structed along these approaches. We show that all soliton solutions obtained by the
Hirota’s method are contained among the solutions obtained by the rational dressing
method.
2 Equations
2.1 Zero-curvature representation of Toda equations
It is well known that Toda equations can be formulated as the zero- curvature condi-
tion for a connection of a special form on the trivial fiber bundle R2 × G → R2, where
G is a Lie group with the Lie algebra G. The connection under consideration can be
identified with a G-valued 1-form O on R2. One can decompose such a connection
over basis 1-forms as
O = O−dz− +O+dz+,
where z−, z+ are the standard coordinates on the base manifold R2, and the compo-
nentsO−,O+ areG-valued functions on it. Let us assume that the connection O is flat
that means that its curvature is zero. This condition in terms of the components has
the form2
∂−O+ − ∂+O− + [O−,O+] = 0. (2.1)
One can consider this relation as a system of partial differential equations. In a sense,
this system is trivial, and its general solution is well known. It is given by the relations
O− = Φ−1∂−Φ, O+ = Φ−1∂+Φ,
where Φ is an arbitrary mapping ofR2 to G. Actually the triviality of the zero-curvatu-
re condition is due to its gauge invariance. That means that if a connection O satisfies
(2.1) then for an arbitrary mapping Ψ of R2 to G the gauge transformed connection
OΨ = Ψ−1OΨ +Ψ−1dΨ, (2.2)
satisfies (2.1) as well.
To obtain a nontrivial integrable system out of the zero-curvature condition one
imposes on the connection O some restriction destroying the gauge invariance. For
the case of Toda equations they are the grading and gauge fixing conditions which are
introduced as follows.
2We use the usual notation ∂− = ∂/∂z− and ∂+ = ∂/∂z+ .
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Suppose that the Lie algebra G is endowed with a Z-gradation,
G =
⊕
k∈Z
Gk, [Gk,Gl] ⊂ Gk+l,
and that a positive integer L is such that the grading subspaces Gk, where 0 < |k| < L,
are trivial.3 The grading condition states that the components of O have the form
O− = O−0 +O−L, O+ = O+0 +O+L, (2.3)
where O−0 and O+0 take values in G0, while O−L and O+L take values in G−L and
G+L respectively. There is a residual gauge invariance. Indeed, the gauge transforma-
tion (2.2) with Ψ taking values in the Lie subgroup G0 corresponding to the subalgebra
G0 does not violate the validity of the grading condition (2.3). Therefore, one imposes
an additional condition, called the gauge fixing condition, of the form
O+0 = 0.
After that one can show that the components of the connection O can be represented
as
O− = Ξ−1∂−Ξ+F−, O+ = Ξ−1F+Ξ, (2.4)
where Ξ is a mapping of R2 to G0, F− and F+ are some mappings of R2 to G−L and
G+L. One can easily get convinced that the zero-curvature condition is equivalent to
the equality4
∂+(Ξ
−1∂−Ξ) = [F−,Ξ−1F+Ξ] (2.5)
and the relations
∂+F− = 0, ∂−F+ = 0. (2.6)
One supposes that the mappings F− and F+ are fixed and considers (2.5) as an equa-
tion for Ξ called the Toda equation. When the group G0 is abelian the corresponding
Toda equations are called abelian.
Thus, a Toda equation associated with a Lie group G is specified by a choice of
a Z-gradation of the Lie algebra G of G and mappings F−, F+ satisfying the condi-
tions (2.6). To classify the Toda equations associated with a Lie group G one should
classify Z-gradations of the Lie algebra G of G.
Two remarks are in order. First, let Σ be an isomorphism from a Z-graded Lie
algebra G to a Lie algebra H. One can consider H as a Z-graded Lie algebra with
grading subspaces Hk = Σ(Gk). In such situation, one says that Z-gradations ofG and
H are conjugated by Σ. Now let the Lie algebra G of the Lie group G be supplied with
a Z-gradation, and σ be an isomorphism from G to a Lie group H. Denote by Σ the
isomorphism from the Lie algebra G to the Lie algebra H of the Lie group H induced
by the isomorphism σ. It is clear that if Ξ is a solution of the Toda equation (2.5), then
the mapping
Ξ′ = σ ◦Ξ (2.7)
3It can be shown that rejecting this restriction we do not come to new Toda equations, see the pa-
per [21].
4We assume for simplicity that G is a subgroup of the group formed by invertible elements of some
unital associative algebra A. In this case G can be considered as a subalgebra of the Lie algebra associ-
ated with A. Actually one can generalize our consideration to the case of an arbitrary Lie group G.
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satisfies the Toda equation (2.5) with the mappings F−, F+ replaced by the mappings
F ′− = Σ ◦ F−, F ′+ = Σ ◦ F+. (2.8)
In other words, the solutions to two Toda equations under consideration are con-
nected via the isomorphism σ, and in this sense these equations are equivalent. Thus,
to describe really different Toda equations it suffices to consider Lie groups and Z-
gradations of their Lie algebras up to isomorphisms.
Secondly, letΘ− andΘ+ be somemappings ofR2 to G0 which satisfy the conditions
∂+Θ− = 0, ∂−Θ+ = 0.
If a mapping Ξ satisfies the Toda equation (2.5), then the mapping
Ξ′ = Θ−1+ ΞΘ−, (2.9)
satisfies the Toda equation (2.5) where the mappings F−, F+ are replaced by the map-
pings
F ′− = Θ−1− F−Θ−, F ′+ = Θ−1+ F+Θ+. (2.10)
Again, the Toda equations for Ξ and Ξ′ are not actually different, and it is natural to
use the transformations (2.10) to make the mappings F−, F+ as simple as possible.
If the mappings Θ− andΘ+ are such that
Θ−1− F−Θ− = F−, Θ−1+ F+Θ+ = F+.
then the mapping Ξ′ satisfies the same Toda equation as the mapping Ξ. Hence, in
this case the transformation described by relations (2.9) is a symmetry transformation
for the Toda equation under consideration.
2.2 Toda equations associated with loop groups of complex simple
Lie groups
Let g be a finite dimensional real or complex Lie algebra. The loop Lie algebra of g,
denoted L(g), is defined alternatively either as the linear space C∞(S1, g) of smooth
mappings of the circle S1 to g, or as the linear space C∞2π(R, g) of smooth 2π-periodic
mappings of the real line R to g with the Lie algebra operation defined in both cases
pointwise, see, for example, [22, 23, 24]. In this paper we adopt the second definition
and think of the circle S1 as consisting of complex numbers of modulus one. There is
a convenient way to supply L(g) with the structure of a Fre´chet space, so that the Lie
algebra operation becomes a continuous mapping, see, for example, [25, 23, 24].
Now, let G be a finite dimensional Lie group with the Lie algebra g. We define
the loop group of G, denoted L(G), as the set C∞(S1,G) of smooth mappings of S1 to
G with the group law defined pointwise. We assume that L(G) is supplied with the
structure of a Fre´chet manifold modeled on L(g) in such a way that it becomes a Lie
group, see, for example, [25, 23, 24]. The Lie algebra of the Lie group L(G) is naturally
identified with the loop Lie algebra L(g).
Let A be an automorphism of a finite dimensional Lie algebra g satisfying the rela-
tion AM = idg for some positive integer M.5 The twisted loop Lie algebra LA,M(g) is a
5Note that we do not assume that M is the order of the automorphism A. It can be an arbitrary
multiple of the order.
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subalgebra of the loop Lie algebra L(g) formed by elements ξ that satisfy the equality
ξ(ǫM p¯) = A(ξ(p¯)),
where ǫM = e
2πi/M is the Mth principal root of unity. Similarly, given an automor-
phism a of a Lie group G that satisfies the relation aM = idG, we define the twisted
loop group La,M(G) as the subgroup of the loop group L(G) formed by the elements
χ satisfying the equality
χ(ǫM p¯) = a(χ(p¯)).
The Lie algebra of a twisted loop group La,M(G) is naturally identified with the twis-
ted loop Lie algebra LA,M(g), where we denote by A the automorphism of the Lie
algebra g corresponding to the automorphism a of the Lie group G.
It is clear that loop groups and loop Lie algebras are partial cases of twisted loop
groups and twisted loop Lie algebras respectively. Therefore, below by a loop group
we mean either a usual loop group or a twisted loop group, and by a loop Lie algebra
we mean either a usual loop Lie algebra or a twisted loop Lie algebra.
Now let us discuss the form of the Toda equations associated with a loop group
La,M(G). First of all note that the group La,M(G) and its Lie algebra LA,M(g) are
infinite dimensional manifolds. It appears that it is convenient to reformulate the zero
curvature representation of the Toda equations associated with La,M(G) in terms of
finite dimensional manifolds. To this end we use the so-called exponential law, see,
for example, [26, 27].
LetM,N , P be three finite dimensional manifolds, andN be compact. Consider a
smooth mappingF ofM to C∞(N ,P). This mapping induces a mapping f ofM×N
to P defined by the equality
f (m¯, n¯) = (F (m¯))(n¯).
It can be proved that the mapping f is smooth. Conversely, if one has a smooth map-
ping of M×N to P , reversing the above equality one defines a mapping of M to
C∞(N ,P), and this mapping is also smooth. Thus, we have the following canonical
identification
C∞(M,C∞(N ,P)) = C∞(M×N ,P).
It is this equality that is called the exponential law.
In the case under consideration the connection components O− and O+ entering
the equality (2.1) are mappings of R2 to the loop Lie algebra LA,M(g). We will denote
the corresponding mappings of R2 × S1 to g by ω− and ω+, and call them also the
connection components. The mapping Φ generating the connection is a mapping of
R2 to La,M(G). Denoting the corresponding mapping of R2 × S1 by ϕ we write
ϕ−1∂−ϕ = ω−, ϕ−1∂+ϕ = ω+. (2.11)
Having in mind that the mapping ϕ uniquely determines the mapping Φ, we say that
the mapping ϕ also generates the connection under consideration.
The relations (2.4) are equivalent to the equalities
ω− = γ−1∂−γ+ f−, ω+ = γ−1 f+γ,
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where γ is a smooth mapping of R2 × S1 to G corresponding to the mapping Ξ, f−
and f+ are smooth mappings of R
2× S1 to the Lie algebra g of G corresponding to the
mappings F− and F+. The mappings f− and f+ satisfy the conditions
∂+ f− = 0, ∂− f+ = 0, (2.12)
which follow from the conditions (2.6). The Toda equation (2.5) in the case under
consideration is equivalent to the equation
∂+(γ
−1∂−γ) = [ f−,γ−1 f+γ]. (2.13)
To classify Toda equations associated with loop groups one has to classify Z-gra-
dations of the corresponding loop Lie algebras. This problem was partially solved in
the paper [24], see also [21]. In these papers the case of loop Lie algebras of complex
simple Lie algebras was considered and for this case a wide class of the so-called in-
tegrable Z-gradations [24] with finite dimensional grading subspaces was described.
Actually it was shown that when g is a complex simple Lie algebra any integrable Z-
gradation of a loop Lie algebra LA,M(g) with finite dimensional grading subspaces is
conjugated by an isomorphism to the standard gradation of another loop Lie algebra
LA′,M′(g), where the automorphisms A and A′ differ by an inner automorphism of g.
In particular, if A is an inner (outer) automorphism of g, then A′ is also an inner (outer)
automorphism of g.
Assume now that G is a finite dimensional complex simple Lie group, then its
Lie algebra g is a complex simple Lie algebra. Consider a Toda equation associated
with a loop group La,M(G). The corresponding Z-gradation of LA,M(g) is conjugated
by an isomorphism to the standard Z-gradation of an appropriate loop Lie algebra
LA′,M′(g). Since the automorphisms A and A′ differ by an inner automorphism of g,
the automorphism A′ can be lifted to an automorphism a′ of G, and the isomorphism
from LA,M(g) to LA′,M′(g) under consideration can be lifted to an isomorphism from
La,M(G) to La′,M′(G). Actually this means that the initial Toda equation associated
with La,M(G) is equivalent to a Toda equation associated with La′,M′(G) arising when
we supply LA′,M′(g) with the standard Z-gradation.
The grading subspaces for the standard Z-gradation of a loop Lie algebra LA,M(g)
are
LA,M(g)k = {ξ ∈ LA,M(g) | ξ = λkx, A(x) = ǫkMx},
where by λ we denote the restriction of the standard coordinate on C to S1. It is very
useful to realize that every automorphism A of the Lie algebra g satisfying the relation
AM = idg induces a ZM-gradation of gwith the grading subspaces
6
g[k]M = {x ∈ g | A(x) = ǫkMx}, k = 0, . . . ,M− 1.
Vice versa, any ZM-gradation of g defines in an evident way an automorphism A of g
satisfying the relation AM = idg. A ZM-gradation of g is called an inner or outer type
gradation, if the associated automorphism A of g is of inner or outer type respectively.
In terms of the corresponding ZM-gradation the grading subspaces for the standard
Z-gradation of a loop Lie algebra LA,M(g) are
LA,M(g)k = {ξ ∈ LA,M(g) | ξ = λkx, x ∈ g[k]M}.
6We denote by [k]M the element of the ring ZM corresponding to the integer k.
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It is evident that for the standard Z-gradation the subalgebra LA,M(g)0 is isomor-
phic to the subalgebra g[0]M of g, and the Lie group La,M(G)0 is isomorphic to the
connected Lie subgroup G0 of G corresponding to the Lie algebra g[0]M . Hence, the
mapping γ is actually a mapping of R2 to G0. The mappings f− and f+ are given by
the relation
f−(m¯, p¯) = p¯−Lc−(m¯), f+(m¯, p¯) = p¯Lc+(m¯), m¯ ∈ R2, p¯ ∈ S1,
where c− and c+ are mappings of R2 to g−[L]M and g+[L]M respectively. For the connec-
tion components ω− and ω+ we have
ω− = γ−1∂−γ+ λ−Lc−, ω+ = λLγ−1c+γ, (2.14)
and the Toda equation (2.13) can be written as
∂+(γ
−1∂−γ) = [c−,γ−1c+γ]. (2.15)
The conditions (2.12) imply that
∂+c− = 0, ∂−c+ = 0. (2.16)
It is natural to call an equation of the form (2.15) also a Toda equation.
Let b be an automorphism of the Lie group G and B be the corresponding automor-
phism of the Lie algebra g. The mapping σ defined by the equality
σ(χ) = b ◦ χ, χ ∈ La,M(G),
is an isomorphism from La,M(G) to La′,M(G), where a′ is an automorphism of G de-
fined as
a′ = bab−1.
It is clear that the mapping Σ defined by the equality
Σ(ξ) = B ◦ ξ, ξ ∈ LA,M(g),
is an isomorphism from LA,M(g) to LA′,M(g), where A′ is an automorphism of g cor-
responding to the automorphism a′ of G. With such isomorphism in the case under
consideration the transformations (2.7) and (2.8) take the form
γ′ = b ◦ γ,
c′− = B ◦ c−, c′+ = B ◦ c+.
If a mapping γ satisfies the Toda equations (2.15), then the mapping γ′ satisfies the
Toda equation (2.15) where the mappings c−, c+ are replaced by the mappings c′−
and c′+. Actually this means that Toda equations of the form (2.15) defined by means
of conjugated ZM-gradations are equivalent.
The transformations (2.9) and (2.10) take now the forms
γ′ = η−1+ γη−, (2.17)
c′− = η−1− c−η−, c
′
+ = η
−1
+ c+η+, (2.18)
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where η− and η+ are some mappings of R2 × S1 to G0 that satisfy the conditions
∂+η− = 0, ∂−η+ = 0. (2.19)
Again, if a mapping γ satisfies the Toda equations (2.15), then the mapping γ′ satisfies
the Toda equation (2.15) where the mappings c−, c+ are replaced by the mappings c′−
and c′+. If the mappings η− and η+ are such that
η−1− c−η− = c−, η
−1
+ c+η+ = c+ (2.20)
then the transformation (2.17) is a symmetry transformation for the Toda equation
under consideration.
Thus, if G is a finite dimensional complex simple Lie group, then the Toda equation
associated with a loop group La,M(G) and defined with the help of an integrable Z-
gradation of LA,M(g) with finite dimensional grading subspaces is equivalent to an
equation of the form (2.15). To describe all nonequivalent Toda equations of this type
one has to classify finite order automorphisms of the Lie algebra g or, equivalently, its
ZM-gradations up to conjugations.
7 This problem was solved quite a long time ago,
see, for example, [28, 29]. However, it appeared that the classification described in
[28, 29] is not convenient for classification of Toda equations. Restricting to the case of
loop Lie algebras of complex classical Lie algebras one can use another classification
based on a convenient block matrix representation of the grading subspaces [30, 21].
Let us describe the main points of the resulting classification of Toda equations.
Each element x of the complex classical Lie algebra g under consideration is consid-
ered as a p× p block matrix (xαβ), where xαβ is an nα × nβ matrix. Certainly, the sum
of the positive integers nα is the size n of the matrices representing the elements of g.
For the case of Toda systems associated with the loop groups La,M(GLn(C)), where a
is an inner automorphism of GLn(C), the integers nα are arbitrary. For the other cases
they should satisfy some restrictions dictated by the structure of the Lie algebra g.
The mapping γ has the block diagonal form
γ =

Γ1
Γ2
Γp
 .
For each α = 1, . . . , p the mapping Γα is a mapping of R2 to the Lie group GLnα(C).
For the case of Toda systems associated with the loop groups La,M(GLn(C)), where
a is an inner automorphism of GLn(C), the mappings Γα are arbitrary. For the other
cases they satisfy some additional restrictions.
The mapping c+ has the following block matrix structure:
c+ =

0 C+1
0
0 C+(p−1)
C+0 0
 ,
7Strictly speaking, we have to consider only conjugations by automorphisms of gwhich can be lifted
to automorphisms of G.
8
where for each α = 1, . . . , p − 1 the mapping C+α is a mapping of R2 to the space
of nα × nα+1 complex matrices, and C+0 is a mapping of R2 to the space of np × n1
complex matrices. The mapping c− has a similar block matrix structure:
c− =

0 C−0
C−1 0
0
C−(p−1) 0
 ,
where for each α = 1, . . . , p − 1 the mapping C−α is a mapping of M to the space
of nα+1 × nα complex matrices, and C−0 is a mapping of M to the space of n1 × np
complex matrices. The conditions (2.16) imply
∂+C−α = 0, ∂−C+α = 0, α = 0, 1, . . . , p− 1.
For the case of Toda systems associated with the loop groups La,M(GLn(C)), where a
is an inner automorphism of GLn(C), the mappings C±α are arbitrary. For the other
cases they should satisfy some additional restrictions.
It is not difficult to show that the Toda equation (2.15) is equivalent to the following
system of equations for the mappings Γα:
∂+
(
Γ−11 ∂−Γ1
)
= −Γ−11 C+1Γ2C−1 + C−0Γ−1p C+0Γ1,
∂+
(
Γ−12 ∂−Γ2
)
= −Γ−12 C+2Γ3C−2 + C−1Γ−11 C+1Γ2,
... (2.21)
∂+
(
Γ−1p−1∂−Γp−1
)
= −Γ−1p−1C+(p−1)ΓpC−(p−1) + C−(p−2)Γ−1p−2C+(p−2)Γp−1,
∂+
(
Γ−1p ∂−Γp
)
= −Γ−1p C+0Γ1C−0 + C−(p−1)Γ−1p−1C+(p−1)Γp.
It appears that in the case under consideration without any loss of generality one
can assume that the positive integer L, entering the construction of Toda equations,
is equal to 1. Note also that if any of the mappings C+α or C−α is a zero mapping, then
the equations (2.21) are actually equivalent to a Toda equation associated with a finite
dimensional group or to a set of two such equations.
2.3 Abelian Toda equations associated with loop groups of complex
general linear Lie groups
There are three types of abelian Toda equations associated with La,M(GLn(C)).
2.3.1 First type
The abelian Toda equations of the first type arise when the automorphism A is defined
by the equality
A(x) = hxh−1, x ∈ gln(C),
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where h is a diagonal matrix with the diagonal matrix elements
hkk = ǫ
n−k+1
n , k = 1, . . . , n. (2.22)
The corresponding automorphism a of GLn(C) is defined by the equality
a(g) = hgh−1, g ∈ GLn(C), (2.23)
where again h is a diagonal matrix determined by the relation (2.22). Here the integer
M is equal to n, and A is an inner automorphism which generates a Zn-gradation of
gln(C). The block matrix structure related to this gradation is the matrix structure it-
self. In other words, all blocks are of size one by one. The mappings Γα are mappings
of R2 to the Lie group GL1(C) which is isomorphic to the Lie group C
× = Cr {0}.
The mappings C±α are just complex functions on R2. The Toda equations under con-
sideration have the form (2.21) with p = n.
Let us describe the action of the transformations (2.17) and (2.18) on the equations
(2.21) in the case under consideration. The mappings η− and η+ have a diagonal form
and we denote
(η−)αα = H−α, (η+)αα = H+α, α = 1, . . . , n.
The functions H−α and H+α satisfy the relations
∂+H−α = 0, ∂−H+α = 0,
which follow from the relations (2.19). In terms of the functions C−α and C+α the
transformations (2.17) and (2.18) look as
Γ′α = H−1+αΓαH−α, (2.24)
C′−α = H−1−(α+1)C−αH−α, C
′
+α = H
−1
+αC+αH+(α+1). (2.25)
Assume that the functions C−α and C+α have no zeros. Let us show that in this case
the functions H−α and H+α can be chosen in such a way that C′−α = C− and C′+α = C+
for some functions C− and C+ which have no zeros and are subject to the conditions
∂+C− = 0, ∂−C+ = 0. (2.26)
Indeed, let C− and C+ be some functions which satisfy the equalities
Cn− =
n
∏
α=1
C−α, Cn+ =
n
∏
α=1
C+α.
One can verify that the transformations (2.25) with
H−α =
n
∏
β=α
C−
C−β
, H+α =
n
∏
β=α
C+β
C+
give the desired result, C′−α = C− and C′+α = C+. The methods to find soliton solu-
tions described below work for arbitrary functions C− and C+. However, to simplify
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formulas we will only consider the case when C− = m, and C+ = m, where m is a
nonzero constant. In other words, we will assume that
c− = m

0 1
1 0
0
1 0
 , c+ = m

0 1
0
0 1
1 0
 . (2.27)
The equations under consideration take in this case the form
∂+
(
Γ−11 ∂−Γ1
)
= −m2(Γ−11 Γ2 − Γ−1p Γ1),
∂+
(
Γ−12 ∂−Γ2
)
= −m2(Γ−12 Γ3 − Γ−11 Γ2),
... (2.28)
∂+
(
Γ−1n−1∂−Γn−1
)
= −m2(Γ−1n−1Γn − Γ−1n−2Γn−1),
∂+
(
Γ−1n ∂−Γn
)
= −m2(Γ−1n Γ1 − Γ−1n−1Γn).
It is worth to note that when the functions C− and C+ are real one can come to the Toda
equations with C− = m and C+ = m by an appropriate change of the coordinates z−
and z+.
The symmetry transformations (2.20) for the system under consideration are de-
scribed by the relations (2.24) where H−α = H− and H+α = H+ for some functions
H− and H+ satisfying the conditions
∂+H− = 0, ∂−H+ = 0.
In particular, multiplication of all Γα by the same constant is a symmetry transforma-
tion.
Defining
Γ = Γ1Γ2 . . . Γn,
one can easily see that
∂+(Γ
−1∂−Γ) =
n
∑
α=1
∂+(Γ
−1
α ∂−Γα).
Equations (2.28) give
∂+(Γ
−1∂−Γ) = 0,
therefore,
Γ = Γ+Γ
−1
− ,
for some functions Γ− and Γ+ which satisfy the relations
∂+Γ− = 0, ∂−Γ+ = 0.
Thus, if we perform the symmetry transformation (2.24) with H−α and H+α given by
H−α = Γ1/n− , H+α = Γ
1/n
+ ,
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wewill obtain functions Γ′i which satisfy the Toda equations (2.28) and obey the equal-
ity
Γ′ = Γ′1Γ
′
2 . . . Γ
′
n = 1.
Actually this means that via appropriate symmetry transformations we can reduce
solutions of the abelian Toda equations associated with the loop group of GLn(C)
under consideration to solutions of the corresponding Toda equations associated with
the loop group of SLn(C).
Suppose now that we have a solution of the equations (2.28) with Γ = 1. The
mappings Γα for α = 1, . . . , n− 1 are independent. Introduce a new set of n− 1 inde-
pendent mappings Φα, α = 1, . . . , n− 1, defined as
Φα =
α
∏
β=1
Γβ.
It is easy to show that the inverse transition to the mappings Γα is described by the
equalities
Γ1 = Φ1, Γ2 = Φ
−1
1 Φ2, . . . Γn−1 = Φ
−1
n−2Φn−1, Γn = Φ
−1
n−1,
and that the mappings Φα satisfy the equations
∂+(Φ
−1
1 ∂−Φ1) = −m2(Φ−21 Φ2 −Φn−1Φ1),
∂+(Φ
−1
2 ∂−Φ2) = −m2(Φ1Φ−22 Φ3 −Φn−1Φ1),
...
∂+(Φ
−1
n−2∂−Φn−2) = −m2(Φn−3Φ−2n−2Φn−1−Φn−1Φ1),
∂+(Φ
−1
n−1∂−Φn−1) = −m2(Φn−2Φ−2n−1−Φn−1Φ1).
This system can be written in a more symmetric form. To this end one introduces an
additional mapping ∆0, which satisfies the equation
∂+(∆
−1
0 ∂−∆0) = −m2Φn−1Φ1,
and denotes
∆α = ∆0Φα, α = 1, . . . , n− 1.
It is easy to see that the mappings ∆α, α = 0, 1, . . . , n− 1, satisfy the equations
∂+(∆
−1
0 ∂−∆0) = −m2∆n−1∆−20 ∆1,
∂+(∆
−1
1 ∂−∆1) = −m2∆0∆−21 ∆2,
... (2.29)
∂+(∆
−1
n−2∂−∆n−2) = −m2∆n−3∆−2n−2∆n−1,
∂+(∆
−1
n−1∂−∆n−1) = −m2∆n−2∆−2n−1∆0,
which can be written as
∂+(∆
−1
α ∂−∆α) = −m2
n−1
∏
β=0
∆
−aαβ
β , (2.30)
12
where aαβ are the matrix elements of the Cartan matrix of an affine Lie algebra of type
A
(1)
n−1:
(aαβ) =

2 −1 0 · · · 0 0 −1
−1 2 −1 · · · 0 0 0
0 −1 2 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 2 −1 0
0 0 0 · · · −1 2 −1
−1 0 0 · · · 0 −1 2

. (2.31)
The equations (2.30) are of the standard form of the Toda equations associated with
the A
(1)
n−1 affine Lie group.
2.3.2 Second type
The abelian Toda equations of the second and third types arise when we use outer
automorphisms of gln(C). For the equations of the second type n is odd, and for the
equations of the third type n is even.
Consider first the case of an odd n = 2s − 1, s ≥ 2. In this case an abelian Toda
equation arises when the automorphism A is defined by the equality
A(x) = −h(B−1txB)h−1, (2.32)
where tx means the transpose of x, h is a diagonal matrix with the diagonal matrix
elements
hkk = ǫ
n−k+1
2n = ǫ
2s−k
4s−2,
and B is an n× n matrix of the form
B =

1
1
1
−1
−1
 .
The order of the automorphism A is 2n = 4s − 2 and the integer p is 2s − 1. The
mapping γ is a diagonalmatrix, and themappings Γα are mappings ofR
2 toC× subject
to the constraints
Γ1 = 1, Γ2s−α+1 = Γ−1α , α = 2, . . . , s.
The mappings C±α are complex functions satisfying the equality
C±0 = C±1, (2.33)
and for s > 2 the equalities
C±(2s−α) = −C±α, α = 2, . . . , s− 1. (2.34)
Let us choose the mappings Γα, α = 2, . . . , s, as a complete set of mappings parame-
terizing the mapping γ. Taking into account the equalities (2.33) and (2.34) we come
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to the following set of independent equations equivalent to the Toda equation under
consideration
∂+(Γ
−1
2 ∂−Γ2) = −C+2C−2Γ−12 Γ3 + C+1C−1Γ2,
∂+(Γ
−1
3 ∂−Γ3) = −C+3C−3Γ−13 Γ4 + C+2C−2Γ−12 Γ3,
... (2.35)
∂+(Γ
−1
s−1∂−Γs−1) = −C+(s−1)C−(s−1)Γ−1s−1Γs + C+(s−2)C−(s−2)Γ−1s−2Γs−1,
∂+(Γ
−1
s ∂−Γs) = −C+sC−sΓ−2s + C+(s−1)C−(s−1)Γ−1s−1Γs.
As above, in the case when the functions C−α and C+α have no zeros, using the trans-
formation (2.17) and (2.18), one can show that the equations (2.35) are equivalent to
the same equations, where C−α = C− and C+α = C+ for some functions C− and C+
which have no zeros and are subject to the conditions (2.26). If these functions are real,
then with the help of an appropriate change of the coordinates z− and z+ we can come
to the equations
∂+(Γ
−1
2 ∂−Γ2) = −m2(Γ−12 Γ3 − Γ2),
∂+(Γ
−1
3 ∂−Γ3) = −m2(Γ−13 Γ4 − Γ−12 Γ3),
...
∂+(Γ
−1
s−1∂−Γs−1) = −m2(Γ−1s−1Γs − Γ−1s−2Γs−1),
∂+(Γ
−1
s ∂−Γs) = −m2(Γ−2s − Γ−1s−1Γs),
where m is a nonzero constant, see also the papers [3, 31].
For s = 2 denoting Γ2 by Γ we have the equation
∂+(Γ
−1∂−Γ) = −m2(Γ−2 − Γ).
Putting Γ = exp(F) we obtain
∂+∂−F = −m2[exp(−2F) − exp(F)].
This is the Tzitze´ica equation [32] which is now usually called the Dodd–Bullough–
Mikhailov equation [33, 3].
Let us show how the above equations are related to the Toda equations associated
with the A
(2)
2s−2 affine Lie group. Assume that s > 2. Introduce an additional mapping
∆0 which satisfies the equation
∂+(∆
−1
0 ∂−∆0) = −
m2
2
Γ2 (2.36)
and denote
∆α = 2
−α∆20
α+1
∏
β=2
Γβ, α = 1, . . . , s− 2, ∆s−1 = 2−s+2∆20
s
∏
β=2
Γβ.
Now one can get convinced that the mappings ∆α, α = 0, 1, . . . , s− 1, satisfy the equa-
tions of the form (2.30) where n = s and aαβ are the matrix elements of the Cartan
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matrix of an affine Lie algebra of type A
(2)
2s−2:
(aαβ) =

2 −1 0 · · · 0 0 0
−2 2 −1 · · · 0 0 0
0 −1 2 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 2 −1 0
0 0 0 · · · −1 2 −1
0 0 0 · · · 0 −2 2

.
In the case of s = 2 we again define the mapping ∆0 with the help of the relation
(2.36) and denote
∆1 = 2
−1/3∆20Γ2.
After an appropriate rescaling of the coordinates z− and z+ we come to the equations
(2.30) where n = 2 and aαβ are the matrix elements of the Cartan matrix of an affine
Lie algebra of type A
(2)
2 :
(aαβ) =
(
2 −1
−4 2
)
.
2.3.3 Third type
In the case of an even n = 2s, s ≥ 2, to come to an abelian Toda system one should use
again the automorphism A defined by the relation (2.32) where now
B =

1
1
1
1
−1
−1

and h is a diagonal matrix with the diagonal matrix elements
h11 = ǫ
n−1
2n−2 = ǫ
2s−1
4s−2 = −1, hii = ǫn−i+12n−2 = ǫ2s−i+14s−2 , i = 2, . . . , n.
The number p characterizing the block structure is equal to n − 1 = 2s − 1, n1 = 2,
and nα = 1 for α = 2, . . . , 2s− 1.
The mapping Γ1 is a mapping of R
2 to the Lie group SO2(C) which is isomorphic
to C×. Actually Γ1 is a 2× 2 complex matrix valued function satisfying the relation
J−12
tΓ1 J2 = Γ
−1
1 ,
where
J2 =
(
0 1
1 0
)
.
It is easy to show that Γ1 has the form
Γ1 =
(
(Γ1)11 0
0 (Γ1)
−1
11
)
,
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where (Γ1)11 is a mapping of R
2 to C×. The mappings Γα, α = 2, . . . , 2s− 1, are map-
pings of R2 to C× satisfying the relations
Γ2s−α+1 = Γ
−1
α .
The mappings C−1, C+0 are complex 1× 2 matrix valued functions, the mappings
C−0, C+1 are complex 2× 1 matrix valued functions. Here one has
C−0 = J−12
tC−1, C+0 = tC+1 J2. (2.37)
The mappings C±α, α = 2, . . . , p− 1 = 2s − 2, are just complex functions, satisfying
for s > 2 the equalities
C±(2s−α) = −C±α, α = 2, . . . , s− 1. (2.38)
The mappings (Γ1)11 and Γα, α = 2, . . . , s, form a complete set of mappings param-
eterizing the mapping γ. Taking into account the equalities (2.37) and (2.38) we come
to the following set of independent equations equivalent to the Toda equation under
consideration:
∂+((Γ1)
−1
11 ∂−(Γ1)11) =− (C+1)11(C−1)11(Γ1)−111 Γ2 + (C+1)21(C−1)12Γ2(Γ1)11,
∂+(Γ
−1
2 ∂−Γ2) =− C+2C−2Γ−12 Γ3
+ (C+1)11(C−1)11(Γ1)
−1
11 Γ2 + (C+1)21(C−1)12Γ2(Γ1)11,
∂+(Γ
−1
3 ∂−Γ3) =− C+3C−3Γ−13 Γ4 + C+2C−2Γ−12 Γ3,
...
∂+(Γ
−1
s−1∂−Γs−1) =− C+(s−1)C−(s−1)Γ−1s−1Γs + C+(s−2)C−(s−2)Γ−1s−2Γs−1,
∂+(Γ
−1
s ∂−Γs) =− C+sC−sΓ−2s + C+(s−1)C−(s−1)Γ−1s−1Γs.
As well as for the first two types, under appropriate conditions these equations can
be reduced to the equations with C−α = m, C+α = m for α = 2, . . . , s, (C−1)11 =
(C−1)12 = m/
√
2 and (C+1)11 = (C+1)21 = m/
√
2, where m is a nonzero constant.8
Thus, we come to the equations
∂+(Γ
−1
1 ∂−Γ1) =−
m2
2
(Γ−11 − Γ1)Γ2,
∂+(Γ
−1
2 ∂−Γ2) =−m2Γ−12 Γ3 +
m2
2
(Γ−11 + Γ1)Γ2,
∂+(Γ
−1
3 ∂−Γ3) =−m2(Γ−13 Γ4 − Γ−12 Γ3),
...
∂+(Γ
−1
s−1∂−Γs−1) =−m2(Γ−1s−1Γs − Γ−1s−2Γs−1),
∂+(Γ
−1
s ∂−Γs) =−m2(Γ−2s − Γ−1s−1Γs),
where slightly abusing notation we denote (Γ1)11 by Γ1.
8This choice is convenient for applications of the rational dressing method.
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Introduce now an additional mapping ∆0 which satisfies the equation
∂+(∆
−1
0 ∂−∆0) = −
m2
2
Γ1Γ2
and denote
∆1 = ∆0Γ1, ∆α = 2
α(α−1)/(2s−1)−α+1∆20
α
∏
β=1
Γβ, α = 2, . . . , s.
The mappings ∆α, α = 0, 1, . . . , s, satisfy the equations which, after an appropriate
rescaling of the coordinates z− and z+, take the form (2.30), where now n = s+ 1 and
aαβ are the matrix elements of the Cartan matrix of an affine Lie algebra of type A
(2)
2s−1:
(aαβ) =

2 0 −1 · · · 0 0 0
0 2 −1 · · · 0 0 0
−1 −1 2 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 2 −1 0
0 0 0 · · · −1 2 −1
0 0 0 · · · 0 −2 2

.
3 Soliton solutions
In this section we compare two methods used to construct soliton solutions of the
abelian Toda systems associated with the loop groups of the complex general linear
groups. We restrict ourselves to the abelian Toda equations of the first type which
have the form (2.28).
3.1 Hirota’s method
It is convenient to treat the system (2.28) as an infinite system
∂+(Γ
−1
α ∂−Γα) = −m2(Γ−1α Γα+1 − Γ−1α−1Γα), (3.1)
where the functions Γα are defined for arbitrary integer values of the index α in the
periodic way,
Γα+n = Γα. (3.2)
Following the Hirota’s approach [6, 7, 8, 9, 10], one introduces τ-functions con-
nected with Γα by the relation
Γα = τα/τα−1, (3.3)
where we assume that the τ-functions are defined for all integer values of the index
α. This change of variables is the essence of the Hirota’s method. The periodicity
condition (3.2) in terms of the τ-functions takes the form
τα+n/τα = τα−1+n/τα−1.
It means that the ratio τα+n/τα does not depend on α. Noting that
Γ = Γ1Γ2 . . . Γn = τn/τ0,
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we write
τα+n = Γτα.
As was explained in the previous section, with the appropriate symmetry transforma-
tion one can make Γ = 1. We will assume that the corresponding symmetry transfor-
mation was performed, and, therefore,
τα+n = τα. (3.4)
The equations (3.1) in terms of the τ-functions look as
∂+(τ
−1
α ∂−τα)− ∂+(τ−1α−1 ∂−τα−1) = −m2(τα−1 τ−2α τα+1 − τα−2 τ−2α−1 τα).
Consider the following decoupling of the above equations
∂+(τ
−1
α ∂−τα) = m2 (1− τα−1 τ−2α τα+1). (3.5)
It is evident that if the τ-functions satisfy these equations, then the functions Γα defined
by (3.3) satisfy the system (2.28). Moreover, it is easy to show that in this case the
functions
∆α = exp(−m2z+z−)τα
satisfy the system (2.29).
It is convenient to rewrite the equations (3.5) in the form
τα ∂+∂−τα − ∂+τα ∂−τα = m2 (τ2α − τα−1 τα+1). (3.6)
These equations are of the Hirota bilinear type. Their solutions, leading to multi-
soliton solutions of the system (2.28), can be found perturbatively in the following
way.
Consider a series expansion of the functions τα in some parameter ε which will be
set to one at the final step of the construction. So we represent the functions τα in the
form
τα = τ
(0)
α + ετ
(1)
α + ε
2τ
(2)
α + . . . , (3.7)
and assume that τ
(0)
α are constants. The periodicity condition (3.4) gives
τ
(k)
α+n = τ
(k)
α , k = 0, 1, . . . .
Let us try to solve equations (3.6) order by order in ε. Actually our goal is to find
solutions for which the series (3.7) truncates at some finite order in ε. In such a case
we have an exact solution.
Using the expansion (3.7), one obtains
τα ∂+∂−τα =
∞
∑
k=0
εk
k
∑
ℓ=0
τ
(k−ℓ)
α ∂+∂−τ
(ℓ)
α .
Similarly one has
∂+τα ∂−τα =
∞
∑
k=0
εk
k
∑
ℓ=0
∂+τ
(k−ℓ)
α ∂−τ
(ℓ)
α .
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Now, using the equality
τ2α − τα−1 τα+1 =
∞
∑
k=0
εk
k
∑
ℓ=0
(
τ
(ℓ)
α τ
(k−ℓ)
α − τ(ℓ)α−1 τ(k−ℓ)α+1
)
,
we see that the equations (3.6) are equivalent to the equations
k
∑
ℓ=0
(
τ
(k−ℓ)
α ∂+∂−τ
(ℓ)
α − ∂+τ(k−ℓ)α ∂−τ(ℓ)α
)
= m2
k
∑
ℓ=0
(
τ
(ℓ)
α τ
(k−ℓ)
α − τ(ℓ)α−1 τ(k−ℓ)α+1
)
, (3.8)
which can be solved step by step starting from k = 0.
For k = 0 one has
τ
(0)
α−1 τ
(0)
α+1 − τ(0)α τ(0)α = 0,
that can be rewritten as
τ
(0)
α+1/τ
(0)
α = τ
(0)
α /τ
(0)
α−1.
It is clear that the general solution to this relation is
τ
(0)
α = τ
(0)
0 d
α, (3.9)
where d is an arbitrary constant. Recall that the Toda equations (3.1) are invariant with
respect to the multiplication of all Γα by the same constant. From the point of view
of the τ-functions this is equivalent to the multiplication of the function τα by the αth
power of the constant. Hence, different values of the constant d in the relation (3.9)
correspond to the functions Γα connected by a rescaling. Moreover, dividing all τ-
functions by the same constant we do not change the functions Γα. Therefore, actually
without any loss of generality, one can put
τ
(0)
α = 1. (3.10)
Using this equality, we rewrite (3.8) as
∂+∂−τ
(k)
α −m2
n−1
∑
β=0
aαβ τ
(k)
β = −
k−1
∑
ℓ=1
(
τ
(k−ℓ)
α ∂+∂−τ
(ℓ)
α − ∂+τ(k−ℓ)α ∂−τ(ℓ)α
)
+m2
k−1
∑
ℓ=1
(
τ
(ℓ)
α τ
(k−ℓ)
α − τ(ℓ)α−1 τ(k−ℓ)α+1
)
, (3.11)
where aαβ are the matrix elements of the Cartan matrix (2.31) of an affine Lie alge-
bra of type A
(1)
n−1. Thus, we see that at each step we should solve a system of linear
differential equations.
In particular, for k = 1 one has to solve the system of equations
∂+∂−τ
(1)
α −m2
n−1
∑
β=0
aαβ τ
(1)
β = 0. (3.12)
It is easy to find solutions of these equations using the eigenvectors θρ of the Cartan
matrix (aαβ) which are given by
(θρ)α = ǫ
(α+1)ρ
n , ρ = 0, 1, . . . , n− 1. (3.13)
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Here the corresponding eigenvalues are
κ2ρ = 2− ǫρn − ǫ−ρn = 4 sin2(πρ/n).
Let us assume that the functions τ
(1)
α are of the form
τ
(1)
α =
r
∑
i=1
Eαi, (3.14)
where
Eαi = ǫ
(α+1)ρi
n exp[m κρi(ζ
−1
i z
− + ζiz
+) + δi]. (3.15)
Here ρi is an integer from the interval from 1 to n− 1, ζi and δi are arbitrary complex
numbers. Note that the choice ρi = 0 is excluded because it gives a constant contri-
bution to the τ-functions which can be included into τ
(0)
α . Then after a corresponding
rescaling one can satisfy the normalization (3.10). For definiteness we assume that
κρ = −i(ǫρ/2n − ǫ−ρ/2n ) = 2 sin(πρ/n). (3.16)
Certainly, the ansatz (3.14) does not give a general solution to the equations (3.12) but
it ensures truncation of the expansion (3.7).
For k = 2 the equations (3.11) have the form
∂+∂−τ
(2)
α −m2
n−1
∑
β=0
aαβτ
(2)
β
= −τ(1)α ∂+∂−τ(1)α + ∂+τ(1)α ∂−τ(1)α +m2(τ(1)α τ(1)α − τ(1)α−1τ(1)α+1).
Using the equalities
∂−Eαi = m κρiζ
−1
i Eαi, ∂+Eαi = m κρiζi Eαi,
one obtains
− τ(1)α ∂+∂−τ(1)α + ∂+τ(1)α ∂−τ(1)α +m2(τ(1)α τ(1)α − τ(1)α−1τ(1)α+1)
=
m2
2
r
∑
i1,i2=1
[
κρi1
κρi2
(
ζi1ζ
−1
i2
+ ζ−1i1 ζi2
)
− κ2ρi1 − κ
2
ρi2
+ κ2ρi1−ρi2
]
Eαi1Eαi2 . (3.17)
Note that in the case of r = 1 we have
−τ(1)α ∂+∂−τ(1)α + ∂+τ(1)α ∂−τ(1)α +m2(τ(1)α τ(1)α − τ(1)α−1τ(1)α+1) = 0
and we can put τ
(2)
α = 0. This gives the one-soliton solutions
Γα =
1+ ǫ
ρ(α+1)
n exp[m κρ(ζ
−1z− + ζz+) + δ]
1+ ǫ
ρα
n exp[m κρ(ζ−1z− + ζz+) + δ]
. (3.18)
In the case when r > 1 the equality (3.17) suggests to look for τ
(2)
α of the form
τ
(2)
α =
1
2
r
∑
i1,i2=1
ηi1i2Eαi1Eαi2 .
20
Here one can easily find that
∂+∂−τ
(2)
α −m2
n−1
∑
β=0
aαβτ
(2)
β
=
m2
2
r
∑
i1,i2=1
[
κρi1
κρi2
(ζi1ζ
−1
i2
+ ζ−1i1 ζi2) + κ
2
ρi1
+ κ2ρi2
− κ2ρi1+ρi2
]
ηi1i2Eαi1Eαi2
and, therefore,
ηi1i2 =
κρi1
κρi2
(ζi1ζ
−1
i2
+ ζ−1i1 ζi2)− κ
2
ρi1
− κ2ρi2 + κ
2
ρi1−ρi2
κρi1
κρi2
(ζi1ζ
−1
i2
+ ζ−1i1 ζi2) + κ
2
ρi1
+ κ2ρi2
− κ2ρi1+ρi2
,
that can be written as
ηi1i2 =
(ζi1ζ
−1
i2
+ ζ−1i1 ζi2)− 2 cos[π(ρi1 − ρi2)/n]
(ζi1ζ
−1
i2
+ ζ−1i1 ζi2)− 2 cos[π(ρi1 + ρi2)/n]
. (3.19)
The quantities ηi1i2 are symmetric with respect to the indices i1, i2 and they turn to zero
when i1 = i2. Hence one can write
τ
(2)
α = ∑
1≤i1<i2≤r
ηi1i2Eαi1Eαi2 .
It can be shown that when r = 2 one can choose τ
(3)
α = 0. In general, it can be shown
that for ℓ ≤ r one can choose
τ
(ℓ)
α = ∑
1≤i1<i2<...<iℓ≤r
(
∏
1≤j<k≤ℓ
ηijik
)
Eαi1Eαi2 . . . Eαiℓ
and τ
(ℓ)
i = 0 for ℓ > r. In other words, the equations (3.6) have the following solutions
τα = 1+
r
∑
i=1
Eαi +
r
∑
ℓ=2
[
∑
1≤i1<i2<...<iℓ≤r
(
∏
1≤j<k≤ℓ
ηijik
)
Eαi1Eαi2 . . . Eαiℓ
]
. (3.20)
3.2 Rational dressing
Since for any m¯ ∈ R2 the matrices c−(m¯) and c+(m¯) commute,9 it is obvious that
γ = In, (3.21)
where In is the n × n unit matrix, is a solution to the Toda equation (2.15). Denote a
mapping of R2 × S1 to GLn(C) which generates the corresponding connection by ϕ.
Using the equalities (2.11) and (2.14) and remembering that in our case L = 1, we write
ϕ−1∂−ϕ = λ−1c−, ϕ−1∂+ϕ = λc+,
9Actually in the case under consideration c− and c+ are constant mappings.
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where the matrices c− and c+ are defined by the relation (2.27).
To construct more interesting solutions to the Toda equations we will look for a
mapping ψ, such that the mapping
ϕ′ = ϕψ (3.22)
would generate a connection satisfying the grading condition and the gauge-fixing
constraint ω+0 = 0.
For any m¯ ∈ R2 the mapping ψ˜m defined by the equality ψ˜m(p¯) = ψ(m¯, p¯), p¯ ∈ S1,
is a smooth mapping of S1 to GLn(C). Recall that we treat S1 as a subset of the complex
plane which, in turn, will be treated as a subset of the Riemann sphere. Assume that it
is possible to extend analytically eachmapping ψ˜m to all of the Riemann sphere. As the
result we get a mapping of the direct product ofR2 and the Riemann sphere to GLn(C)
which we also denote by ψ. Suppose that for any m¯ ∈ R2 the analytic extension of ψ˜m
results in a rational mapping regular at the points 0 and ∞, hence the name rational
dressing. Below, for each point p¯ of the Riemann sphere we denote by ψp the mapping
of R2 to GLn(C) defined by the equality ψp(m¯) = ψ(m¯, p¯).
Since we deal with the Toda equations described in section 2.3.1, that is, the map-
ping ψ is generated by a mapping of R2 to the loop group La,n(GLn(C)) with the
automorphism a defined by the relations (2.23) and (2.22), for any m¯ ∈ R2 and p¯ ∈ S1
we should have
ψ(m¯, ǫn p¯) = hψ(m¯, p¯)h
−1, (3.23)
where h is a diagonal matrix described by the relation (2.22). The equality (3.23) means
that two rational mappings coincide on S1, therefore, they must coincide on the entire
Riemann sphere.
A mapping, satisfying the equality (3.23), can be constructed by the following pro-
cedure. Let χ be an arbitrary mapping of the direct product of R2 and the Riemann
sphere to GLn(C). Let aˆ be a linear operator acting on χ as
aˆχ(m¯, p¯) = hχ(m¯, ǫ−1n p¯)h−1.
It is easy to get convinced that the mapping
ψ =
n
∑
k=1
aˆkχ
satisfies the relation aˆψ = ψ which is equivalent to the equality (3.23). Note that
aˆnχ = χ.
To construct a rational mapping satisfying (3.23) we start with a rational mapping
regular at the points 0 and ∞ and having poles at r different nonzero points µi, i =
1, . . . , r. Concretely speaking, we consider a mapping χ of the form
χ =
(
In + n
r
∑
i=1
λ
λ− µi Pi
)
χ0,
where Pi are some smooth mappings of R
2 to the algebra Matn(C) of n × n complex
matrices and χ0 is a mapping of R
2 to the Lie subgroup of GLn(C) formed by the
elements g ∈ GLn(C) satisfying the equality
hgh−1 = g. (3.24)
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Actually this subgroup coincides with the subgroup G0. The averaging procedure
leads to the mapping
ψ =
(
In +
r
∑
i=1
n
∑
k=1
λ
λ− ǫknµi
hkPi h
−k
)
ψ0, (3.25)
where ψ0 = nχ0. It is convenient to assume that µ
n
i 6= µnj for all i 6= j.
Denote by ψ−1 the mapping of R2 × S1 to GLn(C) defined by the relation
ψ−1(m¯, p¯) = (ψ(m¯, p¯))−1.
Suppose that for any fixed m¯ ∈ R2 the mapping ψ˜−1m of S1 to GLn(C) can be extended
analytically to amapping of the Riemann sphere to GLn(C) and as the result we obtain
a rational mapping of the same structure as the mapping ψ,
ψ−1 = ψ−10
(
In +
r
∑
i=1
n
∑
k=1
λ
λ− ǫknνi
hkQih
−k
)
, (3.26)
with the pole positions satisfying the conditions νi 6= 0, νni 6= νnj for all i 6= j, and
additionally νni 6= µnj for any i and j. We will denote the mapping of the direct product
of R2 and the Riemann sphere to GLn(C) again by ψ
−1.
By definition, the equality
ψ−1ψ = In
is valid at all points of the direct product of R2 and S1. Since ψ−1ψ is a rational map-
ping, the above equality is valid at all points of the direct product of R2 and the Rie-
mann sphere. Hence, the residues of ψ−1ψ at the points νi and µi should be equal to
zero. Explicitly we have
Qi
(
In +
r
∑
j=1
n
∑
k=1
νi
νi − ǫknµj
hkPjh
−k
)
= 0, (3.27)(
In +
r
∑
j=1
n
∑
k=1
µi
µi − ǫknνj
hkQjh
−k
)
Pi = 0. (3.28)
In this case due to the relation (3.23) the residues of ψ−1ψ at the points ǫknµi and ǫknνi
vanish for k = 1, . . . , n. We will discuss later how to satisfy these relations, and now
let us consider what connection is generated by the mapping ϕ′ defined by (3.22) with
the mapping ψ possessing the prescribed properties.
Using the representation (3.22), we obtain for the components of the connection
generated by ϕ′ the expressions
ω− = ψ−1∂−ψ+ λ−1ψ−1c−ψ, (3.29)
ω+ = ψ
−1∂+ψ+ λψ−1c+ψ. (3.30)
We see that the component ω− is a rational mapping which has simple poles at the
points µi, νi and zero.
10 Similarly, the component ω+ is a rational mapping which has
10Here and below discussing the holomorphic properties of mappings and functions we assume that
the point of the space R2 is arbitrary but fixed.
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simple poles at the points µi, νi and infinity. We are looking for a connection which
satisfies the grading and gauge- fixing conditions. The grading condition in our case
is the requirement that for each point of R2 the component ω− is rational and has the
only simple pole at zero, while the component ω+ is rational and has the only simple
pole at infinity. Hence, we demand that the residues of ω− and ω+ at the points µi
and νi should vanish. In this case, as above, due to the relation (3.23) the residues of
ω− and ω+ at the points ǫknµi and ǫknνi vanish for k = 1, . . . , n.
The residues of ω− and ω+ at the points νi are equal to zero if and only if
(∂−Qi − ν−1i Qic−)
(
In +
r
∑
j=1
n
∑
k=1
νi
νi − ǫknµj
hkPjh
−k
)
= 0, (3.31)
(∂+Qi − νiQic+)
(
In +
r
∑
j=1
n
∑
k=1
νi
νi − ǫknµj
hkPjh
−k
)
= 0, (3.32)
respectively. Similarly, the requirement of vanishing of the residues at the points µi
gives the relations(
In +
r
∑
j=1
n
∑
k=1
µi
µi − ǫknνj
hkQjh
−k
)
(∂−Pi + µ−1i c−Pi) = 0, (3.33)(
In +
r
∑
j=1
n
∑
k=1
µi
µi − ǫknνj
hkQjh
−k
)
(∂+Pi + µic+Pi) = 0. (3.34)
To obtain the relations (3.31)–(3.34) we made use of the equalities (3.27), (3.28).
Suppose that we have succeeded in satisfying the relations (3.27), (3.28) and (3.31)–
(3.34). In such a case from the equalities (3.29) and (3.30) it follows that the connection
under consideration satisfies the grading condition.
It is easy to see from (3.30) that
ω+(m¯, 0) = ψ
−1
0 (m¯)∂+ψ0(m¯).
Taking into account that ω+0(m¯) = ω+(m¯, 0), we conclude that the gauge-fixing con-
straint ω+0 = 0 is equivalent to the relation
∂+ψ0 = 0. (3.35)
Assuming that this relation is satisfied, we come to a connection satisfying both the
grading condition and the gauge-fixing condition.
Recall that if a flat connection ω satisfies the grading and gauge-fixing conditions,
then there exist a mapping γ from R2 to G and mappings c− and c+ of R2 to g−1 and
g+1, respectively, such that the representation (2.14) for the components ω− and ω+ is
valid. In general, the mappings c− and c+ parameterizing the connection components
may be different from the mappings c− and c+ which determine the mapping ϕ. Let
us denote the mappings corresponding to the connection under consideration by γ′,
c′− and c′+. Thus, we have
ψ−1∂−ψ+ λ−1ψ−1c−ψ = γ′−1∂−γ′ + λ−1c′−, (3.36)
ψ−1∂+ψ+ λψ−1c+ψ = λγ′−1c′+γ′. (3.37)
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Note that ψ∞ is a mapping ofR
2 to the Lie subgroup of GLn(C) defined by the relation
(3.24). Recall that this subgroup coincides with G0, and denote ψ∞ by γ. From the
relation (3.36) we obtain the equality
γ′−1∂−γ′ = γ−1∂−γ.
The same relation (3.36) gives
ψ−10 c−ψ0 = c
′−.
Impose the condition ψ0 = In, which is consistent with (3.35). Here we have
c′− = c−.
Finally, from (3.37) we obtain
γ′−1c′+γ′ = γ−1c+γ.
We see that if we impose the condition ψ0 = In, then the components of the connection
under consideration have the form given by (2.14) where γ = ψ∞.
Thus, to find solutions to Toda equations under consideration, we can use the fol-
lowing procedure. Fix 2r complex numbers µi and νi. Find matrix-valued functions Pi
and Qi satisfying the relations (3.27), (3.28) and (3.31)–(3.34). With the help of (3.25),
(3.26), assuming that
ψ0 = In,
construct the mappings ψ and ψ−1. Then, the mapping
γ = ψ∞ (3.38)
satisfies the Toda equation (2.15).
Let us return to the relations (3.27), (3.28). It can be shown that, if we suppose
that the matrices Pi and Qi are of maximum rank, then we get the trivial solution of
the Toda equation given by (3.21). Hence, we will assume that Pi and Qi are not of
maximum rank. The simplest case here is given by matrices of rank one which can be
represented as
Pi = ui
twi, Qi = xi
tyi,
where u, w, x and y are n-dimensional column vectors. This representation allows one
to write the relations (3.27) and (3.28) as
tyi +
r
∑
j=1
n
∑
k=1
νi
νi − ǫknµj
(tyih
kuj)
twjh
−k = 0, (3.39)
ui +
r
∑
j=1
n
∑
k=1
µi
µi − ǫknνj
hkxj(
tyjh
−kui) = 0. (3.40)
Using the identity
n−1
∑
k=0
zǫ
−jk
n
z− ǫkn
= n
zn−|j|n
zn − 1, (3.41)
where |j|n is the residue of division of j by n, we can rewrite (3.39) in components
terms,
yik + n
r
∑
j=1
(Rk)ijwjk = 0. (3.42)
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Here the r× r matrices Rk are defined as
(Rk)ij =
1
νni − µnj
n
∑
ℓ=1
ν
n−|ℓ−k|n
i µ
|ℓ−k|n
j yiℓujℓ.
The same identity (3.41) allows one to write component form of (3.40) as
uik + n
r
∑
j=1
xjk(Sk)ji = 0, (3.43)
where
(Sk)ji = − 1νnj − µni
n
∑
ℓ=1
ν
|k−ℓ|n
j µ
n−|k−ℓ|n
i yjℓuiℓ.
With the help of the equality
n− 1− |i− 1|n = | − i|n
it is straightforward to demonstrate that
(Sk)ji = −µiνj (Rk+1)ji.
Consequently, we can write the equation (3.43) as
uik − nµi
r
∑
j=1
xjk
1
νj
(Rk+1)ji = 0. (3.44)
We use the equations (3.42) and (3.44) to express the vectors wi and xi via the vectors
ui and yi,
wik = − 1n
r
∑
j=1
(R−1k )ijyjk, xik =
1
n
r
∑
j=1
ujk
1
µj
(R−1k+1)jiνi.
As the result, we come to the following solution of the relations (3.27) and (3.28):
(Pi)kℓ = − 1nuik
r
∑
j=1
(R−1
ℓ
)ijyjℓ, (Qi)kℓ =
1
n
r
∑
j=1
ujk
1
µj
(R−1k+1)jiνiyiℓ.
Further, it follows from (3.39) and (3.40) that, to fulfill also (3.31)–(3.34), it is suffi-
cient to satisfy the equations
∂−yi = ν−1i
tc−yi, ∂+yi = νi
tc+yi, (3.45)
∂−ui = −µ−1i c−ui, ∂+ui = −µic+ui. (3.46)
The n-dimensional column vectors θρ, defined by the relation (3.13), are eigenvectors
of the matrices tc−, tc+, c− and c+,
tc−θρ = mǫ
ρ
nθρ,
tc+θρ = mǫ
−ρ
n θρ, c−θρ = mǫ
−ρ
n θρ, c+θρ = mǫ
ρ
nθρ,
and form a basis in the space Cn. Hence, the general solution of the equations (3.45)
and (3.46) can be written in the form
uik =
n
∑
ρ=1
ciρǫ
kρ
n e
−Zρ(µi), yik =
n
∑
ρ=1
diρ ǫ
kρ
n e
Z−ρ(νi),
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where ciρ, diρ are arbitrary constants and
Zρ(µ) = m(ǫ
−ρ
n µ
−1z− + ǫρnµz+).
Thus, we see that it is possible to satisfy (3.27), (3.28) and (3.31)–(3.34). This gives
us solutions of the Toda equations (2.28). Let us show that they can be written in a
simple determinant form.
Using (3.38) and (3.25), one gets
γ = ψ∞ = In +
r
∑
i=1
n
∑
k=1
hkPih
−k.
For the matrix elements of γ this gives the expression
γkℓ = δkℓ
(
1+ n
r
∑
i=1
(Pi)kk
)
= δkℓ
(
1−
r
∑
i,j=1
uik(R
−1
k )ijyjk
)
.
Hence, we have
Γα = 1−
r
∑
i,j=1
uiα(R
−1
α )ijyjα.
To this expression can also be given the form
Γα = 1− tuαR−1α yα,
where uα and yα are r-dimensional column vectors with the components uiα and yiα,
respectively.
We assume for convenience that the functions uiα and yiα are defined for arbitrary
integral values of α and
ui,α+n = uiα, yi,α+n = yiα.
The periodicity of Rα in the index α follows from the definition. It appears that it is
more appropriate to use quasi- periodic quantities u˜α, y˜α and R˜α defined as
u˜α = M
αuα, y˜α = N
−αyα,
R˜α = N
−αRαMα,
where N and M are diagonal r× r matrices given by
Nij = νiδij, Mij = µiδij.
For these quantities one has quasi-periodicity conditions
u˜α+n = M
nu˜α, y˜α+n = N
−ny˜α,
R˜α+n = N
−nR˜αMn.
The expression of the matrix elements of the matrices R˜α through the functions y˜iα and
u˜iα has a remarkably simple form [3]
(R˜α)ij =
1
νni − µnj
(
µnj
α−1
∑
β=1
y˜iβu˜jβ + ν
n
i
n
∑
β=α
y˜iβu˜jβ
)
. (3.47)
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In terms of the quasi-periodic quantities, for the functions Γα we have
Γα = 1− tu˜αR˜−1α y˜α,
and it can be shown that
Γα =
det(R˜α − y˜α tu˜α)
det R˜α
.
Using the explicit form of R˜α, one comes to the equality
R˜α+1 = R˜α − y˜α tu˜α,
Therefore, one can write [3]
Γα =
det R˜α+1
det R˜α
. (3.48)
3.3 Solitons through the rational dressing
To obtain a one-soliton solution one puts r = 1. In this case R˜α are ordinary functions
for which one has the expression
R˜α =
1
νn − µn
n
∑
ρ,σ=1
cρdσe
−Zρ(µ)+Z−σ(ν)
[
µn
α−1
∑
β=1
µβν−βǫ(ρ+σ)βn + νn
n
∑
β=α
µβ ν−βǫ(ρ+σ)βn
]
.
It is not difficult to verify that
µn
α−1
∑
β=1
µβν−βǫ(ρ+σ)βn + νn
n
∑
β=α
µβν−βǫ(ρ+σ)βn = (νn − µn)µα ν−α ǫ
(ρ+σ)α
n
1− µν−1ǫρ+σn
.
Thus one obtains the following expression for R˜α:
R˜α = µ
αν−α
n
∑
ρ,σ=1
cρdσe
−Zρ(µ)+Z−σ(ν) ǫ
(ρ+σ)α
n
1− µν−1ǫρ+σn
.
To obtain a solution which depends on only one combination of z− and z+ we
suppose that cρ is different from zero for only one value of ρ which we denote by I,
and that dσ is different from zero for only two values of σ which we denote by J and
K. In this case we arrive at a simplified version of R˜α, that is
R˜α = µ
αν−αcI e−ZI(µ)
[
dJ e
Z−J(ν) ǫ
(I+J)α
n
1− µν−1ǫI+Jn
+ dK e
Z−K(ν) ǫ
(I+K)α
n
1− µν−1ǫI+Kn
]
,
and the corresponding solution can be written as
Γα = µν
−1ǫI+Jn
1+ dǫ
(K−J)(α+1)
n e
Z−K(ν)−Z−J(ν)
1+ dǫ
(K−J)α
n e
Z−K(ν)−Z−J(ν)
,
where
d =
dK(1− µν−1ǫI+Jn )
dJ(1− µν−1ǫI+Kn )
.
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Making use of the freedom in multiplying a solution by a constant, we can write the
obtained solution as (3.18), where ρ = K− J, κρ is defined by (3.16), ζ = −iǫ−(K+J)/2n ν,
and δ is a constant introduced by the relation exp δ = d. Thus we arrive at the one-
soliton solution obtained before by the Hirota’s method.
In the case of r > 1 (multi-soliton construction) we suppose that for any i the
coefficients ciρ are different from zero for only one value of ρ which we denote by Ii,
and that the coefficients diσ are different from zero for only two values of σ which we
denote by Ji and Ki. This leads to the following expression for the matrix elements of
the matrices R˜α:
(R˜α)ij = ν
−α
i ǫ
Jiα
n dJie
Z−Ji(νi)
×
 1
1− µj ν−1i ǫ
Ij+Ji
n
+
dKi
dJi
eZ−Ki(νi)−Z−Ji(νi) ǫ
(Ki−Ji)α
n
1− µjν−1i ǫ
Ij+Ki
n
 µαj ǫIjαn cIj e−ZIj(µj).
Immediately we see from (3.48) that the solution in question has the form
Γα =
[
r
∏
i=1
µiν
−1
i ǫ
Ii+Ji
n
]
det R˜′α+1
det R˜′α
, (3.49)
where the matrices R˜′α are defined by
(R˜′α)ij =
1
1− µj ν−1i ǫ
Ij+Ji
n
+
dKi
dJi
eZ−Ki(νi)−Z−Ji(νi) ǫ
(Ki−Ji)α
n
1− µjν−1i ǫ
Ij+Ki
n
.
Using the matrices D defined in appendix A.1, we rewrite the expression for R˜′α in the
form
(R˜′α)ij = Dij(νǫ
−J
n , µǫ
I
n) +
dKi
dJi
ǫ
(Ki−Ji)α
n e
Z−Ki(νi)−Z−Ji(νi)Dij(νǫ−Kn , µǫIn).
It is clear that instead of R˜′i one can use in the relation (3.49) the matrices R˜
′′
i defined as
(R˜′′α )ij = δij +
dKi
dJi
ǫ
(Ki−Ji)α
n e
Z−Ki(νi)−Z−Ji(νi)
r
∑
k=1
Dik(νǫ
−K
n , µǫ
I
n)D
−1
kj (νǫ
−J
n , µǫ
I
n).
Using the equality (A.3), one comes to the expression
(R˜′′α )ij =
νi
r
∏
ℓ=1
ℓ 6=i
(νiǫ
−Ji
n − νℓǫ−Jℓn )
ǫ
Ji
n
r
∏
ℓ=1
(νiǫ
−Ji
n − µℓǫIℓn )
(Tα)ij
ǫ
Jj
n
r
∏
ℓ=1
(νjǫ
−Jj
n − µℓǫIℓn )
νj
r
∏
ℓ=1
ℓ 6=j
(νjǫ
−Jj
n − νℓǫ−Jℓn )
, (3.50)
where
(Tα)ij = δij + diǫ
(Ki−Ji)α
n e
Z−Ki(νi)−Z−Ji(νi) νiǫ
−Ki
n − νiǫ−Jin
νiǫ
−Ki
n − νjǫ−Jjn
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and, with a slight abuse of notation,
di =
dKiǫ
Ji
n
r
∏
ℓ=1
ℓ 6=i
(νiǫ
−Ki
n − νℓǫ−Jℓn )
r
∏
ℓ=1
(νiǫ
−Ji
n − µℓǫIℓn )
dJiǫ
Ki
n
r
∏
ℓ=1
ℓ 6=i
(νiǫ
−Ji
n − νℓǫ−Jℓn )
r
∏
ℓ=1
(νiǫ
−Ki
n − µℓǫIℓn )
.
Utilizing the expression (3.50) and having in mind the freedom in multiplying a solu-
tion by a constant, we write the solution under consideration as follows:
Γα =
detTα+1
detTα
.
Defining ρi = Ki − Ji, ζi = −iǫ−(Ki+Ji)/2n νi and introducing constants δi satisfying the
relations exp δi = di, one can write
(Tα)ij = δij + ǫ
ρiα
n exp[mκρi(ζ
−1
i z
− + ζiz+) + δi]
ǫ
−ρi/2
n ζi − ǫρi/2n ζi
ǫ
−ρi/2
n ζi − ǫρj/2n ζ j
. (3.51)
It is proved in appendix A.2 that
detTα+1 = 1+
r
∑
i=1
Eαi +
r
∑
ℓ=2
[
∑
1≤i1<i2<...<iℓ≤r
(
∏
1≤j<k≤ℓ
ηijik
)
Eαi1Eαi2 . . . Eαiℓ
]
, (3.52)
where the functions Eαi and ηijik are defined by the relations (3.15) and (3.19) respec-
tively. Thus, we come to the multi-soliton solutions which coincide with those ob-
tained by the Hirota’s method. The Hirota’s τ-functions (3.20) are given by the equal-
ity
τα = det Tα+1.
It is clear that the quantities ηijik here make the same sense as do the normal ordering
coefficients effectively describing the interaction between solitons in the vertex oper-
ators approach of Olive, Turok and Underwood [14, 15]. We refer the reader to the
papers [10, 34, 35] for some more specific properties of such coefficients.
4 Conclusion
In this paperwe have considered abelian Toda systems associatedwith the loop groups
of the complex general linear groups. We have reviewed two different approaches to
construct soliton solutions to these equations in the untwisted case, namely, the Hi-
rota’s and rational dressing methods. Subsequently, basic ingredients representing
soliton solutions within the frameworks of these methods have been explicitly related.
As we have seen in section 3.2, the rational dressing method allows one to construct
solutions to the loop Toda equations, presenting them as the ratio of the determinants
of specific matrices (3.47), (3.48), and they actually represent a class of solutions be-
ing wider than that formed by the soliton solutions of the Hirota’s method in section
30
3.1: By setting the initial-data coefficients arising in the rational dressing method to
some specific values we have shown in section 3.3 that the Hirota’s soliton solutions
are contained among the solutions constructed by the rational dressing approach.
Note also that the reduction to the systems based on the loop groups of the complex
special linear groups can easily be performed.
Our consideration can be generalized to Toda systems based on other loop groups,
such as twisted loop groups of the complex general linear groups, twisted and un-
twisted loop groups of the complex orthogonal and symplectic groups. However, one
should take into account that the change of field variables in the Hirota’s method is
more tricky there, and besides, when applying the rational dressing to obtain soliton
solutions, one faces that the pole positions of the dressing meromorphic mappings
and their inverse ones are to be related, just due to the group conditions. These cir-
cumstances make part of the formulae more intricate than in the general linear case
considered in the present paper. We will address to this problem and present our
results in some future publications.
This work was supported in part by the Russian Foundation for Basic Research
under grant #07–01–00234.
Appendix
A.1 Some properties of the matrices D
In this appendix we investigate r × r matrices D( f , g) with matrix elements given by
the equality
Dij( f , g) =
1
1− f−1i gj
=
fi
fi − gj .
Let us show that for the matrix elements of the inverse matrix D−1( f , g) one has the
representation
D−1ij ( f , g) =
r
∏
ℓ=1
ℓ 6=j
( fℓ − gi)
r
∏
ℓ=1
( f j − gℓ)
f j
r
∏
ℓ=1
ℓ 6=i
(gℓ − gi)
r
∏
ℓ=1
ℓ 6=j
( f j − fℓ)
. (A.1)
To prove the above equality one has to demonstrate that
r
∑
k=1
fi
r
∏
ℓ=1
ℓ 6=j
( fℓ − gk)
r
∏
ℓ=1
( f j − gℓ)
f j( fi − gk)
r
∏
ℓ=1
ℓ 6=k
(gℓ − gk)
r
∏
ℓ=1
ℓ 6=j
( f j − fℓ)
= δij. (A.2)
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Consider the set of meromorphic functions of z defined as
Fij( f , g, z) =
r
∏
ℓ=1
ℓ 6=j
( fℓ − z)
( fi − z)
r
∏
ℓ=1
(gℓ − z)
.
The residue of Fij( f , g, z) at infinity is equal to zero, therefore, the sum of the residues
at the point fi and at the points gℓ, ℓ = 1, . . . , r, is also zero. Hence we have the
following equality
r
∑
k=1
r
∏
ℓ=1
ℓ 6=j
( fℓ − gk)
( fi − gk)
r
∏
ℓ=1
ℓ 6=k
(gℓ − gk)
= −
r
∏
ℓ=1
ℓ 6=j
( fℓ − fi)
r
∏
ℓ=1
(gℓ − fi)
,
and, therefore,
r
∑
k=1
fi
r
∏
ℓ=1
ℓ 6=j
( fℓ − gk)
r
∏
ℓ=1
( f j − gℓ)
f j( fi − gk)
r
∏
ℓ=1
ℓ 6=k
(gℓ − gk)
r
∏
ℓ=1
ℓ 6=j
( f j − fℓ)
=
fi
r
∏
ℓ=1
ℓ 6=j
( fi − fℓ)
r
∏
ℓ=1
( f j − gℓ)
f j
r
∏
ℓ=1
( fi − gℓ)
r
∏
ℓ=1
ℓ 6=j
( f j − fℓ)
.
Now, taking into account the identity
r
∏
ℓ=1
ℓ 6=j
( fi − fℓ)/
r
∏
ℓ=1
ℓ 6=j
( f j − fℓ) = δij,
we see that the relation (A.2) is true. Thus the equivalent relation (A.1) is also true.
In a similar way one can prove the validity of the equality
r
∑
k=1
Dik( f˜ , g)D
−1
kj ( f , g) =
f˜i
r
∏
ℓ=1
ℓ 6=j
( f˜i − fℓ)
r
∏
ℓ=1
( f j − gℓ)
f j
r
∏
ℓ=1
( f˜i − gℓ)
r
∏
ℓ=1
ℓ 6=j
( f j − fℓ)
. (A.3)
A.2 Proof of relation (3.52)
Proceeding from the relation (3.51), one obtains
(Tα+1)ij = δij + Eαi
f˜i − fi
f˜i − f j
,
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where
f˜i = ǫ
−ρi/2
n ζi, fi = ǫ
ρi/2
n ζi. (A.4)
and the functions Eαi are defined by the relation (3.15). Then it is not difficult to get
convinced that
detTα+1 = 1+
r
∑
i=1
Eαi +
r
∑
ℓ=2
[
∑
1≤i1<i2<...<iℓ≤r
ηi1i2 ...iℓEαi1Eαi2 . . . Eαiℓ
]
, (A.5)
where
ηi1...iℓ = ∑
π∈Sℓ
sgn(π)
ℓ
∏
j=1
f˜ij − fij
f˜ij − fiπ(j)
.
As is customary, we denote by Sℓ the symmetric group on the set {1, 2, . . . , ℓ} and by
sgn(π) the signature of the permutation π.
For ℓ = 2 one has
ηi1i2 = 1−
( f˜i1 − fi1)( f˜i2 − fi2)
( f˜i1 − fi2)( f˜i2 − fi1)
=
( fi1 − fi2)( f˜i2 − f˜i1)
( f˜i1 − fi2)( f˜i2 − fi1)
.
Using the definition (A.4) of fi and f˜i, we see that the quantities ηi1i2 coincide with the
coefficients ηi1i2 defined by the relation (3.19).
Let us prove by induction that
ηi1i2 ...iℓ = ∏
1≤j<k≤ℓ
ηijik . (A.6)
Certainly, for ℓ = 2 the equality (A.6) is valid. Suppose that it is valid up to some fixed
value of ℓ and show that it is valid for its value incremented by one.
The group Sℓ can be identifiedwith a subgroup of Sℓ+1 formed by the permutations
π ∈ Sℓ+1 satisfying the condition π(ℓ + 1) = ℓ+ 1. Denote by πm, m = 1, . . . , ℓ, the
transposition exchanging m and ℓ+ 1 and represent the group Sℓ+1 as the union of the
right cosets Sℓπm. This allows us to write
ηi1...iℓiℓ+1 = ηi1 ...iℓ −
ℓ
∑
m=1
∑
π∈Sℓ
sgn(π)
ℓ+1
∏
j=1
f˜ij − fij
f˜ij − fiπ(πm(j))
. (A.7)
It is not difficult to realize that
∑
π∈Sℓ
sgn(π)
ℓ+1
∏
j=1
f˜ij − fij
f˜ij − fiπ(πm(j))
=
( f˜im − fim)( f˜iℓ+1 − fiℓ+1)
( f˜im − fiℓ+1)( f˜iℓ+1 − fim)
ηi1...iℓ
∣∣
f˜im= f˜iℓ+1
,
and that
ηi1 ...iℓ
∣∣
f˜im= f˜iℓ+1
=
ℓ
∏
j=1
j 6=m
( f˜iℓ+1 − f˜ij)( f˜im − fij)
( f˜im − f˜ij)( f˜iℓ+1 − fij)
ηi1 ...iℓ .
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Using these equalities in (A.7), we obtain
ηi1 ...iℓiℓ+1 = ηi1 ...iℓ
+ ηi1 ...iℓ
( f˜iℓ+1 − fiℓ+1)
ℓ
∏
j=1
( f˜iℓ+1 − f˜ij)
ℓ
∏
j=1
( f˜iℓ+1 − fij)
ℓ
∑
m=1
ℓ
∏
j=1
( f˜im − fij)
( f˜im − fiℓ+1)
ℓ+1
∏
j=1
j 6=m
( f˜im − f˜ij)
. (A.8)
Now consider a meromorphic function of z defined as
F( f , f˜ , z) =
ℓ
∏
j=1
(z− fij)
(z− fiℓ+1)
ℓ+1
∏
j=1
(z− f˜ij)
.
The equality of the sum of the residues of F( f , f˜ , z) to zero gives the relation
ℓ
∑
m=1
ℓ
∏
j=1
( f˜im − fij)
( f˜im − fiℓ+1)
ℓ+1
∏
j=1
j 6=m
( f˜im − f˜ij)
= −
ℓ
∏
j=1
( fiℓ+1 − fij)
ℓ+1
∏
j=1
( fiℓ+1 − f˜ij)
−
ℓ
∏
j=1
( f˜il+1 − fij)
( f˜iℓ+1 − fiℓ+1)
ℓ
∏
j=1
( f˜iℓ+1 − f˜ij)
.
Using it in (A.8), we come to the equality
ηi1...iℓiℓ+1 = ηi1 ...iℓ
ℓ
∏
j=1
( fij − fiℓ+1)( f˜iℓ+1 − f˜ij)
( f˜ij − fiℓ+1)( f˜iℓ+1 − fij)
= ηi1 ...iℓ
ℓ
∏
j=1
ηijiℓ+1
that gives (A.6). It is clear that (A.5) and (A.6) prove the validity of (3.52).
References
[1] A. N. Leznov and M. V. Saveliev, Group-theoretical methods for the integration of non-
linear dynamical systems, (Birkhauser, Basel, 1992).
[2] A. V. Razumov and M. V. Saveliev, Lie algebras, geometry and Toda-type systems,
(Cambridge University Press, Cambridge, 1997).
[3] A. V. Mikhailov, The reduction problem and the inverse scattering method, Physica 3D
(1981) 73–117.
[4] V. E. Zakharov and A. B. Shabat, Integration of nonlinear equations of mathematical
physics by the method of inverse scattering. II, Func. Anal. Appl. 13 (1979) 166–174.
[5] R. Hirota, The Direct Method in Soliton Theory, (Cambridge University Press, Cam-
bridge, 2004).
34
[6] T. Hollowood, Solitons in affine Toda field theories, Nucl. Phys. B384 (1992) 523–540.
[7] C. P. Constantinidis, L. A. Ferreira, J. F. Gomes and A. H. Zimerman, Connection
between affine and conformal affine Toda models and their Hirota’s solution, Phys. Lett.
B298 (1993) 88–94 [arXiv:hep-th/9207061].
[8] N. J. MacKay andW. A. McGhee, Affine Toda solutions and automorphisms of Dynkin
diagrams, Int. J. Mod. Phys. A8 (1993) 2791–2807, erratum ibid. A8 (1993) 3830
[arXiv:hep-th/9208057].
[9] H. Aratyn, C. P. Constantinidis, L. A. Ferreira, J. F. Gomes and A. H. Zimerman,
Hirota’s solitons in the affine and the conformal affine Toda models, Nucl. Phys. B406
(1993) 727–770 [arXiv:hep-th/9212086].
[10] Z. Zhu and D. G. Caldi, Multi-soliton solutions of affine Toda models, Nucl. Phys.
B436 (1995) 659–680 [arXiv:hep-th/9307175].
[11] A. G. Bueno, L. A. Ferreira and A. V. Razumov, Confinement and soliton solutions in
the SL(3) Toda model coupled to matter fields, Nucl. Phys. B 626 (2002) 463-499 (2002)
[arXiv:hep-th/0105078].
[12] P. E. G. Assis and L. A. Ferreira, The Bullough–Dodd model coupled to matter fields
[arXiv:0708.1342].
[13] D. I. Olive, M. V. Saveliev and J. W. R. Underwood, On a solitonic specialisation for
the general solutions of some two-dimensional completly integrable systems, Phys. Lett.
B311 (1993) 117-122 [arXiv:hep-th/9212123].
[14] D. I. Olive, N. Turok and J. W. R. Underwood, Solitons and the energy-momentum
tensor for affine Toda theory, Nucl. Phys. B401 (1993) 663–697.
[15] D. I. Olive, N. Turok and J. W. R. Underwood, Affine Toda solitons and vertex opera-
tors, Nucl. Phys. B409 (1993) 509–546 [arXiv:hep-th/9305160].
[16] A. P. Fordy and J. Gibbons, Integrable nonlinear Klein–Gordon equations and Toda
lattices, Commun. Math. Phys. 77 (1980) 21–30.
[17] V. B. Matveev and M. A. Salle, Darboux Transformations and Solitons (Heidelberg,
Springer, 1991).
[18] H. Ch. Liao, D. I. Olive and N. Turok, Topological solitons in Ar affine Toda theory,
Phys. Lett. B298 (1993) 95–102.
[19] C. Rogers and W. K. Schief, Ba¨cklund and Darboux Transformations, Geometry and
Modern Applications in Soliton Theory (Cambridge, Cambridge University Press,
2002).
[20] Zi-Xiang Zhou, Darboux transformations and exact solutions of two-dimensional C
(1)
l
and D
(2)
l+1 Toda equations, J. Phys. A: Math. Gen. 39 (2006) 5727–5737.
[21] Kh. S. Nirov and A. V. Razumov, On Z-graded loop Lie algebras, loop groups, and
Toda equations, Theor. Math. Phys. 154 (2008) 385–404 [arXiv:0705.2681].
35
[22] A. Pressley and G. Segal, Loop Groups (Clarendon Press, Oxford, 1986).
[23] J. Milnor, Remarks on infinite-dimensional Lie groups, In: Relativity, Groups and
Topology II, eds. B. S. DeWitt and R. Stora (North-Holland, Amsterdam, 1984) p.
1007–1057.
[24] Kh. S. Nirov and A. V. Razumov, On Z-gradations of twisted loop Lie alge-
bras of complex simple Lie algebras, Commun. Math. Phys. 267 (2006) 587–610
[arXiv:math-ph/0504038].
[25] R. Hamilton, The inverse function theorem of Nash and Moser, Bull. Am. Math. Soc.
7 (1982) 65–222.
[26] A. Kriegl and P. Michor, Aspects of the theory of infinite dimensional manifolds, Diff.
Geom. Appl. 1 (1991) 159–176 [arXiv:math.DG/9202206].
[27] A. Kriegl and P. Michor, The Convenient Setting of Global Analysis, Mathematical
Surveys and Monographs, vol. 53, (American Mathematical Society, Providence,
RI, 1997).
[28] V. G. Kac, Infinite dimensional Lie algebras, 3rd ed. (Cambridge University Press,
Cambridge, 1994).
[29] V. V. Gorbatsevich, A. L. Onishchik and E. B. Vinberg, Structure of Lie Groups and
Lie Algebras, In: Lie Groups and Lie Algebras III, Encyclopaedia of Mathematical
Sciences, v. 41 (Springer, Berlin, 1994).
[30] Kh. S. Nirov and A. V. Razumov, Toda equations associated with loop
groups of complex classical Lie groups, Nucl. Phys. B782 (2007) 241–275
[arXiv:math-ph/0612054].
[31] A. V. Mikhailov, M. A. Olshanetsky and A. M. Perelomov, Two-dimensional gener-
alized Toda lattice, Commun. Math. Phys. 79 (1981) 473–488.
[32] G. Tzitze´ica, Sur une nouvelle classe de surfaces, Rendiconti del Circolo Matematico
di Palermo, 25 (1908) 180–187.
[33] R. K. Dodd and R. K. Bullough. Polynomial conserved densities for the sine-Gordon
equations, Proc. R. Soc. Lond. A 352 (1977) 481–503.
[34] E. J. Beggs and P. R. Johnson, Inverse scattering and solitons in An−1 affine Toda field
theories, Nucl. Phys. B484 (1997) 653–681 [arXiv:hep-th/9610104].
[35] E. J. Beggs and P. R. Johnson, Inverse scattering and solitons in An−1 affine Toda field
theories. II, Nucl. Phys. B529 (1998) 567–587 [arXiv:hep-th/9803248].
36
