Maintenance scheduling for geographically dispersed assets intricately and closely depends on the availability of maintenance resources. The need to have the right spare parts at the right place and at the right time inevitably calls for joint optimization of maintenance schedules and logistics of maintenance resources. The joint decision-making problem becomes particularly challenging if one considers multiple options for preventive maintenance operations and multiple delivery methods for the necessary spare parts. In this paper, we propose an integrated decision-making policy that jointly considers scheduling of preventive maintenance for geographically dispersed multi-part assets, managing inventories for spare parts being stocked in maintenance facilities, and choosing the proper delivery options for the spare part inventory flows. A discrete-event, simulation-based meta-heuristic was used to optimize the expected operating costs, which reward the availability of assets and penalizes the consumption of maintenance/logistic resources. The benefits of joint decision-making and the incorporation of multiple options for maintenance and logistic operations into the decision-making framework are illustrated through a series of simulations. Additionally, sensitivity studies were conducted through a design-of-experiment (DOE)-based analysis of simulation results. In summary, considerations of concurrent optimization of maintenance schedules and spare part logistic operations in an environment in which multiple maintenance and transpiration options are available are a major contribution of this paper. This large optimization problem was solved through a novel simulation-based meta-heuristic optimization, and the benefits of such a joint optimization are studied via a unique and novel DOE-based sensitivity analysis.
Introduction
For geographically distributed systems of degrading assets and maintenance facilities serving these assets, such as assets and maintenance facilities in airlines and oil/gas extraction companies, preventive maintenance (PM) scheduling is a challenging decision-making problem because of its inherent interactions with the availability of the required maintenance resources. As PM operations are aimed at ensuring the assets' availability by replacing degraded parts before they actually fail, getting the right amounts and types of spares parts to the right places at the right time is of paramount importance for a successful PM execution. Therefore, the spare parts logistics (SPL), including inventory levels in maintenance facilities and the transportation options to deliver the spare parts, should be considered along with the maintenance schedules.
• A central warehouse is the primary source for all new spare parts and plays two roles in the spare part inventory flow-replenishing spare parts for the maintenance centers following a (s, S) replenishment policy [25] , or providing spare parts directly to the assets as emergency orders when the maintenance order could not be satisfied from a maintenance center. Infinite inventory levels of spare parts are assumed for the central warehouse.
• A maintenance center fulfills maintenance orders from the nearby assets by shipping new undegraded spare parts to their operating sites. It is assumed to have finite inventory levels of spare parts and any maintenance order that cannot be immediately fulfilled by the maintenance center is serviced via an emergency order to the central warehouse.
•
The term asset is used to refer to a machine that can be operated independently to generate revenue. It is assumed that there is a fleet of geographically dispersed assets in the system, labeled A 1 , A 2 , . . . , A J . An asset consists of multiple independent working parts and can only operate properly if all its parts behave properly.
The term working part is used to refer to a basic unit of an asset. An asset A j (1 ≤ j ≤ J) is assumed to be made up of K j serially connected parts, labeled P j,1 , P j,2 , . . . , P j,K j . Degradation process of a part P j,k is characterized by a reliability function, D j,k (·), representing the distribution of that part's usage time to failure. From the point of view of logistics, a working part on an asset corresponds to a certain type of a spare part that needs to be stored in the maintenance center. During a preventive or reactive maintenance intervention, a new spare part should be shipped either from the maintenance center or directly from the central warehouse to replace the degraded working part. DOE-based sensitivity analysis. Section 5 provides conclusion of this research and outlines several possible avenues for future work.
Methodology

Problem Statement
As illustrated in Figure 1 , the topology of the SPL system considered in this paper is a three-level logistic network, consisting of a central warehouse, a maintenance center, and a set of multiple assets. Furthermore, the assets are assumed to have multi-part structure, each consisting of multiple independent working parts. These entities are explained in more detail below.
•
The term asset is used to refer to a machine that can be operated independently to generate revenue. It is assumed that there is a fleet of geographically dispersed assets in the system, labeled 1 , 2 , … , . An asset consists of multiple independent working parts and can only operate properly if all its parts behave properly.
The term working part is used to refer to a basic unit of an asset. An asset (1 ≤ ≤ ) is assumed to be made up of serially connected parts, labeled ,1 , ,2 , … , , . Degradation process of a part , is characterized by a reliability function, , (•) , representing the distribution of that part's usage time to failure. From the point of view of logistics, a working part on an asset corresponds to a certain type of a spare part that needs to be stored in the maintenance center. During a preventive or reactive maintenance intervention, a new spare part should be shipped either from the maintenance center or directly from the central warehouse to replace the degraded working part. In this paper, a continuous-review inventory system is considered and an (s, S) replenishment policy is followed to manage spare part inventories in the maintenance centers. Let 1 , 2 , … , denote all spare parts needed to be stocked in a maintenance center. For a spare part , the re-order inventory level (corresponding to s in the replenishment policy) indicates the critical level of this spare part that triggers a replenishment order with batch size (corresponding to s-S in the replenishment policy), indicating the number of the spare parts to be shipped from the central In this paper, a continuous-review inventory system is considered and an (s, S) replenishment policy is followed to manage spare part inventories in the maintenance centers. Let SP 1 , SP 2 , . . . , SP I denote all spare parts needed to be stocked in a maintenance center. For a spare part SP i , the re-order inventory level y i (corresponding to s in the replenishment policy) indicates the critical level of this spare part that triggers a replenishment order with batch size z i (corresponding to s-S in the replenishment policy), indicating the number of the spare parts to be shipped from the central warehouse to that maintenance center. Furthermore, the replenishment cost per order (S i ) is assumed to be a linear function of the batch size (z i ), or more formally,
where S f ix i denotes the fixed replenishment handling cost and S add i denotes the additional cost to have one more spare part added to the replenishment order.
From the side of maintenance decisions, the so-called reactive maintenance policy is assumed [1] , that is to say, both PM and reactive (unscheduled) maintenance (RM) intervention involve a new spare part replacing the broken or severely degraded working part on the asset. Moreover, a usage-based PM triggering policy is considered, which means that a PM triggering usage level x j,k is set for each working part P j,k , indicating the part's critical usage level at which a PM operation is initiated.
Once initialized, a complete maintenance order consists of two phases: transportation and execution.
(1) Transportation consists of shipping the ordered spare part to the asset A j from the maintenance center as a normal order, or from the central warehouse as an emergency order, with the lead times following the distributions MT j (·) and CT j (·), respectively.
During RMs, a significant portion of the asset downtimes are caused by the waiting times for the new spare part. Therefore, several expedited shipping options will be considered, with faster ones incurring more costs. More formally, decision variable u j will be used to denote the relative acceleration of the expedited shipping option compared with normal delivery to the asset A j , with its influence on the lead time distributions (though we do not explicitly model holding costs accrued for parts in transport, these costs are present in the model via the transport costs associated with each transport option) and expedited shipping costs as follows:
Lead time from the maintenance center to A j following the distribution MT j 1 + u j * t .
Lead time from the central warehouse to A j following the distribution CT j 1 + u j * t .
Expedited shipping cost to accelerate an RM delivery to the asset A j given by T j * u j .
Obviously, decision variable u j scales the delivery times, with, for example, u j = 0 corresponding to no acceleration in deliveries, u j = 1 doubling the speed of deliveries, u j = 2 tripling that speed, and so on.
(2) Execution is essentially the process in which the target part on the asset is replaced with the newly delivered spare part, resulting in a maintenance intervention. The times needed to execute maintenance interventions will be referred to as repair times.
It is assumed that an RM always restores the part P j,k to as-good-as-new condition, or, in other words, RM operations are assumed to be so-called perfect maintenance operations. However, it is assumed that PM operations of various performance qualities are available, with different costs and repair times. The character of a PM on an asset A j will be described by the PM recovery rate v j , representing its relative quality compared with a perfect PM. The decision variable v j is assumed to take discrete values between 0 and 1 (v j = 1 indicates a perfect PM and v j = 0 indicates a minimal repair), influencing the PM-related parameters as follows:
• Usage to failure of the part P j,k after PM following the distribution D j,k
• PM cost per order on the part P j,k given by
In the above, α > 0 denotes the relative quality of a minimal repair compared to a perfect operation, M f ix j,k (RT f ix j,k ) denotes the fixed PM cost (time), and M add j,k (RT add j,k ) denotes the additional cost (time) to improve PM performance.
Stochastic Optimization Formulation
In this paper, we will seek an integrated decision-making policy for the usage levels triggering PMs for working parts (please note that we here evaluate just a purely usage-based PM policy, without considerations of other options, such as, e.g., opportunistic maintenance. Such additional maintenance options can be incorporated into the same simulation-based framework, though such considerations remain outside the scope of this paper.) (x j,k − s), re-order and target inventory levels for spare parts being stocked in the maintenance centers (y i − s and z i − s), the expedited delivery rates for RMs (u j − s), and the recovery rates of PMs (v j − s). More formally, the integrated decision-making policy will be pursued through the following stochastic optimization,
where the terms are explained in Table 1 . The objective function in (1) represents the expected unit-time operating cost of the system. The expectation operator is applied because of the random effects induced by the reliability of working parts and the delivery delays of spare parts. For each integrated decision, these random effects are captured by discrete-event simulation and the expected operating costs are estimated through averaging of the objective function values obtained from multiple replications of simulations.
One can see that the cost function in (1) consists of three groups of costs: (i) inventory-related costs, including the cost to hold spare parts inventories in the maintenance center and the cost to order replenishment for the maintenance center; (ii) penalties for the asset downtimes; and (iii)
maintenance costs incurred by execution of PM and RM operations. This objective function penalizes the consumption of maintenance and logistic resources, while rewarding the asset availability. Obviously, this is a relatively simple cost function and one may likely need to choose cost parameters and/or incorporate other potential operating costs, such as emergency ordering costs and unfulfilled contract penalties. In effect, different companies, and often different parts of the same company, operate with different cost functions and cost parameters, necessitating adequate changes in the optimization Formulation (1). A simulation-based meta-heuristic optimization approach to solving the optimization problem (1), which will be elaborated in the next section, allows such alterations to the objective function, and was one of the main reasons for choosing such an optimization approach.
Simulation-Based Optimization Approach
In this section, we will describe a simulation-based meta-heuristic optimization procedure that pursues joint maintenance triggering, inventory management, and transportation selection policy as a solution to the optimization problem (1).
The simulation-based optimization has become a powerful paradigm for decision-making in the area of SPL and maintenance scheduling as a result of its flexibility in accommodating advanced system operations, as well as complex cost structures observed in real-world systems [4, 5, 10, 15] . In this paper, discrete-event simulations were utilized to estimate the expected operating cost for a candidate solution, which is then fed back into a meta-heuristic algorithm to guide the movements towards improved candidate solutions.
The optimization procedure pursued in this paper is based on the genetic algorithm (GA) paradigm [26] . Generally speaking, GA is a search heuristic that mimics the process of natural evolution. Each candidate solution, (X, Y, Z, U, V), is represented by five chromosome portions, each of which is a decision vector relevant to the PM triggers, replenishment triggers, replenishment batch sizes, RM delivery speeds, and PM qualities, respectively (specifically, we have X = (x 1,1 , x 1,2 . . . ,
. . , u J , and V = v 1 , v 2 , . . . , v J ). The GA evolution starts from N randomly generated candidate solutions as the initial population, labeled
The fitness of each candidate solution in the population is taken to be inversely proportional to the expected operating cost of the system obtained via multiple simulation replications of system operations under the decision-making policy represented by that candidate solution. In order to generate offspring candidate solutions for the next generation, selection, crossover, and mutation operators are applied to the current generation. These operators are described below.
• Selection operator: A pair of parent solutions, namely
are chosen from the current generation g to mate and produce offspring candidate solutions for the next generation g + 1, with a probability of selection being proportional to their fitness (in the GA literature, this is also known as fitness proportionate selection) [26] .
•
Crossover operator: For a pair of selected parent solutions, a single-point crossover operator is executed at a random point in each of the five chromosome portions, leading to five pairs of recombined chromosome portions, namely, {X a ,
an offspring solution is generated via randomly selecting a chromosome portion from each of the five pairs, while the remaining chromosome portions forms another offspring solution.
The above-described crossover operator is pictorially illustrated in Figure 2 .
• Mutation operator: To promote genetic diversity in the offspring population, each gene in an offspring solution chromosome is selected with a small probability (commonly referred to as the mutation probability), and its value is perturbed to an adjacent candidate in its candidate value set. (For example, assume that the PM triggering usage level x j,k takes values in X j,k = {35, 40, 45, 50} and the current value for this gene is x j,k = 40. If the mutation operator is performed on this gene, the decision will mutate into either x j,k = 35 or 45, with a small mutation probability.) Following Muckstadt [26] , N pairs of parent solutions are selected from the current generation, leading to the birth of 2N offspring solutions. If the top performing candidate solution in the parent generation has higher fitness than the 2N offspring candidates, it is added to the offspring population, thus enforcing the well-known concept of elitism in this GA [26] . From this set, the fittest N solutions are selected to form the next generation of candidate solutions.
Successive progression of generations yields ever-improving solutions, leading to lower expected operating cost of the system. The termination criterion for this algorithm is either a predetermined number of GA generations being reached, or the best candidate solution not being improved over a number of consecutive generations. The integrated decision-making policy is then taken to be the fittest candidate solution in the last GA generation, denoted by ( * , * , * , * , * ). Following Muckstadt [26] , N pairs of parent solutions are selected from the current generation, leading to the birth of 2N offspring solutions. If the top performing candidate solution in the parent generation has higher fitness than the 2N offspring candidates, it is added to the offspring population, thus enforcing the well-known concept of elitism in this GA [26] . From this set, the fittest N solutions are selected to form the next generation of candidate solutions.
Successive progression of generations yields ever-improving solutions, leading to lower expected operating cost of the system. The termination criterion for this algorithm is either a predetermined number of GA generations being reached, or the best candidate solution not being improved over a number of consecutive generations. The integrated decision-making policy is then taken to be the fittest candidate solution in the last GA generation, denoted by (X * , Y * , Z * , U * , V * ). Figure 3 illustrates the above-described algorithm. Following Muckstadt [26] , N pairs of parent solutions are selected from the current generation, leading to the birth of 2N offspring solutions. If the top performing candidate solution in the parent generation has higher fitness than the 2N offspring candidates, it is added to the offspring population, thus enforcing the well-known concept of elitism in this GA [26] . From this set, the fittest N solutions are selected to form the next generation of candidate solutions.
Successive progression of generations yields ever-improving solutions, leading to lower expected operating cost of the system. The termination criterion for this algorithm is either a predetermined number of GA generations being reached, or the best candidate solution not being improved over a number of consecutive generations. The integrated decision-making policy is then taken to be the fittest candidate solution in the last GA generation, denoted by ( * , * , * , * , * ). 
Results
Baseline System and Restricted Systems
The newly proposed integrated decision-making policy described in Section 2 is evaluated in a series of simulations. For the baseline system, a central warehouse is connected to a maintenance center that provides maintenance service to 20 geographically dispersed assets, as illustrated in Figure 4 . Altogether, 52 working parts are associated with the assets, and the corresponding spare parts (5 types of spare parts) need to be stocked in the maintenance facilities. Therefore, the integrated decision-making policy for the baseline system contains 102 decision variables, including 52 usage levels that trigger PM operations for the corresponding working parts, 5 re-order inventory levels and 5 replenishment batch sizes for managing spare part inventories in the maintenance center, 20 recovery rates that represent the quality of PM operations, and 20 acceleration rates that denote shipping options of the RM service. More details on the parameters of the baseline system can be found in Appendix A.
Results
Baseline System and Restricted Systems
The newly proposed integrated decision-making policy described in Section 2 is evaluated in a series of simulations. For the baseline system, a central warehouse is connected to a maintenance center that provides maintenance service to 20 geographically dispersed assets, as illustrated in Figure 4 . Altogether, 52 working parts are associated with the assets, and the corresponding spare parts (5 types of spare parts) need to be stocked in the maintenance facilities. Therefore, the integrated decision-making policy for the baseline system contains 102 decision variables, including 52 usage levels that trigger PM operations for the corresponding working parts, 5 re-order inventory levels and 5 replenishment batch sizes for managing spare part inventories in the maintenance center, 20 recovery rates that represent the quality of PM operations, and 20 acceleration rates that denote shipping options of the RM service. More details on the parameters of the baseline system can be found in Appendix A. The decision-making planning horizon ( ) is 365 × 5 time unis, and 100 replications of simulations are generated to estimate the unit-time operating cost for each candidate solution (this number of replications was selected in an ad hoc manner, by increasing the number of replications until their average effects did not change significantly with further increases). The simulation-based meta-heuristic algorithm described in Section 3 is repeated 10 times, with different randomly selected initial candidate solutions (i.e., 10 GA runs) to better explore the solution space [26] . In terms of computational costs, it always took less than 10 h to obtain a decision-making policy for this system on a relatively simple personal computer (Intel Core i5-3570 CPU, 16GB RAM, 64-bit Window 7). It should be noted that the simulation-based meta-heuristic optimization proposed in this paper is highly parallelizable (each candidate solution and each replication could be evaluated in parallel), and thus this algorithm could be greatly accelerated in a multi-processor environment [27] .
The integrated decision-making policy proposed in this paper is derived under the assumption that multiple options exist for PM execution, RM transportation, and the size of replenishment orders. Special cases of the integrated decision-making policy can be obtained by restricting some of those options, and the indicators, 1 , 2 , and 3 will be used to denote such restrictions in the following manner: The decision-making planning horizon (T) is 365 × 5 time unis, and 100 replications of simulations are generated to estimate the unit-time operating cost for each candidate solution (this number of replications was selected in an ad hoc manner, by increasing the number of replications until their average effects did not change significantly with further increases). The simulation-based meta-heuristic algorithm described in Section 3 is repeated 10 times, with different randomly selected initial candidate solutions (i.e., 10 GA runs) to better explore the solution space [26] . In terms of computational costs, it always took less than 10 h to obtain a decision-making policy for this system on a relatively simple personal computer (Intel Core i5-3570 CPU, 16GB RAM, 64-bit Window 7). It should be noted that the simulation-based meta-heuristic optimization proposed in this paper is highly parallelizable (each candidate solution and each replication could be evaluated in parallel), and thus this algorithm could be greatly accelerated in a multi-processor environment [27] .
The integrated decision-making policy proposed in this paper is derived under the assumption that multiple options exist for PM execution, RM transportation, and the size of replenishment orders. Special cases of the integrated decision-making policy can be obtained by restricting some of those options, and the indicators, I 1 , I 2 , and I 3 will be used to denote such restrictions in the following manner:
(1) I 1 = 0 denotes the existence of multiple PM operations with different quality levels, while I 1 = 1 corresponds to the situation with perfect PM only. Thus, I 1 = 1 implies fixing v j = 1 (1 ≤ j ≤ J) in the formulation (1). (2) I 2 = 0 denotes the existence of multiple spare parts shipping options for RM, while I 2 = 1 corresponds to normal RM delivery only. Thus, I 2 = 1 implies fixing u j = 0 (1 ≤ j ≤ J) in the Formulation (1). (3) I 3 = 0 denotes an (s, S) replenishment policy for spare parts inventory management in the maintenance center, while I 3 = 1 indicates an (S − 1, S) replenishment policy in which only one spare part is shipped as a replenishment order. Thus, I 3 = 1 implies fixing z i = 1 (1 ≤ i ≤ I) in the Formulation (1).
The benefits of considering multiple options for PM operations, RM deliveries, and replenishment size can be seen via the comparisons between the integrated decision-making policy and its special cases. As shown in Figure 5 , a restriction on any of the three options leads to the increase in the system operating costs. Moreover, a two-way analysis of variance (ANOVA) model [28] is used to study the statistical effects of these multiple-choice options. In other words, factorial ANOVA is used to study effects of factors I 1 , I 2 , and I 3 on the unit-time operating costs under the integrated decision-making policy. As is visible from Figure 5 , the main effects of I 1 , I 2 , and I 3 are all statistically significant, with a significance level of 0.01 or less, confirming the cost benefits of executing these multiple-choice options. Moreover, second order interaction effects of I 1 × I 2 and I 1 × I 3 are marginally significant, illustrating weak interactions between these factors (options). The benefits of considering multiple options for PM operations, RM deliveries, and replenishment size can be seen via the comparisons between the integrated decision-making policy and its special cases. As shown in Figure 5 , a restriction on any of the three options leads to the increase in the system operating costs. Moreover, a two-way analysis of variance (ANOVA) model [28] is used to study the statistical effects of these multiple-choice options. In other words, factorial ANOVA is used to study effects of factors 1 , 2 , and 3 on the unit-time operating costs under the integrated decision-making policy. As is visible from Figure 5 , the main effects of 1 , 2 , and 3 are all statistically significant, with a significance level of 0.01 or less, confirming the cost benefits of executing these multiple-choice options. Moreover, second order interaction effects of 1 × 2 and 1 × 3 are marginally significant, illustrating weak interactions between these factors (options). A more detailed analysis of system performance under different decision-making options shows that when 1 = 1 and 2 = 3 = 0 (PM operations restricted to perfect PM only), the PM service becomes less efficient in terms of increased repair interventions (+93.3%) and higher cumulative PM costs (+71.7%). Furthermore, when 2 = 1 and 1 = 3 = 0, the prolonged RM delivery delays the lead to an 11.0% increase in asset downtimes. Finally, when 3 = 1 and 1 = 2 = 0 (inventory management policy restricted to the (S-1, S) replenishment policy), more replenishment deliveries are needed (+120.3%), leading to the increase in the replenishment delivery costs. Please note that a detailed list of statistics describing the system performance under the integrated decision-making policy for the baseline and restricted systems is provided in Table A6 of Appendix A. A more detailed analysis of system performance under different decision-making options shows that when I 1 = 1 and I 2 = I 3 = 0 (PM operations restricted to perfect PM only), the PM service becomes less efficient in terms of increased repair interventions (+93.3%) and higher cumulative PM costs (+71.7%). Furthermore, when I 2 = 1 and I 1 = I 3 = 0, the prolonged RM delivery delays the lead to an 11.0% increase in asset downtimes. Finally, when I 3 = 1 and I 1 = I 2 = 0 (inventory management policy restricted to the (S−1, S) replenishment policy), more replenishment deliveries are needed (+120.3%), leading to the increase in the replenishment delivery costs. Please note that a detailed list of statistics describing the system performance under the integrated decision-making policy for the baseline and restricted systems is provided in Table A6 of Appendix A.
Sensitivity Analysis for Operating Costs under Integrated Policy
The ANOVA method can also be used to conduct sensitivity studies regarding various system parameters. In this section, the unit-time operating cost under the integrated decision-making policy is used as the response in a two-level factorial ANOVA, in which six input factors are considered. Specifically, factor F1 denotes the geographical dispersion level of the logistic network and factors F2-F6 are relevant to cost-related system parameters, denoting inventory holding cost per unit time, replenishment cost per order, PM quality improvement cost per order, penalty cost per unit downtime, and RM acceleration cost per order, respectively. Each factor is varied at two levels (low and high), resulting in 64 experimental levels in a 2 6 DOE. More details on the DOE settings can be found in Tables A7 and A8 of Appendix A.
In Figure 6 , significance levels for the 6 main effects and 15 interaction effects are shown as the result of ANOVA. The main effects of the geographical dispersion level (F1) and four cost-related factors (F2, F4-F6), along with some of their interaction effects (F1 × F2, F2 × F5, F4 × F5, F4 × F6, F5 × F6), were found to be critical to the system operating cost. The criticality of these effects is plausible, as changes in these factors directly affect either the maintenance scheduling or spare parts logistic planning in the integrated decision-making policy.
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varied at two levels (low and high), resulting in 64 experimental levels in a 2 6 DOE. More details on the DOE settings can be found in Tables A7 and A8 of Appendix A. In Figure 6 , significance levels for the 6 main effects and 15 interaction effects are shown as the result of ANOVA. The main effects of the geographical dispersion level (F1) and four cost-related factors (F2, F4-F6), along with some of their interaction effects (F1 × F2, F2 × F5, F4 × F5, F4 × F6, F5 × F6), were found to be critical to the system operating cost. The criticality of these effects is plausible, as changes in these factors directly affect either the maintenance scheduling or spare parts logistic planning in the integrated decision-making policy.
Moreover, it is interesting to see that the replenishment cost per order (F3) is only marginally significant to the operating cost under the integrated decision-making policy, while its interaction effect with another inventory-related cost parameter, inventory holding cot per unit time (F2), is more significant than its main effect. This illustrates the fact that when only the replenishment costs become expensive, the negative effects can be partially offset through properly adjusting the inventory management policy, such as shipping more spare parts in a replenishment batch. 
Conclusions and Future Work
In this paper, an integrated decision-making policy is proposed for concurrent preventive maintenance scheduling, spare parts inventory management and transportation planning in a system of geographically dispersed multi-part degrading assets and maintenance facilities that serve them. This integrated decision-making policy considers both perfect and imperfect maintenance options, as well as multiple shipping methods for spare part deliveries. This decision-making process was modeled as a stochastic optimization problem and was solved via a simulation-based optimization approach relying on a GA-based metaheuristic.
The integrated decision-making policy introduced in this paper was implemented in a series of simulations. The results illustrated statistically significant cost benefits of involving the options of multi-mode PM operations, expedited RM shipping, and flexible replenishment deliveries into the integrated decision-making process, while their interaction effects turned out to be only marginally Moreover, it is interesting to see that the replenishment cost per order (F3) is only marginally significant to the operating cost under the integrated decision-making policy, while its interaction effect with another inventory-related cost parameter, inventory holding cot per unit time (F2), is more significant than its main effect. This illustrates the fact that when only the replenishment costs become expensive, the negative effects can be partially offset through properly adjusting the inventory management policy, such as shipping more spare parts in a replenishment batch.
The integrated decision-making policy introduced in this paper was implemented in a series of simulations. The results illustrated statistically significant cost benefits of involving the options of multi-mode PM operations, expedited RM shipping, and flexible replenishment deliveries into the integrated decision-making process, while their interaction effects turned out to be only marginally significant according to a two-level ANOVA analysis. Furthermore, a DOE-based factorial analysis showed that operating costs under the integrated decision-making policy were sensitive to changes in geographical dispersion levels of the logistic network, as well as several maintenance/logistic cost parameters. Finally, the factorial analysis also illustrated that when only replenishment costs for spare parts become expensive, proper adjustment in inventory management under the integrated policy would allow the system to operate without a significant increase in operating costs.
Several possible avenues for possible future research can be identified. Firstly, the integrated decision-making process can be improved in the sense of robustness to uncertainties in the model parameters, which could be caused by limited availability of historical data or expert knowledge from which they need to be identified. Secondly, the assumptions of fixed network topology can be relaxed, leading to optimization of the maintenance facility locations and their interconnections with assets that need maintenance service. Finally, human resource planning also deserves further research, including optimization of the number, skills, and allocation of technicians needed to properly execute maintenance activities. 
Conflicts of Interest:
The authors declare no conflict of interest. The content of this paper is solely the responsibility of the authors and does not represent the official views of NSF.
Appendix
For all the examples studied in Section 4, the relevant system settings and parameters, as well as detailed simulation results, will be given in this appendix. Firstly, for the baseline example given in Section 4.1, the parameters that are uniform across the system are listed in Table A1 . Table A1 . System-uniform parameters in the baseline system. For the baseline system, parameters specifically related to an asset A j are given in Table A2 , with the description of each term listed below.
Symbol
• MT j (·): Lead time distribution for the asset A j to obtain new spare parts from the maintenance center.
• CT j (·): Lead time distribution for the asset A j to obtain new spare parts from the central warehouse.
• L j : Penalty per unit downtime of the asset A j .
• K j : Number of working parts inside the asset A j . The usage time to failure of a working part is assumed to be part type specific and follows a Weibull distribution. For each of the five spare part types, the distribution of its usage time to failure, along with its expected value and standard deviation, are listed in Table A3 . Altogether, there are 102 decision variables in the baseline example, including 52 usage levels that trigger PM operations for the corresponding working parts (x j,k − s), 5 inventory re-order levels that trigger replenishment from the central warehouse (y i − s) and 5 replenishment batch sizes (z i − s), 20 recovery rates (u j − s) that represent the quality of PM operations, and 20 acceleration rates (v j − s) that denote shipping options of the spare part delivery service. Each decision variable is assumed to take a value in a discrete value set, as described in Table A4 . Table A5 gives a complete list of parameters for the GA-based meta-heuristic, as well as the relevant computational times of the algorithm for optimization of the baselines system operations. The stopping criteria for the genetic algorithm are either the maximum number of iterations being reached, or the solution not being improved over a number of successive iterations. The algorithm is implemented in Java, on a relatively standard personal computer (Intel Core i5-3570 CPU, 16 GB RAM, 64-bit Win 7 system).
To quantitatively evaluate all examples presented in Section 4.1, a complete report of simulation results for the baseline system and restricted systems (R0-R6) is provided in Table A6 .
In Section 4.2, six factors are studied in the DOE analysis of the unit time operating costs under the integrated decision-making policy. A detailed description for each factor is listed in Table A7 and the unit time operating costs under the integrated policy with different system settings are provided in Table A8 . Table A8 . Operating costs under different system settings, with "L" denoting low level and "H" denoting high level. 
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