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Introduction
The original construction of the boundary of the Teichmüller space of an
hyperbolic surface S was made by Thurston using mostly techniques from
hyperbolic geometry. He saw the points of the Teichmüller space as projec-
tivized length spectra of hyperbolic structures on S, and he compactified the
space by adding, as a boundary, the projectivized spectra of measured lami-
nations on S, that played the role of degenerated hyperbolic structures. The
action of the mapping class group of the surface on the Teichmüller space
extended continuously to an action on the boundary. Thurston showed that
this action on the boundary preserved a natural piecewise linear structure
on it.
Later, Morgan and Shalen constructed the same boundary using dif-
ferent techniques, mostly from algebra and complex algebraic geometry
(see [MS84], [MS88], [MS88’]). In their construction they identify the Te-
ichmüller space with a connected component of the real part of a complex
algebraic set, namely the variety of all characters of representations of the
fundamental group of the surface in SL2(C). This variety was generated by
the trace functions Iγ , γ ∈ π1(S), and the compactification was made by tak-
ing the limit points of the ratios of the values [log(|Iγ(x)|+ 2)]γ∈π1(S). With
every boundary points they associated a valuation of the field of fractions of
an irreducible component of the character variety, and this valuation defined
in a natural way an action of π1(S) on a real tree (a generalization of an
ordinary simplicial tree), whose projectivized spectrum corresponded to the
boundary point. They also showed that every action of π1(S) on a real tree
induced, dually, a measured lamination on S, recovering the interpretation
of Thurston.
Note that the Teichmüller space has the structure of connected com-
ponent of a real algebraic set, while the boundary has a piecewise linear
structure. We can see a similar relation between the objects parametrized
by these spaces: interior points are parameters for Riemann surfaces that can
be seen as complex algebraic curves, while the boundary points parametrize
actions of π1(S) on real trees, a generalization of simplicial trees, that are
polyhedral objects. Hence both the construction of the boundaries and the
interpretation of boundary points seem to be the effect of a degeneration
from an algebraic object to a polyhedral object. Moreover the logarithms of
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polynomial functions degenerate to valuations.
This recalls directly some features of tropical geometry, the geometry of
the tropical semifield, a semifield T with R as the underlying set and max
and + as, respectively, addiction and multiplication. Polynomials (with
several variables) in this semifield are convex piecewise linear functions, and
their tropical “zero loci” are polyhedral subsets of Rn. Moreover there is a
deformation, the Maslov dequantization, of the semifield R>0 in the tropical
semifield. This deformation is made by taking logarithms of real numbers
with increasing bases. Variations of this construction have been used by Viro
([Vi]) and Mikhalkin ([Mi]) to describe the combinatorial patchworking the-
orem, and what they do is based on the fact that by Maslov dequantization
an algebraic variety (in the usual sense) can be deformed in a tropical va-
riety, a polyhedral set. A tropical variety can be described as the image,
through the componentwise valuation map, of an algebraic variety over a
non-archimedean field.
In this thesis we started to study in a systematic way the similarities
between tropical geometry and the construction of compactification of Te-
ichmüller spaces. We developed a general construction, in the framework of
tropical geometry, that, in the particular case of Teichmüller spaces gives
the Thurston boundary, with its piecewise linear structure, and the interpre-
tation of boundary point as actions of π1(S) on real trees. Then we searched
for other spaces of geometric structures that could be compactified with the
same techniques, and we chose the spaces of strictly convex projective struc-
tures on a manifold M , spaces that shares many properties with Teichmüller
spaces. We constructed a boundary for these spaces and we interpreted the
boundary points as actions of π1(M) on tropical projective spaces.
The work starts with a description of the variety of characters of repre-
sentations of a finitely generated group Γ in SLn(K). The space of all rep-
resentations Hom(Γ, SLn(K)) is an affine algebraic set. If K = C, it follows
from the theory in [MFK94] and [Pr76] that the set of all characters of rep-
resentations in Hom(Γ, SLn(C)) is an affine algebraic set Char(Γ, SLn(C))
with a natural map t : Hom(Γ, SLn(C)) −→ Char(Γ, SLn(C)) associat-
ing with each representation its character. We need similar results when
K = R. In this case, if we denote by Char(Γ, SLn(R)) the real part of
Char(Γ, SLn(C)), the map t : Hom(Γ, SLn(R)) −→ Char(Γ, SLn(R)) is not
surjective, hence the affine algebraic set Char(Γ, SLn(R)) is not in bijec-
tion with the set of all characters of representations in Hom(Γ, SLn(R)).
We prove that the image of t is closed, identifying the set of characters
with a closed semi-algebraic subset Char(Γ, SLn(R)), and that the image
through t of every closed (open) conjugation-invariant semi-algebraic subset
of Hom(Γ, SLn(R)) is closed (open) in Char(Γ, SLn(R)) (theorem 11 and
corollary 12). See chapter 1 for details.
Then we review some of the theory of geometric structures on man-
ifolds, focusing on the facts needed to prove that the Teichmüller space
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of a surface S is a closed semi-algebraic subset of Char(π1(S), SL2(R)),
and the space of strictly convex projective structures on an n-manifold M
is, under some hypotheses on π1(M), a closed semi-algebraic subsets of
Char(π1(M), SLn+1(R)), n ≥ 2. This last fact is based on some deep re-
sults of Benoist ([Be1], [Be2], [Be3]) and on corollary 12. See chapter 2 for
details.
Once we know that the spaces we are interested in are semi-algebraic, we
need to understand what happens when we apply the Maslov dequantization
to a real semi-algebraic set. The resulting set is called logarithmic limit set.
The logarithmic limit sets of complex algebraic sets are now usually called
tropical varieties, they have been studied extensively (see [Be71], [BG81],
[SS04], [EKL06] and [BJSST07]), using also other names like Bergman fans,
Bergman sets, Bieri-Groves sets or non-archimedean amoebas. In this case
the logarithmic limit set is a polyhedral complex of the same dimension as
the algebraic set, it is described by tropical equations and it is the image,
under the component-wise valuation map, of an algebraic set over an al-
gebraically closed non-archimedean field. We extend these results to the
logarithmic limit sets of real algebraic and semi-algebraic sets, using tech-
niques coming from o-minimal geometry and model theory. We can prove
that the logarithmic limit sets of real semi-algebraic sets (and of sets defin-
able in some o-minimal structures) are polyhedral complexes with dimension
less than or equal to the dimension of the semi-algebraic set, and they are
the image, under the component-wise valuation map, of an extension of the
semi-algebraic set to a carefully chosen real closed non-archimedean field,
the Hardy field H of a particular o-minimal structure on R. An analysis of
the defining equations and inequalities is carried out, showing that the loga-
rithmic limit set of a closed semi-algebraic set can be described by applying
the Maslov dequantization to a suitable formula defining the semi-algebraic
set. See chapters 3 and 4 for details.
Then we apply the Maslov dequantization to the Teichmüller space of
a surface S and to the space of convex projective structures on a manifold
M , satisfying some hypotheses on π1(M). More precisely, we construct
an inverse system of logarithmic limit sets, whose inverse limit we use to
construct a compactification. This inverse limit is a cone, and it is the image
of an extension of the space to a non-archimedean field. For the Teichmüller
spaces, the boundary constructed in this way is the Thurston boundary,
endowed with a natural piecewise linear structure, that is equivalent to the
one defined by Thurston. This shows how the piecewise linear structure on
the boundary is induced by the semi-algebraic structure on the interior part.
With the same techniques we construct a compactification for the spaces of
convex projective structures on a manifold. See chapter 5 for details.
Finally we investigate which objects can be used for the interpretation of
the boundary points. Points of the interior part of Char(π1(M), SLn+1(R))
correspond to representations of π1(M) on SLn+1(R), or, geometrically, to
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actions of the group on a projective space of dimension n. Points of the
boundary correspond instead to representations of the group in SLn+1(K),
where K is a non-archimedean field. We find a geometric interpretation of
these representations, as actions of the group on tropical projective spaces
of dimension n. Note that there exists a naif notion of tropical projective
space, the projective quotient of a free module Tn, but these spaces have
few invertible projective maps, hence they have few group actions. We
give a more general notion of tropical modules and, correspondingly, of
tropical projective spaces. We show that these objects have an intrinsic
metric, the tropical version of the Hilbert metric. This metric is invariant for
tropical projective maps, and the the topology induced by it is contractible.
Then we construct a special class of tropical projective spaces by using a
generalization of the Bruhat-Tits building for SLn to non-archimedean fields
with a surjective real valuation. See chapter 6 for details.
For the Teichmüller spaces, the boundary points are interpreted as ac-
tions of the fundamental group of the surface on real trees as in [MS84]. For
the space of convex projective structures we get, instead, a n-dimensional
generalization of real trees, with a metric and a structure of tropical projec-
tive space. We also show that every action of π1(M) on a tropical projective
space has an equivariant map from the universal cover of M to the tropical
projective space (see theorem 133). For Teichmüller spaces it is known that
this equivariant map induces a measured lamination on the surface. This
work can possibly lead to the discovery of analogous structures for the gen-
eral case. For example an action of π1(M) on a tropical projective space
induces a degenerate metric on the surface, and this metric can be used to
associate a length with each curve. Anyway it is not clear up to know how




Let Γ be a finitely generated group and K a field of characteristic 0. In
this chapter we describe the set of representations of Γ in GLn(K), denoted
by Hom(Γ, GLn(K)), and its behavior under the action by conjugation of
PGLn(K). The set Hom(Γ, GLn(K)) has a natural structure of affine alge-
braic set, well defined up to polynomial maps, and for this reason it will be
called the variety of representations. The set Hom(Γ, GLn(K))/PGLn(K)
does not have such a structure in general. Instead of considering the quotient
for the action of PGLn(K), it is convenient to consider the set of characters
of representations in Hom(Γ, GLn(K)).
If K is algebraically closed, the general methods of the geomet-
ric invariant theory, and some results about matrices invariants, make
it possible to construct an affine algebraic set Char(Γ, GLn(K)), with
a map t : Hom(Γ, GLn(K)) −→ Char(Γ, GLn(K)) in such a way that
Char(Γ, GLn(K)) is in natural bijection with the set of characters of repre-
sentations in Hom(Γ, GLn(K)), and the map t associate to every represen-
tation its character. Absolutely irreducible representations have the same
characters if and only if they are conjugated, hence the affine algebraic set
Char(Γ, GLn(K)) plays the role of the quotient Hom(Γ, GLn(K))/PGLn(K),
at least for irreducible representations.
We need to extend these results for the case of real closed fields. If
F is a real closed field, the affine algebraic set Char(Γ, GLn(F)) is not in
bijection with the set of characters of representations in Hom(Γ, GLn(K)),
as in this case the map t is not, in general, surjective. Anyway we can show
that in this case the set of characters is a closed semi-algebraic subset of
Char(Γ, GLn(F)), that we will denote by Char(Γ, GLn(F)), and that the map
t : Hom(Γ, GLn(K)) −→ Char(Γ, GLn(F)) sends closed invariant subsets in




We give some definitions about groups that are needed to read the sections
1.3 and 1.4. For the whole chapter k will be a field of characteristic 0, and
K ⊃ k an over-field.
1.1.1 Algebraic schemes
A k-algebraic scheme is a scheme X with a morphism of finite type
X −→ Spec(k). If X,Y are k-algebraic schemes, a k-morphism X −→ Y
is a morphism commuting with the given morphisms to Spec(k).
If X is a k-algebraic scheme, a natural extension is defined by X ×k
K −→ K that is a K-algebraic scheme. A K-valued point of X is a mor-
phism Spec(K) −→ X. If K is algebraically closed, such a point is called a
geometric point. The set of all K-valued points of X is denoted by X(K).
If A is a finitely generated k-algebra, the scheme X = Spec(A) is an
affine k-algebraic scheme. If a1, . . . , an generate A as a k-algebra, there
is a unique morphism φ : k[x1, . . . , xn] −→ A such that φ(xi) = ai. Let
I = ker(φ). Then there is a natural bijection between X(K) and the affine
algebraic set {x ∈ Kn | ∀f ∈ I : f(x) = 0}.
Vice versa, if V is an affine algebraic subset of Kn defined over k, we
denote by AV its ring of coordinates, a k-algebra. Then if X = Spec(AV ),
there is a natural bijection between V and X(K).
1.1.2 Algebraic groups
A k-algebraic group is given by a smooth k-algebraic scheme G and k-
morphisms µ : G×kG −→ G, β : G −→ G, e : Spec(k) −→ G satisfying the
usual identities. If G is a k-algebraic group, then the set G(K), with the
induced operations, is a group.
A k-algebraic subgroup of G is a closed k-algebraic subscheme of
G that is preserved by the operations of G. A k-homomorphism of k-
algebraic groups φ : G −→ H is a k-morphism preserving the group oper-
ations. Then kerφ is a normal k-algebraic subgroup of G, and Imφ is a
k-algebraic subgroup of H. If G and H are k-algebraic groups, then their
direct product G×k H has a canonical k-algebraic group structure.
If a k-algebraic group X is reduced, then it is smooth. A k-algebraic
group is connected (for the Zariski topology) if and only if it is irreducible.
There is a unique irreducible component G0 of G containing the neutral
element. It is called the identity component, and is a closed normal
subgroup of finite index.
11
1.1.3 Examples
For example, the additive group is defined as Ga = Spec(Q[x]), the affine
line, with group operation inherited by (Q,+). The set of K-points Ga(K)
is in bijection with K an affine algebraic set, with group structure (K,+).
The multiplicative group is defined as Gm = Spec(Q[x, y]/(xy − 1)),
with group operation inherited by (Q, ·). By definition, the set of K-points
Gm(K) is in bijection with {(x, y) ∈ K2 | xy = 1}, an affine algebraic set.
The projection on the first coordinate identifies it with K∗, with group struc-
ture (K∗, ·). A k-algebraic torus is a k-algebraic group that is isomorphic
to a group of the form (Gm ×Q Spec(k))n.
The most important examples for us are the groups of matrices. Let
A(GLn) = Q[(ai,j)i,j∈{1...n}, b]/ (b det(ai,j)− 1), and GLn = Spec(A(GLn)),
an affine Q-algebraic scheme, with the standard group operations. Let
Mn(K) denote the set of all n × n matrices with entries in K, an affine
space of dimension n2. The set of K-points GLn(K) is in bijection with the
general linear group of K, an affine algebraic set with a group structure.
By our definition, GLn(K) ⊂ {(ai,j , b) ∈ Mn(K) × K | b det(ai,j) = 1} an
affine algebraic set. The projection on Mn(K) gives the usual immersion
GLn(K) = {(ai,j) ∈Mn(K) | det(ai,j) 6= 0}
Similarly, let A(SLn) = Q[(ai,j)i,j∈{1...n}]/ (det(ai,j)− 1), and SLn =
Spec(A(SLn)), an affine Q-algebraic scheme, with the standard group op-
erations. Then the set of K-points SLn(K) is in bijection with the special
linear group of K, an affine algebraic set with a group structure:
SLn(K) = {(ai,j) ∈Mn(K) | det(ai,j) = 1}
Let A(SL±n ) = Q[(ai,j)i,j∈{1...n}]/ ((det(ai,j)− 1)(det(ai,j) + 1)), and
SL±n = Spec(A(SL±n )), an affine Q-algebraic scheme, with the standard
group operations. Then the set of K-points SL±n (K) is in bijection with the
group of matrices with determinant 1 or −1 with entries in K, an affine
algebraic set with a group structure:
SL±n (K) = {(ai,j) ∈Mn(K) | det(ai,j) = 1}
A representation of a k-algebraic group G is a k-homomorphism
G −→ GLn ×Q Spec(k).
The groups SLn and SL±n are Q-algebraic normal subgroups of GLn. A
linear k-algebraic group is a k-algebraic subgroup of GLn×QSpec(k). An
affine k-algebraic group is a k-algebraic group that is an affine scheme. A
theorem states that every affine k-algebraic group is isomorphic to a linear
k-algebraic group.
An algebraic group is reductive if its radical is a torus, and it is linearly
reductive if every representation of G is completely reducible. As we are in
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characteristic 0, G is reductive if and only if it is linearly reductive. In this
case, G′0 = [G0, G0] is semisimple, and there exists a torus T such that G0 is
isogenous to T ×G′0. Every semisimple algebraic group and every algebraic
torus is reductive, as is every general linear group.
1.1.4 Actions
A left k-action of a k-algebraic group G on a k-algebraic scheme X is given
by a k-morphism σ : G ×k X −→ X satisfying the usual rules. For this
subsection, let σ : G×k X −→ X be an action.
Let x : Spec(K) −→ X be a K-valued point. We denote by xK :
Spec(K) −→ X ×k Spec(K) its lift to the extension.
The orbit of x is the image of the map
ψx : G×k Spec(K)
(1G×xK)−→ G×k (X ×k Spec(K))
σ−→ X ×k Spec(K)
and it is denoted by O(x). An orbit is always locally closed.
Let I = Im(xK), a subscheme of X ×k Spec(K). The inverse image of I
through the map ψx is a K-algebraic subscheme of G ×k Spec(K), denoted
by S(x). This is a K-algebraic subgroup called the stabilizer of x.
The action is said to be transitive if there exists a k-valued point x
such that O(x) = X. In this case all the orbits of k-valued points are equal
to X, and X is said to be an homogeneous space. If an homogeneous
space is reduced, then it is smooth.
Let G be a k-algebraic group, and H be a k-algebraic subgroup. A
quotient of G by H is a pair (G/H, a), where G/H is an homogeneous
space for G, and a ∈ G/H is a base point whose isotropy group is H, such
that for every pair (X, b), where X is an homogeneous space and b ∈ X
is an element whose isotropy group contains H, there exists a unique G-
equivariant morphism φ : G/H −→ X with φ(a) = b.
A theorem states that a quotient always exists, and it is unique up to G-
equivariant isomorphisms. Moreover if G is affine, the quotient is also affine.
If H is a normal k-algebraic subgroup of G, then the quotient G/H inherits
a structure of k-algebraic group, and it is called the quotient group. If
the group G is affine, the quotient group is affine.
For example, let G = GLn, and let H be the subgroup of scalar multiples
of the identity. The subgroup H is a normal Q-algebraic subgroup, hence
the quotient PGLn = GLn/H is an affine Q-algebraic group, called the
projective general linear group. Similarly, if G = SLn, the quotient
PSLn = SLn/(H∩SLn) is an affine Q-algebraic group called the projective
special linear group.
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1.1.5 Properties of the linear group
We denote by π : GLn −→ PGLn and π : SLn −→ PSLn the quotient
maps. If K is algebraically closed, then π|SLn(K) : SLn(K) −→ PGLn(K)
is surjective and its kernel is the group Zn of n-th roots of unity of K. In
particular PGLn(K) = PSLn(K). If K is real closed, the behavior depends
on the parity of n. If n is odd, then π|SLn(K) : SLn(K) −→ PGLn(K) is
a bijection, and it identifies PGLn(K) = PSLn(K) = SLn(K). If n is
even, then PSLn(K) is a subgroup of index 2 in PGLn(K), and the kernel
of π|SLn(K) : SLn(K) −→ PSLn(K) is {±Id}. To unify the statements,
consider the map π|SL±n (K) : SL
±
n (K) −→ PGLn(K). In both cases this map
is surjective, with kernel {±Id}.
The group PGLn acts by conjugation on GLn, SLn, SL±n , PGLn and
PSLn. Given a field K, the action by conjugation of PGLn(K) extends to
Mn(K): for A ∈ PGLn(K), let Ā be a lift of A in GLn(K), the map
Ad(A) : Mn(K) 3 G −→ Ā−1GĀ ∈Mn(K)
is a K-algebra isomorphism of Mn(K). This induces a map
Ad : PGLn(K) −→ Aut(Mn(K))
The map Ad is injective because the center of GLn(K) is exactly the set of
multiples of the identity, and it is surjective by the Skolem-Noether theorem.
The fundamental invariant for this action is the trace function:
tr : Mn(K) −→ K
The trace defines a symmetric non-degenerate bilinear form:
Mn(K)×Mn(K) 3 (A,B) −→ tr(AB) ∈ K




Let Γ be a group. A representation of Γ is a group homomorphism ρ :
Γ −→ GLn(K) or ρ : Γ −→ PGLn(K).
A subspace H ⊂ Kn (H ⊂ KPn−1 for projective representations) is
invariant for a representation ρ if
∀γ ∈ Γ : ρ(γ)(H) ⊂ H
A representation ρ is irreducible if the only invariant subspaces are (0) and
Kn (if the only invariant subspace is KPn−1, for projective representations),
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else it is reducible. It is absolutely irreducible if it is irreducible as a
representation in GLn(F) (or PGLn(F)) where F is the algebraic closure of
K, else it is absolutely reducible.
An equivalent characterization of absolutely irreducible representations
is provided by the Burnside lemma:
Lemma 1. (Burnside) A representation ρ in GLn(K) (or PGLn(K)) is
absolutely irreducible if and only if the image ρ(Γ) (or the inverse image
π−1(ρ(Γ)), for projective representations) spans Mn(K) as a K-vector space.
Proof : See [Ba80, Lemma 1.2]. 2
Two representations ρ, ρ′ are conjugated if there exists a ∈ PGLn(K)
such that for all γ ∈ Γ we have
ρ(γ) = Ad(a)(ρ′(γ))
In this case we will write ρ ∼ ρ′. The character of a representation ρ is the
function
χρ : Γ 3 γ −→ tr(ρ(γ)) ∈ K
By the conjugation-invariance of the trace, two conjugated representations
have the same character. The converse holds for irreducible representations:
Proposition 2. Let ρ, ρ′ be two representations, and suppose that ρ is ab-
solutely irreducible. Then
ρ ∼ ρ′ ⇔ χρ = χρ′
Proof : (See also [Na00, Thm. 6.12] for a more general statement).
By the Burnside lemma there exist elements γ1, . . . , γn2 ∈ Γ such that
ρ(γ1), . . . , ρ(γn2) forms a basis of Mn(K). Let φ be the K-linear map
sending ρ(γi) in ρ′(γi). As tr(ρ(γi)ρ(γj)) = tr(ρ(γiγj)) = tr(ρ′(γiγj)) =
tr(ρ′(γi)ρ′(γj)), the map φ is orthogonal with reference to the bilinear form
defined by the trace, and, in particular, it is bijective.
First note that for every γ ∈ Γ, we have φ(ρ(γ)) = ρ′(γ): we have that
tr(φ(ρ(γ))ρ′(γi)) = tr(φ(ρ(γ))φ(ρ(γi))) = tr(ρ(γ)ρ(γi)) = tr(ρ′(γ)ρ′(γi).
We want to prove that φ is a K-algebra isomorphism. Given A,B ∈

























Hence φ is a K-algebra isomorphism sending ρ(γ) in ρ′(γ). By the
Skolem-Noether theorem, φ is the conjugation with an element of PGLn(K).
2
1.2.2 Algebraic structure
In the following Γ is assumed to be a finitely generated group and k ⊂ K, as
usual, fields of characteristic 0. Let G be a k-algebraic group. The set of all
group homomorphisms from Γ in G(K) will be denoted by Hom(Γ, G(K)).
A presentation of Γ is a surjective homomorphism P : Z(m) −→ Γ,
where Z(m) is the free group with m generators z1, . . . , zm. Given a presen-
tation P , its generators are the elements γi = P (zi) ∈ Γ, and its relations
are the elements of ker(P ) ⊂ Z(m).
Given a presentation P , the map
HP : Hom(Γ, G(K)) 3 ρ −→ (ρ(γ1), . . . , ρ(γm)) ∈ G(K)m
identifies Hom(Γ, G(K)) with the subset of all m-tuples of elements of G(K)
satisfying the relations of P .
Each of these relations states that a certain word in the generators
γ1, . . . , γm is equal to the identity, hence as the product G × G −→ G is
a morphism, the set of m-tuples in G(K)m satisfying the relation is closed.
Arbitrary intersection of closed is closed, hence the image of HP is a closed
subset of G(K)m.
If Q : Z(s) −→ Γ is another presentation, with generators δ1, . . . , δs, the
map c = HQ ◦ HP−1 can be written explicitly. For every i we choose a
ζi ∈ P−1(δi) ⊂ Z(m). Every ζi is a word
ζi = zsi1ji1 z
si2
ji2
· · · zsikijiki
for suitable multi-indices ji e si. The map c can be written as:
G(K)m 3 (g1 . . . gm) −→ (gs11j11 g
s12
j12
· · · gs1k1j1k1 , . . . ) ∈ G(K)
s
And this map is an invertible morphism, identifying the images of HP and
HQ.
The equations defining the image of HP depends only on P , and not
on the specific field K. Hence we can actually define a k-algebraic scheme
H = Hom(Γ, G), such that for every field K we have H(K) = Hom(Γ, G(K)).
If G is an affine k-algebraic group, the scheme Hom(Γ, G) is an affine k-
algebraic scheme, hence Hom(Γ, G(K)) can be embedded in an affine space
KM as an affine algebraic set. In this case G is isomorphic to a linear al-
gebraic group, hence the elements of Hom(Γ, G(K)) are representations of
16
Γ. For this reason, the scheme Hom(Γ, G) will be called representation
scheme, and the affine algebraic set Hom(Γ, G(K)) will be called repre-
sentation variety.
A group homomorphism h : Γ −→ ∆ induces a map:
h∗ : Hom(∆, G(K)) 3 ρ −→ ρ ◦ h ∈ Hom(Γ, G(K))
This map comes from a morphism h∗ : Hom(∆, G) −→ ∈ Hom(Γ, G). The
image of h∗ is closed. If h is surjective, the map h∗ is injective. Even if h is
injective, the map h∗ is not necessarily surjective.
A k-algebraic group homomorphism h : G −→ H induces a map:
h∗ : Hom(Γ, G(K)) 3 ρ −→ h ◦ ρ ∈ Hom(Γ,H(K))
This map comes from a morphism h∗ : Hom(Γ, G) −→ ∈ Hom(Γ,H). The
image of h∗ is closed. If h is injective, the map h∗ is injective. If h is
bijective, the map h∗ is bijective. Even if h is surjective, the map h∗ is not
necessarily surjective. If Γ is a free group, and h : G −→ H is surjective,
then every representation ρ : Γ −→ H can be lifted to a representation in
G, hence in this case the map h∗ is surjective.
Let ∆ be a finitely generated group, and h : Z(m) −→ ∆ a presen-
tation. Suppose G,H are algebraic groups with a surjective morphism
k : G −→ H. Then h∗ : Hom(∆,H) 3 ρ −→ ρ◦h ∈ Hom(Z(m),H) identifies
Hom(∆,H) with a closed subscheme Y ⊂ Hom(Z(m),H), and the inverse im-
age X = (k∗)
−1(Y ) through the map k∗ : Hom(Z(m), G) −→ Hom(Z(m),H)
is a closed subscheme of Hom(Z(m), G) with a canonical surjective map
X −→ Hom(∆,H).
Let H be a k-algebraic group acting on a K-algebraic group G. Then
the functor h −→ h∗, induces a canonical action of H on Hom(Γ, G). For
example, if G = GLn, SLn, SL±n , PGLn or , PSLn, the action of PGLn by
conjugation on G induces an action of PGLn on Hom(Γ, G).
1.2.3 Trace functions
For this section, let G = GLn, SLn or SL±n , an affine algebraic group. Every
γ ∈ Γ defines a polynomial function
τγ : Hom(Γ, G(K)) 3 ρ −→ χρ(γ) ∈ K
these functions comes from functions τγ ∈ A(Hom(Γ, G)) and they will be
called trace functions.
We denote by Hom(Γ, G(K))a.r.r. the subset of all absolutely reducible
representations. This subset is a closed algebraic subset, as in [Na00]. Let
γ1, . . . , γn2 be elements of Γ. Given a representation ρ, the elements ρ(γi)
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form a basis of Mn(K) if and only if the matrix (tr(ρ(γiγj))) is non-singular.
With {γi} we associate a discriminant function:




By the Burnside lemma, a representation is absolutely reducible if and only
if all discriminant functions are zero:
Hom(Γ, G(K))a.r.r. = {ρ | ∀γ1, . . . , γn2 ∈ Γ : ∆γ1,...,γn2 (ρ) = 0}
This defines a closed subscheme Hom(Γ, G)a.r.r.. By the Hilbert ba-
sis theorem, only a finite number of these equations are required. Hence
there exists a finite number of elements γ1, . . . , γs ∈ Γ such that for every
absolutely irreducible representation ρ, the matrices {ρ(γi)} spans Mn(K)
as a K-vector space. We define also Hom(Γ, G)a.i.r as the complement of
Hom(Γ, G)a.r.r., the set of absolutely irreducible representations, that is a
Zariski open subset.
Let V ⊂ Hom(Γ, G(K)) be an irreducible algebraic subset. We denote
by A(V ) its ring of coordinates, and by K(V ) its field of fractions. A point





aγi,j ∈ A(V ) as they are restriction of polynomial functions in Hom(Γ, G(K)).









invertible in K(V ). The map:





is the canonical representation in G(K(V )), that will be denoted by RV .




i,i = τγ .
Consider the action by conjugation of PGLn(K) on Hom(Γ, G(K)).
Proposition 3. Let V ⊂ Hom(Γ, G(K)) be an irreducible component. Then
V is invariant for the action of PGLn(K) by conjugation.
Proof : The same statement for n = 2 is proved in [CS83, prop. 1.1.1].
Consider the set V ×PGLn(K), this is the product of two irreducible affine
algebraic sets, hence it is an irreducible affine algebraic set. The map
f : V × PGLn(K) 3 (ρ,A) −→ Ad(A)(ρ) ∈ Hom(Γ, G(K))
is a regular map, hence the Zariski closure of the image f(V × PGLn(K))
is an irreducible affine algebraic set, hence it is contained in an irre-
ducible component of Hom(Γ, G(K)). But as V = f(V × {Id}), then
f(V × PGLn(K)) ⊂ V . 2
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1.3 Geometric invariant theory
In this section we review some basic facts of geometric invariant theory, see
[MFK94] for details. In the following k will be a field of characteristic 0,
K ⊃ k an over-field. G will be a k-algebraic group acting on a k-algebraic
scheme X.
1.3.1 Definition of quotients
We will denote by 1X : X −→ X the identity morphism, p1 and p2 are the
projections from X×kY to X and Y . If f : X −→ Y1 and g : X −→ Y2, then
they induce (f, g) : X −→ Y1×k Y2, and if f : X1 −→ Y1 and g : X2 −→ Y2,
then their product is denoted by f × g : X1 ×k X2 −→ Y1 ×k Y2. The map
∆ : X −→ X ×k X is the diagonal map.
The action σ is said to be
1. closed if for all geometric points x of X over some over-field K ⊃ k,
the orbit O(x) ⊂ X ×k Spec(K) is closed.
2. separated if the image of (σ, p2) : G×k X −→ X ×k X is closed.
3. proper if (σ, p2) is proper.
4. free if (σ, p2) is a closed immersion.
Note that a free action is also separated and proper.
Let (Y, φ) be a pair consisting of a pre-scheme Y over k and a k-morphism
φ : X −→ Y . The pair (Y, φ) is called a sub-quotient if the two maps
φ ◦ σ, φ ◦ p2 : G×k X −→ Y
are equal. Intuitively speaking, we ask that points in X in the same G-orbit
go in the same point of Y .
The pair (Y, φ) is called a categorical quotient if it is a sub-quotient
and if for every other sub-quotient (Z,ψ) there is a unique k-morphism
χ : Y −→ Z such that ψ = χ ◦ φ. A categorical quotient, it it exists, is
unique up to isomorphisms. Let (Y, φ) be a categorical quotient. By the
universal mapping property, if X is reduced, or connected, or irreducible, or
locally integral, or locally integral and normal, then also Y is.
The pair (Y, φ) is a semi-geometric quotient if
1. (Y, φ) is a sub-quotient.
2. φ is surjective.
3. The fundamental sheaf OY is the subsheaf of φ∗(OX) consisting of
invariant functions, i.e. if f ∈ Γ(U, φ∗(OX)) = Γ(φ−1(U),OX), then
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f ∈ Γ(U,OY ) if and only if, denoted by F : φ−1(U) −→ A1 the mor-
phism defined by f , the two maps
F ◦ σ, F ◦ p2 : G× φ−1(U) −→ A1
are equal.
The pair (Y, φ) is a universal categorical quotient if for every mor-
phism Y ′ −→ Y , denoted X ′ = X ×Y Y ′ and φ′ : X ′ −→ Y ′, then (Y ′, φ′)
is a categorical quotient of X ′ by G. Every universal categorical quotient is
a semi-geometric quotient.
The pair (Y, φ) is called a geometric quotient if:
1. (Y, φ) is a semi-geometric quotient.
2. The image of the map (σ, p2) : G×k X −→ X ×k X, is X ×Y X.
3. φ is submersive (i.e. a subset U ⊂ Y is open if and only if φ−1(U) is
open in X).
If a pair (Y, φ) is a geometric quotient, then it is also a categorical quo-
tient, hence it is also unique. If Y is a k-algebraic scheme and φ is of finite
type, then the condition on the image of the map (σ, p2) is equivalent to the
following condition: the geometric fibers of φ are precisely the orbits of the
geometric points of X, over an algebraically closed over-field K ⊃ k. If X is
normal and (Y, φ) is a geometric quotient, then Y is a k-algebraic scheme.
If a geometric quotient (Y, φ) exists, then the action is closed. The pre-
scheme Y is a scheme if and only if the action is separated. In this case, Y
is a k-algebraic scheme.
The pair (Y, φ) is a universal geometric quotient if for every mor-
phism Y ′ −→ Y , denoted X ′ = X ×Y Y ′ and φ′ : X ′ −→ Y ′, then (Y ′, φ′)
is a geometric quotient for of X ′ by G.
1.3.2 Actions of reductive groups
Proposition 4. Suppose that the pair (Y, φ) has the following properties:
1. it is a sub-quotient.
2. OY is the sheaf of invariants of φ∗(OX).
3. if W is an invariant closed subset of X, then φ(W ) is closed in Y .




Then (Y, φ) is a categorical quotient, and φ is dominating and submersive.
Proof : See [MFK94, Chap. 0, rem. 6]. 2
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Suppose that G is reductive, k has characteristic 0, and that X is a k-
algebraic affine scheme, i.e. X = Spec(R), where R is a finitely generated
k-algebra. The group G acts dually on R (see [MFK94, Chap. 1, def. 1.2-
1.3]). Let R0 be the subring of invariant functions, Y = Spec(R0), and
φ : X −→ Y be the morphism induced by the inclusion R0 −→ R.
Proposition 5. The pair (Y, φ) satisfy the hypotheses of the previous propo-
sition. Consequently:
1. R0 is a finitely generated k-algebra, hence Y is a k-algebraic affine
scheme.
2. (Y, φ) is a universal categorical quotient, hence it is a semi-geometric
quotient, and the map φ is universally submersive.
3. If W1 and W2 are two closed disjoint invariant subsets of X, there
exists an invariant function which is 0 on W1 and 1 on W2.
4. If the action of G on X is closed, then (Y, φ) is a universal geometric
quotient.
Proof : See [MFK94, Chap. 1, thm. 1.1]. 2
Proposition 6. Let U be an open invariant subscheme of X. The image of
φ|U is an open subscheme YU of Y . Then (YU , φ|U ) is a categorical quotient
for the action of G on U . The pair (YU , φ|U ) is a geometric quotient for the
action of G on U if and only if the geometric fibers of φ|U are precisely the
orbits of the geometric points of X, over an algebraically closed over-field
K ⊃ k.
Proof : The image of φ|U is open as φ is universally submersive. The
pair (YU , φ|U ) satisfies the hypotheses of the criterion, because (Y, φ) does,
hence it is a categorical quotient for the action of G on U . 2
Proposition 7. Let W be a closed invariant subscheme of X. The image
of φ|W is a closed subscheme YW of Y . Then (YW , φ|W ) is a categorical
quotient for the action of G on W .
Proof : The natural map p : R −→ A(W ) is a surjective ring homomor-
phism, commuting with the dual action of G. Let A0 ⊂ A(W ) be the subring
of invariant functions. Then, as G is reductive, p(R0) = A0 (see the discus-
sion after [MFK94, Chap. 1, def. 1.5]). Hence p∗ : Spec(A0) −→ Spec(R0)
is an immersion of Spec(A0) with image equal to φ(W ). 2
Let G be a reductive k-algebraic group k-acting on a k-algebraic scheme
X. A geometric point x of X is pre-stable with respect to the action if there
exists an invariant affine open subset U ⊂ X such that x is a point of U
and the action of G on U is closed. The set of pre-stable geometric points is
the set of geometric points of an open invariant subscheme (possibly empty)
Xs(Pre) of X.
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Proposition 8. The group G also acts on Xs(Pre). Then there exists a
universal geometric quotient (Y, φ) of Xs(Pre) by G. Moreover φ is affine,
and Y is a k-algebraic pre-scheme. Conversely, if U ⊂ X is an invariant
open set such that a geometric quotient (Z,ψ) exists and such that ψ is affine,
then U ⊂ Xs(Pre). Note that if G acts properly on U , and a geometric
quotient (Z,ψ) exists, then ψ is affine.
Proof : See [MFK94, Chap.1, prop. 1.9]. 2
Proposition 9. In the hypotheses of the above proposition, if, moreover,
X is affine, the universal geometric quotient of Xs(Pre) is a k-algebraic
scheme. If (Y, φ) is the universal categorical quotient, every open invariant
subset U of X such that (YU , φ|U ) is a geometric quotient is contained in
Xs(Pre).
Proof : Denoted Y ′ = φ(Xs(Pre)) and φ′ = φXs(Pre), then (Y
′, φ′)
is a universal categorical quotient for the action of G on Xs(Pre). As, by
previous assertion, this action has a universal geometric quotient, it coincides
with (Y ′, φ′). 2
1.4 Character varieties
1.4.1 General construction
Let G be an affine k-algebraic group, and let H be a reductive k-algebraic
group acting on G. Then H acts on Hom(Γ, G), again an affine k-algebraic
scheme.
We denote by A = A(Hom(Γ, G)) the ring of coordinates of Hom(Γ, G),
and by A0 the subring of invariant functions. By proposition 5, the ring A0
is finitely generated as a k-algebra. Let C ⊂ A0 be a finite set of generators.
Let K ⊃ k be an algebraically closed field, consider the map
t : Hom(Γ, G(K)) 3 ρ −→ f(ρ)f∈C ∈ K
Card(C)
We will denote by QH(Γ, G(K)) the Zariski closure of the image of this map,
an affine k-algebraic set whose ring of coordinates is isomorphic to A0.
The map t is dual to the inclusion map A0 −→ A, hence it is identi-
fied with the semi-geometric quotient Hom(Γ, G) = Spec(A) −→ SpecA0
defined in proposition 5. As this semi-geometric quotient is surjective, the
map t : Hom(Γ, G(K)) −→ QH(Γ, G(K)) is surjective. We set QH(Γ, G) =
Spec(A0).
If C ′ ⊂ A0 is another finite set of generators, the pair (QH(Γ, G(K)), t)
defined by C ′ is isomorphic to the previous one, hence this construction does
not depend on the choices.
Proposition 10. The map t : Hom(Γ, G(K)) −→ QH(Γ, G(K)) has the fol-
lowing properties:
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1. the map t is surjective.
2. if W is an invariant closed subset of Hom(Γ, G(K)), then t(W ) is
closed in QH(Γ, G(K)).






4. If W1,W2 ⊂ Hom(Γ, G(K)) are two closed disjoint invariant subsets,
then there exists an invariant function which is 0 on W1 and 1 on W2.
5. t is submersive (i.e. a subset U ⊂ QH(Γ, G(K)) is open if and only if
t−1(U) is open in Hom(Γ, G(K))).
Proof : If follows from proposition 5. 2
Let Hom(Γ, G)s(Pre) be the open subscheme of pre-stable points for the
action. Its image will be denoted by t(Hom(Γ, G)s(Pre)) = QH(Γ, G)s(Pre),
an open subscheme of QH(Γ, G). By proposition 9, the map
t|Hom(Γ,G)s(Pre) : Hom(Γ, G)
s(Pre) −→ QH(Γ, G)s(Pre)
is a geometric quotient. Hence, there is a natural bijection between the set-
theoretical quotient Hom(Γ, G(K))s(Pre)/H(K) and QH(Γ, G(K))s(Pre).
1.4.2 Functorial properties
Let h : Γ −→ ∆ be a group homomorphism. The image of the map
h∗ : Hom(∆, G) −→ Hom(Γ, G) is an invariant closed subscheme, as h∗
has closed image, and it is equivariant for the action of H. The composi-
tion map t ◦ h∗ : Hom(∆, G) −→ QH(Γ, G) has closed image, and it is a
sub-quotient, hence there is a unique map
h# : QH(∆, G) −→ QH(Γ, G)
such that t◦h∗ = h#◦t : Hom(∆, G) −→ QH(Γ, G). The map h# has closed
image.
If h is surjective, then h∗ is injective, identifying Hom(∆, G) with its
image. As h∗(Hom(∆, G)) is a closed invariant subscheme, by proposition
7, t : h∗(Hom(∆, G)) −→ h#(QH(∆, G)) is a semi-geometric quotient, hence
there exists a unique map k : h#(QH(∆, G)) −→ QH(∆, G) such that k◦t =
t ◦ (h#)−1. This map is the inverse of h#, hence h# is injective and it
identifies QH(∆, G) with its image h#(QH(∆, G)) ⊂ QH(Γ, G).
Let G′ be another affine k algebraic group with an action of H, and let h :
G −→ G′ be a k-algebraic group homomorphism, equivariant with respect
to the actions. The map h∗ : Hom(Γ, G) −→ ∈ Hom(Γ, G′) has closed
image, and as it is equivariant, its image is an invariant closed subscheme.
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The composition map t ◦ h∗ : Hom(Γ, G) −→ QH(Γ, G′) has closed image,
and it is a sub-quotient, hence there is a unique map
h# : QH(Γ, G) −→ QH(Γ, G′)
such that t◦h∗ = h#◦t : Hom(Γ, G) −→ QH(Γ, G′). The map h# has closed
image.
If h is injective, the map h∗ is injective, identifying Hom(Γ, G) with its
image. As h∗(Hom(Γ, G)) is a closed invariant subscheme, by proposition
7, t : h∗(Hom(Γ, G)) −→ h#(QH(Γ, G)) is a semi-geometric quotient, hence
there exists a unique map k : h#(QH(∆, G)) −→ QH(∆, G) such that k◦t =
t ◦ (h#)−1. This map is the inverse of h#, hence h# is injective, and it
identifies QH(∆, G) with its image h#(QH(∆, G)) ⊂ QH(Γ, G).
If h is bijective, then the map h# is bijective. Even if h is surjec-
tive, the map h# is not necessarily surjective. If Γ is a free group, and
h : G −→ H is surjective, then h∗ is surjective. As t ◦ h∗ = h# ◦ t :
Hom(Γ, G) −→ QH(Γ, G′), also h# is surjective.
Let ∆ be a finitely generated group, and let k : Z(m) −→ ∆ be a presen-
tation. Then k# : QH(∆, G′) −→ QH(Z(m), G′) identifies QH(∆, G′) with a
closed subscheme Y ⊂ QH(Z(m), G′), and the inverse image X = (h∗)−1(Y )
through the map h∗ : QH(Z(m), G) −→ ∈ QH(Z(m), G′) is a closed sub-
scheme of QH(Z(m), G) with a canonical surjective map X −→ QH(∆,H).
1.4.3 The case of representations
Everything becomes more explicit if we restrict to the more interesting case
for us, when G = GLn, SLn or SL±n , with the action by conjugation of
H = PGLn. The group G is affine, H is reductive, hence we are in the
hypotheses above.
In this case we can describe the ring A0 ⊂ A(Hom(Γ, G)) of invariant
functions. Note that the trace functions τγ belong to A0. Actually these
functions generate A0, and it is possible to find all the relations among them,
hence we can have a complete description of the ring A0 and of its spectrum
QPGLn(Γ, G).
The case of a free group Γ = Z(m), is studied in [Pr76]. There it is
proven A0 ring is generated, as a Q-algebra, by the set {τγ}γ∈Γ. Hence
there exists a finite set C ⊂ Γ such that the functions {τγ}γ∈C generate the
ring A0. Some of such C are described explicitly in [Pr76]. For example
let z1, . . . , zm be a free set of generators of Γ, and let C ⊂ Γ be the finite
set of all non-commutative monomials in z1, . . . , zm of degree less than 2n.
The paper [Pr76] also finds all the relations between the trace functions,
completing the description of QPGLn(Γ, G).
Let Γ be a finitely generated group and let P : Z(m) −→ Γ be
a presentation. The map P# : QPGLn(Γ, G) −→ QPGLn(Z(m), G), in-
duced by P , is injective, identifying QPGLn(Γ, G) with a closed sub-
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scheme of QPGLn(Z(m), G). Hence the ring A(QPGLn(Γ, G)) is a quotient
of A(QPGLn(Z(m), G)), hence if C ⊂ Z(m) is a set such that the func-
tions {τγ}γ∈C generate the ring A(QPGLn(Z
(m), G)), then the functions
{τγ}γ∈P (C) is a set of functions generating A(QPGLn(Γ, G)).
Let Γ be a finitely generated group, and C ⊂ Γ be a finite set such that
the functions {τγ}γ∈C generate the ring A0 = A(QPGLn(Γ, G)).
Consider the map
t : Hom(Γ, G(K)) 3 ρ −→ (τγ(ρ))γ∈C ∈ K
Card C
The image of this map is QPGLn(Γ, G(K)). The functions {τγ}γ∈C de-
termine the values of all the trace functions {τγ}γ∈Γ, hence, if ρ is a
representation, the point t(ρ) determines the character χρ. Hence the
points of QPGLn(Γ, G(K)) are in natural bijection with the characters of
the representations in Hom(Γ, G(K)), and for this reason the algebraic
set QPGLn(Γ, G(K)) will be called varieties of characters, and will be
denoted by Char(Γ, G(K)), the set of K-points of the algebraic scheme
Char(Γ, G) = QPGLn(Γ, G), the scheme of characters.
To avoid confusion, in the following we will denote by τγ the trace func-
tion relative to the element γ ∈ Γ when considered as a function on the
representation variety, and by Iγ the trace function relative to the element
γ ∈ Γ when considered as a function on the character variety.
Consider the invariant subsets Hom(Γ, G(K))a.r.r. and Hom(Γ, G(K))a.i.r
of, respectively, absolutely reducible and absolutely irreducible representa-
tions. As Hom(Γ, G(K))a.r.r. is closed, its image through t is closed, and will
be denoted by Char(Γ, G(K))a.r.r.. As Hom(Γ, G(K))a.i.r is open, its images
through t is open, and will be denoted by Char(Γ, G(K))a.i.r.. By proposi-
tion 2, Char(Γ, G(K))a.r.r. and Char(Γ, G(K))a.i.r. are disjoint. They are the
sets of K-points of algebraic schemes Char(Γ, G)a.r.r. and Char(Γ, G)a.i.r..
Consider the restriction of t to Hom(Γ, G)a.i.r.:
ta.i.r. : Hom(Γ, G)a.i.r. −→ Char(Γ, G)a.i.r.
This is a semi-geometric quotient, it is submersive, and, by proposition 2,
the geometric fibers of t are precisely the orbits of the geometric points
of Hom(Γ, G)a.i.r., over an algebraically closed over-field K ⊃ k. Hence
this is a geometric quotient, Hom(Γ, G)a.i.r. ⊂ Hom(Γ, G)s(Pre), and the
set-theoretical quotient Hom(Γ, G(K))a.i.r./PGLn(K) is in natural bijection
with Char(Γ, G(K))a.i.r..
Actually the action of PGLn on the open subscheme Hom(Γ, G)a.i.r. is
free (see [Na00, corol. 6.5]) and Hom(Γ, G)a.i.r. ⊂ Hom(Γ, G) is precisely
the subset of properly stable points for the action of PGLn with respect
to the canonical linearization of the trivial line bundle (see [MFK94, Chap.
1, def. 1.8] and [Na00, rem. 6.6]).
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1.4.4 Real closed case
We need a similar construction for real closed fields. If F ⊃ k is a real
closed over-field, and G = GLn, SLn or SL±n , the set of characters of
representations ρ : Γ −→ G(F) is not an affine algebraic set. Here we
will show that this set is a closed semi-algebraic set, and that the map
t : Hom(Γ, G(F)) −→ Char(Γ, G(F)) has properties similar to the proper-
ties it has in the algebraically closed case.
Let K = F[i], the algebraic closure of F. As the representation vari-
eties are defined over Q, if Hom(Γ, G(K)) ⊂ Km, we have Hom(Γ, G(F)) =
Hom(Γ, G(K)) ∩ Fn, and if Char(Γ, G(K)) ⊂ Ks, we have Char(Γ, G(F)) =
Char(Γ, G(K)) ∩ Fs.
The map t : Hom(Γ, G(K)) −→ Char(Γ, G(K)) is defined over Q, hence
t(Hom(Γ, G(F)) ⊂ Char(Γ, G(F)). Anyway t(Hom(Γ, G(F))) is not in gen-
eral the whole Char(Γ, G(F)). For example an irreducible representation of
Γ in SU2(C) has real character, but it is not conjugated to a representa-
tion in SL2(R) (see [MS84, prop. III.1.1] and the discussion for details).
Hence the F-algebraic set Char(Γ, G(F)) is not in a natural bijection with
the set of characters of representations in Hom(Γ, G(F)). We will denote
by Char(Γ, G(F)) the image of t|Hom(Γ,G(F)), the actual set of characters of
representations in Hom(Γ, G(F)).
In the following we will consider Fn as a topological space with the
topology inherited from the order of F, hence the words closed and open
refers to this topology. We will say Zariski closed and Zariski open if we
want to refer to the Zariski topology.
Theorem 11. Let R ⊂ Hom(Γ, G(F)) ⊂ Fm be a closed semi-algebraic set
that is invariant for the action of PGLn(F). Then the image t(R) under the
semi-geometric quotient map t is a closed semi-algebraic subset of Fs.
Proof : The idea of the proof is similar to the one of [CS83, prop. 1.4.4],
but here we deal with semi-algebraic sets, instead of algebraic sets over an
algebraically closed field.
The set t(R) is semi-algebraic as it is the image of a semi-algebraic set
via a polynomial map. To show that it is closed, let x0 be a point in the
closure of t(R). Suppose, by contradiction, that x0 is not in t(R).
By the curve-selection lemma (see [BCR98, Chap. 2, thm. 2.5.5]) there
exists a semi-algebraic map f : [0, ε] −→ FCard(C) such that f(0) = x0 and
F = f((0, ε]) ⊂ χ(R). The set F is a semi-algebraic curve.
Now we construct a semi-algebraic section s : F −→ R such that for
every x ∈ F , t(s(x)) = x. The set D = t−1(F ) is a semi-algebraic subset
of R. The map t|D : D −→ F induces a definable equivalence relation on
D: x ∼ y ⇔ t(x) = t(y). By the existence of definable choice functions (see
[Dr, Chap. 6, 1.2-1.3]) there exists a semi-algebraic map h : D −→ D such
that h(x) = h(y) ⇔ t(x) = t(y), and a semi-algebraic map k : h(D) −→ F
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such that t = k ◦ h. The map k is bijective, and its inverse k−1 = s is the
searched section.
Consider the image s(F ) ⊂ R ⊂ Fm. If it is bounded in Fm, then the
closure S of s(F ) is contained in R, and t(S) is closed (image of a closed,
bounded set, see [Dr, Chap. 6, 1.10]) hence it contains x0, a contradiction.
Hence the image s(F ) is unbounded.
We embed Fm and Fs in the projective spaces FPm and RPs. We denote
by R the closure of R in FPm, by t(R) the closure of t(R) in RPs and
by t : R −→ t(R) the extension of the map t, which exists because t is a
polynomial map.
If we see FPm as a closed and bounded algebraic subset of some FM ,
the image s(F ) is bounded in FM , its closure S for the order topology is
contained in R and t(S) is, as before, closed, hence there is a point y0 ∈ S ⊂
R such that t(y0) = x0.
Let E be the Zariski closure of s(F ) in FPm. Up to restricting f to
a smaller interval [0, ε′], we can suppose that E is an irreducible algebraic
curve (see [BCR98, Chap. 2, prop. 2.8.2]) containing y0. Let EK be the
extension of E to KPm. Let F(E) be the field of fractions of the curves E
and EK, with coefficients in F, and K(EK) the field of fractions of EK with
coefficients in K.
Let ẼK be the regular projective model of EK, i.e. a regular projective
curve with a morphism i : ẼK −→ EK that is a birational isomorphism (see
[Mu76, §7A, thm. 7.5]). We denote by Ẽ the inverse image i−1(E). Hence
there is an isomorphism K(EK) ' K(ẼK). Let ỹ0 be an element of i−1(y0).
As ỹ0 is a regular point, the local ring Oỹ0,ẼK is a UFD, and, as it has
dimension 1, its maximal ideal m
ỹ0,ẼK
is the unique prime ideal. Every
irreducible element π ∈ O
ỹ0,ẼK
generate a prime ideal, hence (π) = m
ỹ0,ẼK
,
hence all irreducible elements are associated. Let vK : K(EK)∗ −→ Z be the
π-adic valuation. We consider the restricted valuation v : F(E)∗ −→ Z, and
we denote O ⊂ F(E) the valuation ring.
Let RE : Γ −→ GLn(F(E)), the canonical representation. We want to
show that for every γ ∈ Γ, χRE (γ) ⊂ O, i.e. that all functions τγ don’t have
a pole in ỹ0. It is enough to show this for the functions {τγ}γ∈C , as all other
functions τγ are polynomials in these ones. As t(y0) = x0, a point in Fm, we
know that the functions {τγ}γ∈C have a finite value in y0, hence they don’t
have a pole in ỹ0.
Hence χRE : Γ −→ O. This implies that this representation is conju-
gated, via PGLn(F(E)), with a representation R′ : Γ −→ GLn(O) (see the
note after [MS84, prop. II.3.17]). Hence there exists a matrix M = (mi,j) ∈
GLn(F(E)) such that for all γ ∈ Γ, R′(γ) = MRE(γ)M−1.
Let U = E ∩ Hom(Γ, G(F)) \ { poles of the functions mi,j}, a Zariski
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open subset of E. We define the map
d : U 3 ρ −→ M(ρ)ρM(ρ)−1 ∈ Hom(Γ, G(F))
As for every ρ ∈ U , d(ρ) is conjugated to ρ, then t(ρ) = t(d(ρ)). Moreover,
for all ρ ∈ U ∩ R, d(ρ) ∈ R, as R is invariant. The map d extends to
a rational map d̃ : ẼK −→ Hom(Γ, G(K)), that is a morphism as ẼK is
regular. Then t ◦ d̃|Ẽ = t ◦ i|Ẽ , as this holds on an open subset. As the
representation R′ takes values in GLn(O), then d̃(y0) ∈ Hom(Γ, G(F)), and
as d(U ∩ R) ⊂ R, and y0 is in the closure of U , then d̃(y0) ∈ R. We have
t(d̃(y0)) = t(i|Ẽ(y0)) = x0, hence x0 is in the image t(R), a contradiction.
2
Corollary 12. The map
t : Hom(Γ, G(F)) −→ Char(Γ, G(F))
has the following properties:
1. The map t is surjective.
2. The set Char(Γ, G(F)) is a closed semi-algebraic set in natural bijection
with the set of characters of representations in Hom(Γ, G(F)).
3. If R is an invariant closed semi-algebraic subset of Hom(Γ, G(F)), then
t(R) is a closed semi-algebraic set.
4. If R is an invariant open semi-algebraic subset of Hom(Γ, G(F)), then
t(R) is a semi-algebraic set that is open in Char(Γ, G(F)).
5. If V is an irreducible component of Hom(Γ, G(F)), then the image t(V )
is a closed semi-algebraic set.
6. The image t(Hom(Γ, G(F))a.r.r.) is a closed semi-algebraic set, and it
will be denoted by Char(Γ, G(F))a.r.r..
7. The image t(Hom(Γ, G(F))a.i.r.) is a semi-algebraic set that is open in
Char(Γ, G(F)) and it will be denoted by Char(Γ, G(F))a.i.r..
8. The set Char(Γ, G(F))a.i.r. is in natural bijection with the set theoret-
ical quotient Hom(Γ, G(F))a.i.r./PGLn(F).








10. If W1,W2 ⊂ Hom(Γ, G(F)) are two closed disjoint invariant subsets,




Spaces of convex projective
structures
In this chapter we relate the material of the previous chapter with the theory
of geometric structures on manifolds. Given a geometry X = (X,G), and a
manifold M , we describe the deformation spaces of based X-structures on M ,
denoted by DX(M), and marked X-structures on M , denoted by TX(M) =
DX(M)/G (see below for all the definitions). We look for some geometry X
and for some interesting subsets of DX(M) and TX(M) that can be naturally
embedded as semi-algebraic subsets of, respectively, Hom(π1(M), G) and
QG(π1(M), G).
The first example, with X = H2, the hyperbolic plane, is given by the sets
of complete hyperbolic structures of finite area on a finite-type surface S. It
follows from the results of Morgan and Shalen that the space of based hyper-
bolic structures of finite volume on a surface S is a closed semi-algebraic sub-
set of Hom(π1(M), SL2(R)) and that space of corresponding marked hyper-
bolic structures is a closed semi-algebraic subset of Char(π1(M), SL2(R)).
An other example, with X = RPn, the projective space, is given by the
set of convex projective structures on an n-manifold M . It has been recently
proven by Benoist that, under suitable hypotheses on the fundamental group
π1(M), the space of based convex projective structures on a n-manifold M
is a union of connected components of Hom(π1(M), SLn+1(R)). Then it
follows from corollary 12 that the space of corresponding marked projective
structures is a union of connected components of Char(π1(M), SLn+1(R)),
hence a closed semi-algebraic subset.
2.1 Geometric structures
Let G be a K-algebraic group, with K = R or C. The Euclidean topology on
K induces a topology on the set of K-points G(K), making it a Lie group.
Most of what we are going to say holds for a general Lie group, but at some
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point, when dealing with representations in G(K), the hypothesis that it is
the set of K-points of an algebraic group will be essential.
2.1.1 Definitions
A geometry is a pair X = (X,G(K)), where X is an analytic manifold, and
G(K) is endowed with a transitive analytic action G(K)×X −→ X.
If U ⊂ X is open, a map f : U −→ X is locally-X if for each connected
component C ⊂ U there exists g ∈ G(K) such that g|C = f|C . Note that f
will be a local diffeomorphism. If U ⊂ X is a connected non-empty open
subset, and f : U −→ X is locally-X, then there exists a unique element
g ∈ G(K) such that g|U = f . This property is called unique extension
property.
Let M be a manifold. An X-atlas on M is a pair (U ,Φ) where U is
an open covering of M and Φ = {φU : U −→ X}U∈U is a collection of
coordinate charts such that for each pair U, V ∈ U the map
(φU )|U∩V ◦ (φ
−1
V )|φV (U∩V ) : φV (U ∩ V ) −→ φU (U ∩ V ) ⊂ X
is locally-X.
An X-structure on M is a maximal X-atlas and an X-manifold is a
manifold together with an X-structure on it. An X-manifold inherits a real
analytic structure from X. For example X itself is an X manifold, an atlas
on X being made by the identity map alone. The same way, every open
subset of X is an X-manifold.
Let M,N be two X-manifolds. A map f : M −→ N is said to be an X-
map if for each pair of charts φU : U −→ X, ψV : V −→ X (where U ⊂M
and V ⊂ N) the map
ψV ◦ f|f−1(V ) ◦ (φ−1U )φ(U∩f−1(V )) : φ(U ∩ f
−1(V )) −→ X
is locally-X. Note that every X-map is a local diffeomorphism. An invertible
X-map is a diffeomorphism, and its inverse is again an X-map. Maps of this
kind are called X-isomorphisms. The set of self isomorphisms of an X-
manifold M is denoted by AutX(M) = Aut(M). For example Aut(X) =
G(K). If Ω ⊂ X is a connected open subsets, then, by the unique extension
property
AutX(Ω) = {g ∈ G(K) | g(Ω) = Ω}
If f : M −→ N is a local diffeomorphism, then for every X-structure on
N there is a unique X-structure on M making f an X-map. In particular
every covering space of an X manifold has a canonical X-structure.
Vice versa if f : M −→ N is a covering, M is an X-manifold, and the
deck transformations of M are X-isomorphisms, then there is a unique X-
structure on N making f an X-map. In other words, if M is an X-manifold
and Γ ⊂ Aut(M) is a discrete subgroup which acts properly and freely on
30
M , then f : M −→ M/Γ is a covering and the quotient M/Γ has a canonical
X-structure.
2.1.2 Development maps
Let M be a simply connected X-manifold. The local X-structure on M can
be globalized in the following sense. Every coordinate chart φU : U −→ X
in the atlas can be extended in a unique way to an X-map D : M −→ X.
Such a map is called a development map for M . The development map
is unique in the following sense: if f : M −→ X is an X-map, then there
exists an X-automorphism ψ of M and an element g ∈ G(K) such that
f ◦ψ = g ◦D. The development map completely determines the X-structure
on M .
Let M be an X-manifold, and let p : M̃ −→ M be its universal covering.
The X-structure on M induces an X-structure on M̃ , with a developing map
D : M̃ −→ X. We identify the fundamental group π1(M) with the group of
deck transformations of covering space. Then there exists an homomorphism
h : π1(M) −→ G(K) such that for every γ ∈ π1(M) we have h(γ)◦D = D◦γ.
The pair (D,h) is called a development pair, and the homomorphism h is
called holonomy representation. The development pair is unique in the
following sense: if (D′, h′) is another such pair, there exist g ∈ G(K) such
that D′ = g ◦D and for all γ ∈ π1(M), h′(γ) = gh(γ)g−1. A development
pair determines the X-structure on M .
If M is an X-manifold and m0 ∈ M , an X-germ at m0 is the germ
of an X-map from a neighborhood U of m0 into X. The group G(K) acts
simply transitively on the set of X-germs at m0. Note that an X-germ
determines a unique developing map D : M̃ −→ X, and a unique holonomy
representation h : π1(M,m0) = π1(M) −→ G(K).
Note that the development mapD : M̃ −→ X is a local homeomorphism.
If it is injective, it identifies M̃ with its image, an open set Ω ⊂ X, and M
is identified with a quotient M = Ω/Γ, where Γ = h(π1(M)), h being the
corresponding holonomy map. In this case the holonomy representation is
discrete and faithful and its image Γ = h(π1(M)) acts properly and freely
on Ω.
An X-manifold M is said to be complete if the developing map D :
M̃ −→ X is a covering. Note that if X is simply connected, then D will be
a diffeomorphism, in particular injective. As before, M̃ is X-isomorphic to
X, and M is isomorphic to X/Γ, where Γ = h(π1(M)).
2.1.3 Deformation spaces
Let S be a manifold. A marked X-structure on S is a pair (M,φ), whereM
is an X-manifold and φ : S −→ M is a diffeomorphism. The diffeomorphism
φ induces an X-structure on S. Two marked X-structures (M,φ), (N,ψ) on
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S are isotopic if there is an X-map h : M −→ N such that ψ is isotopic to
h ◦ φ. Note that h is necessarily an isomorphism.
We choose a base point s0 ∈ S and a universal covering space S̃ −→ S.
A based X-structure on S is a triple (M,φ, ψ) where M is an X-manifold,
φ : S −→ M is a diffeomorphism and ψ is an X-germ at φ(s0). The dif-
feomorphism φ induces an X-structure on S. The germ ψ determines a
developing pair (D,h) for M , and this developing pair induces, via the
diffeomorphism φ, a developing pair (f, ρ) for the X-structure on S, such
that ρ : π1(S, s0) −→ G(K) is a representation, and f : S̃ −→ X is a ρ-
equivariant local diffeomorphism. Vice versa every such pair (f, ρ) deter-
mines a based X-structure on S.
We say that two based X-structures (f, ρ) and (f ′, ρ′) are isotopic if
ρ = ρ′ and there exists a diffeomorphism h : (S, s0) −→ (S, s0), isotopic to
the identity, such that f ′ = f ◦ h̃, where h̃ is the lift of h to S̃.
We consider the algebraic set Hom(π1(S, s0), G(K)) with the topology
induced by the Euclidean topology of K, and the set C∞(S̃,X) of smooth
maps S̃ −→ X with the C∞ topology.
We define the deformation set of based X-structures:
D′X(S) = {(f, ρ) ∈ C∞(S̃,X)×Hom(π1(S, s0), G(K)) |
f is a ρ-equivariant local diffeomorphism}
This set inherits the subspace topology. We denote by Diff(S, s0) the
group of all diffeomorphisms S −→ S fixing s0, and by Diff0(S, s0) the sub-
group of all diffeomorphisms fixing s0 and isotopic to the identity. The
group Diff0(S, s0) acts properly and freely on D′X(S). We denote by DX(S)
the quotient by this action, the set of isotopy classes of based X-structures:
DX(S) = D′X(S)/Diff0(S, s0)
this set is endowed with the quotient topology. The group G(K) acts on
D′X(S) by composition on f and by conjugation on ρ, and this action passes
to the quotient DX(S). We will denote the quotient by
TX(S) = DX(S)/G(K)
This set is endowed with the quotient topology. It is in natural bijection
with the set of marked X-structures up to isotopy.
The holonomy map
hol′ : D′X(S) 3 (f, ρ) −→ ρ ∈ Hom(π1(S, s0), G(K))
is continuous and it is invariant under the action of Diff0(S, s0), hence it
defines a continuous map
hol : DX(S) −→ Hom(π1(S, s0), G(K))
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The group G(K) acts on DX(S) as said, and it acts on Hom(π1(S, s0), G(K))
by conjugation. The map hol is equivariant with respect to these G(K)-
actions, hence it induces a continuous map
hol : TX(S) −→ Hom(π1(S, s0), G(K))/G(K)
Theorem 13. [Deformation theorem] The map hol′ is open and the
map
hol : DX(S) −→ Hom(π1(S, s0), G(K))
is a local homeomorphism.
Proof : See [Th, 5.3.1], [Lo84] or [CEG87]. 2
To prove that also hol : TX(S) −→ Hom(π1(S, s0), G(K))/G(K) is a local
homeomorphism we need additional hypotheses.
If G is reductive, the set of stable points Hom(π1(S, s0), G)
s ⊂
Hom(π1(S, s0), G) (see [MFK94, Chap. 1, def. 1.7]) is a Zariski open invari-
ant subset upon which the action of G is proper. For example, if G = GLn,
the set Hom(π1(S, s0), GLn)a.i.r. ⊂ Hom(π1(S, s0), GLn)
s.
Theorem 14. We denote TX(S)s = hol−1(Hom(π1(S, s0), G(K))s). Then
the map:
hol : TX(S)s −→ Hom(π1(S, s0), G(K))s/G(K)
is a local homeomorphism
Proof : See [G, cor. 3.2]. 2
2.2 Hyperbolic structures
2.2.1 Definition









The Lorenz group is the orthogonal group of B:
O(1, n) = {A ∈ GLn+1(R) | AtBA = Id}
an algebraic subgroup of GLn+1(R). The elements of O(1, n) have determi-
nant 1 or −1. We will denote by SO(1, n) the algebraic subgroup of O(1, n)
consisting of matrices with determinant 1.
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The set of time-like vectors is
Ω̃ = {v ∈ Rn+1 | vtBv > 0}
This is an open cone in Rn+1, whose boundary is the set of isotropic vec-
tors:
∂̃Ω = {v ∈ Rn+1 | vtBv = 0}
a closed cone.
The open cone Ω̃ is the union of two open convex cones
Ω̃+ = {v ∈ Ω̃ | (1, 0, . . . , 0)Bv > 0}
Ω̃− = {v ∈ Ω̃ | (1, 0, . . . , 0)Bv < 0}
Ω̃ is invariant for the action of the Lorenz group O(1, n). Let
O+(1, n) = {A ∈ O(1, n) | A(Ω̃+) ⊂ Ω̃+}
This is the identity component of O(1, n), a subgroup of index 2. Similarly,
let
SO+(1, n) = {A ∈ SO(1, n) | A(Ω̃+) ⊂ Ω̃+}
the identity component of SO(1, n), a subgroup of index 2.
Let π : Rn+1 −→ RPn be the natural projection. Set Ω = π(Ω̃) ⊂ RPn
and ∂Ω = π(∂̃Ω) ⊂ RPn. Note that Ω and ∂Ω are invariant for the natural
action of the group O(1, n) on RPn.
Let Hn = (Ω, O+(1, n)), the hyperbolic space (or the Klein model
of the hyperbolic space).
An hyperbolic structure is an Hn-structure, and an hyperbolic
manifold is an Hn-manifold.
Note that the group O+(1, n) acts properly on Hn, hence every discrete
subgroup of O+(1, n) acts properly on Hn.
2.2.2 Deformation spaces
Let S = Σkg be an orientable compact surface of genus g, with k ≥ 0 bound-
ary components and with χ(S) < 0, and let S be its interior. As S is
orientable, its fundamental group π1(S) is torsion-free, moreover the image
of the holonomy of an hyperbolic structure on S only contains orientation
preserving maps, hence it takes values in SO+(1, 2). Note that the group
O+(1, 2) is isomorphic, as a R-algebraic group, to the group PGL2(R), and
SO+(1, 2) is isomorphic, as a R-algebraic group, to the group PSL2(R),
hence we can think the holonomy of an hyperbolic structure on S as a rep-
resentation in PSL2(R).
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Suppose first that S is a closed surface (k = 0), and consider the spaces
DH2(S) and TH2(S). A theorem assures that every closed hyperbolic man-
ifold is automatically complete. As a complete structure is determined by
its holonomy, the map
hol : DH2(S) −→ Hom(π1(S), PSL2(R))
is injective, and, by the deformation theorem, it identifies the set DH2(S)
with an open subset of Hom(π1(M), PSL2(R)), and TH2(S) is identified with
an open subset of Hom(π1(M), PSL2(R))/PGL2(R). The representations
in DH2(S) are precisely the discrete and faithful representations, because,
as π1(S) is torsion-free, all discrete and faithful representations acts freely
on H2.
If S is not closed (k > 0), it is convenient to add additional requirements
on the studied structures. Consider the subsets DcfH2(S) ⊂ DH2(S) and
T cfH2 (S) ⊂ TH2(S) of (respectively) based and marked hyperbolic structures
on S that are complete and with finite volume. These spaces have properties
that are similar to the closed case, the map
hol : DcfH2(S) −→ Hom(π1(S), PSL2(R))
is injective and it identifies DcfH2(S) with a subset of Hom(π1(S), PSL2(R)),
and T cfH2 (S) with a subset of Hom(π1(S), PSL2(R))/PGL2(R).
We choose elements β1, . . . , βk ∈ π1(S) corresponding to the boundary
components of S. An hyperbolic structure on S is complete and with finite
volume if and only if its holonomy h is a discrete and faithful representation,
and the absolute values of the traces of the matrices h(βi) ∈ PSL2(R) is
2. Conversely all such representations correspond to complete hyperbolic
structures with finite volume.
To have a uniform notation, if k = 0 we will write DcfH2(S) = DH2(S)
and T cfH2 (S) = TH2(S). The spaces T
cf
H2 (S) are usually called Teichmüller
spaces. By the arguments above we have:
Proposition 15. The deformation space DcfH2(S) is identified in a nat-
ural way with a subset of Hom(π1(S), PSL2(R)), and the Teichmüller
space T cfH2 (S) is identified in a natural way with a subset of the quotient
Hom(π1(S), PSL2(R))/PGL2(R). 2
2.2.3 Character spaces
Now we want to show that the Teichmüller spaces can be embedded in
Char(π1(S), SL2(R)), with an identification that is natural only up to
the action of the group Hom(π1(S),Z2). As in the previous subsection,
let S = Σkg be an orientable compact surface of genus g, with k ≥ 0
boundary components and with χ(S) < 0, and let S be its interior. Let
π : SL2(R) −→ PSL2(R) denote the quotient.
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Proposition 16. The image of the map
π∗ : Hom(π1(S), SL2(R)) −→ Hom(π1(S), PSL2(R))
contains the deformation space DcfH2(S) ⊂ Hom(π1(S), PSL2(R)).
Proof : If k > 0, the map π∗ is surjective, as in this case π1(S) is free. If
k = 0, let ρ : π1(S) −→ PSL2(R) be a discrete and faithful representation.
By theorem [CS83, Prop. 3.1.1], the inverse image π−1(ρ(π1(S))) is isomor-
phic to π1(S)×Z2, hence there exists a lift ρ : π1(S) −→ SL2(R) such that
ρ = π ◦ ρ = π∗(ρ). 2
Let ρ : π1(S) −→ PSL2(R) be a representation, and suppose that there
exists an element ρ ∈ π∗−1(ρ). Then for every element s ∈ Hom(π1(S),Z2)
there is another lift:
ρs : π1(S) 3 γ −→ (−1)sρ(γ) ∈ SL2(R)
hence the inverse image π−1∗ (ρ) of a representation ρ is empty or it has
the same cardinality as Hom(π1(S),Z2), i.e. the rank of the abelian group
π1(S)/[π1(S), π1(S)].
If k > 0, we choose elements β1, . . . , βk ∈ π1(S) corresponding to the
boundary components of S. For every element γ ∈ π1(S) the function τγ is
a polynomial function on the algebraic set Hom(π1(S), SL2(R)). We define
the algebraic subset
Homp(π1(S), SL2(R)) = {ρ | ∀i ∈ {1 . . . k} : τβi(ρ) = ±2}
If k = 0 we will write Homp(π1(S), SL2(R)) = Hom(π1(S), SL2(R)).
We denote by DcfH2(S) the subset of all discrete and faithful representa-
tions in Homp(π1(S), SL2(R)).
Proposition 17. The map π∗ : DcfH2(S) −→ D
cf
H2(S) is surjective, and it is
the quotient of DcfH2(S) by the action of the group Hom(π1(S),Z2). The set
DcfH2(S) is a finite union of connected components of Hom
p(π1(S), SL2(R)),
and the action of Hom(π1(S),Z2) on the set of connected components
of DcfH2(S) is free and transitive, identifying D
cf
H2(S) with one of them.
In particular DcfH2(S) is identified with a clopen semi-algebraic subset of
Homp(π1(S), SL2(R)). Moreover the signs of the trace functions τγ are con-
stant on the connected components of DcfH2(S).
Proof : By [MS84, Prop. III.1.6], the set DcfH2(S) is open and closed in
Homp(π1(S), SL2(R)).
Note that matrices in SL2(R) with null trace have order 4, but π1(S) is
torsion-free, hence if ρ ∈ DcfH2(S), then for all γ ∈ π1(S), tr(ρ(γ)) 6= 0. Hence
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the signs of the trace functions τγ are constant on the connected components
of DcfH2(S), hence the group Hom(π1(S),Z2) acts freely on the finite set of
connected components of DcfH2(S).
As, by Teichmüller theory, the space DcfH2(S) is connected, the action of
Hom(π1(S),Z2) on the set of connected components of DcfH2(S) is transitive
as well. 2
We will always identify DcfH2(S) with a subset of Hom
p(π1(S), SL2(R)),
even if this identification is not canonical.
In a similar way, T cfH2 (S) can be identified with a semi-algebraic subset
of Char(π1(S), SL2(R)). We define the algebraic subset
Charp(π1(S), SL2(R)) = {χ | ∀i ∈ {1 . . . k} : Iβi(χ) = ±2}
and the closed semi-algebraic subset
Charp(π1(S), SL2(R)) = Charp(π1(S), SL2(R)) ∩ Char(π1(S), SL2(R))
Note that t(Homp(π1(S), SL2(R))) = Char
p(π1(S), SL2(R)), where t is
the semi-geometric quotient map, and Homp(π1(S), SL2(R)) is closed and
invariant for the action by conjugation of PGL2(R).
Proposition 18. The image t(DcfH2(S)) can be identified with the Te-
ichmüller space T cfH2 (S), it is a connected component and, in partic-
ular, a clopen semi-algebraic subset of both Charp(π1(S), SL2(R)) and
Charp(π1(S), SL2(R)).
Proof : As χ(S) < 0, the group π1(S) is non-solvable, hence the discrete
and faithful representations of π1(S) in SL2(R) are absolutely irreducible.
Hence DcfH2(S) ⊂ Hom(π1(S), SL2(R))a.i.r, the invariant open subset of ab-
solutely irreducible representations. Hence the image t(DcfH2(S)) can be iden-
tified with the quotient DcfH2(S)/PGL2(R) = T
cf
H2 (S).
The subset DcfH2(S) ⊂ Hom
p(π1(S), SL2(R)) is invariant, semi-algebraic
and clopen, hence, by corollary 12 its image T cfH2 (S) is also semi-algebraic and
clopen in Charp(π1(S), SL2(R)). It is also open in Charp(π1(S), SL2(R)),
see [MS84, prop. III.1.8]. 2
2.2.4 Trace functions
Consider the family of functions G = {Iγ}γ∈π1(S). These are functions on
Char(π1(S), SL2(R)). The immersion of the Teichmüller space T cfHn(S) in
Char(π1(S), SL2(R)) is not canonical, it is well defined only up to the action
of the group Hom(π1(S),Z2). If two points of Char(π1(S), SL2(R)) have the
same orbit for the action of Hom(π1(S),Z2), the values of functions Iγ on
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these points coincide up to sign. Hence only |Ic| is a well defined function
on T cfHn(S).
As the functions Iγ never vanish on T cfH2 (S), and T
cf
H2 (S) is connected,
they have constant sign. We define the positive trace functions by choos-
ing a point x ∈ T cfH2 (S) and then defining for every γ ∈ π1(S) the function
Jγ = sign(Iγ(x))Iγ .
On T cfH2 (S) we have Jγ = |Iγ |, hence the functions Jγ are canon-
ically well defined on T cfH2 (S), and they are polynomial functions on
Char(π1(S), SL2(R)), generating the ring of coordinates.




where h is an hyperbolic metric on S, [h] is the corresponding elements of
T cfH2 (S), lh is the function sending a curve in its h-length, and the inf is
taken on the set of all closed curves whose free homotopy class is γ. The
relation between trace functions and length function is given by




In particular this implies that |Ic([h])| ≥ 2 on T cfH2 (S).
2.3 Projective structures
2.3.1 Convex Projective Structures
Let RPn = (RPn, PGLn+1(R)). A projective structure is an RPn-
structure, and a projective manifold is a RPn-manifold.
An affine space in RPn is the complement of a projective hyperplane.
A set Ω ⊂ RPn is convex if it is contained in some affine space and its in-
tersection with every projective line is connected. A convex set is properly
convex if its closure Ω is contained in an affine space.
A convex projective manifold is a projective manifold isomorphic
to Ω/Γ, where Ω ⊂ RPn is an open properly convex domain and Γ ⊂
PGLn+1(R) is a discrete group acting properly and freely on Ω. In other
words, a projective structure is convex if an only if the developing map is
injective, with image a properly convex open subset of RPn.
For example, Hn ⊂ RPn is an open, strictly convex set, O+(1, n) ⊂
PGLn+1(R), hence every complete hyperbolic manifold is a convex projec-
tive manifold.
Let Ω ⊂ RPn be an open properly convex set. The group of projective
automorphisms of Ω is the group of RPn-automorphisms:
Aut(Ω) = AutRPn(Ω) = {g ∈ PGLn+1(R) | g(Ω) = Ω}
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The group Aut(Ω) acts properly on Ω (see [Be0, sez. 2.1]), hence every
discrete subgroup of Aut(Ω) acts properly on Ω.
A subgroup Γ ⊂ Aut(Ω) divides Ω if it is discrete and the quotient
Ω/Γ is compact. If such a group exists, Γ is called a divisible convex set.
If Γ is torsion-free, the action is free, hence the quotient Ω/Γ is a closed
manifold, with a convex projective structure.
If Γ divides Ω, then it is finitely generated, hence, by Selberg lemma, it
has a torsion-free subgroup Γ′ of finite index. The subgroup Γ′ again divides
Ω, and Ω/Γ′ is a closed manifold covering the closed orbifold Ω/Γ.
Let Γ be a group. The virtual center of Γ is the subgroup of all elements
of Γ whose centralizer has finite index in Γ. The virtual center of Γ is trivial
if and only if every subgroup with finite index in Γ has trivial center.
A subgroup Γ ⊂ PGLn+1(R) is strongly irreducible if and only if all
subgroups of finite index of Γ are irreducible.
Proposition 19. If Γ ⊂ PGLn+1(R) divides an open properly convex set
Ω, then Γ has trivial virtual center if and only if it is strongly irreducible.
Proof : See [Be0] and [Be3]. 2
A properly convex set Ω ⊂ RPn is said to be reducible if there exists a
direct-sum decomposition Rn+1 = V ⊕W such that the cone Ω = π−1(Ω)∪
{0} ⊂ Rn+1 is the direct sum C + D of two convex cones C ⊂ V , D ⊂ W ,
otherwise it is said to be irreducible.
Proposition 20. [Vey’s irreducibility theorem] If Γ ⊂ PGLn+1(R)
divides an open properly convex set Ω, then Γ is strongly irreducible if and
only if Ω is irreducible.
Proof : See [Ve70]. 2
As a corollary, if M is a complete hyperbolic manifold, the fundamental
group of M has trivial virtual center, as it is isomorphic to a subgroup of
O+(1, n) dividing Hn, that is irreducible.
2.3.2 Strictly convex projective structures
A properly convex set Ω ⊂ RPn is strictly convex if its boundary ∂Ω does
not contain any segment. A strictly convex projective manifold is a
convex projective manifold Ω/Γ, where Ω is strictly convex. The following
results about strictly convex divisible sets have been proved in [Be1].
Proposition 21. Let Γ ⊂ PGLn+1(R) be a group dividing an open properly
convex set Ω. Then Ω is strictly convex if and only if the group Γ is Gromov
hyperbolic.
Proof : See [Be1]. 2
As this property depends only on the abstract group Γ, if the fundamen-
tal group of a manifold M is Gromov hyperbolic, then all convex projective
structures on M are strictly convex.
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Proposition 22. A properly convex divisible set has a boundary of class C1
if and only if it is strictly convex.
Proof : See [Be1] 2
For example every closed hyperbolic n-manifold is a strictly convex pro-
jective manifold.
Proposition 23. Let n : ∂Ω −→ Sn−1 be the normal map. Then if Ω is
a strictly convex divisible set, then there exists an α, such that 0 < α < 1
and ∂Ω has regularity C1+α (i.e. the map n is α-Hölder). If n is absolutely
continuous, or if n is α-Hölder for all α < 1, then Ω ' Hn.
Proof : See [Be1] 2
Let SL±n+1(R) ⊂ GLn+1(R) be the subgroup of matrices with determi-
nant ±1. Then PGLn+1 = SL±n+1(R)/{±Id}.
If γ ∈ PGLn+1(R), let γ ∈ SL±n+1(R) be a lift. Let λ1(γ), . . . , λn+1(γ)
be its complex eigenvalues, ordered such that |λ1(γ)| ≥ |λ2(γ)| ≥ · · · ≥
|λn+1(γ)|. The element γ is said to be proximal if |λ1(γ)| > |λ2(γ)|. In this
case λ1(γ) is real, and its eigenvector corresponds to the unique attracting
fixed point xg ∈ RPn of g.
Proposition 24. Let Γ ⊂ PGLn+1(R) be a torsion-free group dividing a
strictly convex set Ω. Then every element γ ∈ Γ is proximal. In particular
γ−1 is also proximal, hence the eigenvector λn+1(γ) is real. Moreover, if
γ ∈ SL±n+1(R) is a lift of γ, then λ1(γ) and λn+1(γ) have the same sign.
Proof : See [Be1]. 2
The point yγ = xγ−1 is the unique repelling fixed point of γ. The points
xγ , yγ are in ∂Ω, and the segment [xg, yg] is the unique invariant geodesic
of γ in Ω. The image of [xγ , yγ ] in Ω/Γ is the unique geodesic in the free-
homotopy class of γ. Moreover, Ω/Γ does not contain any closed homotopi-
cally trivial geodesic.
Corollary 25. The set π−1(Ω) ⊂ Rn+1 is the union of two convex cones.
The group Γ can be lifted to a subgroup Γ of SL±n+1(R) preserving each of
the convex cones. After this lift, if γ ∈ Γ, then λ1 and λn+1 are real and
positive. 2
Proposition 26. Let Γ ⊂ PGLn+1(R) be a torsion-free group dividing a
strictly convex set Ω. The set {xγ | γ ∈ Γ} is dense in ∂Ω, hence Ω is
actually determined by Γ.
Proof : See [Be1] 2
Proposition 27. Let Γ ⊂ PGLn+1(R) be a group dividing a strictly convex
set Ω. Then Γ is absolutely irreducible, i.e. it has no nontrivial invariant
subspaces in CPn.
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Proof : If Ω 6' Hn, by [Be2], the Zariski closure of Γ is PGLn+1(R).
If Ω ' Hn, the Zariski closure of Γ is O+(1, n). The linear span of Γ ⊂
Mn(R) contains the Zariski closure, hence it is Mn(R), hence the group Γ is
absolutely irreducible. 2
2.3.3 Hilbert metric
Let Ω ⊂ RPn be a properly convex set. Hilbert defined a metric on Ω that
is invariant by projective automorphisms of Ω. This metric is defined by
using cross-ratios: if x, y ∈ Ω, the projective line through x and y intersects




log[a, x, y, b]
where the order is chosen such that ax ∩ yb = ∅. If we add the condition
dΩ(x, x) = 0, the function d : Ω × Ω −→ R≥0 is a distance. If Ω,Ω′ are
properly convex subsets of RPn and if f : Ω −→ Ω′ is the restriction of a
projective map, then dΩ′(f(x), f(y)) ≤ dΩ(x, y). In particular every projec-
tive automorphism f : Ω −→ Ω is an isometry. Every segment of projective
line is a geodesic for this metric.
If Ω is strictly convex, the Hilbert metric is Finslerian, the geodesics are
precisely the segments of projective lines, and the balls are strictly convex.
For a reference on the following facts see [Ki01, sect. 7]. Let M = Ω/Γ be
a strictly convex projective manifold. The quotient M inherits a Finslerian
metric from Ω. If g is a closed geodesic in M , its lift g̃ is a segment of
projective line, and it is invariant for an element γ ∈ Γ. The element γ acts
on g as a translation of length `γ . The endpoints of g̃ in ∂Ω are precisely
the attracting and repelling fixed points of γ, xγ and yγ . The translation






The function ` : Γ −→ R>0 is called the marked length spectrum of M .
The marked length spectrum determines the marked projective structure on
M , see [Ki01, thm. 2].
2.3.4 Spaces of convex projective structures
Let M be a closed n-manifold such that the fundamental group π1(M) has
trivial virtual center, it is Gromov hyperbolic, and it is torsion free. In
particular M is orientable, as a non-orientable manifold has an element of
the fundamental group of order 2.
For example every closed hyperbolic n-manifold whose fundamental
group is torsion-free satisfies the hypotheses.
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As usual we denote by DRPn(M) and TRPn(M) the spaces of based and
marked projective structures on M .
We denote by DcRPn(M) ⊂ DRPn(M) and T cRPn(M) ⊂ TRPn(M) the sub-
sets corresponding to convex projective structures on M , that are automat-
ically strictly convex as π1(M) is Gromov hyperbolic.
Proposition 28. [Koskul openness theorem] The subsets DcRPn(M) ⊂
DRPn(M) and T cRPn(M) ⊂ TRPn(M) are open.
Proof : See [Ki01, sez. 6]. 2
Proposition 29. The holonomy map restricted to DcRPn(M) and T cRPn(M)
is injective, identifying these spaces with their image, an open subset of
Hom(π1(M), PGLn+1(R)) and Hom(π1(M), PGLn+1(R))/PGLn+1(R) re-
spectively.
Proof : By proposition 26, a strictly convex projective manifold Ω/Γ is
determined by the group Γ, hence the holonomy is injective. 2
Proposition 30. The image of the map
π∗ : Hom(π1(M), SL±n+1(R)) −→ Hom(π1(M), PGLn+1(R))
contains the deformation space DcRPn(M). This map has a canonical section,
identifying DcRPn(M) with an open subset of Hom(π1(M), SL
±
n+1(R)).
Proof : By corollary 25, every element of DcRPn(M) has a canonical lift
to Hom(π1(M), SL±n+1(R)). 2
Theorem 31. With the identification of the previous proposition, DcRPn(M)
is a finite union of connected components of Hom(π1(M), SLn+1(R)), in
particular it is a clopen semi-algebraic subset.
Proof : As M is orientable, all the representations corresponding to
convex structures on M takes their values in SLn+1(R), hence DcRPn(M) is
an open subset of Hom(π1(M), SLn+1(R)).
Given a group Γ, let
FΓ = {ρ ∈ Hom(Γ, SLn+1(R)) | ρ is discrete and faithful and such that






where N varies among all closed n-manifold with π1(N) = π1(M). Hence
Fπ1(M) is open in Hom(π1(M), SLn+1(R)).
A theorem of Benoist (see [Be3, thm. 1.1]) states that the set Fπ1(M)
is also closed in Hom(π1(M), SLn+1(R)), hence it is a union of connected
components of Hom(π1(M), SLn+1(R)). As Fπ1(M) is the disjoint union of
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the open sets DcRPn(N), each of them is also closed, in particular DcRPn(M)
is a union of connected components of Hom(π1(M), SLn+1(R)).
As Hom(π1(M), SLn+1(R)) is an affine algebraic set, it has a finite num-
ber of connected components, and each of them is a semi-algebraic set. 2
Corollary 32. The set of closed n-manifolds N with π1(N) = π1(M) ad-
mitting a convex projective structure is finite.
Proof : It follows from the proof of the theorem. 2
Now consider the semi-geometric quotient of Hom(π1(M), SLn+1(R)),
and its image in the character variety
t : Hom(π1(M), SLn+1(R)) −→ Char(π1(M), SLn+1(R))
Proposition 33. The image t(DcRPn(M)) can be identified with the space
T cRPn(M), it is a finite union of connected components (and, in particular,
a clopen semi-algebraic subset) of Char(π1(M), SLn+1(R)).
Proof : By proposition 27, all representations in DcRPn(M) are ab-
solutely irreducible, hence the image t(DcRPn(M)) can be identified with
DcRPn(M)/PGLn+1 = T cRPn(M).
The clopen set DcRPn(M) is invariant for the action by conjugation
of PGLn+1(R), hence by corollary 12 its image T cRPn(M) is clopen in
Char(π1(M), SLn+1(R)), in particular it is a semi-algebraic set. 2
Now we present a result showing that the space T cRPn(M) is often big
enough to be interesting, as there are cases where we know a lower bound
on the dimension of this space.
Proposition 34. Suppose that M is a closed hyperbolic n-manifold con-
taining r two-sided disjoint connected totally geodesic hypersurfaces. Then
dim T cRPn(M) ≥ r.
Proof : The space TRPn(M) has a special point x0 corresponding to
the hyperbolic structure. In [JM87] it is proven that in this case TRPn(M)
contains a ball of dimension r around x0. As T cRPn(M) is open in TRPn(M)
and contains x0, the dimension of T cRPn(M) is at least r. 2
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Chapter 3
Logarithmic limit sets of real
semi-algebraic sets
Logarithmic limit sets of complex algebraic sets have been extensively stud-
ied. They first appeared in Bergman’s paper [Be71], and then they were
further studied by Bieri and Groves in [BG81]. Recently their relations
with the theory of non-archimedean fields and tropical geometry were dis-
covered (see for example [SS04], [EKL06] and [BJSST07]). They are now
usually called tropical varieties, but they appeared also under the names of
Bergman fans, Bergman sets, Bieri-Groves sets or non-archimedean amoe-
bas. The logarithmic limit set of a complex algebraic set is a polyhedral
complex of the same dimension as the algebraic set, it is described by tropi-
cal equations and it is the image, under the component-wise valuation map,
of an algebraic set over an algebraically closed non-archimedean field. The
tools used to prove these facts are mainly algebraic and combinatorial.
In this chapter we extend these results to the logarithmic limit sets of
real algebraic and semi-algebraic sets. The techniques we use to prove these
results in the real case are very different from the ones used in the complex
case. Our main tool is the cell decomposition theorem, as we prefer to look
directly at the geometric set, instead of using its equations. In the real
case, even if we restrict our attention to an algebraic set, it seems that the
algebraic and combinatorial properties of the defining equations don’t give
enough information to study the logarithmic limit set.
In the following we often need to act on (R>0)n with maps of the form:




1 · · ·x
a2n
n , . . . , x
an1
1 · · ·x
ann
n )
where A = (aij) is an n×n matrix. When the entries of A are not rational,
the image of a semi-algebraic set is, in general not semi-algebraic. Actually,
the only thing we can say about images of semi-algebraic sets via these
maps is that they are definable in the structure of the real field expanded
with arbitrary power functions. This structure, usually denoted by RR, is
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o-minimal and polynomially bounded, and these are the main properties
we need in the proofs. Moreover, if S is a set definable in RR, then the
image φA(S) is again definable, as the functions x −→ xα are definable.
This property is equivalent to say that RR has field of exponents R.
In this sense the category of semi-algebraic sets is too small for our meth-
ods. It seems that the natural context for the study of logarithmic limit sets
is to fix a general expansion of the structure of the real field that is o-minimal
and polynomially bounded with field of exponents R. For sets definable in
such a structure, the properties that were known for the complex algebraic
sets also hold. We can prove that these logarithmic limit sets are polyhe-
dral complexes with dimension less than or equal to the dimension of the
definable set, and they are the image, under the component-wise valuation
map, of an extension of the definable set to a real closed non-archimedean
field. An analysis of the defining equations and inequalities is carried out,
showing that the logarithmic limit set of a closed semi-algebraic set can be
described applying the Maslov dequantization to a suitable formula defining
the semi-algebraic set.
Our motivation for this work comes from the study of Teichmüller spaces
and, more generally, of spaces of geometric structures on manifolds. In the
next chapters we present a general construction of compactification using
the logarithmic limit sets. The properties of logarithmic limit sets we prove
here will be used in chapter 5 to describe the compactification. For example,
the fact that logarithmic limit sets of real semi-algebraic sets are polyhedral
complexes will provide an independent construction of the piecewise linear
structure on the Thurston boundary of Teichmüller spaces. Moreover the
relations with tropical geometry and the theory of non-archimedean fields
will be used in the last chapter for constructing a geometric interpretation
of the boundary points.
A brief description of the following sections. In section 3.1 we define a
notion of logarithmic limit sets for general subsets of (R>0)n, and we report
some preliminary notions of model theory and o-minimal geometry that we
will use in the following, most notably the notion of regular polynomially
bounded structures.
In section 3.2 we prove that logarithmic limit sets of definable sets in
a regular polynomially bounded structure are polyhedral complexes with
dimension less than or equal to the dimension of the definable set, and we
provide a local description of these sets. The main tool we use in this section
is the cell decomposition theorem.
In section 3.3 we show how the construction of Maslov dequantization





If x ∈ Rn we will denote its coordinates by x1, . . . , xn. If ω ∈ Nn we will
use the multi-index notation for powers: xω = xω11 . . . x
ωn
n . We will consider
also powers with real exponents, if the base is positive, hence if x ∈ (R>0)n
and ω ∈ Rn we will write xω = xω11 . . . xωnn .
If s(k) is a sequence in Rn, we will denote its k-th element by s(k) ∈ Rn,
and the coordinates by si(k) ∈ R. We will not use the subscript notation
for the indices of the sequences to avoid confusion with the indices of the
coordinates.
Given a real number α > 1, we will denote by Logα the component-wise
logarithm map:
Logα : (R>0)
n 3 (x1, . . . , xn) −→ (logα(x1), . . . , logα(xn)) ∈ Rn
This map is analytic and bijective, and is inverse will be denoted by Expα:
Expα : Rn 3 (x1, . . . , xn) −→ (αx1 , . . . , αxn) ∈ (R>0)
n
We define a notion of limit for every one-parameter family of subsets of
Rn. Suppose that for all t ∈ (0, ε) we have a set St ⊂ Rn. We can construct
the deformation
D(S·) = {(x, t) ∈ Rn × (0, ε) | x ∈ St}
We denote by D(S) the closure of D(S) in Rn × [0, ε), then we define
lim
t → 0
St = π(D(S) ∩ Rn × {0}) ⊂ Rn
where π : Rn × [0, ε) −→ Rn is the projection on the first factor.
This kind of limit is well defined for every one parameter family of subsets
of Rn.
Proposition 35. The set S = limt → 0 St is a closed subset of Rn. A point
y is in S if and only if there exist a sequence y(k) in Rn and a sequence t(k)
in (0, ε) such that t(k) → 0, y(k) → x and ∀k ∈ N : y(k) ∈ St(k). 2
3.1.2 Logarithmic limit sets of general sets
Given a set V ⊂ (R>0)n and a number t ∈ (0, 1), we define the amoeba of
V as
At(V ) = Log( 1t )(V ) =
−1
loge(t)
Loge(V ) ⊂ Rn
Then we can define the logarithmic limit set of V as the limit of the
amoebas:
A0(V ) = lim
t → 0
At(V )
Some examples of logarithmic limit sets are in figures 3.1 and 3.2.
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Figure 3.1: V = {(x, y) ∈ (R>0)2 | y = sinx+ 2, x ≤ 5} (left picture), then
A0(V ) = {(x, y) ∈ R2 | y = 0, x ≤ 0} (right picture).
Figure 3.2: V = {(x, y) ∈ (R>0)2 | x2 ≤ y ≤
√
x} (left picture), then
A0(V ) = {(x, y) ∈ R2 | 2x ≤ y ≤ 12x} (right picture).
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Proposition 36. Given a set V ⊂ (R>0)n the following properties hold:
1. The logarithmic limit set A0(V ) is closed and y ∈ A0(V ) if and only
if there exist a sequence x(k) in V , and a sequence t(k) in (0, 1) such




2. The logarithmic limit set A0(V ) is a cone in Rn.
3. We have that 0 ∈ A0(V ) if and only if V 6= ∅. Moreover, A0(V ) = {0}
if and only if V is compact and non-empty.
4. If W ⊂ Rn we have A0(V ∪W ) = A0(V )∪A0(W ) and A0(V ∩W ) ⊂
A0(V ) ∩ A0(W ).
Proof : The first assertion is simply a restatement of proposition 35.
For the second one, we want to prove that if λ > 0 and y ∈ A0(V ), then
λ−1y ∈ A0(V ). There exists a sequence x(k) in V and a sequence t(k) in
(0, 1) such that t(k) → 0 and Log( 1
t(k)
)(x(k)) → y. Consider the sequence











and this sequence converges to λ−1y.
The third and fourth assertions are trivial. 2
Given a closed cone C ⊂ Rn, there is always a set V ⊂ (R>0)n such that
C = A0(V ), simply take V = Log−1e (C). Then At(V ) does not depend on
t, and it is equal to C.
Let A = (aij) ∈ GLn(R). The matrix A acts on Rn in the natural way
and, via conjugation with the map Loge, it acts on (R>0)
n. Explicitly, it
induces the maps A : Rn −→ Rn and A : (R>0)n −→ (R>0)n:
A(x) = A(x1, . . . , xn) = (a11x1 + · · ·+ a1nxn, . . . , an1x1 + · · ·+ annxn)




2 · · ·x
a1n




2 · · ·x
ann
n )
If V ⊂ (R>0)n and B ∈ GLn(R), then B(A0(V )) is the logarithmic limit set
of B(V ).
Lemma 37. (0, . . . , 0,−1) ∈ A0(V ) if and only if there exists a sequence
y(k) in V such that yn(k) −→ 0 and
∀N ∈ N : ∃k0 ∈ N : ∀k > k0 : ∀i ∈ {1, . . . , n− 1} :
yn(k) < (yi(k))
N and yn(k) < (yi(k))
−N
48
Proof : Suppose that (0, . . . , 0,−1) ∈ A0(V ), then there exist a se-
quence y(k) in V and a sequence t(k) in (0, 1) such that t(k) → 0 and
Log( 1
t(k)
)(y(k)) → (0, . . . , 0,−1). This means that
−1
loge(t(k))
loge(yn(k)) → − 1
and
∀i ∈ {1, . . . , n− 1} : −1
loge(t(k))
loge(yi(k)) → 0
As t(k) → 0, then −1loge(t(k)) → 0
+, loge(yn(k)) → −∞ and yn(k) → 0. More-
over
∀i ∈ {1, . . . , n− 1} : loge(yi(k))
loge(yn(k))
→ 0
Hence ∀ε > 0 : ∃k0 : ∀k > k0 : ∀i ∈ {1, . . . , n− 1} :∣∣∣∣ loge(yi(k))loge(yn(k))
∣∣∣∣ < ε
(yn(k))
ε < yi(k) < (yn(k))
−ε
We conclude by reversing the inequalities and choosing ε = 1N .
Conversely, if y(k) has the stated property, then |Loge(y(k))| → ∞. It




∣∣∣∣ = 1. Up
to subsequences, the sequence Log( 1
t(k)
)(y(k)) converges to a point that, by
reversing the calculations on first part of the proof, is (0, . . . , 0,−1). Hence
(0, . . . , 0,−1) ∈ A0(V ). 2
Corollary 38. It follows that if there exists a sequence x(k) in V such
that x(k) → (a1, . . . , an−1, 0), where a1, . . . , an−1 > 0, then (0, . . . , 0,−1) ∈
A0(V ). The converse is not true in general.
Proof : For the counterexample, see figure 3.3. 2
We will see in theorem 47 that if V is definable in an o-minimal and
polynomially bounded structure, the converse of the corollary becomes true.
A sequence b(k) in (R>0)n is in standard position in dimension m if,
denoted g = n−m, b(k) → b = (b1, . . . , bg, 0, . . . , 0), with b1, . . . , bg > 0 and:
∀N ∈ N : ∃k0 : ∀k > k0 : ∀i ∈ {g + 1, . . . , n− 1} : bi+1(k) < (bi(k))N
Lemma 39. Let a(k) be a sequence in (R>0)n such that a(k) → a =
(a1, . . . , ah, 0, . . . , 0), with h < n and a1, . . . , ah > 0. There exists a sub-
sequence (again denoted by a(k)) and a linear map A : Rn −→ Rn such that
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Figure 3.3: V = {(x, y) ∈ (R>0)2 | y = e−
1
x2 } (left picture), then A0(V ) =
{(x, y) ∈ R2 | y = 0, x ≥ 0 or x = 0, y ≤ 0} (right picture).




⊂ (R>0)n is in standard position in dimen-
sion m, with g = n−m ≥ h.
Proof : By induction on n. For n = 1 the statement is trivial. Sup-
pose that the statement holds for n − 1. Consider the logarithmic image




converges to a unit vector v = (0, . . . , 0, vh+1, . . . , vn). There
exists a linear map B, acting only on the last n− h coordinates, sending v
to (0, . . . , 0,−1). By lemma 37, the map B sends a(k) to a sequence b(k)
such that bn(k) → 0 and
∀N ∈ N : ∃k0 : ∀k > k0 : ∀i ∈ {1, . . . , n− 1} :
bn(k) < (bi(k))N and bn(k) < (bi(k))−N
AsB only acted on the last n−h coordinates, for i ∈ {1, . . . , h}, bi(k) → ai 6=
0. Up to subsequences we can suppose that for every i ∈ {h+ 1, . . . , n− 1}
one of the three possibilities occur: bi(k) → 0, bi(k) → bi 6= 0, bi(k) → +∞.
Up to a change of coordinates with maps of the form
Bi(x1, . . . , xi, . . . , xn) = (x1, . . . ,−xi, . . . , xn)
Bi(x1, . . . , xi, . . . , xn) = (x1, . . . , x−1i , . . . , xn)
we can suppose that for every i ∈ {1, . . . , n − 1} either bi(k) → 0 or
bi(k) → bi 6= 0. Up to reordering the coordinates, we can suppose that exists
g ≥ h such that for i ∈ {1, . . . , g}: bi(k) → bi 6= 0 and for i > g, bi(k) → 0.
Now consider the projection on the first n−1 coordinates: π : Rn −→ Rn−1.
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By inductive hypothesis there exists a linear map C : Rn−1 −→ Rn−1 send-
ing the sequence π(b(k)) in a sequence c(k) satisfying:
∀N ∈ N : ∃k0 : ∀k > k0 : ∀i ∈ {g + 1, . . . , n− 2} : bi+1(k) < (bi(k))N
The composition of B and a map that preserves the last coordinate and
acts as C on the first ones is the searched map. 2
The basic cone in Rn defined by the vector N = (N1, . . . , Nn−1) ∈ Nn−1
is the set:
BN = {x ∈ Rn | ∀i : xi ≤ 0 and ∀i < n : xi+1 ≤ Nixi}
Note that if N ′ = (N ′1, . . . , N
′
n−1), with ∀i : N ′i ≥ Ni, then B′N ⊂ BN .
The exponential basic cone in (R>0)n defined by the vector N =
(N1, . . . , Nn−1) ∈ Nn−1 and the scalar h > 0 is the set:
EN,h = {x ∈ Rn | ∀i : 0 < xi ≤ h and ∀i < n : xi+1 ≤ xiNi}
Lemma 40. The following easy facts about basic cones holds:
1. The logarithmic limit set of an exponential basic cone is a basic cone:
A0(EN,h) = BN
2. If b(k) ⊂ (R>0)n is a sequence in standard position in dimension n,
and EN,h is an exponential basic cone, then for every sufficiently large
k, b(k) ∈ EN,h.
2
3.1.3 Definable sets in o-minimal structures
In this subsection we report some definitions of model theory and o-minimal
geometry we will use later, see [EFT84] and [Dr] for details. A set of sym-
bols S is a triple S = (R,F , C), where every element of R is an n-ary
relation symbol for some n ≥ 1, every element of F is an n-ary function
symbol for some n ≥ 1 and every element of C is a constant symbol
([EFT84, chap. II, def. 2.1]). A set of symbols S′ = (R′,F ′, C′) is an ex-
pansion of S if R′ ⊂ R, F ′ ⊂ F , C′ ⊂ C. The theory of real closed fields
uses the set of symbols of ordered semirings: OS = ({≤}, {+, ·}, ∅) or, equiv-
alently, the set of symbols of ordered rings OR = ({≤}, {+,−, ·}, {0, 1}), an
expansion of OS. In the following we will use these sets of symbols and some
of their expansions. Every set of symbols S defines a first order language
LS ([EFT84, chap. II, def. 3.2]).
Given a set of symbols S = (R,F , C), an S-structure is a pair M =
(M,a), where M is a set, and a is a map, called interpretation, defined
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on R∪F ∪ C, such that for every n-ary relation symbol R, a(R) ⊂Mn, for
every n-ary function symbol f , a(f) : Mn −→ M , for every constant symbol
c, a(c) ∈M (see [EFT84, cap. III, def. 1.1]).
Given an S-structure M = (M,a), and an LS-sentence φ (a formula
without free variables), we will write M  φ if M satisfies φ (see [EFT84,
chap. III, def. 3.1]). Two S-structures M and N are elementary equiva-
lent if for all LS-sentences φ:
M  φ⇔ N  φ
A real closed field can be defined as anOS- or anOR-structure satisfying
a suitable infinite set of first order axioms. The natural OS-structure on
R will be denoted by R. Two real closed fields are elementary equivalent
OS-structures.
If M = (M,a) is an S-structure, and S′ is an expansion of S, an S′-
structure (M,a′) is an expansion of the S-structure (M,a) if a′ restricted
to the symbols of S is equal to a. For example, for every set of functions F
(every element of F is a function Mn −→ M for some n), we can construct
an expansion S′ of S by adding a function symbol for every element of F ,
and we can construct an expansion (M,a′) of the S-structure (M,a) by
interpreting every function symbol with the corresponding element of F .
If M ⊂ N , an S-structure N = (N, b) is an extension of an S-structure
M = (M,a) if for all s ∈ R ∪ F ∪ C, b(s)|M = a(s). The S-structure
N is called an elementary extension of the S-structure M if chosen an
LS-formula φ(x1, . . . , xn) and parameters a1, . . . , an ∈M , then
N  φ(a1, . . . , an) ⇔M  φ(a1, . . . , an)
In particular if N is an elementary extension of M , they are elementarily
equivalent.
If M is an S-structure, given an (LS)-formula φ(x1, . . . , xn, y1, . . . , ym)
with free variables x1, . . . , xn, y1, . . . , ym, and given parameters a1, . . . am ∈
M , the set
{x ∈Mn | φ(x1, . . . , xn, a1, . . . , am)}
is called a definable set (in the S-structure (M,a)). For every n there is
a well defined class Dn of definable subsets of Mn. The classes of definable
sets are closed by union, intersection, complement, projection, inverse image
by projection and Cartesian product.
Given A ⊂Mn, a map f : A −→ Mm is called definable if its graph is
a definable subset of Mn+m. In this case A and f(A) are definable. Com-
position of definable maps is definable, and if a definable map is injective,
its inverse is definable.
For example if M is an OS-structure satisfying the axioms of real closed
fields, the definable sets are the semi-algebraic sets, and the definable maps
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are the semi-algebraic maps. Usually the definition of a semi-algebraic set is
given using only quantifier-free formulae, in this case the equivalence follows
from the Tarski-Seidenberg principle, see [BCR98, 2.2.4].
Let S be an expansion of OS, and let M be an S-structure satisfying
the axioms of the real closed fields. The class D1 of definable subsets of M
contains all finite unions of single points and open intervals (bounded and
unbounded). If these are the only elements of D1, then the S-structure M
is called o-minimal.
Let S be an expansion of OS, and let R = (R, a) be an S-structure
that is an expansion of R. Moreover, suppose that R is o-minimal. The
structure R is called polynomially bounded if for every definable function
f : R −→ R there exists a natural number N such that for every sufficiently
large x, |f(x)| ≤ xN . In [Mi94] it is shown that if R is polynomially bounded
and f : R −→ R is definable and not ultimately 0, there exist r, c ∈ R, c 6= 0,






The set of all such r is a subfield of R, called the field of exponents of
R. For example the OR-structure R is polynomially bounded with field of
exponents Q.
If Λ ⊂ R is a subfield, and if the field of exponents of an S-structure R
does not contain Λ, we can construct an expansion of S and R by adding
the power functions with exponents in Λ. We expand S to SΛ by adding a
function symbol fλ for every λ ∈ Λ, and we expand R to an SΛ-structure
RΛ interpreting the function symbol fλ by the function that is x −→ xλ for
positive numbers and x −→ 0 on negative ones. The structure RΛ is again
o-minimal, as its definable sets are definable in the structure R expanded
with the exponential function x −→ ex, that is o-minimal by [Spe99].
It is not known whether RΛ is always polynomially bounded. The only
theorem we now in this direction is the following: if the expansion of R
constructed by adding the family of functions {xr|[1,2]}r∈Λ is polynomially
bounded, then RΛ is too (see [Mi03]). Hence if we want to prove that
RΛ is polynomially bounded we only need to search for a polynomially
bounded expansion of R in which all restricted powers xr|[1,2] are definable.
For example if the structure R expanded with the restricted exponential,
ex|[0,1] is polynomially bounded, then R
Λ is too.
In the following we will work with o-minimal, polynomially bounded
structures R expanding R, with the property that RR is polynomially
bounded. We will call such structures regular structures.
Example 41. Let’s see some examples of regular polynomially bounded
structures.
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1. The structure Ran of the real numbers with restricted analytic func-
tions, an expansion of R where for every n-variable power series f
converging in a neighborhood of the unit cube [−1, 1]n a new function
symbol is added representing f on the unit cube and extended to zero
outside the cube, see [DMM94] for details. This structure is o-minimal
and polynomially bounded with field of exponents Q, and all restricted
powers {xr|[1,2]} are definable, hence its expansion with all the power
functions RRan is o-minimal, polynomially bounded with fields of expo-
nents R.
2. The structure RR is o-minimal and polynomially bounded, as all de-
finable sets in this structure are definable in RRan. This is the smallest
structure with field of exponents R.
3. The structure Ran∗ of the real field with convergent generalized power
series, see [DS98] for details of the definition, is o-minimal and poly-
nomially bounded with field of exponents R.
4. Other structures with field of exponents Q that stays polynomially
bounded when expanded with the power functions are the field of real
numbers with multisummable series (see [DS00]) and the structures
defined by a quasianalytic Denjoy-Carlemann class (see [RSW03]).
3.2 Logarithmic limit sets of definable sets
3.2.1 Some properties of definable sets
Let R be an o-minimal and polynomially bounded expansion of R.
Lemma 42. For every definable function f : (R>0)n −→ R>0, there is a
basic exponential cone C and N ∈ N such that f|C(x1, . . . , xn) ≥ (xn)N .
Proof : Fix a basic exponential cone C ⊂ (R>0)n. By the  Lojasiewicz
inequality (see [DM96, 4.14]) there exist N ∈ N and Q > 0 such that
Qf|C(x1, . . . , xn) ≥ (xn)N . The thesis follows by choosing an exponent
bigger than N and a suitable basic exponential cone smaller than C. 2
Lemma 43. Every cell decomposition of (R>0)n has a cell containing a
basic exponential cone.
Proof : This proof is based on the cell decomposition theorem, see [Dr,
chap. 3] for details. By induction on n. For n = 1, the statement is obvious,
a basic exponential cone being an interval with 0 as an infimum.
Suppose the lemma true for n. If {Ci} is a cell decomposition of
(R>0)n+1, and if π : (R>0)n+1 −→ (R>0)n is the projection on the first
n coordinates, then {π(Ci)} is a cell decomposition of (R>0)n, hence, by
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induction, it contains a basic exponential cone D of (R>0)n. The cells in
π−1(D) ∪ (0, 1] are described by functions
f1, . . . , fl : D −→ [0, 1]
with f1 < f2 < · · · < fn and such that every cell in π−1(D) ∪ (0, 1] has one
of the forms:
{(x̄, xn+1) | x̄ ∈ D,xn+1 = fi(x̄)}
{(x̄, xn+1) | x̄ ∈ D, fi(x̄) < xn+1 < fi+1(x̄)}
where x̄ = (x1, . . . , xn). Then f1 is identically zero, while f2 takes values in
R>0, hence, by previous lemma, there is a basic exponential cone D′ ⊂ D
and N ∈ N such that f2|D′(x̄) ≥ (xn)N . Hence the piece {(x̄, xn+1) | x̄ ∈
D, f1(x̄) < xn+1 < f2(x̄)} contains the basic exponential cone
{(x̄, xn+1) | x̄ ∈ D′, 0 < xn+1 ≤ (xn)N}
2
Corollary 44. Let V ⊂ (R>0)n be definable in R, and suppose that V
contains a sequence x(k) in standard position in dimension n. Then V
contains an exponential cone.
Proof : Let {Ci} be a cell decomposition of (R>0)n adapted to V , i.e.
every Ci is either contained in V or disjoint from V . By previous lemma,
one of these cells contains an exponential cone D. By hypothesis, if k is
sufficiently large, x(k) ∈ D, hence D ⊂ V . 2
Corollary 45. Let V ⊂ (R>0)2 be definable in R, and suppose that exists
a sequence x(k) in V such that x(k) → 0 and
∀N ∈ N : ∃k0 : ∀k > k0 : x2(k) < (x1(k))N
Then there exist h0 > 0 and M ∈ N such that
{x ∈ R2 | 0 < x1 < h0 and 0 < x2 < (x1)M} ⊂ V
Proof : This is precisely the previous corollary with n = 2. 2
Lemma 46. Let V ⊂ (R>0)n be definable in R, and suppose that there exists
a sequence x(k) in V , an integer m ∈ {1, . . . , n} and, denoted g = n −m,
positive numbers a1, . . . , ag > 0 such that x(k) → (a1, . . . , ag, 0, . . . , 0), and
such that:
∀N ∈ N : ∃k0 : ∀k > k0 : ∀i ∈ {g + 1, . . . , n− 1} : xn(k) < (xi(k))N
Then for every ε > 0 there exist a sequence y(k) in V and positive real
numbers b1, . . . bn−1 > 0 such that y(k) → (b1, . . . bn−1, 0) and for all i ∈
{1, . . . g} we have |bi − ai| < ε.
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Proof : If n = 2 the statement follows by corollary 45. By induction on
n we suppose the statement true for definable sets in Rn′ with n′ < n. We
split the proof in two cases, when m < n and when m = n.
If m < n, fix an ε > 0, smaller than any of the ai, and consider the
parallelepiped
cε = {(z1, . . . , zn) ∈ Rn | |z1 − a1| < 12ε, . . . , |zg − ag| <
1
2ε}
Let π : Rn −→ Rn−m be the projection on the last n−m coordinates. The
set π(V ∩cε) is definable in Rm, the sequence π(x(k)) satisfies the hypotheses
of the lemma, hence, by induction, there exists a sequence z(k) ∈ π(V ∩ cε)
converging to the point (bg+1, . . . , bn−1, 0). Let y(k) be a sequence such that
y(k) ∈ π−1(z(k)). We can extract a subsequence (called again y(k)) such
that y(k) → (0, b2, . . . bn) where for all i ∈ {1, . . . g} we have |bi − ai| ≤ 12ε.






in the unit sphere Sn−2, and, up to subsequences, we can suppose that it
converges to a unit vector v = (v1, . . . , vn−1) ∈ (R≥0)n−1. Up to reordering,
v = (v1, . . . , vh, 0, . . . , 0), with v1, . . . , vh > 0. Fix an α > 0 and consider the
cone
Cv(α) = {y ∈ Rn |
〈(y1, . . . , yn−1), v〉
|(y1, . . . , yn−1)||v|
> cosα}
Let π : Rn −→ Rn−h the projection on the last n − h coordinates. The
set π(V ∩ Cv(α)) is definable in Rn−h, the sequence π(x(k)) satisfies the
hypotheses of the lemma, hence, by induction, there exists a sequence z(k) ∈
π(V ∩ Cv(α)) converging to the point (bh+1, . . . , bn−1, 0). Let y(k) be a
sequence such that y(k) ∈ π−1(z(k)). We can extract a subsequence (called
again y(k)) such that y(k) → (b1, . . . bn−1, 0). As y(k) ∈ Cv(α), for all i > h,
if yi(k) → 0, then y(k) → 0. As bh+1, . . . , bn−1 > 0, then also b1, . . . , bh > 0.
2
3.2.2 Polyhedral structure
Let V ⊂ (R>0)n be a definable set. Our main object of study is A0(V ), the
logarithmic limit set of V . Suppose that R has field of exponents Λ ⊂ R.
Given a matrix B ∈ GLn(Λ), the set B(A0(V )) is the logarithmic limit set
of B(V ). If
V = {x ∈ (R>0)n | φ(x1, . . . , xn, a1, . . . , am)}
is a definition of V , then
B(V ) = {x ∈ (R>0)n | φ(B−1(x1), . . . , B−1(xn), a1, . . . , am)}
The components of B−1 are all definable in R because their exponents are
in Λ, hence the set B(V ) is again definable.
The group GLn(Λ) is transitive on Λn, hence we can always find a matrix
sending a specific point of Λn in a point of our choice, like (0, . . . , 0,−1).
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Theorem 47. Let V ⊂ (R>0)n be a set definable in an o-minimal and
polynomially bounded structure. The point (0, . . . , 0,−1) is in A0(V ) if and
only if there exists a sequence x(k) in V such that x(k) → (a1, . . . , an−1, 0),
where a1, . . . , an−1 > 0.
Proof : If there exists such an x(k), then it is obvious that (0, . . . , 0,−1) ∈
A0(V ). Vice versa, if (−1, 0, . . . , 0) ∈ A0(V ), then by lemma 37 there exists
a sequence y(k) in V such that yn(k) −→ 0 and
∀N ∈ N : ∃k0 ∈ N : ∀k > k0 : ∀i ∈ {1, . . . , n− 1} :
yn(k) < (yi(k))
N and yn(k) < (yi(k))
−N
Up to subsequences we can suppose that for all i ∈ {1, . . . , n− 1} one of
the three possibilities occur: yi(k) → 0, yi(k) → ai 6= 0, yi(k) → +∞. Up
to a change of coordinates with maps of the form
Bi(x1, . . . , xi, . . . , xn) = (x1, . . . ,−xi, . . . , xn)
Bi(x1, . . . , xi, . . . , xn) = (x1, . . . , x−1i , . . . , xn)
we can suppose that for all i ∈ {1, . . . , n − 1} either yi(k) → 0 or
yi(k) → ai 6= 0. Then we can apply lemma 46, and we are done. 2
Proposition 48. Let V ⊂ (R>0)n be a set definable in a regular polynomi-
ally bounded structure, and let π : Rn −→ Rm be the projection on the first
m coordinates (with m < n). Then we have
A0(π(V )) = π(A0(V ))
Proof : It is possible to give a direct proof of this proposition by using the
previous theorem. Anyway, we prefer to postpone the proof after corollary
69, where it becomes straightforward. 2
Now we suppose that R is a regular polynomially bounded structure, or,
equivalently, that R has field of exponents R. Let x ∈ A0(V ). We want
to describe a neighborhood of x in A0(V ). To do this, we choose a map
B ∈ GLn(R) such that B(x) = (0, . . . , 0,−1). Now we only need to describe
a neighborhood of (0, . . . , 0,−1) in A0(B(V )). As logarithmic limit sets are
cones, we only need to describe a neighborhood of 0 in
H = {(x1, . . . , xn−1) ∈ Rn−1 | (x1, . . . , xn−1,−1) ∈ A0(B(V ))}
For every t ∈ (0, 1), we define the set:










as a limit of a one-parameter family of subsets of Rn−1. The set W is a
definable subset of (R>0)n−1. Its logarithmic limit set is denoted, as usual,
by A0(W ) ⊂ Rn−1. By previous theorem, as (0, . . . , 0,−1) ∈ A0(B(V )),
W is not empty, hence 0 ∈ A0(W ). We want to prove that there exists a
neighborhood U of 0 in Rn−1 such that A0(W )∩U = H ∩U . To do this we
will prove that A0(W )∩H is a neighborhood of 0 both in A0(W ) and in H.
A flag in Rn is a sequence (V0, V1, . . . , Vh), h ≤ n, of subspaces of Rn
such that V0 ⊂ V1 ⊂ · · · ⊂ Vh ⊂ Rn and dimVi = i. We say that a sequence
x(k) in Rn converges to the point y along the flag (V1, V2, . . . , Vh) if
1. x(k) → y.
2. ∀k : x(k)− y ∈ Vh \ Vh−1.
3. ∀i ∈ {0, . . . , h − 2}, the sequence πi(x(k)) converges to the point
πi(Vi+1), where πi : Vh \ Vi −→ P(Vh/Vi) is the canonical projection.
Lemma 49. For all sequences x(k) in Rn converging to a point y, there
exists a flag (V0, . . . , Vh) and a subsequence of x(k) converging to y along
(V0, . . . , Vh).
Proof : It follows from the compactness of P(Vh/Vi). 2
Lemma 50. Let x(k) ⊂ H be a sequence converging to 0. Then at least one
of its points is in A0(W ) ∩H.
Proof : We can extract a subsequence, again denoted by x(k), con-
verging to zero along a flag (V0, V1, . . . , Vh) in Rn−1. Up to a lin-
ear change of coordinates, we can suppose that this flag is given by
({0},Span(en−1),Span(en−2, en−1), . . . ,Span(en−h, . . . , en−1)). Hence for
i ∈ {1, . . . , n − h − 1} we have xi(k) = 0. Again by extracting a subse-
quence and by a change of coordinates with maps of the form
Bi(x1, . . . , xi, . . . , xn) = (x1, . . . ,−xi, . . . , xn)
with i ∈ {n− h, . . . , n− 1}, we can suppose that for all such i, xi(k) < 0.
By proposition 36, as H ⊂ A0(B(V )), for every point x(k) there exists a
sequence y(k, l) in B(V ) and a sequence t(k, l) in (0, 1) such that t(k, l) → 0
and Log( 1
t(k,l)
)(y(k, l)) → x(k). By theorem 47 we can choose y(k, l) such
that y(k, l) → a(k), with ai(k) > 0 for i ∈ {1, . . . , n− h− 1}, and ai(k) = 0
for i ∈ {n − h, . . . , n}. Again up to a change of coordinates with maps of
the form
Bi(x1, . . . , xi, . . . , xn) = (x1, . . . ,−xi, . . . , xn)
with i ∈ {1, . . . , n−h−1}, we can suppose that the sequence a(k) is bounded
and that, up to subsequences, it converges to a point a, with ai = 0 for
i ∈ {n− h, . . . , n}.
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Let π : Rn −→ Rn−h−1 be the projection on the first n−h−1 coordinates.
Then π(a(k)) ⊂ (R>0)n−h−1. By lemma 39 we can suppose that π(a(k)) is
in standard position, i.e. a1, . . . , ag > 0, ag+1 = · · · = an = 0 and:
∀N ∈ N : ∃k0 : ∀k > k0 : ∀i ∈ {g + 1, . . . , n− h− 2} : ai+1(k) < (ai(k))N
From the sequences y(k, l), we extract a diagonal subsequence z(k)
in the following way. For every k, the sequence y(k, l) converges to
a(k) = (a1(k), . . . , an−h−1(k), 0, . . . , 0). As Log 1
t(k,l)
(y(k, l)) → x(k) =





We can choose an l0 such that:
1. ∀i ∈ {1, . . . , h} :
∣∣∣ log(y1(k,l0))log(yi(k,l0)) − −1xi(k) ∣∣∣ < 1k
2. |y(k, l0)− a(k)| < 1k
We define z(k) = y(k, l0). Now z(k) → a = (a1, . . . , ag, 0, . . . , 0) and, as
x(k) → (0, . . . , 0,−1) along the flag (V0, . . . , Vh), we have:
∀N ∈ N : ∃k0 : ∀k > k0 : ∀i ∈ {g + 1, . . . , n− 1} : xi+1(k) < (xi(k))N
Let r be smaller than any of the numbers a1, . . . , ag. Consider the par-
allelepiped
cr = {(z1, . . . , zn) ∈ Rn | |z1 − a1| < 12r, . . . , |zg − ag| <
1
2r}
Let π : Rn −→ Rn−g be the projection on the last n − g coordinates. The
set π(B(V )∩ cr) is definable in Rn−g, and the sequence π(z(k)) satisfies the
hypotheses of corollary 44, hence π(B(V )∩ cr) contains a basic exponential
cone, hence π(W ∩ cr) also contains one. This means that A0(π(W ) ∩ cr)
contains a basic cone. Hence also A0(W ∩ cr) contains this cone, and also
A0(W ). At least one of the points x(k) is in this cone. 2
Lemma 51. Let x ∈ A0(W ). Then the number
r(x) = sup{r | ∀0 ≤ λ ≤ r : λx ∈ H}
is strictly positive.
Proof : Let x ∈ A0(W ). By a linear change of coordinates, we can
suppose that x = (0, . . . , 0,−1,−1). By theorem 47 there is a sequence x(k)
in W converging to the point (a1, . . . , an−2, 0), with a1, . . . , an−2 > 0. As W
is the limit of the family Wt, for every k there is a sequence y(k, l) in B(V )
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converging to (x(k), 0). We can construct a diagonal sequence z(k) in the
following way: for every k we can choose an l0 such that
|y(k, l0)− (x(k), 0)| < (xn−1(k))k
The sequence z(k) converges to (a1, . . . , an−2, 0, 0). Let r be smaller that
any of the a1, . . . , an−2. Consider the parallelepiped
cr = {(z1, . . . , zn) ∈ Rn | |z1 − a1| < 12r, . . . , |zn−2 − an−2| <
1
2r}
Let π : Rn −→ R2 be the projection on the last 2 coordinates. The set
π(B(V ) ∩ cr) is definable in R2, and the sequence π(z(k)) satisfies the hy-
potheses of corollary 45, hence π(B(V ) ∩ cr) contains a basic exponential
cone. This means that there exists a number r′ > 0 such that
{(0, . . . , 0, z,−1) | − r′ ≤ z ≤ 0} ⊂ H
2
Theorem 52. Let V ⊂ (R>0)n be a set definable in a regular polynomially
bounded structure. Let x ∈ A0(V ) and choose a map B ∈ GLn(R) such that
B(x) = (0, . . . , 0,−1). We recall that
H = {(x1, . . . , xn−1) ∈ Rn−1 | (x1, . . . , xn−1,−1) ∈ A0(B(V ))}








Then there exists a neighborhood U of 0 in Rn−1 such that A0(W ) ∩ U =
H ∩ U .
Proof : We will prove that A0(W ) ∩ H is a neighborhood of 0 both in
A0(W ) and in H. Previous lemma implies that if x(k) is a sequence in H
converging to 0, then at least one of its points is in A0(W ), hence A0(W )∩H
is a neighborhood of 0 in H.
To prove that A0(W )∩H is also a neighborhood of 0 in A0(W ), we only
need to prove that if r is the function defined in lemma 51, there exists an
ε > 0 such that
∀x ∈ A0(W ) ∩ Sn−2 : r(x) > ε
But this is true, because we already know that A0(W )∩H is a neighborhood
of 0 in H. 2
Theorem 53. Let V ⊂ (R>0)n be a set definable in a regular polynomially
bounded structure. The logarithmic limit set A0(V ) is a polyhedral complex.
Moreover, if dimV = m, then dimA0(V ) ≤ m.
Proof : By induction on n. For n = 1 the statement is trivial, as a
cone in R is a polyhedral set, and every zero dimensional definable set is
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compact, hence its logarithmic limit set is a point. Suppose the statement
true for n − 1. For every x ∈ A0(V ) there is a linear map B sending x
to (0, . . . , 0,−1). The statement in [DM96, 4.7] implies that the definable
set W ⊂ (R>0)n has dimension less than or equal to m − 1, hence A0(W )
is a polyhedral set of dimension less than or equal to m − 1 (by inductive
hypothesis). By previous theorem a neighborhood of the ray {λx | λ ≥ 0} in
A0(V ) is the cone over a neighborhood of 0 inA0(W ), hence it is a polyhedral
complex of dimension less than or equal to m. By compactness of the sphere
Sn−1, A0(V ) can be covered by a finite number of such neighborhoods, hence
it is a polyhedral complex of dimension less than or equal to m. 2
Note that the statement about the dimension can be false for a general
set. See figure 3.4 for an example.
Figure 3.4: V = {(x, y) ∈ (R>0)2 | y = sin 1x} (left picture), then A0(V ) =
{(x, y) ∈ R2 | y ≤ 0, x ≤ 0 or x ≥ 0, y = −x} (right picture).
Moreover, it is not possible to give more than an inequality, as for every
s ≤ m it is always possible to find a semi-algebraic set V ⊂ (R>0)m such
that dimV = m and dimA0(V ) = s. For example take the parallelepiped
V = [1, 2]m−s × (R>0)s ⊂ (R>0)m, with A0(V ) = {0}m−s × (R>0)s. It
is also possible to find counterexamples of these kind where V is the in-
tersection of (R>0)m+1 with an algebraic hypersurface. For example let
Sm−s ⊂ (R>0)m−s+1 be the sphere with center (2, . . . , 2) and radius 1,
then V = Sm−s × (R>0)s ⊂ (R>0)m+1 has dimension m, but A0(V ) =
{0}m−s+1 × (R>0)s has dimension s.
It is also possible to find a semi-algebraic set V that is the intersection of
(R>0)n with an irreducible pure-dimensional smooth hypersurface, and such
that its logarithmic limit set A0(V ) is not pure-dimensional, see for example
figure 3.5. Note that the product V × Sh, with Sh the sphere with center
(2, . . . , 2) and radius 1 as above, is again the intersection of (R>0)n+h+1 with
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an irreducible pure-dimensional smooth variety, and its logarithmic limit set
is lower dimensional and not pure-dimensional.
Figure 3.5: V = {(x, y, z) ∈ (R>0)3 | (x+ 1)2 = 1 + (y− 1)2 + (z − 1)2 = 0}
(left picture), then A0(V ) has an isolated ray along the direction (−1, 0, 0)
and a bi-dimensional part in the half-space x ≥ 0 (right picture).
3.3 Tropical description
3.3.1 Maslov dequantization
Every real number t ∈ (0, 1) defines an analytic function:





log z ∈ R
This function is bijective, with inverse x −→ t−x, and it preserves the
order ≤. The operations (‘+’ and ‘·’) are transformed via conjugation in the
following way:
x⊕t y = log( 1t )(t
−x + t−y)
xt y = log( 1t )(t
−x · t−y) = x+ y
Hence every t induces an OS-structure on R:
Rt = (R, {≤}, {⊕t,t}, ∅)
This structure is isomorphic to R>0, hence it is an ordered semifield, i.e. it
respects all properties of ordered fields except for the addiction that is not
invertible.




x⊕t y = max(x, y)
The limit OS-structure is
Rtrop = (R, {≤}, {max,+}, ∅)
the tropical semifield. This structure is again an ordered semifield, but
is not isomorphic to R>0 any more, as the addition is idempotent. We will
denote its operations by ⊕ = max and  = +. Note that if y ≤ x we have
x⊕ y = x and
x ≤ log( 1t )(t
−x + t−y) ≤ log( 1t )(2t
−x) = log( 1t )
2 + x
This implies the following inequalities:
x⊕ y ≤ x⊕t y ≤ x⊕ y + log( 1t ) 2
x1 ⊕ · · · ⊕ xn ≤ x1 ⊕t · · · ⊕t xn ≤ x1 ⊕ · · · ⊕ xn + log( 1t ) n
In other words the convergence of the family Rt to the structure Rtrop is
uniform. This construction is usually called Maslov dequantization.
Note that if α ∈ R>0, the function
R>0 3 x −→ xα ∈ R>0
is transformed, via conjugation with the map log( 1t )
, in the map:





As this map does not depend on t, it induces also a map in the limit structure
Rtrop. With these maps, the structures Rt and Rtrop are turned in OSR-
structures.
The family of maps Logt, which we used to construct the logarithmic
limit sets, is the Maslov dequantization applied coordinate-wise to (R>0)n.
3.3.2 Dequantization of formulae
An LOSR-term can be defined inductively in this way (see [EFT84, Chap.
II, def. 3.1]):
1. Every variable is a term.
2. If u, v are terms, then (u+ v) and (u · v) are terms.
3. If u is a term and α ∈ R, then (uα) is a term.
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A term u(x1, . . . , xn, y1, . . . ym) with variables x1, . . . , xn, y1, . . . , ym and
constants a1, . . . , am ∈ R>0 defines a function:
U : (R>0)n 3 (x1, . . . , xn) −→ u(x1, . . . , xn, a1, . . . , am) ∈ R>0
For every t, this function defines, by conjugation with the map log( 1t )
,
a function on Rn corresponding to the term u where the operations are
interpreted with the operations of Rt, and every constant ai is interpreted
as log( 1t )
(ai):





: Rn −→ R
Lemma 54. Let U0 : Rn −→ R be the function defined by the term u where
the operations are interpreted with the operations of Rtrop, and every con-
stant ai is interpreted as 0. Then
∀x ∈ Rn : U0(x) ≤ Ut(x) ≤ U0(x) + log( 1t )C
where C is a constant depending only on the term u and the coefficients ai.
In particular the family of functions Ut uniformly converges to the function
U0.
Proof : By induction on the complexity of the term. If u = x1, then
U0 = Ut and C = 1. If u = y1 then Ut = log( 1t )
a1 and U0 = 0, hence
C = a1.
If u = vα, where α ∈ R, then
V0 ≤ Vt ≤ V0 + log( 1t )C
As U0 = αV0 and Ut = αVt we have
U0 ≤ Ut ≤ U0 + log( 1t )C
α
If u = v · w
V0 ≤ Vt ≤ V0 + log( 1t )C
W0 ≤Wt ≤W0 + log( 1t )D
As U0 = V0 +W0 and Ut = Vt +Wt, we have
U0 ≤ Ut ≤ U0 + log( 1t )CD
If u = v + w
V0 ≤ Vt ≤ V0 + log( 1t )C
W0 ≤Wt ≤W0 + log( 1t )D
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As U0 = max(V0,W0) and
max(V0,W0) ≤ Ut ≤ max(Vt,Wt) + log( 1t ) 2 ≤
≤ max(V0,W0) + log( 1t ) max(C,D) + log( 1t ) 2
we have
U0 ≤ Ut ≤ U0 + log( 1t ) 2 max(C,D)
2
If φ(x1, . . . , xn, y1, . . . , ym) is an LOSR-formula and a1, . . . , am are con-
stants, they define the set:
V = {(x1, . . . , xn) ∈ (R>0)n | φ(x1, . . . , xn, a1, . . . , am)}
We will denote by φt the formula φ where the operations are interpreted
in the structure Rt, and φ0 the formula φ where the operations are inter-
preted in the structure Rtrop. Hence
At(V ) = {(x1, . . . , xn) ∈ Rn | φt(x1, . . . , xn, log( 1t ) a1, . . . , log( 1t ) am)}
Because log( 1t )
is a semifield isomorphism hence the amoeba At(V ) is de-
scribed by the same formula.
Anyway it is not always true that
A0(V ) = {(x1, . . . , xn) ∈ Rn | φt(x1, . . . , xn, 0, . . . , 0}
For example if φ(x1) = ¬(x ≤ 1), then φ0 = ¬(x ≤ 0), but the logarith-
mic limit set of {x > 1} is not {x > 0}, but {x ≥ 0}.
3.3.3 Dequantization of sets
A positive formula is a formula written without the symbols ¬,⇒,⇔.
These formulae contains only the connectives ∨ and ∧ and the quantifiers
∀, ∃. Consider the standard OSR-structure on R>0, or one of the OSR-
structures Rt or Rtrop on R. Every subset of (R>0)n or Rn that is defined by
a quantifier-free positive LOSR-formula in one of these structures is closed,
as the set of symbols OSR has only the relations = and ≤, that are closed,
and the functions +, ·, xα, that are continuous.
Proposition 55. Let φ(x1, . . . , xn, y1, . . . , ym) be a positive LOSR-formula,
let a1, . . . , am ∈ R>0 be parameters and V ⊂ (R>0)n be a set such that
V ⊂ {(x1, . . . , xn) ∈ (R>0)n | φ(x1, . . . , xn, a1, . . . , am)}
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Then
A0(V ) ⊂ {x ∈ Rn | φ0(x1, . . . , xn, 0, . . . , 0)}
Proof : By induction on the complexity of the formula. If φ is atomic,
then it has the one of the forms
u(x1, . . . , xn, y1, . . . , ym) = v(x1, . . . , xn, y1, . . . , ym)
u(x1, . . . , xn, y1, . . . , ym) ≤ v(x1, . . . , xn, y1, . . . , ym)
We have
At(V ) ⊂ {x ∈ Rn | φt(x1, . . . , xn, log 1
t
(a1), . . . , log 1
t
(am)}
We may put all the equations together, one for every t, thus finding a
description for the deformation
D = {(x, t) ∈ Rn × (0, ε) | x ∈ At(V )}
D = {(x1, . . . , xn, t) ∈ Rn × (0, 1) | φt(x1, . . . , xn, log 1
t
(a1), . . . , log 1
t
(am)}
If we consider Ut and Vt as functions on Rn×(0, 1), they can be extended
continuously to Rn × [0, 1) defining the extensions on Rn × {0} by U0, V0.
Hence we get following inclusion for the logarithmic limit set:
A0(V ) ⊂ {x ∈ Rn | φ0(x1, . . . , xn, 0, . . . , 0)}
If φ = ψ1 ∨ ψ2, then V ⊂ V1 ∪ V2, where Vi is defined by ψi. The
statement follows from the fact that the logarithmic limit set of a union is
the union of the logarithmic limit sets (see proposition 36).
If φ = ψ1∧ψ2, then V ⊂ V1∩V2, where Vi is defined by ψi. The statement
follows from the fact that the logarithmic limit set of an intersection is
contained in the intersection of the logarithmic limit sets (see proposition
36).
If φ = ∃xn+1 : ψ, then V is contained in the projection of W , where
W is the set defined by ψ. The statement follows from the fact that the
logarithmic limit set of the projection is the projection of the logarithmic
limit sets (see proposition 48).
If φ = ∀xx+1 : ψ, then we denote by W the set defined by ψ. If
(0, . . . , 0,−1) ∈ A0(V ), there is a sequence x(k) in V converging to a
point (b1, . . . , bn−1, 0) with bi 6= 0. Then W contains a sequence of lines
{(x(k), y) | y ∈ R>0}, hence A0(W ) contains the line {(0, . . . , 0, y) | y ∈
R}. As A0(W ) ⊂ {(x1, . . . , xn+1) | ψ0(x1, . . . , xn+1)}, then A0(V ) ⊂
{(x1, . . . , xn) | ∀xn+1 : ψ0(x1, . . . , xn+1)}. 2
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respectively (on the left), and their logarithmic limit sets (on the right).
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Anyway there are examples where
V = {x ∈ (R>0)n | φ(x1, . . . , xn, a1, . . . , am)}
with φ a positive OSR-formula, and
A0(V ) ( {x ∈ Rn | φ0(x1, . . . , xn, 0, . . . , 0)}
For example consider the following atomic formula φ(x1, x2, y1, y2, y3):
x21 + x
2
2 + y1 = y2x1 + y3x2
with constants a1 = 13− r2, a2 = 4, a3 = 6, with r2 < 13. This derives from
the equation of a circle with center in (2, 3) and radius r:
(x1 − 2)2 + (x2 − 3)2 = r2
The dequantized formula φ0(x1, x2, 0, 0, 0, 0) does not depend on the value
of r:
max(2x1, 2x2, 0) = max(x1, x2)
Now if
Vr = {(x1, x2) ∈ (R>0)n | x21 + x22 + 13− r2 = 4x1 + 6x2}










) = {(x1, x2) ∈ R2 | max(2x1, 2x2, 0) = max(0, x1, x2)}
but for A0(V 3
2
) and A0(V 5
2
) we have a strict inclusion.
Even if φ(x1, x2, 274 , 4, 6) is a definition of V 52 , φ0(x1, x2, 0, 0, 0) is not
a definition of A0(V 5
2
). Anyway we can find another formula with this
property. The equation of V 5
2
we used in the formula φ is:







1 + 37x1 + 40)(x
2



















= 24x31x2 + 96x
2
1x2 + 222x1x2 + 240x2
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The dequantized version of this formula is
max(5x1, x1, 0, 3x1 + 2x2, 2x1 + 2x2, x1 + 2x2, 2x2) =
= max(3x1 + x2, 2x1 + x2, x1 + x2, x2)
That is equivalent to:
max(5x1, 0, 2x2, 3x1 + 2x2) = x2 + max(3x1, 0)
And this formula is an exact description of A0(V 5
2
).
There are examples of real algebraic sets V where it is not possible to
find an algebraic formula φ defining V such that φ0 is a definition of A0(V ).
Here by an algebraic formula we mean an atomic formula with the relation
=, in other words an equation between two positive polynomials.
Figure 3.7: V = {(x, y) ∈ R2 | x2 + y2 + 1 = 2y+x3} with an isolated point
in (0, 1) (left picture), then A0(V ∩ (R>0)2) = {(x, y) ∈ R2 | x = 0, y ≤
0 or x ≥ 0, 2y = 3x} (right picture).
Consider for example the cubic
V = {(x1, x2) ∈ R2 | x21 + x22 + 1 = 2x2 + x31}
as in figure 3.7. This cubic has an isolated point in (0, 1). This point is out-
side the positive orthant (R>0)2, hence it does not influence the logarithmic
limit set of V ′ = V ∩ (R>0)2, but the set defined by
{(x1, x2) ∈ R2 | max(2x1, 2x2, 0) = max(x2, 3x1)}
contains also the half line {x2 = 0, x1 ≤ 0} that is not in the logarithmic
limit set, and the same happens for every polynomial equation defining V .
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We need to use the order relation ≤ to construct a formula φ defining
V ′ such that φ0 is a definition of A0(V ′). For example:




A0(V ′) = {(x1, x2) ∈ R2 | max(2x1, 2x2, 0) = max(x2, 3x1) ∧ x1 ≥ 0}
As we will see in the next subsection, this property is a general fact.
3.3.4 Exact definition
Let C be an open convex set such that (0, . . . , 0,−1) ∈ C, and the closure
C is a convex polyhedral cone contained in {x ∈ Rn | xn < 0} ∪ {0}. The
faces F1, . . . , Fk of C are described by equations
a1ix1 + · · ·+ an−1i xn−1 + xn = 0
and C is described by
C = {x ∈ Rn | xn < 0 and ∀i ∈ {1, . . . , k} : a1ix1 + · · ·+an−1i xn−1 +xn < 0}
For every h ∈ R>0, consider the set
Eh(C) = {x ∈ (R>0)n | xn < h and ∀i ∈ {1, . . . , k} : x
a1i
1 . . . x
an−1i
n−1 xn < h}
Lemma 56. Let V ⊂ (R>0)n be a set such that A0(V ) ∩ C = ∅. Then for
every sufficiently small h ∈ R>0 we have V ∩ Eh(C) = ∅.
Proof : Suppose that for all i ∈ N there exists xi ∈ V ∩E 1
i
(C). Then from
the sequence (xi) ⊂ V we can extract a subsequence yi such that Loge(yi)
converges to a point y ∈ C. 2
Note that Eh(C) can be described by the following SROS-formula, with
y = h
φC(x1, . . . , xn, y) = ¬(y ≤ xn∨y ≤ x
a11
1 . . . x
an−11
n−1 xn∨· · ·∨y ≤ x
a1n
1 . . . x
an−1n
n−1 xn)
and C is described by the formula φC0 with y = 0.
Let C ⊂ Rn be an open convex set such that the closure C is a convex
polyhedral cone and C ⊂ H ∪ {0} where H is an open half-space H.
There exists a linear map B such that (0, . . . , 0,−1) ∈ B(C), and B(C)
is contained in {x ∈ Rn | xn < 0} ∪ {0}. We will use the notation
Eh(C) = B
−1(Eh(B(C)))
As before there exists a SROS-formula φ
C(x1, . . . , xn, y) such that
Eh(C) = {x ∈ (R>0)n | φC(x1, . . . , xn, h)}
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C = {x ∈ Rn | φC0 (x1, . . . , xn, 0)}
Let V ⊂ (R>0)n be a set definable in an o-minimal, polynomially
bounded structure with field of exponents R. Then, by theorem 53, A0(V )
is a polyhedral complex, hence we can find a finite number of sets C1, . . . , Ck
such that sets such that
1. C1 ∪ · · · ∪ Ck is the complement of A0(V ).
2. The closure Ci is a convex polyhedral cone.
3. There exists an open half-space Hi such that Ci ⊂ Hi ∪ {0}.
Lemma 57. Consider the SROS-formula
φ(x1, . . . , xn, y) = ¬φC1(x1, . . . , xn, y) ∧ · · · ∧ ¬φCk(x1, . . . , xn, y))
Then
A0(V ) = {x ∈ Rn | φ0(x1, . . . , xn, 0)}
and for every sufficiently small h ∈ Rn>0 we have
V ⊂ {x ∈ (R>0)n | φ(x1, . . . , xn, h)}
Proof : The first assertion is trivial, and the second assertion follows
from previous lemma. 2
Note that the formula φ of previous lemma is equivalent to a formula of
the form:
ψ1 ∧ · · · ∧ ψk
where ψi have the form:
ψi = y ≤ x
a11
1 . . . x
an1
n ∨ · · · ∨ y ≤ xa
1
m
1 . . . x
anm
n
These formulae does not contain the + operation, hence when they are
interpreted with the dequantizing operations ⊕t,t or the tropical opera-
tions ⊕, the interpretation does not depend on t, and it is simply:
ψi = y ≤ a11x1 + · · ·+ an1xn ∨ · · · ∨ y ≤ a1mx1 + · · ·+ anmxn
Corollary 58. Let V be definable in an o-minimal, polynomially bounded




d(x,A0(V )) < ε
Proof : Choose h such that V ⊂ {φ(x1, . . . , xn, h)}. Then At(V ) ⊂
{φt(x1, . . . , xn, log( 1t ) h)}. Note that {φt(x1, . . . , xn, log( 1t ) h)} is a uniformly
bounded neighborhood of A0(V ), with distance depending linearly on y,
hence the distance tends to zero when y tends to zero. 2
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Theorem 59. Let φ(x1, . . . , xn, y1, . . . , ym) be a positive LOSR-formula, let
a1, . . . , am ∈ R>0 be parameters and denote
V = {(x1, . . . , xn) ∈ (R>0)n | φ(x1, . . . , xn, a1, . . . , am)}
Then there exists a positive LOSR-formula ψ(x1, . . . , xn, y1, . . . , yl) and pa-
rameters b1, . . . , bl ∈ R>0 such that:
V = {(x1, . . . , xn) ∈ (R>0)n | ψ(x1, . . . , xn, b1, . . . , bl)}
A0(V ) = {x ∈ Rn | ψ0(x1, . . . , xn, 0, . . . , 0)}
Proof : Let φ′(x1, . . . , xn, y) and h as in lemma 57. Then ψ = φ ∧ φ′ is
the searched formula. 2
Corollary 60. Let V ⊂ (R>0)n be a closed semi-algebraic set. Then there
exists a positive quantifier-free LOSR-formula φ(x1, . . . , xn, y1, . . . , ym) and
constants a1, . . . , am ∈ R>0 such that
V = {x ∈ (R>0)n | φ(x1, . . . , xn, a1, . . . , am)}
A0(V ) = {x ∈ Rn | φ0(x1, . . . , xn, 0, . . . , 0)}
Proof : By the Finiteness Theorem (see [BCR98, thm. 2.7.2]), every





for real closed fields
In this chapter we continue the study of the logarithmic limit sets of real
semi-algebraic sets that was started in the previous chapter. Here we show
how the relation between tropical varieties and images of varieties defined
over non-archimedean fields, well known for algebraically closed fields, can
be extended to the case of real closed fields. We give the notion of non-
archimedean amoebas of semi-algebraic sets and sets definable in other o-
minimal structures and we study their relations with logarithmic limit sets
of definable sets in Rn, and with patchworking families of definable sets.
Note that this notion generalizes the notion of non-archimedean amoebas of
semi-linear sets that have been used in [DY] to study tropical polytopes.
In section 4.1 we consider a special class of non-archimedean fields: the
Hardy fields of regular polynomially bounded structures. These are non-
archimedean real closed fields of rank one extending R, with a canonical
real valued valuation and residue field R. The elements of these fields are
germs of definable functions, hence they have better geometric properties
than the fields of formal series usually employed in tropical geometry. The
image, under the component-wise valuation map, of definable sets in the
Hardy fields are related with the logarithmic limit sets of real definable sets,
and with the limit of real patchworking families.
In section 4.2 we compare the construction of this paper with other
known constructions. We show that the logarithmic limit sets of complex
algebraic sets are only a particular case of the logarithmic limit sets of real
semi-algebraic sets, and the same happens for the limit of complex patch-
working families. Hence our methods provide an alternative proof (with a
topological flavor) for some known results about complex sets. We also com-
pare the logarithmic limit sets of real algebraic sets with the construction of
Positive Tropical Varieties (see [SW]). Even if in many examples these two
notions coincide, we show some examples where they differ.
73
4.1 Non-archimedean description
4.1.1 The Hardy field
Let S be a set of symbols expanding OS, and let R = (R, a) be an o-minimal
S-structure expanding R (see subsection 3.1.3 for definitions).
The Hardy field of R can be defined in the following way. If f, g :
R>0 −→ R are two definable functions, we say that they have the same
germ near zero, and we write f ∼ g, if there exists an ε > 0 such that
f|(0,ε) = g|(0,ε). The Hardy field can be defined as the set of germs of definable
functions near zero, or as
H(R) = {f : R>0 −→ R | f definable }/ ∼
We will denote by [f ] the germ of a function f .
Every relation in the structure R defines a relation on H(R): let R ⊂ Rn
be an n-ary relation in R, and let f1, . . . , fn be definable functions. The set
{t ∈ R>0 | R(f1(t), . . . , fn(t))}
is definable, hence either it or its complement contains an interval of the form
(0, δ). If this set contains such an interval, we will write R([f1], . . . , [fn]).
The definition does not depend on the choice of representatives.
Every function in the structure R defines a function on H(R): let F :
Rn −→ R be an n-ary function, and let f1, . . . , fn be definable functions.
The function
R>0 3 t −→ F (f1(t), . . . , fn(t)) ∈ R
is definable, hence it defines an element of the Hardy field denoted by
F ([f1], . . . , [fn]). Again this definition does not depend on the choice of
representatives.
Hence the Hardy field H(R) can be endowed with an S-structure H(R).
Theorem 61. Given an (LS)-formula φ(x1, . . . , xn), and given definable
functions f1, . . . , fn, we have:
H(R)  φ([f1], . . . , [fn]) ⇔ ∃ε > 0 : ∀t ∈ (0, ε) : R  φ(f1(t), . . . , fn(t))
Proof : By induction on the complexity of the formula. We can suppose
that the formulae are written using only the symbols ∧,¬,∃. For atomic
formulas the statement holds by definition of the relations. Every formula
φ(x1, . . . , xn) has one of the forms:
1. φ(x1, . . . , xn) = ψ1(x1, . . . , xn) ∧ ψ2(x1, . . . , xn)
2. φ(x1, . . . , xn) = ¬ψ(x1, . . . , xn)
3. φ(x1, . . . , xn) = ∃x : ψ(x, x1, . . . , xn)
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The first two cases are easy. We prove the third one:
If H(R)  ∃x : ψ(x, [f1], . . . , [fn]), then there exists a definable function
f such that H(R)  ψ([f ], [f1], . . . , [fn]). Then, by inductive hypothesis,
∃ε > 0 : ∀t ∈ (0, ε) : R  ψ(f(t), f1(t), . . . , fn(t)). Hence ∃ε > 0 : ∀t ∈
(0, ε) : R  ∃x : ψ(x, f1(t), . . . , fn(t)).
To prove the converse, we will use the existence of the definable choice
functions, i.e. given a definable set A ⊂ Rn+m, if π : Rn+m −→ Rn is
the projection on the first n coordinates, then there is a definable map
c : π(A) −→ Rm such that for all x ∈ π(A), (x, c(x)) ∈ A (see [Dr, chap. 6])
for details.
If ∃ε > 0 : ∀t ∈ (0, ε) : R  ∃x : ψ(x, f1(t), . . . , fn(t)), then the set
{(x, t) ∈ R× (0, ε) | ψ(x, f1(t), . . . , fn(t))}
is definable in R, and there exists a definable choice function f : (0, ε) −→ R
such that ∀t ∈ (0, ε) : ψ(f(t), f1(t), . . . , fn(t)). Hence ∃ε > 0 : ∀t ∈
(0, ε) : R  ψ(f(t), f1(t), . . . , fn(t)), hence, by inductive hypothesis, H(R) 
ψ([f ], [f1], . . . , [fn]). Hence H(R)  ∃x : ψ(x, [f1], . . . , [fn]). 2
For every element a ∈ R, the constant function with value a defines a
germ that is identified with a. This defines an an embedding R −→ H(R).
Corollary 62. The S-structure H(R) is an elementary extension of the
S-structure R. In particular the S-structures R and H(R) are elementar-
ily equivalent. 2
By this theorem it is clear that the operations + and · turn H(R) in a
field, the order ≤ turn it in a ordered field, and that this field is real closed.
Moreover, the structure H(R) is o-minimal as it is elementarily equivalent
to the o-minimal structure R.
Suppose that S′ is an expansion of S, and that R′ is an S′-structure
expanding R. Then all functions that are definable in R are also definable
in R′. This defines an inclusion H(R) ⊂ H(R′). Note that, by restriction,
R′ has an S-structure induced by his S′-structure.
Corollary 63. Let R,R′ be as above. If φ(x1, . . . , xn) is an (LR)-formula,
and h1, . . . , hn ∈ H(R), then
H(R)  φ(h1, . . . , hn) ⇔ H(R′)  φ(h1, . . . , hn)
In other words the S-structure on H(R′) is an elementary extension of
H(R).
In particular the S-structures on H(R) and on H(R′) are elementarily
equivalent.
Proof : By previous theorem, as if f1, . . . , fn are definable functions such
that [fi] = hi, then
H(R)  φ(h1, . . . , hn) ⇔ ∃ε > 0 : ∀t ∈ (0, ε) : R  φ(f1(t), . . . , fn(t))
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and
H(R′)  φ(h1, . . . , hn) ⇔ ∃ε > 0 : ∀t ∈ (0, ε) : R  φ(f1(t), . . . , fn(t))
2
If R is polynomially bounded, for every definable function f : R>0 −→ R







Both r and c are uniquely determined by the germ of f .
If h is the germ of f , we denote the exponent r by v(h). The map
v : H(R) \ {0} −→ R is a real valued valuation, turning H(R) in a non-
archimedean field of rank one.
The image group of the valuation is the field of exponents of R, denoted
by Λ. The valuation has a natural section, the map
Λ 3 r −→ xr ∈ H(R)
The valuation ring, denoted by O, is the set of all germs bounded in
a neighborhood of zero, and the maximal ideal m of O is the set of all
germs infinitesimal in zero. The valuation ring O is convex with respect to
the order ≤, hence the valuation topology coincides with the order topology.
The map O −→ R sending every element of O in its value in zero, has kernel
m, hence it identifies in a natural way the residue field O/m with R.
Example 64. We will usually denote by t ∈ H(R) the germ of the identity
function. We have v(t) = 1.
1. Every element of the field H(R) is algebraic over the fraction field
R(t). Hence H(R) is the real closure of R(t), with reference to the
unique order such that t > 0 and ∀x ∈ R>0 : t < x. The image of the
valuation is Q. Consider the real closed field of formal Puiseaux series
with real coefficients, R((tQ)) =
⋃
n≥1 R((t1/n)). The elements of this
field have the form
xr(s(x1/n))
where r ∈ Z and s is a formal power series. As R(t) ⊂ R((tQ)) as
an ordered field, then H(R) ⊂ R((tQ)). The elements of H(R) are the
elements of R((tQ)) that are algebraic over R(t). For these elements
the formal power series s is locally convergent.
2. Consider the field H(RΛan) (see example 41). By [Mi94’, cor. 2.7,
prop. 4.5], for every element h of this field, there exist an analytic
function F : Rn −→ R, a number r ∈ Λ and numbers r1, . . . , rn ∈ Λ>0
such that
h = [xrF (xr1 , . . . , xrn)]
Vice versa, every element of this form is in H(RΛan).
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3. We have that H(RΛ) ⊂ H(RΛan). Hence its elements have the same
description.
4. Consider the field H(Ran∗) (see example 41). By [DS98, thm. B], for







and a radius δ ∈ R>0 such that: cα ∈ R, {α | cα 6= 0} is well ordered,
the series
∑
α |cα|rα < +∞, (hence F is convergent and defines a
continuous function on [0, δ], analytic on (0, δ)) and
h = [xrF (x)]
Let F be a real closed field extending R. The convex hull of R in F is a
valuation ring denoted by O≤. This valuation ring defines a valuation v :
F∗ −→ Λ, where Λ is an ordered abelian group. We say that F is a real closed
non-archimedean field of rank one extending R if Λ has rank one as an
ordered group, or, equivalently, if Λ is isomorphic to an additive subgroup of
R. Hence real closed non-archimedean fields of rank one extending R have a
real valued valuation (non necessarily surjective) well defined up to a scaling
factor. This valuation is well defined when we choose an element t ∈ F with
t > 0 and v(t) > 0, and we choose a scaling factor such that v(t) = 1. Now
a valuation v : F −→ R is well defined, with image v(F∗) = Λ ⊂ R.
Consider the subfield R(t) ⊂ F. The order induced by F has the property
that t > 0 and ∀x ∈ R>0 : t < x. Hence F contains the real closure of
R(t) with reference to this order, i.e. H(R). Moreover the valuation v on F
restricts to the valuation we have defined on H(R), as, if O≤ is the valuation
ring of F, O≤ ∩ H(R) is precisely the valuation ring O of H(R). In other
words every non-archimedean real closed field of rank one F extending R
is a valued extension of H(R). Note that F has an OS-structure, F, as
it is a real closed field, and F is an elementary extension of H(R), by the
Tarski-Seidenberg principle (see [BCR98, prop. 5.2.3]).
4.1.2 Non archimedean amoebas
Let F be a non-archimedean real closed field of rank one extending R, with a
fixed real valued valuation v : F∗ −→ R. By convention, we define v(0) = ∞,
an element greater than any element of R. The map
F 3 h −→ ‖ h ‖= exp(−v(h)) ∈ R≥0
is a non-archimedean norm.
The component-wise logarithm map can be defined also on F, by:
Log : (F>0)n 3 (h1, . . . , hn) −→ (log(‖ h1 ‖), . . . , log(‖ hn ‖)) ∈ Rn
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Note that log(‖ h ‖) = −v(h). If V ⊂ (F>0)n, the logarithmic image of
V is the image Log(V ).
Let S be a set of symbols expanding OS, and let (F, a) be an S-structure
expanding the OS-structure on the non-archimedean real closed field of rank
one F extending R. If V ⊂ (F>0)n is a definable set in (F, a), we call the
closure of the logarithmic image of V a non-archimedean amoeba, and
we will write A(V ) = Log(V ).
The case we are more interested in is when R = (R, a) is an o-
minimal, polynomially bounded S-structure expanding R, and H(R) is the
Hardy field, with its natural valuation v and its natural S-structure. Non-
archimedean amoebas of definable sets of H(R) are closely related with
logarithmic limit sets of definable sets of R.
Let F ⊂ K be two real closed fields. Let S be a set of symbols expanding
OS, let (F, a), (K, b) be S-structures expanding the OS structure on the real
closed fields and such that K is an elementary extension of F. Let V ⊂ Fn be
a definable set in (F, a). Choose an (LS)-formula φ(x1, . . . , xn, y1, . . . , ym)
and a1, . . . , am ∈ R such that
V = {x ∈ Fn | φ(x1, . . . , xn, a1, . . . , am)}
We can define the extension V of V to K as
V = {x ∈ Kn | φ(x1, . . . , xn, a1, . . . , am)}
The extension is well defined. Suppose that there exist another (LS)-formula
ψ(x1, . . . , xn, y1, . . . , ym) and b1, . . . , bl ∈ R such that
V = {x ∈ Fn | ψ(x1, . . . , xn, b1, . . . , bl)}
Then
(F, a)  ∀x1 : . . .∀xn : φ(x1, . . . , xn, a1, . . . , am) ⇔ ψ(x1, . . . , xn, b1, . . . , bl)
As (K, b) is an elementary extension, then
(K, b)  ∀x1 : . . .∀xn : φ(x1, . . . , xn, a1, . . . , am) ⇔ ψ(x1, . . . , xn, b1, . . . , bl)
Hence the extension defined by the formula φ coincide with the extension
defined by the formula ψ.
For example, if V ⊂ Rn is a definable set in R, we can always define an
extension of V to the Hardy field H(R). The extension will be denoted by
V ⊂ H(R)n.
Lemma 65. Let R be a o-minimal polynomially bounded structure. Let
V ⊂ (R>0)n be a definable set. Then
(0, . . . , 0,−1) ∈ A0(V ) ⇔ (0, . . . , 0,−1) ∈ Log(V )
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Proof : Suppose that (−1, 0, . . . , 0) ∈ A(V ). Then there is a point
(x1, . . . , xn) ∈ V such that v(xn) = 1 and v(xi) = 0 for all i < n. Then if
f1, . . . , fn are definable functions such that xi = [fi]:
∃ε > 0 : ∀t ∈ (0, ε) : (f1(t), . . . , fn(t)) ∈ V
Moreover, when t → 0 we have that fn(t) → 0 and fi(t) → ai > 0 for i < n.
Hence V contains a sequence tending to (a1, . . . , an−1, 0) with a1, . . . an−1 6=
0, and A0(V ) contains (0, . . . , 0,−1).
Vice versa, suppose that (0, . . . , 0,−1) ∈ A0(V ). Then, by theorem 47
there exists a sequence x(k) in V such that x(k) → (a1, . . . , an−1, 0), where
a1, . . . , an−1 > 0. Let ε be a number less than all the numbers a1, . . . , an−1,
and consider the set:
{x ∈ R | ∃x1, . . . , xn−1 : |xi − ai| < 12ε and (x1, . . . , xn−1, x) ∈ V }
As this set is definable, and as it contains a sequence converging to zero, it
must contain an interval of the form (0, δ), with δ > 0. In one formula:
∀x ∈ (0, δ) : ∃x1, . . . , xn−1 : |xi − ai| < 12ε and (x1, . . . , xn−1, x) ∈ V
This sentence can be turned into a first order S-formula using a definition
of V . This formula must also hold for H(R). We can choose an x ∈ H(R),
with x > 0 and v(x) = 1. Then x < δ, hence
∃x1, . . . , xn−1 : |xi − ai| < 12ε and (x1, . . . , xn−1, x) ∈ V }
Now v(xi) = 0 for all i > 1, as |xi − ai| < 12ε. Hence
Log(x1, . . . , xn−1, x) = (0, . . . , 0,−1)
2
Theorem 66. Let R be a o-minimal polynomially bounded structure with
field of exponents Λ. Let V ⊂ (R>0)n be a definable set. Then
A0(V ) ∩ Λn = Log(V )
Proof : We need to prove that for all x ∈ Λn, x ∈ A0(V ) ⇔ x ∈ A(V ).
We choose a matrix B with entries in Λ sending x in (0, . . . , 0,−1). Then
we conclude by the previous lemma applied to the definable set B(V ). 2
Theorem 67. Let F ⊂ K be two non-archimedean real closed fields of rank
one extending R, with a choice of a real valued valuation defined by an
element t ∈ F. Denote the value groups by Λ = v(F∗) and Ω = v(K∗). Let S
be a set of symbols expanding OS, let (F, a), (K, b) be S-structures expanding
the OS structure on the real closed fields and such that K is an elementary
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extension of F. Let V be a definable set in (F, a), and V be its extension to
(K, b). Then Log(V ) ⊂ Λn is dense in Log(V ) ⊂ Ωn.
Proof : Suppose, by contradiction, that x ∈ Log(V ) and it is not in the
closure of Log(V ). Then there exists an ε > 0 such that the cube
C = {y ∈ Rn | |y1 − x1| < ε, . . . , |yn − xn| < ε}
does not contain points of Log(V ).
Let h ∈ V be an element such that Log(h) = x, and let d ∈ F be an







, h2d)× · · · × (
hn
d
, hnd) ⊂ Kn
The image Log(E) is contained in C, hence E∩V is empty. But, as (K, b) is
an elementary extension of (F, a), also E∩V is empty. This is a contradiction
as h ∈ E and h ∈ V . 2
Corollary 68. Let S be a set of symbols expanding OS, and let R = (R, a)
be an o-minimal polynomially bounded S-structure with field of exponents Λ,
expanding R. Let V ⊂ (R>0)n be a definable set. Suppose that there exists
a subfield Ω ⊂ R such that Λ ⊂ Ω and RΛ is o-minimal and polynomially
bounded. Then A0(V ) ∩ Λn is dense in A0(V ) ∩ Ωn.
Proof : Consider the Hardy fields H(R) and H(RΛ). We denote by V
the extension of V to H(R), and by V the extension of V to H(RΛ). By
theorem 66 A0(V ) ∩Λn = Log(V ) and A0(V ) ∩Ωn = Log(V ). By corollary
63 the S-structures on H(R) and H(RΛ) are elementary equivalent. The
statement follows by the previous theorem. 2
Corollary 69. Let S be a set of symbols expanding OS, and let R = (R, a)
be a regular polynomially bounded S-structure with field of exponents Λ. Let
V ⊂ (R>0)n be a set that is definable in R. We denote by V the extension
of V to H(R) and by V the extension of V to H(RR). Then
A0(V ) = Log(V )
Moreover the subset A0(V )∩Λn is dense in A0(V ), and, as A0(V ) is closed,
A(V ) = A(V ) = Log(V )
2
Corollary 70. Let V ⊂ (R>0)n be a semi-algebraic set. Then A0(V ) ∩Qn
is dense in A0(V ). Let F be a non-archimedean real closed field of rank one
extending R, and let V be the extension of V to F. Then
A0(V ) = A(V )
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If F extends H(RR), then
A(V ) = Log(V )
2
As a further corollary, we can now easily prove a proposition that was
stated in the previous chapter.
Proposition 71. Let V ⊂ (R>0)n be a set definable in a regular polynomi-
ally bounded structure, and let π : Rn −→ Rm be the projection on the first
m coordinates (with m < n). Then we have
A0(π(V )) = π(A0(V ))
Proof : It follows easily from corollary 69 and from the fact that π(V ) =
π(V ). 2
4.1.3 Patchworking families
Let S be a set of symbols expanding OS, and let R = (R, a) be an S-
structure expanding R. If V ⊂ (H(R)>0)n is definable, there exists a first or-
der S-formula φ(x1, . . . , xn, y1, . . . , ym), and parameters a1, . . . , am ∈ H(R)
such that
V = {(x1, . . . , xn) | φ(x1, . . . , xn, a1, . . . , am)}
Choose definable functions f1, . . . , fm such that [fi] = ai. These data defines
a definable set in R:
Ṽ = {(x1, . . . , xn, t) ∈ (R>0)n+1 | φ(x1, . . . , xn, f1(t), . . . , fm(t))}
Suppose that φ′(x1, . . . , xn, y1, . . . , ym′) is another formula defining V with
parameters a′1, . . . , a
′
m′ , and that f
′
1, . . . , f
′
m′ are definable functions such
that [f ′i ] = ai. These data defines:
Ṽ ′ = {(x1, . . . , xn, t) ∈ (R>0)n+1 | φ′(x1, . . . , xn, f ′1(t), . . . , f ′m′(t))}
As both formulae defines V we have:
H(R)  ∀x1, . . . , xn : φ(x1, . . . , xn, a1, . . . , am) ⇔ φ′(x1, . . . , xn, a′1, . . . , a′m′)
By theorem 61 we have:
∃ε > 0 : ∀t ∈ (0, ε) : R  ∀x1, . . . , xn :
φ(x1, . . . , xn, f1(t), . . . , fm(t)) ⇔ φ′(x1, . . . , xn, f ′1(t), . . . , f ′m′(t))
Hence
Ṽ ∩ (Rn × (0, ε)) = Ṽ ′ ∩ (Rn × (0, ε))
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and the set Ṽ is “well defined for small enough values of t”. Actually we
prefer to see the set Ṽ as a parametrized family:
Vt = {(x1, . . . , xn) ∈ (R>0)n | (x1, . . . , xn, t) ∈ Ṽ }
we can say that the set V determines the germ near zero of this parametrized
family. We will use the notation V∗ = (Vt)t>0 for the family, and we will
call these families patchworking families determined by V , as they are a
generalization of the patchworking families of [Vi].









This is a closed subset of Rn. Note that this set only depends on V . If V
is the extension to H(R) of a definable subset W ⊂ Rn, then the patch-
working family Vt is constant: Vt = W , and the tropical limit is simply the
logarithmic limit set: A0(V∗) = A0(W ).
Consider the logarithmic limit set of Ṽ :
A0(Ṽ ) = lim
t −→ 0
At(Ṽ ) ⊂ Rn+1
As in subsection 3.2.2, we consider the set
H = {(x1, . . . , xn) ∈ Rn | (x1, . . . , xn,−1) ∈ A0(Ṽ )}
Note that
Log−1( 1t )
(Rn × {−1}) = (R>0)n × {t}
Hence A0(V∗) = limt −→ 0 Log 1
t
(Vt) = H.
Now consider the extension of the set Ṽ to the Hardy field H(R), we
denote it by Ṽ . By the results of the previous section, we know that A(Ṽ ) =
A0(Ṽ ). If we denote by t ∈ H(R) the germ of the identity function, we have
that
V = {(x1, . . . , xn) | (x1, . . . , xn, t) ∈ Ṽ }
as, for i ∈ {1, . . . ,m}, we have fi(t) = ai. Hence, as log |t| = −1, A(V ) ⊂
H = A0(V∗).
Lemma 72. (0, . . . , 0) ∈ A0(V∗) ⇔ (0, . . . , 0) ∈ Log(V ).
Proof : ⇒: This follows from what we said above.
⇐: It follows from the second part of the proof of lemma 65, applied to
the set Ṽ . 2
Let λ ∈ Λn. We define a twisted set
V λ = {x ∈ H(R)n | φ(t−λ1x1, . . . , t−λnxn, a1, . . . , am)}
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Then λ ∈ Log(V ) ⇔ (0, . . . , 0) ∈ Log(V λ). Then we define
Hλ = {(x1, . . . , xn) ∈ Rn | (x1, . . . , xn,−1) ∈ A0(Ṽ λ)}
Now Hλ is simply H translated by the vector −λ. Hence we get the follow-
ing:
Lemma 73. For all λ ∈ Λ, we have λ ∈ A0(V∗) ⇔ λ ∈ Log(V ). 2
Using these facts we can extend the results of the previous sections about
logarithmic limit sets and their relations with non-archimedean amoebas,
to tropical limits of patchworking families. For example we can prove the
following statements.
Theorem 74. Let S be a structure expanding OS, and let R = (R, a) be a
regular polynomially bounded S-structure with field of exponents Λ. Let V
be a definable subset of the Hardy field H(R), and let V∗ be a patchworking
family determined by V . Then the following facts hold:
1. A0(V∗) is a polyhedral complex with dimension less than or equal to
the dimension of V .
2. A0(V∗) ∩ Λn = Log(V ).
3. A0(V∗) = A(V ).
4. A0(V∗) ∩ Λn is dense in A0(V∗).
Proof : Every statement follows from the corresponding statement about
logarithmic limit sets, and from the facts exposed above. 2
For every point λ ∈ Λ, the twisted set V λ defines a germ of patchworking
family V λ∗ . The limit
V λ0 = lim
t → 0
V λt
is a definable set in Rn and it has the properties of the set W of subsection
3.2.2. The difference is that now the set V λ0 is well defined, and it depends
only on λ.
Theorem 75. Let S be a set of symbols expanding OS, and let R = (R, a) be
an S-structure expanding R, that is o-minimal and polynomially bounded,
with field of exponents Λ. Let V be a definable subset of the Hardy field
H(R). Then we have
∀λ ∈ Λn : λ ∈ A(V ) ⇔ V λ0 6= ∅
Moreover, if Λ = R, for all λ ∈ R, there exists a neighborhood U of λ in
A(V ) such that the translation of U by −λ is a neighborhood of (0, . . . , 0) in
A0(V λ0 ).
Proof : It follows from the arguments above and from theorem 52. 2
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The set V λ0 can be called initial set of λ, as it plays the role of the
initial ideal of [SS04]. The difference is that V λ0 is a geometric object, while
the initial ideal of [SS04] is a combinatorial one.
4.2 Comparison with other constructions
4.2.1 Complex algebraic sets
Logarithmic limit sets of complex algebraic sets are a particular case of log-
arithmic limit sets of real semi-algebraic sets, in the following sense. A finite
set of polynomials f1, . . . , fm ∈ C[x1, . . . , xn] defines a complex algebraic set
in Cn:
V = V (f1, . . . , fm) = {x ∈ Cn | f1(x) = · · · = fm(x) = 0}
Given a real number α > 1, the map Logα can be extended to the complex
torus (C∗)n by:
Logα : (C∗)
n 3 (z1, . . . , zn) −→ (logα(|z1|), . . . , logα(|zn|)) ∈ Rn
Then for every t ∈ (0, 1) the amoeba of V is defined as
At(V ) = Log 1
t
(V ∩ (C∗)n)
and the logarithmic limit set can be defined as
A0(V ) = lim
t → 0
At(V )
Another way for giving this definition is the following: consider the real
semi-algebraic set
|V | = {x ∈ (R>0)n | ∃z ∈ V : |z| = x}
Proposition 76. The logarithmic limit set of the complex algebraic set V
is equal to the logarithmic limit set of the real semi-algebraic set |V |. 2
Hence all the results we got about logarithmic limit sets of real semi-
algebraic sets produce an alternative proof of the same results for complex
algebraic sets.
Let x ∈ Qn. Up to multiplying x by a positive rational number, we can
suppose that x is a primitive integer vector. Then we choose a map B ∈
GLn(Z) such that B(x) = (0, . . . , 0,−1). The map B only contains ordinary
integer exponents, hence can be extended to a map B : (C∗)n −→ (C∗)n,
and as B ∈ GLn(Z), B is an automorphism of the complex torus. The set
B(V ) is again a complex algebraic set and B(|V |) = |B(V )|. In subsection
3.2.2, for every t ∈ (0, 1), we defined the set:










Note that the complex algebraic set
WC = {(z1, . . . , zn−1) ∈ Cn−1 | (z1, . . . , zn−1, 0) ∈ V }
has the property that W = |WC|. By the results of subsection 3.2.2, x ∈
A0(V ) if and only if WC ∩ (C∗)n 6= ∅, and a neighborhood of x in A0(V ) is
isomorphic to the cone over a neighborhood of 0 in A0(WC). All this lead
to an alternative proof of the following theorem, originally proved partly in
[Be71] and partly in [BG81].
Corollary 77. Let V ⊂ Cn be a complex algebraic set of dimension d. Then
A0(V )∩Qn is dense in A0(V ), A0(V ) is a polyhedral complex of dimension
d, and if all the irreducible components of V have the same dimension, then
every maximal face of A0(V ) has dimension d.
Proof : Everything but the statement about dimension follows di-
rectly from the corresponding theorems about logarithmic limit sets of
semi-algebraic sets. For the dimension note that if V is irreducible, then
WC ∩ (C∗)n is either empty or a complex algebraic set of complex dimen-
sion one less than the dimension of V . We can conclude by an inductive
argument analogous to the one used in the proof of theorem 53. 2
Let f ∈ R[x1, . . . , xn]. Let V be the intersection of the zero locus of
f and (R>0)n, and let VC be the zero locus of f in Cn. As V ⊂ VC, the
logarithmic limit set of V is included in the logarithmic limit set of VC.
Moreover, as VC is a complex hypersurface, it is possible to give an easy
combinatorial description of A0(VC), it is simply the dual fan of the newton
polytope of f . Unfortunately, it is not possible, in general, to use this fact
to understand the combinatorics of A0(V ). There are examples where V is
an irreducible hypersurface, and A0(V ) is a subpolyhedron of A0(VC) that
is not a subcomplex. For example, if f is as in figure 4.1, the logarithmic
limit set of V is only the ray in the direction (−1, 0, 0), but this ray lies in
the interior of a face of A0(VC).
Even the description of logarithmic limit sets via non-archimedean amoe-
bas can be translated to complex algebraic sets. Let F be a non-archimedean
real closed field of rank one extending R, and let v be a choice of a
real valued valuation on F. The field K = F[i] is an algebraically closed
field extending C, with an extended valuation v : K∗ −→ R defined by
v(a + bi) = min(v(a), v(b)). This extended valuation also extends the non-
archimedean norm to K via
K 3 z −→ ‖ z ‖= exp(−v(z)) ∈ R≥0
The component-wise logarithm map can be extended to K, by:
Log : Kn 3 (z1, . . . , zn) −→ (log(‖ z1 ‖, . . . , log ‖ zn ‖) ∈ Rn
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Figure 4.1: V = {(x, y, z) ∈ R3 | x2(1 − (z − 2)2) = x4 + (y − 1)2}, it is
an irreducible surface, but it has a “stick”, the line {y = 1, x = 0}. The
logarithmic limit set of V ∩ (R>0)3 is only the ray in the direction (−1, 0, 0),
but this ray is contained in the interior part of a face of the dual fan of the
newton polytope of the defining polynomial x2(1− (z− 2)2)−x4− (y− 1)2.
Picture from [BCR98].
As before log(‖ z ‖) = −v(z). On K there is also the complex norm
| · | : K −→ F≥0 defined by |a+ bi| =
√
a2 + b2. The two norms are related
by
∀z ∈ K :‖ |z| ‖=‖ z ‖
Now if V is an algebraic set in Kn, the set
|V | = {x ∈ (F>0)n | ∃z ∈ V : |z| = x}
is a semi-algebraic set in Fn. The logarithmic image of V is the image
Log(V ), and the non-archimedean amoeba A(V ) is the closure of this image.
As expected, Log(V ) = Log(|V |) and A(V ) = A(|V |). Moreover, if V ⊂ Cn
is an algebraic set, and V ⊂ Kn is its extension to K, then |V | = |V |.
These facts directly give the relation between logarithmic limit sets of
complex algebraic sets and non-archimedean amoebas in algebraically closed
fields.
Corollary 78. Let V ⊂ Cn be an algebraic set. Let F be a non-archimedean
real closed field of rank one extending R, and let V be the extension of V to
K = F[i]. Then
A0(V ) = A(V )
If F extends the Hardy field H(RR), then
A(V ) = Log(V )
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2
Now let R = (R, a) be a regular polynomially bounded structure with
field of exponents Λ. Let K = H(R)[i] and let V ⊂ Kn be an alge-
braic set. There are polynomials f1, . . . , fm ∈ K[x1, . . . , xn] such that





where ω is a multi-index, the set S(f) = {ω ∈ Zn | aω + ibω 6= 0} is finite
and aj,ω, bj,ω ∈ H(R). Choose functions αj,ω, βj,ω that are definable in R






and a corresponding family of algebraic sets in Cn
Vt = V (f1,t, . . . , fm,t)
We will call these families patchworking families because they generalize
the patchworking polynomial of [Mi, Part 2], and we will denote the family
by V∗ = (Vt). The family V∗ depends of the choice of the polynomials fj
and of the definable functions αj,ω, βj,ω. If we change these choices we get
another patchworking family coinciding with V∗ for t ∈ (0, ε). The tropical




As before, |V | is a semi-algebraic set in H(R)n, and if |V |∗ = (|V |t) is a
patchworking family defined by |V |, then there exists an ε > 0 such that for
t ∈ (0, ε) we have |Vt| = |V |t. Hence we have that
A0(V∗) = A0(|V |∗)
and we can get the properties of the tropical limit of complex patchworking
families as a corollary of the properties of tropical limits of real patchworking
families:
Corollary 79. The following facts hold:
1. A0(V∗) is a polyhedral complex with dimension less than or equal to
the dimension of V .
2. A0(V∗) ∩ Λn = Log(V ).
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3. If R′ is an expansion of R, o-minimal, polynomially bounded, with field
of exponents Ω ⊃ Λ, and V is the extension of V to H(R′)[i], then
Log(V ) is dense in Log(V ), and in particular A0(V∗)∩Λn is dense in
A0(V∗) ∩ Ωn.
4. A(V ) = A0(V∗)
2
4.2.2 Positive tropical varieties
In this subsection we compare the notion of non-archimedean amoebas for
real closed fields that we studied in this chapter with a similar object called
positive tropical variety studied in [SW].
To be consistent with [SW], we will denote by K =
⋃∞
n=1 C((t1/n)) the
algebraically closed field of formal Puiseux series with complex coefficients,
whose set of exponents is an arithmetic progression of rational numbers, and
by F =
⋃∞
n=1 R((t1/n)) the subfield of series with real coefficients. K is the
algebraic closure of F. These fields have a natural valuation v : K −→ Q,
with valuation ringO, and residue map r : O −→ C. Note that the valuation
v is compatible with the order of F, i.e. the valuation ring O ∩ F is convex
for the order, and that r(O ∩ F) = R.
We will denote by F>0 the set of positive elements of the field F. Fol-
lowing [SW] we will also use the notation:





Let V be an algebraic set in Kn. The set
V>0 = V ∩ (F>0)n
is a semi-algebraic set, whose non-archimedean amoeba A(V>0) (i.e. the
closure of the logarithmic image Log(V>0)) has been studied in subsection
4.1.3. In [SW] a similar definition is given. The positive part of V is defined
as
V+ = V ∩ (F+)n
The closure of Log(V+) is called positive tropical variety, and it is de-
noted by Trop+(V ). From the definition it is clear that A(V>0) ⊂ Trop+(V ).
In many examples the sets A(V>0) and Trop+(V ) coincide, but it is also
possible to construct examples where the inclusion is strict. Consider the
set
V = {z ∈ K2 | x21 + (x2 − 1)
2 − x31}
Then V>0 is the extension to F of the set in figure 3.7.
A(V>0) = {(x1, x2) ∈ R2 | x1 = 0, x2 ≤ 0 or x1 ≥ 0, 2x2 = 3x1}
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Trop+(V ) = A(V>0) ∪ {x2 = 0, x1 ≤ 0}
A more interesting example where A(V>0) ( Trop+(V ) is the set
V = {(x, y, z) ∈ K3 | x2(1− (z − 2)2) = x4 + (y − 1)2}
Here V>0 is the extension to F of the set in figure 4.1. Now A(V>0) is just
the ray in the direction (−1, 0, 0). This ray is in the interior part of a face
of Trop+(V ). Hence not only the two sets does not coincide, but A(V>0) is




In this chapter, we apply the Maslov dequantization to the Teichmüller
spaces and to the spaces of convex projective structures. More precisely, we
construct an inverse systems of logarithmic limit sets, whose inverse limit
we use to construct a compactification. This inverse limit is a cone, and it
is the image of the extension of the space to a real closed non-archimedean
field under a componentwise valuation map. For the Teichmüller spaces, the
boundary constructed in this way is the Thurston boundary, endowed with
a natural piecewise linear structure, that is equivalent to the one defined by
Thurston. This shows how the piecewise linear structure on the boundary
is induced by the semi-algebraic structure on the interior part. With the
same techniques we construct a compactification for the spaces of convex
projective structures on a closed n-manifold.
This construction is a generalization of the Morgan-Shalen compactifi-
cation (see [MS84]). They worked in the framework of complex algebraic
geometry: given a complex variety V and countable family of polynomial
functions {fi}i∈I containing a set of generators of the ring of coordinates
of V , they constructed a compactification of V taking the limit points of
the ratios of the values [log(|fi(x)|+ 2)]i∈I . Here we work directly with real
semi-algebraic sets, and this allows us to consider more general families of
functions. Given a semi-algebraic set V and a proper family of positive con-
tinuous semi-algebraic functions {fi}i∈I , we can construct a compactification
of V , in a way that is shown to be equivalent to taking the limit points of
the ratios of the values [log(fi(x))]i∈I . The properties of the Morgan-Shalen
compactification can be extended to this more general setting. This gener-
alization is important for the construction of the compactification for the
spaces of convex projective structures on a closed n-manifold, as the family
of functions we consider there is not a family of polynomial functions.
A compactification construction related to this one is the one in [Te],
called tropical compactification. The two compactifications are different, for
example the tropical compactification is a complex variety and the bound-
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ary is a divisor, while the compactifications we present here don’t have a
structure of algebraic variety, here the objects we put on the boundary have
a polyhedral nature. Anyway the two notions are related, as we show in
subsection 5.2.2.
5.1 Compactification of semi-algebraic sets
5.1.1 Embedding-dependent compactification
Let V ⊂ (R>0)n be a closed semi-algebraic set. We can construct a com-
pactification for V , using its logarithmic limit set A0(V ) ⊂ Rn, a polyhedral
fan.
This fan represents the behavior at infinity of the amoeba, hence it can
be used to compactify it. We take the quotient by the spherical equivalence
relation
x ∼ y ⇔ ∃λ > 0 : x = λy
and we get the boundary
∂V = (A0(V ) \ {0})/ ∼ ⊂ Sn−1
Now we glue ∂V to V at infinity in the following way. We compactify
Rn by adding the sphere at infinity:
Rn 3 x −→ x√
1 + ‖x‖2
∈ Dn Dn ≈ Rn ∪ Sn−1
Given a t0 < 1, we will denote by V the closure of At0(V ) in Dn. Then
V = At0(V ) ∪ ∂V
Proposition 80. The map Log( 1
t0
) : V −→ V is a compactification of V .
The compactification does not depend on the choice of t0.
Proof : The map Log( 1
t0
) is a homeomorphism between V and At0(V ).
The set At0(V ) is closed in Rn, hence its closure is the union of At0(V ) and
a subset of Sn−1. As Sn−1 is closed in Dn, At0(V ) is open and dense in V .
2
Note that the logarithmic limit set A0(V ) is the cone over the boundary,
and for this reason it will sometimes be denoted by C(∂V ).
5.1.2 Embedding-independent compactification
This construction can be generalized in a way that does not depend on the
immersion of V in Rn. Let V ⊂ Rn be a semi-algebraic set. A finite family of
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continuous semi-algebraic functions F = {f1, . . . , fm}, with fi : V −→ R>0,
is called a proper family if the map
EF : V 3 x −→ (f1(x), . . . , fm(x)) ∈ (R>0)m
is proper. In this case the map LF = Log( 1
t0
) ◦EF is also proper.
The image EF (V ) ⊂ (R>0)n is a closed semi-algebraic subset, and we
can compactify it as before, by EF (V ) = At0(EF (V )) ∪ ∂EF (V ).
Let V̂ = V ∪{∞} denote the Alexandrov compactification of V . Consider
the map
i : V 3 x −→ (x, LF (x)) ∈ V̂ × EF (V )
and let V F be the closure of the image i(V ) in V̂ × EF (V ).
Proposition 81. The map i : V −→ V F is a compactification of V . The
boundary ∂FV = V F \ i(V ) is the set ∂EF (V ).
Proof : The image of i is homeomorphic to V (the inverse being the
projection p1 on the first factor). The space V F is compact as it is closed in
a compact. The complement of i(V ) in V F is the set p−11 (∞)∩V F , a closed
set. Hence the map i : V −→ V F is a topological immersion of V in a open
dense subset of a compact space, i.e. a compactification.
The boundary is ∂FV = p−11 (∞)∩V F . The projection p2 on the second
factor identifies ∂FV with a subset of EF (V ). As the map EF is proper, we
have ∂FV = ∂EF (V ). 2
The cone over the boundary will be denoted by C(∂FV ) = A0(EF (V )).
5.1.3 Limit compactification
Here we present a further generalization of the construction of the compact-
ification. This generalization is needed if we want to extend the action of a
group on the semi-algebraic set to an action on the compactification, as in
subsection 5.2.1.
Let V ⊂ Rn be a semi-algebraic set. A (possibly infinite) family of
continuous semi-algebraic functions G = {fi}i∈I , with fi : V −→ R>0, is
called a proper family if there exist a finite subfamily F ⊂ G that is
proper.
Suppose that G is proper. Let
PG = {F ⊂ G | F is proper }
a non-empty set partially ordered by inclusion. If F ⊂ F ′ we denote by
πF ′,F the projection
πF ′,F : RF
′ −→ RF
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on the coordinates corresponding to F . This projection restricts to a sur-
jective map
πF ′,F|At0 (EF′ (V )) : At0(EF ′(V )) −→ At0(EF (V ))
By proposition 71, the restriction to the logarithmic limit sets is also sur-
jective:
πF ′,F|A0(EF′ (V )) : A0(EF ′(V )) −→ A0(EF (V ))
Proposition 82. Let F ,F ′ ∈ PG. If F ⊂ F ′, the map πF ′,F|A0(EF′ (V ))
induces a map
∂πF ′,F : ∂F ′V −→ ∂FV
Proof : We have to prove that(
πF ′,F|A0(EF′ (V ))
)−1(0) = {0}
Let x ∈ A0(EF ′(V )) \ {0}, hence the set F̃ ′ = {f ∈ F ′ | xf 6= 0} is not
empty. The image of x in the quotient ∂F ′(V ) is the point [x]. As V F ′ is
a compactification, there exists a sequence (xn) ⊂ V such that (xn) → [x]
in V F ′ . As in section 3.2 we can choose (xn) such that, for all function
f ∈ F ′ \ F̃ ′, the sequence log( 1
t0
)(f(xn)) is bounded. As the map LF is
proper, the sequence (LF (xn)) is not bounded, hence there is a function
f ∈ F such that log( 1
t0
)(f(xn)) is unbounded. Hence the corresponding
coordinate xf 6= 0, and πF ′,F (x) 6= 0. 2
The maps πF ′,F and ∂πF ′,F define inverse systems {At0(EF (V ))}F∈PG ,




we will denote by πG,F : L −→ At0(EF (V )) the canonical projection. By the
explicit description of the inverse limit, L is a closed subset of the product:(xF ) ∈ ∏
F∈PG
At0(EF (V )) | ∀F ⊂ F ′ : πF ′,F (xF ′) = xF

For every x ∈ L, and every f ∈ G, let F be a proper finite family
containing f . Then the value of the f -coordinate of the point πG,F (x) does
not depend on the choice of the family F . This value will be denoted by xf .
The map
L 3 x −→ (xf )f∈G ∈ R
G
identifies L with a subset of RG .
The system of maps LF : V −→ At0(EF (V )), defined for every F ∈ PG ,
induces by the universal property a well defined map LG : V −→ L.
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Proposition 83. The map LG is surjective and proper, and it can be iden-
tified with the map








Proof : We proceed by transfinite induction on the cardinality of G. If
G is finite, the statement is trivial, as in this case G is the maximum of PG ,
the inverse limit is simply L = At0(EG(V )) and we now that for F ∈ PG the
maps LF : V −→ At0(EF (V )) are surjective and proper.
Now suppose, by induction, that the statement is true for all proper
families with cardinality less than the cardinality of G. We denote by P ′G
the set of all proper subfamilies of G with smaller cardinality. Let y ∈ L. By
the inductive hypothesis for every F ∈ P ′G , the map LF : V −→ At0(EF (V ))
is surjective and proper, hence the inverse image L−1F (πG,F (y)) is a compact
and non-empty subset of V .
By the Zermelo theorem every set has a cardinal well ordering, i.e. a
well ordering such that all initial segments have cardinality less than the
cardinality of the set. Moreover we can choose a finite set that will be an
initial segment for the well ordering. We choose a cardinal well ordering ≺
of G such that a finite proper family F is an initial segment. Consider the
set QG of all initial segments of G containing F .
We have QG ⊂ P ′G , hence for every F ∈ QG the subset L
−1
F (πG,F (y)) ⊂
V is compact and non-empty, and if F ⊂ F ′, then L−1F (πG,F (y)) ⊂
L−1F ′ (πG,F ′(y)). The sets L
−1
F (πG,F (y)) are nested compact subsets of V ,
hence their intersection is non-empty:⋂
F∈QG
L−1F (πG,F (y)) 6= ∅
If x is a point in this intersection, then LG(x) = y. The fact that the map







is clear, and this
implies that the map is proper. 2
As the map LG is surjective, in the following we will denote L by LG(V ).
Now consider the inverse limit
M = lim
←−
EF (V ) = lim←−At0(EF (V )) ∪ ∂FV
The space M is compact, as it is an inverse limit of compact spaces, and
we will use the map LG : V −→ M to define a compactification, as in the
previous subsection.
Consider the map
i : V 3 x −→ (x, LG(x)) ∈ V̂ ×M
Let V G be the closure of the image i(V ) in V̂ ×M .
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Proposition 84. The map i : V −→ V G is a compactification of V . The
boundary ∂GV = V G \ i(V ) is the set lim←− ∂FV .
Proof : As before, i(V ) is homeomorphic to V . The space V G is compact
as it is closed in a compact. The complement of i(V ) in V G is the set
p−11 (∞)∩V G , a closed set. Hence the map i : V −→ V G is a compactification.
Every map LF is proper, hence the boundary is precisely the set
lim←− ∂FV . 2
The limit ∂GV is the spherical quotient of the limit
C(∂GV ) = lim←− C(∂FV ) = lim←−A0(EF (V ))
More explicitly, C(∂GV ) is a closed subset of the product:(xF ) ∈ ∏
F∈PG
A0(EF (V )) | ∀F ⊂ F ′ : πF ′,F (xF ′) = xF

As before, for every x ∈ C(∂GV ), and every f ∈ G, let F be a proper
finite family containing f . Then the value of the f -coordinate of the point
πG,F (x) does not depend on the choice of the family F . This value will be
denoted by xf . The map
C(∂GV ) 3 x −→ (xf )f∈G ∈ R
G
identifies C(∂GV ) with a closed subset of RG .
5.2 Properties of the boundary
5.2.1 Group actions and compactifications
Let G be a group acting with continuous semi-algebraic maps on a semi-
algebraic set V ⊂ Rn. Suppose that G is a (possibly infinite) proper family
of functions V −→ R>0, and that G is invariant for the action of G.
Then the action of G on V extends continuously to an action on the
compactification V G .
As G is invariant for the action of G, if we see the limits LG(V ) and
C(∂GV ) as subsets of RG , then G acts on LG(V ) and C(∂GV ) by a permu-
tation of the coordinates corresponding to the action on G, and this action
induces an action on the spherical quotient of C(∂GV ), the boundary ∂G .
Note that the map LG : V −→ LG(V ) is equivariant for this action, hence
the action of G on ∂G extends continuously the action of G on V .
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5.2.2 Injective families and the piecewise linear structure
Let V ⊂ Rn be a semi-algebraic set, and let G be a (possibly infinite) proper
family of continuous semi-algebraic functions V −→ R>0.
An injective family is a finite proper subfamily F ⊂ G such that the
canonical surjective map ∂πF : C(∂GV ) −→ C(∂FV ) is also injective.
The existence of an injective family is an important tool for us. For
F ∈ PG , the sets A0(EF (V )) = C(∂FV ) are all polyhedral complexes, by
theorem 53, and the maps
πF ′,F|C(∂F′V ) : C(∂F ′V ) −→ C(∂FV )
are surjective piecewise linear maps.
Proposition 85. Suppose that G contains an injective family. Consider
the subset QG ⊂ PG of all injective families in G. Each of the maps
C(∂GV ) −→ C(∂FV ) ⊂ RF , for F ∈ QG, is a chart for a piecewise lin-
ear structure on C(∂GV ), and all these charts are compatible, hence they
define a canonical piecewise linear structure on C(∂GV ). As C(∂GV ) is the
cone on ∂GV , a piecewise linear structure is also defined on ∂GV .
Proof : If F ,F ′ ∈ QG , then also F ∪ F ′ ∈ QG , and the maps
C(∂F ′∪FV ) −→ C(∂FV ) and C(∂F ′∪FV ) −→ C(∂F ′V ) are piecewise linear
isomorphisms. Hence the charts are compatible. 2
For example it is possible to construct a canonical compactification of
a complex very affine variety. This construction is closely related to the
tropical compactification of [Te]. A very affine variety V ⊂ (C∗)n is a
closed algebraic subset of the complex torus. The identification C = R2
turns V into a real semi-algebraic subset of R2n. We denote by C[V ] the
ring of coordinates of V , and by C[V ]∗ the group of invertible elements, i.e.
the set of polynomials that never vanish on V . For every f ∈ C[V ]∗ we
denote by |f | the continuous semi-algebraic function:
|f | : V 3 x −→ |f(x)| ∈ R>0
We choose a proper family G in the following way:
G = {|f | | f ∈ C[V ]∗}
As V is an algebraic subset of the torus, the ring of coordinates is generated
by invertible elements, for example the coordinate functions X1, . . . , Xn and
their inverses X−11 , . . . , X
−1
n . Then the finite family {|X1|, . . . , |Xn|} ⊂ G
is a proper family, hence also G is a proper family. This family defines a
compactification
i : V −→ V G
Let G be the group of all complex polynomial automorphisms of V . In
particular G acts on the semi-algebraic set V with continuous semi-algebraic
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maps. This action preserves C[V ]∗, hence it also preserves the family G.
Then the action of G on V extends to an action on the compactification V G .
The family G is infinite (and uncountable), yet it is possible to find
an injective family. To do this we use the same technique used in [Te] to
construct the intrinsic torus. By [ST, Rem. 2.10], the group C[V ]∗/C∗ is
finitely generated.
Proposition 86. Let f1, . . . , fm ∈ C[V ]∗ be representatives of generators
of the group C[V ]∗/C∗. Then the family F = {|f1|, . . . , |fm|} ⊂ G is an
injective family.
Proof : Suppose, by contradiction, that the projection πG,F|C(∂GV ) :
C(∂GV ) −→ C(∂FV ) is not injective. Then there exists an x ∈ C(∂FV )
such that π−1G,F|C(∂GV )(x) contains at least two elements y, y
′ ∈ C(∂GV ). As
y 6= y′ there exists an element f ∈ C[V ]∗ such that the coordinates y|f | and
y′|f | differ.
This means that also the projection
πF∪{|f |},F|C(∂F∪{|f |}V ) : C(∂F∪{|f |}V ) −→ C(∂FV )
is not injective. The set C(∂F∪{|f |}V ) is simply the logarithmic limit set
A0(EF∪{|f |}(V )) ⊂ Rm+1, and, by corollary 69 it is the image, under the
componentwise valuation map, of the set EF∪{|f |}(V ) ⊂ H(R
R).
By the hypothesis on f1, . . . , fm, there exists integers ei ∈ Z and a num-




i . Hence |f | = |c|
∏m
i=1 |fi|ei , and for
every z ∈ H(RR), v(|f(z)|) =
∑m
i=1 eiv(|fi(z)|). The valuation of |f(z)| is
determined by the valuations of |fi(z)|, hence the map πF∪{|f |},F|C(∂F∪{|f |}V )
is injective, a contradiction. 2
Corollary 87. In particular the boundary ∂GV of a very affine variety has
a natural piecewise linear structure, and the group G acts on the compactifi-
cation V G with an action by complex polynomial maps on the interior part,
and by piecewise linear maps on the boundary. 2
Unfortunately, when working with real algebraic sets, a general technique
of this kind for constructing injective families does not work. If V is a real
algebraic set, a polynomial function that never vanish on V is not necessarily
invertible in the ring of coordinates. It is invertible in the ring of regular
functions, but this ring is not always a finitely generated R-algebra, hence
the group of invertible elements is not finitely generated.
The following proposition gives a sufficient hypothesis for the existence
of injective families. This proposition can be used to prove the existence
of injective families for the compactification of the Teichmüller space of the
once punctured torus. For the Teichmüller space of a general surface we will
need to use a bit more of Teichmüller theory.
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Proposition 88. Let V ⊂ Rn be a real semi-algebraic set, and let G be a
proper family of positive continuous semi-algebraic functions on V . Suppose
that there exists a proper family F = {f1, . . . , fm} ⊂ G such that for every
element f ∈ G there exists a Laurent polynomial P (x1, . . . , xm) with real and
positive coefficients such that f = P (f1, . . . , fm). Then F is an injective
family.
Proof : As before, suppose, by contradiction, that the projection
πG,F|C(∂GV ) : C(∂GV ) −→ C(∂FV ) is not injective. Then there exists
an x ∈ C(∂FV ) such that π−1G,F|C(∂GV )(x) contains at least two elements
y, y′ ∈ C(∂GV ). As y 6= y′ there exists an element f ∈ G such that the
coordinates yf and y′f differ.
This means that also the projection
πF∪{f},F|C(∂F∪{f}V ) : C(∂F∪{f}V ) −→ C(∂FV )
is not injective. The set C(∂F∪{f}V ) is simply the logarithmic limit set
A0(EF∪{f}(V )) ⊂ Rm+1, and, by corollary 69 it is the image, under the
componentwise valuation map, of the set EF∪{f}(V ) ⊂ H(R
R).
By hypothesis we have f = P (f1, . . . , fm), where the coefficients of P
are real and positive, hence for every z ∈ H(RR), the valuation of f(z) is
determined by the valuations of fi(z), hence the map πF∪{|f |},F|C(∂F∪{|f |}V )
is injective, a contradiction. 2
Note that in the previous proposition we had to require the Laurent
polynomial P (x1, . . . , xn) to have positive coefficients. With the weaker hy-
pothesis that the polynomial P is positive whenever the variables x1, . . . , xn
are positive, the statement becomes false. For example, let V = (R>0)2. The
family of functions F = {x, y} is proper, and C(∂FV ) is simply the plane
R2. Consider the family G = {x, y, x2 + (y− 1)2}. The set EG(V ) ⊂ R3 and
the logarithmic limit set C(∂GV ) are represented in figure 5.1. The map
πG,F is not injective, hence F is not an injective family of G.
5.2.3 Non-archimedean description
Let V ⊂ Rn be a semi-algebraic set, and let G be a (possibly infinite) proper
family of continuous semi-algebraic functions V −→ R>0.
Let F be a real closed non-archimedean field with finite rank extending R.
The convex hull of R in F is a valuation ring denoted by O≤. This valuation
ring defines a valuation v : F∗ −→ Λ, where Λ is an ordered abelian group.
As F has finite rank, the group Λ has only finitely many convex subgroups
0 = Λ0 ⊂ Λ1 ⊂ · · · ⊂ Λr = Λ. The number r of convex subgroups is the
rank of the field F.
The quotient Λ −→ Λ/Λr−1 is an ordered group of rank one, hence it
is isomorphic to a subgroup of R. We fix one of these isomorphisms, and
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Figure 5.1: V = {(x, y, z) ∈ (R>0)3 | z = x2 + (y − 1)2} (left picture), then
A0(V ) is made up of four faces (right picture).
we denote by v the composition of the valuation v with the quotient map
Λ −→ Λ/Λr−1, another valuation of F that is real valued:
v : F∗ −→ R
This valuation induces a norm and a log map:
F 3 h −→ ‖ h ‖= exp(−v(h)) ∈ R≥0
Log : (F>0)n 3 (h1, . . . , hn) −→ (log(‖ h1 ‖), . . . , log(‖ hn ‖)) ∈ Rn
Let V be the extension of V to F, a semi-algebraic subset of (F>0)n.
Let G = {f | f ∈ G}, where f : V −→ F>0 is the extension of the function
f : V −→ R>0.
Let F = {f1, . . . , fm} ⊂ G be a finite proper family, and let F =
{f1, . . . , fm} ⊂ G be the corresponding family of extensions. We will de-
note by EF : V −→ (F>0)m the extension of the map EF .
Proposition 89. The image of the map
Log : (F>0)n ⊃ EF (V ) 3 x −→ (−v(x1), . . . ,−v(xn)) ∈ Rm
is contained in the logarithmic limit set A0(EF (V )).
Proof : Let t ∈ F be an element such that t > 0 and v(t) = 1. Consider
the subfield R(t) ⊂ F. The order induced by F has the property that t > 0
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and ∀x ∈ R>0 : t < x. Hence F contains the real closure of R(t) with
reference to this order, i.e. H(R). Moreover the valuation v on F restricts
to the valuation we have defined on H(R), as, if O≤ is the valuation ring of
F, O≤ ∩H(R) is precisely the valuation ring O of H(R).
We recall that, by corollary 70, Log(V ∩ H(R)) ⊂ A0(EF (V )). By re-
porting, word by word, the proof of theorem 67, we can prove that the image
Log(V ) is contained in the closure of Log(V ∩H(R)), i.e. it is contained in
A0(EF (V )). 2
In other words, the image of the map
LogF = Log ◦EF : V 3 x −→ (−v(f1(x)), . . . ,−v(fm(x))) ∈ Rm
is contained in A0(EF (V )) = C(∂FV ).
The system of maps LogF : V −→ C(∂FV ), defined for every F ∈ PG ,
induces by the universal property a well defined map LogG : V −→ C(∂GV ).
The map LogG can be identified with the map
V 3 x −→ (−v(f(x)))f∈G ∈ C(∂GV ) ⊂ R
G
This map is not surjective for every field F. The aim of this subsection
is to show that there exists a real closed non-archimedean field of finite rank
F such that the map LogG is surjective. As a consequence, the boundary
∂GV is the spherical quotient of the set LogG(V ).
The easiest case is when G has an injective family. In this case we use
the Hardy field H(RR), as in subsection 4.1.1.
Proposition 90. Suppose that the family G contains an injective family F .
Then if F = H(RR), the image of the map LogG is the whole C(∂GV ).
Proof : Let y ∈ C(∂GV ). By corollary 69, the map LogF :
V −→ A0(EF (V )) is surjective, hence there exists x ∈ V such that
LogF (x) = πG,F (y). Hence πG,F (LogG(x)) = πG,F (y), and, as F is an injec-
tive family, LogG(x) = y. 2
We can get a similar result even if we remove the hypothesis of the
existence of an injective family. To do this we will need to use a larger field.
If V is a semi-algebraic set of dimension r, consider the group Rr, with the
lexicographic order. We will use the field of transfinite Puiseaux series with







r | ar ∈ R, {r ∈ Rr | ar 6= 0} is well ordered
}
This is a real closed non-archimedean field of rank r, with a surjec-
tive valuation v : R((tR))∗ −→ Rr, and a quotient surjective valuation
v : R((tR))∗ −→ R.
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The rest of this subsection is dedicated to the proof of theorem 96: if
F = R((tRr)), the map LogG is surjective.
Let y ∈ C(∂GV ), and let [y] ∈ ∂GV be the corresponding point. The set
of all semi-algebraic subsets of V is a Boolean algebra. Consider the set φy
of all semi-algebraic subsets A ⊂ V such that there exists a neighborhood U
of [y] in V G with U ∩ V ⊂ A. The set φy is a filter in the Boolean algebra
of all semi-algebraic subsets of V , i.e. φy is closed for finite intersections, if
A ∈ φy and A ⊂ B, then B ∈ φy, V ∈ φy, ∅ 6∈ φy. The ultrafilter lemma
states that every filter is contained in an ultrafilter, i.e. a filter such that
for every semi-algebraic set A ⊂ V , A or V \A is in the ultrafilter. We choose
an ultrafilter α containing φy. Note that if A ∈ α, then the complement of
A in V G does not contain a neighborhood of [y], hence the closure of A
in V G contains the boundary point [y]. Intuitively speaking, the choice of
an ultrafilter α containing φy can be interpreted as the choice of a way for
converging to [y].
Now, given an ultrafilter α as above, we construct a field K(α), as in sub-
section 4.1.1. See also [Co, sez. 5.3] for a more detailed reference. Consider
the ring S(V ) of all semi-algebraic functions from V to R. Let I(α) be the
subset of all functions whose zero locus is in α. We define K(α) = S(V )/I(α).
It is easy to show that every non-zero element is invertible, hence K(α) is
a field. Equivalently, K(α) can be defined as the quotient of S(V ) under
the relation f ∼ g if and only if {f(x) = g(x)} ∈ α. This second definition
is the one used in subsection 4.1.1 and in [Co, sez. 5.3]. We denote the
equivalence class of a semi-algebraic function f by [f ]. In the same way we
can define the order on K(α): [f ] ≤ [g] if and only if {f(x) ≤ g(x)} ∈ α, and
this definition does not depend on the choice of the representative. Hence
K(α) is an ordered field, and has an OS-structure.
Proposition 91. Given an (LOS)-formula φ(x1, . . . , xn), and given defin-
able functions f1, . . . , fn, we have:
K(α)  φ([f1], . . . , [fn]) ⇔ ∃S ∈ α : ∀t ∈ S : R  φ(f1(t), . . . , fn(t))
Proof : It is identical to the proof of theorem 61. See also [Co, thm. 5.8].
2
In particular K(α) is a real closed field. For every element a ∈ R, the
constant function with value a defines an element of K(α) that is identified
with a. This defines an an embedding R −→ K(α).
Consider an embedding V −→ Rn. For every semi-algebraic subset A ⊂





Every infinite intersection of Zariski-closed sets can be written as a finite
intersection, hence Wα is a Zariski-closed subset of Rn. Moreover Wα is
101
irreducible and Wα∩V ∈ α. We will call the set Wα the algebraic support
of the ultrafilter α. Note that the algebraic support depends on the chosen
embedding V −→ Rn.
Every polynomial f ∈ R[x1, . . . , xn] defines a semi-algebraic function
f : V −→ R, and an element [f ] ∈ K(α). Two polynomials define the
same element of K(α) if and only if the coincide on Wα. In other words,
if R[Wα] and R(Wα) are, respectively, the coordinate ring of Wα and its
field of fractions, there is an embedding R(Wα) ⊂ K(α). As every semi-
algebraic function satisfies a polynomial equation, the field K(α) is algebraic
over R(Wα), it is its real closure with respect to the ordering induced by the
embedding.
The convex hull of R in K(α) is a valuation ring denoted by O≤. As
above, this valuation ring defines a valuation v : K(α)∗ −→ Λ, where Λ is
an ordered abelian group. If V has dimension r, the transcendence degree
over R of the field R(Wα) is at most r, hence, by [ZS2, cap. VI, thm. 3, cor.
1] and [ZS2, cap. VI, thm. 15], the group Λ has rank at most r.
As before the composition of the valuation v with the quotient map
Λ −→ Λ/Λr−1, defines another valuation of K(α) that is real valued:
v : K(α)∗ −→ R
Proposition 92. Let V be a semi-algebraic set, and let F be a finite proper
family of continuous positive semi-algebraic functions on V . If g is a con-
tinuous positive semi-algebraic function, then there exist A,B ∈ R>0 and
n ∈ N such that:





Proof : Suppose, by contradiction, that the statement is false. Fix two
increasing unbounded sequences An, Bn ∈ R, then for all n ∈ N there exists






There is no subsequence of xn contained in a compact subset of V , because
g(xn) is unbounded. If we consider the compactification V F∪{g}, then we can
extract a subsequence xnk converging to a point [z] ∈ ∂F∪{g}V . As g grows
faster than every f ∈ F along the sequence xkn , a point z ∈ C(∂F∪{g}V )
corresponding to [z] has coordinates zg 6= 0 and zf = 0 for all f ∈ F .
The logarithmic limit set A0(EF∪{g}(V )) contains the point (0, 0, . . . , 1),
where the 1 is in the coordinate corresponding to g. Then, by theorem 47
there exists a sequence yk ∈ V such that g(yk) → ∞ and f(yk) is bounded
for all f ∈ F . But this is absurd because F is a proper family. 2
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Corollary 93. For every f ∈ G such that yf 6= 0, we have v([f ]) 6= 0.
Proof : It follows from the previous proposition. 2






Proof : For every ε > 0 there exists a neighborhood U of [y] in V G such
that
∀x ∈ U :
∣∣∣∣ loge(f(x))loge(g(x)) − yfyg
∣∣∣∣ < ε












Hence, for every rational number r < yfyg there exists a neighborhood U of
[y] in V G such that
∀x ∈ U : g(x)r < f(x)
and for every rational number r > yfyg there exists a neighborhood U of [y]
in V G such that
∀x ∈ U : f(x) < g(x)r
As all these neighborhoods U are in α, and the rational powers are semi-
algebraic functions, these inequalities hold on the field K(α): for every ratio-
nal number r < yfyg we have [g]
r < [f ] and for every rational number r > yfyg







Now let V ⊂ (K(α))n be the extension of V ⊂ Rn to the field K(α). For
every f ∈ G, let f be the extension of f to the field K(α).
Proposition 95. There exists a point x ∈ V such that
(−v(f(x)))f∈G = y
Proof : If x1, . . . , xn are the restriction to V of the coordinate functions of
Rn, then the point ([x1], . . . , [xn]) ∈ (K(α))n is in V , because the coordinate
functions restricted to V satisfy the first order formulas satisfied by the
points of V . Note also that f([x1], . . . , [xn]) = [f ], hence, by the previous
proposition, the point ([x1], . . . , [xn]) is what we are searching for. 2
Theorem 96. Let V ⊂ Rn be a semi-algebraic set of dimension r, and let
G be a proper family of positive continuous semi-algebraic functions on V .
If F = R((tRr)), and V is the extension of V to the field F, then LogG(V ) =
C(∂GV ).
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Proof : By the previous proposition, if y ∈ C(∂GV ), and α is an ultrafilter
associated to y, there exists a real closed field K(α), with rank at most r,
such that the extension of V to K(α) has a point x ∈ (K(α))n such that
LogG(x) = y.
The conclusion follows from the fact that every real closed non-
archimedean field of rank at most r can be embedded in R((tRr)) (see [Gl37]).
Hence the image of the point x in (R((tRr))n is in V and LogG(x) = y. 2
5.3 Spaces of geometric structures
5.3.1 Teichmüller spaces
Let S = Σkg be an orientable compact surface of genus g, with k ≥ 0 bound-
ary components and with χ(S) < 0, and let S be its interior. We want
to construct a compactification of the Teichmüller space T cfH2 (S), using the
structure of semi-algebraic set it inherits from its identification with a closed
semi-algebraic subset of Char(π1(S), SL2(R)) and Char(π1(S), SL2(R)).
Let G = {Jγ}γ∈π1(S), the positive trace functions, as defined in subsection
2.2.2. As we said in subsection 1.4.3, there exists a finite subset A ⊂ π1(S)
such that the family of functions FA = {Jγ}γ∈A generates the ring of coordi-
nates of Char(π1(S), SL2(R)). As T cfH2 (S) is closed in Char(π1(S), SL2(R)),
the family FA is proper, hence the family G is too.
The family G defines a compactification
T cfH2 (S)G = T
cf
H2 (S) ∪ ∂GT
cf
H2 (S)
As the family G is invariant for the action of the mapping class group of
S, the action of the mapping class group extends continuously to an action
on T cH2(S)G .
We want to prove that this compactification of the Teichmüller space
T cfH2 (S) is the same as the one constructed by Thurston, see [FLP] for details
on Thurston’s work. The boundary constructed by Thurston, here denoted
by T cfH2 (S)T = T
cf
H2 (S) ∪ ∂TT
cf
H2 (S) can be described by using projectivized
length spectra of measured laminations, as in [FLP]. If l is a measured
lamination, for every element γ ∈ π1(S), the measure of γ, denoted by I(l, γ),
is the infimum of the measures of all the closed curves in S that are freely
homotopic to γ. The cone over the boundary, C(∂TT cfH2 (S)), can be identified
with the subset of Rπ1(S) consisting of points of the form (I(l, γ))γ∈π1(S). A
sequence (xn) ⊂ T cfH2 (S) converges to a point x0 ∈ ∂TT
cf
H2 (S) if and only if
the projectivized length spectra [`γ(xn)]γ∈π1(S) of the hyperbolic structures
converges to the projectivized length spectra of the measured lamination
corresponding to x0.
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Proposition 97. The compactification T cfH2 (S)G is isomorphic to the com-
pactification T cfH2 (S)T constructed by Thurston. More precisely, the sets
C(∂TT cfH2 (S)) and C(∂TT
cf
H2 (S)) coincide when identified with subsets of
Rπ1(S), and the notion of convergence of sequences on T cfH2 (S) to the bound-
ary points also coincide.
Proof : If (xn) ⊂ T cfH2 (S) is a sequence converging to l in Thurston com-
pactification, then I(l, γ)γ∈π1(S) is the limit of the sequence [`γ(xn)]γ∈π1(S),
and, by the relation Jγ([h]) = 2 cosh(12`c([h])) in subsection 2.2.2, this is
equal to the limit of the sequence [loge(Jγ(xn))]γ∈π1(S). 2
5.3.2 Spaces of convex projective structures on manifolds
Let M be a closed n-manifold such that the fundamental group π1(M) has
trivial virtual center, it is Gromov hyperbolic, and it is torsion free (note
that every closed hyperbolic n-manifold whose fundamental group is torsion-
free satisfies the hypotheses). We want to construct a compactification of
the space T cRPn(M) of marked convex projective structures on M , using
the structure of semi-algebraic set it inherits from its identification with a
connected component of Char(π1(M), SLn(R)).
For every element p ∈ T cRPn(M) and γ ∈ π1(M), we denote by `γ(p) the
translation length of γ, see subsection 2.3.3, and we denote by eγ(p) the
ratio λ1λn+1 between the eigenvalues of maximum and minimum modulus of
the conjugacy class of matrices p(γ). Then the function
eγ : T cRPn(M) −→ R>0
is a semi-algebraic function on T cRPn(M), such that loge(eγ(p)) = `γ(p).
Let G = {eγ}γ∈π1(M). As we said in subsection 1.4.3, there exists a finite
subset A ⊂ π1(M) such that the family of functions {Iγ}γ∈A generates the
ring of coordinates of Char(π1(M), SLn+1(R)).
Lemma 98. Let p ∈ T cRPn(M) and γ ∈ π1(M). Denote by λ1, . . . , λn+1 the
complex eigenvalues of p(γ), with non-increasing absolute values. Then:
| tr(p(γ))| ≤ (n+ 1) λ1
λn+1
Proof : First we recall that λ1 and λn+1 are real and positive, hence
the statement makes sense. As |λ1| ≥ |λi|, then | tr(p(γ))| ≤ (n + 1)λ1. As
p(γ) ∈ SLn+1(R), then λn+1 ≤ 1. 2
Proposition 99. The family FA = {eγ}γ∈A is proper.
Proof : Suppose that (xn) ⊂ T cRPn(M) is a sequence that is not contained
in any compact subset of T cRPn(M). Suppose, by contradiction, that the
image EFA(xn) ⊂ (R>0)
FA is bounded. Then, by previous lemma, the
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functions {Iγ}γ∈A are bounded on (xn), hence the sequence (xn) converges
(up to subsequences) to a point of Char(π1(M), SLn+1(R)). As T cRPn(M) is
closed in Char(π1(M), SLn+1(R)), we have a contradiction. 2
We have proved that the family G is a proper family, hence it defines a
compactification
T cRPn(M)G = T
c
RPn(M) ∪ ∂GT cRPn(M)
As the family G is invariant for the action of the mapping class group of
M , the action of the mapping class group extends continuously to an action
on T cRPn(M)G .
Note that this compactification is constructed taking the limits of the
functions loge ◦eγ , i.e. the limits of the translation length functions `γ .
5.4 Piecewise linear structure on the boundary of
Teichmüller spaces
5.4.1 Existence of an injective family
To show that our construction of the boundary defines a piecewise linear
structure on it, we only need to find an injective family. First we show how
to use proposition 88 to find an injective family for the Teichmüller space
of the once punctured torus. Then we pass to the general case.
Proposition 100. Let A ⊂ π1(S) be a finite subset such that the family of
functions {Jγ}γ∈A generates the ring of coordinates of Char(π1(S), SL2(R)).
Then the family FA = {Jγ}γ∈A is proper.
Proof : Suppose that (xn) ⊂ T cfH2 (S) is a sequence that is not con-
tained in any compact subset of T cfH2 (S). Suppose, by contradiction, that
the image EFA(xn) ⊂ (R>0)
FA is bounded, or, in other words, the functions
{Jγ}γ∈A are bounded on (xn), hence the sequence (xn) converges (up to
subsequences) to a point of Char(π1(S), SLn+1(R)). As T cfH2 (S) is closed in
Char(π1(S), SLn+1(R)), we have a contradiction. 2
Proposition 101. Let S = Σ11, whose interior part S is the once punctured
torus. Then π1(S) is a free group over two generators, α and β. If A =
{α, β, αβ} ⊂ π1(S), then the family FA = {Jα, Jβ, Jαβ} is a proper and
injective family.
Proof : First note that the family of functions FA generate the ring of
coordinates of Char(π1(S), SLn+1(R)) (see the argument used in the proof
of [CS83, prop. 1.4.1]), hence, by the previous lemma, FA is a proper family.
By [Gu, thm. 1], every function Jγ , with γ ∈ π1(S), can be written as a
Laurent polynomial in the indeterminates Jα, Jβ , Jαβ . The conclusion now
follows from proposition 88. 2
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Now we consider the general case. First we need another way for finding
proper families.
Proposition 102. Suppose that A ⊂ π1(S) has the property that the free
homotopy classes of curves in A fill up, i.e. every free homotopy class of
closed curves on the surface has non zero intersection number with at least
one of those curves. Then FA = {Jγ}γ∈A is proper.
Proof : We have to show that for every sequence (xn) ⊂ T cfH2 (S) that is
not contained in a compact subset of T cfH2 (S), the sequence (Jγ(xn))γ∈A is
unbounded in RFA . Up to subsequences, we can suppose that (xn) −→ x ∈
∂GT cfH2 (S). Let l be a measured foliation associated to x in Thurston’s in-
terpretation. As A is a system that fills up, there exists a γ ∈ A such that
I(l, γ) 6= 0, and, this implies that Jγ(xn) is unbounded (see the proof of
proposition 97). Hence FA is proper. 2
Proposition 103. There exists an injective family A ⊂ π1(A), consisting
on 9g − 9 + 3b elements.
Proof : There exists 3g − 3 + b simple curves on S (denoted by
K1 . . .K3g−3+b) that decompose it in 2g − 2 + b pair-of-pants, b of them
containing a boundary component of S. Let Ki be a curve that is the com-
mon boundary of two pair-of-pants whose union will be denoted by Pi. We
denote by K ′i,K
′′
i the two simple closed curves in Pi defined by Thurston in
the classification of measured foliation (See [FLP]). Let A ⊂ π1(S) be the
set of the homotopy classes of the curves Ki, K ′i and K
′′
i . This set fills up,
hence FA is proper, and the map ∂πF : ∂GT cfH2 (S) −→ ∂FAT
cf
H2 (S) is well
defined. The fact that this map is injective from Thurston’s classification of
measured foliations (see [FLP]). 2
5.4.2 The smallest injective families
It may be useful to find a set A ⊂ π1(S) of minimal cardinality such that
FA is injective. Such a set can be found with 6g− 5 + 2b elements, just one
more than the dimension of T cfH2 (S). What we need is a set of curves that
fill up and such that the map (I(·, c))c∈A from the set of equivalence classes
of measured laminations in RFA is injective. If k = 0 such a set is described
in [Ha2], else it is described in [Ha1]. In the following A will denote a set
with these properties.
Let W = EFA(T
cf
H2 (S)) ⊂ R
6g−5+2b, a closed semi-algebraic set of di-
mension less than or equal to the dimension of T cfH2 (S), 6g − 6 + 2b. The
boundary of ∂FAT
cf
H2 (S) is equal to the boundary ∂W . As FA is injective,
the boundary ∂W has dimension 6g − 7 + 2b, and this implies that the di-
mension of W is exactly 6g−6+2b. Hence W is an hypersurface in R6g−5+2b,
and the cone over its boundary is contained in a tropical hypersurface. In
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this way we identify the cone over the boundary of the Teichmüller space
with a subpolyhedron of a tropical hypersurface in R6g−5+2b.
If k > 0 and A is the set described in [Ha1], the map EFA is also injective.
This may be shown using the fact that the map
T cfH2 (S) 3 x −→ (`γ(x))γ∈A ∈ R
A
is injective (see [Ha1]), and that FA is the composition of this map with
cosh.
So we have a semi-algebraic homeomorphism from T cfH2 (S) to the closed
semi-algebraic hypersurface W .
5.4.3 Description of the piecewise linear structure
We have constructed a piecewise linear structure on the boundary of the
Teichmüller spaces T cfH2 (S). A piecewise linear structure on ∂GT
cf
H2 (S) was
already known, it was defined by Thurston. See [Pap] for details on this
structure.
Theorem 104. The piecewise linear structure defined above on ∂GT cfH2 (S)
is the same as the one discussed in [Pap].
Proof : In [Pap] the piecewise linear structure is defined using train
tracks. An admissible train track on S, is a graph embedded in S satisfying
certain conditions. A measure on a train track is a function from the set
of the edges in R>0, satisfying, again, certain conditions. There exists an
enlargement operation associating to every measured admissible train track
a measured foliation f on S, hence a point of C(∂GT cfH2 (S)).
If τ is a fixed train track with n edges, every measure on τ may be
identified with a point of (R>0)n, and the subset of all these point is a poly-
hedral conic subset, that will be denoted by Cτ . The enlargement operation
defines a map φτ : Cτ −→ C(∂GT cfH2 (S)). If every connected component of
S \τ is a triangle, the image φτ (Cτ ) = Vτ is an open subset of C(∂GT cfH2 (S)).
Moreover the map φτ is an homeomorphism with its image.
The union of the open sets Vτ is the whole C(∂GT cfH2 (S)). So every Vτ
is identified with Cτ in such a way that the changes of charts are piecewise
linear. This way we have described a piecewise linear atlas for C(∂GT cfH2 (S)),
the piecewise linear structure defined by Thurston.
We want to show that the identity map is a piecewise linear map if
we endow the domain with the Thurston’s piecewise linear structure, and
the codomain with the structure defined above. This implies that the two
structure are equal.
To show this we need to prove that the maps φτ are piecewise linear
if we endow the codomain with the structure defined above. We choose
an injective family A ⊂ π1(S), and the cone C(∂FAT
cf
H2 (S)) is a subset of
RFA . The coordinates of the map φτ : Cτ −→ C(∂FAT
cf
H2 (S)) ⊂ R
FA , can be
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described as follows, for each element γ ∈ A the corresponding coordinate of
φτ is the function that associate to a measure µ on τ the number (I(f, γ)),
where f is the foliation constructed by the enlargement of the measured
train track (τ, µ).
For all γ ∈ A it is easy to see that the corresponding coordinate is
piecewise linear. We choose a curve c that is freely homotopic to γ, such
that c does not contain any vertex of τ and such that it intersects every
edge transversely. Now we define the function pγ : Cτ −→ R as the sum
of the measures of all the edges intersected by c, counted with multiplicity.
This function is the restriction of a linear function with positive integer
coefficients. The coordinate of φτ corresponding to γ is simply the minimum
of all the function pγ , and locally the minimum may be taken over a finite





The points of the Teichmüller space T cfH2 (S) and of the space of convex pro-
jective structures T cRPn(M), correspond to conjugacy classes of actions of the
fundamental group of the manifold on a vector space Rn+1, or, equivalently,
on a projective space RPn. In this chapter we introduce the tropical coun-
terparts of these actions, i.e. actions of a group on tropical modules and
tropical projective spaces.
There is a naif notion of tropical projective space, the projective quotient
of a free module Tn, but these spaces have few invertible projective maps,
hence they have few group actions. We give a more general notion of tropical
modules and, correspondingly, of tropical projective spaces. We show that
these objects have an intrinsic metric, the tropical version of the Hilbert
metric, that is invariant for tropical projective maps, and that the topology
induced by this metric is contractible. Then we construct a special class
of tropical projective spaces by using a generalization of the Bruhat-Tits
buildings for SLn to non-archimedean fields with a surjective real valuation.
In the usual case of a field F with integral valuation, Bruhat and Tits con-
structed a polyhedral complex of dimension n with an action of SLn+1(F).
In the case n = 1, Morgan and Shalen generalized this construction to a
field with a general valuation, and they studied these objects using the the-
ory of real trees. We extend this to general n, and we think that the proper
structure to study these objects is the structure of tropical projective spaces.
The paper [JSY], developed independently from this work, contains a
similar approach to the Bruhat-Tits buildings. Tropical geometry is used
there to study the convexity properties of the Bruhat-Tits buildings for
SLn(F), for a field F with integral valuation.
A brief description of the following sections. In section 6.2 we give some
very elementary definitions of semifields, semimodules over a semifield and
projective spaces associated with semifields, and we give some examples of
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semimodules.
In the first subsection of section 6.3 we discuss invertibility of linear
maps in Tn and we introduce the pseudo-inverse function, that will be used
in the second subsection, where we consider linear maps f on a vector space
Fn over a non archimedean field F. With every such map f we associate a
linear map f τ on Tn, and we discuss the relations between f τ and (f−1)τ :
globally they are not inverse one of the other, but this happens on a specific
“inversion-domain”. This will be used in section 6.4, in the description of
our generalization of the Bruhat-Tits buildings.
In section 6.4 we define the structure of tropical projective space we put
on the generalization of the Bruhat-Tits buildings, and we give a description
of this space. Tropical modules Tn can be seen as the tropicalization of a
vector space Fn over a non-archimedean field F, but this tropicalization
depends on the choice of a basis of Fn. Our description with tropical charts,
one for each basis of Fn, can be interpreted by thinking the Bruhat-Tits
buildings as a tropicalization of Fn with reference to all possible bases.
In section 6.5 we define in a canonical way a metric on tropical pro-
jective spaces making tropical segments geodesics and tropical projective
maps 1-Lipschitz. This metric is the transposition to tropical geometry of
the Hilbert metric on convex subsets of RPn. The topology induced by this
metric is shown to be contractible. This property is important when we con-




We need some linear algebra over the tropical semifield. By a semifield we
mean a quintuple (S,⊕,, 0, 1), where S is a set, ⊕ and  are associative
and commutative operations S × S −→ S satisfying the distributivity law,
0, 1 ∈ S are, respectively, the neutral elements for ⊕ and . Moreover we
require that every element of S∗ = S \ {0} has a multiplicative inverse. We
will denote the inverse of a by a−1. Given an element b 6= 0 we can write
a b = a b−1. Note that 0 is never invertible and ∀s ∈ S : 0 s = 0.
A semifield is called idempotent if ∀s ∈ S : s ⊕ s = s. In this case a
partial order relation is defined by
a ≤ b⇔ a⊕ b = b
We will restrict our attention to the idempotent semifields such that this
partial order is total. In this case (S \ {0},,≤) is an abelian ordered
group. Vice versa, given an abelian ordered group (Λ,+, <), we add to it
an extra element −∞ with the property ∀λ ∈ Λ : −∞ < λ, and we define a
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semifield:
T = TΛ = (Λ ∪ {−∞},⊕,,−∞, 0)
with the tropical operations ⊕, defined as
a⊕ b = max(a, b)
a b =
{
a+ b if a, b ∈ Λ
−∞ if a = −∞ or b = −∞
We will use the notation 1T = 0, as the zero of the ordered group is the
one of the semifield, and 0T = −∞. If a ∈ T and a 6= 0T, then a(−a) = 1T.
Hence −a = a−1, the tropical inverse of a. The order on Λ ∪ {−∞}
induces a topology on T that makes the operations continuous.
Semifields of the form T = TΛ will be called tropical semifields. The
semifield that in literature is called the tropical semifield is, in our notation,
TR.
We are interested in tropical semifields because they are the images of
valuations. Let F be a field, Λ an ordered group, and v : F −→ Λ ∪ {+∞}
a surjective valuation. Instead of using the valuation, we prefer the tropi-
calization map:
τ : F 3 z −→ − v(z) ∈ T = TΛ = Λ ∪ {−∞}
The tropicalization map satisfies the properties of a norm:
1. τ(z) = 0T ⇔ z = 0
2. τ(zw) = τ(z) τ(w)
3. τ(z + w) ≤ τ(z)⊕ τ(w)
4. τ is surjective.
For every element λ ∈ T we choose an element tλ ∈ F such that τ(tλ) = λ.
We will denote the valuation ring by O = {z ∈ F | τ(z) ≤ 1T}, its unique
maximal ideal by m = {z ∈ F | τ(z) < 1T}, its residue field by D = O/m
and the projection by π : O −→ D.
Proposition 105. The map τ ‘often’ sends + to ⊕, i.e.:
1. τ(w1) 6= τ(w2) ⇒ τ(w1 + w2) = τ(w1)⊕ τ(w2).
2. If τ(w1) = τ(w2) = λ, then t−λw1, t−λw2 ∈ O \m. In this case
π(t−λw1) + π(t−λw2) 6= 0 ∈ D ⇒ τ(w1 + w2) = τ(w1)⊕ τ(w2).
Proof : It follows from elementary properties of valuations. 2
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6.2.2 Tropical semimodules and projective spaces
Definition 106. Given a semifield S, an S-semimodule is a triple
(M,⊕,, 0), where M is a set, ⊕ and  are operations:
⊕ : M ×M −→ M  : S ×M −→ M
⊕ is associative and commutative and  satisfies the usual associative and
distributive properties of the product by a scalar. We will also require that
∀v ∈M : 1 v = v ∀v ∈M : 0 v = 0
Note that the following properties also holds:
∀a ∈ S : a 0 = 0
∀a ∈ S∗ : ∀v ∈M : a v = 0 ⇒ v = 0
The first follows as a0⊕b = a0⊕a(a−1b) = a(0⊕a−1b) = aa−1
b = b. And then the second follows as 0 = a v ⇒ 0 = a−1 0 = 1 v = v.
Most definitions of linear algebra can be given as usual. Let S be a
semifield and M a S-semimodule. A submodule of M is a subset closed
for the operations. If v1, . . . , vn ∈M , a linear combination of them is an
element of the form c1  v1 ⊕ · · · ⊕ cn  vn. If A ⊂M is a set, it is possible
to define its spanned submodule SpanS(A) as the smallest submodule
containing A or, equivalently, as the set of all linear combinations of elements
in A. A linear map between two S-semimodules is a map preserving the
operations. The image of a linear map is a submodule, but (in general) there
is not a good notion of kernel.
If S is an idempotent semifield, then M is an idempotent semigroup for
⊕. In this case a partial order relation is defined by
v ≤ w ⇔ v ⊕ w = w
Linear maps are monotone with reference to this order.
Let S be a semifield and M be an S-module. The projective equiva-
lence relation on M is defined as:
x ∼ y ⇔ ∃λ ∈ S∗ : x = λ y
This is an equivalence relation. The projective space associated with M
may be defined as the quotient by this relation:
P(M) = (M \ {0})/ ∼
The quotient map will be denoted by π : M \ {0} −→ P(M).
The image by π of a submodule is a projective subspace.
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If f : M −→ N is a linear map, we note that v ∼ w ⇒ f(v) ∼ f(w). The
linear map induces a map between the associated projective spaces provided
that the following condition holds:
{v ∈M | f(v) = 0} ⊂ {0}
We will denote the induced map as f : P(M) −→ P(N). Maps of this kind
will be called projective maps. The condition does not imply in general
that the map is injective. Actually a projective map f : P(M) −→ P(M)
may be not injective nor surjective in general.
6.2.3 Examples
From now on we will consider only semimodules over a tropical semifield
T = TΛ. The simplest example of T-semimodule is the free T-semimodule
of rank n, i.e. the set Tn where the semigroup operation is the component
wise sum, and the product by a scalar is applied to every component. If







These modules inherit a topology from the order topology of the tropi-
cal semifields: the product topology on the free modules and the subspace
topology on their submodules. The partial order on these semimodules can
be expressed in coordinates as
∀x, y ∈ Tn : x  y ⇔ ∀i : xi ≤ yi
Other examples are the submodules
FTn = SpanT((T∗)
n) = (T∗)n ∪ {0T} ⊂ Tn
The projective space associated with Tn is P(Tn) = TPn−1, and the
projective space associated with FTn is P(FTn) = FTPn−1. We will denote
its points with homogeneous coordinates:
π(x) = [x1 : x2 : · · · : xn]
These projective spaces inherit the quotient topology, and projective
maps are continuous for this topology.
TP1 = P(T2) can be identified with Λ ∪ {−∞,+∞} via the map:
TP1 3 [x1 : x2] −→ x1 − x2 ∈ Λ ∪ {−∞,+∞}
With this identification TP1 inherits an order: given a = [a1 : a2], b = [b1 :
b2] ∈ TP1, we define a  b⇔ a1− a2 ≤ b1− b2. All tropical projective maps
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TP1 −→ TP1 are never increasing or never decreasing with reference to this
order. We give a name to three special points: 0T = [0T : 1T] = −∞, 1T =
[1T : 1T] = 0,∞T = [1T : 0T] = +∞.
When Λ = R, TRPn−1 may be described as an (n − 1)-simplex, whose
set of vertices is {π(e1), . . . , π(en)} (ei being the elements of the canonical
basis of Tn). Given a set of vertices A, the face with vertices in A is the
projective subspace π(SpanT(A)). FTPn−1 is naturally identified with the
interior of the simplex TPn−1.
6.3 Linear maps between free semimodules
6.3.1 Tropical matrices
As before let T = TΛ be a tropical semifield. Let ei be the element of Tn
having 1 as the i-th coefficient and 0 as the others. These elements form the
canonical basis of Tn.
Let f : Tn −→ Tm be a linear map. Then we can define the matrix
A = [f ] = (aij) as a
i
j = (f(ej))
i. The usual properties of matrices and linear
maps hold in this case:













j  vj  ei.
3. f is surjective ⇔ the columns of [f ] span Tm.
4. There is a binary correspondence between linear maps and matrices
with entries in S.
5. The matrix of the composition of two maps is the product matrix, i.e.





The identity matrix, corresponding to the identity map IdT : Tn −→ Tn,







1T if i = j
0T if i 6= j
A linear map f : Tn −→ Tm induces a linear map f : FTn −→ FTm by
restriction, provided that no element in FTn is mapped outside FTm, i.e. if
every row of the matrix [f ] contains a non-zero element.
Projective maps f : TPn−1 −→ TPm−1 are induced by matrices mapping
no non-zero vector to zero. These are precisely the matrices such that every
column contains a non-zero element.
Tropical linear maps are very seldom surjective. This depends on the
following property:
SpanT(v1, . . . , vm) = Tm ⇔ ∀i = 1, . . . ,m : ∃a ∈ T∗ : a ei ∈ {v1, . . . , vm}
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Hence a tropical linear map is surjective if and only if it has, among its
columns, all the elements of the canonical basis of the codomain.
Let f : Tn −→ Tm be a linear map, with matrix [f ] = (aij). Suppose
that every column of [f ] contains a non-zero element. We will denote by




(in the previous formula, by −0T we mean an element greater than every
other element in T. This value is never the minimum, thanks to the condition
on the columns). In [CGQ04] this map is called residuated map.
Theorem 107. Let y ∈ Tm. Then y ∈ Im f if and only if exists a sequence
ε : {1, . . . ,m} −→ {1, . . . , n} such that







x ∈ Tn | x  f
pi(y)
∀k = 1, . . . ,m : xεk = (fpi(y))εk
}
This implies that f−1(y) is a single point if and only if every function ε as
before is surjective.
The function fpi plays the role of a pseudo-inverse function, as it sends
every point of the image in one of its pre-images, in a continuous way. It
has the following properties:
1. ∀x ∈ Tn : ∀y ∈ Tm :
(
x  fpi(y) ⇔ f(x)  y
)
.
2. ∀x ∈ Tn : x  fpi(f(x))
3. ∀y ∈ Tm : f(fpi(y))  y
4. ∀y ∈ Im f : f(fpi(y)) = y
5. ∀x ∈ Im fpi : fpi(f(x)) = x
6. f| Im fpi : Im fpi −→ Im f is bijective, with inverse fpi.
Proof : The point y is in the image if and only if exists x ∈ Tn such that
f(x) = y. Then
f(x) = y ⇔ ∀i :
⊕
j
(aij  xj) = yi ⇔
{
∀i, j : aij + xj ≤ yi
∀i : ∃j : aij + xj = yi
⇔
{
∀i, j : xj ≤ yi − aij
∀i : ∃j : xj = yi − aij
⇔
{
∀j : xj ≤ min
i
(yi − aij)
∀i : ∃j : xj = yi − aij
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Then
y ∈ Im f ⇔ ∃ε : ∀k : yk − akεk = mini (y
i − aiεk)
In this case xεk = yk − akεk . All the claims of the theorem follows from the
calculations above. 2
6.3.2 Simple tropicalization of linear maps
Let F be a valued field, with tropicalization map τ : F −→ T. An F-vector
space Fn may be tropicalized through the componentwise tropicalization
map, again denoted by τ : Fn −→ Tn.
Let f : Fn −→ Fm be a linear map, expressed by a matrix [f ] = (aij).




Proposition 108. The following properties hold:
1. ∀z ∈ Fn : τ(f(z))  f τ (τ(z)).
2. ∀x ∈ Tn : ∃z ∈ Fn : τ(z) = x and τ(f(z)) = f τ (x).
2
Let A ∈ GLn(F) be an invertible matrix. Its tropicalization α =
Aτ : Tn −→ Tn (i.e. α = (αij) = (τ(aij))) is, in general, not invertible.
Anyway it has the property that every column and every row contains a
non-zero element, hence it has a pseudo-inverse function, and it induces
a linear map FTn −→ FTn, and projective maps TPn−1 −→ TPn−1 and
FTPn−1 −→ FTPn−1.
Now let B = A−1, the inverse of A. We will write β = Bτ . We would
like to see β as an inverse of α, but this is impossible, as α is not always
invertible.
Proposition 109. The following statements hold
1. ∀i, j : (α β)ij ≥ (δT)
i





2. ∀x ∈ Tn : x  α(β(x)) and y  β(α(y)).
3. ∀x ∈ Tn : αpi(x)  β(x).
4. ∀x ∈ Tn : α(β(x)) = x⇔ β(x) = αpi(x)
Proof :
1. It follows from: AB = Id, BA = Id, τ(z1 + z2) ≤ τ(z1)⊕ τ(z2).
2. It follows from the previous statement.
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3. This is equivalent to ∀i : maxj(βij +xj) ≥ minj(xj−α
j
i ), i.e. ∀i : ∃k, h :
βik + x
k ≥ xh − αhi . This always holds as, from the first statement, we
know that maxk(βik + α
k
i ) = (β  α)
i
i ≥ 1T, hence ∀i : ∃k : βik + xk ≥
xk − αki .
4. From theorem 107, part 1, we know that α(β(x))  x ⇔ β(x) 
αpi(x). The reversed inequalities always holds.
2
If α and β are tropicalizations of two maps A,B ∈ GLn(F) such that
A−1 = B, we will call inversion domain the setDαβ = {x ∈ Tn | α(β(x)) =
x}.
Proposition 110. The inversion domains have this name because of the fol-
lowing property: Dβα = β(Dαβ), Dαβ = α(Dβα) and β|Dαβ : Dαβ −→ Dβα
is bijective with inverse α|Dβα : Dβα −→ Dαβ.
The set Dαβ is a tropical submodule, and we can write explicit equations
for it:
Dαβ = {x ∈ Tn | ∀h, k : xh − xk ≥ (α β)hk}
As a consequence if A ∈ GLn(O), then Dαβ 6= ∅. Note that the matrices α
and β are not one the inverse of the other, but, in the hypothesis Dαβ 6= ∅,
then ∀i : (α β)ii = 1T.
The map β|Dαβ is the composition of a permutation of coordinates and
a tropical dilatation: there exists a diagonal matrix d and a permutation of
coordinates σ such that (σ ◦ d ◦ β)|Dαβ = Id|Dαβ : Dαβ −→ Dαβ. 2
6.4 Tropical projective structure on Bruhat-Tits
buildings
6.4.1 Definition
Given a non-archimedean field F with a surjective real valuation, we are
going to construct a family of tropical projective spaces we will call Pn−1(F),
or simply Pn−1 when the field is well understood. This family arises as
a generalization of the Bruhat-Tits buildings for SLn to non-archimedean
fields with surjective real valuation. In the usual case of a field with integral
valuation, Bruhat and Tits constructed a polyhedral complex of dimension
n − 1 with an action of SLn(F). In the case n = 2, Morgan and Shalen
generalized this construction to a field with a general valuation, and they
studied these objects using the theory of real trees. We want to extend this
to general n, and we think that the proper structure to study these objects
is the structure of tropical projective spaces.
Let V = Fn, an F-vector space of dimension n and an infinitely generated
O-module. We consider the natural action GLn(F)× V −→ V .
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Definition 111. An O-lattice of V is an O-finitely generated O-submodule
of V .
Proposition 112. Let L be an O-finitely generated O-submodule of V .
Then every minimal set of generators is F-linearly independent, hence L
is free.
Proof : Let {e1, . . . , em} be a minimal set of generators of L. Suppose
they are not F-independent. Then there exist a1, . . . , am ∈ F s.t.
∑
aiei = 0.
We may suppose τ(a1) ≤ · · · ≤ τ(am). There exist elements b1, . . . , bm ∈ O
s.t. ai = biam. Hence am(
∑
biei) = 0 ⇒ em =
∑n
1 biei with b1, . . . , bm−1 ∈
O. They can’t be minimal.
An element of L is an O-linear combination of {e1, . . . , em} because they
are generators, and the linear combination is unique because they are F-
independent. Hence L is free. 2
If L is a finitely generated O-submodule of V , its rank is a number from
0 to n.
Definition 113. A maximal O-lattice is an O-lattice of rank n.
We denote by Un(F) (or simply Un) the set of all O-lattices of V = Fn,
and by FUn(F) (or simply FUn) the subset of all maximal O-lattices and
the O-lattice {0}.
Un and FUn can be turned in T-semimodules by means of the following
operations:
⊕ : Un × Un −→ Un L⊕M = SpanO(L ∪M)
 : T× Un −→ Un x L = zL, where z ∈ F, τ(z) = x
The associated tropical projective spaces will be denoted by P(Un(F)) =
Pn−1(F) and P(FUn(F)) = FPn−1(F). We will simply write Pn−1 and
FPn−1 when the field F is understood.
As we said there is a natural action GLn(F)× V −→ V . Every element
A ∈ GLn(F) sends O-lattices in O-lattices, hence we have an induced action
GLn(F) × Un −→ Un. This action preserves the rank of a lattice, and in
particular it sends FUn in itself. Among the O-lattices with the same rank
this action is transitive, for example there exist an A ∈ GLn(F) sending
every maximal O-lattice of V in the standard lattice On ⊂ V .
Hence the group SLn(F) acts naturally on Un and FUn by tropical linear
maps and on Pn−1 and FPn−1 by tropical projective maps.
6.4.2 Description
Let E = (e1, . . . , en) be a basis of V . We denote by ϕE : Tn −→ Un the
map:
ϕE(y) = ϕE(y1, . . . , yn) = Iy1e1 + · · ·+ Iynen = SpanO(ty1e1, . . . tynen)
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Proposition 114. Let < e1, . . . , em > be a O-basis of an O-lattice L, and
let pi ∈ F. Then:
1. piei ∈ L ⇔ pi ∈ O ⇔ τ(pi) ≤ 0.
2. < p1e1, . . . pnen > is an O-basis of L ⇔ pi ∈ O \m ⇔ τ(pi) = 0.
Proof : It follows from the properties of valuations. 2
This proposition implies that ϕE is injective and ϕE(FTn) ⊂ FUn. For
every basis E we have a different map ϕE . The union of the images of all
these maps is the whole Un, and the union of all the sets ϕ(FTn) is equal
to FUn. We will call the maps ϕE tropical charts for Un. Theorem 117
will justify this name.
Note that the charts respect the partial order relations on Tn and on
Un:
x  y ⇔ ϕ(x) ⊂ ϕ(y)
Lemma 115. Let L,M ⊂ V be two O-lattices, and suppose that L is max-
imal. Then there is a basis v1, . . . , vn of L and scalars a1, . . . , an ∈ F such
that a1v1, . . . anvn is a basis of M .
Proof : Fix a basis e1, . . . , en of V such that L = SpanO(e1, . . . , en). Let
f1, . . . , fn be a basis of M . For every vector fi there is a scalar bi ∈ F such
that bifi ∈ L. Then, if bi is the one with maximal valuation, biM ⊂ L.
The thesis follows by applying [MS84, corol. II.3.2] to the O-modules L and
biM . 2
Corollary 116. Given two points x, y ∈ Un, there is a tropical chart con-
taining both of them in its image. 2
Given two bases E = (e1, . . . , en) and F = (f1, . . . , fn), we have two
charts ϕE , ϕF . We want to study the intersection of the images.
We put I = ϕE(Tn) ∩ ϕF (Tn), IE = ϕ−1E (I), IF = ϕ
−1
F (I). We want to
describe the sets IF , IE and the transition function: ϕFE = ϕ−1F ◦ ϕE :
IE −→ IF .
The transition matrices between E and F are denoted by A = (aij), B =
(bij) ∈ GLn(F):
∀j : ej =
∑
i
aijfi ∀j : fj =
∑
i
bijei A = B
−1
We will write α = Aτ and β = Bτ , i.e. α = (αij) = (τ(a
i




Theorem 117. [Description of the tropical charts] We have that
IF = Dαβ and IE = Dβα, the inversion domains described in proposition
110. Moreover ϕFE = α|IE and ϕEF = β|IF , the tropicalizations of the
transition matrices.
Proof : First, we need to prove the following two assertions:
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1. ϕE(y) ⊂ ϕF (x) ⇔ α(y)  x and ϕF (x) ⊂ ϕE(y) ⇔ β(x)  y.




ifi ∈ Fn. Then:
w ∈ SpanO(f1, . . . , fn) ⇔ ∀i : wi ∈ O ⇔ ∀i : τ(wi) ≤ 1T
tyw ∈ ϕF (x) ⇔ ∀i : tyw
i
txi
∈ O ⇔ ∀i : τ(wi) ≤ xi − y
ϕE(y) ⊂ ϕF (x) ⇔ ∀j : tyjej ∈ ϕF (x) ⇔ ∀j, i : τ(aij) ≤ xi − yj
ϕF (x) ⊂ ϕE(y) ⇔ ∀j, i : τ(bij) ≤ yi − xj
Then we have:
ϕE(y) = ϕF (x) ⇔ ∀j, i : τ(bij) ≤ yi − xj ≤ −τ(a
j
i )
⇔ ∀j, i : τ(bij) + xj ≤ yi ≤ −τ(a
j
i ) + x
j
⇔ ∀i : max
j
(τ(bij) + x
j) ≤ yi ≤ min
j





(βij  xj) ≤ yi ≤ min
j
(xj − αji ) ⇔ ∀i : (β(x))
i ≤ yi ≤ (αpi(x))i
The map ϕE is injective, hence, given a fixed x, if an y satisfying the
last condition exists, it has to be unique. Then the interval in which its
coordinates are free to vary must degenerate to a single point. Then we
have:
ϕE(y) = ϕF (x) ⇔ β(x) = y = αpi(x)
We can prove the symmetric equalities reversing the roles of E and F .
Now we look at ϕ−1F (I) = {x ∈ Tn | ∃y ∈ Tn : ϕE(y) = ϕF (x)}. We have
x ∈ ϕ−1F (I) ⇔ ∃y : ∀i : maxj (β
i
j + x










j) ⇔ ∀i, k, h : βik + xk ≤ −αhi + xh
⇔ ∀i, k, h : xh − xk ≥ βik + αhi ⇔ ∀k, h : xh − xk ≥ ⊕i(αhi  βik)
2
6.5 Tropical projective spaces as metric spaces
6.5.1 Finitely generated semimodules
Free semimodules have the usual universal property: let M be a T-
semimodule, and v1, . . . , vn ∈M . Then there is a linear map:
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Tn −→ SpanT(v1, . . . , vn)
c −→ c1  v1 ⊕ · · · ⊕ cn  vn
This map sends ei in vi and its image is SpanT(v1, . . . , vn).
Hence every finitely generated T-semimodule is the image of a free T-
semimodule.
In the following we will need some properties of finitely generated semi-
modules over TR, so for this section we will suppose T = TR.
First we want to discuss a pathological example we prefer to neglect.
Consider the following equivalence relation on T2:
(x1, x2) ∼ (y1, y2) ⇔

x1 < x2, y1 < y2 and x2 = y2
or
x1 ≥ x2, y1 ≥ y2 and x1 = y1
Figure 6.1: Two examples of equivalence classes for the relation defining the
quotient module B: {x2 = 2, x1 < 2} and {x1 = 1, x2 ≤ x1}.
The quotient for this relation will be denoted by B. If a ∼ a′ and
b ∼ b′, then a⊕ b = a′ ⊕ b′ and λ a = λ a′. Hence the operations ⊕, 
induces operations onB, turning it in a finitely generated T-semimodule. We
will denote the equivalence classes in the following way: if (x1, x2) satisfies
x1 < x2 we will denote its class as [(·, x2)], if x1 ≥ x2 we will denote its class
as [(x1, ·)]. The  operation act as
λ [(·, x2)] = [(·, λ x2)]
and analogously for the other classes. The ⊕ operation acts as
[(·, x2)]⊕ [(·, y2)] = [(·, x2 ⊕ y2)]
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[(x1, ·)]⊕ [(y1, ·)] = [(x1 ⊕ y1), ·]
[(x1, ·)]⊕ [(·, x2)] = [(x1, x2)]
If we put on the quotient a topology making the projection continuous,
then the point [(x1, ·)] is not closed, as its closure must contain the point
[(·, x1)].
We define a T-semimodule to be separated if it does not contain any
submodule isomorphic to B. We will see in the following section that every
separated T-semimodule has a natural metrizable topology making all linear
maps continuous. Examples of separated T-semimodules are all free semi-
modules (as there exists no submodule in Tn whose associated projective
space has exactly two points) and the semimodules Un (as every two points
in Un are in the image of the same tropical chart, hence in a submodule
isomorphic to Tn).
Lemma 118. Let M be a T-semimodule and let f : T2 −→ M be a linear













































































Case 3): General case. Iterating the proof of case 2 we can prove the
lemma for y = y1 − n(x1 − y1). Then by case 1 we can extend the result to
every y. 2
Proposition 119. Let M be a T-semimodule and let f : TP1 −→ P(M) be a
tropical projective map. If f is not injective there are two points x ≺ y ∈ TP1
such that f(x) = f(y) = p ∈ P(M). Then either ∀z ≺ y : f(z) = p or
∀z  x : f(z) = p.
Proof : The map f is associated with a map f̄ : T2 −→ M . There exists
lifts x̄, ȳ ∈ T2 such that f̄(x̄) = f̄(ȳ) = p̄. Now:
Case 1) If x̄  ȳ then one of their coordinates is equal. Else there is a
scalar λ < 1T such that x  λ y, and p̄  λ p̄, a contradiction. Then we
can apply the previous lemma, and we have that ∀z ≺ y : f(z) = p.
Case 2) If ȳ  x̄ as before we have ∀z  x : f(z) = p.
Case 3) If they are not comparable, then both are minor than their
sum, x̄ ⊕ ȳ, and f̄(x̄ ⊕ ȳ) = p. Then, by previous cases we have that
∀z ∈ TP1 : f(z) = p. 2
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Corollary 120. Let M be a T-semimodule and let f : TP1 −→ P(M) be a
tropical projective map. The sets f−1(f(0T)) and f−1(f(∞T)) are, respec-
tively, an initial and a final segment for the order of TP1. If M is separated,
then these segments are closed segments. On the complement of their union
the map is injective. 2
Let M be a separated T-semimodule, f̄ : Tn −→ M be a linear map
and f : TPn−1 −→ P(M) be the induced projective map. As usual we
denote by e1, . . . , en the points of the canonical basis of Tn, and we pose
vi = f̄(ei) ∈ M . We want to describe the set Vi = f−1(π(vi)). It is
enough to describe V1. As SpanT(ej , e1) is isomorphic to T2, we know that
Sj = V1 ∩ π(SpanT(ej , e1)) is a closed initial segment of π(SpanT(ej , e1)),
with extreme point π(wj). We can suppose that wj = ajej + e1.
Lemma 121. The set V1 is
π({e1 ⊕ b2  e2 ⊕ · · ·  bn ⊕ en | bi ≤ ai})
Hence there is a point h1 = e1 ⊕ a2  e2 ⊕ · · ·  an ⊕ en such that π(h1) is
an extremal point of V1.
The restriction of f̄ to the submodule SpanT(hi, hj) is injective. 2
6.5.2 Definition of the metric
As we saw in subsection 2.3.3, every properly convex subset of RPn has a
canonical metric invariant by projective automorphisms, the Hilbert metric.
We can give an analogous definition for separated tropical projective
spaces over TR. In the following we will assume Λ = R and T = TR. If M
is a separated T-module there is a canonical way for defining a distance d :
P(M)×P(M) −→ R∪{+∞}. This distance differs from ordinary distances
as it can take the value +∞, but has the other properties of a distance (non
degeneracy, symmetry, triangular inequality). If f : P(M) −→ P(N) is a
projective map, then d(f(x), f(y)) ≤ d(x, y), and if S ⊂M is such that f|S
is injective, then f|S is an isometry.
This metric can be defined searching for a tropical analogue of the cross
ratio. In RP1 the cross ratio can be defined by the identity [0, 1, z,∞] = z
and the condition of being a projective invariant. Or equivalently if A is
the (unique) projective map satisfying A(0) = a,A(1) = b, A(∞) = d, then
[a, b, c, d] = A−1(c). In this form the definition can be transposed to the
tropical case.
Let T be a tropical semifield and let a = [a1 : a2], b = [b1 : b2], c =
[c1 : c2], d = [d1 : d2] ∈ TP1 = P(T2) be points such that a ≺ b ≺ c ≺ d.
There is a unique tropical projective map A satisfying A(0T) = a,A(1T) =
b, A(∞T) = d. This map is described by the matrix(
a2  b1  d1 a1  b2  d1
a2  b1  d2 a2  b2  d1
)
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Given an x ∈ T, x ≥ 1T, we have that
A([x : 1T]) =
{
[b1 + x : b2] if x < (d1 − d2)− (b1 − b2)
d else
The point A−1(c) is then [(c1 − c2)− (b1 − b2) : 1]. Then we can define
this point of TP1 as the cross-ratio of [a, b, c, d]. This value depends only on
the central points b, c, and it is invariant by every tropical projective map
B : TP1 −→ TP1 that is injective on the interval [b, c].
Consider a tropical projective map B : TP1 −→ TP1 such that B(0T) = b
and B(∞T) = c. This map is described by a matrix of the form:(
µ c1 λ b1
µ c2 λ b2
)
The inverse images B−1(b) and B−1(c) are, respectively, an initial segment
and a final segment of TP1 with reference to the order  of TP1. This
segments have an extremal point, b0 and c0 respectively. The restriction
B|[b0,c0] : [b0, c0] −→ [b, c] is a projective isomorphism, hence (c1−c2)−(b1−
b2) = (c10 − c20)− (b10 − b20).
When we define the Hilbert metric we don’t need to take the logarithms,
as coordinates in tropical geometry already are in logarithmic scale. Hence
the Hilbert metric on TP1 is simply the Euclidean metric:
d(x, y) = |(x1 − x2)− (y1 − y2)|
This definition can be extended to every separated tropical projective
space P(M). If a, b ∈ P(M), we can choose two lifts ā, b̄ ∈ M . Then there
is a unique linear map f̄ : T2 −→ M such that f(e1) = b̄, f(e2) = ā. The
induced projective map f : TP1 −→ P(M) sends 0T in a and ∞T in b. By
corollary 120 the sets f−1(a) and f−1(b) are closed segments, with extremal
points a0, b0. We can define the distance as d(a, b) = d(a0, b0). It is easy
to verify that this definition does not depend on the choice of the lifts ā, b̄.
Now we have to verify the triangular inequality, but it is more comfortable
to give an example first.
For the projective spaces associated with the free modules we can calcu-
late explicitly this distance. It is a well known distance, the Hilbert metric
on the simplex in logarithmic coordinates.

















(x̄i − ȳi) + nmax
i=1
(ȳi − x̄i)












))i = max(yi  h, xi)
This is equal to x if ∀i : h ≤ xi − yi, i.e. if h ≤ mini(xi − yi). As before, for





))i = max(yi, xi  k)
This is equal to y if ∀i : k ≤ yi − xi, i.e. if k ≤ mini(yi − xi) Then, by
definition
d(x, y) = |min
i
(xi − yi) + min
i
(yi − xi)|
By changing signs inside the absolute value, we have the thesis. 2
From this explicit computation we can deduce easily that the triangular
inequality holds for the distance we have defined in TPn−1, and that the
topology induced by this distance on TPn−1 is the quotient of the product
topology on Tn.
Once we know that the triangular inequality holds for TPn−1, we can
use this fact to prove it for all separated tropical projective spaces.
Proposition 123. Let M be a separated T-semimodule. Then the function
d : P(M)× P(M) −→ R≥0 ∪ {∞} satisfy:
∀x, y, z ∈ TPn−1 : d(x, y) ≤ d(x, z) + d(z, y)
Proof : Fix lifts x̄, ȳ, z̄ ∈ M . We can construct a map f : T3 −→ M
such that f(e1) = x, f(e2) = y, f(e3) = z. By lemma 121 there exist
points h1, h2, h3 ∈ T3 such that f is injective over SpanT(hi, hj). Then
d(π(hi), π(hj)) = d(π(fi), π(fj)). As the triangular inequality holds in TP2,
then it holds for x, y, z. 2
The metric we have defined for separated tropical projective spaces can
achieve the value +∞. Given a T-semimodule M we can define the following
equivalence relation on M \ {0}:
x ∼ y ⇔ d(π(x), π(y)) < +∞
The union of {0} with one of these equivalence classes is again a T-
semimodule, and their projective quotients are tropical projective spaces
with an ordinary (i.e. finite) metric.
For example in the free T-semimodules Tn the equivalence class of the
point (1T, . . . , 1T) is the set FTn, and its associated projective space is
FTPn−1, a tropical projective space in which the metric is finite.
For the T-semimodule Un an equivalence class is FUn, and its associated
projective space is FPn−1, a tropical projective space in which the metric
is finite.
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We can calculate more explicitly the metric for FPn−1. Let x, y ∈ FPn−1
and let x̄, ȳ ∈ Un be their lifts. By lemma 115 there exists a basis E =
(e1, . . . , en) of x̄ such that a1e1, . . . anen is a basis of ȳ. In the tropical
chart ϕE , the point x̄ has coordinates (1T, . . . , 1T), while the point ȳ has
coordinates (τ(a1), . . . , τ(an)). Hence






In this section we will show that every separated tropical projective space
with a finite metric is contractible.
If (X, d) is a metric space, we denote by C0([0, 1], X) the space of con-
tinous curves in X, with the metric defined by
d(γ, γ′) = max
t∈[0,1]
d(γ(t), γ′(t))
Note that the following pairing is continuous
C0([0, 1], X)× [0, 1] 3 (γ, t) −→ γ(t) ∈ X
Lemma 124. Let (X, d) be a metric space and suppose we can construct a
continuous map:
C : X ×X 3 (x, y) −→ Cx,y ∈ C0([0, 1], X)
such that
1. Cx,y(0) = x and Cx,y(1) = y
2. Cx,x is a constant curve.
Then X is contractible.
Proof : We can construct a retraction H : X × [0, 1] −→ X retracting X
on one of its points {x̄} as
H(y, t) = Cy,x̄(t)
By definition of C we have that H(y, 0) = y and H(y, 1) = x̄, and H is
continuous as it is a composition of continuous functions. 2
Lemma 125. Let x, y, a, b ∈ Tn and let φx,a and φy,b be, respectively, the
















∀v ∈ T2 : d(π(φx,a(v)), π(φy,b(v))) ≤ max(d(π(x), π(y)), d(π(a), π(b)))
Proof : Without loss of generality we can suppose that v = (t, 1T), so







It is easy to check that max(xi+t, ai)−max(yi+t, bi)) ≤ max(xi−yi, ai−bi)
by analyzing the four cases. 2
Proposition 126. For every separated T-module M , its associated projec-
tive space P(M) is contractible with reference to the topology induced by the
canonical metric.
Proof : We have to construct a map C as in lemma 124. We will use
tropical segments, rescaling their parametrization to the interval [0, 1]. If
x, y ∈ P(M), we take lifts x̄, ȳ ∈M and the map f̄ : T2 −→ M s.t. f̄(e1) =
x, f̄(e2) = y. As usual f : TP1 −→ P(M) is the induced map. By corollary
120 the sets f−1(x) and f−1(y) are closed segments, with extremal points
x0, y0, hence f restricted to the interval [x0, y0] is a curve joining x and y.
Let φ be the affine map from the interval [x0, y0] to the interval [0, 1]. We
define Cx,y as the reparametrization of f by φ. Properties 1 and 2 of the
lemma 124 holds for C. To prove 3 we can show that:
∀x, y, z, w ∈ P(M) : ∀t ∈ [0, 1] : d(Cx,y(t), Cz,w(t)) ≤ 3 max(d(x, z), d(y, w))
To do this we take lifts x̄, ȳ, z̄, w̄ ∈ M , and a map f̄ : T4 −→ M s.t.
f(e1) = x, f(e2) = y, f(e3) = z, f(e4) = w. By lemma 121 there ex-
ist points h1, h2, h3, h4 ∈ T4 such that f is injective over SpanT(hi, hj).
Then d(π(hi), π(hj)) = d(π(fi), π(fj)). Moreover f is 1-Lipschitz on
π(SpanT(h1, . . . , h4)), hence our property on M follows from the same prop-





In chapter 5 we have seen how it is possible to define a boundary for the
Teichmüller spaces T cfH2 (S) and for the spaces of convex projective structures
T cRPn(M) using an inverse limit of logarithmic limit sets of these spaces, in
other words we constructed the tropical counterparts of the spaces T cfH2 (S)
and T cRPn(M). The aim of this chapter is to give a geometric interpretation
of the points of these tropical counterparts.
Every point of the boundary corresponds to a class of representations
of the fundamental group of the manifold in SLn(F), where F is real closed
non-archimedean field. Every such representation induces an action by trop-
ical projective maps on our tropical projective spaces Pn. We compute the
length spectrum of these actions on Pn, and we show that the length spec-
trum of this action identifies the boundary point. Then we use the fact that
tropical projective spaces are contractible to show that for every action of
the fundamental group of the manifold on a tropical projective space there
exists an equivariant map from the universal covering of the manifold to the
tropical projective space (see theorem 133).
This theorem can hopefully lead to interesting consequences about the
interpretation of the boundary points. For example in the case n = 1, where
P 1 is a real tree, the equivariant map induces a duality between actions of
the fundamental group on P 1 and measured laminations on the surface. See
the papers of Morgan and Shalen [MS84], [MS88] and [MS88’] for a reference
about this fact.
It would be very interesting to extend this result in the general case.
For example an action of the fundamental group of the surface on a tropical
projective space Pn induces a degenerate metric on the surface, and this
metric can be used to associate a length with each curve. Anyway it is not
clear up to now how to classify these induced structures. This is closely
related to a problem raised by J. Roberts (see [Oh01, problem 12.19]): how
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to extend the theory of measured laminations to higher rank groups, such
as, for example, SLn(R).
7.1 Tropicalization of group representations
Let Γ be a group and ρ : Γ −→ GLn+1(F) be a representation of Γ in the
general linear group of a non-archimedean field.
The group GLn+1(F) acts by linear maps on the tropical modules
Un+1(F) and FUn+1(F), and by tropical projective maps on the tropical
projective spaces Pn(F) and FPn(F). The representation ρ defines an ac-
tion of Γ on FPn(F).





Proposition 127. Let x ∈ FPn, and L ⊂ V be a lift of x in FUn+1. We
denote by e1, . . . , en+1 a basis of L, and by Ã the matrix corresponding to A









Proof : By lemma 115 applied to the O-modules L and A(L), there exist
a basis v1, . . . , vn of L and scalars λ1, . . . , λn ∈ F such that λ1v1, . . . , λnvn
is a basis of A(L). Then d(x,Ax) = maxi(τ(λi)) − mini(τ(λi)). We will
denote by M1 the transition matrix from e1, . . . , en to v1, . . . , vn. As they
are bases of the same O-module, M1 is in GLn(O). We will denote by M2
the transition matrix from λ1v1, . . . , λnvn to A(e1), . . . , A(en), and it is again
in GLn(O). Let ∆ be the diagonal matrix:
∆ =
λ1 . . .
λn

Then the following relations hold:
Ã = M2∆M1 ∆ = M−12 ÃM
−1
1





















The case n = 1 has been studied in [MS84].
Proposition 128. Let A ∈ SL2(F). Then we have
l(A) = 2 max(0, τ(tr(A)))
Proof : This is [MS84, prop. II.3.15]. The inequality l(A) ≥
2 max(0, τ(tr(A))) follows from the previous proposition, as maxi,j τ((Ã)
i
j) ≥
τ(tr(A)) and tr(A) = tr(A−1).
The reverse inequality follows by applying the previous proposition to
the point x that is the class of a basis e1, e2 of F2 in which A appears in






and by the previous proposition d(x,A(x)) = 2 max(0, τ(tr(A))). 2
Now, as in subsection 5.2.3, let F be a non-archimedean real closed field
of finite rank extending R, with a surjective real valuation v : F∗ −→ R such
that the valuation ring is convex. The field K = F[i] is an algebraically
closed field extending C, with an extended valuation v : K∗ −→ R. We will
use the notation τ = −v. We will also use the complex norm | · | : K −→ F≥0
defined by |a+ bi| =
√
a2 + b2 and the conjugation a+ bi = a− bi.
If A ∈ GLn+1(K), we denote by λ1, . . . , λn+1 its eigenvalues, ordered
such that |λi| ≥ |λi+1|. We will denote r(A) = |λ1|, the spectral radius of
A.
Note that the function
| · | : Mn(K) 3 A −→ ∈ max
i,j
|Aij | ∈ F≥0
is a consistent norm on Mn(K), hence, by the spectral radius theorem, we
have r(A) ≤ |A|.
Proposition 129. Suppose the field K is as above. Then a matrix A ∈
GLn+1(K) acts on FPn(K). Then the inf in the definition of l(A) is a




Proof : By proposition 127 we have that for every x ∈ FPn(K)
d(x,A(x)) ≥ τ(r(A)) + τ(r(A−1))
Hence
l(A) ≥ τ(r(A)) + τ(r(A−1))
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We only need to show that the lower bound of previous corollary is actually




. . . ∗
λn+1

where the entries marked by ∗ are 0 or 1. Let v1, . . . , vn+1 be a Jordan basis,
and let L = SpanO(v1, . . . , vn) ∈ Un+1. By proposition 127




Now suppose that A ∈ GLn(F), with F a non-archimedean real closed
field as above. Hence A acts on FPn(F), and now we want to study the
translation lenght of A over FPn(F). As before, we denote by λ1, . . . , λn+1 ∈
K its eigenvalues, ordered such that |λi| ≥ |λi+1|.
Proposition 130. Suppose that F is as above, and that A ∈ GLn+1(F).
We consider the translation lenght l(A) with respect to the action of A on









To prove that this lower bound is achieved, we will choose a suitable basis,





For every λi ∈ F, the generalized eigenspace ker((A− λiId)n+1) has a basis
of generalized eigenvectors in Fn+1. If λi ∈ K \ F, then λi is an eigenvalue,
and if v1, . . . , vs is a basis of generalized eigenvectors of ker((A− λiId)n+1),
then v1, . . . , vs is a basis of generalized eigenvectors of ker((A− λiId)
n+1).
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The vectors vi + vi and vi − vi are in Fn+1, and they form a basis of
ker((A− λiId)n+1) + ker((A− λiId)
n+1). In this way we have constructed
a basis v1, . . . , vn+1 of Fn+1 such that |A| = |λ1| and |A−1| = |λn+1|. Let
L = SpanO(v1, . . . , vn) ∈ Un+1, then, by proposition 127





Let S = Σkg , a surface of genus g with k ≥ 0 boundary components and such
that χ(S) < 0, and let S be the interior part of S. In subsection 5.3.1 we con-
sidered the family G = {Jγ}γ∈π1(S), and we constructed a compactification
of T cfH2 (S):
T cfH2 (S)G = T
cf
H2 (S) ∪ ∂GT
cf
H2 (S)
The cone over the boundary C(∂GT cfH2 (S)) can be identified with a subset of
RG = Rπ1(S).
Every action of π1(S) on a tropical projective space FP 1(F) has a well
defined length spectrum (l(γ))γ∈π1(S) ∈ Rπ1(S).
Theorem 131. Let F = H(RR), the Hardy field as in subsection 4.1.1. The
points of C(∂GT cfH2 (S)) are length spectra of actions of the fundamental group
π1(S) on the tropical projective space FP 1(F).
Proof : The semi-algebraic set T cfH2 (M) has an extension to the field F,
that we will denote by T cfH2 (S) ⊂ Char(π1(S), SL2(F)). Every element of
T cfH2 (S) is a conjugacy class of a representation ρ : π1(S) −→ SL2(F). The
representation ρ has all the properties of the representations in T cfH2 (S) that
can be expressed by a first order formula, for example, if γ ∈ π1(S), the
matrix ρ(γ) has | tr(ρ(γ))| ≥ 2.
Let x ∈ C(∂GT cfH2 (S)). By proposition 90, there exists a representation
ρ ∈ T cfH2 (S) such that for every γ ∈ π1(S), the matrix ρ(γ) ∈ SL2(F) satisfies
xJγ = τ (tr(ρ(γ))).
Consider the action of π1(S) on FPn(F) induced by the representation
ρ. By proposition 128, the translation length of an element γ with respect




In the same way, we give a geometric interpretation to the points of
the boundaries of the spaces of convex projective structures. Let M be a
closed n-manifold such that the fundamental group π1(M) has trivial virtual
center, it is Gromov hyperbolic, and it is torsion free (note that every closed
hyperbolic n-manifold whose fundamental group is torsion-free satisfies the
hypotheses). In subsection 5.3.2 we considered the family G = {eγ}γ∈π1(M),
and we constructed a compactification of T cRPn(M):
T cRPn(M)G = T
c
RPn(M) ∪ ∂GT cRPn(M)
The cone over the boundary C(∂GT cRPn(M)) can be identified with a subset
of RG = Rπ1(M).
Every action of π1(M) on a tropical projective space FPn(F) has a well
defined length spectrum (l(γ))γ∈π1(M) ∈ Rπ1(M).
Theorem 132. Let F = R((tRr)), where r is the dimension of T cRPn(M) (see
the definition in subsection 5.2.3). The points of C(∂GT cRPn(M)) are length
spectra of actions of the fundamental group π1(M) on the tropical projective
space FPn(F).
Proof : The semi-algebraic set T cRPn(M) has an extension to the field F,
that we will denote by T cRPn(M) ⊂ Char(π1(M), SLn+1(F)). Every element
of T cRPn(M) is a conjugacy class of a representation ρ : π1(M) −→ SLn+1(F).
Let x ∈ C(∂GT cRPn(M)) ⊂ RG . As we said in subsection 5.2.3, there
exists a representation ρ ∈ T cRPn(M) such that for every γ ∈ π1(M), the
matrix ρ(γ) satisfies xeγ = τ
(∣∣∣ λ1λn+1 ∣∣∣).
Consider the action of π1(M) on FPn(F) induced by the representation
ρ. By proposition 130, the translation length of an element γ with respect
of this action is l(ρ(γ)) = τ
(∣∣∣ λ1λn+1 ∣∣∣). 2
7.3 The equivariant map
These actions of π1(M) on the tropical projective spaces FPn should corre-
spond to some kind of dual structures on the surface.
Suppose that Γ is the fundamental group of an n-manifold M , and sup-
pose that π2(M) = · · · = πn−1(M) = 0. Note that if M is a surface, this
hypothesis is empty. For example every n-manifold M whose universal cov-
ering is Rn satisfy this hypothesis, in particular every manifold admitting a
convex projective structure. We will denote by p : M̃ −→ M the universal
covering of M . Then suppose that Z is a simply connected topological space
with an action of Γ. It is always possible to construct an equivariant map:
Theorem 133. There exists a map f : M̃ −→ Z that is equivariant for the
action of Γ, i.e.
∀x ∈ M̃ : ∀γ ∈ Γ : γ(f(x)) = f(γ(x))
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Proof : The group Γ acts diagonally on the space M̃ × Z:
γ(x, z) = (γ(x), γ(z))
This action is free and proper, M̃ × Z is simply connected, hence
P : M̃ × Z −→ K = (M̃ × Z)/Γ
is a universal cover, and π1(K) = Γ.
As M is a manifold it is homeomorphic to a CW-complex of dimension n
with only one 0-cell. Hence the hypothesis that π2(M) = · · · = πn−1(M) = 0
implies that the isomorphism π1(M) −→ π1(K) is induced by a map ψ :
M −→ K, well defined up to homotopy.
As M̃ is simply connected, we can lift the map φ = ψ ◦ p : M̃ −→ K
to a map φ̃ : M̃ −→ M̃ × Z such that P ◦ φ̃ = φ. The equivariant map f
we are searching for is the composition of φ̃ with the projection on Z. We
have to check that it is equivariant, and to show this we will prove that φ̃ is
equivariant. We need to prove that:
∀y ∈ M̃ : ∀γ ∈ Γ : γ(φ̃(y)) = φ̃(γ(y))
Fix an y ∈ M̃ and a γ ∈ Γ. Let x0 = p(y) = p(γ(y)) ∈ M and let
x1 = ψ(x0) = P (φ̃(y)) = P (φ̃(γ(y))) (as φ̃ is a lift of ψ : M −→ K).
Now we identify Γ with the based fundamental groups π1(M,x0) and
π1(K, x1). By the definition of ψ, with this identification, the isomorphism
ψ∗ : π1(M,x0) −→ π1(K, x1) is the identity, hence ψ∗(γ) = γ.
Consider the lift γ̃ of the path γ in M̃ starting from the point y. The
other extreme of γ̃ is the point γ(y). The same way the lift ψ̃∗(γ) of the
path ψ∗(γ) in M̃ ×K starting from the point φ̃(y) is the image φ̃(γ̃), hence
the other extreme of this path is the point φ̃(γ(y)). This is precisely the
definition of γ(φ̃(y)). 2
Suppose that M is an n-manifold as above, and that we have an action
π1(M) × Pm −→ Pm. Let M̃ −→ M be the universal covering of M . As
Pm is a contractible space there is a π1(M)-equivariant map
f : M̃ −→ Pn
An interesting open problem is to understand the dual structure this equiv-
ariant map induces on M .
The case where M is an hyperbolic surface and m = 1 has been studied
by Morgan and Shalen in [MS88] and it is well understood: P 1 is a real tree
and the equivariant map induces a measured lamination on M , that is dual
to the action.
This work can possibly lead to the discovery of analogous structures for
the general case. For example an action of the fundamental group of the
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manifold on a tropical projective space Pm induces a degenerate metric on
the surface, and this metric can be used to associate a length with each curve.
Anyway it is not clear up to now how to classify these induced structures.
This is closely related to a problem raised by J. Roberts (see [Oh01, problem
12.19]): how to extend the theory of measured laminations to higher rank
groups, such as, for example, SLn(R).
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