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Abstract
We present an algorithm to produce the continued fraction expansion of a linear fractional
transformation of a power series. Giving an application, we demonstrate that the behavior of
the algorithm is intimately related with the continued fraction expansions of certain algebraic
power series over ﬁnite ﬁelds.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Starting with the works of A. Hurwitz and M. Hall, several authors constructed
algorithms to produce the continued fraction expansion of the real number
b ¼ aaþ b
caþ d;
which is a linear fractional transformation of another real number a whose
continued fraction expansion is known. See Raney’s [6], Gosper’s [1, p. 375], and
Liardet and Stambul’s [2] algorithms. Such algorithms are also used to study the
properties of the continued fraction expansions of real numbers.
Then it is somewhat curious that we cannot ﬁnd in the literature analogous
algorithms for power series, though it is well admitted that the theory of continued
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fractions for power series goes parallel with that for real numbers. It is even more so
since it seems true that problems of algebraic power series and their continued
fraction expansions should be intimately related with the behavior of such
algorithms, if they exist.
In this paper, we remedy this situation by presenting an analogous algorithm for
power series. In Section 4, we show by an example that the behavior of the algorithm
determines the continued fraction expansion of certain algebraic power series.
Remark 1. The anonymous referee pointed out that one can ﬁnd a related algorithm,
dedicated for a very special linear transformation of a power series, in [4,5].
2. Notations
The algorithm described in Section 3 works for power series over any ﬁeld.
Henceforth we consider power series in Fððx1ÞÞ with F arbitrary base ﬁeld. We use
Greek letters for power series and English letters for polynomials.
Recall that the ﬁeld Fððx1ÞÞ of power series is the completion of the rational
function ﬁeld FðxÞ with respect to the discrete valuation v with vðx1Þ ¼ 1: For a
power series a ¼PiXr aixi with nonzero ar; we have vðaÞ ¼ r: Note that in
particular vðaÞ ¼ deg a if a is a polynomial. Among other properties of v; we recall
that vðaþ bÞXminfvðaÞ; vðbÞg with equality holding if vðaÞavðbÞ:
For a power series a; let a ¼ ½a0; a1; a2;y	 denote the regular continued fraction
expansion of a; which means that possibly except the ﬁrst partial quotient a0; all
partial quotients are assumed to be of degree X1: The ﬂoor Iam denotes the
polynomial part of a; that is, a0; and for each i ¼ 0; 1; 2;y; ai denotes the ith
complete quotient of a; that is, ½ai; aiþ1;y	: Recall that the continued fraction
expansion of a power series has ﬁnite length if and only if the power series is rational.
If f is a partial quotient of a power series, we will use later the notation
Cð f Þ ¼ f 1
1 0
 
;
which is also called a partial quotient of the power series.
3. The algorithm
Our algorithm is based on the following two simple lemmas.
Lemma 2. Let a be a power series with vðaÞo0: Let
b ¼ aaþ b
caþ d;
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where ad  bca0 and deg cXdeg d: Using Euclid’s algorithm, set a ¼ qc þ r with
deg rodeg c; and let b ¼ qd þ s: If a is irrational and deg spdeg c or if a is rational
and deg spdeg r; then
Ibm ¼ q and b1 ¼
caþ d
raþ s :
Note that the existence of b1 is part of the conclusion.
Proof. Since
aaþ b
caþ d  q ¼
raþ s
caþ d;
it sufﬁces to show that
v
raþ s
caþ d
 
40:
Note that vðcaþ dÞ ¼ vðcaÞ because vðcÞpvðdÞ and vðaÞo0: Hence we have
v
raþ s
caþ d
 
¼ v raþ s
ca
 
¼ v r
c
þ s
ca
 
:
By our assumptions, we have vðr=cÞ ¼ vðrÞ  vðcÞ40 and vðs=ðcaÞÞ ¼ vðsÞ  vðcÞ 
vðaÞ40: Hence we see
v
aaþ b
caþ d  q
 
¼ v r
c
þ s
ca
 
40:
If a is irrational, then raþ sa0: If a is rational, then the assumption deg spdeg r
implies that vðsÞ4vðrÞ þ vðaÞ ¼ vðraÞ so that again raþ sa0: Hence for any case, we
have b1 ¼ ðcaþ dÞ=ðraþ sÞ: This completes the proof. &
The following easy lemma requires no proof.
Lemma 3. Let a be a power series having a1: Let
b ¼ aaþ b
caþ d:
Then
b ¼ ðaIamþ bÞa1 þ aðcIamþ dÞa1 þ c:
We are now ready to describe the algorithm. If the continued fraction expansion
½a0; a1; a2;y	 of a power series a is given as input, then Algorithm A below outputs
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the continued fraction expansion of the power series
b ¼ aaþ b
caþ d; ð1Þ
where ad  bca0:
Algorithm A. With the continued fraction expansion ½a0; a1; a2;y	; we associate the
formal product
Cða0ÞCða1ÞCða2Þ? ¼
a0 1
1 0
 
a1 1
1 0
 
a2 1
1 0
 
?;
which we say to be formal because we regard this as a series of matrix factors rather
than the product. Let
M ¼ a b
c d
 
:
A1. Let L be the formal product of M and CðaiÞ’s (i ¼ 0; 1; 2;y),
L ¼ a b
c d
 0 a0 1
1 0
 
a1 1
1 0
 
a2 1
1 0
 
?:
We call the primed matrix the carrier of the formal product. Now the carrier
is M:
A2. Compute the ﬁrst product, that is, multiply the carrier with Cða0Þ: The product
becomes the new carrier of the formal product L: Now we have
L ¼ e f
g h
 0 a1 1
1 0
 
a2 1
1 0
 
a3 1
1 0
 
?;
where
e f
g h
 
¼ a b
c d
 
a0 1
1 0
 
:
A3. If there remains in L no more partial quotient CðaiÞ of a; then go over to A6.
Otherwise go ahead to A4.
A4. Let
M ¼ a b
c d
 
be the current carrier of L: If deg codeg d; then go to A5. Otherwise,
let a ¼ qc þ rðdeg rodeg cÞ by Euclid’s algorithm and compute s ¼ b  qd
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so that
a b
c d
 
¼ q 1
1 0
 
c d
r s
 
:
If deg spdeg c (deg spdeg r when a is rational), then the carrier is replaced with
the right-hand side of the above equation, and repeat A4 with the new carrier.
Otherwise go to A5.
A5. Multiply the carrier with the next partial quotient and go back to A3.
A6. Compute the continued fraction ½c0; c1;y; cm	 for a=c where the current
carrier is
M ¼ a b
c d
 
:
Replace the carrier with Cðc0ÞCðc1Þ?CðcmÞ: If the resulting formal
product is
L ¼ b0 1
1 0
 
b1 1
1 0
 
b2 1
1 0
 
?
c0 1
1 0
 
c1 1
1 0
 
?
cm 1
1 0
 
;
then the continued fraction expansion of b is ½b0; b1; b2;y; c0; c1;y; cm	:
Our main theorem is that Algorithm A works correctly.
Theorem 4. Let a and b be as in (1). Algorithm A produces the continued fraction
expansion of b:
Proof. Lemmas 2 and 3 allow one to obtain partial quotients of b successively,
expressing the remaining complete quotient of b as a linear fractional transformation
of the remaining complete quotient of a: Our algorithm just systematizes this
process.
If a is rational so that it has a ﬁnite continued fraction, then the algorithm
surely terminates after ﬁnitely many steps. If a is irrational so that it has
inﬁnite continued fraction expansion, then it is not obvious whether the algorithm
will continue to produce new partial quotients of b: In other words, the algorithm
might fall into an inﬁnite loop between the steps A3 and A5, endlessly multi-
plying the next partial quotient without ever getting a new carrier satisfying
the condition of A4. The following lemma eliminates this possibility. This completes
the proof. &
Lemma 5. Let us consider the infinite formal product
u v
w z
 
a0 1
1 0
 
a1 1
1 0
 
?;
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where degðaiÞX1 for all i: Let Mk be the kth partial product. That is,
M0 ¼
u v
w z
 
; M1 ¼
u v
w z
 
a0 1
1 0
 
; M2 ¼
u v
w z
 
a0 1
1 0
 
a1 1
1 0
 
and so on. Let D ¼ detðM0Þ and degðDÞa0: We claim that for some kX0; Mk satisfies
the condition in A4.
Proof. For
Mk ¼
a b
c d
 
and Mkþ1 ¼ MkCðakÞ ¼
a b
c d
 
ak 1
1 0
 
¼ aak þ b a
cak þ d c
 
;
notice that ð2; 1Þ-component of Mk becomes ð2; 2Þ-component of Mkþ1 and that if
deg cXdeg d; then degðcak þ dÞ ¼ degðcakÞ4deg c: The ﬁrst observation implies
that there is some k0X0 such that the degree of the ð2; 1Þ-component of Mk0 is not
less than that of ð2; 2Þ-component of Mk0 : Then the second observation implies that
for all kXk0; this continues to be true.
Now let kXk0 and let
Mk ¼
a b
c d
 
;
with deg cXdeg d: Let
a ¼ qc þ r with deg codeg r;
b ¼ qd þ s:
Then D ¼ ad  bc ¼ rd  sc; and hence sc ¼ rd  D: We then have
deg s þ deg cpmaxfdeg r þ deg d; deg Dg:
Observe that if deg s4deg r; then it follows that deg s þ deg c4deg r þ deg d so that
we must have deg s þ deg cpdegðDÞ: In short if deg s4deg r; then deg s þ
deg cpdeg D: But as k increases, the ð2; 1Þ-component c of Mk has degree ever
increasing, as shown above, while degðDÞ is invariant. This implies that for some
kXk0; we must have deg spdeg r; and deg sodeg c: This completes the proof. &
We give an example to demonstrate the working of Algorithm A.
Example 6. Let a ¼ ½1; x; x2; x þ 1	 over the base ﬁeld F2: We compute the continued
fraction expansion of
b ¼ aþ 1
aþ x;
going through the steps of the algorithm.
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We start with writing the formal product
1 1
1 x
 0 1 1
1 0
 
x 1
1 0
 
x2 1
1 0
 
x þ 1 1
1 0
 
:
In A2, we compute the ﬁrst product. Then we have
0 1
x þ 1 1
 0 x 1
1 0
 
x2 1
1 0
 
x þ 1 1
1 0
 
:
For the current carrier, we compute by Euclid’s algorithm,
0 ¼ 0  ðx þ 1Þ þ 0;
1 ¼ 0  1þ 1:
We see the condition in A3 is not satisﬁed, so we compute the next product. Then
we have
1 0
x2 þ x þ 1 x þ 1
 0 x2 1
1 0
 
x þ 1 1
1 0
 
:
For the current carrier, we compute
1 ¼ 0  ðx2 þ x þ 1Þ þ 1;
0 ¼ 0  ðx þ 1Þ þ 0:
Now the condition in A3 is satisﬁed, and the carrier outputs Cð0Þ: Now we have
0 1
1 0
 
x2 þ x þ 1 x þ 1
1 0
 0 x2 1
1 0
 
x þ 1 1
1 0
 
:
For the current carrier, we compute
x2 þ x þ 1 ¼ ðx2 þ x þ 1Þ  1þ 0;
x þ 1 ¼ ðx2 þ x þ 1Þ  0þ x þ 1:
The condition in A3 fails. So we go on to compute the next product to get
0 1
1 0
 
x4 þ x3 þ x2 þ x þ 1 x2 þ x þ 1
x2 1
 0 x þ 1 1
1 0
 
:
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Now since
x4 þ x3 þ x2 þ x þ 1 ¼ ðx2 þ x þ 1Þ  x2 þ x þ 1;
x2 þ x þ 1 ¼ ðx2 þ x þ 1Þ  1þ 0;
the carrier outputs Cðx2 þ x þ 1Þ: Then we have
0 1
1 0
 
x2 þ x þ 1 1
1 0
 
x2 1
x þ 1 0
 0 x þ 1 1
1 0
 
:
For the current carrier, we compute
x2 ¼ ðx þ 1Þ  ðx þ 1Þ þ 1;
1 ¼ ðx þ 1Þ  0þ 1:
The condition in A3 is again satisﬁed. So the carrier outputs Cðx þ 1Þ: Then
0 1
1 0
 
x2 þ x þ 1 1
1 0
 
x þ 1 1
1 0
 
x þ 1 0
1 1
 0 x þ 1 1
1 0
 
:
Since
x þ 1 ¼ ðx þ 1Þ  1þ 0;
0 ¼ ðx þ 1Þ  1þ x þ 1;
the condition in A3 fails. Now computing the ﬁnal product
0 1
1 0
 
x2 þ x þ 1 1
1 0
 
x þ 1 1
1 0
 
x2 þ 1 x þ 1
x 1
 0
;
we move on to A6, where we compute the continued fraction for ðx2 þ 1Þ=x; which is
½x; x	: So the resulting formal product is
0 1
1 0
 
x2 þ x þ 1 1
1 0
 
x þ 1 1
1 0
 
x 1
1 0
 
x 1
1 0
 
;
and we see the continued fraction expansion of b is ½0; x2 þ x þ 1; x þ 1; x; x	:
4. An application to algebraic power series
In 1986, Mills and Robbins [3] succeeded in determining the continued fraction
expansion of the famous algebraic power series known as the Baum–Sweet cubic,
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which is the unique root of the cubic equation xT3 þ T þ x ¼ 0 over F2: Actually
they developed general methods to determine the continued fraction expansion of
the algebraic power series g satisfying
g ¼ ðx
2 þ xÞg2 þ 1
xg2 þ 1 ; ð2Þ
which is the second complete quotient of the Baum–Sweet cubic.
It is reported in the same paper that Rodney Canﬁeld pointed out a number of
analogies between Mills and Robbins’ methods and Raney’s algorithm. Having at
hand Algorithm A, which is a power series analogue of Raney’s algorithm, we can
now make the analogies explicit and show that the behavior of the algorithm
completely determines the continued fraction expansion of g:
Let F ¼ Fq be the ﬁnite ﬁeld of q elements and of characteristic p: Then the ﬁeld
Fððx1ÞÞ of power series is also of characteristic p: So we have the Frobenius
homomorphism s on Fððx1ÞÞ given by a/ap for aAFððx1ÞÞ: Notice that this
homomorphism enables us to see as ¼ ½as0 ; as1 ; as2 ;y	 if we have a ¼ ½a0; a1; a2;y	:
Now let a be a power series over F satisfying
a ¼ aa
s þ b
cas þ d;
where ad  bca0: Let a ¼ ½a0; a1; a2;y	 be the continued fraction expansion of a:
Then we have the relation of formal products
a0 1
1 0
 
a1 1
1 0
 
a2 1
1 0
 
? ¼ a b
c d
 0 as0 1
1 0
 
as1 1
1 0
 
as2 0
1 1
 
?:
Observe that with Algorithm A this relation completely determines the partial
quotients of a; provided that the ﬁrst partial quotient a0 is known and the carrier of
the right-hand side outputs more than one partial quotients after being multiplied by
the next partial quotient.
Note that this gives a systematic point of view for Mills and Robbins’ methods.
We can say that our view separates the Frobenius homomorphism part and the
linear fractional transformation part of their methods, in which the two parts are
intermingled.
We now apply all this to g in (2). Let g ¼ ½a0; a1; a2;y	: Then we have the relation
a0 1
1 0
 
a1 1
1 0
 
a2 1
1 0
 
? ¼ x
2 þ x 1
x 1
 0 a20 1
1 0
 
a21 1
1 0
 
a22 0
1 1
 
?: ð3Þ
Knowing deg a0X1; we can determine from this relation that a0 ¼ x þ 1 because
the right-hand side outputs Cðx þ 1Þ after multiplying the carrier with Cða20Þ: With
this information of the ﬁrst partial quotient, we performed a computer computation
based on Algorithm A yielding the partial quotients of g from relation (3). The
computation shows that actually only three carriers appear, each with ﬁnite number
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of possible input/output pairs. Indeed the ﬁnite automaton depicted in the Fig. 1
models this computation. Note that in the ﬁgure, input and output pair is denoted by
½in=out	 and the initial state is at the upper left corner. The ﬁnite automaton outputs
partial quotients of g:
g ¼ ½x þ 1; x2 þ 1; x; x2; x þ 1; x; x; x þ 1; x2; x þ 1; x; x þ 1;?	;
where semicolon indicates separate outputs. We omit a rigorous proof that this
automaton is a closed system producing the continued fraction for g; referring to [3].
In conclusion, our algorithm provides a systematic point of view for under-
standing continued fraction expansions of certain algebraic power series. We believe
that similar approach is possible for the continued fraction expansions of other
algebraic power series.
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