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= Курс лекцій відповідає програмі Математики для студентів=
педагогічних факультетів вищих навчальних закладів=
= На основі даного курсу виконується самостійна=
науково= – =пошукова робота= “ =Дослідження точності=
апроксимації результатів психолого-педагогічного=
експерименту методом статистичних випробувань Монте=
Карло”=
= Для студентів і аспірантів педагогічних факультетівK=
=
The= course= of= lectures= ~nswers= the= progr~m= of= j~them~tics= for= the=
students=of=ped~gogic~l=f~culties=of=higher=educ~tion~l=est~blishments=
= ln= the= b~sis= of= this= course= the= independent= is= executed=
scientific~lly =is =se~rching =work =“ =oese~rch =of =ex~ctness =of =







































П е р е д м о в а……………………………………………………==Q=
Лекція=NK=Основні поняття торії матриць…………………………R=
Практичне заняттяNK=Основні поняття теорії матриць………KKKK=NO=
Лекція=OK=Алгебраїчні операції над матрицями………………KKK=NT=







Практичне заняття=SK=Прямокутні матриці і елементарні=
перетворення матриць……………………………………………RT=
Лекція=RK=Характеристичні числа і власні вектори матриць……SO=
Практичне заняття=TK=Характеристичні числа і власні вектори==
матриць……………………………………………………………ST=
Лекція=SK=Рішення системи лінійних рівнянь за формулами==
Крамера……………………………………………………………TQ=
Практичне заняття=UK=Рішення систем лінійних рівнянь за==
формулами Крамера………………………………………………UN=
Лекція=TK=Числені методи рішення систем лінійних==
алгебраїчних рівнянь……………………………………………==UR=
Практичне заняття=VK=Рішення системи рівнянь за допомогою==
оберненої матриці…………………………………………………VO=
Лекція=UK=Оцінка невиключеної похибки при рішенні систем=











































=====Майбутні педагоги повинні володіти необхідним математичним=
апаратом для постановки і обробки матеріалів педагогічних чи=
психологічних експериментівK=
= = = = =Знання алгебри матриць дає можливість рішати лінійні=
алгебраїчні рівняння для встановлення коефіцієнтів при виведенні=
формул функціонального зв’язкуI= при дослідженні рівня якості=
засвоюємого навчального матеріалуI= від цілого ряду аспектів=
психологічного і педагогічного характеруK=
= = = = =Акцентується увага на комп’ютерному варіанті обробки=
результатів психолого-педагогічних експериментів в редакторі=
jicrosoft=lffice=bxcelK=
= = = = =Приводиться ряд розроблених автором програм для=
програмованого мікрокалькулятора= CfTfwbk= pom= –= PRM=
pCfbkTfcfC=CAiCriATlo=I = =які дають змогу робити перевірку і=
саме виконання самостійних домашніх завдань і організувати=
проведення науково-дослідної роботи студентівI=а також проводити=
самостійну науково-пошукову роботу аспірантам педагогічного=
напрямку навчанняK=
= = = = =Може бути корисним для вчителівI =учнів ліцеївI =коледжівI =














































Лекція=NK=Основні поняття теорії матриць=
=
==NKNK=Коротка історична справка=
= = = = =Матриці вперше появилися в роботах англійських математиків=
УK= Гамільтона= E= NUONJNUSR= F= і АK= Келі= E= NUONJNUVR= F= а в наші часи=
широко використовуються у прикладній математиці і при=
проведенні досліджень у різних галузях наукI= томуI= що вони=
спрощують розгляд складних систем рівняньK=
= В даному курсі розглядається теорія матриць з точки зору їх=
використання при обробці результатів психолого-педагогічних=
експериментівK=
NKOK=Поняття матриці==
=====Матрицею називається прямокутна таблицяI=складена із чисел=
або будь-яких других об’єктівK= Ми будемо розглядати числові=








































I=або= ( )R ======E=NKN=F=
= При цьому круглі дужки по бокам= – =це знак матриціX =
використовуються також хвильові вертикальні лініїI= але не прості=
вертикальні лініїI= якими позначаються визначникиK= Як і у=
визначниківI= у матриць розглядають елементиI= строчки і=
стовпчикиK=
= Але вагомою відміною від визначників являється теI =що=
визначник вважається рівним деякому числуI= тоді як матриця не=
прирівнюється до будь-якого більш простого об’єктуK= Її можна=
позначити однією буквоюI=наприклад=АI =В і тK =іK =I =але і тоді під=А=






























































=====Таким чиномI= елементи матриці зручно позначати двома=
індексамиI=із яких перший вказує номер строчкиI=а другий=–=номер=
стовпчикаK= Іноді коротко пишуть= nmijаА IFE= I= тобто і=
змінюється від= N =до= m =I =а= jJвід= N =до= nK= Елемент матриці= АI= який=
стоїть на перетині= і-ої строчки і= j-го стовпчика позначається=




=============NKPK=Розміри і порядок матриць=
= =
= Кожна матриця має відповідні розміриI= тобто кількість=
строчок і кількість стовпчиківX=так в строчках===виразів=ENINF=і=ENIOF=
виписані матриці відповідно розмірів=OхPI=PхPI=QхNI=NхNI=m=x=nK=
= Якщо число строчок дорівнює числу стовпчиківI=то матриця=
називається=квадратною і тоді говорять про її=порядокK 
 Квадратна матриця першого порядку ототожнюється зі=
своїм єдиним елементомK =ТакI =четверта матриця виразу=E=NKN=F=–=це=
просто число=RK=
= МатрицяI= в якої всього один стовпчикI= називається=
стовпчиковоюI=або числовим векторомK=
= Така матриця ототожнюється= = з вектором у числовому=































= МатрицяI= в якої всі елементи рівні нулюI= називаються=



















M = = = E=NKP=F=
= МатрицяI =в якої всього одна строчкаI =називається=
строчною і позначається==
= ================= { }nаааА KKKON= = = = = E=NKQ=F=
= Якщо матриця=А=складається із одного стовпчикаI= то така=






















= = = = E=NKR=F=
= Другий індекс в елементів матриці-стовпця опускаєтьсяK==
= Для позначення матриць використовують великі букви=
латинського алфавіту або високі квадратні дужкиI= або круглі=
дужкиI =або подвійні прямі лініїI =в середині яких записують всі=
елементи матриціK==
=
= NK4K=Головна діагональ і слід матриці==


























































у яких співпадають два індексиI=утворюють=головну діагональ=
матриці=АK=
= Сума елементів головної діагоналі матриці= А називається=










= NKRK=Діагональна і скалярна матриці==
Квадратна матрицяI=у якої елементи з неоднаковими індексами==


































Z [ ]naaa IKKKII ON ========E=NKU=F=
І називається=ДіагональноюK==
= Якщо на діагоналі стоять елементи= аI= в…IкI= то матриця=
позначається=
= ========= FKIKKKIIE kbadiag = = E=NKV=F=





























































= NKSK=Одинична і квазідіагональна матриці==





























= Одиничну матрицю позначають буквою Е або ІK=
























де= rААА IKKKII ON недіагональні квадратні матриці порядків==
m N I=m O I=m P I=…I=m r  відповідно=E=причому=m N H=m O H=m P H=…H=m r Z=n=
FI= головні діагоналі яких складають головну діагональ всієї матриці=
































= ==================== ( )rON АIKKKIАIАА = K============= E=NKNP=F=
=
= NKTK Вироджена і невироджена матриці=
= =
= ВизначникI=що складається із елементів квадратної матриціI=




















Матриця= А називається= невиродженоюI= якщо її визначник не=
дорівнює нулюI=тобто=
= ================================ KMFE ¹Aa ========================== E=NKNR=F=
=
= NK8K=Транспонована матриця=






























Замінити місцями строчки і стовпціI= то отримаємо матрицю= А Т I=




























































K = = E=NKNT=F=
= ТобтоI= матриця являється транспонованою по відношенню=

















































= Таким чиномI=залежність між елементами транспонованої і=
даної матриці така=
= ============================ кіік
Т АА FEFE = K= =========E=NKNU=F=
В загальному вигляді можна написати=
= ==================================== ji
q
ij aa = K = = ==========E=NKNV=F=
Чому\=ЯсноI=що=
= ================================= AA qq =FE K= ===========E=NKOM=F=
=
= NKVK=Симетрична і кососиметрична матриці=
= МатрицяI= яка співпадає зі своєю транспонованоюI=
називається=симетричною:=
= ================================ ААТ = K= = ==========E=NKON=F=
= У симетричної матриці елементиI= симетричні відносно=
головної діагоналіI=рівніK==
= Такою може бути тільки= квадратна матрицяK= Умову=






























= ================================== Kjiij aa = = = ====E=NKOO=F=
= Якщо==
= ================================== Ijiij aa -= == ===E=NKOP=F=
то матриця називається= кососиметричною і позначається= –КK= У=
кососиметричної матриці= К на головній діагоналі стоять нуліI =а=
елементиI=симетричні відносно цієї діагоналіI=відрізняються тільки=
знаками=
= ====================================== KКК Т -= == ====E=NKOQ=F=
= =
= NKNMK=Квадратна матриця=
= Матриця розміру= n= x= n= називається= квадратною 
матрицею порядку n. Квадратна матриця=
= ===================================== [ ]ікаА º = = ====E=NKOR=F=
називається==
J========трикутною=E=наддіагональною=FI якщо із=і=>=к слідує==
================================================== M=іка X=
- строго трикутноюI =якщо із= = і= ³ к слідує= = = = =
==================================================== M=іка I= 
- мономіальною, якщо в кожній її строчці і в кожному=
стовпці є лише один відмінний від нуля елементK=
= =





















































Задача=OK=Дослідити вид цієї матриціK=
= РішенняK=
NK=Матриця являється квадратною розмірами=QхQK=
OK=Матриця є симетрична відносно діагональних елементівK=Умова=
симетричності= Kjiij aa = =
PK= Елементами симетричної матриці єW= SIORNO =a X= SIORON =а X=
= OSISUNP =а X = = OSISUPN =а X= ONUINUUNQ =а X=
ONUINUUQN =а X== OMTINRQPQP =а X= OMTINRQPPQ =а X=

















































































































= При транспонуванні діагональні елементи не змінюють=
свого положенняI=а строчки стають рядкамиK=
= МатрицяI= яка співпадає зі своєю транспонованою=
називається симетричноюK=
= Таким чиномI= ми доказали симетричність нашої матриці=
коефіцієнтів нормальних рівняньK=
=
= Задача=4K=Дослідити матрицю на невиродженістьK=
===РішенняK=
= Матриця А називається невиродженою якщо її визначник=
не дорівнює нулюK=
= Визначник четвертого порядку вичисляється за формулою= =



















































































































= Запишемо визначник четвертого порядку у вигляді=






























































































Задача= RK= Для визначення двох перших ваг зрівноважених=
елементів необхідно в матриці коефіцієнтів нормальних рівнянь А=
поміняти строчки і самі коефіцієнти в строчках такI= щоб перша=
строчка була четвертоюI=а друга третьоюK=Дослідити дану матрицю=
на невиродженість==і знайти її слідK=











































































Підставляючи дані результати в загальну формулуI=отримаємо==





= Лекція=OK=Алгебраїчні операції над матрицями=
=
=====OKNK=Лінійні дії з матрицями=
= Дві матриці однакового порядку= А і= В= називаються=
рівнимиI=якщо рівні їх відповідні елементиK=






























або========================= ікік ва = = FKIKKKIOINIE nкі = = = EOKOF=
= Додавати або віднімати можна лише матриціI= які мають=
однакове число строчок і стовпцівK=
= Сумою А+В матриць А і В називається така матриця СI =всі=
елементи якої являються сумами відповідних елементів матриць А=
і ВK=
=====Матриці однакового розміру складаються за формулою==
============================================С=Z=А=H=ВI= = = EOKPF=
при умові==
================================== IFEFEFE ікікік ВАС += = = EOKQF=
= або=======




























































































Суму матриць розуміють в алгебраїчному поняттіK=
=====Додавання матриць має обернену дію= J=відніманняI=якеI=такожI=
здійснюється поелементоI=наприклад=
=========================А=Z=Eа ік F I==В=Z=Eв ік FI=
і=====================А=J=В=Z=СI============== = ============EOKVF=




























































=====Поняття суми матриць поширюється на будь-яке число матрицьK=




=====НарештіI=третя властивість суми матриць=
=========================А=H=M=Z=АI=========================================================EOKNPF=
=====де=M=J=нульова матрицяK=
= = = = =Добутком матриці А на скаляр= l  називається матриця ВI =
кожний елемент якої дорівнює добутку відповідного елемента=
матриці А на скаляр=l ==






















































































































===========l (А=H=ВF=Z=l А=H=l ВI= = = = = = =========EOKNSF=
=========El =H= m )АZl А=H= m АI======================================EOKNTF=
===========l E m АFZElm )АI======================================================EOKNUF=
де=l  і=m =J=скаляри=EчислаFK=




























= Операція транспонування= Eперестановка строчок=
стовпцямиF=має слідуючі властивості==
= IFE ТТТ ВАВА +=+ = = = ============EOKNVF=
= IFE ТТ АА ll = = = = = ============EOKOMF=
= KFE АА ТТ = == =============== = ==========EOKONF=
= Очевидна формула=
= IdetFdetE CC nll = = = ========================EOKOOF=
де=n=J=порядок квадратної матриці=СK=
= При цьомуI=взагалі говорячиI=
==================== KdetdetFdetE ВАВА +¹+ = ===========EOKOPF=
= =
= OKOK=Множення матриць=
Перш за всеI =перемножати можна не всякі матриціI =а тільки такіI =в=
яких число стовпців першого множника дорівнює числу строчок=
другого множникаI= тобто ширина першого множника повинна=
дорівнювати висоті другогоI= в противному випадку множення не=



















































































= Необхідно уважно продумати це правилоK= наприкладI= щоб=
отримати в добутку елементI =який стоїть в першій строчці і в=
третьому стовпціI= потрібно у першого множника взяти першу=
строчкуI=у другого=J=третій стовпчикI=а після цю строчку і стовпчик=
як би скалярно перемножитиK =І другі елементи матриці= J =добутку=
отримують за допомогою= “як би скалярного множення”= строчок=
першої матриці=J=множникаK=
= В загальному випадкуI= якщо ми помножимо матрицю=
FE іjа розміру= mxnK= на матрицю= ijв розміру= nxpI= ми отримаємо=




















= Із приведеного правила витікаєI= що завжди можна=
перемножати дві квадратні матриці однакового порядкуI=що дасть=
квадратну матрицю такого ж порядкуK= В окремому випадку=
квадратну матрицю завжди можна помножити саму на себеI=тобто=
піднести до квадратуI= тоді як прямокутну не квадратну матрицю=
піднести до квадрату неможливоK=
= Другим важливим частковим випадком являється множення=
строчної матриці на стовпчиковуI= причому ширина першої рівна=



















































= Добуток матриць підпорядковується слідуючим законам==
= = (АВF·aZА·EВaFI= = = ==========EOKOUF=
= = l(АВFZE=lА)В=АElВFI= = ============EOKOVF=
= = (А+В)С=АС+ВСI= = = ============EOKPMF=
= = С(А+ВFZСА+СВK= = = ============EOKPNF=
= При цьому завжди мається на увазіI= що розміри матриць=
забезпечують осмисленість формулиK=
= Переставляти місцями співмножники не можнаI= тому що=
добуток матриць може залежати від порядку співмножниківI=тобто=
в загальному випадку==































































































а  Не має смислуK=
= =
В деяких випадках має місце рівність=
= = ============А·В=В·А = = ====================EOKPPF=
Такі матриці= А і= В= називаються= комутативними або=
EперестановнимиFK=
= НаприкладI=не залежить від порядку співмножників добутку=
двох діагональних матрицьI= добуток матриці на числоI= добуток=









































































































































































= Як видно із останньої рівностіI= множення матриці на=
одиничну матрицю не змінює результатI=тобто==






























































































































При множенні матриць необхідно уважно слідкувати за порядком=
множниківX= для цього користуються термінами= “помножимо= А=
справа на=В”=або просто=“помножимо=А на=В”=Eотримаємо=АВFI=але=
“помножимо=А зліва на=В”=Eотримаємо=ВАFK=
Відмітимо ще одну властивістьW==
= = ========== KFE ТТТ АВАВ = = = = EOKPRF=
І властивість=
= ============= KdetdetFdetE ВААВ ×= == = EOKPSF=
Якщо= А комплексна числова матрицяI= то під= ТА  розуміється=
результат транспонування з одночасною заміною всіх елементів на=
їх комплексно спряжені значенняX= при цьому= ТА  називається=
матрицеюI= спряженою з= А= K =для комплексних матриць із=
приведених вище формул необхідно замінити лише дві=
= = IFEdetdet qq AA = = = EOKPTF=
= = KFE ТТТ АА ll = = = = EOKPUF=
= =
= OKPK=Піднесення до степеня=

































m АААА ×××= = = EOKPVF=
При цьому=
= = IO ААА ×= = = = = EOKQMF=
= = IOOP ААААА ×=×= = = EOKQNF=
= = IPOOPQ ААААААА ×=×=×= EOKQOF=
= = …………………………………………K=
= Будь-яка ціла додатня степінь=m=визначається рівністю=
= = AAА mm ×= -N = Em=≥=OFK= EOKQPF=
Якщо FаIKKKIа[а nON =J=діагональна матриця то==
= [ ]KIKKKII ON mnmmm aaaА = = = = EOKQQF=





























































































































[ ]IIKKKII ON rАААА =  то= [ ]KKKKII ON mrmmm AAAА = = EOKQRF=
= Під нульовою степінню матриці= А мається на увазі=
одинична матриця того ж порядку===
=================================== ЕА =M K= = ===========================EOKQSF=
=
= Практичне заняття=OK=

















= = KТТ ВАВАС +++= =

























































































































Отримана матриця= С представляє приклад діагональної матриці=
другого порядкуK==
=













































































































ЯсноI= що отримана матриця= p симетричнаI= тому що вона не=
змінюється при транспонуванніK==




































































































































































то матриця=К являється косиметричноюK=
=
Задача= 4K= ДоказатиI= що для будь-якої матриці= А матриця=
qAAp += =J=симетричнаK=
РішенняK= Приміняючи властивості транспонування= EOKNVF=
IFE ТТТ ВАВА +=+ = EOKOMF= IFE ТТ АА ll = = EOKONF=
IFE АА ТТ =  отримаємо рівність==
IFEFE pААААААААp ТТТТТТТТ =+=+=+=+= =
Тобто=p симетрична матрицяK==
=
Задача= RK =ПоказатиI =що для матриці= nJго порядку= А виконується=
рівність= KАА nll = =
РішенняK= При множенні матриці= А на число= λ= всі її елементи=
множаться на=λK=Винісши цей множник із кожної строчки за знак=
визначникаI= згідно правилуI= що множення всіх елементів будьJ






























рівносильно множенню на= λ визначникаI= отримаємо= = = = = =























































































































































































































= Задача= NOK= Дана довільна матриця= АK= ПоказатиI= що вона= =
може бути представлена у вигляді суми симетричної і=
кососиметричної матрицьK=





N ТААК -= =
= Задача= NP.Виписати загальний вигляд симетричної і косоJ=





















































































Добуток матриці= А на матрицю= В= Eтого ж порядкуF= визначається=
слідуючим чиномW= для тогоI= щоб отримати елемент= ijС  матриціJ
добутку= С=АВI= необхідно елементи і-ї строчки матриці= А=


























= = TF= ТТТ АВАВ =FE I=
= = UF= ВААВ ×= K=
=
= В загальному випадку=АВ≠ВАI=тобто множення матриць не=
має комутативної властивостіI= тому завжди необхідно строго=
слідкувати за порядком множниківK=















































































ВстановитиI=що матриці=А і=В неперестановніK=
РішенняK= Нехай= С=АВK= Щоб знайти елемент= NNС I= необхідно=
помножити першу строчку матриці=А на перший стовпчик=ВW=







Елемент= NOС  добутку=АВ=знаходиться множенням першої строчки=
А на другий стовпчик=ВW=












































































Так як=АВ≠ВАI то дані матриці неперестановніK=
=































































































































і рівність= АХ=ХА справедлива тоді і тільки тодіI =коли= γ=βI=
δ=άK=


















Задача= RK= ПоказатиI= що добуток матриці= А на транспоновану=
завжди буде симетричною матрицеюK=
=
= Задача=SK Матриця=А називається=ортогональною=якщо=
виконується умова= ЕААТ = I=або= KN-= ААТ =



















































































































































































































































































































































































































= Задача=NNK=Знайти всі матриціI=перестановні з данимиK=





















































































































Де=а, в, с, d=–=довільні числаK=
=


































= Задача= NPK= Ненульові матриці= А= і= В= для яких= АВ= Z= M=
називаються= дільниками нуляK =ПоказатиI =що визначник хоча б в=
одній із цих матриць дорівнює нулюK=
ВказівникK=Використати властивість множення матриць=
= АM=Z=MА=Z=M=I=
= IFE ТТТ АВАВ = =
= ВААВ ×= K=
=
= Задача=N4K Показати на прикладі матриць другого порядкуI=
що рівність=АВ=J=ВА=Z=Е неможливаK=
=
= Практичне заняття= 4K= Степені матрицьK=
Многочлени від матрицьK=


































Для добутку степенів матриць справедлива рівність=
=
qmmqqР AAААА +=×=× = EРI=q=Z=MI=NI=O…FK=
Якщо даний многочлен=
= baAaАаАаАР mm
mm ++++= -- NNNMFE K I=
то всякі два многочлени від матриці=А перестановніW=
= =====================Р(АF=·=nEAFZ=·=nEAF=·=mEAFK=
Якщо Р(АF =Z =M =Eнульова матрицяFI =то матриця= А називається=
коренем многочленаK=
==







































































NN nAAА nn K=
= Задача= OK= Матриця= FE ijmm = I =у якої всі елементи=







































стохастичною= матрицеюK= Знайти= OР  і= Ошибка!= Объект не=

















РішенняK=Знаходимо= OР  і=Ошибка!=Объект не может быть создан из=







































































































ЗамітимоI=що матриці== OР  і=Ошибка!=Объект не может быть создан=
из кодов полей редактированияK також являються стохастичними=
матрицямиX= взагалі можна показатиI= що будь-яка степінь=
стохастичної матриці також являється стохастичною матрицеюK=
=











































































Значить= KMRQ == АА =
= Ненульова матриця= АI= для якої= M=lА  при деякому=
значенні=ℓI=називається=нильпотентноюK=
Найменше із чисел ℓ для яких= M=lА I= називається=
показниками=EіндексомF=нильпотентностіK=В нашому прикладі=ℓZPK=
=
= Задача= 4K Знайти многочлен від матриці= АI= якщо=


































































































































А = J =корінь=

















































































тобто=А є корінь многочлена==РEхFK=
=
= Задача=SK Знайти= PА  для слідуючих матрицьW=



























































































q K = = ВідповідьW= KQN bj
m = =
=
= Задача= 8K= Матриця= А Називається= інволютивноюI=
якщо= ЕА =O = X= демпотентною I= якщо= АА =O K= Знайти=
































































































ЯкщоW = = = = = = = ========ВідповідьW=












































































































= Задача= NMK= Знайти загальний вигляд матриць другого=








= Задача=NNK=Знайти всі матриці=А другого порядкуI= квадрат=






















= Задача= NOK Знайти умовуI= при якій матриця= А другого=
порядку перестановна зі всіма матрицями другого порядкуK=
ВідповідьW=А=Z=λЕK=
= =
Задача= NPK Яким умовам повинні задовольняти елементи матриці=
А другого порядкуI= для того= I= щоб вона була перестановною зі=
всіма діагональними матрицями того ж порядкуK=





































= При множенні таких матриць одинична матриця= Е грає=
таку ж рольI= що і одиниця при множенні чиселW= легко=
безпосередньо перевіритиI=що=
= АЕАЕА +=× = = = = = EPKNF=
Для любої матриці=АK=
= По аналогії з множенням чисел визначається і поняття=
оберненої до=А матриціW=це матриця= N-А I=для якої=
= KNN ЕАААА == -- == = = = EPKOF=
Звідки і із рівності==
= detBdetA==detEABF ×= = = = = = EPKPF=
ВитікаєI=що=





A =- == = = = EPKRF=
Ми бачимоI=що обов’язково повинно бути=
= Mdet ¹A K = = = = = = EPKSF=
= Квадратна матриця= АI= для якої= detAZM називається= =
виродженоюK=Таким чиномI=вироджена матриця на має оберненоїK=
В той же час всяка невироджена матриця має оберненняK=



















К = = = = EPKTF=
ТодіI= виходить із визначення матрицьI= легко перевіритиI= що=


















































дорівнює= ЕX= де великими буквами= NIN СА K  позначені алгебраїчні=
доповнення відповідних елементів в матриці=К=EабоI=що те ж саме у=
відповідному визначникуFK=ЗначитьI=матриця=EPKUF=і є= N-К K=
= Обернені матриці застосовуються при рішенні матричних=
рівняньK=НаприкладI=розглянемо рівняння==
= АХ=Z=ВI= = = = = = EPKVF=
де= А і= В= задані матриціI= а= Х= –= шуканаI= причому= Mdet ¹A K=
Помноживши обидві частини зліва на= N-А  і скориставшись=
рівностями=EPKOFI=отримаємо=
= ВАХ N-= = = = = = EPKNMF=
Аналогічно із рівняння=
= ХА=Z=В= = = = = EPKNNF=
отримуємо рішення=
= N-×= АВХ K= = = = EPKNOF=
Матриці дають можливість коротко записати систему рівнянь=
першої степеніK=НаприкладI=систему рівнянь=
= NNNN dzсувха =++ I=
= OOOO dzсувха =++ I = = = EPKNPF=
= PPPP dzсувха =++ I=


















































Якщо позначити матрицю коефіцієнтів буквою=АI=стовпчик=Eтобто=
числовий векторF=невідомих буквою=ХI=а стовпчик вільних членів=
буквою=dI=то те ж рівняння можна ще коротше записати у вигляді=
= dАх = I = = = = = EPKNRF=






























= INdАХ -= = = = = ============EPKNSF=
= ЗвичайноI= якщо детально розшифрувати цю формулуI=
отримаємо те ж саме правило КрамераK =ВідмітимоI =що запис=EPKNRF=
можливий і у випадкуI= коли число рівнянь не дорівнює числу=
невідомихI=тоді матриця=А не буде квадратноюX =але при цьому не=
можна перейти до формули=EPKNSFI=тому що неквадратна матриця не=
має оберненоїK=
= Із формули= EPKTF= видноI= що матриці= А  і= N-А  являються=
взаємно оберненимиI=тобто=
= АА =-- NNFE K= = = = EPKNTF=
Крім цього іноді застосовується формула=
= NNNFE --- = АВАВ I=E Mdet ¹A I Mdet ¹В FIEPKNUF=
яку легко перевірити=
= ВААВАВАВ FEFFEE NNNN ---- = I=або=
= ЕВВЕВВВААВ === ---- NNNN FE K= EPKNVF=
На кінецьI=із формули=
= IFE ТТТ ВААВ = ======== = = EPKOMF=
якщо підставити= N-= АВ I =витікаєI =що=
= ЕЕАААА ТТТТ ===× -- FEFE NN I= EPKONF=
тобто=
= KFEFE NN -- = ТТ АА = = = = EPKOOF=
= ЗамітимоI =що в матричній алгебрі немає діленняI =але із=
виразу=
= IN ЕАА =- = = = = = EPKOPF=




А N- K= = = = = EPKOQF=
= Остання рівність оправдовує назву оберненої матриціK=
= Таким чиномI=матрицяI=яка являється рішенням рівняння==






























називають оберненого матрицею до матриці=А і позначають= N-А K=
Обернена матриця являється= комутативною= EперестановноюF=
матрицеюI=тобто=
= ЕАААА == -- NN K= = = EPKOSF=
= Обернена матриця= N-А  для квадратної матриці= А існує=
тільки тодіI=коли матриця=А являється не виродженоюI=тобтоI=якщо=
її визначник відмінний від нуляK=
= Якщо=А=і=В невироджені матриці=I =то матриця обернена їх=
добутку дорівнює добутку дорівнює добутку обернених матрицьI=
взятих в оберненому порядку=
= KFE NNN --- = АВАВ = = = = EPKOTF=
= Ціла від’ємна степінь оберненої матриці=
= KFE N mm АА -- = = = = = EPKOUF=
= При обчисленні оберненої матриці прямими методами із-за=
похибок заокруглень можуть виникнути значні похибкиI= і таким=
чиномI= знайдену обернену матрицю необхідно виправитиK= Щоб=
виявити похибкуI= достатньоI= позначивши через= Ma  вичислену=
обернену матрицюI=зробити множення= Ma  на=АK=Якщо= Ma  дійсно=
являється оберненою матрицеюI=то повинно бути=
= ЕАa =M = = = = = EPKOVF=
= Невиконання цієї рівності свідчить про наявність похибки і=
необхідності виправлення елементів матриці= Ma K=
= ДопустимоI= що контрольне обчислення величини= MАa =
показалоI=що матриця=
= MM Aabc -= = = = = EPKPMF=
задовольняє умову=






























= При виконанні цієї умови елементи матриці= Ma  можуть=































m cbAa -= - K= = = EPKPQF=
Остання формула показуєI= що= N-® Aam  при= ¥®m K=
































Вказаний ітераційний процес виявляється дуже корисним при=
практичному рішенні задачI= тому що прямі методи обчислення=
оберненої матриці в багатьох випадках дають значні похибки із-за=
великої кількості арифметичних операційI= які при цьому=
приходиться виконуватиK=
=
= Практичне заняття=RK=Обернена матрицяK=
Матриця= N-А  називається оберненою матриці= АI= якщо=






























матрицюI= необхідно і достатньоI= щоб вона була не вродженоюI=

































де= ijA = J=алгебраїчні доповнення елементів= ija  у визначнику= A K=
Алгебраїчні доповнення для строчок матриці= А записуються=
стовпці матриці= ERKNFK= Так наприкладI= у першому стовпці цієї=
матриці стоять алгебраїчні доповнення першої строчки матриці=А=K=
= За допомогою оберненої матриці рішаються матричні=
рівняння виду=
= АХ=Z=В==і==УА=Z=В==Eпри= M¹A FK = = =
= ERKOF=
= Множачи перше рівняння на= N-А  зліваI= а друге на= N-А =
справаI=отримуємо їх рішення в виді=
= ВАХ N-= ==і== N-= ВАУ K = = = =
= ERKPF=
= Властивості=
NK IFE NNN --- = АВАВ =
OK IFE NN АА =-- =










































РішенняK=Покажемо спочаткуI=що дана матриця невиродженаI=тоді=
вона має обернену матрицюK=ДійсноI=
= KMOQSOQ
NP ¹=-==А =
Вичислим алгебраїчне доповнення елементів матриціW=
= KPIQINONN =-=-== OONOON А==А==А==IА =





































































































































































































Що показує правильність отриманого результатуK=
=

















































































































= Задача=RK=знайти матриціI=обернені для слідуючихW=











































































































= Задача=SK=Рішити слідуючі матричні рівняння=










































































































































IIN NJNJ А==АВУ==ВАХ K=
= Задача=TK=ПоказатиI=що якщо=АВ=Z=ВАI=то= NN -- = ВАВА K=
= Задача= UK= Як зміниться обернена матриця= N-А I =якщо в=
матриці=А переставити місцями дві строчки\=
= Задача=VK=ПоказатиI=що якщо матриця=А немає оберненоїI=то=
її добуток на будь-яку матрицю=ВI=такожI=немає оберненоїK=
= Задача=NMK=Дві матриці=А і=В називаються подібнимиI=якщо=
вони зв’язані рівністю= АТТВ N-= I= де= Т= –= деяка невироджена=




Викреслимо із матриці= А декілька строчок і стовпців такI =щоб=
кількість строчокI= що залишилися дорівнювала кількості=
залишених стовпцівK= Якщо після цього замінити знак матриці на=
знак визначникаI= то отриманий визначник називається=мінором=
матриці= АK =Матриця має багато мінорівI =при чому деякі з них=
можуть дорівнювати нулюI=а другі будуть відмінні від нуляK=
= Найвищий із порядків мінорівI= відмінних від нуля=






















 дорівнюють нулюI =тоді як=
серед шести мінорів першого порядку є чотири відмінних від нуляK=
Визначник першого порядку приймається рівним свому єдиному=

































 дорівнює=OK=Помножимо перший стовпчик на=JO=і додамо до=












































K=Значить ранг матриці дорівнює=OK=












































- =I= = EQKNF=
Дорівнюють відповідно=PI=OI=NI=NK=
= Ранг нульової матриціI =у якій зовсім немає мінорівI =
відмінних від нуляI=приймається рівним нулюK=
= ЯсноI=що ранг квадратної матриці не перевищує її порядокK=
Ранг дорівнює порядку в тому і тільки в тому випадкуI =якщо=
матриця не виродженаK=
= Ранг матриці розміру= mxnI= де= m =≠= n не перевищує=
меншого із чисел= m=і= nK =Можна доказатиI =над чим ми не будемо=
зупинятисяI= що ранг матриці дорівнює максимально можливому=






























= ВідмітимоI=що строчки матриці самі являються матрицямиI=
тобто над ними можна виконувати лінійні діїK= ТакI= в першому=
прикладі= EQKNF =– =всі три строчки лінійно незалежніI =а третя=
дорівнює їх суміX=у третьому прикладі друга і третя строчки лінійно=
виражають через першуK=
= У транспонованих матриць ранги однаковіK= ТомуI= ранг=
одночасно дорівнює максимально можливому числу лінійно=
незалежних стовпців матриціK=
= За допомогою поняття рангу формуються кінцеві теореми=
про розрішимість систем лінійних алгебраїчних рівняньI= числу=















== = = EQKOF=





































то систему=EQKOF=можна записати у вигляді=
= f=Z=xa=H=yв=H=zc=H=udI= = = = EQKPF=
тобто задача зводиться до розкладу заданого вектора=f по чотирьом=
заданим векторам=аI=вI=сI=d=K =Коли це можливо\=Всі вектори виду=
xa=H=yв=H=zc=H=ud при заданих=аI=вI=сI=d і все можливих=uI=YI=wI=
rK=утворюють лінійний підпростір в= PЕ I=“натягнутий”=на=аI=вI=сI=d=
K=Розмірність цього підпростору дорівнює максимальному числу К=
лінійно незалежних векторів серед=аI =вI =сI =dI= тобто рангу матриці=
А коефіцієнтів системи= EQKOFK= Для розкладу= EQKPF= необхідноI= щоб=
вектор=f==лежав у вказаному підпросторіI=тобто щоб серед векторів=


































































Аналогічний вигляд має умова роз рішимості для будь-якого числа=
рівнянь невідомихK=
= Нехай тепер умова роз рішимості= EQKQF= виконанаX= скільки=
тоді рішень має система= EQKOF\ =Якщо позначити через=
MMM r==ZУ=Х IIIM  яке-небудь одне рішення цієї системи і ввести в=
заміну змінних=
= uuuххх ¢+=¢+= MM IIK I= = = EQKRF=















I = = = EQKSF=

























































































m = = = EQKTF=
Тоді систему=EQKSF=можна переписати у вигляді=
KMIMIM PON =¢×=¢×=¢× ХР==ХР==ХР = = = = = EQKUF=
Таким чиномI= шуканий вектор= Х ¢  повинен бути=
перпендикулярним до підпростору= QвЕ I= “натягнутому”= на=
POI р==р==р IN K=Розмірність цього підпростору дорівнює рангу=EQKQFI=а=






























векторів= Х ¢  дорівнює=Q=–=r~ng=А=Eв загальному випадку замість=Q=
повинно бути число невідомихFK= Такою ж буде і розмірність=
сукупності рішень системи= EQKUFX= якщо кожне рішення розглядати=
як набір координат точки= QвЕ I=то отримаємо при виконанні умови=
EQKQF= сукупність рішень системи= EQKOFI= що визначає= QвЕ =
гіперплощина розмірності=Q=–=r~ng=АK=
= =
= Практичне заняття= SK= Прямокутні матриці і=
елементарні перетворення матрицьK=
= Прямокутна таблиця чиселI =розташована в=m строчках= = і в= =
































Елементарними перетвореннями першого роду матриці= А=
називаються слідуючі діїW=
= NF=множення деякої на число= Mλ ¹ =
= OF=перестановка двох строчокX=
= PF= додавання до елементів однієї строчки відповідних=
елементів другої строчкиI=помножених на число= λ K=
= Елементарними перетвореннями другого роду матриці= А=
називаються аналогічні дії зі стовпцямиK=
= За допомогою елементарних перетворень будь-яку матрицю=














































































= Число= r  одиницьI= які стоять на головній діагоналіI= не=
залежать від способу приведення матриці= А до вигляду= rА  і=
називається рангом матриці=АK=
= МатриціI= які отримують із одної елементарними=
перетвореннямиI=називаються еквівалентними і з’єднуються знаком=¥ K=У еквівалентних матриць однакові рангиK=
















РішенняK= Піддамо цю матрицю слідуючим елементарним=
перетворюваннямK= До другого стовпчика додамо першийI=
помножений на= EJQFI= а до третього стовпчика додамо першийI=
помножений на= EJNMFK =Після до другої строчки додамо третюI =
















































Тепер першу строчку помножимо на= R= і на= EJPF= і прибавимо=
відповідно до другої і третьої строчокI=а після переставимо місцями=

















ДальшеI=якщо помножити на=ENLRF=і=ENLNPF=другий і третій стовпчикI=


















Таким чиномI=ранг= r  даної матриці дорівнює двомI=тобто= O=r K=
=





















NF= помножимо перший стовпчик на= EJOF= і додамо до четвертого=
(запишемо в четвертий стовпчикFX=


















































































Помножимо четвертий стовпчик на=EJRF=і додамо до третього і на=T=і=

















Третю строчку додамо до другоїI= а отриману другу строчку=
















Четвертий стовпчик помножимо на= EJNF= і додамо до другого=

























































































































































Таким чином ранг матриці дорівнює двомK=
=
= Задача=PK Знайти ранг слідуючих матриць=







































































































д = = = r=Z=QK=
=
= Лекція= RK= Характеристичні числа і власні=
вектори матриці=
= Нехай= А= –= задана квадратна матрицяK= При проведенні=
досліджень іноді приходиться розглядати рівняння=
= ===================================АХ=Z=λХI= = ERKNF=
де=Х=–=невідомий числовий векторI=висота якого дорівнює порядку=
АI= а= λ= –= невідоме числоK= При будь-якому= λ рівняння= ERKNF =маєI =
зокремаI=тривіальне рішення=Х=Z=MI=але нас будуть цікавити тільки=
такі=λI=при яких ця система має нетривіальне рішенняK=Ці значення=
λ називаються= власними значеннями матриці= АI= а рішення= Х=
рівняння=ERKNF=при таких=λJїї власними векторамиK=
= Власні значення і власні вектори знаходяться наступним=
чиномK=Так як=
= =================================== ХЕХ ×= = = =============ERKOF=
То рівняння=ERKNF=можна переписати у вигляді=
= ================================== MFE =- ХЕА λ K= ==============ERKPF=
Порівнюючи з формулою=ERKQF=
= ============================== dАХ = I = = = = = = = = = = = = ERKQF=
бачимоI= що отримали систему із= n алгебраїчних лінійних=
однорідних рівнянь з=n невідомимиI=де=n=–=порядок матриці=АK=Для=
наявності нетривіального рішення необхідно і достатньоI= щоб=
визначник системи дорівнював нулюI=тобто=
= ========================= MFdetE =- bA λ K========= = ERKRF=
= Це рівняння називається= характеристичним рівнянням=

































































































































































I= = = = ERKSF=





















=- = = ERKTF=
називається= характеристичним визначником матриці= АI= а=
корені рівняння= ERKRF= nON λIIλIλ K = J= характеристичними=


















































K= = = ERKUF=
= = = = =Розкриваючи визначникI= ми бачимоI= що маємо алгебраїчне=
рівнянняI=степінь якого дорівнює порядку матриці=АK=
= Матриця порядку= n має= n власних значеньI= серед якихI=
правдаI=можуть бути співпадаючіK=
= Знайшовши яке-небудь власне значенняI= ми можемо=
відповідні власні вектори знайти із векторного рівняння= ERKPF=
(переписаного у вигляді системи скалярних рівняньFK=
= Із рівнянняERKPF= слідуєI= що при зафіксованому= λ сума=
рішень=
= ====================== ON ХХУ += = = = = ERKVF=
буде знову рішенням і добуток=
= ============================= кху = = = = = ERKNMF=
рішення на число буде також рішенням того ж рівнянняK= Значить=
сукупність всіх власних векторівI=відповідаючи заданому власному=
значеннюI= утворює лінійний підпростір простору всіх числових=
векторів заданої висоти=nK=
= В найбільш важливому випадкуI= коли всі власні значення=
різніI= кожний із цих підпросторів одномірнийI= тобто для кожного=
власного значення відповідний власний вектор визначений з=
точністю до числового множникаK= При цьому маються на увазі=
комплексна розмірність і комплексні власні векториI =тому що=
числове характеристичне рівняння=ERKRF=може мати як числові так і=
не числові уявні кореніK=Вказана одномірність витікає із тогоI=що не=
нульові власні векториI= які відповідають різним власним=
значеннямI=обов’язково лінійно незалежніI=а в=n=–=мірному просторі=
числових векторів не може бути більше= n лінійно незалежних=
векторівK= А ця лінійна незалежність перевіряється наступним=






























відповідають різним власним значенням= PON λλλ III K I= причому=
NХ  з= OХ  лінійно незалежніI=а=
= ========================= ONP ХХХ βα += I========================ERKNNF=







P ХХХ βλαλλ += I = = ERKNOF=
чому протирічить лінійна незалежність= NХ  і= OХ K= Якщо маємо=
співпадаючі власні значенняI=то можна перевіритиI=що для кожного=
власного значення= kλ  кратності= kn  підпростір власних векторів=
має розмірність= kk nm á K=Якщо всі= kk nm = I =то вибравши базис в=
кожному із цих підпросторівI=ми отримаємо базис в комплексному=
числовому просторі= nZ I =що складається із власних векторів=
матриці= АI =яка має порядок= n= Eякщо всі= kλ  числовіI= отримаємо=
базис в= nЕ FK =Якщо хоча б одне= kk nm á I =то базиса із власних=
векторів матриці=А вказати неможнаK=
= НехайI= Nλ = J= характеристичне число кратності= кI= тобто=
кратний корінь рівняння=ERKRFK=так як число= Nλ  являється коренем=
останнього рівнянняI=то вираз=
= NmON FλJλE==IIFλJλE==IFλλE NNN +- lll K I= ERKNPF=
де= mmm ккккккк =-=-=-= +- NmNmOONN ==I==II==I llKll I=
========================================================================================================ERKNQF=
==причому= КіEіZNIOI…ImF= –= показники степені загального=
найбільшого дільника= =
ікFλλE N-  всіх визначників= EnJіF-ого=
порядкуI= які отримуються із характеристичного визначника=
послідовним викреслюванням=і=строчок і=і стовпцівI=що очевидноI=є=
дільниками визначника= ERKRFK= Ці вирази називаються=






























характеристичному числу= іλ K=Сума показників всіх елементарних=
дільників= NON ++++ mlll K  дорівнює кратності= К=
характеристичного числаK=
= Якщо будь-який із показників степені= N=il I= то=
відповідний йому дільник= Nλλ - = = називається= простимK =Якщо ж=
показник= N>il I= то елементарний дільник=
іlFλλE N- називається=непростимK=
= Визначивши елементарні дільникиI= відповідні всім=
характеристичним числам матриці= АI= отримуємо сукупність всіх=
елементарних дільників цієї матриціW=
= r
hhh FλλEIIFλλEIFλλE NNN ON --- K = ERKNRF=
де= rhhh III ON K = J= цілі числа= Eпричому= nhi ££N FI =а їх сума=
дорівнює порядку матриці=АI=тобто=
= nhhh r =+++ KON K========== = = ERKNSF=
Розглянемо квазідіагональну матрицю=
= [ ]FλEIFIλEFIλE ON ON rhhh rІІІ K I = = ERKNTF=
В==якій під= FEN mІ λ  розуміється число= mλ K Ця матриця має ті ж=
елементи дільникаI=що і матриця=АK=
= Матриця= EGF= називається= канонічною матрицеюI=
відповідною матриці= АI якщо всі елементарні дільники=
mON λλIIλλI --- Kλλ  матриці= А простіI =то матриця= EGF=
перетворюється в діагональну матрицю=
[ ]rON λλIIλλIλλ --- K K= Всяка матриця= А може бути=
приведена до канонічного видуK=































= ==================================== N-= sAsВ = = = ERKNUF=
Де=s деяка невироджена матрицяK=
= ПеретворенняI=за допомогою якого із матриці=А отримують=
матрицю=В називається перетворенням подібності=sK=
= Перетворення подібності дає можливість привести матрицю=
до найбільш простого канонічного видуK=
= ТеоремаK= Якщо матриця= А має елементарні дільники=
= r
hhh FλλEIIFλλEIFλλE NNN ON --- K I= ERKNVF=
де=============================== nhhh r =+++ KON I== = ERKOMF=
то існує така невироджена матриця=sI=що=
= [ ]FλEIFIλEFIλE ON ON rhhh rІІІ K I= = ERKONF=
де=================================== mmІ λ=FλEN K= = = ERKOOF=
Цей вираз дає канонічне представлення матриці= АI= а=
квазідіагональна матриця==
===================== [ ]FλEIFIλEFIλE ON ON rhhh rІІІ K = ERKOPF=
представляє канонічний вид матриці=АK=
= ЗокремаI=якщо всі елементарні дільники матриці=А простіI=
то канонічним видом матриці=А являється діагональна матриця=
= =============================== [ ]nλλλ III ON K I= ==============ERKOQF=
а канонічним представленням матриці=АW=
= ============================== [ ] NON λIIλIλ -ss nK K=============ERKORF=
(Доведення теореми опускаємоFK=
= Практичне заняття==TK=Характеристичні числа і=
власні вектори матриціK=
= Всякий ненульовий вектор=ХI=який задовольняє умову=






























називається=власним вектором перетворення=А або матриці=АI=а=
число= λ = J= власним значенням= Eхарактеристичним числомF= АI=
відповідаючому вектору= ХK= Власні значення= λ  матриці= А=
являються коренями її характеристичного рівняння=
= ========================== M=- ЕА λ I= = = EGF=



















































Де=== nnааа +++= KNONNNY =J=слід матриціI=а=
= =================================== KАn =Y =
В загальному випадку маємо= n різних власних значень= –=
комплекснихI= або числових коренів рівняння= EGFI= але в окремих=
випадках при наявності кратних коренів їх число зменшуєтьсяK=
= Власний вектор= { }nrrrХ III ONM K= I= відповідний=
























= Власні вектори визначаються умовою= ХАХ λ=  з=
точністю до числового множникаI= тому рішаючи дану системуI=






























конкретному значенніK=У випадкуI=коли= Mλ =J=кратний коріньI=дана=
система може визначати не один власний напрямокI= а множину=
таких напрямківK=
= Задача= NK= Знайти характеристичні числа і власні вектори=

















із якого отримуємоI=що дані перетворення мають характеристичні=
числа=












N -=-=+-+=λ  а== KTRIQRIOO =+=λ =
= Власний вектор= { }ONN IuuХ = I= який відповідає=
характеристичному числу= Nλ I=визначається рівняннями==
= ======================= MQFOPE ON =++ uu =
або============================== MFOOER ON =++ uu K=
Тобто================================ KMQR ON =+ uu =
Прийнявши= IQN =u  знайдемо= RO -=u  і отримаємо= { }RIQN -Х K=
АналогічноI= власний вектор= { }II ONO rrХ =  який відповідає=
характеристичному числу= ITO =λ  визначається у вигляді=




















































Прийнявши= NN =r I=отримаємо= NO =r K=




























=- ЕА λ K=
Розкриваючи визначник= λЕ-А I=отримаємо==
===================== MSNNSλЕ OP =-+-=- λλλА K=







отримаємо= KPλXOλXN PON ===λ =
Власний вектор= ХI= який відповідає характеристичному числу=



























































Безпосередньо видноI= що третє рівняння= –= це лінійна комбінація=
перших двох рівнянь=
= ============================= ONP O
N fff += I=
тому така система трьох рівнянь з трьома невідомими приводиться=











НехайI= OP =u I= тоді рішаючи отриману системуI= знайдемо=
KNXN ON == uu  таким чиномI = = { }KOININ=u  власний вектор= Ou I=

















= ================================ { }KNIMINO =Х =
Аналогічно знаходимоI=що вектор=
= ================================ { }OIOINP =Х =




































А = EдивK= задачу=
NKF= показатиI= що характеристичними числами оберненої матриці=
N-А  являються обернені значення характеристичних чисел матриці=
АK==
= РішенняK=Складемо обернену матрицю= N-А K=






























































































ON =-= μμ =
Із отриманого результату можна заключитиI= що характеристичні=































відповідних характеристичних чисел матриці=АK=ЗамітимI=що таку=
властивість мають всі квадратні невироджені матриціK=
= =















В  показатиI= що=
ВААВ ¹ I=але=АВ і=ВА мають однакові характеристичні числаK=
=



















Показати=I=що власні вектори ортогональніI=
== ВідповідьW= XVN =λ ==== SO =λ X=== PP =λ K=
= Задача= SK= Показати= Iщо число= N=λ  являється=







m  і мінімальним для матриці= N-Р K=













f I=то матриці= m  і= Nm  мають однакові максимальні=
характеристичні числа= ( )NN =λ I=а мінімальні їхні характеристичні=















































А  і= OА X= вияснити залежність між їх=
характеристичними числами=
= ВідповідьW= для АX= XON -=λ = = NO =λ X = = PP =λ K= Для=
QW N
O =λА X= NO =λ X= VP =λ I= ( ) ( )OO АА λλ = K=







А і= ( ) KPOO ЕАААР --=  Показати на цьому=
прикладіI=що якщо матриця А має характеристичними числами= Nλ і=
Oλ = Iто матриця= ( )AmB =  має характеристичні числа ( )Nλm  і=
( )Oλm K=
= ВідповідьW NN =λ  і= QO =λ J= характеристичні числа=
матриці= А X= ( ) ( ) RQIQN ON ==-== РР μμ J= характеристичні=





































матриць= N-=ТАТАВ  показатиI= що подібні матриці мають=
однакові характеристичні числаK=
=  Лекція=SK=Рішення системи лінійних рівнянь за=
формулами==Крамера=
= Розглянемо систему лінійних рівнянь=
============================ = У=АХI== =============== ESKNF=






























нулюK= Вектор невідомих Х= =
= ============================= { }nХХХХ IKKKIOIN= K = = ESKOF=
= Вектор відомих значень функціональної залежності=
= =============================== { }KIKKKII ON nУУУУ = = = = ESKPF=




















= З цією метою помножимо рівності= ESKQF= відповідно на=
NPNONNN IKKKIII nАААА J= алгебраїчні доповнення елементів першого=
























За властивостями визначників перша із фігуруючих тут дужок=
дорівнює= А =Eсума добутків елементів любого стовпця визначника=
на їх алгебраїчне доповнення дорівнює визначникуFI= всі слідуючі=
дужки перетворюються в нулі=Eсума добутків елементів будь-якого=
стовпця визначника на алгебраїчні доповнення відповідних=
елементів другого стовпця завжди дорівнює нулюFK=
= Таким чином==
====================== NNOONNNN KKK ХАУАУАУА nn =+++ K= ESKSF=































= FKKKEN NOONNNNN nn УАУАУАА
Х +++= K = = ESKUF=
= Аналогічні співвідношення знаходяться і для= KKKPIO ХХ =
=Eрівності= SKQF= множаться на алгебраїчні доповнення елементів=
другого стовпця визначника= А іK=т.іK=








































































































































































Матриця системи= ESKVF= називається оберненою для матриці= А і=
позначається символом= KN-А =
= Таким чиномI=із співвідношення=ESKNF=слідуєI=що=
































деI=як говорилось вищеI= ijА =J=алгебраїчні доповнення елементів= ijа =
визначника= А I=називається=союзною==для матриці=АK=
= НехайI= ТА J =матрицяI =отримана із= А заміною строчок=
стовпцямиI=тобто транспонована матрицяK=
= Так осьI= якщо в транспонованій матриці= ТА  кожний=



































~NN =- K = = = = ESKNSF=






















































= ТеоремаK Якщо матриця=А=неособливаI= то і матриця= N-А =
неособливаK=При цьому=
= ====================== KNN ЕАААА == -- = = = ESKNTF=
Доведення теореми основується на двох лемахK=
Лема=NK Якщо для будь-якого вектора=Х==
= ========================== IВХАХ = = = = = ESKNUF=
То=
= =============================== IВА = =
тобто=
= =============================== ijij ва = = = = = ESKNVF=
= ДоведенняK= Із= умови= ESKNUF= слідуєI= що=
LNONONNNNONONNN KKKKKK nnnn ХвХвХвХаХаХа +++=+++ =====
=======================================================================================================ESKOMF=
= В силу довільності вектора Х можна взяти==
====================================== { }MIKKKIMIMIN=Х K = = = ESKONF=































====================================== { }MIKKKIMINIM=Х K = = = ESKOOF=
отримаємо NONO ва =  і тK=іK=
= Лема= OK Визначник добутку матриць дорівнює добутку їх=
визначниківI=тобто==
= =============================== ВААВ ×= K = = = ESKOPF=
= НасправдіI=в теорії визначників доказано=Eми це доказувати=
не будемоFI= що добуток двох визначників= А  і= В  представляє=
собою визначникI=для якого елементамиI=що стоять на перетині С-ї=
стрічки і=j-го стовпця буде величина=
= ================== njіnіііiij вававaС +++= KKKOONN K= ESKOQF=
Але добуток матриць= А і= В є матриця= С для якої елемент= ijс =
дається тією ж формулоюK=Тому=
= ===================================== ВАС ×= I = = = ESKORF=
а це і є формула=ESKOPFK=
Докажемо тепер теоремуK=В силу співвідношень=ESKNF=і=ESKNQF=
= =================== IFEFE NN ХАААХАХ -- == = = ESKOSF=
або=
= =========================== ХААЕХ FE N-= = = = ESKOTF=
для будь-якого вектора=ХK=По лемі=N=
= ================================= ААЕ N-= = = = ESKOUF=
і по лемі=O=
= ================================ IN ААЕ ×= - = = = ESKOVF=
або=
= ================================ KN N АА ×= - = = = ESKPMF=
Звідки витікаєI=що=
= =============================== KMNN ¹=-
А
А = = = ESKPNF=






























= ДальшеK= Так як матриця= N-А  неособливаI= то=
співвідношення=ESKNQF= у свою чергу розрішимо відповідно=У= I =при=
чому=
= ============================== ( ) KNN ХАУ --= = = = ESKPOF=
Співставивши цю формулу з=ESKNFI=отримаємо=
= ================================= ХААХ NNFE --= =
для любого вектора=ХK=ТомуI=по лемі=N=
= ================================== IFE NN АА =-- = = = ESKPPF=
J=матрицяI=обернена до оберненоїI=співпадає з вихідною матрицеюK=
= В силу співвідношень=ESKOUF=і=ESKPPF=
=
= ==================== ЕАААА ==× ---- FEFE NNNN = = ESKPQF=
=
= Звідси і із=ESKOUF=слідує=ESKNTFK=Теорема доказанаK=
= Приклад= OK= ДоказатиI= що із рівності= ЕАВ =  слідуєI= що=
KN-= АВ =
РішенняK=ДійсноI=в силу леми=O=
= ============================== IN==× ЕВА =
Тобто=А=–=неособлива матрицяK=ЗначитьI= N-А  існуєK=Помноживши=
рівність=ESKPRF=на= N-А  зліваI=отримаємо=
=
= ============================= IFE NN ЕААВА -- = =
або=
= ======= KIFE NNN --- ==×= АВАВЕ=====АВАА JN =
=
Загальний висновокW =Всі розглянуті нами правила дій над=
матрицями і векторами= Eза виключенням можливості нерівності=
ВААВ ¹  і деяких=“неприємностей”=з комплексними векторамиFI=































= Практичне заняття=8K=Рішення систем лінійних=
рівнянь за формулами КрамераK=




















= = ============== ijaA ==D = = = EUKOF=
складений із коефіцієнтів при невідомихI= називається=
визначником= системиK =В залежності від визначника системи=
відрізняють слідуючі випадкиW=
= аF=Якщо визначник=А системи= EUKNF =відмінний від нуляI =то=
система маєI=і при тому єдине рішенняI=яке може бути визначено за=
формулами КрамераW=






nХХХ === = EUKPF=
де визначник=n=–=го порядку= D  і= FIKKKIOINE nі = =отримують із= D =
шляхом заміни=і=–=го стовпця вільними членами= XIKKKII ON nввв =
= бF= Якщо= M=D  і= M=іD = FIKKKIOINE nі = I =то система= EUKNF =
або не суміснаI=або має нескінчену множину рішень=Eв останньому=






































































Геометрично кожне із рівнянь= TOP =+ ух  і= Q=- ух  визначає=
пряму на площині= ХОУ I =і тому рішення= P=Х I= N-=У =
визначає точку перетину цих прямихK=



















Що показує несумісність системиK=




















































=====Крім тогоI=строчки у даних рівняннях пропорційніI=а це значитьI=
що визначники дорівнюють нулюK= При цьому обидва рівняння=
системи визначають одну і ту ж пряму і рішенням системи=
являються координати будь-якої точки на цій прямійK=Звідси слідуєI=
що система має незкінченну множину рішеньK=
= Задача=4K Знайти всі рішення слідуючих систем=










































ВідповідьW=координати всіх точок прямоїW= OOP =- ух K=
= Задача=TK==
























































































Так як= M¹D I=то дана система має тільки одне рішенняK=Находимо=



















= Рішити слідуючі системиK=
= Задача=NMK=
















































































= = = = = = = ВідповідьW=
=





























= Лекція= TK= Числені методи рішення систем=
лінійних алгебраїчних рівнянь=
= NK=Постановка проблемиK=






















Або в матричній формі=





























































































Як відомо із курсу алгебриI=з теоретичної точки зору дане питання=
добре розроблено і у випадкуI= коли визначник матриці відмінний=




Х іі = = = = = ETKQF=
Де= іА = J= визначникI= отриманий із визначника= А  матриці= А=
шляхом заміни його=j=–=го стовпця стовпцем вільних членівK=
= Але рішення системи рівнянь=ETKNF=з доведенням результату=
до числа представляє собою значні трудності і до нашого часу=
привертає увагу вчених=–=математиківK=
= Відомі в наш час багаточислені методи наближеного=
рішення систем лінійних рівнянь природньо розпадаються на дві=
великі групиW=прямі методи і методи послідовних наближеньK=
= Прямі методи характерні тимI=що вони завжди приводять до=
ціліI =якщо рішення системи існуєK =Але із-за великої кількості=
арифметичних операційI= які при цьому приходиться виконуватиI=
виникає загроза накопичення похибокI= що дуже часто при=
великому числі рівнянь може обезцінити результатK=
= Методи послідовних наближень вільні від останнього=
недолікуI= але зате кожний конкретний із цих методів не завжди=
сходиться в застосуванні==до конкретного класу системK=
= Серед прямих методівI =перш за всеI =необхідно назвати=
метод виключення Гауса і метод ортогональних векторівK=Найбільш=
поширеними із методів послідовних наближень являється метод=
простої ітераціїI=метод Зейделя і метод релаксації=Eметод поправокFK=
= Приведемо спочатку коротку характеристику кожного із=
цих методівK=
= Основна ідея методу виключень Гауса заключається в=






























системи з трикутною верхньою матрицею=Eпрямий хід виключеньFK=
ОчевидноI= що в даному випадку основним являється прямий хід=
виключеньI= тобто отримання відповідної системи з трикутною=
матрицеюK=Із отриманої таким чином системи невідомі знаходяться=
послідовними підстановками(обернений хід виключеньFK=
= Прямий хід виключень може бути здійсненийI= наприкладI=
наступним==чиномK=
= ВважаючиI= що коефіцієнт= MNN ¹а = Eце не обмежує=
узагальненняI= томуI= що в противному випадку достатньо було б=
змінити нумерацію рівняньFI=ділимо перше із рівнянь системи=ETKNF=
на коефіцієнт= NNа I= який називається= ведучим= I =і післяI =
помноживши отримане таким чином рівняння на= NPNON IKKKII naаа =
віднімаємо із відповідних рівнянь системи= ETKNFK= В результаті=






















= Поступаючи із цією системою= Eбез вирахування першого=









































































= = = = =Приведена схема виключень відома під назвою схеми єдиного=
діленняK= ОчевидноI= що ця схема здійснима в тих випадкахI= коли=
ведучі елементи кожної із системи= ETKRFI= ETKSFI= …= I= ETKTF= Eбез=
врахування перших рівняньF=відмінні від нуляK=Якщо ж серед них=
який-небудь перетворюється в нульI= то у відповідній системі=
достатньо буде зробити перенумерацію рівнянь з тимI =щоб=
продовжити процес виключеньK=
= В деяких випадках з метою отримання більшої точності=
наближеного рішення ведучим коефіцієнтом системи= ETKTF=
вибирають= найбільший по модулю із елементів матриці= АK=
Шляхом виключення відповідного невідомого отримують систему=
рівняньI=аналогічно системі= ETKRFK= Із цієї системи таким же чиномI=
вибираючи ведучим найбільший по модулю із коефіцієнтів цієї=
системиI= отримують системуI= аналогічну системі= ETKSFK=
Продовжуючи цей процесI= отримують шукану систем рівнянь з=
трикутною матрицеюK= Так система виключень відома під назвою=
схеми головних елементів=K=
= Метод ортогональних векторів заключається в=
слідуючомуK=
= Систему рівнянь=ETKNFI=очевидноI=можемо записати у вигляді=
= ===================== ii fxr =FIE = = FIKKKIOINE nі = IETKUF=
де= ir = J =векториI =задані своїми компонентами= = inii aаа IKKKII ON  у=














































































систему рівнянь=ETKUF=можна записати у слідуючому вигляді=
= ================================ ii cuo =FIE I = = = ETKNMF=






















































= = = = =ТеперI= враховуючиI= що вектори= nooo IKKKII ON  попарно=

















ocu +++= = ETKNOF=










































= Метод простої ітерації в основних своїх рисах=
заключається в слідуючомуK=



















або в матричній формі=
= ============================== gВХХ += I = = = ETKNRF=
або=
= ============================ KFE gХВЕ =- = = = ETKNSF=
За початкове наближення беремо довільний вектор= MХ  і=
підставляємо в праву частину рівності= ETKNRFK =Отримуємо у лівій=
частині рівності деякий вектор= NХ K =Поступаючи з= NХ  таким же=


















= ОчевидноI= що якщо при= Iuum m ®¥®  то вектор= Х=
буде представляти собою рішення рівняння= ETKNRFI= тобто системи=
ETKNQFK=Не вдаваючись в деталі вияснення умов сходимості методу=
ітераціїI= вкажемоI= що для позитивного рішення цього питання=
необхідноI= щоб матриця= В була мала в тому чи другому смисліI =
тобто щоб в матриці= E ВЕ - F= діагональні елементи достатньо=
переважали над рештою елементів і були близькі до одиниціK=
= Метод Зейделя відрізняється від методу простої=






























FE NN ++ - mmХ -го наближення використовуються вже вичислені за=
допомогою системи= ETKNQF= N-к перших компонент цього ж=
вектораK =В деяких випадках метод Зейделя сходиться швидше ніж=
метод простої ітераціїK=
= Коли обчислення приходиться виконувати вручну або за=
допомогою малих обчислювальних машинI= часто найбільш=
зручним стає= метод релаксаціїI= який можнаI= такожI= назвати=
методом поправокK=
= Цей метод заключається у слідуючомуK=Нехай дана система=



















або в матричній формі=
= =============================== IM=+ hCu = = = ETKNVF=
де=С-матриця і=h=–=стовпецьI=відповідаючий системі=ETKNTFK=
= Взявши за початкове наближення який-небудь вектор= MХ  і=
підставивши його в ліву частину рівняння= ETKNVFI=ми замість нуля=
справа отримуємо цілком визначений вектор= r  з компонентами=
IIKKKII ON nrrr  які будуть стояти в правих частинах відповідних=
рівнянь=ETKNUF=замість нулівK=Ці величини називаються=нев’язкамиK=
Задача заключається в томуI =щоб якось виправити вектор= MХ  і=
отримати із нього вектор= NХ I=для якого нев’язки були б менші ніж=
для= MХ K= ПісляI= виправляючи вектор= NХ I= намагаємося отримати= =
вектор= OХ I=для якого нев’язки меншіI=ніж для= NХ  і тK=іKI=аж поки ці=
нев’язки не стануть достатньо малими в межах необхідної точностіK=
ОбчислювачI= як правилоI= робить поправки на свій розсудI=
змінюючи кожний раз однуI=координату вектораI=або зразу декілька=






























= Процес релаксації стає більш простимI =коли він=
застосовується до системиI= в яких діагональні коефіцієнти по=
модулю не меншіI=а в деяких випадках більші суми модулів решти=
коефіцієнтів відповідного рівнянняK= В даному випадку=
рекомендується процес релаксації вести шляхом перетворення в =
нуль максимальної по модулю нев’язки за рахунок зміни=
координатиI=яка стоїть в даному рівнянні на діагоналіK=
=
= Практичне заняття= VK= Рішення систем рівнянь=
за допомогою оберненої матриціK=



















або в матричні формі=
= =============================== BAu = I = = = = EVKOF=
де======================================== FE ijaA = J== = = EVKPF=
матриця із коефіцієнтів при невідомихI=а=В і=Х=–=вектор стовпцівI=
що складаються із вільних членів і із невідомихK=
= Якщо матриця= А невиродженаI= тобто визначник системи=
M¹= АD I= то помноживши обидві частини рівняння= EVKOF= на=
матрицю= N-А  зліваI= отримаємо рішення системи в матричній=
формі==
= ================================= KNВАХ -= = = = EVKQF=







































РішенняK= Визначник системи= IMSPP
PN
PN ¹-=--=-=А =










































звідси= R=х  і= N-=у K=
=









































































































Звідки слідує що= KPIRIO =-== zух =
= Задача=PK=












































































































































































Лекція= UK= = Оцінка невиключеної похибки при=
рішенні системи лінійних алгебраїчних рівняньK=
=====Якщо в системі лінійних алгебраїчних рівнянь=
============================================= fAx = ============================================EUKNF=




Наша мета заключається в томуI=щоб вияснити характер і величину==
зміни вектора Х при незначній зміні матриці А і вектора= fK= Це=
питання має принципове значенняI= тому що практично елементи=






























досліджуваний психологічний аспектI= завжди визначаються=
наближеноK=У випадку так званих=…початково обумовлених»=систем=
таке невелике відхилення від точних значень може повністю=
обезцінити отриманий в ході рішення результатK=
= = = = =Нехай матриця А отримує приріст= oI= який представляє собою=
матрицюI=що складається із похибок елементів матриці АX=вектор=f=



























































~~~ = K========================== =============EUKRF=
Тоді різниця=
============================================== ruu =-~ I===================================EUKSF=
де= u
~
= J= рішення системи= EUKRFI= представляє собою невиключену=
похибку рішення системи= EUKNFK= Запишемо рівняння= EUKRF= в=
розгорнутій формі=
=
==================================== hfrxoA +=++ FFEE K======================EUKTF=
Віднімемо=EUKNF=із=EUKTFK=Отримаємо===
======================================== horouAr =++ ============================EUKUF=======
що можна перетворити до виду=
================================ hAorAouAr NNN --- =++ I====================EUKVF==============
або=































============================================= oAB N--= I========================= KK===EUKNNF==
======================================== FEN oxhAg -= - I=============================EUKNOF=





=====Це припущення природнє в силу малості=
o
K =Якщо ж воно не=
виконуєтьсяI= то для того випадку будуть дані грубо наближені=
формули не виключених похибокK=
=====Застосуємо до рівняння=EUKVF=метод простої ітерації за формулою=
=================== gBBggu mm
NKKK -+++= K==============================EUKNQF=







=====ЗвідсиI=враховуючи умовиI=яким підпорядковується норма суми=






















































Останнє витікає із нерівності=




































================================================= rri £ K============== = EUKOMF=================
=====Якщо мати на увазі якуJ=небудь із конкретно визначених раніше=
нормI= то можна більше конкретизувати оцінки для=
r
I= а також=
дати більш точні оцінки для= i
r
K= ДамоI= наприкладI= оцінки на=
випадок другої нормиK=При цьому будемо вважатиI=що всі елементи=
матриці=oi==вектора=h=задовольняють умову==
= ======================= α<ijr ====EiIj=Z=NIOI=…InFK= = EUKONF=
=
=====Згідно визначенню другої нормиI=а також накладеному на=rij і=h=і=
обмеженнюI=отримаємо систему нерівностей=
========= å åå ååå















































N α = =K= = EUKOQF=
= = = = =ЗамітимоI= що дійсний або комплексний векторний простір= r=
називається нормованим векторним просторомI=якщо для кожного=
вектора= raÎ  існує таке дійсне число= a = E= нормаI= абсолютна=
величинаI =модуль вектора аFI=що із а=Z=в слідує= ba =  і що для=




































=============================================== Iαα aa = =
============================================ Kbaba +£+ =
======При α достатньо малому після підстановки правих частин цих=





































 служить якби мірою чутливості рішення до=
зміни вихідних даних системиK==
= = = = = =Оцінимо тепер компоненти вектора= rK= Для цього векторне=
































=====Ця нерівність разом з=EUKORF=дає можливість оцінити невиявлену=
похибку кожної із компонент шуканого рішенняK=
=====В заключення вкажемоI=що грубо приблизно похибки компонент=







































компоненти якоїI= природньо ждатиI= являються=
величинами більш високого порядку малості у порівнянні зі=
складовими перших двох сумK=














======Наближеними формулами= EUKOVF=можна користуватися також в=
тому випадкуI= коли=
N>B
K= Характерно теI= що ці формули зовсім=
не зв’язані з вибором нормиK=
Формули= EUKNTF= –= EUKOVF= дають можливість судитиI= наскільки=
чутливе рішення системи до малих змін коефіцієнтів матриці і=




= Лекція=VK=Погано обумовлені системиK=
= = = = =Визначальною властивістю погано обумовленої системи=
являється її особливістьI =яка заключається в томуI =що невеликі=
відмінності похибки в коефіцієнтах матриці системи приводять до=
великих відносних похибок в рішенніK= Про величину відхилень в=
рішенні системи== у залежності від відхилень=у вихідних данихI=як=
уже було сказаноI= можна судити по формулах= EUKNT= –= UKOVF=
попередньої лекціїK=
= = = = = =Але більш чітке представлення про характер цієї залежності=































































OFE I========= = EVKOF=
а вказана величина задовільняє всім аксіомам нормиI= то для=
величини=W  буде мати місце нерівність=
========================================== N




























NNN --- =++ ==I===================================EVKRF=
нехтуючи складовою= orA N- I=отримаємо=
====================================== ouAr N--= K=============================================EVKSF=
Звідки слідує=
====================================== FEFEFEFE
N xkokAkrk -£ I======================EVKTF====










що і доказує висказане твердженняK==




































=====Таке число=k=називають=k=–=обумовлюючим числом матриці А=
або відповідною їй системіK =РозумієтьсяI =чим менше число=kI =тим=
краще обумовлена системаK=
=====Для пояснення сказаного розглянемо слідуючий прикладW=
==========================================NIQ=х=H=MIV=y=Z=OIT=
========================================J=MIU=х=H=NIT=y=Z=J=NIO=K===========================EVKNNF=
=====Якщо перше рівняння помножити на=MIMNI=результат прибавити=
до другого рівняння і після замість першого рівняння в=EVKNNF=взяти=
отримане нове рівнянняI=то ми прийдемо до системи=
=================================J=MITUSх=H=NITMV=y=Z=J=NINTP=
================================J=MIUMM=х=H=NITMM=y=Z=J=NITMM==========================EVKNOF=
еквівалентної системі= EVKNNFK= k= –= обумовлююче число системи=
EVKNNF=близьке до одиниціI=а системи=EVKNOF=–=близьке до=NNQK=І якщо=
представитиI= що при находженні коефіцієнтів системи= EVKNNF= і=
EVKNOF=була допущена похибка приблизно одного і того ж порядкуI=
то як слідує із формули=EVKPFI=результат рішення системиI=близький=
до=EVKNOFI=буде значно більше відрізнятися від точного рішенняI=ніж=
результат рішення системи близький до=EVKNNFK=ТомуI=система=EVKNOF=
являється погано обумовленоюI= у всякому випадку в порівнянні з=
системою=EVKNNFK=
=====Найкраще обумовленими матрицямиI=а відповідно і системамиI=
являються ортогональні матриціI= для яких= k= обумовлююче число=
дорівнює одиниціK=При множенні всіх елементів матриці на одне і=
те ж число= k =– =обумовлююче число не змінюєтьсяI =але якщо=
помножити один стовпчик або строчку матриці на дуже малеI=або=
дуже велике числоI=то=k=–=обумовлююче число зростаєK=
= = = = =ВиявляєтьсяI= що деякі види психологічних експериментів=
приводять до погано обумовлених системK= Так як погана=
обумовленість системи являється однією із головних причин=
низької точності результатів рішення системI=то у випадку поганої=
обумовленості переходять до еквівалентного перетворення таких=





































ДОДАТОК 1K Програма розрахунку визначника розмірами=PхPK=




































N= RPPINUSOЕ= = n= S= ORISЕ= = s=
O= NUUIONUЕ= = o= T= SUIOSЕ= = t=
P= SUIOSЕ= = p= U= ORISЕ= = u=
Q= NUUIONUЕ= = T= V= NMЕ= = Y=








































VK=Після кожного набору змінної натискується клавіша=bkTboK==
(Натиск даної клавіші позначений в протоколі буквою ЕFK=
NMK=Результат зчитується з екрану дисплеяK=
= =











OKOK До набору програми=
=
№ Оператори= Коментарії=
N= lk= Натиском клавіші= lk= включається=
мікропроцесор=
O= jlab= Вибір режиму роботи=
P= mold= Курсор підводиться на режим=
програмування=
Q= bkTbo= ПускI=фіксація режиму=mold=

































T= jAfk= Підведення курсора до набору=
головної програми=
U= bkTbo= Фіксація=
V= xhoAjbo]= Набір назви програми=
NM= bkTbo= Перехід до набору програми=






NR= fkpT= Доступ до режиму вибору оператора=
NS= mrint=IbkTbo= Вивід результату на екран дисплея=
NT= ‘wZ’=IwX= Значення=a=
NU= bka= Завершення програми=
= =
OKPK=Контрольний приклад=
= Коефіцієнти нормальних рівнянь при побудові істинної=









== OKQ=Протокол №O=контрольного розрахунку=
№= Введення=
даних=




N= NM=b= = A= NM= NUUIONU=b= = g=
O= ORIS=b= = B= NN= RPPINUSOb= = h=
P= SUIOS=b= = C= NO= NRQPIOMTb= = i=
Q= NUUIONUb== = a= NP= NUUIONUb= = j=
R= ORIS=b= = b= NQ= RPPINUSOb= = k=































= Продовження протоколу №O=контрольного розрахунку=
=
T= NUUIONUЕ= = d= NS= RQPIQMRNb= = Р=
U= RPPINUSOЕ= = e= NT= = OISUPSQQUV= aZT=






OK Підводиться курсор під=„O=ork”I=bkTboK=
PK Підводиться курсор під=„ml”=xКoAjbo]I=bkTboK=
QK Послідовно набираються значення АI=ВI=СIKKKKKI=РK=
RK Буквою Е позначений натиск клавіші=bkTboK=




На комп’ютері в редакторі= jicrosoft =lffice =bxcel = =необхідно=










Набирається визначник=a матриці=xA] в слідуючих клітинках=
 А= В= С= a=
N= = = = =
O= QRQPIQMRNOS= NRQPIQMRNOS= RPPINUSO= NUUIONU=
P= NRQPIOMTMS= RPPINUSO= NUUIONU= SUIOS=
Q= RPPINUSO= NUUIONU= SUIOS= ORIS=


































= = = = =Знак дорівнює необхідно ставити для тогоI =щоб процесор=
налаштувався на роботу з числовим масивомK= МОПРЕД=
набирається на російській мовіK=
=====Після відкривають дужку і на англійській мові задають крайній=
лівий і правий кути==числового масиву=E=в нашому випадку=AOWaR=FK=
Як тільки ми задаємо розміри масивуI =зразу ж синім=
кольором на дисплеї окреслиться даний числовий масивK=
Дві крапки ставляться також з англійського шрифтуK=
Деякі студенти замість двокрапки ставлять крапку з комою і=
навіть тиреI=що==призводить до спотворення результатівK=
При наборі визначника необхідно цілі числа відділяти=
комою із числового рядуK= Помилкою студентів є виділення цілих=
чисел від їх долей комою із буквенного рядуK=При цьому ком’ютер=
не може працювати з таким масивомK=






NK Набирається матриця=А в клітинках=АO==J=aR=
= A= B= C= a= b= c= d= e= f= g=
N= = = = = = = = = = =
O= QRQPIQMR= NRQPIOMT= RPPINUSO= NUUIONU= = SIONMOOQ= JQRIQOTN= NMTISMVS= JUOIOUOV= =
P= NRQPIOMT= RPPINUSO= NUUIONU= SUIOS= = JQRIQOTN= PPPIVOVQ= JTVRIOQN= SNNIQPPJ= =
Q= RPPINUSO= NUUIONU= SUIOS= ORIS= = NMTISMVS= JTVRIOQN= NVMRIMNN= NQTPIVO= =
R= NUUIONU= SUIOS= ORIS= NM= = JUOKOUOV= SNNIQPPP= NQTPIVO= NNQUIQMU= =
S= = = = = = = = = = =
=
OKВиділяється діапазон для оберненої матриці того ж розміру,почиJ
наючи з клітинкиI=у якій буде записана формула=EcOWfRFK=


































NK==Формула починається із знака дорівнює=„Z”K=
OK===На російській мові набирається==МОБРK=
PK==Переходять на англійську мову і набирають діапазон=
матриці буквами англійської мовиK=
QK==Двокрапкою відділяються крайній верхній кут першого=
елементу матриці і крайні нижній правий кутI=в якому находиться=
останній елементK=
RK====Цілі числа виділяються комою з числового рядуK=При=
відділенні цілих чисел комою з буквеного ряду процесор не читає=
числовий масивK=
SK======При виділенні діапазону масиву не двокрапкамиI=а тире=
або крапкою з комою дані будуть спотвореніK=
=
ДОДАТОК 5.  Рішення лінійних рівнянь за допомогою=
оберненої матриці в=bxcelK=
NK Поряд з оберненою матрицею набирається вектор вільних=
членів=
= = c= d= e= f= g= h= i= j=
N = = = = = = = = = =
O= = SIONMOOQ= JQRIQOTN= NMTISMVS= JUOIOUOV= = NQVOIOPT= = JQIRSUTR=
P= = JQRIQOTN= PPPIVOVQ= JTVRIOQN= SNNIQPP= = RUOIUN= = POISPSUQ=
Q= = NMTISMVS= JTVRIOQN= NVMRIMNN= JNQTPIVO= = OPTIN= = JUPINTNS=
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