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Abstract
It is known that a number of natural graph problems which are FPT parameterized by treewidth
become W-hard when parameterized by clique-width. It is therefore desirable to find a different
structural graph parameter which is as general as possible, covers dense graphs but does not incur
such a heavy algorithmic penalty.
The main contribution of this paper is to consider a parameter called modular-width, defined
using the well-known notion of modular decompositions. Using a combination of ILPs and dynamic
programming we manage to design FPT algorithms for Coloring and Partitioning into paths (and
hence Hamiltonian path and Hamiltonian cycle), which are W-hard for both clique-width and its
recently introduced restriction, shrub-depth. We thus argue that modular-width occupies a sweet
spot as a graph parameter, generalizing several simpler notions on dense graphs but still evading
the “price of generality” paid by clique-width.
1 Introduction
The topic of this paper is the exploration of the algorithmic properties of some structural graph pa-
rameters. This area is typically dominated by an effort to achieve two competing goals: generality
and algorithmic tractability. A good example of this tension is the contrast between treewidth and
clique-width.
A large wealth of problems are known to be FPT when parameterized by treewidth [6, 5, 4]. One
drawback of treewidth, however, is that this parameterization excludes a large number of interesting
instances, since, in particular, graphs of small treewidth are necessarily sparse. The notion of clique-
width (and its cousins rank-width [22] and boolean-width [7]) tries to ameliorate this problem by covering
a significantly larger family of graphs, including many dense graphs. As it turns out though, the price
one has to pay for this added generality is significant. Several natural problems which are known
to be fixed-parameter tractable for treewidth become W-hard when parameterized by these measures
[18, 17, 16].
It thus becomes an interesting problem to explore the trade-offs offered by these and other graph
parameters. More specifically, one may ask: is there a natural graph parameter which covers dense
graphs but still allows FPT algorithms for the problems lost to clique-width? This is the main question
motivating this paper. We first attempt to use the recently introduced notion of shrub-depth for this role
[20]. Shrub-depth is a restriction of clique-width which shows some hope, since it has been used to obtain
improved algorithmic meta-theorems. Unfortunately, as we will establish, the hardness constructions for
Coloring and Hamiltonian path used in [18] go through with small modifications for this restricted
parameter as well.
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The main contribution of this paper is then the consideration of a parameter called modular-width
which, we argue, nicely fills this niche. One way to define modular-width is by using the standard
concept of modular decompositions (see e.g. [24]), as the maximum degree of the optimal modular
decomposition tree. As a consequence, a graph’s modular-width can be computed in polynomial time.
Note that the concept of modular-width was already briefly considered in [8], but was then abandoned
in that paper in favor of the more general clique-width. To the best of our knowledge, modular-width
has not been considered as a parameter again, even though modular decompositions have found a large
number of algorithmic applications, including in parameterized complexity (see [21] for a general survey
and [26, 10, 1] for example applications in parameterized complexity).
We give here the first evidence indicating that modular-width is a structural parameter worthy
of further study. On the algorithmic side, modular-width offers a significant advantage compared to
clique-width, a fact we demonstrate by giving FPT algorithms for several variants of Hamiltonicity
and Chromatic number, all problems W-hard for clique-width. At the same time, we show that
modular-width significantly generalizes several simpler parameters, such as neighborhood diversity [23]
and twin-cover [19], which also allow FPT algorithms for these problems.
Our main algorithmic tool is a form of dynamic programming on the modular decomposition of
the input graph. Unlike dynamic programming on the more standard tree decompositions, the main
obstacle here is in combining the DP tables of the children of a node to compute the table for the node
itself. This is in general a hard problem, but we show that it can sometimes be made tractable if every
node of the decomposition has small degree, hence the parameterization by modular-width.
Even if the modular decomposition has small degree, combining the DP tables is still not necessarily
a trivial problem. A second idea we rely on (in the case of Hamiltonicity) is to use an Integer Linear
Program, whose number of variables is bounded by the number of modules we are trying to combine. It
is our hope that this technique, which seems quite general, will be applicable to other problems as well.
2 Preliminaries
We use standard notation from graph theory as can be found in, e.g., [9]. Let G be a graph. We denote
the vertex set of G by V (G) and the edge set of G by E(G). Let X ⊆ V (G) be a set of vertices of G.
The subgraph of G induced by X , denoted G[X ], is the graph with vertex set X and edges E(G)∩ [X ]2.
By G\X we denote the subgraph of G induced by V (G)\X . Similarly, for Y ⊆ E(G) we define G\Y to
be the subgraph of G obtained by deleting all edges in Y from G. For a graph G and a vertex v ∈ V (G),
we denote by NG(v) and NG[v] the open and closed neighborhood of v in G, respectively.
2.1 Considered Problems
We consider the following problems on graphs. Let G be a graph. A coloring of G is a function
λ : V (G) → N such that for every edge {u, v} ∈ E(G) it holds that λ(u) 6= λ(v). We denote by λ(G)
the set of colors used by the coloring λ, i.e., λ(G) = {λ(v) : v ∈ V (G) }, and by Λ(G) the set of all
colorings of G that use at most |V (G)| colors. The chromatic number of G, denoted by χ(G), is the
smallest number c such that G has a coloring λ with |λ(G)| ≤ c.
Graph Coloring
Input: A graph G.
Question: Compute χ(G).
Let G be a graph. A partition of G into paths is a set of disjoint paths of G whose union contains
every vertex of G. We denote by ham(G) the least integer p such that G has a partition into p paths.
Partitioning Into Paths
Input: A graph G.
Question: Compute ham(G).
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Hamiltonian Path
Input: A graph G.
Question: Does G have a Hamiltonian Path?
Hamiltonian Cycle
Input: A graph G.
Question: Does G have a Hamiltonian Cycle?
2.2 Parameterized Complexity
Here we introduce the relevant concepts of parameterized complexity theory. For more details, we refer
to text books on the topic [12, 15, 25]. An instance of a parameterized problem is a pair (I, k) where I
is the main part of the instance, and k is the parameter. A parameterized problem is fixed-parameter
tractable if instances (I, k) can be solved in time f(k)|I|c, where f is a computable function of k, and c is
a constant. FPT denotes the class of all fixed-parameter tractable problems. Hardness for parameterized
complexity classes is based on fpt-reductions. A parameterized problem L is fpt-reducible to another
parameterized problem L′ if there is a mapping R from instances of L to instances of L′ such that
(i) (I, k) ∈ L if and only if (I ′, k′) = R(I, k) ∈ L′, (ii) k′ ≤ g(k) for a computable function g, and
(iii) R can be computed in time O(f(k)|I|c) for a computable function f and a constant c. Central
to the completeness theory of parameterized complexity is the hierarchy FPT ⊆ W[1] ⊆ W[2] ⊆ . . . .
Each intractability class W[t] contains all parameterized problems that can be reduced to a certain
parameterized satisfiability problem under fpt-reductions.
2.3 Treewidth
The treewidth of a graph is defined using the following notion of a tree decomposition (see, e.g., [3]).
A tree decomposition of an (undirected) graph G = (V,E) is a pair (T, χ) where T is a tree and χ is
a labeling function that assigns each tree node t a set χ(t) of vertices of the graph G such that the
following conditions hold: (1) Every vertex of G occurs in χ(t) for some tree node t, (2) For every edge
{u, v} of G there is a tree node t such that u, v ∈ χ(t), and (3) For every vertex v of G, the tree nodes
t with v ∈ χ(t) form a connected subtree of T . The width of a tree decomposition (T, χ) is the size of
a largest bag χ(t) minus 1 among all nodes t of T . A tree decomposition of smallest width is optimal.
The treewidth of a graph G is the width of an optimal tree decomposition of G.
2.4 Shrub-depth
The recently introduced notion of shrub-depth [20] is the “low-depth” variant of clique-width, similar to
the role that tree-depth plays with respect to treewidth.
Definition 1. We say that a graph G has a tree-model of m colors and depth d ≥ 1 if there exists a
rooted tree T (of height d) such that
1. the set of leaves of T is exactly V (G),
2. the length of each root-to-leaf path in T is exactly d,
3. each leaf of T is assigned one of m colors (this is not a graph coloring, though),
4. and the existence of a G-edge between u, v ∈ V (G) depends solely on the colors of u, v and the
distance between u, v in T .
The class of all graphs having a tree-model of m colors and depth d is denoted by TMm(d).
Definition 2. A class of graphs G has shrub-depth d if there exists m such that G ⊆ TMm(d), while
for all natural m it is G 6⊆ TMm(d− 1).
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Note that Definition 2 is asymptotic as it makes sense only for infinite graph classes. Particularly,
classes of shrub-depth 1 are known as the graphs of bounded neighborhood diversity in [23], i.e., those
graph classes on which the twin relation on pairs of vertices (for a pair to share the same set of neighbors
besides this pair) has a finite index.
2.5 Properties of Shrupth-depth
In this section we will show some technical results that will later help us for our hardness proofs. For
two graphs G and H , let G ⊲⊳ H denote the set of graphs such that they consist of a copy of G, a copy
of H (disjoint from G) and arbitrary edges between vertices of G and H .
Proposition 1. Let G be a graph with tree-model TMG of height d which uses m colors and let H
be a graph. Then there exists, for every G′ ∈ G ⊲⊳ H, a tree-model of height d which uses at most
m · 2|V (H)| + |V (H)| colors.
Proof. For simplicity, we refer to copies of G and H in G′ by G and H . We fix arbitrary ordering of
V (H).
Since each vertex of G is adjacent to some subset of V (H) in G′, there are at most 2V (H) “types” of
vertices in G according to their neighborhoods in H . We extend the colors used in the leaves of TMG
by |V (H)| bits and for each leaf l of TMG, we set these bits as follows: we set the i-th bit to 1 iff the
vertex v of G which corresponds to l in TMG is adjacent to the i-th vertex of H in G
′. We denote this
new tree-model by TM+G.
Next, we construct a tree-model TMH of height one for H – it consists of a root vertex and V (|H |)
leaves, each of different color (we use new colors, different from those of TM+G).
Now we construct a tree-model TMG′ of G
′ – we connect the root of TMH to the root of TM
+
G by a
path of length d− 1 (to ensure that the leaf-to-root distance is the same in the whole tree-model; if the
height of TM+G is one, we identify the root of TMH with the root of TM
+
G.) It is not hard to see that
TMG′ is a tree-model of G
′:
• the edges in the “H”-part of G′ depend only on the colors of the subtree TMH of TMG′ ,
• the edges in the “G”-part of G′ depend only on the colors of the subtree TM+G of TMG′ and the
original distances in TMG (simply by looking at the colors of leaves before adding new bits, i.e.
ignoring additional bits),
• the edges between the vertices of “H”- and “G”-parts depend only on the colors used in the
“H”-part and the newly added bits in the “G”-part of G′ (all are at distance 2d in TMG′),
• none of these three edge-dependencies affect the other two.
Proposition 2. Let G be a graph, S a subset of its vertices, and TMG its tree-model of height dG and
mG colors. Let H be a graph, R a subset of its vertices, and TMH its tree-model of height dH and mH
colors. Assume that dH ≤ dG. Then the graph G
′ obtained by taking a copy of G, a copy of H, and
making each vertex from S adjacent to each vertex of R has a tree-model TMG′ of height d and at most
2mG + 2mH colors.
Proof. We assume that the sets of colors in TMG and TMH are disjoint. The proof uses the same idea
as the proof of Proposition 1. First, we extend the colors in both TMH and TMG by one additional
bit. For a leaf of TMG, we set this bit to 1 iff the corresponding vertex of G is in S. Similarly, for a
leaf of TMH , we set this bit to 1 iff the corresponding vertex of H is in R. We denote the tree-models
obtained in this way by TM+G and TM
+
H .
Now we construct TMG′ by connecting the root of TMH to the root of TMG by a path of length
dG − dH (or identify these two roots if dG = dH). The distances between the pairs of leaves in both
“G”- and “H”-parts of TMG′ are the same as they were in TMG and TMH ; their original colors can be
“recovered” by simply ignoring the newly added bit. The existence of an edge between a vertex from G
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and a vertex from H in G′ is determined by TMG′ by the value of the additional bit and the fact that
their colors come from different tree-models (the sets of colors were disjoint); the distance between them
is always 2d. Thus, TMG′ is indeed a tree-model of G
′. Since the numbers dG and dH were doubled
by adding a new bit to each color and since TMG′ does not use any other color, the Proposition is now
proved.
Proposition 3. Let G be a graph with a tree-model TMG of height d and m colors and let R be a subset
of V (G). Let H be a graph and S be a subset of V (H). Let G′ be the graph obtained from G by creating
|R| copies of H indexed by vertices of R and making each v ∈ R adjacent to the vertices Sv of Hv. Then
G′ has a tree-model TMG′ of height d+ 1 and m+ |V (H)| colors.
Proof. We extend the set of colors used in TMG by |V (G)| new colors. The construction of TMG′ from
TMG is simple – for each v ∈ R, replace its corresponding leaf l in TMG by a tree of height one which
has:
• leaf l′ with the same color as l
• |V (H)| leaves, each with different color from the newly created colors
For each v 6∈ R, subdivide once the edge to which its corresponding leaf was adjacent in TMG (to have
the same leaf-to-root distance in the whole TMG′).
It is easy to see that TMG′ is indeed a tree-model of G
′ – for each v ∈ R the leaves corresponding
to v and V (Hv) in TMG′ are at distance two from each other and the adjacency depends only on the
colors. The color of each leaf corresponding to v ∈ V (G) remained the same, and the distance between
each pair of such leaves was increased by 2.
Lemma 1. Let G be a class of graphs which admit a tree-decomposition of width w and height d. Then
G has shrub-depth d+ 1.
Proof. Let G ∈ G. We proceed by induction on the height d of a tree-decomposition (T, χ) of G of width
at most w.
If the height is 0, then the tree-decomposition consists of 1 bag which contains at most w vertices.
A tree-model of height 1 for the graph induced by this bag can be easily constructed – create a tree of
height 1, with 1 leaf for every vertex in the bag and assign each leaf a different color. For graphs of
treewidth w, these tree-models always use at most w colors.
If the height of T is d, we take a root bag Br (by root bag we mean any bag whose distance to any
other bag is at most d) of the tree-decomposition and create a tree-model TMr of height one for the
graph induced by the bag; this requires at most w colors. After deleting this bag from the decomposition,
we are left with a collection of tree-decompositions of height d− 1. We delete all vertices of Br from all
bags of these decompositions. By the induction hypothesis, the graphs induced by these decompositions
have tree-models of height d with at most m colors (for some natural m, which depends only on d and
w). Let us denote these tree-models by TMi.
Now we construct a tree-model TM− of height d+1 by introducing a root vertex r and connecting the
root of each TMi to r. This is a tree-model of G\Br , which usesm colors. Since G ∈ G[Br] ⊲⊳ G[G\Br ],
we can use Proposition 1 to conclude that there exists a tree-model TMG of G of height d + 1 which
uses at most m · 2w + w colors. Since neither m or w depend on particular choice of G, this concludes
the proof.
2.6 Modular-Width
For our algorithms we consider graphs that can be obtained from an algebraic expression that uses the
following operations:
(O1) create an isolated vertex;
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(O2) the disjoint union of 2 graphs, i.e., the disjoint union of 2 graph G1 and G2, denoted by
G1 ⊕G2, is the graph with vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪E(G2);
(O3) the complete join of 2 graphs, i.e., the complete join of 2 graphs G1 and G2, denoted by
G1⊗G2, is the graph with vertex set V (G1)∪ V (G2) and edge set E(G1)∪E(G2)∪ { {v, w} : v ∈
V (G1) and w ∈ V (G2) };
(O4) the substitution operation with respect to some graph G with vertices v1, . . . , vn, i.e.,
for graphs G1, . . . , Gn the substitution of the vertices of G by the graphs G1, . . . , Gn, denoted
by G(G1, . . . , Gn), is the graph with vertex set
⋃
1≤i≤n V (Gi) and edge set
⋃
1≤i≤n E(Gi) ∪
{ {u, v} : u ∈ V (Gi) and v ∈ V (Gj) and i 6= j }. Hence, G(G1, . . . , Gn) is obtained from G
by substituting every vertex vi ∈ V (G) with the graph Gi and adding all edges between the
vertices of a graph Gi and the vertices of a graph Gj whenever {vi, vj} ∈ E(G).
Let A be an algebraic expression that uses only the operations (O1)–(O4). We define the width of A as
the maximum number of operands used by any occurrence of the operation (O4) in A. It is well-known
that the modular-width of a graph G, denoted mw(G), is the least integerm such that G can be obtained
from such an algebraic expression of width at most m. Furthermore, an algebraic expression of width
mw(G) can be constructed in linear time [27].
2.7 Integer Linear Programming
For our algorithms, we use the well-known result that Integer Linear Programming is fixed-
parameter tractable parameterized by the number of variables.
Integer Linear Programming Feasibility Parameter: p
Input: A matrix A ∈ Zm×p and a vector b ∈ Zm.
Question: Is there a vector x ∈ Zp such that Ax ≤ b?
Proposition 4 ([14]). Integer Linear Programming Feasibility is fixed-parameter tractable and
can be solved in time O(p2.5p+o(p) · L) where L is the number of bits in the input.
3 Hardness for Problems on Shrub-depth
In this section we give evidence that the recently introduced parameter shrub-depth is not restrictive
enough to obtain fixed-parameter algorithms for problems that are W[1]-hard on graphs of bounded
cliquewidth. In particular, we show that Graph Coloring and Hamiltonian Path are W[1]-hard
parameterized by the number of colors (used in a tree-model of the input graph) on classes of graphs
of shrub-depth 5. Note that restricting the shrub-depth means restricting the height of the tree-model
that can be employed and for every restriction on the height of the tree-model the number of colors
needed to model the graph gives a different parameter. In particular, if we restrict the shrub-depth
to 1 the number of colors of the tree-model corresponds to the neighborhood diversity of a graph.
This implies that Graph Coloring and Hamiltonian Path become fixed-parameter tractable when
parameterized by the number of colors (used in a tree-model of the input graph) on classes of graphs of
shrub-depth 1 [23]. It is an interesting open question what is the least possible shrub-depth that allows
for fixed-parameter algorithms for the problems Graph Coloring and Hamiltonian Path.
Theorem 1. Graph Coloring parameterized by the number of colors (used in a tree-model of the
input graph) is W[1]-hard on classes of graphs of shrub-depth 5.
We will prove the above theorem after showing the following lemma.
Lemma 2. Equitable Coloring is W[1]-hard parameterized by the variant of treewidth, where the
height of the tree (of the tree-decomposition) is at most 3.
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Proof. Our proof uses the same reduction as the proof of [13, Theorem 5.]. We only show that the
tree-decompositions of the graphs constructed there have height at most 3.
The graph G′ constructed in [13] consists of a disjoint union of trees of height 2. Hence, the tree-
decomposition of G′ has height at most 3. The next step in their construction is to add an appropriate
number of isolated vertices to G′. This step does not increase the height of the tree-decomposition any
further.
The final step of their reduction consists of adding a clique and connecting some vertices of the
clique to some vertices of the graph constructed above. Hence, a tree-decomposition of height 3 for the
whole graph can be obtained by adding all vertices of the clique to every bag of the already constructed
tree-decomposition.
Proof of Theorem 1. Our proof uses the same reduction from Equitable Coloring on graphs of
bounded treewidth as the proof of [16, Theorem 3.2]. We only show that the graphs constructed
there have tree-models of height at most 5 that use at most f(w) colors, where the input graph G has
a tree-decomposition of width w and height 3.
For the input graph G, we consider its tree-model TMG of height 4 and with at most m colors (for
some m which does not depend on G) whose existence is guaranteed by Lemma 1 and Lemma 2. We
replace each leaf of TMG by a tree of height one which has the following leaves:
• vertex u which was replaced from the original tree-model, with the same color as u had in TMG
• r vertices colored by S1 to Sr
• r vertices colored by P1 to Pr
We create a tree-model for the clique PM of size r, where each vertex has a different color pi, 1 ≤ i ≤ r.
Finally, we create tree-models of height 1 for cliques Ci (1 ≤ i ≤ r) of size n
r−1
r
, each of them fully
colored by color ci.
For each i ∈ {1, . . . r}, the union of all vertices colored by Si (Pi) corresponds to the set Si (Pi)
in [16, Theorem3.2], respectively. Similarly graphs PM , C1, . . . Cr correspond to their counterparts of
the same name in [16, Theorem3.2].
We connect the roots of tree-models of PM , C1, . . . Cr to the root of TMG (by a path of appropriate
length, so that the leaf-to-root distance is the same in the whole tree) to obtain TM′G.
The height of TM′G is 5, because the height of TMG was 4 and during the construction the height
increased by one (by replacing leaves by trees of height one).
Now we describe the edges and their dependencies in TM′G:
• all edges from the original graph remain the same, TM′ clearly encodes this information, since the
only thing that changed is that the distance between every pair u, v of leaves from the original
tree-model increased by 2;
• we make each u adjacent to each vertex with label Pi (for all i ∈ {1, . . . , r}, in the whole tree-
model), i.e. for all distances between leaves, all the vertices colored by colors of the original
tree-model are adjacent to all the vertices colored by Pi;
• we make each u adjacent to “its” vertices colored by Si, (for all i ∈ {1, . . . , r}) i.e. for distance 2,
all vertices which have colors from the original tree-model are adjacent to all the vertices colored
by Si, i ∈ {1, . . . , r};
• we make each vertex colored by Si adjacent to the whole clique PM except for a vertex colored by
pi, i.e. for distance 10, each vertex colored by Si is adjacent to each vertex colored by pj, except
when i = j;
• for distance 2, vertices colored Pi and Sj are not adjacent if i = j, and are adjacent if i 6= j. For
distance higher than 2, vertices colored by Pi and Sj are adjacent, whether i = j or not;
• we make, for each i, every vertex of Ci adjacent to all vertices of colored by Si, i.e. for distance
10, vertices colored by ci and Si are adjacent, for i ∈ {1, . . . , r}
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• we make, every vertex of Ci adjacent to all vertices colored by Pj , i 6= j, i.e. for distance 10,
vertices colored by ci and Pj , for all i, j ∈ {1, . . . , r} are adjacent, except when i = j.
The reduction from [16, Theorem3.2] is now completed, and TM′G represents the resulting graph of this
reduction. We used at most m colors of the tree-model of original graph and 4r new colors Si, Pi, ci, pi.
The number of colors in TM′G therefore bounded by m+ 4r, which concludes the proof.
Theorem 2. Hamiltonian Path parameterized by the number of colors (used in a tree-model of the
input graph) is W [1]-hard on class of graphs of shrub-depth 5.
We observe that the reduction showing W [1]-hardness of Capacitated Dominating Set on
bounded treewidth given in [11] actually shows that this problem is W [1]-hard with respect to the
variant of treewidth, where the height of the tree (of the tree-decomposition) is at most 2.
We then proceed by showing that the reduction given in [18] from Capacitated Dominating Set
parameterized by treewidth to Hamiltonian Path parameterized by cliquewidth produces graphs of
shrub-depth at most 5.
Proposition 5. Capacitated Dominating Set is W [1]-hard when parametrized by the variant of
treewidth, where the height of the tree (of the tree-decomposition) is at most 2.
Proof. Our proof uses the same reduction as the proof of [11, Theorem 1.]. We only show that the
tree-decompositions of the graphs constructed there have height at most 2. Indeed, in the graph H
constructed in [11, Section 3.1.], delete the sets Si and Si,j and all the vertices xi, yi, zi, pi,j , qi,j . After
this, we are left with a forest of height 1, which has a tree-decomposition of height 2. After adding all
deleted vertices to each bag, we obtain a tree-decomposition of the whole graph of height 2 and of width
O(k4).
Proof of Theorem 2. We use the reduction from [18, Theorem 5.1]. We show that when the instances
of Capacitated Dominating Set have a tree-decomposition of height 2, then the graphs we obtain
by their reduction have shrub-depth at most 5.
First we argue that, when we begin with the graph G which has a tree-decomposition of height 2, the
graph G′(c′) has a tree-decomposition of height 3. The graph G′(c′) is the graph obtained after the first
step of the reduction with an assumption that the capacity of each vertex is exactly one. This graph
is basically obtained by replacing each vertex of G by a gadget and replacing each edge of G by two
gadgets. Since these gadgets have constant size, one can just replace each occurrence of vertex v in the
tree-decomposition of G by a gadget, and “hang” the bag containing the pair of gadgets corresponding
to an edge u, v in G to any bag which contained these two vertices in the original tree-decomposition.
This increases the height of the tree-decomposition by at most one.
By Lemma 1, the resulting graph has a tree-model TM1 of height 4 and at most m colors, for some
natural m (which depends only on the height of the newly created tree-decomposition (3) and its width
w′, which is bounded by a constant multiple of w).
Graph G′(c) is obtained from G′(c′) by adding vertices, each of which is a twin of some vertex from
G′(c′). Even though this can in general affect the number of colors in the tree-model of a graph, in
this particular instance it is not the case – each vertex to which we add twin vertices has two neighbors
and is the only vertex which has this neighborhood. We can therefore construct the tree-model TM2 of
G′(c) by simply adding siblings (with the same color) to the corresponding leafs of TM1.
The second part of the reduction consists of introducing a graph which consists of 2 new vertices
connected by an appropriate number of paths of length two. Let Y denote the set of middle vertices
of these paths. All vertices from Y are connected to some subset of V (G′(c)). It is easy to construct a
tree-model of height 1 with 2 colors for this graph (root, one color for vertices of Y and one color for
remaining two vertices) and therefore by Proposition 3 there exists a tree-model TM3 of the resulting
graph of height 4 and with 2m+ 4 colors.
Next, to some subset of vertices of the graph induced by TM3, a copy of a gadget of fixed size c is
connected (in the same fashion for all vertices). The tree-model of this gadget of height 1 with c colors
is easy to construct and therefore by Proposition 2 the tree-model TM4 of the graph obtained in this
way has height 5 and at most 2m+ 4 + c colors.
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Figure 1: Relationship between vertex cover (vc), neighborhood diversity (nd), twin-cover (tw), modular-
width (mw), shrub-depth (sd), treewidth (tw), and clique-width (cw). Arrows indicate generalizations,
e.g., modular-width generalizes both neighborhood diversity and twin-cover.
After this, two specific vertices x and y of each of these newly added gadgets are connected to the
whole Y . By the construction from the proof of Proposition 2 each vertex from Y now has one of two
colors in TM4 and no vertex outside Y has any of these colors. By the construction from the proof of
Proposition 3 the copies of vertices x and y have the same colors in the whole TM4, and no other vertex
has this color. It follows that these newly added edges depend only on the colors of the leaves of the
tree-model.
The final step of reduction consists of adding an independent set, which is connected to some subset
of G′. An independent set has tree-model of height 1 and 1 color and therefore by Proposition 2 the
resulting graph has tree-model TM5 of height 5 and at most 2(2m+ 4 + c) + 2 colors.
Since neither m nor c depend on the choice of G, the theorem is now proved.
4 Modular-Width and Other Parameters
In this section we study the relationships of modular-width, shrub-depth and other important width
parameters. Of particular importance is the observation that modular-width generalizes the recently
introduced parameters neighborhood diversity [23] and twin-cover [19]. Both of these parameters have
been introduced to obtain FPT algorithms on dense graphs for problems that are hard for clique-width.
Figure 1 summarizes these relationships. Most of these relationships are well-known or have recently
been shown in [23, 19, 20, 8]. Consequently, we only show the relationships whose proofs cannot been
found anywhere else.
Theorem 3. Let G be a graph. Then mw(G) ≤ nd(G) and mw(G) ≤ 2tc(G)+tc(G). Furthermore, both
inequalities are strict, i.e., there are graphs with bounded modular-width and unbounded neighborhood
diversity (or unbounded twin-cover number).
Proof. Let G be a graph. Using the definition of neighborhood diversity from [23] it follows that G has
a partition {V1, . . . , Vnd(G)} of its vertex set such that for every 1 ≤ i ≤ nd(G) it holds that the graph
G[Vi] is either a clique or an independent set and for every 1 ≤ i < j ≤ nd(G), either all vertices in Vi
are adjacent to all vertices of Vj or G contains no edges between vertices in Vi and vertices in Vj . Let
G′ be the graph with vertex set v1, . . . , vnd(G) and an edge between vi and vj if and only if the graph
G contains all edges between vertices in Vi and vertices in Vj . Then G = G
′(G[V1], . . . , G[Vnd(G)]).
Furthermore, because for every 1 ≤ i ≤ nd(G), Vi is either a clique or an independent set, we can obtain
the graph G[Vi] from an algebraic expression Ai that uses only the operations (O1)–(O3). Substituting
the algebraic expressions Ai for every G[Vi] into G
′(G[V1], . . . , G[Vnd(G)]) gives us the desired algebraic
expression for G of width nd(G).
Let G be a graph. Using the definition of twin-cover from [19] it follows that there is a set C of
at most tc(G) vertices of G such that every component C′ of G \ C is a clique and every vertex in
C′ is connected to the same vertices in C. Let C1, . . . , Cl be sets of components of G \ C such that 2
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components of G\C are contained in the same set Ci if and only if their vertices have the same neighbors
in C. Because there are at most 2|C| possible such neighborhoods, we obtain that l ≤ 2|C|. Let G′ be
the graph with vertices C ∪ {c1, . . . , cl} and edges E(G[C]) ∪ { {ci, vi} : vi ∈ NG(Ci) }. Then G =
G′(v1, . . . , v|C|, G[C1], . . . , G[Cl]). Furthermore, because the graphs G[Ci] are disjoint unions of cliques,
we can obtain each of these graphs from an algebraic expression Ai that uses only the operations (O1)–
(O3). Substituting the algebraic expressions Ai for every G[Ci] into G
′(v1, . . . , v|C|, G[C1], . . . , G[Cl])
gives us the desired algebraic expression for G of width 2|C| + |C| ≤ 2tc(G) + tc(G).
To see that both inequalities are strict we refer the reader to [20, Example 5.4 a)]. The example
exhibits a family of co-graphs, i.e., graphs of modular-width 0, with unbounded neighborhood diversity
and unbounded twin-cover number.
The following theorem shows that modular-width and shrub-depth are orthogonal to each other.
Theorem 4. There are classes of graphs with unbounded modular-width and bounded shrub-depth and
vice versa.
Proof. Let Sn be the graph obtained from a star (with n leaves) after subdividing every edge exactly
once and let S be the class of all these graphs. Because Sn is a prime graph, its modular-width equals
its number of vertices, i.e., 2n + 1. Consequently, S has unbounded modular-width. We next show
that S has shrub-depth at most 2 by showing that Sn has a tree-model of height 2 that uses at most 3
colors. The tree-model consists of a root r that has n+1 children, such that n of these children (which
correspond to the n edges around the center of the star) have 2 children themselves colored by color 1
and 2, respectively, and the remaining child has only 1 child (which corresponds to the center of the
star) which is colored by color 2. Then Sn can be defined in this tree-model.
To show the “vice versa” part of the theorem, we refer the reader to [20, Example 5.4 a)]. The
example gives a family of co-graphs, i.e., graphs with modular-width 0, that has unbounded shrub-
depth.
The next theorem shows that also shrub-depth generalizes neighborhood diversity and twin-cover.
Theorem 5. Let G be a class of graphs. If G has bounded neighborhood diversity or bounded twin-cover
number then G has shrub-depth at most 2. Furthermore, there are classes of graphs that have unbounded
neighborhood diversity and twin-cover number but shrub-depth 2.
Proof. Suppose that G has bounded neighborhood diversity, i.e., there is some natural number c such
that nd(G) ≤ c for every G ∈ G. We show that every graph G ∈ G has a tree-model of height at most 1
that uses at most nd(G) ≤ c colors. Using the definition of neighborhood diversity from [23] it follows
that G has a partition {V1, . . . , Vnd(G)} of its vertex set such that for every 1 ≤ i ≤ nd(G) it holds that
the graph G[Vi] is either a clique or an independent set and for every 1 ≤ i < j ≤ nd(G), either all
vertices in Vi are adjacent to all vertices of Vj or G contains no edges between vertices in Vi and vertices
in Vj . Then the tree-model for G consists of a root r and 1 leave for every vertex v in G with color i if
v ∈ Vi.
Now, suppose that G has bounded twin-cover, i.e., there is some natural number c such that tc(G) ≤ c
for every G ∈ G. We show that every graph G ∈ G has a tree-model of height at most 2 that uses at
most 2tc(G)+ tc(G) ≤ 2c+ c colors. Using the definition of twin-cover from [19] it follows that there is a
set W = {w1, . . . , wtc(G)} of tc(G) vertices of G such that every component C
′ of G \W is a clique and
every vertex in C′ is connected to the same vertices in W . Let C11 , . . . , C
1
p1
, . . . , Cl1, . . . , C
l
pl
be all the
components of G \W such that 2 components Cj1i1 and C
j2
i2
have the same neighborhood in W if and
only if j1 = j2. Because there are at most 2
|W | possible such neighborhoods, we obtain that l ≤ 2|W |.
We construct a tree-model of G as follows. We start with the root node r, which has 1 child, say Cji ,
for every component of G \W , and 1 child (which is also a leaf of the tree-model), say wi, with color
l + i for every 1 ≤ i ≤ |W |. Finally, every node Cji has |V (C
j
i )| children (which are also leaves of the
tree-model) with color j. This finishes the construction of the tree-model for G.
To see that there are classes of graphs that have unbounded neighborhood diversity and twin-cover
number but shrub-depth 2, consider the class S from the proof of Theorem 4. As shown in Theorem 4
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S has unbounded modular-width but shrub-depth 2. It now follows from Theorem 3 that S has also
unbounded neighborhood diversity and unbounded twin-cover number.
5 Algorithms on Modular-width
In this section we show that Partitioning Into Paths, Hamiltonian Path, Hamiltonian Cycle,
and Coloring are fixed-parameter tractable parameterized by the modular-width of the input graph.
Our algorithms use a bottom-up dynamic programming approach along the parse-tree of an algebraic
expression as defined in Section 2.6. That is for every node of such a parse-tree we compute a solution
(or a record representing a solution) given solutions (or records) for the children of the node in the
parse-tree. The running time of our algorithms is then the number of nodes in the parse-tree times
the maximum time spend at any node of the parse-tree. Because the number of nodes of a parse-tree
is linear in the number of vertices of the created graph, it suffices to bound the maximum time spend
at any node of the parse-tree. Furthermore, because the operations (O1)–(O3) can be replaced by one
operation of type (O4) that uses at most 2 operands, we only need to bound the time spend to compute
a record for the graph obtained by operation (O4). To avoid cumbersome run-time bounds we use the
notation O+ to suppress poly-logarithmic factors, i.e., we write O+(f) when we have O(f logd f) for
some constant d.
5.1 Coloring
This section is devoted to a proof of the following theorem. Recall the definition of Graph Coloring
and related notions from Section 2.1.
Theorem 6. Graph Coloring parameterized by the modular-width of the input graph is fixed-parameter
tractable.
As outlined above we only need to bound the time spend to compute a record for a node of type
(O4) of the parse-tree. In the case of Graph Coloring a record is simply the chromatic number of
the graph. Hence, we will have shown the theorem after showing the following lemma.
Lemma 3. Let G be a graph with vertices v1, . . . , vn, G1, . . . , Gn be graphs, and H := G(G1, . . . , Gn).
Then χ(H) can be computed from χ(G1), . . . , χ(Gn) in time O
+(2nn2max1≤i≤n χ(Gi)).
We will prove the lemma by reducing the coloring problem to the following problem.
Max Weighted Partition
Input: An n-element set N and functions f1, . . . , fk from the subsets of N to integers from the
range [−M,M ].
Question: A k-partition (S1, . . . , Sk) of N that maximizes f1(S1) + · · ·+ fk(Sk).
Proposition 6. ( [2, Theorem 4.]) Max Weighted Partition can be solved in time O+(2nk2M).
To simplify the reduction to Max Weighted Partition we need the following Proposition and
Lemma.
Proposition 7 ([23]). Let G be a graph with vertices v1, . . . , vn and s1, . . . , sn be natural numbers. Then
χ(G(Ks1 , . . . ,Ksn)) = minλ∈Λ(G)(
∑
c∈λ(G)max{ si : vi ∈ λ
−1(c) }).
Lemma 4. Let G be a graph with vertices v1, . . . , vn, G1, . . . , Gn be graphs, HK := G(Kχ(G1), . . . ,Kχ(Gn)),
and H := G(G1, . . . , Gn). Then χ(HK) = χ(H).
Proof. We will show that for every coloring λ of H there is a coloring λK of H
′ that uses no more
colors, i.e., |λK(HK)| ≤ |λ(H)|, and vice versa. Let λ be a coloring for H . Then for every 1 ≤ i ≤ n
the number of colors used to color the copy of Gi in H is at least χ(Gi). Hence, we can use a subset of
these colors to color the copy of Kχ(Gi) in HK .
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For the reverse direction, let λK be a coloring for HK . Then for every 1 ≤ i ≤ n the number of
colors used to color the copy of Kχ(Gi) in HK is χ(Gi). Hence, we can use the same colors to color the
copy of Gi in H .
We can now proceed with a proof of Lemma 3.
of Lemma 3. We reduce the coloring problem to the Max Weighted Partition problem as follows:
We set N := V (G) and f1(S) = · · · = fk(S) = −max{χ(Gi) : vi ∈ S } for every subset S of N .
It follows from Proposition 7 and Lemma 4 that the maximum weight of a partition of this instance
corresponds to the chromatic number χ(H). Hence, the lemma follows from Proposition 6.
5.2 Partitioning into Paths
This section is devoted to a proof of the following theorem. Recall the definition of Partitioning Into
Paths and related notions from Section 2.1.
Theorem 7. Partitioning Into Paths (and hence also Hamiltonian Path and Hamiltonian
Cycle) parameterized by the modular width of the input graph is fixed-parameter tractable.
As outlined above we only need to bound the time spend to compute a record for a node of type
(O4) of the parse-tree. In the case of Partitioning Into Path a record of a graph G is the pair
(ham(G), |V (G)|). Hence, we will have shown the theorem after showing the following lemma. From now
on we will assume that G is a graph with vertices v1, . . . , vn, G1, . . . , Gn are graphs, H = G(G1, . . . , Gn),
and m = |E(G)|.
Lemma 5. Given the graph G and the pairs (ham(G1), |V (G1)|), . . . , (ham(Gn), |V (Gn)|) the pair
(ham(H), |V (H)|) can be computed in time O+
(
ham (H)
(
(m+ n)2n + n (2(m+ n))
5(m+n)+o(m+n)
))
The remainder of this section is devoted to a proof of this lemma.
For a graph G and an integer i we define the graph G⊕i as the graph with vertex set V (G)∪{1, . . . , i}
and edge set E(G) ∪ { {v, j} : v ∈ V (G) and 1 ≤ j ≤ i }, i.e., the graph G ⊕ i is obtained from G by
adding i vertices and connect them to every vertex in G.
Proposition 8. Let G be a graph and
h(G) = min{ i : G⊕ i has a Hamiltonian cycle }. Then ham(G) = h(G).
Proof. We first show that h(G) ≤ ham(G). Let {P1, . . . , Pham(G)} be a partition of G into paths. Then
G⊕ham(G) contains the Hamiltonian cycle 1, P1, 2, P2, . . . , ham(G), Pham(G), 1, as required. It remains
to show that ham(G) ≤ h(G). Let C be a Hamiltonian cycle in G⊕ h(G). Then C \ {1, . . . , h(G)} is a
partition of G into at most h(G) disjoint path, as required.
A slightly less general version of the following lemma has already been proven in [23].
Lemma 6. Let Hamiltonian Cycle be the ILP with variables { eij, eji : {vi, vj} ∈ E(G) } and
constraints:
For every 1 ≤ i ≤ n:
(1)
∑
j∈{ l : vl∈NG(vi) }
eij =
∑
j∈{ l : vl∈NG(vi) }
eji (“incoming = outgoing”)
(2)
∑
j∈{ l : vl∈NG(vi) }
eij ≤ |V (Gi)| (at most |V (Gi)|)
(3) ham(Gi) ≤
∑
j∈{ l : vl∈NG(vi) }
eij (at least ham(Gi))
For every partition of V (G) into vertex sets A and B:
(4)
∑
1≤i<j≤n : {vi,vj}∈E(G)∧|e∩A|=1
eij + eji ≥ 1 (“connectivity”)
For every variable eij :
(5) eij ≥ 0.
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Then H has a Hamiltonian cycle if and only if the ILP Hamiltonian Cycle is feasible. Furthermore,
the size of the ILP is at most O+(m2n) and it has 2m variables.
Proof. The size bound on the ILP Hamiltonian Cycle is obvious. Suppose that H has a Hamiltonian
cycle C. W.l.o.g. we can assume that C is directed. For every {vi, vj} ∈ E(G) we set eij to be the
number of arcs (x, y) in C such that x ∈ V (Gi) and y ∈ V (Gj) and similarly we set eji to be the number
of arcs (x, y) in C such that x ∈ V (Gj) and y ∈ V (Gi). Then, because C is a Hamiltonian cycle of H ,
this assignment of eij and eji satisfies the constrains (1)–(5), as required.
For the reverse direction, suppose that the ILP Hamiltonian Cycle is feasible and let β be an
assignment of the variables eij and eji witnessing this. Let G
′ be the directed multigraph obtained
from G by replacing every edge {vi, vj} with β(eij) parallel arcs from vi to vj and β(eji) parallel arcs
from vj to vi. Because of the constrains (1), (4), and (5), it follows that G
′ contains a directed eularian
tour T , i.e., a closed directed walk that visits all the arcs of G′ exactly once. Clearly, when fixing any
vertex of G′, the tour T defines an ordering of the arcs of G′. Let π be any such ordering of the arcs
of G′. For every 1 ≤ i ≤ n, let Pi = (P
i
1, . . . , P
i
pi
) be a partition of Gi into pi disjoint paths, where
pi =
∑
j∈{ l : vl∈NG(vi) }
eij . Because of the constrains (2) and (3) we know that such a partition exists
for every 1 ≤ i ≤ n. For every arc a = (vi, vj) in T where a is the l-th arc leaving vi in T and a is
the l′-th arc entering vj in T (according to the ordering π), we denote by e(a) the edge of H from the
second endpoint of P il to the first endpoint of P
j
l′ . Then the edges in { e(a) : a ∈ T } together with the
edges of all the path P 11 , . . . , P
n
pn
form a Hamiltonian cycle in H , as required.
Lemma 7. Given the graph G and the pairs (ham(G1), |V (G1)|), . . . , (ham(Gn), |V (Gn)|) it can be
decided whether the graph H has a Hamiltonian cycle in time O+(m2n + (2m)5m+o(m)n).
Proof. To decide whether the graph H has a Hamiltonian cycle we construct and solve the ILP Hamil-
tonian Cycle from Lemma 6. The running time of this algorithm is then the time it takes to con-
struct the ILP, i.e., O+(m2n), plus the time needed to solve the ILP, i.e., O+((2m)5m+o(m) log(m2n)) ∈
O+((2m)5m+o(m)n) using Proposition 4. This concludes the proof of the Lemma.
We are now ready to show Lemma 5.
Proof of Lemma 5. Clearly, |V (H)| =
∑
1≤i≤n |V (Gi)| so it remains to show how to compute ham(H).
Because of Proposition 8 ham(H) is equal to the minimum positive integer 1 ≤ l ≤ |V (H)| such that
the graph H ⊕ l has a Hamiltonian cycle. For every 1 ≤ l ≤ |V (H)| the graph H ⊕ l is equal to
the graph G′(G1, . . . , Gn, Il) where G
′ is the graph obtained from G by adding one vertex vn+1 and
making it adjacent to all vertices of G, and the graph Il is the independent set on l vertices. Because
ham(Il) = |V (Il)| = l we can use Lemma 7 to decide whether the graph H ⊕ l has an Hamiltonian cycle
in time O(m′2n
′
+(2m′)5m
′+o(m′)n′) where n′ = n+1 and m′ = m+n. This concludes the proof of the
lemma.
6 Conclusion
We examined some of the algorithmic properties of modular-width, a natural structural parameter. Our
results indicate that this is a notion which may be worthy of further study independently of its more
famous cousin, clique-width, since it its decreased generality does offer some algorithmic pay-off.
As a direction for further research, it would be interesting to see if more problems which are hard for
clique-width (or even for treewidth) become tractable for modular-width. Two prime suspects in this
category are Edge Dominating Set and Partition into Triangles.
Beyond that, it would be interesting to investigate if the techniques of this paper can be further
generalized, perhaps eventually leading to meta-theorem-like results. In particular, our ILP-based so-
lution for Hamiltonicity may be applicable (with some modifications) to other problems. One may
ask: what properties must a problem possess for us to be able to give a straightforward DP algorithm
that uses ILPs to combine the tables?
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The main property that a problem should satisfy for these ideas to apply is that the sets of partial
solutions arising in the dynamic programming formulation should be convex. Convexity is important
here, since we would like to be able to express the information contained in the DP tables using linear
constraints, in order to use an ILP. Convexity was easy to establish in the case of Partition into
Paths and similar problems, since the set of feasible partial solutions is the set of integers k such that
there exists a partition of a subgraph into k paths. If one knows the minimum feasible k, all larger
integers are also feasible and this is trivially a convex set. The question then becomes, are there any
other natural problems where convexity can be established (perhaps non-trivially) and used in this way?
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