Computationally efficient classification system architecture is proposed. It utilizes fast tensorvector multiplication algorithm [1] to apply linear operators upon input signals. The approach is applicable to wide variety of recognition system architectures ranging from single stage matched filter bank classifiers to complex neural networks with multiple layers [2] .
The distance from the observed signal to the template к is:
Here m is an observation and template vector length. We assume that all observation and template vectors are normalized so that: 
Direct method of calculation of correlations
The direct method of calculation of correlations [7] according to formula (3) requires m-1 addition and m multiplication operations to calculate one correlation coefficient k c . In the direct method for every new vector n x  it is necessary to perform a complete calculation of the matrix by a vector product, so the number of additions and multiplications required to obtain each subsequent correlation vector n c  is:
In some cases template matrices can be converted to the Tensor Train [8] format reducing the number of elementary operations in the matrix-vector multiplications by about 7 times [2] . Here it must be mentioned that in recognition systems the number of significant figures is usually limited and usually doesn't exceed three [9] . 
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Correlation calculation using the Dourbal algorithm
In [11] it was shown that for a continuous input signal, the number of multiplication operations can't be decreased by a factor of more than 2, and the number of additions remains practically unchanged:
It is known that the Viterbi algorithm is applicable only for Markovian processes of the first order [9, 10] . Meanwhile, the Dourbal algorithm is independent of the form of the statistical distribution function of a stochastic process.
Calculation of correlations for a continuous signal using the Dourbal algorithm
The 
