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Abstract: This study provides a comparative evaluation of VARs versus structural VARs for  
policy analysis and simulation via impulse response analysis (IRA). The IRA is valuable 
information for rice market participants as these results provide an economically 
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A Dynamic Response Analysis for the U.S. Rough Rice Market 
Introduction  
Considerable research has been published on large-scale structural econometric modeling 
of the U.S. rice market (e.g., O’Carroll et al.,1977; Grant et al., 1984; Watanabe et al., 1990; 
Adams, FAPRI, 1992; Adams,1994; among others).  The framework on which these econometric 
models for the U.S. rice market quantify economic behavior is based on theory and knowledge of 
economic and institutional characteristics. Economic relationships among rice market 
fundamental variables are intertwined and complex.  Policy shocks, for instance, may stimulate 
acreage responses which may take years to settle.  Producer responses to changes in domestic or 
world conditions may also be gradual.   
Thus, the change is not simply a matter of instantaneous adjustment from one equilibrium 
to another as the classical static structural econometric models have assumed.  On the contrary, 
the change may be a matter of adjusting between equilibria over a period of time, with the 
pattern and speed of the adjustment depending on the nature and degree of disequilibrium in the 
system.  Of course, the pattern and speed of the adjustment and degree of disequilibrium are 
empirically testable.   
Recent developments in multiple time series analysis provide new approaches to combine 
the structural characteristics of market models with stochastic processes that better represent 
available data.  One such approach is the structural vector autoregressions (SVAR) of Amisano 
and Giannini (1997), which is an economic-theory enhancement to the standard VAR approach 
of Sims (1980).  Empirical evaluations of how well these approaches may work in explaining 
dynamics of commodity markets are lacking.  The objective of this study is to provide a 





response analysis (IRA) for the U.S. rice market.   
The paper is organized as follows.  The data is first described. The paper outlines the 
method for impulse response functions derived from the standard VAR and structural VAR 
models.  Then, the study reports the empirical results.  Last, the paper concludes the study in 
summary.  
Data  
Data are annual from 1960 to 1999, consisting of aggregated acreage planted (APT), 
yield per harvested acre (YD), production (PD), domestic consumption (QHM), export demand 
(QEX), ending stocks (QES), farm price (FP).  APT, YD, and PD data for years 1960 through 
1992 were obtained from “The U.S. Rice Industry”, while data from 1993 to 1999 were collected 
from the “Rice, Situation and Outlook Yearbook.” QHM was obtained from “Rice, Situation and 
Outlook Yearbook.” QEX (million cwt) and QES (million cwt) were obtained from “The U.S. 
Rice Industry” for years from 1960 through 1993 and “Rice, Situation and Outlook Yearbook” 
for the sample period from 1994 to 1999.  FP ($/cwt) is simple average monthly price received 
by farmers for the marketing year from August 1 to July 31.  The price data were obtained in the 
same fashion as APT was.  
Methodology 
The paper chooses a system of seven variables-acreage planted, yields, production, 
domestic consumption, exports, ending stocks, and season average farm price-to represent the 
dynamics of the U.S. rough rice market.  The seven variables are an information set for the VAR.   
In addition, to complete the specification of the SVAR model, the paper adopts No and Zapata 
(2001) economic model.  





market that approximates the dynamics of demand and supply in this market.  Key features of the 
recursive system are threefold.  First, the supply is predetermined for the rest of the year because 
most rice is harvested in August and September and out of the hands of most farmers by January.  
Second, it assumes that each year farmers follow Nerlovian adaptive expectations for prevailing 
price in the upcoming marketing season.  Lastly, milled rice price (U.S export price) is treated as 
an exogenous variable not determined within the system, but in the highly concentrated milling 
sector (Setia et al, 1994).   
The recursive system for the rice market includes seven equations: acreage planted, yield, 
production for the supply sector; domestic demand, export, and ending stocks for demand sector; 
and lastly average rough rice price (Watanabe et al).  The general specifications for the rice 
market model can be written as follows (See p.3-9 No and Zapata for a detailed economic 
model): 
(1)   APTt = f1(FPt-1, APTt-1,QESt-1) 
(2)     YDt = f2(RCPt, APTt). 
(3)   PDt = f3(APTt, YDt). 
(4)    QHOMt=f4(PUSt, POPt, INCt,QHOMt-1) 
(5)   QEXPt = f5(PUSt, PTHt, QSt, QWSt) 
(6)   QESt = f6(QEXt , PDt, QESt-1). 
(7)    FPt=f7(QHMt, QEXt, QESt). 
 
where POP is population, PTH is Thailand rice price, PUS is U.S. rice export price, and RCP is 
relative cost of production (i.e., defined as the ratio of production cost and lagged farm price). 
In conjunction with the general functions, a system of structural equations can be 
summarized in equations (8) to (14).  All of the supply and demand equations were specified in a 
linear form not only because the linear equation is the simplest and most common specification, 
but also because the linear relationship is considered to reflect actual economic behavior. 






(8)   APTt    = θ 10 + γ 11APTt-1 + γ 16QESt-1 + γ 17FPt-1  + ε 1t 
(9)   YDt    = θ 20 + β 21APTt + ω 29RCPt + ε 2t 
(10) PDt    = θ 30 + β 31APTt + β 32YDt  + ε 3t 
(11) QHMt   = θ 40 +β 43PDt + γ 44QHMt-1 + ω 48PCIt + ω 410PUS t + ε 4t 
(12) QEXt    = θ 50 + β 53PDt - γ 56QESt-1 + ω 510PUSt + ε 5t 
(13) QESt    = θ 60 + β 63PDt + β 65QEXt + γ 66QESt-1 + ε 6t 
(14) FPt    = θ 70 + β 75QEXt + γ 76QESt-1 + ε 7t 
 
In matrix form, 
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In more compact matrix form, 
(15) B0xt = θ  + Γ 1xt-1 + Ω zt + ε t 
where xt is a vector of endogenous variables, APT,YD,PD,QHOM,QEX,QES, and FP and zt is a 
vector of exogenous variables, PCI, RCP, and PUS.  The vector ε t is assumed to consist of 
unobservable variables, which are interpreted as disturbances to the structural equations.  The 
elements of the square matrix, B0, are the structural parameters on the contemporaneous 





A reduced-form for this system is  
(16) xt =  1
0 B
− θ  +  1
0 B
− Γ 1xt-1 +  1
0 B
− Ω zt +  1
0 B
− ε t, 
Once the structure of lags in the system (16) is relaxed, the system can be rewritten as a VAR 
system: 
(17) xt = θ′  + A1xt-1 + … + Apxt-p + et,   t = 0, 1, 2, …, 
where θ′  =  1
0 B
− θ , et =  1
0 B
− ε t, and Ai =  1
0 B
− Γ i.  xt = (APT,YD,PD,QHOM,QEX,QES,FP)′  is a 
(7x1) random vector, the Ai are fixed (7x7) coefficient matrices, θ  = (θ 1,…, θ 7)′  is fixed (7x1) 
vector of intercept terms allowing for the possibility of a nonzero mean E(xt).  Finally, et = 
(e1t,…,e7t)′  is a seven dimensional white noise.  That is E(et) = 0, E(etet′ ) = Σ e, and E(etes′ ) = 0 for 
s ≠  t.  The covariance matrix Σ e is assumed to be non-singular.  Notice that exogenous variables 
typically do not appear in the VARs (17) because Sims (1980) argued forcefully against 
exogeneity.   
    Based on Phillips and Perron (1988) unit root test results, the paper found that three 
variables, YD, QHM, and QES follow a non-stationary process. Thus, there are two options for 
estimation.  First, one can estimate the VAR model in levels and rely on the conventional t- and 
F- distributions for the construction of the test statistics regarding the validity of exclusion 
restrictions.  This method produces estimates that are consistent but inefficient.  Second, one can 
take into account the presence of non-stationary and difference all the non-stationary variables 
prior to estimation.  This has the advantage of producing robust test statistics.  Nevertheless, the 
current paper employs both the VAR in levels and in differences (DVAR) for comparative 
analysis. 
Once a VAR model has been estimated, the residuals are separated into orthogonal 





matrix P, which solves the following equation: 
(18)  Σ e = PP′  
where  Σ e is the variance-covariance matrix of the residuals.  Although a different Choleski 
factorization exists for each ordering of the variables in the VAR, these impose a recursive 
structure on the decomposition.  Furthermore, this Choleski factorization enforces a 
contemporaneous relationship among the endogenous variables into a fully recursive system as 
follows: 
Equivalently, 
(19) eAPTt  = ε 1t 
(20) eYDt    = b1eAPTt + ε 2t 
(21) ePDt     = b2eAPTt + b3eYDt + ε 3t 
(22) eQHMt  = b4eAPTt + b5eYDt + b6ePDt + ε 4t 
(23) eQEXt   = b7eAPTt + b8eYDt + b9ePDt + b10eQHMt +  ε 5t 
(24) eQESt   = b11eAPTt + b12eYDt +b13ePDt + b14eQHMt + b15eQEXt +  ε 6t 
(25) eFPt     = b16eAPTt + b17eYDt + b18ePDt + b19eQHMt + b20eQEXt + b21eQESt + ε 7t 
 
More compactly, 
(26)  ε t =  1
R0 B
− et 
It is worth noting that the contemporaneous relationships among the endogenous 
variables above are far from those considered in the structural econometric model.  In fact, 
Cooley and Leroy (1985) criticize the use of the naive VAR to analyze policy responses.  The 
shocks considered in the VAR are not structural in nature but simply arbitrary linear 
combinations of the underlying structural disturbances. That is, if the Choleski factorization is 
truly atheoretical, the structural interpretation cannot be given to the orthogonalized shocks and 
the Choleski factorization, which decomposes the variance-covariance matrix of residuals.   





contemporaneous and structural relationships among the variables from the economic model and 
data-coherent properties.  Specifically, based on the economic model described in the previous 
section, a contemporaneous relationship can be described as follows: 
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This implies that the relationship between the residuals and structural shocks is given by: 
(28) eAPTt  = ε 1t 
(29) eYDt    = β 1eAPTt + ε 2t 
(30) ePDt     = β 2eAPTt + β 3eYDt + ε 3t 
(31) eQHMt  = β 4ePDt + ε 4t 
(32) eQEXt   = β 5ePDt + ε 5t 
(33) eQESt   = β 6ePDt + β 7eQEXt + ε 6t 
(34) eFPt     = β 8eQEXt + ε 7t 
 
where eit is the unrestricted VAR residuals and ε it  is structural shocks.  If the parameters in B0 
are known, then the response of X to a shock could be calculated from the estimated VAR, and 
the structural shocks could be derived from the estimated residuals as: 
(35)  ε t =  1
0 B
− et. 
For the estimation of the structural coefficient (B0-matrix) in the SVAR model, we followed 
Doan (1992) and Amisano and Giannini (1997). 
By the Wold’s decomposition theorem, a VAR representation can be transformed in a 
vector moving average (VMA) representation, which allows the time path of the various shocks 





representation of equation (17) can be written as follows: 













∂ ψ  
where µ  is the deterministic part of xt. The matrices s Ψ  are impulse response functions, which 
measure the response of variables in a system to one-time-only shock of the variables in the 
system.   For more meaningful interpretation of the dynamic multipliers, the response of 
variables in a system to a structural shock of the variables in the system can be obtained from 















  is a 7x7 matrix obtained from the VAR specification.      














  is a 7x7 matrix obtained from the SVAR specification. 
Empirical Results 
This section reports the empirical results of impulse response functions derived from the 
VAR in levels and in differences (DVAR) and SVARs with lag length being one
1.  First, we 
provide an economic rationale and a priori expectations on the effects of various primitive 
shocks
2 on the variables in the system.  Then, the paper investigates the effects of various 
behavioral shocks on the variables in the system in the aforementioned three models.  More 
specifically, the study tries to answer the following questions: 
                                                 
1 For lag length selection, the statistical criteria, AIC, SBC, and HQ.  These criteria chose lag length one as  
   optimum. 
 
2  The terms “primitive shocks”, “behavioral shocks”, and “structural shocks” are employed interchangeably in the 
literature and in this paper.  These are all referring to an unexpected random force that can be attached only a 





(i)  How similar are point estimates across models? 
(ii)  Does one model present impulse response functions more reasonably close to what the 
economic logic or rationale would suggest for the U.S. rice market? 
Figure 1 includes the estimated net contemporaneous and dynamic impacts over a ten 
year period of a positive APT shock on variables, APT, YD, PD, QHOM, QEXP, QES, and FP.  
The solid line indicates estimates of impulse response function for the SVAR model; the long 
dotted line for the DVAR model; and the short dotted line for the VAR model.  
A net effect of a positive APT shock on itself is positive.  Following an increase in 
acreage planted and greater production, the market would face a situation of excess supply or a 
greater ending stock.  As the planted acreage increases, the yields per acre would drop due to rice 
farmers’ constrained resources. The response of rice consumption to a positive APT shock is 
expected to be positive because the over-supplied rice can be used in processed food such as 
cereal, baby food, and pet food (Setia et al., 1994).  Reflecting the fact that the export channel 
has been an important marketing channel for excess supply of domestic rice since 1954, 
economic relationship between the acreage planted and exports is expected to be positive.  As a 
result of increased acreage planted, a higher level of supply in a given year tends to cause prices 
to be lower than if no excess surplus had existed. 
Figures 1.A, 1.B, and 1.C indicate that the initial effect of a one standard deviation shock 
is a sharp and significant increase in APT and PD and decrease in YD across the models. Both 
the DVAR and SVAR models imply that the effects eventually die down and the variables in the 
supply side return to their initial equilibrium levels.  However, the VAR model indicates that the 
positive APT shock would increase the levels of yields and production.   Once the initial positive 

















































































Response of Farm Price (FP)
G.
 







SVAR models, indicating that the shocks do not have lasting effects on the variables in the 
demand side.   On the contrary, the effects of the shocks are permanent in the QHM and QES for 
the VAR model.  Figure 1.G shows that initial responses of FP to the positive shock are negative 
across the models.  Clearly, the VAR and DVAR models indicate that the positive shock 
contemporaneously depresses the rough rice price much greater than those implied by the SVAR 
model.  After the initial shock is over, the VAR model shows the effects gradually decay to zero 
after approximately six years.   
Neoclassical production theory based on profit maximization dictates the net relation 
between yields and acreage planted to be positive.  That is, given price level, an increase in 
yields raises planting areas (or total production) and thus increases farm profit or revenue.  The 
effect of unexpectedly increased yields on the domestic consumption might be minimal, if any.  
This is, in part, because factors affecting domestic consumption of rice are not likely to directly 
dictate the production process.  Given the close positive correlation between yields and 
production changes, an unexpected increase in yields leads to an excess supply, assuming a 
stable domestic rice consumption and the excess supply is exported.  Thus, the yields and exports 
are positively related and so are the yields and ending stocks.  Given an increase in yields, the  
profit maximizing farmers will bring more and more of marginal lands into production.   
Consequently, there will be a surplus in the market unless more rice is demanded both in the 
domestic market and in the export market to an extent large enough to absorb the increase in 
supply.  Hence, supply is large relative to use, prices tend to decline as ending stocks 
accumulate.  Therefore, a net effect of increased yields on the farm price is negative. 
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SVAR model, the effects of a positive YD shock are temporary (Figure 2.B). The effects on the 
APT and PD are always positive and the APT and PD reach a plateau above zero after three 
periods, indicating that the levels of the APT and PD reach new and higher equilibrium levels 
(Figures 2.A and B).  Conversely, there are immediate declines in the effects of the shocks on the 
APT and PD in the DVAR and VAR models, although the subsequent effects are permanently 
positive after approximately three periods. 
As for the responses of the variables in the demand side, the SVAR model indicates that 
the initial positive effects of the behavioral shock on the QHM and QES are positive and 
temporary; however, the effects on the QEX are positive and permanent. For the VAR and 
DVAR models, the shock effects on all the variables in the demand side are persistent for a long 
period. For instance, the maximal effect of the shock on the QHM in the VAR model does not 
occur until four periods and remains positive for the rest of the horizon reported.  For the VAR 
and DVAR models, a one-standard-deviation YD shock induces approximately –0.6 standard 
deviations in the FP.  The effects gradually decline and eventually die out.  In contrast, for the 
SVAR model the response of the FP is positive before the FP returns to its initial equilibrium 
level.  
In Figure 3 are seven impulse responses to a one-standard-deviation PD shock from each 
of three models, the VAR, DVAR, and SVAR models.  Given the biological aspects of the 
production process, many of economic relationships among the production variable and the other 
variables in the system are similar to those among the acreage planted and the others. 
Figures 3.A and C reveal that for the SVAR model the positive PD shocks render the 
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there is no immediate response of YD to one positive standard deviation PD shock.  However, 
the positive production shock generates maximal negative impact on the yields with one lag.   
In case of the responses of the variables in the demand, the DVAR and SVAR models 
imply that the PD shocks on the QHM and QES do not last long.  Conversely, the VAR model 
indicates that the QHM and QES are permanently lower after the shocks are over.  For the QEX, 
the effects are long lasting and thus the exports are higher in the SVAR model; the effects are 
minimal and the exports return to its initial equilibrium level in the DVAR model; the effects are 
nontrivial and the exports reach a new and lower equilibrium level in the VAR model. Figure 
3.G reveals that the response of the FP is positive for a few periods before the FP reaches its 
initial level and that the positive PD shocks depress the average season farm prices permanently. 
Figure 4 plots the impulse responses of seven variables to a one positive standard 
deviation QHM shock.  A net effect of a positive QHM shock is to increase the acreage planted 
and thus total production and reduce the QES.  This is because following increased domestic 
demand, more rice must be provided by either ending stocks or expansion of rice production.  A  
net direct and immediate effect of QHM on the YD is minimal since factors that influence the 
domestic consumption are not typically related to relevant factors that determine changes in  
yields per acre.  An increase in domestic consumption is expected to reduce exports if the 
relative price (i.e., the ratio of domestic price to export price) is unchanged.   The economic 
relationship between domestic consumption and farm price is positive as the consumer theory 
suggests.  
A close examination of the responses of the variables in the supply side to a positive 

















































































Response of Farm Price (FP)
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and PD in the SVAR and DVAR models.  However, they are minimal and temporary in the YD.  
Plots in the Figure 4.D-F show that the positive QHM shock is temporary in the QHM and QES 
and has persistent positive impacts on the QEX in the SVAR and DVAR models.  Conversely, 
the QHM shock is permanent in the QHM and has negative effects on the QEX and QES in the 
VAR model.   The shock induces the positive standard deviations in the FP in the SVAR model; 
the negative standard deviations in the VAR and DVAR models.  
For the U.S. rice market, exports and production are expected to have a positive 
relationship.  This positive economic relationship also holds for exports and acreage planted due 
to a close correlation between acreage planted and production.  An increase in exports is to 
reduce ending stocks given a stable domestic consumption and predetermined supply.  Lastly, an 
increase in exports increases farm price.  
Figures 5.A and C show that the maximal positive effects of the QEX shock on the APT 
and PD occur in the second period and that the effects gradually decline and reach to zero after 
approximately eight periods in the SVAR and DVAR models.  The VAR model reveals similar 
patterns, but rapid decline in the responses of the APT and PD.  In Figure 5.B, the effect is 
permanent in the VAR model, but is temporary in the SVAR and DVAR models, although the 
initial responses across the models are negative.  The responses of the variables in the supply in 
Figures 5.D-F indicate that all the VAR, SVAR, and DVAR models reveal similar initial 
responses to the shock-zero, positive, and negative in the QHM, QEX, and QES, respectively.  
All the effects die out in the end of the horizon reported in the SVAR and DVAR models.  The 
effects are persistent for the QHM and QES in the VAR model.  Even though the point estimates 
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A net effect of an increase in ending stock on acreage planted and thus production is 
expected to be negative because excess supply tends to depress the farm price.  A large ending 
stock is also expected to have a negative impact on yields.  No immediate and direct effect of the 
ending stock on the QHM is expected, although the change in the level of consumption affects 
changes in ending stocks, given a stable export demand.   A large ending stock would increase 
exports as an international consumption channel. 
 Figures 6.A-C show that the responses of the variables to the positive QES in the supply 
side are all negative and in fact the effects are persistent for the APT and YD in the SVAR 
model.  For the DVAR model, the effects are much more moderate than those in the SVAR 
model, but the patterns of the responses are similar to those in the SVAR model.  Conversely, the 
effects are permanently positive in the APT, YD, and PD in the VAR model. 
In the Figures 6.D-F, the VAR model suggests that the effects of the shock on the QHM, 
QEX, and QES are positive and long lasting.  The effects on the QHM in the SVAR and DVAR 
models are mixed. That is, the initial response is positive for both models, but the shock has 
negative effects on the QHM in the long run.  Contrary to the QEX response in the VAR model, 
its response is persistently negative in the SVAR model.  However, the similar permanent 
positive responses are both in the SVAR and VAR models.  The last panel in the Figure indicates 
that the effects on the FP are consistently positive across models. 
Farm price and acreage planted are expected to have a positive relationship. This is 
because a rational farmer who anticipates a price above normal for his crop will expand his 
acreage and production to increase his total revenue and vice versa.  Given consumers’ tastes and 
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stocks as a supply in the rice market increases.  
  Following a positive FP shock, the responses of the APT and PD in Figure 7.A and C are 
positive and persistent in the entire horizon reported across the models.  However, the VAR 
model indicates that the YD reaches a new and higher equilibrium level after the shock is over. 
On the contrary, there is no lasting effect on the YD in both the SVAR and DVAR models.  In 
Figure 7.D-F, the VAR model reveals that the FP shock induces a nontrivial positive standard 
deviations in the QHM, QEX, and QES.  Both the SVAR and DVAR models indicates that the 
shocks do not provide a permanent shift in the levels of the QHM, QEX, and QES, although the 
initial effects are positive in the two models.  The shock on itself is a sharp decline and dies out 
across the models. 
Summary  
The paper has examined the impulse response functions generated from a seven variable 
vector autoregressive model which was estimated by three different approaches: a VAR in levels 
(VAR), a VAR in first differences (DVAR), and a structural VAR (SVAR).  One issue driving 
this empirical investigation is to identify which procedure generates results more consistent with 
economic theory.  Table 1 reports the summary of impulse responses among seven variables for  
VAR, DVAR, and SVAR models.  In the table, the letter, “Y” indicates consistency and “N” 
inconsistency with economic logic.  Each of corresponding rows indicates the responses of seven 
variables in the system to a behavioral shock calculated from VAR, DVAR, and SVAR models; 
the last column summarizes the percent of responses consistent with expected responses.  
The VAR model in the first row, for instance, reveals that only three out of seven 
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Table 1.  Summary Table for Impulse Responses in the VAR, DVAR, and SVAR Models 
                  Response in 
Models              APT   YD    PD    QHM   QEX   QES   FP      R 
                                                                     Shock to APT 
VAR         Y          N            N               N           Y           N           Y      3/7 
DVAR        Y                Y                 Y                Y                 Y                Y                Y      7/7 
SVAR         Y                Y                Y               Y                Y                Y                Y        7/7 
                                                       Shock to YD 
VAR          N          N            N              N             N             N            Y      1/7 
DVAR         N                Y                 N                 Y                N                N                Y      3/7 
SVAR         Y                Y                 Y                Y                Y                Y                N        6/7 
                                                                      Shock to PD 
VAR          N          Y            N             N             N             N            Y      2/7 
DVAR         Y                Y                N                N                N                Y                N      5/7 
SVAR         Y                Y                Y                Y                Y                Y                N        6/7 
                                                                     Shock to QHM 
VAR         N          N            Y                 N             N             Y            N      2/7 
DVAR         Y                N                Y                Y                Y                Y                N      5/7 
SVAR         Y                Y                Y                Y                Y                Y                Y        7/7 
                Shock to QEX 
VAR           Y          Y            Y               Y             Y             Y          Y      7/7 
DVAR         Y                Y                 Y                Y                 Y                Y                Y      7/7 
SVAR         Y                Y                 Y                Y                 Y                Y                Y        7/7 
                                                                     Shock to QES 
VAR           N          N           N               Y             Y              Y            N      3/7 
DVAR        N                Y                 Y                Y                 Y                Y                N      6/7 
SVAR         Y                Y                 Y                Y                 N                Y                N        6/7 
                                                                     Shock to FP 
VAR           Y          N            Y             N             N             Y           Y      4/7 
DVAR        Y                 Y                 Y                Y                N                Y                Y      6/7 
SVAR         Y                Y                 Y                Y                 N                Y                Y        6/7 
 
Note: The letter, “Y” indicates a consistency with what the economic logic or rationales suggest, with “N” being   
           inconsistent with relevant economic logic or rationales.  
 
shock is over.  By comparison, the impulse responses for the SVAR and DVAR models are 
consistent with a priori expectations.  That is, acreage planted increases and contemporaneously, 
the production, ending stocks, and exports increase and farm price decreases. 
With respect to a positive YD shock in the system, both the VAR and DVAR models 
(i.e., R = 1/7, 3/7, respectively) in the fourth and fifth rows in the table generate quite different 





QES.  Specifically, the responses of APT are consistently negative.  Such a response is not 
plausible because following an increase in yields, the profit maximizing farmers would bring 
more and more land into production.  In contrast, the SVAR model shows that all the seven 
impulse responses are conformable to economic rationale. 
Differences across models are more noticeable in rows seventh to ninth.  More than fifty 
percent of seven impulse response functions to the   PD  shock  in  the  VAR and DVAR models 
are not conformable to a priori expectations.  In general, rice exports, ending stocks, and 
domestic consumption increase as rice production expands.  The VAR model does not support 
these economic relationships; on the other hand, the SVAR model generates IRF consistent with 
a priori expectations.  In fact, nearly all the responses from the SVAR model are plausible and 
conformable to the economic rationales, except for the response of farm price.  By inspection of 
the rows tenth to twelfth, it is clear that the SVAR model generates much more plausible impulse 
responses to the domestic consumption shock (QHM) than the alternatives, in particular the VAR 
model.  In general, the VAR model presents unreasonably persistent responses to the domestic 
consumption shock.   
In case of a positive export shock, the VAR, SVAR, and DVAR models (i.e., R=7/7, 7/7, 
and 7/7, respectively) all present reasonable impulse response functions, although the point 
estimates of the responses across models are noticeably different.  As for responses to the QES 
shock, the SVAR model provides more reasonable empirical evidence than the VAR model.  For 
instance, the VAR model indicates that a positive ending stock shock causes the levels of acreage 
planted and production to increase permanently.  On the other hand, the SVAR model presents 
the sensible effects on the acreage planted: a negative effect on the APT and PD for the entire 





The bottom rows in the table demonstrate that the VAR model generates unexpected 
impulse responses to the FP shocks: three out of seven responses are quite different from what 
the economic logic suggests.  In particular, the response of consumption to the farm price shock 
is incredibly persistent and even explosive after the shock is over.  Conversely, the impulse 
responses for the SVAR are consistent with a priori expectations.  That is, the acreage planted, 
the production, and exports increase as rice price increases.  The effects die out in the end of the 
time horizon reported.  
In summary, a few points are worth noting.  First, investigation of the impulse responses 
calculated from the VAR model raises the question of whether the estimated effects of specific 
behavioral shocks will be reasonably identified in the system.  Having imposed 
contemporaneous relationships among the variables, the study found that most impulse response 
functions of the SVAR model are in conformation with a priori expectations, with empirical 
results far superior to those generated from a VAR in levels. 
 Second, based on the SVAR model, none of structural shocks have long lasting effect on 
the season average rough rice prices, although the effects in the short term are nontrivial.  In 
addition, the nominal shock, or price shock does not generate any considerable long-run effect on 
the behavioral variables in the system.  As previous research (Watenabe et al, 1990; Song and 
Carter, 1994; Adams, 1994; among others) has documented, the moving forces that affect the 
U.S. rice market on a year to year basis are U.S. rice exports, the season average farm prices, 
and, to some degree, rice yields.  In a multiple time series context, this empirical evaluation 
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