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This dissertation consists of three distinct but related research projects. First of all, we
study the Bayesian approach to model selection in the class of normal regression models. We
propose an explicit closed-form expression of the Bayes factor with the use of Zellner’s g-prior and
the beta-prime prior for g. Noting that linear models with a growing number of unknown parameters
have recently gained increasing popularity in practice, such as the spline problem, we shall thus be
particularly interested in studying the model selection consistency of the Bayes factor under the
scenario in which the dimension of the parameter space increases with the sample size. Our results
show that the proposed Bayes factor is always consistent under the null model and is consistent under
the alternative model except for a small set of alternative models which can be characterized. It is
noteworthy that the results mentioned above can be applied to the analysis of variance (ANOVA)
model, which has been widely used in many areas of science, such as ecology, psychology, and
behavioral research. For the one-way unbalanced ANOVA model, we propose an explicit closed-form
expression of the Bayes factor which is thus easy to compute. In addition, its corresponding model
selection consistency has been investigated under different asymptotic situations. For the one-way
random effects models, we also propose a closed-form Bayes factor without integral representation
which has reasonable model selection consistency under different asymptotic scenarios. Moreover,
the performance of the proposed Bayes factor is examined by numerical studies.
The second project deals with the intrinsic Bayesian inference for the correlation coefficient
between the disturbances in the system of two seemingly unrelated regression equations. This
work was inspired by the observation that considerable attention has been paid to the improved
estimation of the regression coefficients of each model, whereas little attention has just been paid
for making inference of the correlation coefficient, even though most of the improved estimation of
the regression coefficients depend on the correlation coefficient. We propose an objective Bayesian
ii
solution to the problems of hypothesis testing and point estimation for the correlation coefficient
based on combined use of the invariant loss function and the objective prior distribution for the
unknown model parameters. This new solution possesses an invariance property under monotonic
reparameterization of the quantity of interest. Some simulation studies and one real-data example
are given for illustrative purpose.
In the third project, we propose a new Bayesian strength of evidence built on divergence
measures for testing point null hypotheses. Our proposed approach can be viewed as an objective
and automatic approach to the problem of testing a point null hypothesis. It is shown that the
new evidence successfully reconciles the disagreement between frequentists and Bayesians in many
classical examples in which Lindley’s paradox often occurs. In particular, note that the proposed
Bayesian approach under the noninformative prior often recovers the frequentist P-values. From a
Bayesian decision-theoretical viewpoint, it is justified that the new evidence is a formal Bayes test
for some specific loss functions. The performance of the proposed approach is illustrated through
several numerical examples. Possible applications of the new evidence for a variety of point null
hypothesis testing problems are also briefly discussed.
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This dissertation consists of three distinct but related research projects. The first project is
on the consistency properties of the Bayes factor for variable selection and hypothesis testing in high
dimensional regression settings in Chapters 2, 3, and 4. The second one deals with the problems of
hypothesis testing and point estimation for the correlation coefficient between the disturbances in
the system of two seemingly unrelated regression equations in Chapters 5. In the third project, we
propose a new Bayesian strength of evidence built on divergence measures for testing a point null
hypothesis in Chapter 6.
In Chapter 2, we consider the Bayesian approach to the model selection problem for nested
linear regression models. Common Bayesian procedures to this problem are based on Zellner’s g-
prior with a hyper-prior for the scaling factor g. Maruyama and George [81] recently adopted this
procedure with the beta-prime distribution for g and derived an explicit closed-form Bayes factor
without integral representation which is thus easy to compute. In addition, they have also studied its
corresponding model selection consistency for fixed number of parameters. Linear regression models
with a growing number of unknown parameters have also gained increasing popularity in practical
applications, such as the clustering problem. This observation motivates us to further investigate
the consistency of the Bayes factor for the beta-prime prior under a scenario in which the number
of parameters increases with the sample size. Finally, the results presented here are compared with
the ones for the Bayes factor under intrinsic priors in relevant literature.
In Chapter 3, we consider the Bayesian approach to hypothesis testing or model selection
under the one-way unbalanced fixed-effects ANOVA model. In practical situations, most experi-
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mental designs often yield unbalanced data which have different numbers of observations per unit
because of cost constraints, or missing data, etc. We adopt Zellner’s g-prior with the beta-prime
distribution for g to derive an explicit closed-form expression of the Bayes factor without integral
representation. Furthermore, we investigate the model selection consistency of the Bayes factor
under three different asymptotic scenarios: either the number of units goes to infinity, the number
of observations per unit goes to infinity, or both go to infinity. The results presented extend some
existing ones of the Bayes factor for the balanced ANOVA models in the literature.
In Chapter 4, we consider Bayesian hypothesis testing for the balanced one-way random
effects model. A special choice of the prior formulation for the ratio of variance components is
shown to yield an explicit closed-form Bayes factor without integral representation. Furthermore,
we study the consistency issue of the resulting Bayes factor under three asymptotic scenarios: either
the number of units goes to infinity, the number of observations per unit goes to infinity, or both go
to infinity. Finally, the behavior of the proposed approach is illustrated by simulation studies.
In Chapter 5, we study the problems of hypothesis testing and point estimation for the
correlation coefficient between the disturbances in the system of two seemingly unrelated regression
equations. An objective Bayesian solution to each problem is proposed based on combined use of the
invariant loss function and the objective prior distribution for the unknown model parameters. It is
shown that this new solution possesses an invariance property under monotonic reparameterization of
the quantity of interest. The performance of the proposed solution is examined through a simulation
study. Furthermore, the solution is illustrated by an application to the real annual data for analyzing
the investment model.
In Chapter 6, we propose a new Bayesian strength of evidence built on divergence measures
for testing a point null hypothesis. The proposed approach can be viewed as an objective and
automatic approach to hypothesis testing. It has long been known that the frequentist evidence
expressed in terms of the observed level of significance, and the Bayesian measures of evidence
expressed through the posterior probability and the Bayes factor, are two main statistical streams
of thought for testing point null hypotheses. However, they may give rise to different decisions in
practical situations and thus cast serious doubt on the adequacy of the two schools of evidence. The
new strength of evidence successfully reconciles the disagreement between frequentists and Bayesians
in many classical examples in which Lindley’s paradox occurs. In particular, the proposed approach
under the noninformative prior is often coincident with the observed level of significance. Moreover,
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from a Bayesian decision-theoretical viewpoint, it is shown that the new evidence is a Bayes test
for some specific loss functions. Finally, the performance of the proposed Bayesian approach is
illustrated through several numerical examples.
3
Chapter 2
Bayes Factor Consistency for
Nested Linear Models with a
Growing Number of Parameters
2.1 Introduction
Consider the linear regression model of the form
Y = 1nα+ XFβF + ε, (2.1.1)
where Y = (y1, · · · , yn)′ is an n×1 vector of independent responses, XF is an n×p design matrix of
full column rank, containing all potential predictors, 1n is an n× 1 vector of ones, α is the unknown
intercept, and βF is a p× 1 vector of unknown regression coefficients. The error term ε is assumed
to follow the multivariate normal distribution, denoted by N(0n, σ
2In), where 0n is an n× 1 vector
of zeros, σ2 is the unknown variance, and In is an n-dimensional identity matrix.
In the class of normal linear regression models, we shall be particularly interested in the
problem of variable selection, which is one of the most pervasive model selection problems in statis-
tical applications. The model selection problem involves choosing one model among 2p+1 possible
submodels of the full one (2.1.1). Considering that any model is nested within the full model, we
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thus restrict our attention to the problem of model selection through comparing nested linear normal
models. As an illustration, consider the following two linear models
M0 : Y = 1nα+ Xγβ γ + ε, (2.1.2)
M1 : Y = 1nα+ XFβF + ε, (2.1.3)
where Xγ is an n × pγ submatrix of XF and β γ is the regression coefficient with dimension pγ . It
is noted that the reduced model M0 is nested in the full model M1. Over the past several decades,
numerous approaches have been proposed in the literature to compare the above two competing
models, M0 and M1, ranging from the frequentist procedure, such as the P-values and AIC, to the
Bayesian procedure; see, for example, George and McCulloch [50], Cui and George [37], Liang et al.
[70], Guo and Speckman [56], just to name a few.
In this chapter, we deal with the problem of model selection through the Bayesian approach
because there are many advantages of using the Bayesian approach to this problem over the frequen-
tist approach. We here refer the interested reader to Berger and Pericchi [15] for a comprehensive
discussion on this topic. In the Bayesian framework, it is widely known that the Bayes factor (Kass
and Raftery [65]) offers a natural way to evaluate the plausibility of two or more competing models.






m1(Y) = p(Y |M1) =
∫ ∫ ∫
p(Y | α, βF , σ2)π1(α, βF , σ2) dα dβF dσ2
and
m0(Y) = p(Y | M0) =
∫ ∫ ∫
p(Y | α, β γ , σ2)π0(α, β γ , σ2) dα dβ γ dσ2
with π1(α, β γ , σ
2) and π0(α, βF , σ
2) being the joint prior densities for the unknown model parame-
ters under M1 and M0, respectively.
A Bayesian analysis starts at the prior specification for the unknown model parameters. One
of the frequently used priors for the regression coefficients in the linear normal models is Zellner’s
g-prior, controlled by a scaling factor g. The choice of g thus becomes extremely important and
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has been widely studied in the literature. Liang et al. [70] recently considered three families of g-
priors (i.e., the Zellner-Siow prior, the hyper-g prior, and the hyper-g/n prior) and also investigated
the model selection consistency of the Bayes factors associated with these priors under a scenario in
which the number of parameters is fixed. It deserves mentioning here that model selection consistency
means that the true model (assuming it exists) will eventually be selected if enough data is provided.
See Fernández et al. [44] for a detailed description. In most cases, the integral representation will
be involved in the expressions for the Bayes factors under these hyper-g priors, and therefore some
approximation techniques will generally be employed. However, in many practical situations, it may
not be clear which type of approximation it is most appropriate to use, especially when the number
of parameters varies with the sample size. To avoid this potential difficulty, Maruyama and George
[81] adopted the beta-prime prior for g, which results in an explicit closed-form expression of the
Bayes factor. In addition, they have also studied the consistency of the corresponding Bayes factor
when the number of parameters does not increase with the sample size.
On the other hand, linear regression models with a growing number of parameters have
gained increasing popularity in a variety of applications, such as the multiple change-point problem
for multivariate time series and the clustering problem; see, for example, Smith [101], Moreno et
al. [85], Hartigan [58], Casella et al. [33], to mention just a few. This observation motivates us
to further investigate the model selection consistency of the Bayes factor for the beta-prime prior
under the scenario where the dimension of the parameter space increases with the sample size. It
is noteworthy to mention that under this scenario, Moreno et al. [87] have recently studied the
consistency of the Bayes factor for intrinsic priors when comparing nested linear normal models and
concluded that the intrinsic Bayes factor is always consistent under M0 and is almost consistent
under M1 except for a small inconsistency region around the null hypothesis. Later, Girón et al.
[53] generalized some of consistent results of the intrinsic Bayes factor obtained for the case of nested
linear normal models to the case of nonnested ones.
In light of the asymptotic results of Moreno et al. [87] for comparing nested linear normal
models, we shall also be interested in studying the model selection consistency of the Bayes factor
for the beta-prime prior under the same scenario of the intrinsic Bayes factor. More precisely, the
model dimensions pγ and p grow with the sample size n as pγ = O(n
a1) and p = O(na2) with
0 ≤ a1 ≤ a2 ≤ 1, respectively. This scenario obviously contains the fixed model dimension as a
special case by setting a1 = a2 = 0. In this chapter, we integrated the ideas of Liang et al. [70]
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and Maruyama and George [81] and derived an explicit closed-form Bayes factor without integral
representation. It is shown that with various choices of a1 and a2, the proposed Bayes factor is
always consistent under M0, but it may be inconsistent under M1 due to the presence of a small
inconsistency region. Of particular note is that the inconsistency region can be expressed through the
limiting behavior of model dimension over the sample size. In addition, the inconsistency regions
of the proposed Bayes factor presented here are quite similar to the ones of the Bayes factor for
intrinsic priors reported by Moreno et al. [87], whereas the proposed Bayes factor has a closed-form
expression without integral representation, which is not shared by the intrinsic Bayes factor.
The remainder of this chapter is organized as follows. In Section 2.2, we propose an explicit
closed-form Bayes factor based on combined use of Zellner’s g-prior and the beta-prime distribution
for the scaling factor g. In Section 2.3, we investigate the asymptotic properties of the corresponding
Bayes factor when comparing nested linear normal models under the scenario in which the model
dimension increases with the sample size. Some concluding remarks are provided in Section 2.4,
with additional proofs given in Appendix A.
2.2 Bayes factor
It has long been known that the direct use of noninformative improper priors may cause
the Bayes factor to be undefined due to the presence of an arbitrary constant. There are two most
common ways to avoid this potential difficulty when adopting this kind of priors. The first way is to
employ intrinsic priors for the unknown parameters. The idea of using these priors is to convert the
usual improper priors into ones suitable for defining the Bayes factor. We do not attempt to provide a
detailed review on this topic, and just refer the interested reader to Berger and Pericchi [14], Moreno
et al. ([84], [88], [86]), Casella and Moreno [34], Girón et al. [52], Casella et al. [32], Torres et al.
[103], among others. The second way is to specify the same priors for the “common” parameters
that appear in the two competing models. The idea of using the same priors when comparing nested
models is based on the fact that under orthogonality (i.e., the expected Fisher information matrix
is diagonal), the Bayes factor is quite robust to the selection of the same (even noninformative)
prior for the common orthogonal parameters. One may refer to Kass and Vaidyanathan [66] for
an asymptotic justification. It should be noticed that this suitability of orthogonal parameters has
also been widely used by many statisticians, such as George and Foster [49], Liang et al. [70], and
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Cui and George [37]. In this chapter, we adopt the second way to avoid the pitfall of the undefined
Bayes factor when using improper priors. We will place the same improper priors on the common
parameters that appear in both models M0 and M1 with Zellner’s g-prior for other parameters that
only appear in the model M1.
2.2.1 Zellner’s g-prior
For ease of exposition and without loss of generality, we reparameterize the design matrix of
the full model as XF = [Xγ ,X−γ ] with 1
′
n[Xγ ,X−γ ] = 0p and Xγ
′X−γ = 0pγ×(p−pγ ), where 0τ and
0τ×κ represent a τ × 1 vector of zeros and a τ × κ matrix whose elements are all zeros, respectively.
The model (2.1) can thus be rewritten in partitioned form as
M1 : Y = 1nα+ Xγβ γ + X−γβ−γ + ε. (2.2.1)
Here α and β γ can be viewed as the common parameters to both models (2.1.2) and (2.2.1). It
may be easily verified that the two parameters are orthogonal to the new parameter β−γ that
only appears in (2.2.1), justifying the use of same (even noninformative) priors. Consequently, we
advocate the following prior distributions for the unknown model parameters (α, σ2, β γ , β−γ)
M0 : p(α, σ




M1 : p(α, σ
2, β γ) ∝
1
σ2









where the amount of information in Zellner’s g-prior is controlled by a scaling factor g, which will
be discussed in detail later. It follows directly from Liang et al. [70] that under the above priors
(2.2.2), the Bayes factor for comparing two competing models M1 to M0 is given by








where R2F and R
2
γ are the usual coefficients of the determination of models M1 and M0, respectively.
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2.2.2 The beta-prime prior for g
It is well known that the fixed value of g in (2.2.3) may cause some undesirable properties,
such as the Jeffreys-Lindley paradox (Bartlett [4]) and the information paradox (Zellner [112]). One
of the most natural ways to alleviate the influence of prior input on g, is to specify some hyper-prior
for g. A recent nice review of various choices of g-priors was provided by Liang et al. [70]. We here
utilize the beta-prime distribution for g given by
π(g) =
gb(1 + g)−a−b−2
B(a+ 1, b+ 1)
I(0,∞)(g), (2.2.4)
where a > −1, b > −1, and B(·, ·) is a beta function. This prior has more recently been successfully
applied to the problem of hypothesis testing in the ANOVA models. One may refer to Maruyama
[80] and Wang and Sun [107] in detail. Furthermore, it should be noticed that the hyper-g prior
π(g) = (a + 1)(1 + g)−a−2, studied by Cui and George [37] and later by Liang et al. [70], is just a
special case of (2.2.4) with b = 0. Some algebra shows that the Bayes factor (2.2.3) under the prior









)−(n−pγ−1)/2 gb(1 + g)−a−b−2





(p− pγ)/2, b+ 1
)
B(a+ 1, b+ 1)
2F1
(











where 2F1 is a Gaussian hypergeometric function defined as





tβ−1(1 − t)γ−β−1(1 − tz)−α dt (2.2.6)
with γ > β > 0. As mentioned by Liang et al. [70], we can numerically evaluate 2F1 in (2.2.6)
by following subroutines in the Cephes library (http://www.netlib.org/cephes). However, numerical
overflow might be problematic for moderate to large sample size of n as well as for large value of
R2γ . To avoid this potential problem, Liang et al. [70] advocated carrying out the integration over
the entire real line through the Laplace approximation. One may refer to Liang et al. [70] for a
detailed description of the Laplace approximation. Even though the implementation of numerical
integration procedures can also be accomplished through other methods, it is not an easy task to
choose an appropriate one among them in various practical situations, especially when the number
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of parameters varies with the sample size.
Of particular note is that, with the particular choice of the hyperparameter b = (n − p −



















an analytical closed-form expression without integral representation, which can be easily computed
by using standard statistical software, such as Matlab or R. In other words, the beta-prime prior
offers a simple way of avoiding computational difficulties in the case where evaluation of the Bayes
factor includes solving integrals. It should be noted that such a closed-form of the Bayes factor in
(2.2.7) may not be available with other choices of b.
From a theoretical viewpoint, it is of particular interest to study the asymptotic properties
of the proposed Bayesian approach. Liang et al. [70] investigated the model selection consistency of
the Bayes factors associated with the three families of g-priors under a scenario in which the number
of parameters is fixed. Later, Maruyama and George [81] studied the consistency of the Bayes factor
for the beta-prime prior under the same scenario. It should be noticed that in the analysis of data
in many practical situations, one often faces a scenario in which the number of parameters increases
with the sample size, such as the clustering problem and the spline regression problem. To our
knowledge, when the number of parameters increases with the sample size, there is limited literature
on model selection consistency of the Bayes factor based on combined use of Zellner’s g-prior and
the hyper-g prior.
In this chapter, we mainly focus on the beta-prime prior because it yields an explicit closed-
form expression of the Bayes factor which is easy to compute without involving any numerical
approximation. On the basis of the above considerations, we study the consistency properties of the
Bayes factor (2.2.7) under the scenario in which the number of parameters increases with the sample
size. Additionally, we compare the asymptotic results of the proposed Bayes factor with the ones of
the Bayes factor for intrinsic priors in the literature.
10
2.3 Main results
As stated in Section 2.1, model selection consistency means that the true model (assuming
it exists) will be selected if enough data is provided. According to Fernández et al. [44], the Bayes




















F (In − Hγ)XFβF
nσ2
,
where Hγ = Xγ(X
′
γXγ)
−1X′γ is an n×n hat matrix for the model M0. Note that when the sample
size n approaches infinity, the asymptotic behavior of R̃2 can be expressed in terms of quadratic
forms with non-central chi-square distributions. Following the definition of distance between two
linear models in Casella et al. [32] and Moreno et al. [87], the value of δn can be interpreted as a
distance between the two competing models M1 and M0 for a given sample size. Throughout this
chapter, we assume that the limit distance of δn is finite when both n and p approach infinity.
In what follows, we present one useful lemma about the limiting behavior of quantity R̃2,
which would be valuable to establish the asymptotic properties of the Bayes factor under the beta-
prime prior. The proof of the following lemma follows directly from Lemma 1 of Moreno et al. [87]
and is thus not shown here for simplicity.
Lemma 2.3.1 Suppose that the sample size n approaches infinity and that both pγ and p grow with
n as pγ = O(n
a1) and p = O(na2) for 0 ≤ a1 ≤ a2 ≤ 1.











1 − 1/r, if the model M0 is true,
(1 − 1/r)/(1 + δ), if the model M1 is true,
(2.3.1)
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where r = limn→∞ n/p > 1 and δ = limn→∞ δn.











(1 − 1/r)/(1 − 1/s), if the model M0 is true,
(1 − 1/r)/(1 + δ − 1/s), if the model M1 is true,
(2.3.2)
where r = limn→∞ n/p > 1 and s = limn→∞ n/pγ > 1.











1, if the model M0 is true,
1/(1 + δ), if the model M1 is true.
(2.3.3)
In the linear regression framework, Moreno et al. [87] established the model selection con-
sistency of the Bayes factor for intrinsic priors for the comparison of nested linear models under
the scenario in which the number of parameters increases with the sample size. Under the exact
same asymptotic scenarios of Moreno et al. [87], we shall also be interested in investigating the
consistency of the Bayes factor derived based on combined use of Zellner’s g-prior for the regression
coefficients and the beta-prime prior for g. The result is summarized in the following theorem.
Theorem 2.3.2 Suppose that pγ = O(n
a1 ) and p = O(na2 ) with 0 ≤ a1 < a2 = 1 and that there
exists a positive constant r = limn→∞ n/p > 1.
(a) BF10 in (2.2.7) is consistent under M0.
(b) BF10 in (2.2.7) is consistent under M1 whenever δ > ξ(r), while it is inconsistent under M1
whenever δ < ξ(r), where δ = limn→∞ δn and
ξ(r) = r1/(r−1) − 1. (2.3.4)
Proof See Appendix A.
Note that ξ(r) is a decreasing convex function in r, satisfying limr→∞ ξ(r) = 0. Under the
same scenario, Moreno et al. [87] derived a similar inconsistency region in the context of intrinsic
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Bayes factors, which is given by
δ > ψ(r) =
r − 1
(r + 1)(r−1)/r − 1 − 1.
Note also that ψ(r) is a decreasing convex function in r, satisfying limr→∞ ψ(r) = 0. As shown in
Figure 2.1, the inconsistency region under ψ(r) is slightly narrower than the one under ξ(r), whereas
the two regions are getting close to each other as r increases.














Figure 2.1: The inconsistency regions for a1 = a2 = 1
It is remarkable that Theorem 2.3.2 is also valid in the setting of ANOVA models. As an
illustration, consider a simple one-way balanced ANOVA model of the form
yij = µ+ αi + εij , i = 1, 2, . . . , p, j = 1, 2, . . . , r, (2.3.5)
where yij denotes the independent observation, the unknown parameter µ represents the overall
mean, ai is the additive contribution to the ith unit on the observation, p is the number of units,
and r is the number of observations per unit. It is often assumed that the error term εij follows
the normal distribution with mean 0 and variance σ2 ∀i, j. In general, we shall be interested in the
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problem of model selection between one with equal means and another with not equal means. This
problem can be formally expressed as
M0 : yij = µ+ εij vs M1 : yij = µ+ αi + εij . (2.3.6)
Under some suitable transformation, Maruyama [80] adopted Zellner’s g-prior for the re-
gression coefficients and the beta-prime prior for g and derived an explicit closed-form Bayes factor.
See equation (1.4) of Maruyama [80]. In addition, Maruyama has also shown that the corresponding








> ξ(r) = r1/(r−1) − 1, (2.3.7)
which is in accordance with the results presented in Theorem 2.3.2. It deserves mentioning here that
the results can also be extended to the two-way balanced ANOVA models studied by Maruyama
[80] and are thus not presented here for simplicity.
In conclusion, Theorem 2.3.2 summarizes the asymptotic properties of the Bayes factor in
cases where the model dimension grows at a rate strictly smaller than that of the sample size with
p = O(na2) with 0 ≤ a2 ≤ 1. As noted in practical situations, we may deal with the problem of
model selection in the situation where the dimensions of both models M0 and M1 grow at the same
rate as the sample size with pγ = o(n) and p = o(n), such as the change point detection problems
in time series and the spline regression problem. The model selection consistency properties of the
Bayes factor in (2.2.7) under this situation are summarized as follows.
Theorem 2.3.3 Suppose that pγ = O(n) and p = O(n) and that there exist positive constants r
and s such that r = limn→∞ n/p and s = limn→∞ n/pγ > 1.
(1) If p− pγ approaches infinity and s > r > 1, then it follows that
(a) BF10 in (2.2.7) is consistent under M0.
(b) BF10 in (2.2.7) is consistent under M1 when δ > h(r, s), while it is inconsistent under M1















(2) If there exists a bounded value c ∈ [1, ∞), such that p− pγ = c, and s = r > 1, then it follows
that
(a) BF10 in (2.2.7) is consistent under M0.
(a) BF10 in (2.2.7) is consistent under M1 when δ = limn→∞ δn > 0.
Proof See Appendix A.
Remark 2.3.1 For any fixed value of s > 1, h(r, s) is a bounded decreasing convex function in r
and satisfies that h(r, s) ≤ e− 1 ≈ 1.718 for all s > r > 1. In addition, note that limr→∞ h(r, s) = 0
for all s and that lims→∞ h(r, s) = ξ(r), where ξ(r) is given in Theorem 2.3.2.














Figure 2.2: The inconsistency regions for a1 = a2 = 1
Theorem 2.3.3 provides the consistency of the Bayes factor in (2.2.7) in the setting which
allows the growth rate of the model dimensions pγ and p to be as fast as the sample size n. It
should be noticed that the Bayes factor consistency under M1 depends on the limiting behavior of
the model dimension over the sample size. Under the same scenario, Moreno et al. [87] derived one
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Rate of divergence Consistency regions of BF10 in (2.2.7)
0 < a1 = a2 = 1 M1: limn→∞ δn > h(r, s)
0 ≤ a1 < a2 = 1 M1: limn→∞ δn > ξ(r)
0 ≤ a1 ≤ a2 < 1 M1: limn→∞ δn > 0
Table 2.1: The consistency regions of the proposed Bayes factor for the beta-prime prior for different
values of a and b
inconsistency region for the Bayes factor for intrinsic priors given by









As shown in Figure 2.2, the inconsistency region under δ(r, s) is slightly narrower than the one
under h(r, s) in (2.3.8) for any fixed value of s > 1, whereas both inconsistency regions behave very
similarly as r increases.
In addition, Theorem 2.3.3 can be applied to the scenario where the growth rate of both
pγ and p is slower than n, that is, pγ = O(n
a1 ) and p = O(na2 ) for 0 ≤ a1 ≤ a2 < 1, because this
scenario can be viewed as a limiting case of Theorem 2.3.3 when both r and s approach infinity.
The asymptotic behavior of the Bayes factor under this scenario is summarized below.
Corollary 2.3.4 Suppose that pγ = O(n
a1) and p = O(na2) with 0 ≤ a1 ≤ a2 < 1. BF10 in (2.2.7)
is consistent under M0 and under M1 when limn→∞ δn > 0.
2.4 Concluding remarks
In this chapter, within a linear regression framework, we integrated the ideas of Liang et al.
[70] and Maruyama and George [81], which result in an explicit closed-form Bayes factor for nested
linear model comparisons. It has been shown that the proposed Bayes factor has reasonable model
selection consistency properties under the scenario in which the model dimensions pγ and p grow
with the sample size n as pγ = O(n
a1 ) and p = O(na2 ) with 0 ≤ a1 ≤ a2 ≤ 1, respectively. In
conclusion, the inconsistency regions of the proposed Bayes factor for different values of a1 and a2
are summarized in Table 2.1. It can be seen from Table 2.1 that the consistency properties of the
proposed Bayes factor are similar to the ones for the Bayes factor under intrinsic priors studied by
Moreno et al. [87]. Finally, the asymptotic consistency property further indicates that besides the
three commonly used families of g-priors in Liang et al. [70], the beta-prime prior is also a good
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candidate for the scaling factor g in Zellner’s g-prior.
The problem of comparing nonnested linear models has also gained much attention in recent
years. For example, as mentioned by Pesaran and Weeks [94], nonnested models arise naturally in
econometric analysis. Recently, Girón et al. [53] have studied the nonnested linear model com-
parisons in the context of the Bayes factors for intrinsic priors. In an ongoing project, it shall be
particularly interesting to investigate the consistency properties of the Bayes factor for the beta-
prime prior for the comparison of nonnested linear normal models. Possible extensions to the class of
linear regression models with non-normal error distributions, such as general spherically symmetric
error distributions studied by Maruyama and Strawderman [82], will also be explored in the future.
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Chapter 3
Bayes Factor Consistency for
Unbalanced ANOVA Models
3.1 Introduction
Consider the one-way unbalanced analysis-of-variance (ANOVA) model
yij = µi + εij (3.1.1)
for i = 1, 2, . . . , p and j = 1, 2, . . . , ni, where yij ’s denote the response of interest, p is the number
of units and ni (≥ 2) is the number of observations per unit. The error terms εij ’s are assumed
to be independent and identically distributed, following a normal distribution with mean zero and
unknown variance σ2. Therefore, the unknown parameter µi represents the expectation of yij . For









j=1, respectively. Note that the total number of observations is n =
∑
i ni. Representing






for uniqueness, we can rewrite the model (3.1.1) as
yij = µ+ ai + εij (3.1.2)
for i = 1, 2, . . . , p and j = 1, 2, . . . , ni, where µ =
∑
i niµi/n is the weighted grand mean and
ai = µi − µ is the additive contribution to the ith unit on the response. An alternative constraint
on ai for uniqueness is
∑
i ai = 0 and both constraints coincide under the balanced ANOVA model,
that is, the case with n1 = n2 = · · · = np.
Equivalently, the above model (3.1.2) can be expressed in matrix form as follows
Y = µ1n + Xa + ε, (3.1.3)
where Y = (y11, . . . , y1n1 , y21, . . . , y2n2 , . . . , ypnp)
′, 1n is an n×1 vector of ones, X is an n×p matrix



















for k = 1, . . . , n and i = 1, . . . , p, n0 = 0, a = (a1, a2, . . . , ap)
′ and ε ∼ Nn(0n, σ2In) with 0n
being an n × 1 vector of zeros and In being an n × n identity matrix. One important question in
the ANOVA models is to compare two different models, one with equal means µi’s and another
with unequal means. The comparison of these two models can be formally expressed through the
following hypothesis testing:
M0 : a = 0 vs M1 : a 6= 0. (3.1.4)
Because the elements of a are constrained, it will be more convenient to express the above hypothesis
testing through some unconstrained parameters.
Let X− (n1, · · · , np)⊗1n/n be the centered matrix of X, where ⊗ stands for the Kronecker
product. Consider the singular value decomposition on the centered matrix of X, X−(n1, · · · , np)⊗
1n/n = UΣV
′, where U and V are n× (p−1) and p× (p−1) orthogonal matrices, respectively, and
Σ is a (p− 1)× (p− 1) diagonal matrix with positive diagonal elements. Define β = ΣV′a ∈ Rp−1.
Since (X − (n1, · · · , np) ⊗ 1n/n)′1n = 0n, the model (3.1.3) is equivalent to one special linear
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regression model with unconstrained regression coefficient β ,
Y = µ1n + Uβ + ε, (3.1.5)
and thus the comparison of the two models in (3.1.4) can be reexpressed as
M0 : β = 0p−1 vs M1 : β 6= 0p−1. (3.1.6)
The well-known frequentist testing procedure for (3.1.6) in the theory of linear models is















j yij/n and ȳi· =
∑
j yij/ni. The above statistic (3.1.7) has an F distribution with (p − 1) and (n − p) degrees of
freedom under M0, while under M1, it follows a non-central F distribution with (p− 1) and (n− p)








The null hypothesis is rejected if F > Fα,p−1,n−p, where Fα,p−1,n−p is the 100α% upper percentage
point of the F distribution with (p− 1) and (n− p) degrees of freedom.
We consider the model comparison problem based on the Bayesian approach. As mentioned
by Kass and Raftery [65], the Bayes factor offers a natural way to compare two competing models
in terms of their marginal distributions. Let fi be a density function of Y under Mi for i = 0, 1.
The marginal likelihood function of Y given Mi, denoted mi(Y), can be expressed as
m0(Y) = p(Y |M0) =
∫ ∫
f0(Y | µ, σ2)p0(µ, σ2) dµ dσ2 (3.1.8)
and
m1(Y) = p(Y | M1) =
∫ ∫ ∫
f1(Y | µ, β , σ2)p1(µ, β , σ2) dµ dβ dσ2, (3.1.9)
where p0(µ, σ
2) and p1(µ, β , σ
2) are the joint prior densities for the unknown parameters under M0
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and M1, respectively. By Bayes theorem, the posterior probability for M1 is given by
P (M1 | Y) =
P (M1)m1(Y)
P (M1)m1(Y) + P (M0)m0(Y)
=
P (M1)BF10
P (M1)BF10 + P (M0)
, (3.1.10)
where P (Mi) is the prior probability for Mi, and BF10 is the Bayes factor in favor of M1 against





If the prior probability of the two comparison models P (M0) = P (M1) = 1/2, then P (M1 | Y) =
BF10/(1 +BF10). The model M1 is more likely to be selected if BF10 > 1.
Our particular focus in this chapter is to study the model selection consistency of the Bayes
factor. Consistency of a Bayesian procedure means that the true model (assuming it exists) will
be selected if enough data is provided. See Fernández et al. [44] for a detailed description. For
the balanced ANOVA models, Maruyama [80] established the consistency of the Bayes factor based
on Zellner’s g-prior under two asymptotic scenarios: either dimensionality p, or the number of
replications in each level r, goes to infinity. We will show that the Bayes factor is also consistent
when both p and r approach infinity. Furthermore, we will extend the results of Maruyama [80] to
the unbalanced ANOVA models, and study the corresponding consistency issue of the Bayes factor
under more popular asymptotic scenarios:
Scenario 1 p goes to infinity, but all n1, . . . , np are fixed.
Scenario 2 nmax = max (n1, . . . , np) goes to infinity, but p ≥ 2 is fixed.
Scenario 3 both nmax and p go to infinity.
The rest of this chapter is organized as follows. In Section 3.2, for the unbalanced ANOVA
model, we propose an explicit closed-form Bayes factor based on combined use of Zellner’s g-prior and
the beta-prime distribution for g. In Section 3.3, we establish the corresponding consistency of the
Bayes factor under the different asymptotic scenarios above. Section 3.4 contains some concluding
remarks. Finally, some useful lemma and proofs will be provided in Appendix B.
3.2 Bayes factor for hypothesis testing
A Bayesian analysis starts at specifying priors for the unknown model parameters. Conse-
quently, prior specification will be of crucial importance when using the Bayesian approach.
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As it is well known, the direct use of improper priors may yield an undefined Bayes factor
due to the presence of the arbitrary constant. Berger and Pericchi [13] introduced the intrinsic
Bayes factor to overcome this potential difficulty. A different although related idea, is to convert the
improper priors to intrinsic priors suitable for defining the Bayes factors. Note that one significant
contribution in this direction was Moreno et al. [83] developing a limiting intrinsic procedure for
model selection and hypothesis testing. Thereafter, the intrinsic priors have been extensively dis-
cussed in the literature; see, for example, Berger and Pericchi [14], Moreno et al. ([84], [88], [86]),
Casella and Moreno [34], Girón et al. [52], Torres et al. [103], among others. Recently, Casella et
al. [32] and Moreno et al. [87] investigated the model selection consistency of the Bayes factor for
intrinsic priors in the normal linear regression models.
Another way of avoiding an undefined Bayes factor is to choose the same prior for the com-
mon parameters (see Jeffreys [60]) that appear in both models M0 and M1. Note that the common
parameters could change meaning from one model to another, and hence, using the same prior for
the common parameters may sometimes not seem to be reasonable in general. Nevertheless, Kass
and Vaidyanathan [66] showed that under orthogonality (that is, the expected Fisher information
matrix is diagonal), the Bayes factor is quite robust to the choice of the same (even noninformative)
prior for orthogonal parameters, justifying the use of same noninformative prior for the common
parameters in the problem of hypothesis testing or model selection.
In light of this fact, the intercept µ may be regarded as a common parameter in M0 and
M1, given that the columns of X in (3.1.3) have been centered. In addition, it can be shown that
the variance σ2 is orthogonal to the new parameter β in M1. We may thus assume that the variance
σ2 is also a common parameter in M0 and M1 (see Berger and Pericchi [13]). This would justify
using the same (even noninformative) prior for the common parameters µ and σ2. Accordingly, an




can be adopted. One may also refer to Berger and Pericchi [13] for an asymptotic justification. It is
noteworthy that this suitability of orthogonal parameters was first exploited by Jeffreys [60] and has
been successfully used by many statisticians; see, for example, Westfall and Gönen [108], Bayarri
and Garćıa-Donato [7], Liang et al. [70], Cui and George [37], Maruyama [80], to mention just a few.
To determine a unique Bayes factor, the proper priors are often needed for β that is only contained
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in M1. One popular proper prior for β in the normal linear model (3.1.5) is the so-called Zellner’s










because (U′U)−1 becomes an identity matrix Ip−1. The amount of information in Zellner’s g-prior is
controlled by a single hyperparameter g, so the influence of g becomes crucial and will be discussed
later. Therefore, the prior distributions that we need in (3.1.8) and (3.1.9) are respectively given by
p0(µ, σ












p(β | σ2, g)p(g) dg,
where p(g) is the prior distribution for the hyperparameter g appeared in p(β | σ2, g), which will be
specified below. With the above choices of the prior distributions, it is straightforward to show that



















We just mentioned that the choice of g is critical since it acts as an inverse prior sample size.
As a result, the fixed values of g may cause some undesirable properties, such as the Jeffreys-Lindley
paradox, discussed by Bartlett [4], Liang et al. [70], and among others. In order to alleviate the
influence of prior input on g, the most natural Bayesian approach is to specify a proper prior for g.
Liang et al. [70], for example, discussed three families of proper priors for g and named the Zellner-
Siow prior, the hyper-g prior, and the hyper-g/n prior, respectively. Furthermore, they studied the
corresponding consistency of the Bayes factor under these g-priors. Recently, Guo and Speckman
[56] established the consistency of the Bayes factors under the reference prior for g. In this chapter,
we utilize the beta-prime distribution for g,
p(g) =
gb(1 + g)−a−b−2
B(a+ 1, b+ 1)
I(0,∞)(g), (3.2.2)
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where a > −1, b > −1, and B(·, ·) is a beta function. Of particular note is that the beta-prime
distribution is obtained under which 1/(g + 1) has a beta distribution Beta(a+ 1, b+ 1). Note also
that Cui and George [37] and Liang et al. [70] proposed the following prior density for g,
p(g) = (a+ 1)(1 + g)−a−2,
which is just a special case of (3.2.2) with b = 0. After some algebra, the Bayes factor in (3.2.1)




(p− 1)/2 + a+ 1, b+ 1
)













where 2F1 is a Gaussian hypergeometric function given by





tβ−1(1 − t)γ−β−1(1 − tz)−α dt (3.2.4)
with γ > β > 0. To evaluate the function 2F1, see Abramowitz and Stegun [1]. Note that 2F1
in (3.2.3) depends on the coefficient of determination R2, which can easily be obtained using some
standard statistical software such as Matlab or Mathematica. As noted, the numerical overflow
problem might occur when approximating 2F1 in (3.2.4) as z approaches one. Liang et al. [70]
developed an expansion of changing variable τ = log (g) to perform Laplace approximation for 2F1
and efficiently improved its approximation. Some MCMC algorithms may also be carried out for
approximating 2F1.





















Noting that WT = WH +WE by the Pythagorean relation, the Bayes factor BF10 in (3.2.5) can also
be expressed as a function of the classical F statistic in (3.1.7). With other choices of b, an explicit
closed-form expression of the Bayes factor may not be available.
At this point, the hyperparameter a in (3.2.5) has not yet been assigned. In the linear model
setup, Maruyama and George [81] mentioned that the choice of −1 < a ≤ −1/2 yields a well-defined
marginal density for every submodel. Under the balanced ANOVA model setup, Maruyama [80]
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also discussed how to choose the value of a, and recommended choosing a = −1/2 based on the idea
that the tail behavior of p(β | σ2) is close to that of the multivariate Cauchy distribution. With the
above considerations, we recommend −1 < a ≤ −1/2. In particular, setting a = −1/2, the Bayes























It is of interest to note that, with a = −1/2, the proposed Bayes factor for the unbalanced ANOVA
model is in accordance with the one in (3.2.6) for the balanced ANOVA model (n = pr), first
proposed by Maruyama [80].
3.3 Main results
3.3.1 On information paradox of g priors
Liang et al. [70] described some paradoxes related to the use of Zellner’s g-prior, such as
the Jeffreys-Lindley paradox and the information paradox in linear regression models. With a fixed





1 + g(1 − R2)
)−(n−1)/2
, (3.3.1)
where R2 = WH/WT is the coefficient of determination in the linear regression model.
Suppose the model M1 accounts for an overwhelming amount of the variability of data
compared to the null model M0. In this setting, with both n and p fixed, R
2 should approach
one, or equivalently, F statistic in (3.1.7) goes to infinity. M1 should receive the higher posterior
probability than M0. We thus anticipate that BF10 in (3.3.1) goes to infinity as the information




as R2 approaches one. This phenomenon is often called the information paradox.
Theorem 3.3.1 With both n and p fixed, the Bayes factor with Zellner’s g-prior and the beta-prime
distribution for g avoids the information paradox when −1 < a < (n− p)/2 − 1.
Proof Note that, when R2 = WH/WT approaches one, BF10 in (3.2.5) approaches infinity for
−(n−p−2)/2+a < 0. The beta-prime distribution for g thus avoids the information paradox when
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−1 < a < (n− p)/2 − 1.
3.3.2 On Bayes factor consistency
In this subsection, we consider the consistency property of the proposed Bayes factor in
(3.2.5) under the three asymptotic scenarios mentioned in the Introduction. Let MT be the true
model. Following Fernández et al. [44], the posterior consistency of a procedure for model selection
or hypothesis testing can be defined as
plim
n→∞
P (MT | Y) = 1, (3.3.2)
where ‘plim’ denotes convergence in probability under the true model MT . In our problem, due to
the relationship between the Bayes factor and the posterior probability, the posterior consistency in






















Note that the value of τ can be interpreted as the average number of observations per unit. The
value of λn can be explained as the ratio of between and within variances, which depends on the
sample size n only through the relative frequencies ni/n. We are now in a position to state the main
results about the model selection consistency of the Bayes factor BF10 in (3.2.5).
Theorem 3.3.2 For the unbalanced ANOVA model (3.1.1), we consider the Bayes factor under
Zellner’s g-prior and the beta-prime distribution for g with −1 < a ≤ −1/2.
(a) Under Scenario 1, if p goes to infinity, but all n1, . . . , np are fixed, then BF10 is consistent
under M0, and under M1 when c1 > s1
1/(s1−1)−1, where c1 = limp→∞ λn and s1 = limp→∞ τ .
However, BF10 is inconsistent when c1 < s1
1/(s1−1) − 1.
(b) Under Scenario 2, if nmax goes to infinity, but p ≥ 2 is fixed, then BF10 is consistent.
(c) Under Scenario 3, if both nmax and p go to infinity, defined as (nmax, p) → ∞, then BF10 is
consistent under M0, and under M1 when c2 > s2
1/(s2−1) − 1, where c2 = lim(nmax,p)→∞ λn
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and s2 = lim(nmax,p)→∞ τ . However, BF10 is inconsistent under M1 when c2 < s2
1/(s2−1) − 1.
Proof See Appendix B.
For the one-way balanced ANOVA model, Maruyama [80] studied the consistency of the Bayes factor
in (3.2.6) under two asymptotic scenarios: either the number of replications in each level r goes to
infinity, or the dimensionality p goes to infinity. It can be seen from Theorem 3.3.2 that we can also
establish the Bayes factor consistency under the scenario where both r and p go to infinity.
Corollary 3.3.3 For the balanced ANOVA model, when (r, p) → ∞, BF10 in (3.2.5) is consistent






Proof Recall that n1 = · · · = np = r in the balanced ANOVA model. From Theorem 3.3.2 (c) with
nmax = r, BF10 is obviously consistent under M0. From the proof of part (c) of Theorem 3.3.2 in

















2) under the balanced ANOVA model. Note that
r1/(r−1) approaches one as r goes to infinity, so BF10 is also consistent under M1 if c2 > 0 as both
r and p go to infinity.
Theorem 3.3.2 provides the model selection consistency of the Bayes factor which states
convergence in probability of the true model being chosen under the three different scenarios. It
should be noted that the consistency of the Bayes factor depends only on the asymptotic behavior
of the ratio of usual sums of squares WE/WH and this ratio can be expressed in terms of non-central









> ξ(s) = s1/(s−1) − 1. (3.3.3)
It is noteworthy that ξ(s) is a decreasing convex function in s, satisfying lims→∞ ξ(s) = 0. Under the
one-way balanced ANOVA model, Moreno et al. [87] derived a similar inconsistent region through
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Interestingly, the above ψ(s) is also a decreasing convex function in s, satisfying lims→∞ ψ(s) = 0,
and is slightly smaller than ξ(s) given in (3.3.3).
3.3.3 Examples
We now present some examples with consistent and inconsistent Bayes factors as an illus-
tration of Theorem 3.3.2. We just consider the case under Scenario 1 because similar results could
be easily obtained under other scenarios and are thus not shown here for brevity.
Note that under Scenario 1, there is a small inconsistency region around the null determined
by the value of c1, which can thus be interpreted as a consistently detectable effect size. As an
illustration, for n = 1, 000 and p = 100, indicating that the average number of observations per unit
is s1 = n/p = 10, the proposed Bayes factor in (3.2.5) is consistent when c1 > s1
1/(s1−1)−1 ≈ 0.2915.
We here choose the hyperparameter of the Bayes factor a = −1/2. Suppose that we take c1 = 0.1,
as one should expect, the model M1 is more favorable than the model M0 with the large sample
size. However, one can verify that BF10 ≈ 7.9739× 10−32, which provides strong evidence favoring
M0, despite the fact that the data are most likely to be generated from M1. This conclusion is in
good agreement with the result of Theorem 3.3.2(a). On the other hand, suppose now that we take
c1 = 0.3, obviously in favor of M1. In this case, it can be verified that BF10 ≈ 18.4871, correctly
supporting M1. This case also matches the suggestion of Theorem 3.3.2(a) stating that the Bayes
factor is consistent under M1 when c1 = 0.3 > 0.2915.
3.4 Concluding remarks
In this chapter, we have proposed an explicit closed-form expression of the Bayes factor for
the one-way unbalanced ANOVA model with fixed-effects. Furthermore, it has been shown that
the Bayes factor has reasonable model selection consistency under the three different asymptotic
scenarios mentioned in the Introduction. For the balanced ANOVA model with random-effects,
Garćıa-Donato and Sun [46] studied the consistency properties of the Bayes factor under the intrinsic
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prior and the divergence based prior for unknown parameters, respectively. It will be interesting to




Bayes Factor Consistency for
One-way Random Effects Model
4.1 Introduction
Consider the balanced one-way analysis-of-variance (ANOVA) random effects model
yij = µ+ ai + εij for i = 1, 2, . . . , p, j = 1, 2, . . . , r, (4.1.1)
where yij is the jth observation associated with the unit i and µ represents the unknown intercept.
Here p (≥ 2) is the number of units and r (≥ 2) is the number of observations per unit. It is
assumed that the random effect ai and the error term εij are mutually independent, and that
ai
iid∼ N(0, σ2a) and εij
iid∼ N(0, σ2) for all i and j, where iid represents “independent and identically
distributed.” The unknown parameters σ2a and σ
2 are often called variance components in the









In such a balanced variance components model (4.1.1), we are often interested in evaluating
whether the random effects should be included, which is equivalent to testing
M0 : σ
2
a = 0 vs M1 : σ
2
a 6= 0. (4.1.2)
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For ease of exposition, let Nr(x | θ, Ψ) represent the probability density of a multivariate
normal distribution with an r-dimensional random vector of observations x, an r-dimensional mean
vector θ and an r × r variance-covariance matrix Ψ. Without loss of generality, the model (4.1.1)
can then be expressed compactly in matrix form as follows




Nr(yi | µ1r, Σ), (4.1.3)
by letting Y = (y′1, · · · ,y′p)′ with yi = (yi1, · · · , yir)′, where 1r is an r × 1 vector of ones and
Σ = σ2Ir +σ
2
aJr with Ir being an r× r identity matrix and Jr being an r× r matrix containing only
ones. Accordingly, the hypothesis testing problem (4.1.2) can be equivalently expressed as testing
the following two models
M0 : f1(Y | µ, σ2, σ2a) = f(Y | µ, σ2, 0) vs M1 : f2(Y | µ, σ2, σ2a) = f(Y | µ, σ2, σ2a). (4.1.4)
It is well known by Box and Tiao [27] that the classical unbiased estimates of σ2a can be
negative even if the true value of σ2a is nonnegative. This is a serious disadvantage of using these
estimates in frequentist analysis. To avoid this problem, this chapter deals with the problem of
hypothesis testing or model selection based on the Bayesian approach. An operational advantage
of the Bayesian approach is that likelihood-based methods require special care since the parameter
being tested is a boundary case, leading to the failure of standard asymptotic scenarios; see, for
example, Maller and Zhou [79], Pauler et al. [90], and references therein. In addition, there are
many other advantages for using the Bayesian approach to this problem over the frequentist or
classical approach. We here refer the interested reader to Westfall and Gönen [108] and Berger and
Pericchi [15] for more details.
From the Bayesian viewpoint, the Bayes factor (Kass and Raftery [65]) offers a natural way
of measuring the evidence in data for various competing models in terms of their posterior model








m1(Y) = p(Y |M1) =
∫ ∫ ∫
f2(Y | µ, σ2, σ2a)π1(µ, σ2, σ2a) dµ dσ2 dσ2a,
and
m0(Y) = p(Y |M0) =
∫ ∫
f1(Y | µ, σ2)π0(µ, σ2) dµ dσ2
with π1(µ, σ
2, σ2a) and π0(µ, σ
2) being the joint prior densities for the unknown parameters under
M1 and M0, respectively. From Bayes theorem, the posterior probability of model M1 given Y can
be expressed through the Bayes factor as







where p(Mi) is the prior probability of model Mi for i = 0, 1. In the absence of prior knowledge, it
is natural to specify p(M0) = p(M1) = 1/2. Therefore, for decision-making, the model M1 is more
likely to be selected if p(M1 | Y) > 1/2, or equivalently, BF10 > 1.
In the Bayesian framework, it is of particular interest to study the consistency issue of the
proposed procedures. Here, consistency means that the true model will be selected if enough data
is provided, assuming that one of the competing models is true. Let MT stand for the true model.




p(MT | Y ) = 1, (4.1.7)
where ‘plim’ denotes convergence in probability as n, the total number of observations, goes to infin-
ity. Due to the relationship between the posterior probability and the Bayes factor, the expression
(4.1.7) for our testing problem (4.1.2) becomes
plim
n→∞
BF10 = ∞, (4.1.8)
if M1 is the true model, whereas
plim
n→∞
BF10 = 0, (4.1.9)
if M0 is the true model. Since n = pr in this chapter, we shall mainly focus on the consistency of
Bayes factor for the hypothesis testing problem in the balanced one-way random effects model under
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three asymptotic scenarios as follows:
Scenario 1 r goes to infinity, but p ≥ 2 is fixed.
Scenario 2 p goes to infinity, but r ≥ 2 is fixed.
Scenario 3 both r and p go to infinity.
For the hypothesis testing problem in the balanced random effects model, numerous Bayesian
approaches have recently been proposed in the literature. For example, Westfall and Gönen [108]
proposed a new Bayes factor for hypothesis testing in the one-way ANOVA model with either fixed
or random effects and then studied the Bayes factor consistency under the first two asymptotic
scenarios. Later, Garćıa-Donato and Sun [46] developed the divergence-based prior and the intrinsic
prior for the parameter σ2a and also showed that both priors produce consistent Bayes factors. In
addition, Cano et al. [30] derived a new Bayes factor based on the methodology of integral priors
introduced by Cano et al. [29]. An attractive feature of the integral priors is that they take advantage
of Markov chain Monte Carlo (MCMC) techniques to produce unique Bayes factors often, whereas it
is unclear whether or not the integral priors for this testing problem are unique from the theoretical
viewpoint. Additionally, they do not further investigate the consistency issue of the resulting Bayes
factor.
It is worthwhile mentioning that the approaches mentioned above have been shown to per-
form well in a variety of real applications. In most cases, the integral representation is involved in
the expression of Bayes factors, so numerical approximations will generally be employed. However,
it is not an easy task in applied statistics to decide which type of approximations to be more appro-
priate, especially when both p and r are extremely large. Moreover, they do not seem to take the
asymptotic property of the proposed testing procedures into account under Scenario 3, which would
also be of interest to readers and researchers.
In this chapter, we propose an explicit closed-form Bayes factor without integral representa-
tion for the balanced one-way random effects model. Of particular note is that the proposed Bayes
factor is exactly the same as the one derived by Maruyama [80] for the balanced fixed effects model.
In addition, we study the consistency issue of Bayes factor under the three asymptotic scenarios
mentioned above. It is shown that the resulting Bayes factor is always consistent under M0, but
it may be inconsistent under M1 in Scenario 2 due to the presence of a small inconsistency region,
which can be characterized by the number of observations per unit.
One may argue that making the distinction between fixed effects and random effects is
33
obscure from the Bayesian viewpoint because all unknown parameters could be viewed as random
variables. Nevertheless, one main difference between the two models is that for the random effects
model, the dimension of the parameter space under the full model is three, namely (µ, σa, σ), which
does not grow when either the number of observations approaches infinity or the number of units
approaches infinity, whereas for the fixed effects model, the model dimension grows as the number
of units increases. In addition, there are two main differences between this chapter and the study
of Maruyama [80] for the fixed effects model.
(i) In the random effects model, under orthogonality and same magnitudes, one can easily justify
the reasonability of using the same (even noninformative) prior for the common parameters µ
and σ2. We here refer the reader to Garćıa-Donato and Sun [46] for more details. Specifically,
we consider the consistency property of Bayes factor under a scenario in which both r and p
approach infinity.
(ii) From the Bayesian standpoint, both fixed effects model and random effects model can be
treated as three-stage hierarchical models. As stated by Smith [100], “ for the Bayesian model
the distinction between fixed, random and mixed models reduces to the distinction between
different prior assignments in the second and third stages of the hierarchy.” For a detailed
discussion on the topic, one may also refer to Rendon [96]. It is noteworthy that the prior
formulations for the unknown parameters in this chapter are different from the priors adopted
by Maruyama [80].
The remainder of this chapter is organized as follows. In Section 4.2, we discuss the prior
formulation for the unknown parameters µ, σ2 and σ2a, and then adopt a specific prior distribution for
the ratio of variance components σ2a/σ
2, which results in an explicit closed-form Bayes factor without
integral representation. In Section 4.3, we investigate the corresponding consistency of Bayes factor
under the three different asymptotic scenarios listed above. The performance of the proposed Bayes
factor is illustrated through several simulated studies in Section 4.4. Some concluding remarks are
given in Section 4.5. Finally, several useful lemmas and proofs will be provided in Appendix C.
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4.2 Bayes factor
The direct use of improper priors is unsuitable for the hypothesis testing problem because it
may yield a Bayes factor up to some undetermined normalizing constants. Intrinsic priors, developed
by Berger and Pericchi [13], have been widely used to overcome this potential difficulty on the use
of improper priors. The idea of intrinsic priors is to convert improper priors into ones suitable for
computing the Bayes factors. We do not review them here, but rather point the interested reader to
Berger and Pericchi [14], Moreno et al. ([84], [88], [86]), Casella and Moreno [34], Girón et al. [52],
Casella et al. [32], Torres et al. [103], among others.
An alternative way to avoid such a pitfall of the Bayes factor when using improper priors
is to choose the same improper prior for “common parameters” that appear in the two competing
models, although it could be argued that the common parameters may change meanings from one
model to another. Nevertheless, as mentioned by Kass and Vaidyanathan [66], under orthogonality
(i.e., the expected Fisher information matrix is diagonal), the Bayes factor is quite robust to the
selection of the same (even noninformative) prior adopted for the common orthogonal parameters.
For the hypothesis testing problem (4.1.4), Garćıa-Donato and Sun [46] showed that the common
parameters µ and σ2 are approximately (for a moderate or large value of n) orthogonal to the new
parameter σa in M1. As a result, both µ and σ
2 may be assumed to have the same meanings in
both M0 and M1 (Jeffreys [60], Chapter 5), justifying the use of the same noninformative priors.







where c is a constant, and under M1, we specify
π1(µ, σ
2, σ2a) = π0(µ, σ
2)π∗(σ2a | σ2), (4.2.2)
where a scale family prior for σ2a is adopted and given by














Note that the idea of using same noninformative priors for common (orthogonal) parameters
has been proved to be successful by many statisticians; see, for example, Garćıa-Donato and Sun
[46], Bayarri and Garćıa-Donato [7], Liang et al. [70], to name just a few. To avoid the undefined
Bayes factors, a proper prior distribution is often required for the ratio of variance components
τ = σ2a/σ
2. According to Proposition 1 of Garćıa-Donato and Sun [46], the Bayes factor given by












where WH and WT stand for the sum of squares between groups and the total sum of squares,














j yij/n and ȳi· =
∑
j yij/r. Various choices of the prior distribution π(τ) for the
ratio of τ have recently been proposed in the literature. For example, Westfall and Gönen [108]
advocated the following prior distribution
πWG(τ) = (1 + τ)−2I(0,∞)(τ), (4.2.5)
which is also named the hyper-g prior in Liang et al. [70]. Furthermore, Westfall and Gönen
[108] showed the consistency of Bayes factor with the choice of prior (4.2.5) for τ under the first
two asymptotic scenarios above. Later, Garćıa-Donato and Sun [46] proposed the intrinsic prior
and the divergence-based prior for τ and then investigated the corresponding consistency of Bayes
factor under the two priors, respectively. As suggested by one referee, it deserves to mention here
that the divergence-based prior, developed by Bayarri and Garćıa-Donato [6], is a density function
proportional to a positive measure of divergence between two competing models raised to a negative
power q. One may also refer to Garćıa-Donato and Sun [46] in detail.
In this chapter, we adopt a new prior density for τ , often called the Pearson type VI
distribution with shape parameters α > −1, β > −1 and scale parameter κ > 0. The density
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function of this distribution is given by
πPT (τ) =
κ(κτ)β(1 + κτ)−α−β−2
B(α + 1, β + 1)
I(0,∞)(τ), (4.2.6)
where B(·, ·) is the beta function. Note that the beta-prime distribution used by Maruyama [80] is
just a special case of the Pearson type VI distribution with κ = 1, and that πWG(τ) in (4.2.5) is also
a special case with κ = 1 and α = β = 0. To obtain an explicit closed-form Bayes factor, cases for
which κ = r will be of interest to us in what follows. With the use of transformation t = rτ , simple
algebra shows that the Bayes factor in (4.2.4) with π(τ) replaced by πPT (τ) in (4.2.6) becomes
BF10 =
1














where WE represents the sum of squares within groups and is given by






Observe that the Bayes factor in (4.2.7) can be handled using a one-dimensional integral. The
Laplace approximation approach in Liang et al. [70] may also be employed to evaluate the integral
over the entire real line. Nevertheless, it seems difficult to choose the appropriate types of the
approximations that we should employ in practice and to assess the quality of these approximations,
especially when both p and r are extremely large. Of particular note here is that with the use of the
above prior distributions, we can derive an analytical closed-form Bayes factor with an appropriate
choice of β in the following theorem. The proof is straightforward and is thus omitted for brevity.
Theorem 4.2.1 With the priors given by (4.2.1) under M0 and by (4.2.2), (4.2.3) and (4.2.6) with
κ = r and β = (n− p)/2 − α− 2 under M1, the Bayes factor given by (4.2.7) turns out to be
BF10 =







Notice that the Bayes factor in (4.2.8) has an explicit closed-form expression without integral
representation, which can easily be calculated by using standard statistical software such as Matlab
or R, and is readily accessible to non-statisticians in real applications. In other words, the Pearson
type VI prior for the ratio of variance components provides a simple way of avoiding complex
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computational difficulties in the case where evaluation of the Bayes factor includes solving integrals.
It is worth noting that the expression of Bayes factor given by (4.2.8) exactly coincides with the one in
Maruyama [80] for the balanced fixed effects model. Such an expression agreement is a consequence
of the special choice κ = r and β = (n− p)/2 − α− 2 in the Pearson type VI distribution and may
be unavailable for other choices of κ and β, even if both fixed and random effects can be treated as
random variables from the Bayesian viewpoint.
At this stage, the hyperparameter α in the expression of Bayes factor (4.2.8) has not yet
been assigned. It is well known that in Bayesian statistical analysis, choosing the hyperparameters
of the prior distribution has a large impact on the behavior of Bayes factor. We there recommend
−1/2 ≤ α ≤ 0. It has been shown in the simulation studies that the proposed Bayes factor is quite
robust to the choice of α ∈ [−1/2, 0]. Note that the prior πPT (τ) with β = (n−p)/2−α−2 depends
on the sample size n; this kind of prior has also been adopted by many authors; see, for example,
Maruyama [80], Liang et al. [70], Maruyama and George [81], to mention just a few. As the sample
size grows, the prior πPT (τ) has a density in the right tail that behaves like τ−(α+2), leading to a
very fat tail for small value of α. Furthermore, it can be seen from Figure 4.1 that its mode also tends
to 0 and thus this prior puts more weight to small values of τ , an attractive property considered by
Gustafson et al. [57]. It should be mentioned that other optimal choices of these hyperparameters
such as the one based on the empirical Bayes criterion can be further explored in future work.
4.3 Model selection consistency
From the Bayesian theoretical point of view, it is of particular interest to investigate the
asymptotic behavior of Bayes factors such as consistency when the sample size approaches infinity.
As mentioned in Section 4.1, consistency means that the true model will be selected if enough data
is provided, assuming that one of the competing models is true. This is formally introduced by
Fernández et al. [44] and later is called “model selection consistency” by Liang et al. [70].
In this section, we mainly focus on the consistency properties of the resulting Bayes factor
in (4.2.8) for hypothesis testing in the sense that when the sample size approaches infinity, the Bayes
factor goes to infinity when the alternative model M1 is true, while it goes to 0 when the null model
M0 is true. We are now in a position to summarize the Bayes factor consistency under the three
asymptotic scenarios described in Section 4.1 as follows.
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Figure 4.1: The prior πPT (τ) in (4.2.6) with κ = r, α = −1/4 and β = (n − p)/2 − α − 2 for the
different choices of (r, p)
Theorem 4.3.1 Consider the balanced one-way random effects ANOVA model (4.1.1) and the
Bayes factor for testing M0 against M1 in (4.1.4) with the priors given by (4.2.1), (4.2.2) and
(4.2.3) as well as (4.2.6) when κ = r and β = p(r − 1)/2 − α− 2.
(a) Under Scenario 1, if r goes to infinity, but p ≥ 2 is fixed, then the Bayes factor in (4.2.8) is
consistent whichever model is true.
(b) Under Scenario 2, if p goes to infinity, but r ≥ 2 is fixed, then the Bayes factor in (4.2.8) is
consistent under M0 and under M1 when σ
2
a/σ
2 > h(r), while the Bayes factor is inconsistent
when σ2a/σ
2 < h(r), where
h(r) = r1/(r−1) − 1. (4.3.1)
(c) Under Scenario 3, if both p and r go to infinity, then the Bayes factor in (4.2.8) is consistent
whichever model is true.
Proof See Appendix C.
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Figure 4.2: The function h(r) in (4.3.1) used to determine the inconsistency region
The above theorem has established the consistency properties of the proposed Bayes factor
(4.2.8), which states convergence in probability of the true model asymptotically being chosen when
the sample size approaches infinity under the three different asymptotic scenarios listed above. It
should be noted that under Scenario 2 there exists an inconsistency region (the shaded area in Figure
4.2) located in a small neighborhood of the null model. This inconsistency region can be characterized
by the function h(r) in (4.3.1), a decreasing convex function in r, satisfying limr→∞ h(r) = 0. See
Figure 4.2. Under the balanced fixed effects ANOVA model, Maruyama [80] recently developed a
new closed-form Bayes factor for testing whether the fixed effects are jointly significant and also









Furthermore, Maruyama [80] justified that the existence of the inconsistency region is quite reason-
able under Scenario 2 from the predictive Bayesian viewpoint. It is of interest to note here that the
two inconsistency regions are quite similar, which indicates that the variance of the random effects




i /p in the fixed effects model.
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4.4 Numerical results
In this subsection, we aim to numerically illustrate the finite sample performance of the
Bayes factor in (4.2.4) for the Pearson type VI prior with various choices of the hyperparameters
(α, β, κ) through some simulation studies. For this end, we describe how the data sets in the
balanced one-way random effects model (4.1.1) are generated. Under M0, the samples are simulated
with µ = 0, σ2 = 1 and σ2a = 0, and under M1, the samples are simulated with µ = 0, σ
2 = 1
and σ2a is taken to be one of the five different values {0.5, 1, 2, 3, 5}. For each case, we generate
data sets with various values of p and r in order to mimic the three different kinds of asymptotic
scenarios. We analyze 10, 000 simulated data sets for each case with various choices of p and r. The
decision criterion used in the simulation study is to select M1 if the Bayes factor BF10 > 1 and M0
otherwise.
We firstly consider the performance of Bayes factor (4.2.8) summarized in Theorem 4.3.1
when κ = r, β = (n − p)/2 − α − 2 and values of α ∈ [−1/2, 0] used are −1/2, − 1/4, − 1/5
and −1/10. The relative frequency of choosing the true model under the three different scenarios is
shown in Tables 4.1, 4.2 and 4.3, respectively. Rather than providing exhaustive results based on
these simulations, we merely highlight the most important findings from the first three tables here.
(i) It can be concluded that the Bayes factor in (4.2.8) is fully consistent under the null hypothesis
because the relative frequency of choosing the null model is consistently closer to 1 as the sample
size becomes large. (ii) From the fourth column of Table 4.2 associated with σ2a = 0.5, it can be seen
that the Bayes factor approaches 0 as the sample size increases. This phenomenon indicates that
even though the model M1 is true, the Bayes factor still chooses the null model with probability 1
and thus fails to be asymptotically consistent. Such a conclusion exactly matches the statements in
part (b) of Theorem 4.3.1, because in the simulation setup we have σ2a/σ
2 = 0.5 < h(2) = 1 when
r = 2. Similar conclusions can also be reached for σ2a = 1, but the Bayes factor converges to 0 much
slowly. The Bayes factor is fully consistent for σ2a = 2, 3 and 5 when the sample size becomes large
because of σ2a/σ
2 > h(2). (iii) As one would expect, the Bayes factors are fairly robust to the choice
of the hyperparameter α ∈ [−1/2, 0] because similar results are obtained for the various values of
α shown in the Tables 4.1, 4.2 and 4.3. In conclusion, the simulation results clearly support the
consistency claims made in Theorem 4.2. Furthermore, it is also noteworthy that the performance
of the proposed Bayes factor is quite satisfactory even for the moderate values of p and/or r.
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We also investigate the performance of Bayes factor in (4.2.4) under the Pearson type VI
prior for various choices of the hyperparameters (α, β, κ), as suggested by one referee. Four
different choices of these parameters are considered in the following simulation study. Choosing
(α, β, κ) = (−1/2, 0, 1) results in the WG prior (4.2.5) considered by Westfall and Gönen [108].
The choice of (α, β, κ) = (−1/2, 0, 1/n) yields the hyper-g/n prior studied by Liang et al. [70]
for the hyperparameter g in Zellner’s g-prior. The choice of (α, β, κ) = (0, − 1/2, 1) leads to the
prior suggested by Box and Tiao [27] and Berger and Deely [10], and finally, (α, β, κ) = (0, 0, r)
corresponds to the prior derived by choosing a uniform prior on [0, 1] for the parameter rτ/(1+ rτ).
It should be mentioned that the numerical integration techniques have been employed to approximate
the Bayes factors under these four different choices of (α, β, κ) because their expressions are not
analytically tractable.
Tables 4.4, 4.5 and 4.6 summarize the results based on the above simulation setup. The
following findings can be drawn from these simulation studies. (i) The Bayes factor with the four
choices of (α, β, κ) generates compatible results in most cases, except for the case (α, β, κ) =
(−1/2, 0, 1/n), which can be viewed as the most conservative criterion, having associated the
smallest relative frequency of rejecting wrongly M0. (ii) Of particular note is that there is no
inconsistency region under Scenario 2, and thus we may conclude that under the three asymptotic
scenarios, the Bayes factor in (4.2.4) with these four different choices of (α, β, κ) is fully consistent
whichever the true model is. (iii) As the sample size becomes large, the relative frequency of choosing
the true model significantly increases and gets closer to each other under the different proposals; a
similar conclusion can also be made when the variance σ2a becomes large. Consequently, we may
conclude that the Bayes factor in (4.2.4) under the different priors for τ behaves very similarly.
It is noteworthy to mention that the numerical results presented above only illustrated the
finite sample performance of the proposed Bayes factor for the different hyperparameter values. We
make no claim about the convergence rate of the Bayes factor from our simulation study. The
convergence rate of the proposed Bayes factor under the different asymptotic scenarios also deserves
further exploration.
In summary, one appealing advantage of the proposed Bayes factor in (4.2.8) is its explicit
closed-form expression without integral representation. It has been observed from Table 4.1 to Table
4.6 that the behavior of the proposed Bayes factor is compatible with the one for other various choices
of the hyperparameters (α, β, κ), except for the case under Scenario 2 due to the presence of a small
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inconsistency region around the null model. Note that such an inconsistency region may be avoided
with some other specific choices of the hyperparameters shown in the simulation study. However, a
drawback of these choices is that the Bayes factor may not be analytically available.
4.5 Concluding remarks
We have developed an explicit closed-form Bayes factor without integral representation,
which can be easily calculated and is readily applicable to the problem of hypothesis testing under
the balanced one-way random effects model. It is shown that under the different asymptotic scenarios
described in Section 4.1, the Bayes factor (4.2.8) is fully consistent under the null model, and is
also consistent under the alternative model except for a small inconsistency region around the null
model characterized by equation (4.3.1). Such the inconsistency region is the price we have to
pay for deriving the closed-form of the Bayes factor. In addition, the referee also presumes that
the inconsistency region may disappear when the prior is independent of the sample size. Such the
presumption is quite understandable, but further investigation is needed, especially when the number
of observation per unit goes to infinity. Looking at the simulation studies above, it seems that the
inconsistency region may also disappear with some other specific choices of the hyperparameters
(α, β, κ) in the Pearson type VI distribution, whereas the corresponding theoretical properties of
Bayes factors with those specific choices under the three asymptotic scenarios are currently under
investigation and will be reported elsewhere.
In some practical situations, unbalanced data may occur because of physical limitations
and/or cost constraints. Wang and Sun [107] have recently generalized the results of Maruyama
[80] for the balanced fixed effects model to the ones for the unbalanced fixed effects model. In an
ongoing project, we shall study the consistency of Bayes factor under the Pearson type VI prior for
the unbalanced random effects model.
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σ2a
(p, r) α 0 0.5 1 2 3 5
(2, 5)
−1/2 0.894 0.358 0.476 0.594 0.662 0.733
−1/4 0.860 0.400 0.521 0.630 0.694 0.759
−1/5 0.855 0.408 0.528 0.637 0.700 0.762
−1/10 0.845 0.421 0.540 0.647 0.707 0.770
(2, 10)
−1/2 0.937 0.436 0.562 0.677 0.729 0.790
−1/4 0.914 0.470 0.593 0.700 0.751 0.807
−1/5 0.910 0.475 0.597 0.704 0.755 0.810
−1/10 0.901 0.483 0.606 0.711 0.766 0.816
(2, 50)
−1/2 0.973 0.660 0.753 0.824 0.851 0.883
−1/4 0.964 0.678 0.765 0.833 0.859 0.887
−1/5 0.962 0.680 0.767 0.834 0.860 0.888
−1/10 0.959 0.686 0.770 0.836 0.862 0.890
(2, 100)
−1/2 0.984 0.734 0.812 0.866 0.891 0.914
−1/4 0.979 0.747 0.820 0.871 0.897 0.917
−1/5 0.978 0.748 0.821 0.872 0.897 0.918
−1/10 0.976 0.752 0.823 0.874 0.899 0.919
(2, 500)
−1/2 0.993 0.865 0.901 0.933 0.944 0.954
−1/4 0.991 0.870 0.905 0.936 0.945 0.955
−1/5 0.991 0.871 0.905 0.936 0.946 0.956
−1/10 0.990 0.872 0.906 0.937 0.956 0.967
Table 4.1: The relative frequency of choosing the true model under the Bayes factor in (4.2.8) with




(p, r) α 0 0.5 1 2 3 5
(5, 2)
−1/2 0.872 0.329 0.486 0.687 0.788 0.887
−1/4 0.825 0.405 0.570 0.752 0.838 0.918
−1/5 0.816 0.425 0.586 0.762 0.847 0.922
−1/10 0.800 0.446 0.612 0.780 0.861 0.930
(10, 2)
−1/2 0.950 0.266 0.495 0.768 0.891 0.966
−1/4 0.923 0.338 0.576 0.823 0.923 0.979
−1/5 0.916 0.350 0.589 0.832 0.928 0.981
−1/10 0.908 0.378 0.615 0.848 0.936 0.983
(50, 2)
−1/2 1.000 0.080 0.500 0.961 0.998 1.000
−1/4 1.000 0.108 0.561 0.973 0.999 1.000
−1/5 1.000 0.112 0.572 0.979 0.999 1.000
−1/10 1.000 0.123 0.592 0.979 1.000 1.000
(100, 2)
−1/2 1.000 0.025 0.500 0.996 1.000 1.000
−1/4 1.000 0.033 0.559 0.998 1.000 1.000
−1/5 1.000 0.035 0.569 0.998 1.000 1.000
−1/10 1.000 0.039 0.588 0.998 1.000 1.000
(500, 2)
−1/2 1.000 0.000 0.494 1.000 1.000 1.000
−1/4 1.000 0.000 0.528 1.000 1.000 1.000
−1/5 1.000 0.000 0.534 1.000 1.000 1.000
−1/10 1.000 0.000 0.544 1.000 1.000 1.000
Table 4.2: The relative frequency of choosing the true model under the Bayes factor in (4.2.8) with




(p, r) α 0 0.5 1 2 3 5
(2, 2)
−1/2 0.764 0.348 0.423 0.520 0.580 0.654
−1/4 0.714 0.407 0.485 0.533 0.634 0.701
−1/5 0.705 0.417 0.496 0.587 0.642 0.708
−1/10 0.690 0.434 0.511 0.600 0.657 0.721
(10, 5)
−1/2 0.996 0.465 0.812 0.967 0.990 0.998
−1/4 0.994 0.519 0.841 0.973 0.993 0.998
−1/5 0.993 0.527 0.845 0.975 0.993 0.998
−1/10 0.993 0.542 0.855 0.977 0.993 0.999
(5, 10)
−1/2 0.992 0.630 0.836 0.942 0.972 0.989
−1/4 0.987 0.668 0.858 0.950 0.976 0.990
−1/5 0.986 0.675 0.861 0.951 0.977 0.991
−1/10 0.984 0.686 0.867 0.954 0.978 0.991
(10, 10)
−1/2 1.000 0.748 0.953 0.995 0.991 1.000
−1/4 1.000 0.778 0.960 0.997 0.993 1.000
−1/5 1.000 0.783 0.962 0.997 0.993 1.000
−1/10 1.000 0.793 0.964 0.997 0.993 1.000
(50, 25)
−1/2 1.000 1.000 1.000 1.000 1.000 1.000
−1/4 1.000 1.000 1.000 1.000 1.000 1.000
−1/5 1.000 1.000 1.000 1.000 1.000 1.000
−1/10 1.000 1.000 1.000 1.000 1.000 1.000
(25, 50)
−1/2 1.000 1.000 1.000 1.000 1.000 1.000
−1/4 1.000 1.000 1.000 1.000 1.000 1.000
−1/5 1.000 1.000 1.000 1.000 1.000 1.000
−1/10 1.000 1.000 1.000 1.000 1.000 1.000
Table 4.3: The relative frequency of choosing the true model under the Bayes factor in (4.2.8)




(p, r) α β γ 0 0.5 1 2 3 5
(2, 5)
−1/2 0 1 0.853 0.411 0.530 0.643 0.702 0.764
−1/2 0 1/n 0.951 0.250 0.370 0.505 0.580 0.662
0 −1/2 1 0.899 0.350 0.469 0.586 0.656 0.729
0 0 r 0.797 0.479 0.585 0.690 0.741 0.797
(2, 10)
−1/2 0 1 0.893 0.492 0.617 0.718 0.768 0.821
−1/2 0 1/n 0.979 0.323 0.460 0.592 0.662 0.734
0 −1/2 1 0.932 0.444 0.570 0.681 0.733 0.795
0 0 r 0.813 0.582 0.683 0.769 0.811 0.855
(2, 50)
−1/2 0 1 0.945 0.707 0.787 0.847 0.871 0.897
−1/2 0 1/n 0.996 0.567 0.680 0.766 0.809 0.849
0 −1/2 1 0.964 0.677 0.765 0.832 0.858 0.887
0 0 r 0.819 0.793 0.852 0.896 0.901 0.927
(2, 100)
−1/2 0 1 0.964 0.767 0.834 0.884 0.906 0.925
−1/2 0 1/n 0.999 0.655 0.751 0.823 0.856 0.887
0 −1/2 1 0.978 0.749 0.821 0.872 0.898 0.918
0 0 r 0.830 0.847 0.889 0.926 0.938 0.947
(2, 500)
−1/2 0 1 0.993 1.000 1.000 1.000 1.000 1.000
−1/2 0 1/n 0.991 1.000 1.000 1.000 1.000 1.000
0 −1/2 1 0.991 1.000 1.000 1.000 1.000 1.000
0 0 r 0.990 1.000 1.000 1.000 1.000 1.000
Table 4.4: The relative frequency of choosing the true model under the Bayes factor in (4.2.4) for
the Pearson type VI prior with different values of the hyperparameters (α, β, κ) for a fixed value
of p and increasing values of r in the 10, 000 simulations.
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σ2a
(p, r) α β γ 0 0.5 1 2 3 5
(5, 2)
−1/2 0 1 0.801 0.445 0.611 0.780 0.860 0.930
−1/2 0 1/n 0.945 0.171 0.293 0.489 0.627 0.776
0 −1/2 1 0.870 0.332 0.491 0.692 0.791 0.889
0 0 r 0.763 0.499 0.659 0.812 0.886 0.943
(10, 2)
−1/2 0 1 0.850 0.497 0.722 0.908 0.963 0.991
−1/2 0 1/n 0.982 0.115 0.290 0.584 0.756 0.913
0 −1/2 1 0.908 0.555 0.614 0.928 0.972 0.994
0 0 r 0.809 0.562 0.776 0.930 0.973 0.995
(50, 2)
−1/2 0 1 0.931 0.818 0.989 1.000 1.000 1.000
−1/2 0 1/n 1.000 0.186 0.704 0.990 1.000 1.000
0 −1/2 1 0.962 0.720 0.979 1.000 1.000 1.000
0 0 r 0.899 0.876 0.995 1.000 1.000 1.000
(100, 2)
−1/2 0 1 0.953 0.960 1.000 1.000 1.000 1.000
−1/2 0 1/n 1.000 0.420 0.964 1.000 1.000 1.000
0 −1/2 1 0.977 0.924 1.000 1.000 1.000 1.000
0 0 r 0.922 0.977 1.000 1.000 1.000 1.000
(500, 2)
−1/2 0 1 0.995 1.000 1.000 1.000 1.000 1.000
−1/2 0 1/n 1.000 1.000 1.000 1.000 1.000 1.000
0 −1/2 1 0.993 1.000 1.000 1.000 1.000 1.000
0 0 r 0.999 1.000 1.000 1.000 1.000 1.000
Table 4.5: The relative frequency of choosing the true model under the Bayes factor in (4.2.4) for
the Pearson type VI prior with different values of the hyperparameters (α, β, κ) for a fixed value
of r and increasing values of p in the 10, 000 simulations.
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σ2a
(p, r) α β γ 0 0.5 1 2 3 5
(2, 2)
−1/2 0 1 0.734 0.382 0.461 0.553 0.613 0.683
−1/2 0 1/n 0.842 0.255 0.320 0.419 0.483 0.564
0 −1/2 1 0.799 0.308 0.381 0.478 0.539 0.619
0 0 r 0.713 0.407 0.486 0.578 0.634 0.702
(10, 5)
−1/2 0 1 0.938 0.805 0.959 0.993 0.998 1.000
−1/2 0 1/n 0.998 0.376 0.746 0.951 0.985 0.997
0 −1/2 1 0.966 0.734 0.936 0.992 0.997 1.000
0 0 r 0.859 0.890 0.980 0.997 0.999 1.000
(5, 10)
−1/2 0 1 0.945 0.795 0.916 0.974 0.988 0.996
−1/2 0 1/n 0.999 0.485 0.748 0.903 0.951 0.980
0 −1/2 1 0.969 0.746 0.856 0.965 0.984 0.993
0 0 r 0.844 0.881 0.956 0.983 0.994 0.998
(10, 10)
−1/2 0 1 0.968 0.952 0.994 0.999 1.000 1.000
−1/2 0 1/n 1.000 0.731 0.948 0.994 1.000 1.000
0 −1/2 1 0.984 0.930 0.991 0.991 1.000 1.000
0 0 r 0.872 0.981 0.998 1.000 1.000 1.000
(25, 50)
−1/2 0 1 0.997 1.000 1.000 1.000 1.000 1.000
−1/2 0 1/n 1.000 1.000 1.000 1.000 1.000 1.000
0 −1/2 1 0.990 1.000 1.000 1.000 1.000 1.000
0 0 r 0.911 1.000 1.000 1.000 1.000 1.000
(50, 25)
−1/2 0 1 0.996 1.000 1.000 1.000 1.000 1.000
−1/2 0 1/n 1.000 1.000 1.000 1.000 1.000 1.000
0 −1/2 1 0.998 1.000 1.000 1.000 1.000 1.000
0 0 r 0.933 1.000 1.000 1.000 1.000 1.000
Table 4.6: The relative frequency of choosing the true model under the Bayes factor in (4.2.4) for the
Pearson type VI prior with different values of the hyperparameters (α, β, κ) for increasing values
of p and r in the 10, 000 simulations.
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Chapter 5
Bayesian Inference for the
Correlation Coefficient in Two
Seemingly Unrelated Regressions
5.1 Introduction
Consider a system of two seemingly unrelated regression (SUR) equations
yi = Xiβ i + ε i, i = 1, 2, (5.1.1)
where in the ith equation yi is an n × 1 vector of observations, Xi is an n × pi regressor matrix
with rank pi, β i is a pi × 1 vector of unknown regression coefficients and εi is an n × 1 vector of
disturbances. The rows of the matrix [ε1, ε2] are assumed to be independently distributed, each














where σ1 > 0, σ2 > 0 and −1 < ρ < 1. For ease of exposition, and without loss of generality, the
system (5.1.1) can be written in compact form as
y = Xβ + ε, (5.1.2)
by letting y = (y′1,y
′
2)





′ and ε = (ε ′1, ε
′
2)
′, where diag represents a
block diagonal matrix. Here, ε follows a 2n-dimensional normal distribution N(02n,Σ ⊗ In), where
02n is a 2n× 1 vector of zeros, In is an n-dimensional identity matrix and ⊗ denotes the Kronecker
product operator. The parameter of interest in this chapter is ρ, the correlation coefficient between
the two equations. As we can see, ρ = 0 implies that the two equations are independent.
Such a system, first introduced by Zellner [110], has been widely applied in many fields
of economics, industry, and other sciences. This chapter mainly focuses on two SUR equations,
because this two-equation system is simple and has received much attention in the past few decades.
Zellner [111] pointed out that Zellner’s estimator of the regression coefficients is more efficient than
the least squared estimator (LSE) when the disturbances are correlated between the equations.
Nevertheless, as described in Kariya [64], the LSE will be preferred when ρ is close to zero, since an
estimated covariance matrix is involved in Zellner’s estimator. Accordingly, the problem of testing
the independence of the two equations becomes important and is entertained by Kariya [64] and
Kurata [68] and the references therein.
There has been considerable interest in improving upon estimation of the regression coeffi-
cients of each equation. See Revankar [97], Liu ([75], [74], [76]), Wang [105] and Wang et al. [106]
and others. It is of interest to note that the efficiency of many proposed estimators often rests on the
unknown parameter ρ. For example, the improved estimator proposed by Revanka [97] is superior to
the LSE only if ρ2 > 1/(n− r−1), where r is the rank of the matrix [X1,X2]. One further improved
estimator derived by Liu [74] dominates both the estimator of Revanka [97] and the LSE in terms





see that the point estimation of ρ is often required but has received less attention in the literature.
Motivated by these factors, we propose an objective Bayesian solution for the problems of
hypothesis testing and point estimation for the correlation coefficient. The resulting solution has
several appealing properties. For example, (i) the solution is invariant under one-to-one reparame-
terization of either the data or the parameter ρ; (ii) the solution can be used to test for any value
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of ρ = ρ0 ∈ (−1, 1); (iii) the solution depends only on the sampling model and the available data.
This chapter is organized as follows. In Section 5.2, we derive several objective priors
for unknown parameters based on the Fisher information matrix. Furthermore, some appropriate
sampling algorithms are proposed to generate samples from the posterior distributions under these
priors. An objective Bayesian solution for the problems of hypothesis testing and point estimation
for ρ is proposed in Section 5.3. In Section 5.4, the resulting solution is illustrated in the context
of simulated and real data. The concluding remarks are given in Section 5.5, with additional proofs
given in Appendix D.
5.2 Objective Bayesian analysis
5.2.1 Under the Jeffreys’ independent prior
In the absence of prior knowledge, the noninformative priors are often adopted for unknown
parameters. One of the most popular choices in the literature is the Jeffreys’ independent prior




which is derived in detail through using the Fisher information matrix in Appendix D. Under the
prior πIJ (β , σ1, σ2, ρ), the full conditional posterior distributions f1(β | Σ,y) and f2(Σ | β ,y) are
respectively given by











where β̃ = (X′(Σ−1 ⊗ In)X)−1X′(Σ−1 ⊗ In)y, Ψ = (X′(Σ−1 ⊗ In)X)−1, A = [aij ] = [(yi −
Xiβ i)
′(yj − Xjβ j)] (i, j = 1, 2) and IW stands for the inverse Wishart distribution. The following
Gibbs sampling algorithm can be employed to iteratively sample β and Σ from the full conditional
posterior distributions in (5.2.2) and (5.2.3):
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Algorithm 5.2.1
Step 1. (Initialization). Specify an initial value β (0);
Step 2. Repeat for k = 1, 2, · · · , N ;











= (σ1, σ2, ρ);
(b): Simulate β from the conditional distribution of β given (Σ(k), y) in (5.2.2) and report
β (k) = β ;













5.2.2 Under the reference priors
Since the seminal paper of Bernardo [18], the reference priors have been illustrated as one of
the most useful tools for developing noninformative priors. This idea was pursued further in Berger
and Bernardo ([8], [9]). It is well-known that reference priors in multiparameter problems rest on the
grouped ordering of the parameters. In our problem, the regression coefficients (β 1, β 2) can be put in
any position of the parameter ordering, because the Fisher information matrix of (β 1, β 2, σ1, σ2, ρ)
does not depend on them. Thus, given that the parameter ρ is of interest in this chapter, we
consider four grouped orderings: {ρ, σ1, σ2, β 1, β 2}, {ρ, σ2, σ1, β 1, β 2}, {ρ, (σ1, σ2), β 1, β 2} and
{ρ, (σ1, σ2, β 1, β 2)}. Following the same idea of Berger and Sun [17] in dealing with reference priors
for the bivariate normal model, we derive the following two types of reference priors.
Theorem 5.2.1 The reference priors with the grouped orderings {ρ, σ1, σ2, β 1, β 2}, {ρ, σ2, σ1, β 1, β 2}
and {ρ, (σ1, σ2), (β 1, β 2)} are the same, and given by




which is also the first order probability matching prior of ρ, while the reference prior with grouped
ordering {ρ, (σ1, σ2, β 1, β 2)} is given by




2 (1 − ρ2)
. (5.2.5)
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Proof See Appendix D.
Indeed, the first order probability matching priors are priors for which the coverage prob-
ability of a frequentist confidence region is asymptotically equivalent to the coverage probability of
the Bayesian credible region up to a term of order n−1/2. We refer to Datta and Ghosh ([39], [40])
and Datta and Mukerjee [41] and references therein for details on this topic.
Note that the joint posterior distribution of unknown parameters under either the prior πR1
or the prior πR2 in Theorem 5.2.1 is not easily recognizable. We thus advocate the Markov chain
Monte Carlo (MCMC) technique to sample (β , σ1, σ2, ρ) from the joint posterior distributions under
these priors. For the reference prior πR1 in equation (5.2.4), a sequence of samples from the joint
posterior distribution can be obtained by the following acceptance-rejection (AR) algorithm.
Algorithm 5.2.2
Step 1. (Initialization). Specify an initial value β (0);
Step 2. Repeat for k = 1, 2, · · · , N ;
(a): Simulate (σ1, σ2, ρ) from the conditional distribution of Σ given (β
(k−1),y) in (5.2.3)
and generate u ∼ Unif(0, 1);









= (σ1, σ2, ρ). Otherwise, go back to (a);
(c): Simulate β from the conditional distribution of β given (Σ(k), y) in (5.2.2) and report
β (k) = β ;













We choose the upper bound parameter M = 1 to fit the target function properly. The
theoretical acceptance probability of this algorithm is
√
1 − ρ2, which implies that the algorithm is
quite efficient for sampling from the posterior distribution when |ρ| is not extremely large. As seen
in Table 5.1, the acceptance probability is reasonable even for large value of |ρ|. For example, the
probability is close to 0.3122 when |ρ| = 0.95. It should be mentioned that other better sampling
algorithms under πR1 can be further explored.
For the reference prior πR2 in equation (5.2.5), a sequence of samples from the joint posterior
distribution can be obtained by implementing the Metropolis-Hastings (MH) algorithm, which just
replaces part (b) of Step 2 in the AR algorithm with
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|ρ| 0.2 0.5 0.8 0.9 0.95 0.99
Acceptance probability 0.9798 0.8660 0.6000 0.4359 0.3122 0.1411














































One important issue of using the MCMC technique is to assess convergence of the simulated
Markov chain to the distribution of interest. Numerous approaches for diagnosing convergence have
been proposed over the years. We do not attempt to review them here; we refer interested readers to
Geweke [51], Gelman and Rubin [48], Raftery and Lewis [95] and Zellner and Min [113] and others.
We can iterate through each of the above algorithms until convergence is achieved. For these priors,
a sequence of samples from the marginal posterior distribution of ρ can then be obtained from Step
3 in the AR algorithm, namely,
ρ(1), ρ(2), · · · · · · , ρ(N). (5.2.6)
After the unknown model parameters are estimated, we are often interested in the “distance”
between the null and the true values of the parameter of interest. Generally, the Bayesian approach
can formulate the hypothesis testing and point estimation problems as a decision problem, where the
action space is the set of possible values of the quantity of interest. For the decision problem, a loss
function, which measures the loss of accepting the null instead of the true values of the parameters,
must be specified. The most commonly used losses are the quadratic loss, the absolute error loss
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and the zero-one loss. However, these loss functions may not be invariant under reparameterization
and therefore produce non-invariant solutions. This is unattractive in practical situations. In the
following section, we adopt the intrinsic discrepancy loss function, which satisfies the invariance
property with respect to reparameterization.
5.3 Bayesian intrinsic reference under decision theory
5.3.1 Intrinsic discrepancy loss function
The intrinsic discrepancy, introduced by Bernardo [20] and further developed by Bernardo
and Rueda [24] and Bernardo and Juárez [23], has been used for developing an objective Bayesian
solution to the problems of hypothesis testing and point estimation. Suppose that we have the
probability density p(y | θ, ω) with the parameter of interest θ ∈ Θ and the nuisance parameter
ω ∈ Ω. If we are interested in evaluating whether a given probability density p(y | θ0, ω) is
consistent with given data, the intrinsic discrepancy is then defined as
δ(θ, ω, θ0) = min
{




k(θ0 | θ, ω ) = inf
ω 0∈Ω
∫
p(y | θ, ω) log p(y | θ, ω)
p(y | θ0, ω0)
dy
and
k(θ, ω | θ0) = inf
ω 0∈Ω
∫
p(y | θ0, ω0) log
p(y | θ0, ω 0)
p(y | θ, ω ) dy.
Note that the unit of the intrinsic discrepancy can be measured by the bit of information if the
natural logarithm is replaced by a base 2. As mentioned in the introduction, one appealing feature
of the intrinsic discrepancy is its invariance under reparameterization. In addition, other attractive
properties of the intrinsic discrepancy, such as additivity, can be found in Theorem 3.1 of Bernardo
[21]. In our context, some algebra provides the following result.
Proposition 5.3.1 The intrinsic discrepancy for testing H0 : ρ = ρ0 vs H1 : ρ 6= ρ0 in the system
of two SUR equations is given by










Proof See Appendix D.
It can easily be shown that δ(ρ, ρ0) is a non-negative and convex function of ρ0 with the
unique minimum at ρ = ρ0. Of particular note is that the intrinsic discrepancy of the bivariate
normal model obtained by Juárez [62] is exactly the same as equation (5.3.2) because the bivariate
normal model is just a special case of the SUR equations.
5.3.2 Intrinsic Bayesian statistic
Similarly to Bernardo and Rueda [24], we define the intrinsic statistic as
d(ρ0 | D) =
∫ ∫
δ(ρ, ρ0)πδ(ρ, ω | D) dρ dω, (5.3.3)
where ω = (β 1, β 2, σ1, σ2) and πδ(ρ, ω | D) is the posterior distribution with given data D under the
reference prior πδ(ρ, ω ) of (ρ, ω ), which corresponds to the quantity of interest δ = δ(ρ, ρ0) in (5.3.2).
Since δ(ρ, ρ0) is piecewise invertible and depends only on the parameter ρ, we can use Proposition
1 of Bernardo [20] to show that the reference prior πδ(ρ, ω) is the same as π(ρ, ω ) of (ρ, ω ), which
corresponds to the quantity of interest ρ. Consequently, the reference posterior distribution remains
invariant under this kind of transformation (Bernardo and Smith [25], 1994, p. 326). Therefore, the
intrinsic statistic (5.3.3) can be rewritten as
d(ρ0 | D) =
∫ ∫
δ(ρ, ρ0)π(ρ, ω | D) dρ dω =
∫
δ(ρ, ρ0)π(ρ | D) dρ, (5.3.4)
where π(ρ | D) is the marginal posterior distribution of ρ. Note that d(ρ0 | D) in (5.3.4) is a
continuous convex function of ρ0. For testing a point null hypothesis of the form
H0 : ρ = ρ0 vs H1 : ρ 6= ρ0, (5.3.5)
we can define the Bayesian reference criterion (BRC) as
Reject H0 when d(ρ0 | D) > d∗,
where d∗ is a threshold value, which is the key component in statistical significance testing. Since
Bernardo and Rueda [24] interpreted the intrinsic statistic as the expected value of the log-likelihood
ratio against the simplified model under H0, we advocate the choices of d
∗ = 2.5 (mild evidence
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against H0), d
∗ = 5 (strong evidence against H0) and d
∗ = 7.5 (safe to reject H0) for scientific
communication. We refer to Bernardo [20], Bernardo and Rueda [24], Bernardo and Juárez [23] and
Bernardo [22] for more details.
On the other hand, we can define the Bayesian intrinsic estimator ρ̂ of ρ, which minimizes
the posterior expected intrinsic discrepancy
ρ̂ = arg min
ρ0∈(−1,1)
d(ρ0 | D). (5.3.6)
It should be noticed that the intrinsic estimator ρ̂ also remains invariant under reparameterization,
because the intrinsic discrepancy and the prior are both invariant. For instance, the intrinsic estima-
tor of ρ2 is simply ρ̂2. However, this invariance property is not shared by other common estimators
including the posterior mean, the posterior mode and so on.
5.4 Numerical results
5.4.1 On simulation study
To evaluate the performance of the proposed solution, we simulate data sets from the model
(5.1.1) with β 1 = β 2 = (1, 1, 1)
′. Each element of regressor matrices Xj , j = 1, 2 is generated from


























where ρ is taken to be one of the seven different values {−0.95,−0.75,−0.5, 0, 0.5, 0.75, 0.95}. For
each value of ρ, we consider a small sample of size n = 10 and a moderate one n = 50 to check the
variations of the Bayesian procedures. In each case, we generate 22,000 iterations with burn-in of
the first 2,000 iterations using the proposed sampling algorithms in Section 5.2. Accordingly, the
intrinsic statistic (5.3.4) can be numerically estimated by the Monte Carlo sample average given by







where N is the length of the sample, which is 20,000 after burn-in in the simulation study.
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Figure 5.1: Trace plot of ρ under πR1 with different initial values when n = 10 and ρ = −0.75.
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Often, it is necessary to check the convergence of the sampling algorithms. We present
the trace and density plots of ρ under πR1 in Figures 5.1 and 5.2 with two different sets of initial
values when ρ = −0.75 and n = 10. The plots show that the two chains mix well enough within
22,000 iterations. Also, there is little change from the simulation results when the length of each
algorithm is reduced to 11,000 iterations with discarding the first 1000 as burn-in. Moreover, there
is no evidence of lack of convergence based on the run length control diagnostic in Raftery and
Lewis [95] and the convergence diagnostic test statistic (at a significance level of 5%) due to Geweke
[51]. In addition, we calculate the inefficiency factor (IF) accounting for the auto-correlation in the
generated samples, proposed by Kim et al. [67]. The IF estimates standard errors in the presence
of auto-correlation in the generated samples, relative to the standard error of the Markov chain
assuming no serial correlation. Therefore, the value of the IF is equal to one in the absence of auto-
correlation. The simulated results (not shown here for brevity) imply that the proposed sampling
algorithms are quite reasonable. More simulation studies with respect to other values of ρ and πIJ
and πR2 have been conducted, and the results are quite similar and thus not presented here.































Figure 5.2: Density plot of ρ under πR1 with different initial values when n = 10 and ρ = −0.75.
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(a) The percentage of rejection when n = 10
































(b) The percentage of rejection when n = 50
Figure 5.3: The percentage of rejection of the null hypothesis for the BRC with different priors and
d∗ = 3.
We replicate 500 times in each case. Table 5.2 provides the average of the estimates of true
values of ρ. It can be seen from Table 5.2 that the intrinsic estimators outperform the posterior
means in most cases and are comparable with the posterior medians, and that the posterior modes
are a little overestimated under πR1. On average, the performances of the intrinsic estimators under
πIJ and πR1 are reasonably close to each other, but both are better than the corresponding one
under πR2. It is of interest to note that they all appear to be consistently closer to the true values
of ρ as the sample size increases. Note also that the intrinsic estimator has the invariance property,
which is not shared by other frequently used Bayesian estimators such as the posterior mean. For
example, in the simulation study of n = 50 and ρ = 0.75, the intrinsic estimator of log(ρ) under πR1
is simply log(ρ̂) = log(0.7456).
For testing a point null hypothesis of the form (5.3.5) with ρ0 = 0, Table 5.3 provides the
relative number of times when the null hypothesis is rejected under the BRC associated with each
of the proposed priors. It can be seen from Table 5.3 that, the behaviors of the BRC under πIJ and
πR1 are very similar, but both are better (worse) than the corresponding one under πR2 whenever
the true value of ρ 6= 0 (ρ = 0). As the sample size increases, we observe an obvious improvement in
the results for all test procedures. In addition, it is noteworthy that the performances of the BRC
under different priors get closer and that the power of all test procedures significantly increases with
the sample size. See also Figured 5.3(a) and (b) for the percentage of rejection of the null hypothesis
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ρ Prior n=10 n=50
Intrinsic Mean Median Mode Intrinsic Mean Median Mode
−0.95
πIJ −0.9466 −0.9180 −0.9486 −0.9763 −0.9502 −0.9481 −0.9503 −0.9538
(0.0592) (0.0874) (0.0574) (0.0363) (0.0143) (0.0149) (0.0143) (0.0138)
πR1 −0.9207 −0.8798 −0.9234 −0.9670 −0.9482 −0.9460 −0.9482 −0.9522
(0.0849) (0.1247) (0.0831) (0.0396) (0.0150) (0.0159) (0.0149) (0.0142)
πR2 −0.8786 −0.8408 −0.8802 −0.9324 −0.9424 −0.9401 −0.9425 −0.9459
(0.1323) (0.1664) (0.1334) (0.0814) (0.0180) (0.0195) (0.0179) (0.0163)
−0.75
πIJ −0.7122 −0.6583 −0.7173 −0.8040 −0.7497 −0.7424 −0.7500 −0.7630
(0.2877) (0.2885) (0.2874) (0.3313) (0.0666) (0.0662) (0.0649) (0.0652)
πR1 −0.6622 −0.6063 −0.6664 −0.7744 −0.7425 −0.7352 −0.7428 −0.7565
(0.2875) (0.2973) (0.2877) (0.2954) (0.0678) (0.0682) (0.0661) (0.0651)
πR2 −0.6002 −0.5607 −0.6018 −0.6724 −0.7235 −0.7165 −0.7238 −0.7354
(0.3017) (0.3125) (0.3026) (0.2949) (0.0666) (0.0762) (0.0726) (0.0689)
−0.50
πIJ −0.4554 −0.4280 −0.4785 −0.5845 −0.5083 −0.5001 −0.5086 −0.5252
(0.4169) (0.3822) (0.4258) (0.5172) (0.1140) (0.1130) (0.1140) (0.1200)
πR1 −0.4320 −0.3880 −0.4352 −0.5390 −0.5002 −0.4922 −0.5005 −0.5173
(0.3875) (0.3616) (0.3907) (0.4767) (0.1131) (0.1126) (0.1131) (0.1156)
πR2 −0.3840 −0.3549 −0.3855 −0.4395 −0.4798 −0.4727 −0.4802 −0.4952
(0.3531) (0.3415) (0.3521) (0.3980) (0.1128) (0.1135) (0.1127) (0.1126)
0
πIJ −0.0050 −0.0040 −0.0060 −0.0037 0.0030 0.0030 0.0030 0.0047
(0.4710) (0.4160) (0.4801) (0.6515) (0.1493) (0.1461) (0.1494) (0.1576)
πR1 −0.0047 −0.0035 −0.0054 −0.0041 0.0030 0.0030 0.0030 0.0054
(0.4168) (0.3684) (0.4213) (0.5733) (0.1460) (0.1429) (0.1462) (0.1538)
πR2 −0.0047 −0.0041 −0.0054 −0.0122 0.0028 0.0027 0.0028 0.0047
(0.3595) (0.3302) (0.3603) (0.4316) (0.1348) (0.1358) (0.1384) (0.1445)
0.50
πIJ 0.4942 0.4419 0.4964 0.5887 0.4970 0.4889 0.4974 0.5149
(0.3890) (0.3712) (0.4059) (0.5221) (0.1107) (0.1105) (0.1107) (0.1131)
πR1 0.4468 0.3988 0.4488 0.5517 0.4890 0.4810 0.4893 0.5057
(0.3630) (0.3511) (0.3746) (0.4684) (0.1105) (0.1108) (0.1105) (0.1116)
πR2 0.3951 0.3641 0.5517 0.4572 0.4688 0.4618 0.4691 0.4827
(0.3415) (0.3391) (0.3493) (0.3834) (0.1122) (0.1135) (0.1121) (0.1105)
0.75
πIJ 0.7243 0.6714 0.7285 0.8172 0.7528 0.7456 0.7531 0.7659
(0.2933) (0.2896) (0.2972) (0.3361) (0.0645) (0.0654) (0.0644) (0.0653)
πR1 0.6753 0.6186 0.6796 0.7784 0.7456 0.7384 0.7459 0.7589
(0.2900) (0.2950) (0.2912) (0.3251) (0.0654) (0.0671) (0.0654) (0.0653)
πR2 0.6133 0.5719 0.6153 0.6858 0.7267 0.7198 0.7270 0.7377
(0.2975) (0.3078) (0.2968) (0.2961) (0.0713) (0.0744) (0.0711) (0.0686)
0.95
πIJ 0.9412 0.9134 0.9430 0.9696 0.9489 0.9468 0.9490 0.9528
(0.1232) (0.1371) (0.1299) (0.1267) (0.0158) (0.0167) (0.0158) (0.0151)
πR1 0.9150 0.8754 0.9166 0.9601 0.9468 0.9446 0.9469 0.9509
(0.1408) (0.1676) (0.1488) (0.1281) (0.0167) (0.0179) (0.0167) (0.0155)
πR2 0.8715 0.8367 0.8743 0.9229 0.9409 0.9386 0.9410 0.9444
(0.1710) (0.2031) (0.1845) (0.1581) (0.0202) (0.0218) (0.0201) (0.0183)
Table 5.2: The averaged estimates of ρ and the standard deviations (in the parenthesis) based on
500 replications in the simulation study.
62
H0 : ρ = 0 when the samples were generated from the population with different values of ρ and
different sample sizes as well.
d∗ Prior True ρ
−0.95 −0.75 −0.5 0 0.5 0.75 0.95
n = 10
2.5
πIJ 1.000 0.858 0.624 0.338 0.664 0.870 1.000
πR1 0.997 0.768 0.506 0.242 0.518 0.800 0.997
πR2 0.974 0.622 0.342 0.112 0.316 0.654 0.976
3.0
πIJ 0.998 0.804 0.538 0.272 0.562 0.820 0.994
πR1 0.988 0.696 0.426 0.176 0.408 0.726 0.988
πR2 0.964 0.548 0.273 0.080 0.264 0.580 0.968
5.0
πIJ 0.980 0.572 0.294 0.112 0.288 0.616 0.982
πR1 0.958 0.448 0.216 0.068 0.198 0.462 0.958
πR2 0.868 0.256 0.100 0.034 0.104 0.302 0.872
7.5
πIJ 0.916 0.310 0.168 0.058 0.140 0.366 0.934
πR1 0.832 0.186 0.082 0.030 0.082 0.246 0.852
πR2 0.638 0.092 0.036 0.008 0.042 0.120 0.650
n = 50
2.5
πIJ 1.000 1.000 0.976 0.068 0.964 1.000 1.000
πR1 1.000 1.000 0.968 0.062 0.962 1.000 1.000
πR2 1.000 1.000 0.954 0.046 0.948 1.000 1.000
3.0
πIJ 1.000 1.000 0.948 0.040 0.944 1.000 1.000
πR1 1.000 1.000 0.944 0.034 0.940 1.000 1.000
πR2 1.000 1.000 0.932 0.022 0.922 1.000 1.000
5.0
πIJ 1.000 1.000 0.804 0.002 0.822 1.000 1.000
πR1 1.000 1.000 0.790 0.002 0.810 1.000 1.000
πR2 1.000 1.000 0.746 0.002 0.744 1.000 1.000
7.5
πIJ 1.000 0.998 0.558 0.000 0.512 0.996 1.000
πR1 1.000 0.998 0.536 0.000 0.496 0.996 1.000
πR2 1.000 0.998 0.472 0.000 0.396 0.996 1.000
Table 5.3: The percentage of rejecting the null hypothesis H0 : ρ = 0 with different threshold values
of d∗ based on 500 replications in the simulation study.
In the simulation study, we also measure the performance of the BRC under each of the
proposed priors in terms of the probability of errors, which is the proportion of wrong decisions
made when the BRC rejects a true null hypothesis H0 : ρ = ρT , where the true value of ρT is
taken to be one of seven values {−0.95,−0.75,−0.5, 0, 0.5, 0.75, 0.95}. Figures 5.4(a) and (b) show
the probability of errors under the BRC with πR1 corresponding to different threshold values of
d∗. Similar results are found for the BRC with either πIJ or πR2 and thus not shown here for
simplicity. As depicted in Figure 5.4(a), whenever n = 10, for d∗ = 2.5 (mild evidence against H0),
the probability of errors varies between 0.24 and 0.29; for d∗ = 5 (strong evidence against H0),
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d∗  = 2.5
d∗  = 3
d∗  = 5
d∗  =7.5
(a) The probability of errors when n = 10
























(b) The probability of errors when n = 50
Figure 5.4: The probability of errors under the BRC with πR1 associated with different true values
of ρ for different threshold values of d∗ = {2.5, 3, 5, 7.5}.
the probability of errors varies between 0.05 and 0.09, while for d∗ = 7.5 (safe to reject H0), the
probability of errors varies between 0 and 0.04. As expected, when the sample size becomes large,
the probability of errors significantly decreases and the test procedures under different priors behave
very much alike.
5.4.2 On real data analysis
We consider the investment data from two U.S. firms, General Electric and Westinghouse,
for a 20-year period between 1935 and 1954. The data were initially analyzed by Boot and de Witt
[26] and later by Zellner [110], and most recently by Fraser et al. [45]. They modeled the current
gross investment of a firm as a linear function of the firm’s beginning year stock market and the
firm’s beginning year capital market and fitted the SUR equations
yjt = βj0 + βj1ujt + βj2vjt + εjt, t = 1, · · · , 20; j = 1, 2, (5.4.1)
where yjt is the jth firm’s gross investment at period t, ujt is the jth firm’s stock market value at
the beginning of period t and vjt is the jth firm’s capital market value at the beginning of period t.
It is of interest to test if there exists a correlation between the two firms. For each of
the proposed sampling algorithms in Section 5.2, we run 22,000 iterations, of which the first 2,000
64




























(a) Marginal posterior distribution

































Figure 5.5: The marginal posterior distribution for the correlation coefficient between the two firms
(left) and the intrinsic statistic with the non-rejection regions corresponding to the threshold values
d∗ = {2.5, 5, 7.5} (right)
iterations are discarded as burn-in. We estimate the minimum length of each algorithm by the
run length control diagnostic in Raftery and Lewis [95], and observe that the required number
of iterations is far below the total number of iterations actually applied. Furthermore, there is
no evidence of lack of convergence based on an examination of trace plots and the convergence
diagnostic test statistic measure of Geweke [51] at a significance level of 5%.
Figure 5.5(a) provides the shapes of the marginal posterior distributions of ρ under the three
objective priors in Section 5.2. It can be seen from Table 5.4 that the estimates of ρ are reasonably
close to each other under different procedures. For simplicity, we just analyze the numerical results
under πR1. The intrinsic estimator of ρ is ρ̂ = 0.7522, which confirms that Zellner’s estimator is
more efficient than the LSE. As shown in Figure 5.5(b), with respect to three different threshold
values of d∗, we somehow doubt that ρ is outside the region R2.5 = (0.4896, 0.8897); we seriously
doubt that ρ is outside R5 = (0.2725, 0.9324), and we are almost sure that ρ is not outside R7.5 =
(0.0826, 0.9539). We may thus conclude that there is a positive correlation between the two firms,
or the current gross investments of the two firms move in the same direction. If the parameter of
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Priors Intrinsic Mean Median mode
πIJ 0.7753 0.7521 0.7738 0.8088
πR1 0.7522 0.7289 0.7511 0.7872
πR2 0.6940 0.6735 0.6931 0.7256
Table 5.4: Estimates of the correlation coefficient between the two firms based on different procedures
interest is ρ2, then its intrinsic estimator is simply ρ̂2 = 0.5658, and its corresponding non-rejection
regions are R̃2.5 = (0.2397, 0.7916), R̃5 = (0.0743, 0.8694) and R̃7.5 = (0.0068, 0.9099). It should
be noted that the estimator of Liu [76] is superior to the LSE under the MSEM criterion because
ρ̂2 > 0.3774 =
(




In this chapter, we have proposed an objective Bayesian solution to the problems of hypoth-
esis testing and point estimation for the correlation coefficient between the disturbances of two SUR
equations. The resulting solution possesses an invariance property under reparameterization and
enables us to test for any value of ρ = ρ0 ∈ (−1, 1). In addition, this solution provides an oriented
answer in determining the gain in efficiency of the improved estimators proposed by many authors
including Liu [75] and Ma and Ye [77]. Simulation studies show that the BRC under either πIJ
or πR1 seems to be superior to the corresponding one under πR2 for a small sample size, but they
behave much alike as the sample size becomes large.
Bayesian analysis of SUR with multiple equations has received much attention in recent
years. In an ongoing project, we will investigate Bayesian inference for contemporaneous correlation
of disturbances in multi-equation regression models. Possible extensions to the problems of hypoth-
esis testing and point estimation for the correlation coefficient in the intraclass model and in the
first order autoregressive model will also be considered in the future.
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Chapter 6
A new Bayesian strength of
evidence for testing a point null
hypothesis
6.1 Introduction
Let X = (X1, · · · , Xn) be a random sample from a parametric distribution with density
f(x | θ), where θ ∈ Θ is an unknown parameter. We are often interested in testing a point null
hypothesis in
H0 : θ = θ0 vs H1 : θ 6= θ0. (6.1.1)
Testing the hypothesis of the form (6.1.1) is one of the most important statistical inferences
and is frequently used in economics, finance, and many other areas of study. Numerous approaches
have been proposed in the literature for testing a statistical hypothesis, ranging from the frequentist
evidence such as the frequentist P-values, to the Bayesian measure of evidence expressed through the
Bayes factor and the posterior probability. It deserves mentioning that the P-value is interpreted
as the probability of obtaining an unobserved result being, at least, as extreme as the observed
result when the null hypothesis is true. Even though both the frequentist and Bayesian approaches
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have generally had excellent performance in various situations, they may give rise to an apparently
paradoxical result, known as Lindley’s paradox. Following the original formulation of Lindley [71],
the paradox can be stated as follows. Even when a very small P-value (e.g., the highly significant
value of 0.001) is obtained, providing strong evidence against the null hypothesis H0, the posterior
probability that H0 is true conditional upon the observation of data approaches one, indicating
strong evidence in favor of H0, so long as the sample size becomes extremely large. Consequently, a
conclusion that should reject the null hypothesis from a frequentist perspective seems to support it
in the Bayesian viewpoint. This paradox has gained much attention and has been widely discussed
in the literature; see, for example, Aitkin [2], Robert [98], Gomez-Villegas et al. [54], to name just
a few.
The disagreement between frequentists and Bayesians results in serious doubt on the ad-
equacy of the two schools of evidence for statistical hypotheses. Delampady [42] commented that
‘P-values are not an accurate reflection at all of the posterior probabilities either for point null hy-
potheses or for interval null hypotheses of moderate size.’ Accordingly, it is of particular interest to
reconcile the disagreement between the two approaches when conducting a point null hypothesis.
There is a substantial literature on reconciliation between the P-values and posterior probabilities.
For example, Casella and Berger [31] reconciled the two measures of evidence for testing a one-sided
hypothesis problem under a location family. For the class of unimodal, symmetric and nonincreasing
prior distribution, Gomez-Villegas and Sanz [55] successfully reconciled the Bayesian and frequentist
measures of evidence in the point null hypothesis testing problem. Additionally, they have also shown
that the infimum of the posterior probability of H0 is numerically equal to the frequentist P-value.
Other important references about this topic are Berger and Sellke [16], Berger and Delampady [11],
Oh and DasGupta [89], Yin [109], among others.
In this chapter, we propose a new Bayesian strength of evidence based on divergence mea-
sures for the problem of testing point null hypotheses. The proposed approach can be viewed as an
objective and automatic approach to hypothesis testing. It is shown that the new evidence success-
fully reconciles the disagreement between frequentists and Bayesians in many classical examples in
which Lindley’s paradox occurs. In particular, the proposed Bayesian approach under the nonin-
formative prior is often coincident with the observed level of significance. The new evidence deals
with the hypothesis testing problem with nuisance parameters quite straightforwardly, because it
avoids eliminating nuisance parameters, a problem that seems to disturb some statisticians; see, for
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example, Basu [5]. Moreover, from the perspective of Bayesian decision theory, it can be shown that
the new strength of evidence is a formal Bayes test for some specific loss functions.
The remainder of this chapter is organized as follows. In Section 6.2, we propose a new
Bayesian strength of evidence for testing a point null hypothesis without nuisance parameters. One
classical testing example is then considered for illustrative purpose. In Section 6.3, we generalize the
proposed Bayesian approach to the hypothesis testing with some nuisance parameters. In Section
6.4, we briefly discuss the determination of the proposed Bayesian strength of evidence. We justify
that the proposed evidence is a formal Bayes test for some specific loss functions in Section 6.5.
Simulation studies for testing a binomial proportion and the double exponential model are conducted
to illustrate the performance of our proposed approach in Section 6.6. Some concluding remarks
and future work are given in Section 6.7.
6.2 The new Bayesian evidence for testing without nuisance
parameters
In this section we consider the Bayesian approach to the problem of hypothesis testing in the
context of parametric statistical models. As mentioned by Guo and Speckman [56], in the Bayesian
framework, the approach to the problems of hypothesis testing and model selection is conceptually
the same. Consequently, it seems reasonable to formulate the hypothesis testing in (6.1.1) as the
model selection problem of choosing between the following two models
M0 : f1(x | θ0) = f(x | θ0) vs M1 : f2(x | θ) = f(x | θ). (6.2.1)
The Bayesian approach requires the specification of prior distributions for all unknown
parameters. Notice that the simpler model M0 involves no unknown parameters, so only the prior
for θ under the model M2 is required. Suppose that π(θ) is a prior distribution and the corresponding
posterior distribution is p(θ | x), which can be easily obtained by Bayes’ theorem. Also assume that
we have a reasonable point estimator of the unknown parameter θ, which we call the benchmark
estimator, denoted by θ̂. For example, one may choose θ̂ as a maximum likelihood estimator, the
posterior mean, the posterior median, or mode of θ, and so on. In practical situations, to compare two
competing sampling distributions f(x | θ1) and f(x | θ2), we usually introduce a divergence measure,
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denoted by d(θ1, θ2), for quantifying the dissimilarity between the two probability distributions.
Intuitively, when the null hypothesis H0 is true, the divergence d(θ, θ̂) is more likely to be larger
than the divergence d(θ0, θ̂) in the sense of the posterior probability. Motivated by this observation,
we propose a new Bayesian strength of evidence in terms of divergence measures against the null




d(θ, θ̂) ≥ d(θ0, θ̂) | x
]
, (6.2.2)
where the probability is taken over the posterior distribution of θ, that is, p(θ | x). It should be
noticed that, a large value of B(x) means that d(θ0, θ̂) is small, indicating that θ0 is close to the
benchmark estimator θ̂ with respect to the given divergence measure, and therefore, the data should
support the null hypothesis; on the other hand, a small value of B(x) points out that θ0 is far from θ̂,
suggesting that the data would make the decision maker discredit the null hypothesis. Consequently,
for decision making, we could reject the null hypothesis H0 whenever B(x) is small.
Clearly, the above strength of evidence (6.2.2) depends on the following four key components:
(i) the sampling distribution f(x | θ); (ii) the prior distribution π(θ); (iii) the divergence measure
d(θ1, θ2); and (iv) the benchmark estimator of the parameter of interest θ. The possible choices of
the four components will be discussed in more detail later.
Here, we at first consider a very simple and classical problem of statistics to illustrate the
behavior of the new Bayesian strength of evidence in testing a point null hypothesis without nuisance
parameters.
Example 6.2.1 Testing a normal mean with known variance
Let X = (X1, · · · , Xn) be a sample from N(x | θ, σ20) with σ20 known. We are interested in
testing H0 : θ = θ0 vs H1 : θ 6= θ0. In the frequentist viewpoint, recall that T (X̄) =
√
n(X̄ − θ0)/σ0
is the usual test statistic and that the frequentist P-value is defined as











where X̄ = x̄ is the observed sample mean, z0 =
√
n(x̄ − θ0)/σ20 , and Φ(·) is the standard normal
cumulative distribution function.
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We now apply the proposed new strength of evidence to this testing problem. We firstly
adopt the Jeffreys’ noninformative prior for θ, that is, π(θ) ∝ 1, which is also the reference prior
here. The posterior distribution of θ under this prior becomes π(θ | x) = N(θ | x̄, σ20/n). If the
Kullback-Leibler distance is chosen as the required divergence, measuring the discrepancy between
the two sampling distributions N(x̄ | θ1, σ20/n) and N(x̄ | θ2, σ20/n), then we have
d(θ1, θ2) = n
∫
N(x | θ1, σ20) log
N(x | θ1, σ20)









Assume that we choose the posterior mean of θ as the benchmark estimator, so θ̂ = IE[θ | x] = x̄.


















































which is in accordance with the frequentist P-value in (6.2.3). Therefore, our proposed Bayesian
approach recovers the frequentist P-value for testing the normal mean with known variance. It is
worthy of mentioning that if IE[x] = θ0, then limn→∞B(x) = 1 by the strong law of large numbers.
On the other hand, if IE[x] = θ 6= θ0, then limn→∞B(x) = 0.
Another way of looking at the problem of hypothesis testing in this example is through the




f(x | θ)π(θ) dθ ,
where π(θ) is a continuous prior distribution for θ, which must be proper (
∫
Θ π(θ) dθ = 1), because
an improper prior distribution for θ leads to the undefined Bayes factor due to the presence of an
arbitrary constant. We here consider the usual conjugate prior for θ, that is, π(θ) ∼ N(µ1, σ21),
where µ1 and σ
2
1 are the hyperparameters that need to be specified based on an expert’s beliefs.
The Bayes factor under this prior is thus
BF01 =
√












where ρ = σ0/(
√
nσ1) and η = (µ1 − θ0)/σ1. The corresponding posterior probability of H0 with
given data x is given by










where π0 ∈ [0, 1] stands for the prior probability for H0. It can be shown that as the sample size
n approaches infinity, the limit of the posterior probability of H0 in (6.2.4) is equal to 1, indicating
that Lindley’s paradox occurs.
We now proceed with the proposed Bayesian strength of evidence for this testing prob-
lem under the same conjugate prior. Suppose that we still choose the posterior mean of θ as the
benchmark estimator, that is,









With the use of the Kullback-Leibler distance as the given divergence between the two sampling









It can be shown that as the sample size approaches infinity, we have
lim
n→∞
B(x) = P (x),
for any fixed values of the hyperparameters µ1 and σ
2
1 . This result illustrates that the new strength
of evidence is getting closer to the frequentist P-value and thus successfully avoids Lindley’s paradox
as the sample size becomes extremely large. It is worth mentioning that Yin [109] also studied this
testing problem under the same conjugate prior while adopting the absolute error loss L(θ, θ̂) = |θ−θ̂|
as its divergence measure and recovered the frequentist P-value as well. The two Bayesian measures
of evidence are coincident in this example because the absolute error loss distance is just proportional
to the Kullback-Leibler distance in the case of the normal distribution with known variance.
It is well known that in practical situations, when we implemented the conjugate prior for θ,
the posterior probability of θ was found to be highly sensitive to the choice of the hyperparameters
µ1 and σ
2
1 . It should be noticed that our proposed approach B(x) in (6.2.5) is a decreasing function
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of σ21 for any fixed value of n and that limσ21→∞B(x) = P (x). Such that the limiting behavior of our
proposed approach is quite reasonable because the conjugate prior for θ becomes the noninformative
prior when σ21 approaches infinity. In addition, it should also be noted that limσ21→0 B(x) = 1,
which is also reasonable because the conjugate prior puts a mass of one to the null hypothesis as
the hyperparameter σ21 approaches 0.
The results derived in Example 6.2.1 motivate us to analyze the large sample behavior
of the new strength of evidence in one-parameter problems. Here, we formally summarize the one-
dimensional asymptotic behavior of the new Bayesian approach as follows. The proof of this theorem
is quite straightforward and is thus omitted for simplicity.
Theorem 6.2.1 Let X = {X1, · · · , Xn} be a random sample of size n from a regular model {f(x |
θ), θ ⊂ Θ, x ⊂ X ⊂ R} with one continuous parameter. Consider the point null hypothesis problem




i(θ) dθ, where i(θ) = −IEx|θ
[
∂2 log f(x |
θ)/∂θ2
]
. If the Kullback-leibler distance is chosen as the required divergence, then for a large value













where θ̂ is the benchmark estimator of θ, which is asymptotically normally distributed with mean θ
and standard deviation i(θ)−1/2/
√
n.
It is remarkable that our proposed Bayesian approach can also be applied to the hypothesis
testing problems in the multivariate case in which there are more than one parameter of interest.
Example 6.2.2 Testing a multivariate normal mean with known covariance
Let X = (X1, · · · ,Xn) be a random sample from a k dimensional multivariate normal
distribution Nk(x | θ, Σ), where θ is a k × 1 vector of the parameter of interest and Σ is a k × k
known positive definite matrix. We consider the hypothesis testing of the form
H0 : θ = θ0 vs H1 : θ 6= θ0.
Because the covariance matrix Σ is known, the vector of means x̄ is a sufficient statistic. The
sampling distribution of x̄ is then the multivariate normal distribution with mean vector θ and
covariance matrix n−1Σ. Suppose that we choose the Kullback-Leibler distance as the given di-
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vergence between the two sampling distributions Nk(x̄ | θ1, n−1Σ) and Nk(x̄ | θ2, n−1Σ). Some












We specify that θ has the widely used noninformative prior, that is, π(θ) ∝ 1, so the posterior
distribution of θ under this prior is the multivariate normal distribution with mean vector x̄ and









central chi-squared distribution with k degrees of freedom. Assume that we choose the posterior
mean of θ as the benchmark estimator, so θ̂ = IE[θ | x] = x̄. The proposed strength of evidence
against the null hypothesis H0 is thus given by
B(x) = P
[




χ2k ≥ n(θ0 − x̄)′Σ−1(θ0 − x̄)
]
.
6.3 The new Bayesian evidence for testing with nuisance pa-
rameters
In problems involving several parameters, there is often much interest in making statistical
inference on some of them and viewing others as nuisance parameters. As we just mentioned above,
the testing problems with several nuisance parameters disturb some statisticians; see, for example,
Basu [5]. Many authors tried to eliminate the nuisance parameters and then discussed how to make
further inferences on the parameter of interest. We do not attempt to review them here; we refer
the interested reader to Liseo ([72], [73]), Berger et al. [12], Severini [99], among others.
Suppose that X = (X1, · · · , Xn) is a random sample from a parametric distribution with
density f(x | φ), where φ = (θ, λ) with θ ∈ Θ being the unknown parameter of interest and λ ∈ Λ the
nuisance parameter. We are still interested in testing a point null hypothesis of the form H0 : θ = θ0
vs H1 : θ 6= θ0 for a given value of θ0. One advantage of our proposed approach is that it works on
this kind of testing problem quite straightforwardly because the elimination of nuisance parameters
is not required. As commented by Pereira et al. [93]: “It should be understood that the elimination of
nuisance parameter is not recommended for a Bayesian, Perira and Lindley [92].” The new Bayesian
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strength of evidence against the null hypothesis can be still expressed in the form of (6.2.2), without
any change. However, we emphasize that the probability in (6.2.2) is now taken over the joint
posterior distribution p(θ, λ | x) with respect to the given prior π(θ, λ). Let d(θ1, θ2;λ) be a given
divergence, measuring the discrepancy between the two sampling distributions f(x | θ1, λ) and
f(x | θ2, λ). Notice that we replace d(θ1, θ2) by d(θ1, θ2;λ) to emphasize that the chosen divergence
depends on the nuisance parameter λ. Consequently, equation (6.2.2) can be rewritten as
B(x) = P [d(θ, θ̂;λ) ≥ d(θ0, θ̂;λ) | x], (6.3.1)
where the probability is taken over the joint posterior distribution of (θ, σ), denoted by p(θ, λ | x).
The following example shows that the performance of the new Bayesian strength of evidence is still
quite satisfactory when testing a point null hypothesis with some nuisance parameters.
Example 6.3.1 Testing a normal mean with unknown variance
Suppose that we have the same problem setting as in Example 6.2.1 except that σ > 0 is the
nuisance parameter. The most commonly used noninformative prior for (θ, log(σ)) is taken to be
diffuse, that is, π(θ, σ) ∝ 1/σ. By Bayes’ theorem, the joint posterior distributions of (θ, σ) under
this prior could be expressed as









| x ∼ χ2n−1,
respectively, where s2 =
∑
(xi − x̄)2/(n − 1) is the sample variance. It should be observed that
√
n(θ− x̄)/σ | σ ∼ N(0, 1), independent of σ, and that X1 = n(θ− x̄)2/σ2 and X2 =
∑
(xi − x̄)2/σ2




τ stands for a random variable following a central
chi-square distribution with τ degrees of freedom. Assume that we still choose the posterior mean
of θ as the benchmark estimator, so θ̂ = IE[θ | x] = x̄.
If the Kullback-Leibler distance is chosen as the required divergence to measure the discrep-










The proposed Bayesian strength of evidence again H0 can thus be written as
B(x) = P
[
























































n(θ0 − x̄)/s and F1,n−1 denotes a random variable with an F-distribution with the
degrees of the freedom 1 and (n− 1).
Recall that T (x) =
√
n(x̄ − θ0)/s is the usual test statistic and that the corresponding
P-value is the same as B(x) in (6.3.2). Therefore, the proposed Bayesian approach recovers the
frequentist P-values for testing the normal mean even when the variance is unknown. It should be
mentioned that Aitkin [3] also recovers this frequentist P-value through using the so-called posterior
Bayes factor as well.
As another illustration, we now consider the usual normal-gamma conjugate prior distri-
bution (G, for short) for (θ, σ2), instead of the noninformative prior. The joint conjugate prior of
(θ, σ2) can be expressed by


















where κ0, v0, and σ
2
0 are the hyperparameters that need to be specified. The corresponding marginal
posterior distribution of θ can be obtained by integrating out σ2 and is given by
π(θ | x) =
∫














0 + (n− 1)s2 + κ0n(x̄−








Assume that we still choose the posterior mean of θ as the benchmark estimator, so θ̂ = µn(x). If the
Kullback-Leibler distance is adopted as the given divergence measure, then the proposed Bayesian
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strength of evidence against H0 is thus given by
B(x) = P
[
























|θ − θ̂| ≥ |θ0 − θ̂|
)





|θ − θ̂| ≥ |θ0 − θ̂|
)
∫



























































where Tvn is a random variable following t-distribution variable with vn degrees of freedom. More
interestingly, it can be easily shown that, for the class of prior distributions given by (6.3.3), the
infimum of the new evidence reconciles measures of evidence between the Bayesian and frequentist
approaches.
Proposition 6.3.1 Given a sample of n observations from N(θ, σ2) with σ2 unknown, consider the
test of the null hypothesis H0 : θ = θ0 against the alternative H1 : θ 6= θ0. If the Kullback-leibler
distance is chosen as the required divergence and the posterior mean of θ is chosen as the benchmark




B(x) ≤ P (x),
where P (x) is the frequentist P-value from the test statistic T (x) =
√
n(x̄− θ0)/s.
6.4 The choices of three key components
Since the determination of the proposed Bayesian strength of evidence B(x) in (6.2.2) and
(6.3.1) depends on the choice of a divergence measure, a prior and a benchmark estimator of the
parameter of interest, we now discuss their possible choices and the corresponding properties of B(x)
below.
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6.4.1 The choice of divergence measures
A chosen divergence measure plays an important role in determination of the proposed
strength of evidence B(x). Note that a divergence d(θ1, θ2;λ) is non-negative and vanishes if and
only if θ1 = θ2. Technically, any divergence measure (also called distance between two distributions
in the literature), such as the total variation distance (Brown [28]), the Hellinger distance (Le Cam
and Yang [69]), the power divergence (Cressie and Read [36]), could be adopted for the new Bayesian
strength of evidence. In this chapter, we recommend the use of the Kullback-Leibler divergence due
to its appealing properties which are briefly summarized as follows.
We have seen in the previous sections that the Kullback-Leibler divergence (assuming it
exists) between the two probability densities f(x | θ1, λ) and f(x | θ2, λ) is defined by
d(θ1, θ2;λ) =
∫
f(x | θ1, λ) log
f(x | θ1, λ)
f(x | θ2, λ)
dx. (6.4.1)
This divergence has been widely applied in Information Science and Statistics to describe the discrep-
ancy between two given probability densities. It is worth noting that this divergence is a non-negative
measure and vanishes if and only if f(x | θ1, λ) = f(x | θ2, λ), almost everywhere. In addition, this
divergence is additive in the sense that the Kullback-Leibler divergence between the two sampling
distributions f(x | θ1, λ) and f(x | θ2, λ) is n times the Kullback-Leibler divergence between the two
corresponding population distributions f(y | θ1, λ) and f(y | θ2, λ). Therefore, we obtain the same
B(x) in (6.3.1) if d(θ1, θ2;λ), the divergence between f(x | θ1, λ) and f(x | θ2, λ), is replaced by the
corresponding divergence between the two corresponding population distributions f(y | θ1, λ) and
f(y | θ2, λ). This is an attractive advantage of using the Kullback-Leibler divergence as a chosen
divergence measure. Additionally, we advocate this divergence because it does not depend on the
particular parameterizations used to describe it. This will be crucial to guarantee some desired
invariance properties of the statistical procedures.
Recently, Bernardo and Rueda [24] adopted one slightly different version as
dBR(θ1, θ2;λ) = min
λ∈Λ
∫
f(x | θ1, λ0) log
f(x | θ1, λ0)
f(x | θ2, λ)
dx, (6.4.2)
which is the so-called intrinsic discrepancy between the two distributions in their intrinsic Bayesian
reference analysis. Consider that d(θ1, θ2;λ) may not be symmetric to θ1 and θ2, and this feature may
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be unsuitable in some contexts. To overcome this potential deficiency, we may adopt a symmetric
version
dJ(θ1, θ2;λ) = d(θ1, θ2;λ) + d(θ2, θ1;λ), (6.4.3)
which is firstly proposed by Jeffreys [60]. In addition, we may also consider another symmetric
version
dmin(θ1, θ2;λ) = min
{
d(θ1, θ2;λ), d(θ2, θ1;λ)
}
. (6.4.4)
One further appealing advantage of (6.4.4) over (6.4.1) or (6.4.3) is that d(θ1, θ2;λ) and dJ (θ1, θ2;λ)
are sometimes infinite while dmin(θ1, θ2;λ) is still finite. In spite of the attractive properties of
dmin(θ1, θ2;λ), we still have a preference to use d(θ1, θ2;λ) for the following reasons. (i) In practical
situations, the divergence measure d(θ1, θ2;λ) is well-defined for regular nested models (wherein
the support is independent of the parameter) and (ii) the use of d(θ1, θ2;λ) can sufficiently reduce
complexity from an analytical viewpoint. Indeed, Consonni et al. [35] also advocated d(θ1, θ2;λ),
instead of dmin(θ1, θ2;λ) to derive compatible priors (the Kullback-Leibler projection priors) for
Bayesian model comparison. We do not review this work here, and refer the interested reader to
Consonni et al. [35] in detail.
It is also noteworthy that there is a close relationship between a divergence measure and a
loss function. One remark about our proposed Bayesian strength of evidence B(x) is that instead of
using the divergence d(·, θ̂;λ), there is no difficultly for us to define B(x) through using a loss function
L(·, θ̂), such as the widely used squared loss L(θ, θ̂) = (θ̂ − θ)2. For example, Yin [109] discussed
one special strength of evidence like B(x) through adopting the absolute error L(θ, θ̂) = |θ̂ − θ| as
its divergence measure. However, as remarked by Bernardo [21], such a loss is often overused in
statistical inference as a measure of the discrepancy between two sample distributions of the same
parametric family {f(x | θ, λ), θ ∈ Θ, λ ∈ Λ}, heavily depending on the chosen parameterization. We
thus advocate the new Bayesian strength of evidence B(x) through using the divergence measures
based on this consideration as well.
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6.4.2 The choice of priors
A subjective prior is often recommended when there is useful information available about
the unknown parameters. In cases where a subjective prior is unavailable, an objective prior is then
used on the ground of “noninformativeness”. There are numerous objective priors under different
criteria, such as the Jeffreys’ prior under the Jeffreys’ invariant rule (Jeffreys [60]), the Berger-
Bernardo’s reference priors with maximizing the Kullback-Leibler information between the prior
and the corresponding posterior distribution (Bernardo [19] and Berger and Bernardo [8]), and
the matching prior under which the posterior probabilities of certain regions coincide with their
frequentist coverage probabilities, either exactly or approximately (Datta and Mukerjee [41]).
Even though any prior, of course including an improper prior, could be a candidate for
computing our proposed strength of evidence B(x), we prefer to use the Berger-Bernardo’s reference
priors when no subjective priors are available. It deserves mentioning here that in general, it is
natural to adopt a prior with maximizing the information with respect to the divergence measure
considered between the prior and the corresponding posterior distribution. However, developing
such a prior is often more challenging and currently under investigation.
6.4.3 The choice of a benchmark estimator
The estimator θ̂ in (6.4.1) or (6.4.3) also plays a central role in computing the new evidence
B(x) because it serves as a benchmark for the unknown parameter θ. Intuitively, the more accurate
the benchmark estimator, the better the strength of the evidence. Although an appropriate choice
of θ̂ includes the maximum likelihood estimator, the posterior mean, the posterior mode, and the
posterior mode of θ, we advocate choosing the Bayesian estimator of θ under the chosen divergence




d(θ, θ∗;λ)π(θ, λ | x) dθ dλ.
One reason is that this estimator minimizes the distance between θ and itself in the sense of the
posterior distribution. It should be noticed that in Examples 6.2.1 and 6.3.1, the Bayesian estimator
of θ under the Kullback-Leibler divergence is the same as the posterior mean (or median, mode)
under the noninformative prior, which is also the usual maximum likelihood estimator of θ.
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6.5 The Bayesianity of the new strength of evidence
As mentioned in Section 6.2, we could reject the null hypothesis H0 whenever the new
strength of evidence B(x) is small. However, a practical issue relating to implementation of this
evidence is to determine how small the evidence against the null hypothesis must be in order for
a decision maker to reject it. From a decision-making perspective, this issue can be addressed by
justifying the new evidence as a formal Bayes test for some specific loss functions because such a
justification yields critical values derived from the specified loss function allowing one to make a
decision. It deserves a mention here that the loss function represents the payoff by a statistician
who takes the action to either accept or reject the null hypothesis.
In this section, we verify the existence of some specific loss functions which render decision
theoretical aspects to the proposed Bayesian approach. More precisely, the new evidence can be
shown to be a formal Bayes test of point null hypotheses. Following the similar idea of Madruga et
al. [78], who studied the Bayesianity of the fully Bayesian significance test (FBST), (for a detailed
explanation of FBST, see Pereira and Stern [91], Pereira et al. [93], and many others), we consider












d(θ, θ̂;λ) ≤ d(θ0, θ̂;λ)
)]
,
L(Accept H1) = b+ cI
(




where I(A) is the indicator function of event A, b ≥ 0, a and c are real and positive numbers. In a
similar manner for the loss function of the FBST provided by Pereira et al. [93], we can interpret
and analyze the loss function (6.5.1) as follows. The first part of the loss function can be interpreted
as the measure of embarrassment experienced by a decision maker having accepted H0 who would
be told that the null hypothesis is false. The second part of the loss function can also be interpreted
as the measure of pride of a decision maker who having rejected H0 would be told that the null
hypothesis is true. The balance between embarrassment and pride is represented by the constants
a, b, and c in the loss function (6.5.1).
Theorem 6.5.1 Minimization of the posterior expected loss function in (6.5.1) is the proposed
Basyesian strength of evidence.
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Proof The posterior risk of accepting H0 is
IEπ
[







d(θ, θ̂;λ) ≤ d(θ0, θ̂;λ)
)]





d(θ, θ̂;λ) ≤ d(θ0, θ̂;λ)
)






On the other hand, the posterior risk of rejecting H0 is
IEπ
[








d(θ, θ̂;λ) ≤ d(θ0, θ̂;λ)
)]





d(θ, θ̂;λ) ≤ d(θ0, θ̂;λ)
)






Therefore, the new Bayesian strength of evidence is to reject H0 if and only if
IEπ
[




L(Reject H0, θ) | x
]
,





From the above inequality, we can thus justify the decision rule for the proposed Bayesian
strength of evidence as follows
Reject H0 if and only if B(x) ≤ τ, (6.5.3)
where τ = (b + c)/(a + c) is the so-called cutoff point depending on the loss function (6.5.1). It
should be mentioned that a cutoff point for the rejection and acceptance of the null hypothesis is
the key component in statistical significance testing. In particular, we observe from the inequality
(6.5.2) that the null hypothesis H0 is always rejected if a < b because of B(x) ∈ [0, 1]. Additionally,
we also observe that the cutoff point τ in (6.5.3) is formally determined by the constants a, b, and c.
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As an example, if 20b+19c = a for a > 0, c > 0, and b ≥ 0, then we could reject the null hypothesis
H0 if B(x) ≤ 0.05, a standard cutoff value in significant tests.
We calibrate an appropriate cutoff value τ based on the exact agreement of the frequentist
and Bayesian measures of evidence for the canonical example about testing a normal mean studied in
Examples 6.2.1 and 6.3.1. In frequentist hypothesis testing, a frequentist P-value is often adopted to
reject, or fail to reject, the null hypothesis. There seems to be a general agreement among scientists
to set in advance a threshold value α to reject H0 if and only if the P-value ≤ α. In practical
situations, the strength of the frequentist P-value can be approximately trichotomized into three
categories: strong evidence, weak evidence, and no evidence, with cutoff values at α = 0.01, 0.05,
and 0.1, respectively; see, for example, Gelman [47]. Accordingly, we also advocate the values of
0.1, 0.05, and 0.01 as good choices of the cutoff point τ in scientific communication. This kind of
calibration for the cutoff values is not unreasonable because it has already appeared in the literature,
as in Bernardo [20] for the intrinsic Bayesian statistic.
In the following section, we illustrate the behavior of the new Bayesian strength of evidence
with two examples: (i) hypothesis testing on the value of a binomial proportion, and (ii) a problem
of precise hypothesis testing in non-regular models.
6.6 Illustrative examples
6.6.1 Testing a binomial proportion
Suppose that X follows a binomial distribution with successful probability θ, denoted by
X ∼ Bin(n, θ). Consider the testing problem of the form
H0 : θ = θ0 vs H1 : θ 6= θ0 (6.6.1)
with known θ0 ∈ (0, 1). The testing problem in (6.6.1) has been widely discussed by many authors,
such as Edwards et al. [43], Bernardo and Rueda [24], Yin [109], to mention just a few. Note that
the classical P-value in this case is approximately equal to P (x) = 2[1 − Φ(|z0|)], where Φ(·) is the
cdf of standard normal distribution and z0 = (x− nθ0)/
√
nθ0(1 − θ0).
The most commonly used noninformative prior of θ is a beta distribution, denoted by
Beta(a, b), and the posterior distribution of θ under this prior is also a beta distribution, denoted
83
by Beta(x+ a, n− x + b). For simplicity of notations we denote ã = a+ x and b̃ = b + n− x. The
benchmark estimator is the Bayesian estimator of θ derived under the chosen divergence as a loss
function, that is,








+ (1 − θ) log 1 − θ
1 − θ∗
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ψ(b̃+ 1) − log(1 − θ∗)
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which is the same as the posterior mean of θ, IE[θ | x] = ã/(ã+ b̃). Simple algebra shows that the



















The proposed Bayesian strength of evidence again the null hypothesis H0 is thus given by
B(x) = P
[
































which is different from the classical P-value. Consequently, it is of particular interest to study the
relationship between the new evidence B(x) and the classical P-value P (x).
We begin by comparing the behavior of the classical P-value with the one of the new evidence
with the choice of the Kullback-Leibler divergence, the uniform prior (a = b = 1), and the benchmark
estimator θ̂ = ã/(ã+ b̃) for various values of n and x. The numerical results are given in Tables 6.1
and 6.2. Note that in both tables the third row reports the observed significance level P (x) and the
fourth row provides the numerical approximations of B(x). It can be seen from the two tables that
the two kinds of evidence are quite similar even for small and moderate sample size of n and that
B(x) is consistently closer to P (x) as the sample size becomes larger. This result also confirms the
asymptotic property of the new evidence B(x) summarized in Theorem 6.2.1.
To illustrate the effect of the hyperparameters on the new evidence B(x), we carry out a
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n 30 40 50 30 40 50 30 40 50
x 19 25 30 20 26 32 21 28 34
P (x) 0.1441 0.1138 0.1573 0.0679 0.0578 0.0477 0.0285 0.0114 0.0109
B(x) 0.1489 0.1156 0.1608 0.0663 0.0560 0.0458 0.0242 0.0086 0.0087
Table 6.1: Comparison of B(x) and P (x) under the uniform prior (a = b = 1) for various values of
n and x
n 50 100 400 1,000 2,000 5,000 10,000 20,000 50,000
x 32 60 220 531 1,044 2,569 5,098 10,138 25,219
P (x) 0.0477 0.0455 0.0455 0.0499 0.0491 0.0510 0.0500 0.0510 0.0501
B(x) 0.0356 0.0395 0.0440 0.0493 0.0488 0.0508 0.0499 0.0509 0.0501
Table 6.2: Comparison of B(x) and P (x) under the uniform prior (a = b = 1) for various values of
n and x
simulation study with various choices of a and b. It should be noticed from Table 6.3 that both
kinds of evidence are still close to each other for moderate values of a and b, which implies that
the prior knowledge is not so overwhelming. However, as both a and b become large, the value of
B(x) approaches 1, providing strong evidence in favor of the null hypothesis H0 : θ = 1/2. This
phenomenon is quite reasonable since the prior with large values of a and b is more preferable
to the null hypothesis, and the prior knowledge also overwhelms the information provided by the
observation data. The result of the simulation study shows that the effect of the hyperparameters
can nevertheless be substantial on the new evidence B(x), and thus, we have a preference for a
noninformative prior (sometimes called vague prior) that attempts to represent the absence of prior
knowledge when B(x) is applied in practical situations.
(a, b) (10−3, 10−3) (0.5, 0.5) (10, 10) (103, 103) (106, 106) (1012, 1012)
P (x) 0.0499 0.0499 0.0499 0.0499 0.0499 0.0499
B(x) 0.0496 0.0497 0.0519 0.2576 0.9651 0.9985
Table 6.3: Comparison of B(x) and P (x) with various values of a and b for n = 1, 000 and x = 531
As mentioned in subsection 6.4.3, the benchmark estimator of the unknown parameter plays
a critical role in computing the new evidence B(x). We thus conduct a simulation study to compare
the behavior of B(x) with various choices of different estimators θ̃. Suppose that we consider the
prior with a = b = 1/2, corresponding to the reference prior for θ. Let Bj(x), j = 1, 2, 3, be the
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proposed Bayesian approach with the benchmark estimator θ̂ chosen to be the posterior mean, the
posterior mode, and the posterior median, respectively. In addition, the approximation of the B(x),
denoted by B̃1(x), through using Theorem 6.2.1 is also provided in this case. The following findings
can be drawn from the numerical results in Table 6.4. (i) The proposed approaches with the various
choices of the benchmark estimators are quite similar even when the sample size is small; (ii) they are
getting very close to each other as the sample size n increases; and (iii) the analytic approximation
B̃1(x) works well even for the moderate sample sizes, which indicates that the performance of the
approximation method is quite satisfactory.
n 30 50 100 400 1,000 2,000 5,000 10,000 20,000
x 19 32 60 220 531 1,044 2,569 5,098 10,138
P (x) 0.1441 0.0477 0.0455 0.0455 0.0499 0.0491 0.0510 0.0500 0.0510
B1(x) 0.1418 0.0435 0.0434 0.0450 0.0497 0.0489 0.0509 0.0499 0.0509
B2(x) 0.1363 0.0361 0.0395 0.0439 0.0492 0.0487 0.0508 0.0499 0.0509
B3(x) 0.1328 0.0408 0.0421 0.0446 0.0495 0.0489 0.0508 0.0499 0.0509
B̃1(x) 0.1528 0.0493 0.0462 0.0457 0.0500 0.0491 0.0510 0.0500 0.0510
Table 6.4: Comparisons of B(x) with various choices of θ̂ and the approximation of B1(x) through
using Theorem 6.2.1 under the prior with a = b = 1/2 for various values of n and x
Jahn et al. [59] conducted a simple particle-counting experiment through using the electronic
and quantum mechanical random event generator, which implies that a particle goes on to either
a red or a green light with theoretically equal probability 0.5. Each particle is a Bernoulli trial
(red = 1, green = 0). The subject of this experiment tried to mentally ‘influence’ particles to go
to the red light. There were n = 104, 490, 000 trails, resulting in r = 52, 263, 471 successes. They
were interested in testing H0 : θ = θ0 = 0.5 (subject has no influence) vs H1 : θ 6= θ0 (subject has
influence). The large sample size means that we may use the normal distribution to approximate the
two-sided P-value, which gives P (x) ≈ 0.0003, providing strong evidence against the null hypothesis
from the frequentist viewpoint.
Jeffreys [61] reanalyzed the data from a Bayesian perspective and used the uniform prior
π(θ) = 1 on 0 < θ < 1 under the alternative hypothesis and the prior probability π0 = θ0 = 0.5 on





r(1 − θ)n−r dθ
≈ 11.5,
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which gives the posterior probability of the null hypothesis










Hence, the data clearly favor the null hypothesis over the alternative hypothesis. As a result, the
P-value and Bayes factor are in clear conflict. However, it can be shown that the 99% equal-tailed








which is numerically identical to the 99% frequentist confidence interval and also excludes θ = 0.5.
Hence, this is a remarkable example of Lindley’s paradox. It is noteworthy that Bernardo [22] further
examined this example from a Bayesian perspective through using the intrinsic Bayesian statistic
and argued that the value of θ0 = 0.5 is rather incompatible with the data. We now applied the
proposed Bayesian approach given by (6.6.2) to this testing problem and obtained B(x) ≈ 0.00028,
indicating that our approach is in accordance with the classical P-value and also coincides with
the Bayesian analysis of Bernardo mentioned above. Consequently, we may argue that there exists
strong evidence against the null hypothesis.
6.6.2 Testing a double exponential model
The problem of hypothesis testing in non-regular models, such as the double exponential
model, the two-parameter exponential model, and the Pareto model, is more challenging because
sometimes a sufficient statistic of fixed dimension or the Fisher information matrix does not exist. In
this subsection, we use the double exponential (Laplace) model to illustrate the potential application
of our proposed approach to the problems of hypothesis testing in non-regular models.
Suppose that X = {X1, · · · , Xn} is a random sample from the double-exponential distribu-
tion, denoted by X ∼ DE(1, θ), with the pdf given by







It should be noted that the density does not belong to the exponential family, and thus it does not
admit sufficient statistics of fixed dimension. Moreover, the maximum likelihood estimator is not
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necessarily unique. Of particular note is that the Jeffreys prior of θ is undefined since the model
does not meet the regular conditions to calculate the Fisher information matrix. However, it can
be easily shown that the reference prior for θ is π(θ) ∝ 1, resulting in the posterior distribution of
θ being









We are often interested in testing a point null hypothesis in H0 : θ = θ0 vs H1 : θ 6= θ0. This
hypothesis testing has also been studied in the literature; see, for example, Juárez [63]. Suppose
that the Kullback-Leibler distance is chosen as the required divergence, measuring the discrepancy


























d(θ, θ∗)π(θ | x) dθ,
which is unique because the divergence (6.6.3) is a convex function of θ. The proposed strength of
evidence against the null hypothesis is thus defined as
B(x) = Pr
[
|θ − θ̂| + exp
(
− |θ − θ̂|
)
≥ |θ0 − θ̂| + exp
(





We now conduct a small simulation to study the performance of the proposed Bayesian
approach. The simulation data are generated from the double exponential model with θ = 0. We
consider the various sample sizes to check the variations of the proposed procedure. Replicate 1, 000
times in each sample size. Table 6.5 provides the relative number of times when the null hypothesis
H0 : θ = 0 is rejected wrongly under the proposed approach associated with different threshold values
τ . It can be seen from Table 6.5 that the cutoff value τ calibrated in this chapter is quite reasonable
and that the new evidence is very promising in providing the strength of evidence against the point
null hypothesis. It deserves a mention that more comparison studies with other approaches, such




n 0.1 0.05 0.01 0.001 0.0001
n = 5 0.107 0.052 0.012 0.002 0.001
n = 15 0.100 0.054 0.009 0.001 0.000
n = 35 0.099 0.048 0.007 0.001 0.000
n = 55 0.097 0.045 0.005 0.000 0.000
n = 105 0.081 0.046 0.005 0.001 0.000
Table 6.5: The probability of errors (rejected wrongly) based on the proposed Bayesian approach in
the double exponential model, using different threshold values of τ , calculated from 1, 000 repetitions
for each sample size with θ = 0
6.7 Concluding remarks and future work
6.7.1 Concluding Remarks
In this chapter, we have developed a new Bayesian strength of evidence for testing a point
null hypothesis based on divergence measures. It has been shown that the new strength of evi-
dence successfully reconciles the disagreement between frequentists and Bayesians in many classi-
cal examples in which Lindley’s paradox occurs. In particular, the proposed approach under the
noninformative prior is often coincident with the observed level of significance. In addition, our
proposed approach deals with the hypothesis testing problem with some nuisance parameters quite
straightforwardly because the elimination of nuisance parameters is not required. From a Bayesian
decision-theoretical viewpoint, the new strength of evidence is justified to be a formal Bayes test
for some specific loss functions. It has also been shown that the new Bayesian strength of evidence
performs very well in a series of examples, even for hypothesis testing in the non-regular model,
which is a challenging scenario for other objective testing procedures.
While it is necessary to specify a threshold value to implement the proposed Bayesian
strength of evidence, we presented a procedure for calibrating the cutoff value through making
similar decisions between the proposed Bayesian approach and the frequentist P-value for testing
the value of a normal mean. Perhaps a more natural approach is to obtain the empirical threshold
value from the repeated simulated data, but higher computational cost is often required.
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6.7.2 Future work
There are many open issues that need more attention regarding the new Bayesian strength
of evidence B(x). We provide several problems that we do not deal with in this chapter, but that
will be investigated in the future.
1. The new evidence B(x) depends on the three key components: (i) the choice of a divergence
measure; (ii) the prior distribution for the unknown parameters; and (iii) the benchmark
estimator for the parameter of interest. Therefore, the choice of each component deserves
further investigation. An extensive comparison study among various combinations for these
components is highly needed and will be one of main tasks in the future study.
2. There are many different strengths of evidence for the point null hypothesis testing. It is
thus of particular interest to explore the relationships between the B(x) and some popular
strengths of evidence, such as the P-values, the Bayes factor, the Bayesian P-values, and the
full Bayesian significance test (FBST). More comparison studies among them will be taken
in the future. A concise summary of advantages and disadvantages of each approach under
consideration will also be discussed in future studies.
3. We plan to analyze the new evidence B(x) in light of Abstract Belief Calculus (ABC) formal-
ization, which is also studied by Stern [102] for the FBST method. In addition, it will also be
interesting to compare the B(x) and the FBST method in the sense of ABC formalization in
a variety of models.
4. The new evidence B(x) can be widely applied to a variety of point null hypothesis testing
problems. Specifically, more attention will be paid to the testing problems listed below.
• To test the change point problem in a time series, because testing whether a change point
occurs at a given location can be essentially considered as testing a point null hypothesis;
see, for example, Moreno et al. [85]. Some preliminary results not shown in this chapter
indicate that the new evidence B(x) may be applied in such a testing problem.
• To test the hypothesis testing problem in high dimensional settings, because statistical
inference becomes more difficult when the parameter space grows with the sample size.
The performance of the new evidence B(x) for the hypothesis testing in high dimensional
settings deserves to be studied.
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• To perform hypothesis testing when the parameter space is restricted under the alternative





Appendix A Proofs of Theorems from Chapter 2
Proof of Theorem 2.3.2: Note that the asymptotic approximation of the gamma function, known








when x is sufficiently large. Here, “f ≈ g” is used to indicate that the ratio of the two sides









For our problem, when (n − pγ), (n − p), and (p − pγ) are all sufficiently large, it follows directly








































(a): We first show the model selection consistency of the proposed Bayes factor in (2.2.7)
when the null model M0 is true. By using Lemma 2.3.1(a) and the above three approximation





















































It is noted that the third term in parentheses is strictly greater than 1 for all r > 1 under M0, and
that the rate of growth of p is strictly greater than that of pγ . Therefore, BF10 tends to 0 for all
r > 1, proving that the proposed Bayes factor is consistent when the null model M0 is true.
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Note that as the sample size n approaches infinity, BF10 also approaches infinity if the third term
in parentheses satisfies
(1/r − pγ/n)(1 + δ)r−1
(1 − pγ/n)r
> 1.
Namely, δ > ξ(r) = r1/(r−1) − 1, because pγ/n goes to 0 as n approaches infinity. However, the
Bayes factor BF10 is inconsistent whenever δ < ξ(r) because its value approaches 0 as n goes to
infinity, where δ = limn→∞ δn. This proves Theorem 2.3.2.
Proof of Theorem 2.3.3: Note that the model selection consistency of the Bayes factor in (2.2.7)
depends on the limiting behavior of p − pγ . Here, we mainly focus on the following two cases: (1)
p− pγ → ∞ and (2) p− pγ = c for c ∈ [1,∞).
(1) We first prove the model selection consistency of the Bayes factor in (2.2.7) under the
scenario in which p− pγ → ∞ and s > r > 1.





















































which approach 0 for all s > r > 1, indicating that the Bayes factor in (2.2.7) is consistent when the
null model M0 is true.
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(1 − 1/r)a+1/2(1/r − 1/s)a+1/2
(1 − 1/s)−1(1 + δ − 1/s)a+3/2
(




Note that as the sample size n approaches infinity, BF10 approaches infinity under the alternative
























where δ = limn→∞ δn. Note that BF10 goes to 0 under the alternative model M1 whenever δ <
h(r, s). This completes the proof for the case of p− pγ → ∞.
(2) We now prove the model selection consistency of the Bayes factor in (2.2.7) for the case
of p− pγ = c ≥ 1.















































which obviously goes to 0 for all r = s > 1 whenever n approaches infinity.
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(p− pγ)/2 + a+ 1
)











(p− pγ)/2 + a+ 1
)
Γ(a+ 1)(1 − 1/r)−a+1/2
( n
2e
)(pγ−p)/2(1 − 1/s+ δ
1 − 1/s
)(n−p)/2 (1 − 1/s+ δ)−a−3/2
(1 − 1/s)−1+c .
It should be noticed that as the sample size n approaches infinity, BF10 approaches infinity under
the alternative model M1 if the dominated term satisfies
1 − 1/s+ δ
1 − 1/s > 1.
Namely, δ > 0 as n goes to infinity. This completes the proof of Theorem 2.3.3.
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Appendix B Proofs of Theorems from Chapter 3
In order to prove Theorem 3.3.2, we first provide one useful lemma which is very valuable
for establishing the model selection consistency of the Bayes factor as follows.













1 − 1/s1, if the model M0 is true,
(1 − 1/s1)/(1 + c1), if the model M1 is true,
(B.1)
where s1 and c1 are given in Theorem 3.3.2 (a).












where χ2p−1 represents a random variable following a chi-square distribution with p − 1 degrees of









where λ = limnmax→∞ λn.













1 − 1/s2, if the model M0 is true,
(1 − 1/s2)/(1 + c2), if the model M1 is true,
(B.4)
where s2 and c2 are given in Theorem 3.3.2 (c).
Proof For simplicity, we only provide the proof for part (c) of Lemma B.1 because the proofs for
parts (a) and (b) are quite similar and thus omitted for brevity.
To investigate the limiting distribution of WE/WT under Mi for i = 0, 1, we can use similar
methods as in the proof of Lemma 1 in Moreno et al. [87]. By the Pythagorean relation WT =
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When the model M0 is true, it is well known that Y1 ∼ χ2n−p/(n−p) and Y2 ∼ χ2p−1/(n−p).
Thus, the means and variances of Y1 and Y2 are given by






n− p , Var(Y2) =
2(p− 1)
(n− p)2 .
Noting that both variances approach 0 as both nmax and p go to infinity, we thus obtain Y1 → 1 and
Y2 → (s2 − 1)−1, which imply that the limit of WE/WT degenerates in probability to the constant
(1 − 1/s2) as asserted.
When the model M1 is true, we have Y1 ∼ χ2n−p/(n−p) and Y2 ∼ χ2p−1
(
nλn)/(n−p), where
χ2γ(θ) stands for a random variable following a non-central chi-square distribution with γ degrees of
freedom and the non-central parameter θ. The means and variances of Y1 and Y2 are given by
IE(Y1) = 1, IE(Y2) =





n− p , Var(Y2) =
2(p− 1 + 2δn)
(n− p)2 .
Since both variances go to 0 as both nmax and p go to infinity, it follows that Y1 → 1 and Y2 →












This indicates that the limit of WE/WT degenerates in probability to the constant (1−1/s2)/(1+c2)
as asserted.
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Proof of Theorem 3.3.2: It is well known that the asymptotic approximation of the gamma


















(a) We first prove the consistency of the Bayes factor in (3.2.5) under Scenario 1. For a



























































where τ = n/p. Combining the above approximations (B.5) and (B.1) in Lemma B.1 (a), the Bayes




















if the model M1 is true
with c(a, τ) =
√
2π(τ − 1)a+1/2τ−a/Γ(a + 1). When p goes to infinity, BF10 obviously goes to 0







which implies that the Bayes factor under M1 goes to infinity when c1 > s
1/(s1−1)
1 − 1, while it goes
to 0 when c1 < s
1/(s1−1)
1 − 1.
(b) Under Scenario 2, note that 1 ≤ n/nmax ≤ p, so there exists a bounded value k ∈ [1, p],
































if the model M0 is true,
c(a, p)(knmax)
−(p−1)/2(1 + λ)(knmax−p)/2−1−a if the model M1 is true,
where c(a, p) = 2(p−1)/2Γ
(
(p + 1)/2 + a
)
/Γ(a+ 1). Therefore, as nmax goes to infinity, BF10 goes
to 0 under M0, while it goes to infinity under M1.
(c) When both nmax and p are sufficiently large, we have
Γ
(

























When the model M1 is true, from the above approximation and Lemma B.1(c), the Bayes factor







































where c(a) = 2−a−1/2
√
2π/Γ(a+ 1). Under Scenario 3, when 0 ≤ 1/τ ≤ 1/2, BF10 goes to 0 under























































where c(a) = 2−a−1/2
√
2π/Γ(a+ 1). Note that the above fourth term τ−(1+a)/(τ−1)+1/2 is positive






Namely, c2 > s
1/(s2−1)
2 − 1 as n goes to infinity. This completes the proof of Theorem 3.3.2.
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Appendix C Proofs of Theorems from Chapter 4
Before proving Theorem 4.3.1, we first provide three useful lemmas. The proofs of these
lemmas are straightforward based on several lemmas in Garćıa-Donato and Sun [46] and are thus
omitted here for simplicity.

























where c1 = limr→∞WH/(σ
2 + rσ2a), which follows a chi-square distribution with p − 1 degrees of
freedom and is hence a distribution free of r.


















1, if the model M0 is true,
1 + rσ2a/σ
2, if the model M1 is true.
(C.3)























, if the model M1 is true.
(C.4)
Proof of Theorem 4.3.1: It is well known that when x is sufficiently large, the Stirling’s approx-





where f(x) ≈ g(x) means the limit of f(x)/g(x) is one as x approaches infinity.
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(a) By using Lemma C.1, it is easy to show that under M0, we have
BF10 =

















which obviously goes to 0 under M0 as r goes to infinity because the distribution of WH under M0
is free of r. Under M1, it follows that
BF10 ≈
























which goes to infinity under M1 for σ
2
a > 0 as r goes to infinity.
(b) Similarly, by using Lemma C.2, it is easy to show that, under M0,














































Γ(α+ 1/2)(r − 1)1/2 .
Under M1, it is easy to see that











































































2 > r1/(r−1) − 1 = h(r).





























































which approaches infinity when (1 + σ2a/σ
2)/r1/(r−1) > 1. Namely, σ2a > 0 when both r and p go to
infinity. This completes the proof.
104
Appendix D Proofs of Theorems from Chapter 5
Proof of Theorem 5.2.1: After some algebra, we obtain the Fisher information matrix of





























































The Jeffreys’ independent prior, which treats (β 1, β 2) and (σ1, σ2, ρ) as being independent, is thus
given by




We follow the notations used in Berger and Bernardo [8] and Berger and Sun [17] and choose
the compact sets for parameters, such that











where k1τ , k2ι and kj are fixed and positive constants for τ = 1, · · · , p1; ι = 1, · · · , p2 and j = 3, 4, 5.
We just prove the form of reference prior (5.2.4) with the grouped ordering (ρ, σ1, σ2, β 1, β 2), because











Based on these hi (i = 1, 2, 3) functions above, we get the following expressions






























∝ 1 + e
−k5i
2(1 − ρ2)(1 − e−k5i) .
Choosing the fixed point (β 10, β 20, σ10, σ20, ρ00) = (0,0, 1, 1, 0) and performing a limiting operation,
we obtain the grouped ordering reference prior πR1(ρ, σ1, σ2, β 1, β 2), which is equal to
lim
i→∞
π1(ρ)π2(σ1 | ρ)π3(σ2 | ρ, σ1)π4(β 1, β 2 | ρ, σ1, σ2)





In our problem, it is immediate from Datta and Ghosh [38] and Berger and Sun [17] that










where g = (g1, · · · , gκ) = (β11, · · · , β1p1 , β21, · · · , β2p2 , σ1, σ2, ρ) with κ = p1 + p2 + 3, and




with 5ρ = ( ∂ρ∂g1 , · · · ,
∂ρ
∂gκ
)′ = (0′p1 ,0
′
p2 , 0, 0, 1)
′. Some algebra yields































































Thus, πR1 is the first order probability matching prior of ρ. Similarly, we can show that πR2 is not
the first order probability matching prior of ρ. This completes the proof of Theorem 5.2.1.
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The Kullback-Leibler (KL) divergence measure of a multivariate normal distributionN2n(y | Xβ 0,Σ0⊗
In) from another multivariate normal distribution N2n(y | Xβ ,Σ ⊗ In) is given by
∫
f(y | Xβ ,Σ ⊗ In) log
f(y | Xβ ,Σ ⊗ In)











































































where R0 = (β 0 − β )′X′Σ−10 X(β 0 − β ) and tr(M) represents the trace of the matrix M. The
minimum of this measure for β 0 ∈ Rp with p = p1 + p2, σ̃1 > 0 and σ̃2 > 0 is achieved when

















































(1 − ρ20)(1 − ρ2)
}
.



























where R = (β 0 − β )′X′Σ−1X(β 0 − β ). The minimum of this measure for β 0 ∈ Rp, σ̃1 > 0 and
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σ̃2 > 0 is achieved when















































(1 − ρ20)(1 − ρ2)
}
= k(ρ0 | ρ, β , σ1, σ2).
Therefore, the intrinsic discrepancy is given by






(1 − ρ20)(1 − ρ2)
}
.
This completes the proof.
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rior moments. In Bayesian Statistics, 4 (Peñ́ıscola, 1991), pages 169–193. Oxford Univ. Press,
New York, 1992.
111
[52] F. J. Girón, M. L. Mart́ınez, E. Moreno, and F. Torres. Objective testing procedures in linear
models: calibration of the P-values. The Scandinavian Journal of Statistics, 33(4):765–784,
2006.
[53] F. J. Girón, E. Moreno, G. Casella, and M. L. Mart́ınez. Consistency of objective Bayes factors
for nonnested linear models and increasing model dimension. Revista de la Real Academia de
Ciencias Exactas, F́ısicas y Naturales. Serie A. Matemat́ıcas. RACSAM, 104(1):57–67, 2010.
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