Unemployment rates in the United States remain near a 25-year high and global unemployment is rising. Previous studies have shown that unemployed persons have an increased risk of death, but the magnitude of the risk and moderating factors have not been explored. The study is a randomeffects meta-analysis and meta-regression designed to assess the association between unemployment and all-cause mortality among working-age persons. We extracted 235 mortality risk estimates from 42 studies, providing data on more than 20 million persons. The mean hazard ratio (HR) for mortality was 1.63 among HRs adjusted for age and additional covariates. The mean effect was higher for men than for women. Unemployment was associated with an increased mortality risk for those in their early and middle careers, but less for those in their late-career. The risk of death was highest during the first 10 years of follow up, but decreased subsequently. The mean HR was 24% lower among the subset of studies controlling for health-related behaviors. Public health initiatives could target unemployed persons for more aggressive cardiovascular screening and interventions aimed at reducing risk-taking behaviors.
in the United Kingdom (U.S. Bureau of Labor Statistics, 2010) . Even before the 2008-2009 economic crisis, the United Nations International Labor Organization estimated that unemployment had reached a historical high in 2006 (United Nations News Centre, 2007) . The London Times estimated that, as a result of the current economic crisis, the number of unemployed worldwide could climb further, from 179 million in 2007 to 230 million (Mortished, 2009 ). This recent rise makes understanding the health effects of unemployment particularly important.
Over the last 4 decades the study of unemployment and its association with health and mortality has expanded significantly (see Hanisch, 1999 for an early comprehensive review on unemployment research). Whether unemployment is causally related to mortality remains an open question (Urban Janlert, 1997; Lundin, Lundberg, Hallsten, Ottoson, & Hemmingsson, 2010; Martikainen, 1990; Martikainen, Maki, & Jantti, 2007; Moser, Goldblatt, Fox, & Jones, 1987) , and recent research has begun to focus on possible confounding, mediating, and moderating factors.
One important line of research has been exploring the role of health behaviors such as smoking and alcohol consumption on unemployment and health. This research has generated two major hypotheses regarding the relationship between unemployment and health behaviors. The first, the "coping hypothesis", argues that unemployment causes adverse changes in health behaviors, which in turn lead to deterioration of health (e.g. Hammarstrom, 1994) . The second, a "latent sickness hypothesis", suggests that the unemployment-mortality association is spurious because pre-existing health behaviors lead to both unemployment and adverse health (e.g. Jusot, Khlat, Rochereau, & Sermet, 2008) .
A second important line of research explores the role of macro-level economic factors in the unemployment-health relationship. National welfare and unemployment policies are thought to play a moderating role, with the negative effects of unemployment being substantially reduced in nations with more generous financial support systems (Bambra & Eikemo, 2009 ; U. Gerdtham & Ruhm, 2006; Jantti, Martikainen, & Valkonen, 2000; Stuckler, Basu, Suhrcke, Coutts, & McKee, 2009 ). In addition, some researchers have focused on regional and national unemployment rates as a moderator, finding harsher personal unemployment effects when there are relatively few others who are also unemployed (U. Gerdtham & Johannesson, 2005; Martikainen et al., 2007; Martikainen & Valkonen, 1996; Novo, Hammarstrom, & Janlert, 2001) . Others have reported a seemingly paradoxical relationship, noting that dangerous health behaviors decline when the unemployment rate is high (e.g. Ruhm, 2000) .
Despite its extensiveness, only one systematic review of the unemployment literature has been conducted (see Jin, Shah, & Svoboda, 1995) . This review, however, was qualitative in nature and examined multiple health outcomes. A systematic, quantitative review of the association between unemployment and mortality, arguably the most important outcome, has not yet been conducted. While most studies found that unemployment is associated with decreased longevity, there is no consensus on the magnitude of the association for any subgroup population, and reported relative risks range from 0.68 to 4.83. Furthermore, there is little consensus with respect to which of the possible mediating, moderating, and confounding variables matter most. Meta-analysis is well suited to address this important research problem. Ample cross-study variability now exists to analyze subgroups and to assess the effects of potential confounding, mediating, and moderating variables.
Mediating and Confounding Health Factors in Unemployment Research
Early work on the association between unemployment and mortality suggested that the relationship is causal (Moser et al., 1987) . More recent work, however, has called this into question and the issue of causation remains unsettled (Martikainen, 1990; Martikainen et al., 2007) . Many studies, for example, have documented that persons with pre-existing health conditions are more likely to become and remain unemployed (Bartley & Owen, 1996; Bockerman & Ilmakunnas, 2009; Bjorgulf Claussen, 1993; Salm, 2009 ). Browning, MollerDano, and Heinesen (2006) also reported that unemployment did not lead to hospitalization for stress-related diseases. While it has also been found that persons with health problems fare better in the long-run if they maintain or regain employment (Bartley, Sacker, & Clarke, 2004; Huber, Lechner, & Wunsch, 2010) , this body of work suggests that pre-existing health may be a common cause of both unemployment and mortality.
Yet many studies continue to find an association between unemployment and mortality even after controlling for pre-existing health status. Whether these provide evidence of a causal link is still uncertain, and much of the debate over causation vs. spurious association has focused on health behavior variables. Unfortunately, the vast majority of individual-level studies of unemployment and health behaviors is cross-sectional and cannot be used to adjudicate between these two hypotheses. Furthermore, many of the macro-level studies of unemployment rates and aggregate health behavior measures cannot be used as they lack individual-level data on health behaviors, health outcomes, and employment status (Catalano & Bellows, 2005) . We therefore focus the review below on studies with individual-level data.
The Latent Sickness Hypothesis
Many researchers continue to argue that the unemployment-mortality association is spurious. These scholars argue that health selection into unemployment operates through health behavior variables rather than in a direct manner (i.e. the "latent sickness hypothesis") (Jusot et al., 2008) . For example, if the health problems associated with high levels of drug, alcohol, and tobacco consumption manifest themselves only after the onset of unemployment, controlling for pre-existing health status would not effectively rule out health selection. In support of this view, studies have shown repeatedly that individuals with higher levels of smoking, drinking, and recreational drug use are more likely to become unemployed (Fergusson & Boden, 2008; Hammer, 1997; Hoffmann, Dufur, & Huang, 2007; Leino-Arjas, Liira, Mutanen, Malmivaara, & Matikainen, 1999; Scott M. Montgomery, Bartley, Cook, & Wadsworth, 1996 ; J. K. Morris, Cook, & Shaper, 1992) .
The latent sickness hypothesis is also supported, indirectly, by evidence that the income reduction associated with unemployment actually leads to positive changes in health behaviors (see Temple, Fillmore, Hartka, Johnstone, Leino, & Motoyoshi, 1991) . Reduced drinking and smoking have been found among the long-term unemployed (Fagan, Shavers, Lawrence, Gibson, & Ponder, 2007; Hammer, 1992; . Furthermore, improved physical activity levels have been found among the recently unemployed (Jurj, Wen, Gao, Matthews, Yang, Li et al., 2007; Matoba, Ishitake, & Noguchi, 2003) . Other studies have found no change in health behaviors, either positive or negative, resulting from unemployment (Gallo, Bradley, Siegel, & Kasl, 2001; Goel, 2008; Iribarria, Ruiz, Pardo, & San Martin, 2002; Peretti-Watel & Constance, 2009; Rehm & Gmel, 1999; Rodriguez & Chandra, 2006; Virtanen, Vahtera, Broms, Sillanmaeki, Kivimaeki, & Koskenvuo, 2008) .
The Coping Hypothesis
Other researchers, however, continue to argue for causation, claiming that health behavior variables actually represent an important mediating mechanism through which unemployment is translated into mortality (i.e. the "coping hypothesis"). According to this view, individuals cope with unemployment stress by changing their consumption patterns in unhealthy ways (Hammarstrom, 1994; Viinamaki, Niskanen, & Koskela, 1997) , particularly individuals with low socioeconomic status prior to the onset of unemployment (Kendzor, Cofta-Woerpel, Mazas, Li, Vidrine, Reitzel et al., 2008) and younger persons (S. L. Morrell, Taylor, & Kerr, 1998) . Individuals with low social status are thought to be particularly prone to negative coping because they feel that this type of stressrelief is all they have left (Peretti-Watel & Constance, 2009) .
A large body of work supports the coping hypothesis. First, multiple studies have found that alcohol consumption and binge drinking rise following unemployment (B. Claussen, 1999) . This is especially true among men (Hammarstrom & Janlert, 2003; Mossakowski, 2008; Virtanen et al., 2008) , less educated people (Broman, Hamilton, Hoffmann, & Mavaddat, 1995) , young persons (U. Janlert & Hammarstrom, 1992) , and those involuntarily unemployed (Ettner, 1997) . Second, unemployed persons, especially young men, are also more likely to increase their level of smoking (Barnes & Smith, 2009; Bolton & Rodriguez, 2009; Falba, Teng, Sindelar, & Gallo, 2005; Hammarstrom & Janlert, 1994 S. M. Montgomery, Cook, Bartley, & Wadsworth, 1998; Reine, Novo, & Hammarstrom, 2004) . Unemployed smokers are less likely to attempt smoking cessation (Weden, Astone, & Bishai, 2006) and are more likely to relapse from smoking cessation efforts (Falba et al., 2005) . Finally, unemployed persons are more likely to increase their use of illicit drugs (Alegria, Vera, Shrout, Canino, Lai, Albizu et al., 2004; Hammer, 1992; Merline, O'Malley, Schulenberg, Bachman, & Johnston, 2004) or begin using drugs (Crofts, Louie, Rosenthal, & Jolley, 1996; Green, Doherty, Reisinger, Chilcoat, & Ensminger, 2010) .
Negative health consequences may also arise through the tendency of people to react to unemployment by reducing their personal spending. Research has shown that unemployed persons often substitute poorer quality diets for better ones. This may result in obesity (Laitinen, Power, Ek, Sovio, & Jarvelin, 2002) , or in unhealthy weight loss (Bolton & Rodriguez, 2009) . Some have even found that the threat of unemployment alone was enough to cause increased body mass index (BMI) (Ferrie, Shipley, Marmot, Stansfeld, & Smith, 1998) . Once unemployed, increased BMI creates a feedback loop, as those who are judged as overweight have difficulties in finding work (Johansson, Bockerman, Kiiskinen, & Heliovaara, 2009; Paraponaris, Saliba, & Ventelou, 2005) and increased BMI may therefore lead to permanent labor force withdrawal (Alavinia & Burdorf, 2008 ).
The present study seeks to assess the impact of potential mediating, moderating, and confounding factors on the association between unemployment status and mortality. First, we evaluate the impact of pre-existing health status and health behaviors, variables that are central to the current debates in the literature. Using meta-analysis, we compare results from studies that controlled for health and/or health behaviors with other studies that did not. Second, in light of the literature on the potential moderating effects of national health care systems, we compare study results between countries with national health care systems and those without. Finally, we assess the potential moderating roles of gender, age, time, followup duration, and case/control group composition on the unemployment-mortality association. In each instance, we capitalize on cross-study variability to assess the impact of key factors. Becoming unemployed may also have a mediated effect on health due to the psychosocial stress of being forced into a lower social status (Fineman, 1979; Martikainen & Valkonen, 1996) , but this mediating factor is often assumed rather than empirically examined, and is therefore beyond the scope of the present study.
METHODS

Search strategy and coding procedures
In June 2005, we conducted a search of electronic bibliographic databases to retrieve all publications combining the concepts of psychosocial stress, including unemployment, and all-cause mortality. We re-ran the electronic keyword searches in these databases in July 2008 and completed the search and coding stages in January 2009. We used 100 search clauses for Medline, 97 for EMBASE, 81 for CINAHL, and 20 for Web of Science. See Section 1 of Appendix for the full search algorithm used for Medline (information on the remaining search algorithms are available from authors upon request). We identified 1570 unique publications. Using these results as a base, we iteratively hand-searched the bibliographies of eligible publications; the lists of sources citing an eligible publication; and the sources identified as "similar to" an eligible publication. Hand-searching was ongoing for three and one-half years and was completed after 8 iterations (the full description of this iterative search protocol is documented and available from the authors upon request).
The electronic database searches were performed by a research librarian. Two authors (DR and ES) trained in systematic review coding procedures (Lipsey & Wilson, 2001; Stock, 1994) determined publication eligibility and extracted the data from the articles, consulting a third author (JS) when required (see Section 2 of Appendix for additional details regarding coding procedures and variables for which data were sought). Any unpublished work encountered was considered for study inclusion. Although our search was done in English, we were able to locate and translate the relevant portions of 35 publications written in German, Danish, French, Spanish, Dutch, Polish, or Japanese. Figure 1 summarizes the number of publications considered at each step of the search process. The full database contains 262 publications examining the associations between various stressful events and all-cause mortality. To evaluate coding accuracy we randomly selected and recoded 40 of these publications (including 446 point estimates). Of the point estimates, 98.6% were free of coding errors.
The present analysis uses the subset of articles (n = 42) that reported the association between unemployment and all-cause mortality. Forty of these publications appeared in peerreviewed journals; 1 in a book chapter; and 1 in an unpublished dissertation. One publication was translated from Spanish in consultation with a native speaker; the remaining 41 publications were in English (Table 1) .
Statistical methods and inclusion criteria
For the present analyses, a study was included if the outcome variable was all-cause mortality, unemployment was measured at the individual level (rather than at the neighborhood level), and a clear comparison was made between a group of people who experienced unemployment and another group who either did not experience unemployment at all or experienced it to a lesser degree. As shown in Table 1 , most studies compared unemployed persons with employed persons, while a few compared unemployed persons with the general population. We examined whether this distinction affected the estimated association between unemployment and mortality.
Statistical methods varied from study to study, necessitating the conversion of odds ratios, rate ratios, standardized mortality ratios, relative risks, and hazard ratios (HRs) into a common metric (See Section 3 of Appendix). For 63 of the 235 measures of mortality risk, the death rate information required for conversion to a common metric was not reported. In these cases, the required death rate was estimated using multiple regression analysis (see Section 4 of Appendix). Sensitivity analyses were performed to examine the possible effect of including or excluding studies for which an estimated death rate was used in the conversion to a common metric.
As is standard practice, we used the standard errors reported in the publications to calculate the inverse variance weights (See Section 5 of Appendix). When not reported, standard errors were calculated using (1) confidence intervals, (2) t statistics, (3) χ 2 statistics, or (4) pvalues. When upper-limit p-values were the only estimate of statistical significance available (e.g. in cases where we knew only that the p-value lay somewhere between .01 and .05), the midpoint of the upper and lower limits was used to estimate the p-value. In 24 cases, no measure of statistical significance was reported and standard errors were estimated using multiple regression (See Section 4 of Appendix). An indicator variable was created so analyses could be conducted both with and without data points where the standard error was estimated.
Quality was assessed using the Newcastle-Ottawa scale for nonrandomized trials (Wells, Shea, O'Connell, Peterson, Welch, Losos et al., 2009) . Two authors (DR and ES) also independently rated each publication, the average from these two ratings being used in the analysis.
Q-tests, I
2 tests, and examinations of the unexplained heterogeneity variance component were used to assess the presence and magnitude of heterogeneity in the data (HuedoMedina, Sanchez-Meca, & Marin-Martinez, 2006) . Q-test results from preliminary analyses revealed substantial heterogeneity across studies' effect sizes. In light of this all metaanalyses and meta-regression analyses were calculated by maximum likelihood using a random effects model and sensitivity analyses were conducted using the variables identified by the meta-regression models as significant sources of heterogeneity. Analysis was performed with statistical software (PASW, version 18.0) using matrix macros provided by Lipsey and Wilson (2001) . The possibility of selection and publication bias was examined using a funnel plot of the log HRs against sample size. Funnel plot asymmetry was tested using Egger's test . Due to the heterogeneity in the data, funnel plot asymmetry was also tested using weighted least squares regressions of the log HRs on the inverse of the sample size (Moreno, Sutton, Ades, Stanley, Abrams, Peters et al., 2009; Peters, Sutton, Jones, Abrams, & Rushton, 2006) .
Analyses performed include meta-analyses of subgroups, bivariate meta-regression analyses, and multivariate meta-regression analyses. The covariates used in the analyses were dictated by data availability. Variables such as race or ethnicity, which were used as grouping variables or included in interaction terms in only a small number of studies, could not be used in the analyses. Likewise, variables summarizing the prevalence of smoking or drinking, and other health behavior variables that would have been useful for additional analyses of confounding, were not reported and could therefore not be examined. The following independent variables were used in these analyses: (1) whether death rate was estimated (yes or no); (2) whether standard error was estimated (yes or no); (3) proportion of respondents who were male; (4) mean age of sample at baseline; (5) age of the study (i.e. years elapsed since the beginning of baseline), divided by 10; (6) time elapsed between the end of baseline and the beginning of follow-up; (7) maximum follow-up duration; (8) type of comparison group; (9) geographic region; (10) sample size, log transformed; (11) Newcastle-Ottawa Scale rating (range, 0-9); and (12) a series of variables indicating whether sex, age, socioeconomic status, and health were statistically controlled. Table 1 provides summary information on the 42 publications included in this study. This table is presented in lieu of the standard meta-analysis forest plot because of space limitations and the inherent difficulty in garnering data heterogeneity information from a plot that contains 235 point estimates and confidence intervals. The mean relative risk from each of the 42 publications, however, was included in Table 1 in the interest of providing information from which some heterogeneity observations might be made. The forest plot is available from the authors on request. Table 2 provides descriptive statistics on the 235 mortality risk estimates included in this study. Data were obtained from 42 studies, published between 1984 and 2008, covering 15 countries (mostly in Europe and North America), and representing more than 20 million persons. The majority of persons analyzed were men, and almost all were of working age at baseline. The average follow-up duration across all studies was 9.02 years. Of the HRs analyzed, the mean 5-year impact factor was 5.59 and the mean number of citations received per year since publication was 2.68. The mean score on the Newcastle-Ottawa Scale was 7.76. Table 3 presents the results of a number of meta-analyses (See Table 4 for sample size information). All analyses were stratified by the level of statistical adjustment of the risk estimate. Persons who experienced unemployment were significantly more likely to die than the comparison group. The mean unadjusted HR was 2.08 (95% confidence interval [CI], 1.77-2.43; n = 40 risk estimates); age-adjusted HR, 1.59 (95% CI, 1.42-1.77; n = 75); and HR adjusted for age and additional covariates, 1.63 (95% CI, 1.49-1.79; n = 120). These results show that unemployment is associated with a 63% higher risk of mortality in studies controlling for covariates. Table 3 also shows that the exclusion of data where either the death rate or the standard error had to be estimated does not alter the direction, magnitude, or level of statistical significance of the mean HRs.
Subgroup Meta-analyses and Meta-regression Analyses
As described at the end of the methods section, data on the prevalence of high BMI, smoking, drinking, drug use, or other health factors was not available for analysis. However, comparisons between the subset of our data where health was directly controlled (n=45 HRs) or where health-related behaviors were controlled (n=27 HRs) and the remaining data still provides results relevant to the debate between the coping hypothesis and the latent sickness hypothesis. Table 5 presents the results of the meta-regression analyses, which provide a multivariate test for differences between key sub-groups. Model 1 shows that there was no significant difference in HR magnitude between studies that controlled for any measure of health and the remaining studies (p = 0.1236). Model 3, however, shows that the mean HR was 24% lower for studies that controlled for one or more health behaviors, when compared to the remaining studies (p = .0159). These results suggest that health behaviors may confound the unemployment-mortality association to some degree. However, the results also indicate that pre-existing health behaviors and conditions do not account for 100% of the relationship between unemployment and mortality (see the discussion for more on this issue).
Previous studies suggested that gender is a key moderating variable for the unemploymentmortality association. Preliminary examinations of individual studies revealed qualitative differences between the magnitude of HRs for men and for women, suggesting that women and men be analyzed separately. Table 3 shows that unemployment was associated with an increased risk of death when HRs were adjusted for age and additional covariates. However, gender-specific analyses show that the magnitude of the association was greater for men (HR, 1.78; 95% CI, 1.56-2.02; n = 54 HRs) than for women (HR, 1.37; 95% CI, 1.17-1.60; n = 36). Model 3 of Table 5 confirms that the proportion of a sample that is male had a significant impact on the magnitude of the HR. The risk of death for men was 37% higher than that for women (p < .001).
Previous research has also suggested that age may moderate the association between unemployment and mortality. We therefore also conducted sub-group analyses based on average age at baseline. As shown in Table 3 , unemployment was associated with a 73% increased risk of all-cause mortality for people under the age of 40 years who were in their early careers (HR, 1.73;95% CI, 1.41-2.11; n = 29) and a 77% increased risk for those between the ages of 40 and 50 years who were in mid-career (HR, 1.77; 95% CI, 1.59-1.98; n = 70). The association was substantially reduced for those between the ages of 50 and 65 years who were near the end of their working careers (HR, 1.25; 95% CI, 1.03-1.52; n = 19). The results of the meta-regression analysis (Model 3 of Table 5 ) show a significant effect for mean age (a 6% decrease for each additional 10 years; p = .0165) confirm this finding, with HR magnitude being approximately equal between the youngest and the middle age group (p = .4394) but 26% lower for the oldest age group (p = .0016).
While follow-up duration has not often been explored in the literature as a moderating factor, preliminary examinations of individual studies suggested that the association between unemployment and mortality may change as time passes. Sub-group analyses based on follow-up duration (Table 3) show that people who experienced unemployment had a 73% higher risk of death during the first 5 years of follow-up (HR, 1.73; 95% CI, 1.44-2.06; n = 30). The elevation of risk of death remained approximately the same when the follow-up duration averaged 5 to 10 years (HR, 1.76; 95% CI, 1.55-2.00; p <.001; n = 47) but then decreased to a 42% elevation of risk in studies with a follow-up of more than 10 years (HR, 1.42; 95% CI, 1.22-1.64; n = 43). However, the meta-regression results indicate that there was no significant trend associated with follow-up duration (p = .3476).
Furthermore, the type of comparison group used may also have an effect on the magnitude of the mean HR. Preliminary comparisons of individual studies confirmed this, leading us to also examine sub-groups results based on the type of comparison group used. The mean HR was much higher when the comparison group was employed persons only (HR, 1.75; 95% CI, 1.54-1.98; Table 3 ) than when the comparison group was the general population (HR, 1.24; 95% CI, 1.01-1.51). The results of meta-regression analysis (Table 5 ) confirm this, showing that HRs were 32% lower when the general population was used as the comparison group (p < .001). Table 3 also shows that the risk of death was marginally lower when studies excluded persons not in the labor force (HR, 1.60; 95% CI, 1.45-1.76) than when studies included a mixture of unemployed persons and those who were not in the labor force (HR, 1.73; 95% CI, 1.46-2.04). However, the meta-regression analyses (Table 5) show that when unemployed persons were combined with persons not in the labor force the HR increased by 46% (p < .001) once other study-level factors were controlled.
Sensitivity Analysis
The between-groups Cochrane's Q for the meta-analysis of all 235 HRs was statistically significant (p=.0149) and the I 2 statistic was quite high (I 2 , 76.2; 95% CI, 22.1-92.8), indicating that important moderating variables exist and supporting the decisions to use random effects models and conduct sub-group meta-analyses. As shown in Table 4 , the Qtests for these subgroup meta-analyses were statistically significant only for statisticallyunadjusted HRs. In all of the remaining subgroup analyses however, Q-tests and I 2 tests were non-significant, indicating that heterogeneity was adequately accounted for by the use of a random effects model. Since the discussion of the meta-analysis focused on HRs adjusted for age and additional covariates, the results discussed above are not an artifact of heterogeneity in the data.
To be conservative however, meta-regressions were used to examine other possible sources of heterogeneity in the data. The model fit statistics for Model 3 of Table 5 (R 2 , .3702; p<. 001 for the Cochrane's Q of the model) indicate that this model captured a very substantial portion of the heterogeneity in the data. Nevertheless, the unexplained heterogeneity variance component for this and the other models shown in Table 5 was highly significant (each p<.001), confirming the need to use a random effects model for all analyses.
As reported earlier, health behaviors, sex, mean age, and the composition of the case and control groups moderate the mean HR. Model 3 of Table 5 shows that other significant moderators include the time elapsed between the end of baseline and the beginning of follow-up (a 6% increase in risk for each additional year; p = .0006), whether the risk estimate was adjusted for age (a 16% decrease when age was controlled; p = .0159), and whether the risk estimate was adjusted for socioeconomic status (a 13% decrease when SES was well-controlled; p = .0265). While HRs from the United States and the Scandinavian nations are over-represented in the data, the results do not seem to be biased by this factor as there was no significant difference in HR magnitude between either region and the remaining nations (p = .7707 and p = .9216, respectively).
Of the 235 HRs, 93 were statistically-adjusted for age or had an age range smaller or equal to 35 years, did not use the general population as the control group, did not include persons not in the labor force in the case group, were from studies with less than a one year gap between the end of baseline and the beginning of follow-up, and were from studies in which men and women were analyzed separately. These 93 HRs were then grouped according to sex and age group, the resulting six sub-groups subjected separately to meta-analysis (see Table 6 ). The mean HR among women under the age of 40 was 1.73 (95% CI, 1.41-2.11; n, 19), was 1.34 (95% CI, 1.15-1.56; n, 14) when the mean age was 40 to 49.9 years, and was 0.94 (95% CI, 0.80-1.11; n, 9) when the mean age was 50 years or above. The mean HR among men under the age of 40 was 1.95 (95% CI, 1.69-2.26; n, 26), was 1.86 (95% CI, n, 14) when mean age was 40 to 49.9 years, and was 1.17 (95% CI, 1.00-1.36; n, 11) when the mean age was greater than or equal to 50 years. In all six meta-analyses, the Q-test was not significant and the I 2 statistic was not significantly different from zero, indicating homogeneity in the data. The high correspondence between these six more conservative meta-analyses and the full sample meta-analyses reported in Table 3 further confirm that heterogeneity in the sub-group data was not a major problem.
DISCUSSION
Our findings show that unemployment was associated with an increased relative risk of allcause mortality. We show that the risk of death was 63% higher among those who experienced unemployment than among those who did not, after adjustment for age and other covariates. Before proceeding to a more detailed discussion of the specific findings, however, some important limitations must be considered.
Limitations
There is also an unknown degree of nonreporting of nonsignificant findings (also known as the file-drawer effect) and selection bias that may affect the results (Berman & Parker, 2002; . For example, some may suggest that the inclusion of studies based on census data is problematic because their analyses often rely on comparisons with the general population, as opposed to the employed population. While this is a valid point, we have tried to control for this by including the appropriate indicator variables in the analysis. To guard against other aspects of selection bias, we excluded no publications containing data on the association between unemployment and mortality. As with all metaanalyses however, some studies of the association between unemployment and mortality will have been missed. The funnel plot of the log HRs against sample size appears asymmetric around the mean HR, suggesting significant selection bias (Figure 2) . The results of Egger's test indicated significant funnel plot asymmetry (p < .001). However, recent simulation studies indicate that heterogeneity in the data (such as is the case here) produces misleading Egger's test results (Moreno et al., 2009; Peters et al., 2006; Terrin, Schmid, Lau, & Olkin, 2003) . Using Peters' test (Moreno et al., 2009; Peters et al., 2006) , we regressed the log HRs on the inverse of the sample size. The results of this second test indicated non-significant levels of funnel plot asymmetry after data heterogeneity had been taken into account (p = .993). Given the discrepancy in the results of the two tests, however, caution is warranted in the interpretation of the results.
Another limitation stems from the reliance on studies with observational designs, which limit the ways in which one can account for potential confounders. None of the studies of unemployment were randomized clinical trials, as unemployment is not a "treatment" one induces. In the worst case scenario, the use of an observational design creates the risk that one or more highly important confounding factors are not accounted for and the results of the study are biased (Egger, Schneider, & Davey-Smith, 1998) . Even when important factors are controlled, differences in the method of control between studies have the potential to affect the results of a meta-analysis. For example, Model 3 in Table 5 shows that the method for controlling for socioeconomic status affects the magnitude of the HR. While the HR associated with unemployment is elevated across all levels of control for SES, the mean HR was 13% lower among the subset which measured SES using two or more factors. There is a danger of systematic bias in our results due to our reliance on studies with observational designs and due to the different methods used to control for confounders in the studies we examined. However, this danger is reduced by our efforts to account for the mediating, moderating, and confounding factors that have thus far been investigated in the literature.
Discussion
Three findings from our study support the idea that the pathway between unemployment and mortality is not completely spurious, and could be consistent with a causal association. First, unemployment remains associated with an increased risk of death even after the exclusion of individuals who were not in the labor force. This supports Moser et al.'s (1987) finding that elevated risk levels among the unemployed were not simply an artifact of misclassification. Second, the lack of significant difference between the subset of our data where health was directly controlled (n=45 HRs) and the remaining data (p = .1236) suggests that pre-existing health problems were not, in a broad sense, the common cause of both unemployment and mortality. These findings are consistent with those of Lunden et al. (2010) , who reported that a substantial portion of the association between unemployment and mortality remained even after accounting for possible confounding factors. However, our regressions indicated that the 27 HRs that controlled for health behaviors were 24% lower than the remaining HRs (p = .0159). This latter result provides limited support for the latent sickness hypothesis. Health-related behaviors existing at baseline account for a portion of the unemploymentmortality association and are clearly important to include in future studies. However, the coping hypothesis provides a better overall explanation as the lack of large differences in HR magnitude suggests that the post-unemployment pathway exerts a stronger effect on mortality outcomes. The method available to us for the testing of these competing hypotheses, while suggestive of the overarching patterns, cannot provide definitive evaluations of these hypotheses.
The results of this systematic review confirm our early expectations that the estimated adverse association between unemployment and mortality would not be uniform across all subgroups and studies. Meaningful differences were observed by age group, gender, followup duration, time period, geographic region, and case and control group composition.
First, mean HRs were higher for those in their early and middle careers (an increased risk of 73% and 77%, respectively) but lower for persons in their late careers (only a 25% increase in risk), a finding consistent with those of earlier reports (Iversen, Andersen, Andersen, Christoffersen, & Keiding, 1987; Moser, Fox, & Jones, 1984; Sorlie & Rogot, 1990 ). This pattern may be the result of a smaller net increase in stress among older workers, who often hold jobs with above average stress levels and who may have already been contemplating retirement (Brenner & Levi, 1987) . The pattern may also result from health selection into retirement among older workers (Disney, Emmerson, & Wakefield, 2006) , a process that leads to the overrepresentation of healthier older persons in the workforce. Some caution must be exercised when interpreting this finding. When the underlying death rates are very high in both the case and control groups (as is the case at older ages), ratio statistics such as the HR lack statistical power to detect group differences. However, this is not likely a problem in the present study because we focus on the working-age population. The death rates remain low enough to enable ratio-type measures such as HRs to detect differences in death rates between the employed and unemployed.
Second, this study confirms that the magnitude of the association between unemployment and mortality is higher for men than for women (an increased risk of 78% vs. 37%). There are two possible explanations for this finding. First, the labor force participation rate for women is considerably lower than for men in most nations. Being engaged in unpaid labor at home or employed as part-time or on a temporary basis may provide less health protection than full-time work. The data can be used to partially evaluate this first explanation. The difference between men's and women's labor force participation rates is particularly low in the Scandinavian nations, and if this first explanation is valid one would expect to see a correspondingly smaller difference between men's and women's relative mortality risk. To test this we included an interaction term between gender and Scandinavian region in a separate meta-regression (not shown in tables, but using the same covariates as Model 2 in Table 5 ). The lack of significance for the interaction term (p = .8156) suggests that absolute differences in the labor force participation rate between men and women do not account for differences in the relative mortality risk. A second explanation for the gender gap in relative mortality risks may be that employment status remains more central to men's identities than to women's despite the continuing upward trend in women's participation in the formal labor market. This explanation cannot be evaluated with our data.
Third, the association between unemployment and mortality is significant in both the short and long term. While the meta-analysis results showed a decrease in the mean risk of mortality in those studies where the follow-up period exceeded 10 years (the risk dropped from 76% to 42%), this trend was not significant in the final meta-regression model (p = . 3476). This finding must be approached conservatively as it may result from the fact that many of the studies included in the meta-analysis were cross-sectional. In cross-sectional studies the employment status reported at baseline tends to become less and less accurate as time passes. In other words, group differences may become obscured over time because some of those who initially reported being unemployed later found work and some who were employed at baseline (and served as the comparison group) later lost their jobs. The constancy of the mean relative risk over time, however, does lend some support to the hypothesis and previous findings that both the stress and the negative lifestyle effects associated with the onset of unemployment tend to persist even after a person has regained a job (Bolton & Rodriguez, 2009; Cohen, Kemeny, Zegans, Johnson, Kearney, & Stites, 2007; Janicki-Deverts, Cohen, Matthews, & Cullen, 2008; Khan, Murray, & Barnes, 2002; S. M. Montgomery et al., 1998; Wadsworth, Montgomery, & Bartley, 1999) .
Fourth, the results of the meta-regression analyses show no significant changes in the magnitude of the unemployment-mortality association over the last four decades, as shown by the lack of a significant association between the age of a study and the magnitude of the HR (Model 2 of Table 5 ; p = .6972). Despite dramatic changes in the composition of the workforce and in work environments over this period (such as women's increased labormarket participation, changing government unemployment policies, and the general trend towards more part-time and temporary jobs), the association between unemployment and mortality remained unchanged.
Fifth, the results of the meta-regressions suggest that differences between national welfare and health-care systems may not translate into differences in the magnitude of the unemployment-mortality association. Ideally, this question would be tested using a direct measure of national health system scope. While this data was not available for our analyses, the geographic region variables can be used to partially assess the hypothesis. Among the nations represented in this study (see Table 2 for a complete list), only the United States lacks some form of universal health coverage. Furthermore, unemployment benefits in the United States tend to be less generous than in most of the other nations examined. In contrast, public health care coverage is most comprehensive in the Scandinavian nations. If the degree of coverage provided by national welfare and health-care systems was related to the unemployment-mortality association, one would expect to see significant differences in HR magnitude between the U.S. and the Scandinavian nations. The lack of a significant difference between the mean HR for the U.S. (p = .7707), Scandinavia (p = .9216), and the remaining nations suggests that these national-level policy differences may not have much of an effect on the rate of mortality following unemployment. This result should be treated conservatively and should not be extrapolated to populations in developing countries, as almost all the data came from studies of the developed world.
Finally, the composition of both the cases and controls was important. When comparing unemployed persons with the general population, the effect is much smaller than when comparing unemployed persons with employed persons (the risk decreases from 75% to 24%). This is to be expected because the general population, while primarily consisting of employed persons, also includes some unemployed persons and individuals who are not in the labor force (e.g. early retirees, the disabled, homemakers, and students). Furthermore, the mean risk of death increases (from 60% to 73%) when those who are not in the labor force are mixed with the unemployed. This confounds the stress of unemployment with health status and other factors that may influence the magnitude of the association. These findings suggest that future studies of the unemployment-mortality association must strive to include only unemployed persons as cases and only employed persons as controls. The quality of study design is critical for assessing the risk of death among unemployed persons because this risk tends to be understated if cases or controls are not both precisely specified.
Conclusion
This study shows that unemployment was associated with a substantially increased risk of death among broad segments of the population. Future research should continue to focus on possible mediating, moderating, and confounding factors and on whether this risk is modifiable, either at the health system level or the individual level. Until more is known about the mechanisms by which this association occurs, more proactive primary prevention screening and interventions among the unemployed are needed. Due caution is warranted, however, as Dorling (2009) suggests that some interventions, such as low-wage work programs, appear to exacerbate the hazard of dying due to unemployment. However, studies suggest that cardiovascular screening programs among the unemployed, interventions aimed at increasing unemployed persons' awareness of behavioral risk factors (Hanewinkel, Wewel, Stephan, Isensee, & Wiborg, 2006) , and stress-management programs (aimed at preventing risk-taking behavior that leads to the observed increase in injury rates among the unemployed) may be particularly beneficial. Studies such as the current one are particularly important in the current economic climate, with many national unemployment rates exceeding 10% and expected to remain elevated for some time. Much work remains to be done using more detailed specifications of unemployment for which systematic data could not be found. Studies should be conducted in developing nations, where welfare and health care systems are much less developed and unemployment may result in more direct threats to a person's health. Future studies should also collect data on unemployment duration, informal labor market participation, sources of support, and other possible mediators beyond those discussed in this paper.
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Section 2: Coding procedures and variables for which data were sought
As already mentioned in the main text, two authors (DR and ES) trained in systematic review coding procedures determined publication eligibility and extracted the data from the articles. Prior to coding, both authors jointly reviewed the titles and abstracts of potential publications to determine whether a given work warranted a full examination for coding purposes. Each of these publications was read independently, with each author forming an opinion on final publication eligibility, assigning a tentative subjective quality rating, and highlighting the data to be coded (see below). The two authors then met in conference to discuss each publication. Data was entered into a spreadsheet only after agreement had been reached on final publication eligibility, the number of relative risk estimates available for extraction, the values to be assigned for the study design variables (e.g. age range, baseline date) corresponding to each relative risk, and consensus had been established with respect to the final subjective quality rating. In some cases, the data entry involved calculating relative risk estimates from raw death rates or from raw count data. For publications reporting multiple analyses of a single sample, data was sought from a statistically-unadjusted model, a model adjusted for age alone, and from the most statistically-adjusted multivariate model. Data was entered basic spreadsheets (the data spreadsheet being later imported into SPSS for analysis). The variables we sought to obtain from publications were: 1) Author names; 2) author genders; 3) publication date; 4) publication title; 5) place of publication; 6) characteristics of high stress group (e.g. unemployed); 7) characteristics of low stress group (e.g. employed); 8) characteristics shared by both high and low stress groups; 9) percent of the sample that was male; 10) minimum age; 11) maximum age; 12) mean age; 13) ethnicity; name of data source used; 14) geographic location of study sample; 15) baseline start date (day, month, year); 16) baseline end date (day, month, year); 17) follow-up end date (day month, year); 18) maximum follow-up duration; 19) average follow-up duration; 20) information on timing of stress relative to baseline start date; 21) information on the structure of the follow-up period (e.g. were there any gaps between the end of baseline and the beginning of follow-up?); 22) statistical technique used; 23) total number of persons analyzed in the publication; 24) total number of persons analyzed for the specific effect size; 25) number of persons in the high stress group; 26) number of deaths in the high stress group; 27) number of persons in the low stress group; 28) number of deaths in the low stress group; 29) death rate in the high stress group; 30) death rate in the low stress group; 31) effect size; 32) confidence interval; 33) standard error; 34) t-statistic; 35) Chi-square statistic; 36) minimum value for p-value; 37) maximum value for p-value; 38) full list of control variables used; 39) date of data extraction; 40) subjective quality rating; 41) number of citations received by publication according to Web of Science; 42) number of citations received according to Google Scholar; 43) 5-year impact factor for place of publication.
Section 3: Additional information on the conversion of odds ratios and relative risks to hazard ratios
All non-hazard-ratio point estimates were converted to hazard ratios (the most frequently reported type) using one or both of the following equations (Zhang & Yu, 1998): and , where RR is the relative risk, OR is the odds ratio, HR is the hazard ratio, and r is the death rate for the reference (i.e. employed) group.
Section 4: Additional information on the estimation of death rates and standard errors
Significant predictors of the death rate were follow-up duration, mean age at baseline, sample size (log transformed), an indicator for whether the study statistically controlled for gender, the subjective quality assessment score assigned by the coders, the proportion of the sample that was male, and an indicator for whether the study statistically controlled for age. Multiple R = .797. As mortality is the outcome variable in the included studies, it needs to be made explicit that it was the death rate (used to convert different measures of relative risk to a common metric) that was estimated, not the mortality risk estimate itself.
Significant predictors of the standard error were sample size (log transformed), mean age at baseline, follow-up duration, the magnitude of the hazard ratio, and publication date. Multiple R = .721.
Section 5: Additional information on method for adjusting inverse variance weights
Many meta-analysts prefer to use only the most general point estimates reported in a given publication. While this strategy makes it easier to maintain independence between point estimates and makes the calculations of the inverse variance weights straight-forward, it also results in a substantial loss of information. We sought instead to maximize the number of point estimates analyzed, capturing variability both between and within each publication rather than just the former. For example, when a publication (see hypothetical Study X in Table A1 ) reported mortality risks by gender sub-groups alone the data requires no adjustment. Likewise, when a study reported mortality risks by age group alone (see hypothetical Study Y) the data also requires no adjustment. However, when a publication first reports mortality risks by gender and then again by age (see hypothetical Study Z) this creates a violation of independence because each person is represented twice. To correct for this double-counting, each of the variance weights was adjusted to half of its original value, thus preserving information on the gender and age variables while effectively counting each subject only once. Funnel plot of logarithmic hazard ratio vs. sample size. a a Vertical line denotes the mean log hazard ratio of 0.52. To better show the dispersion of points, they axis-scale is less condensed from 0 to 500,000 and more condensed from 500,000 to 5,000,000 Table 1 Studies included in the analyses. a Average HRs were obtained by calculating the unweighted average of all mortality risk estimates for a given study after conversion into HRs. Tests of heterogeneity and sample size information for the meta-analyses reported in Table 3 . 
