Abstract Let R be a reduced, one-dimensional Noetherian local ring whose integral closure R is finitely generated over R. Since R is a direct product of finitely many principal ideal domains (one for each minimal prime ideal of R), the indecomposable finitely generated R-modules are easily described, and every finitely generated R-module is uniquely a direct sum of indecomposable modules. In this article we will see how little of this good behavior trickles down to R. Indeed, there are relatively few situations where one can describe all of the indecomposable R-modules, or even the torsion-free ones. Moreover, a given finitely generated module can have many different representations as a direct sum of indecomposable modules.
Finite Cohen-Macaulay type
If R is a one-dimensional reduced Noetherian local ring, the maximal CohenMacaulay R-modules (those with depth 1) are exactly the non-zero finitely generated torsion-free modules. One says that R has finite Cohen-Macaulay type provided there are, up to isomorphism, only finitely many indecomposable maximal Cohen-Macaulay modules. The following theorem classifies these rings:
Theorem 1.1. Let (R, m, k) be a one-dimensional, reduced, local Noetherian ring. Then R has finite Cohen-Macaulay type if and only if (DR1) The integral closure R of R in its total quotient ring can be generated by 3 elements as an R-module; and (DR2) m(R/R) is a cyclic R-module.
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The two conditions above were introduced by Drozd and Roȋter in a remarkable 1967 paper [12] . They proved the theorem in the special case of a ring essentially finite over Z and asserted that it is true in general. In 1978 Green and Reiner [16] gave a much more detailed proof of the theorem in this special case. In 1989 R. Wiegand [43] proved necessity of the conditions (DR) in general, and sufficiency assuming only that each residue field of R is separable over k = R/m. Since, by (DR1), the residue field growth is of degree at most 3, this completed the proof of Theorem 1.1 except in the cases where char(k) = 2 or 3. The case of characteristic 3 was handled by indirect methods in [45] , leaving only the case where k is imperfect of characteristic 2. In his 1994 Ph.D. dissertation, Nuri Cimen [6] then used explicit, and very difficult, matrix reductions to prove the remaining case of the theorem.
We will sketch some of the main ingredients of the proof, though we will not touch on the matrix reductions in [16] and [6] . The pullback representation, which we describe in more generality than needed in this section, is a common theme in most of the research leading up to the proof of the theorem. For the moment, let R be any one-dimensional Noetherian ring, not necessarily local, and let R be the integral closure of R in the total quotient ring K of R. We assume that R is finitely generated as an R-module. (This assumption is no restriction: A reduced one-dimensional ring is automatically CohenMacaulay. If, further, R has finite Cohen-Macaulay type, then R has to be finitely generated over R (cf. [45, Lemma 1] or Proposition 1.2 below).) The conductor f := {r ∈ R | rR ⊆ R} contains a non-zerodivisor of R; therefore R/f and R/f are Artinian rings, and we have a pullback diagram
The bottom line of the pullback is an example of an Artinian pair [43] , by which we mean a module-finite extension A → B of commutative Artinian rings. Of course this pullback has the additional property that R/f is a principal ideal ring. Given an Artinian pair A = (A → B), one defines an A-module to be a pair V → W , where W is a finitely generated projective B-module and V is an A-submodule of W with the property that BV = W . A morphism (V 1 → W 1 ) → (V 2 → W 2 ) of A-modules is, by definition, a B-homomorphism from W 1 to W 2 that carries V 1 into V 2 . With submodules and direct sums defined in the obvious way, we get an additive category in which every object has finite length. We say A has finite representation type provided there are, up to isomorphism, only finitely many indecomposable A-modules. In the local case, the bottom line tells the whole story: The proof of this proposition is not very hard. The key ingredients are the following:
1. Krull-Remak-Schmidt: For an Artinian pair A, every A-module is uniquely (up to order and isomorphism of the factors) a direct sum of indecomposable A-modules. 2. Dickson's Lemma [9] : N n 0 has no infinite antichains. (Here N 0 is the wellordered set of natural numbers, and N n 0 has the product partial order.) 3. Given a finitely generated, torsion-free R-module M , let RM be the Rsubmodule of KM generated by M . Assume R = R. 
Green and Reiner proved Proposition 1.3 under the additional assumption that the residue fields of B are all equal to k. There is an obvious way to eliminate residue field growth, assuming one is trying to prove the more difficult implication that (dr1) and (dr2) imply finite representation type: Adjoin roots. More precisely, we observe that by (dr1) B has at most three local components, and at most one of these has a residue field properly extending k. Moreover, the degree of the extension is at most 3. Choose a primitive element θ, let f ∈ A[T ] be a monic polynomial reducing to the minimal polynomial for θ, and pass to the Artinian pair A := (A → B ), where
The problem is that if θ is inseparable then B may not be a principal ideal ring, and all bets are off. If, however, θ is separable, all is well: The Drozd-Roȋter conditions ascend to A, and finite representation type descends. This is not difficult, and the details are worked out in [43] . (If k(θ)/k is a non-Galois extension of degree 3, one has to repeat the construction one more time.) This proves sufficiency of the Drozd-Roȋter conditions, except when k is imperfect of characteristic 2 or 3.
We now sketch the proof of the "if" implication in Theorem 1.1 in the case of residue field growth of degree 3. By (DR1), R must be local, say with maximal ideal n (necessarily equal to mR) and residue field . If R is seminormal, then R/f is reduced, and therefore equal to . The ring B described above is now a homomorphic image of [T ] and therefore is a principal ideal ring (even if /k is not separable). The work of Green and Reiner [16] now shows that A has finite representation type, and the descent argument of [43] proves that R has finite Cohen-Macaulay type.
Suppose now that R is not seminormal. Still assuming (DR1) and (DR1), and that [ : k] = 3, one can show [45, Lemma 4] that R is Gorenstein, with exactly one overring S (the seminormalization of R) strictly between R and R. (The argument amounts to a careful computation of lengths, and both (DR1) and (DR2) are used.) Now we use an argument that goes back to Bass's "ubiquity" paper [3, (7. 2)]: Given a maximal Cohen-Macaulay R-module M , suppose M has no free direct summand. Then M * = Hom R (M, m), which is a module over E := End R (m). Clearly E contains R properly and therefore must contain S. Thus M * is an S-module, and hence so is M * * , which is isomorphic to M (as R is Gorenstein and M is maximal Cohen-Macaulay). Thus every non-free indecomposable maximal Cohen-Macaulay R-module is actually an S-module. The Drozd-Roȋter conditions clearly pass to the seminormal ring S, which therefore has finite Cohen-Macaulay type. It follows that R itself has finite Cohen-Macaulay type.
The remaining case, when R has a residue field that is purely inseparable of degree two over k, was handled via difficult matrix reductions in Cimen's tour de force [6] .
Next, we will prove necessity of the conditions (DR). This was proved in [43] , but we will prove a stronger result here, giving a positive answer to the analog, in the present context, of the second Brauer-Thrall conjecture. Recall that a module M over a one-dimensional reduced Noetherian ring R has constant rank n, provided M P ∼ = R (n) P for each minimal prime ideal P . We will prove (2) of Theorem 1.4. The additional arguments needed to prove (1) when k is finite are rather easy and are given in detail in [43] . Shifting the problem down to the bottom line of the pullback, we let A = (A → B), where A = R/f and B = R/f. We keep the notation of Proposition 1.3, so that now m is the maximal ideal of A. We assume that either (dr1) or (dr2) fails, and we want to build non-isomorphic indecomposable A-modules V → W , with W = B (n) . Given any such A-module, the module M defined by the pullback diagram
will be an indecomposable maximal Cohen-Macaulay R-module, and nonisomorphic A-modules will yield non-isomorphic R-modules. We first deal with the annoying case where (dr1) holds but (dr2) fails. (The reader might find it helpful to play along with the example k[[t 3 , t 7 ] ].) Thus we assume, for the moment, that
We claim that we in (2) . To see this, we note that
. Computing lengths, we have
Also, since mB is a faithful ideal of the principal ideal ring B, we see that mB/m 2 B ∼ = B/mB. Now (1) implies that
Finally, we have A A+mB mB = A A A∩(mB) = 1, and the claim now follows from (3) and (4) . Now put C := A+mB, and note that
and it is full, by the requirement that CV = W . Therefore this functor is injective on isomorphism classes, and it preserves indecomposability. Therefore we may replace B by C in this case (the only casualty being that B is now no longer a principal ideal ring).
Returning to the general case, where either (dr1) or (dr2) fails, we put D := B/mB when (dr1) fails, and D = C/mC otherwise. We now have either
D is a prinicpal ideal ring and dim
We now pass to the Artinian pair
-mod is surjective on isomorphism classes and reflects indecomposables. Therefore it suffices to build our modules over the Artinian pair (k → D).
We now describe a general construction, a modification of constructions found in [12, 43, 7] . Let n be a fixed positive integer, and suppose we have chosen a, b ∈ D with {1, a, b} linearly independent over k. Let I be the n × n identity matrix, and let H the n × n nilpotent Jordan block with 1's on the superdiagonal and 0's elsewhere. For t ∈ k, we consider the n × 2n matrix
, viewed as columns, and let V t be the k-subspace of W spanned by the columns of Ψ t .
Suppose, now, that we have a morphism (V t , W ) → (V u , W ), given by an n × n matrix ϕ over D. The requirement that ϕ(V ) ⊆ V says there is a 2n × 2n matrix θ over k such that
Write θ = α β γ δ , where α, β, γ, δ are n×n blocks. Then (7) gives the following two equations:
Substituting the first equation into the second, and combining terms, we get a mess:
In the "annoying" case (6), we set a and b equal to the images of X and Y , respectively. Then
and from (9) and the linear independence of {1, a, b}, we get the equations
If, now, ϕ is an isomorphism, we see from (8) that α has to be invertible. If, in addition, t = u, the third equation in (11) gives a contradiction, since the left side is invertible and the right side is not.
is indecomposable, we take u = t and suppose ϕ, as above, is idempotent. Squaring the first equation in (8) , and comparing "1" and "a" terms, we see that α 2 = α and γ = αγ + γα. But equation (11) says that αH = Hα, and it follows that α is in k [H] , which is a local ring. Therefore α = 0 or 1, and either possibility forces γ = 0. Thus ϕ = 0 or 1, as desired.
Having dealt with the annoying case, we assume from now on that that dim k D ≥ 4 and that D is a principal ideal ring. Assume, for the moment, that there exists an element a ∈ D such that {1, a, a 2 } is linearly independent. Choose any element b ∈ D such that {1, a, a 2 , b} is linearly independent.
Then, for almost all t ∈ k, the set {1, a, b, (a + tb) 2 } is linearly independent. (The set of such t is open, and it is non-empty since it contains 0.) Moreover, for almost all t ∈ k, the set {1, a, b, (a + tb)(a + ub)} is linearly independent for almost all u ∈ k. Thus, it will suffice to show that if t = u, and if {1, a, b, (a + tb) 2 } and {1, a, b, (a + tb)(a + ub)} are linearly independent over k, then (V t → W ) is indecomposable and not isomorphic to (V u → W ).
Suppose, as before, that ϕ :
is a homomorphism. With the same notation as in (7)- (9), we claim that γ = 0. To do this, we use descending induction on i and j to show that H i γH j = 0 for all i, j = 0, . . . , n. If either i = n or j = n this is clear. Assuming H i+1 γH j = 0 and H i γH j+1 = 0, we multiply the mess (9) by H i on the left and H j on the right. In the resulting equation, the "ab + b 2 " term is 0 by the inductive hypothesis. Since {1, a, b, (a + tb)(a + ub)} is linearly independent, the "coefficient" H i γH j of (a+tb)(a+ub) must be 0. This completes the induction and proves the claim. The rest of the proof that (V t → W ) is indecomposable and not isomorphic to (V u → W ) is the same as in the annoying case.
The special case, where {1, a, a 2 } is linearly dependent for every element a ∈ A, is analyzed in detail in [43] . This case reduces to the following three cases:
• Case 1: There are elements a, b ∈ D such that {1, a, b} is linearly independent over k and a
• Case 2: There are elements a, b ∈ D such that {1, a, b, ab} is linearly independent and a 2 = b 2 = 0.
• Case 3: The characteristic of k is 2, and there are elements a, b ∈ D such that {1, a, b, ab} is linearly independent and both a 2 and b 2 are in k.
We have already dealt with Case 1. In Case 2, the mess (9) again yields equations (11), and we proceed exactly as before. In Case 3, the mess yields the equations
Suppose t = u. Then t+u = 0 (characteristic two), and the fourth equation shows, via the same descending induction argument as before, that γ = 0. Then the third equation and a now-familiar argument show that (
Finally, we must show that (V t → W ) is indecomposable in Case 3. Suppose t = u and ϕ 2 = ϕ. The third and fourth equations of (12) now show that α and γ are in k [H] . In particular, αγ = γα. Therefore, when we square the first equation of (8) and compare "a" terms, we see that γ = 2αγ = 0. Now
, a local ring, and it follows that ϕ = 0 or 1. This completes the proof of Theorem 1.4.
One might expect that even if k is finite one could construct a countably infinite family of pairwise non-isomorphic maximal Cohen-Macaulay modules of constant rank n. In fact, this is not the case: 
Therefore it is enough to show that there are only finitely many A-modules (V → W ) with W = (R/f) (n) . But this is clear because |W | < ∞.
Finiteness of the integral closure
Let (R, m) be a local Noetherian ring of dimension one, let K be the total quotient ring {non-zerodivisors} −1 R, and let R be the integral closure of R in K. Suppose R is not finitely generated over R. Then we can build an infinite ascending chain of finitely generated R-subalgebras of R. Each algebra in the chain is a maximal Cohen-Macaulay R-module, and it is easy to see [45, Lemma 1] that no two of the algebras are isomorphic as R-modules. It follows [45, Proposition 1] that R is finitely generated as an R-module if R has finite Cohen-Macaulay type. If, now, R is Cohen-Macaulay and x is a non-zero nilpotent element, we claim that R is not finitely generated over R. To see this, choose a non-zerodivisor t ∈ m, and note that R 
Rings containing the rational numbers
For local rings containing Q, the rings of finite Cohen-Macaulay type have a particularly nice classification. First we recall the 1985 classification, by Greuel and Knörrer, of complete equicharacteristic-zero singularities of finite Cohen-Macaulay type. Recall that the simple (or "ADE") plane singularities are the following rings corresponding to certain Dynkin diagrams: 
Bounded Cohen-Macaulay type
In this section, we consider one-dimensional local Cohen-Macaulay local rings (R, m, k). We will say that R has bounded Cohen-Macaulay type provided there is a bound on the multiplicities of the indecomposable maximal CohenMacaulay R-modules. Since the notion of rank is perhaps more intuitive, we mention that if M is an R module of constant rank r, then the multiplicity e(M ) of M satisfies e(M ) = r · e(R). The proof of the "only if" direction of this theorem involves some rather technical ideal theory. We don't know whether or not the theorem is correct without the assumption that k be infinite.
For the rings A and B of Theorem 2.1, we see from the explicit presentations in [5] that the indecomposable maximal Cohen-Macaulay modules are generated by at most two elements. This gives us a bound of six on the multiplicities of these modules. Since C = End B (m B ), where m B is the maximal ideal of B, we see that C is a module-finite extension of B. Therefore every maximal Cohen-Macaulay C-module M is also maximal Cohen-Macaulay when viewed as a B-module. Moreover, since C is contained in the total quotient ring of B and M is torsion-free, we see that End B (M ) = End C (M ). In particular, if M is indecomposable as a C-module, it is also indecomposable as a B-module. Thus the multiplicities of the indecomposable maximal Cohen-Macaulay B-modules are also bounded by six. The "if" direction of Theorem 2.1 now follows from the next theorem, on ascent to and descent from the completion. 
. Then R has bounded but infinite Cohen-Macaulay type. Therefore the assumption, in Theorem 1.4, that R be finitely generated over R, cannot be removed.
Modules with Torsion
In this section we consider arbitrary finitely generated modules over local rings of dimension one. Every such ring (R, m) obviously has an infinite family of pairwise non-isomorphic inedecomposable modules, namely, the modules R/m n . With a little more work, one can produce indecomposable modules requiring arbitrarily many generators, as long as R is not a principal ideal domain. To see this, fix n ≥ 1, let x and y be elements of m that are linearly independent modulo m 2 , and let I and H be the n × n identity and nilpotent matrices used in the proof of Theorem 1.4. Then the cokernel of the matrix xI + yH is indecomposable, and it clearly needs n generators. To prove indecomposability, one can pass to R/m 2 and use an argument similar to, but much easier than, the one used in the proof of Theorem 1.4. See, for example, [21, Proposition 4.1] or [39] . Similar constructions can be found in the work of Kronecker [28] and Weierstrass [40] on classifying pairs of matrices up to simultaneous equivalence. The idea is not exactly new! It is much more difficult to build indecomposable modules of large multiplicity. Of course it is impossible to do so if R is a principal ideal ring. More generally, recall from [29, 30, 31 ] that a local ring (R, m, k) is Dedekind-like provided R is reduced and one-dimensional, the integral closure R is generated by at most two elements as an R-module, and m is the Jacobson radical of R. In a long and difficult paper [30] Levy and Klinger classify the indecomposable finitely generated modules over most Dedekind-like rings. There is one exceptional case where the classification has not yet been worked out, namely, where R is a local domain whose residue field is purely inseparable of degree two over k. We will call these Dedekind-like rings exceptional. The ring of Example 1.11 is such an exception. Before stating the next result, which is a consequence of the classification in [30] , we note that a Dedekind-like ring has at most two minimal prime ideals and that the localization of R at a minimal prime is a field. If R has two minimal primes P 1 and P 2 , the rank of the R-module M is the pair (r 1 , r 2 ), where r i is the dimension of M P i as a vector space over R Pi . In a series of papers [22, 20, 21] 
for each i ≤ s and each α.
The proof [21] of this result is rather involved. It makes heavy use of the fact [29] that the category of finite-length R-modules has wild representation type if R is not a homomorphic image of a Dedekind-like ring.
Monoids of Modules
In this section we study the different ways in which a finitely generated module can be decomposed as a direct sum of indecomposable modules. Let (R, m, k) be a local ring and C a class of modules closed under isomorphism, finite direct sums, and direct summands. We always assume that C ⊆ R−mod, the class of all finitely generated R-modules. There is a set V(C) ⊆ C of representatives; each element M ∈ C is isomorphic to exactly one element [M ] ∈ V(C). We make V(C) into an additive monoid in the obvious way:
. This monoid encodes information about direct-sum decompositions in C. We will tacitly assume that all of our monoids are written additively, and that they are reduced (x + y = 0 =⇒ x = y = 0).
Suppose R is complete (in the m-adic topology). Then the Krull-RemakSchmidt theorem holds for finitely generated modules, that is, each M ∈ Rmod is uniquely a direct sum of indecomposable modules (up to isomorphism and ordering of the summands). In the language of monoids, V(R−mod) ∼ = N (I) 0 , the free monoid with basis {b i | i ∈ I}, where the b i range over a set of representatives for the indecomposable finitely generated R-modules.
For a general local ring R, we can exploit the monoid homomorphism
This homomorphism is injective [11, (2.5.8)], and it follows that the monoid R−mod is cancellative:
(Cf. [14] , [38] .) Since, in this section, we will deal only with local rings, all of our monoids are tacitly assumed to be cancellative. The homomorphism j actually satisfies a much stronger condition. If x, y ∈ V(R−mod) and j(x) | j(y), then x | y. (For elements x and y in a monoid Λ we say x divides y, written "x | y" provided there is an element λ ∈ Λ such that x + λ = y.) Here is a proof, given by Reiner and Roggenkamp [36] Since H := Hom R (M , M ) is a finitely generated R-module, it follows that H = R⊗ R H = Hom R ( M , N ). Therefore ϕ can be approximated to any order by an element of H. In fact, order 1 suffices: Choose f ∈ Hom R (M, N ) such that f − ϕ ∈ m H. Similarly, we can choose g ∈ Hom R (N, M ) with g − ψ ∈ mHom R ( N , M ). Then the image of g f − 1 M is in m M , and now Nakayama's lemma implies that g f is surjective, and therefore an isomorphism. It follows that g is a split surjection (with splitting map f ( g f ) −1 ). By faithful flatness g is a split surjection.
A divisor homomorphism j : Λ 1 → Λ 2 (between reduced, cancellative monoids) is a homomorphism such that, for all x, y ∈ Λ 1 , j(x) | j(y) =⇒ x | y. The result we just proved is a special case of the following theorem: 
]). Let R → S be a flat local homomorphism of Noetherian local rings. Then the map V(R−mod) → V(S−mod) taking [M ] to [S ⊗ R M ] is a divisor homomorphism.

Definition 4.2.
A Krull monoid is a monoid that admits a divisor homomorphism into a free monoid.
Every finitely generated Krull monoid admits a divisor homomorphism into N (t) 0 for some positive integer t. Conversely, it follows easily from Dickson's Lemma (Item 2 following Proposition 1.2) that a monoid admitting a divisor homomorphism to N (t) 0 must be finitely generated. Finitely generated Krull monoids are called positive normal affine semigroups in [4] . From [4, Exercise 6.1.10, p. 252], we obtain the following characterization of these monoids: 
Item (4) says that a finitely generated Krull monoid can be regarded as the collection of non-negative integer solutions of a homogeneous system of linear equations. For this reason these monoids are sometimes called Diophantine monoids.
In order to study uniqueness of direct-sum decompositions, it's really enough to examine a small piece of the class R-mod of all finitely generated modules. Given a finitely generated module M , we let add(M) be the class of modules that are isomorphic to direct summands of direct sums of finitely many copies of M . We note that +(M ) := V(add(M)) is a finitely generated Krull monoid, since the divisor homomorphism j : V(R−mod) → V( R−mod) carries +(M ) into the free monoid generated by the isomorphism classes of the indecomposable direct summands of M .
The key to understanding the monoids V(R−mod) and +(M ) is knowing which modules over the completion actually come from R-modules. More generally, if R → S is a ring homomorphism, we say that the S-module N is extended (from R) provided there is an R-module M such that S ⊗ R M ∼ = N . In dimension one, a beautiful result due to Levy and Odenthal [35] tells us exactly which R-modules are extended. First, we define, for any one-dimensional local ring (R, m, k) the Artinian localization a(R) as follows:
where P 1 , . . . , P s are the minimal prime ideals of R (the prime ideals distinct from m). If R is Cohen-Macaulay, this is just the classical quotient ring. If R is not Cohen-Macaulay, the natural map R → a(R) is not one-to-one.
Theorem 4.4 ([35]). Let (R, m, k) be a one-dimensional local ring, and let N be a finitely generated R-module. Then N is extended from R if and only if a( R) ⊗ R N is extended from a(R).
We refer the reader to [24, Theorem 4.1] for the proof of a somewhat more general result.
We return now to the situation of Section 1, where (R, m, k) is a local ring whose completion R is reduced. The localizations at the minimal primes are then fields. If A := L 1 × · · · × L t is a K-algebra, where K and the L j are fields, a finitely generated A-module N is extended from This gives us a strategy for producing strange direct-sum behavior:
(1) Find a one-dimensional domain R whose completion has lots of minimal primes. It's easy to accomplish (1), getting a one-dimensional domain with a lot of splitting. In order to facilitate (2), however, we want to ensure that each analytic branch has infinite Cohen-Macaulay type. The following example from [47] does the job nicely:
Example 4.6 ([47, (2.3)])
. Fix a positive integer s, and let k be any field with |k| ≥ s. Choose distinct elements t 1 , . . . , t s ∈ k. Let Σ be the complement of the union of the maximal ideals (X − t i )k[X], i = 1, . . . , s. We define R = R s by the pullback diagram
where π is the natural map. Then R is a one-dimensional local domain, and R is reduced with exactly s minimal prime ideals.
Let P 1 , . . . , P s be the minimal prime ideals of R. By the rank of a finitely generated R-module N , we mean the s- tuple (r 1 , . . . , r s ) , where r i is the dimension of N Pi as a vector space over R Pi . A jazzed-up version of the argument used to prove Theorem 1.4 yields the following: Thus even the case s = 2 of Example 4.6 yields the pathology discussed after Corollary 4.5
Recalling (4) 
ϕ and ψ are monoid isomorphisms, and
is an m × n matrix over Z. Choose a positive integer h such that a ij ≥ 0 for all i, j. For j = 1, . . . , n, choose, using Theorem 4.7, a maximal Cohen-Macaulay R-module L j such that rank(L j ) = (a 1j + h, . . . , a mj + h, h ).
Given any column vector
Since R is a domain, Corollary 4. Note that 73α = β + γ, Taking s = 2 in Example 4.6, we get a local ring R and indecomposable R-modules M, F, G such that M (t) has only the obvious direct-sum decompositions for t ≤ 72, but
We define the splitting number spl(R) of a one-dimensional local ring R by
The splitting number of the ring R s in Example 4.6 is s − 1. Corollary 4.8 says that every finitely generated Krull monoid defined by m equations can be realized as +(M ) for some finitely generated module over a one-dimensional local ring (in fact, a domain essentially of finite type over Q) with splitting number m. This is the best possible: Proof.
, where the V j are pairwise nonisomorphic indecomposable R-modules and the e i are all positive. We have an embedding
, and we identify +(M ) with its image Λ in N (n) 0 . Given a prime P ∈ Spec(R) with, say, t primes Q 1 , . . . , Q t lying over it, there are t − 1 homogeneous linear equations on the b j that say that N has constant rank on the fiber over P (cf. Corollary 4.5). Letting P vary over Spec(R), we obtain exactly m = spl(R) equations that must be satified by elements of Λ. Conversely, if the b j satisfy these equations, then N : In [27] Karl Kattchee showed that, for each m, there is a finitely generated Krull monoid Λ that cannot be defined by m equations. Thus no single onedimensional local ring can realize every finitely generated Krull monoid in the form +(M ) for a finitely generated module M .
We have seen that the monoids +(M ) have a very rich structure. In contrast, the monoids V(R−mod), for R a one-dimensional reduced local ring, are pretty boring. For certain Dedekind-like rings we will encounter the submonoid Γ of the free monoid N The following theorem, from [15] and [21] , is an easy consequence of Theorem 2.2 and Theorem 4.4: (
is not a discrete valuation ring, and q
In every case, the divisor class group of V(R−mod) is Z (q) .
The theorem raises two questions. First, what if R has non-zero nilpotents? The problem is that we do not have, in this case, a useful criterion for an R-module to be extended. Theorem 4.4 reduces the problem to the case of Artinian rings, but that does not eliminate the difficulty. The interested reader is referred to [24, Section 6] for a discussion of this problem.
Secondly, is there a similar classification of the monoid C(R) of isomorphism classes of maximal Cohen-Macaulay modules (say, when the completion is reduced)? If R has finite Cohen-Macaulay type, such a classification has been worked out by Nicholas Baeth and Melissa Luckas in [1] and [2] . At the other extreme, when each analytic branch has infinite Cohen-Macaulay type, Andrew Crabbe and Silvia Saccon [8] have a result similar to Theorem 4.7 above, from which one can decode the structure of C(R). The intermediate case, e.g.,
, where R has infinite CohenMacaulay type but at least one branch has finite Cohen-Macaulay type, is discussed in [8] , but much less is known about the possible ranks of the indecomposables in this case.
Direct-sum cancellation
Let R be a commutative Noetherian ring. In very general terms, the directsum cancellation question is this: If M , N , and L are R-modules in some fixed subcategory C ⊆ R−mod, where R−mod is the category of all finitely generated R-modules, when does
When this is the case, we say that cancellation holds for R (with respect to the chosen category). Otherwise, we say cancellation fails for R.
Evans [14] and Vasconcelos [38] showed that cancellation of arbitrary finitely generated modules always holds over semilocal rings. Since the cancellation question is interesting only if the ring is not semilocal, we focus largely on non-semilocal rings in this section. However, the localizations of a ring R do play a role in answering some kinds of cancellation questions over R itself.
The cancellation question gained prominence in 1955 through its connection with the celebrated conjecture of Serre [37] : If R is the polynomial ring in a finite number of variables over a field, is every finitely generated projective R-module free? Serre reduced his question to a cancellation question involving projective modules: If P and Q are finitely generated projective R-modules such that P ⊕ R ∼ = Q ⊕ R, are P and Q necessarily isomorphic?
Well before the proof of Serre's Conjecture by Quillen and Suslin in 1976, the cancellation question had taken on a life of its own. The emphasis shifted to other categories of modules and other rings. In 1962, Chase [6] studied cancellation of finitely generated torsion-free modules over two-dimensional rings. He proved, for example, that torsion-free cancellation holds for the ring R = k[X, Y ] when k is an algebraically closed field of characteristic zero. He also produced non-isomorphic torsion-free modules A and B over
The first known failure of cancellation for finitely generated modules is perhaps due to Kaplansky, who used the non-triviality of the tangent bundle on the two-sphere to produce a module
3 and yet T ∼ = R 2 . For quite a while, every known failure of cancellation for finitely generated modules over commutative rings involved rings of dimension greater than one. Even as late as 1973, Eisenbud and Evans [13] raised the following question: Does cancellation hold for arbitrary finitely generated modules over one-dimensional Noetherian rings?
In the 1980's, effective techniques, such as those in [48] , were developed for studying the cancellation of finitely generated torsion-free modules over one-dimensional rings. We will sketch some of the main ideas. We assume, from now on, that all modules are finitely generated.
Borrowing from the notation we used previously for local rings, we let R be a one-dimensional domain such that the integral closure R of R in its quotient field is a finitely generated R-module. As before, the conductor of R in R is denoted by f. (The reader may find it helpful to refer to the pullback that precedes Proposition 1.2.) The main technique in [48] is to examine the relationship between M/fM and RM/fM for torsion-free R-modules M .
Given a torsion-free R-module M , one defines the so-called "delta group" of M , denoted ∆ M . This is the subgroup of (R/f) × consisting of determinants of automorphisms of RM/fM that carry M/fM into itself. (See [48] for the basic properties of ∆ M .) There are two important facts we need:
The first fact allows one to restrict attention to indecomposable torsion-free R-modules. The second fact says that the delta group is an invariant of the local isomorphism class of M . Now let Λ f be the image of (R) × in (R/f) × . We call this the group of liftable units with respect to f. The next theorem follows directly from Lemma 1.6 and Proposition 1.9 in [48] . Next, consider the cancellation question for arbitrary finitely generated modules. We shall call this the mixed cancellation question. Is there a result similar to the preceeding theorem that pertains to the mixed cancellation question? Such a result appears in [23] . Let S denote the complement of the union of the maximal ideals of R that contain f. 
An important question one can raise at this point is whether torsion-free cancellation implies mixed cancellation. It was shown in [23] that the two kinds of cancellation are not equivalent in general. We will give an example from that paper in Subsection 5.2 below.
Suppose, now, that R is an order in an algebraic number field K. That is, suppose O K is the ring of algebraic integers of K and R is a subring of
If R is a quadratic order then R has finite Cohen-Macaulay type. In [41] , definitive results were obtained for torsion-free cancellation over quadratic orders. In [26] , one can find decisive answers to the torsion-free cancellation question for a large family of cubic orders having finite Cohen-Macaulay type. In these two papers, each of the present authors used methods based on the calculation of delta groups. We will revisit these results in more detail below.
In [25] and [26] , a connection between cancellation and finite CohenMacaulay type is exploited. The work is based on the idea that the failure of finite Cohen-Macaulay type often implies the failure of cancellation. In these two papers, negative answers to the torsion-free cancellation question are given for many quartic and higher-degree orders.
In the remainder of this section, we will focus on the cancellation question for one-dimensional Noetherian domains R, although many of the results given below are known to hold for other classes of rings as well, especially for reduced rings. Throughout, R will be a one-dimensional domain with quotient field K. Also, R will always be the integral closure of R in K. We insist that R be finitely generated as an R-module. 
Torsion-free cancellation over one-dimensional domains
For real quadratic orders R, the situation is more complicated. The condition D(R) = 0 depends on subtle arithmetical properties of the fundamental unit of R, and it is extremely difficult to give a version of Theorem 5.5 that classifies those real quadratic orders having torsion-free cancellation. But given any specific real quadratic order R, a finite calculation involving the fundamental unit of R will determine whether or not torsion-free cancellation holds.
The cancellation question can be answered decisively if one knows all the delta groups that come from indecomposable torsion-free R-modules. In cases where R has finite Cohen-Macaulay type, one has some hope of calculating these delta groups. This is indeed the case for quadratic orders. The following result is equivalent to Corollary 4.2 of [41] but is stated in terms of data intrinsic to the ring. Recall that f is the conductor of R in R. 
Let's compare this with Theorem 5.1, where the statement of the condition for cancellation to hold depends on the entire family of isomorphism classes of indecomposable torsion-free R-modules. For a quadratic order R, it is known [3] that every indecomposable torsion-free R-module has rank one. Furthermore, there are only finitely many isomorphism classes of such modules. This makes it possible to replace the condition in Theorem 5.1 with a condition that depends only on subgroups of (R/f) × . We now state some results for cubic orders. It is well known that every quadratic order R in K has the form R = Z + f O K for some nonzero rational integer f . While this is not necessarily true for cubic orders, one can consider cubic orders of that same form. Now, a cubic order R having finite CohenMacaulay type may have indecomposable torsion-free modules of rank greater than 1. The following result is a special case of Theorem 31 in [26] and depends crucially on the existence of indecomposable torsion-free R-modules of rank two: This is similar to Theorem 5.6. Once again, the torsion-free cancellation question for R is answered in terms of subgroups of (R/f) × . Using this result, one can find examples of cubic orders R for which D(R) = 0 and yet torsionfree cancellation fails for R.
There also exist many cubic orders that do not have finite Cohen-Macaulay type. Moreover, most orders in number fields of degree four and higher do not have finite Cohen-Macaulay type. Using the Drozd-Roȋter conditions [12] (cf. Theorem 1.1 in Section 1), we easily get the following (see Proposition 19 of [26] ). Failure of finite Cohen-Macaulay type often leads to failure of torsion-free cancellation. Many such examples can be given using the following result, which is a specialized version of Theorem 26 in [26] . The condition appearing in the result above is quite satisfying, given that the category of torsion-free R-modules for these orders is generally intractable. It turns out that the condition (R/f) × ⊆ Λ f is rarely satisfied. For example, the next result follows directly from Corollary 7.1 in [25] .
Corollary 5.10. Let K be a number field of degree four or higher. Then there are only finitely many primes p ∈ Z for which the order R = Z + pO K has torsion-free cancellation.
Mixed cancellation for one-dimensional domains
In [23] , Hassler and Wiegand found a way to extend the techniques in [48] to handle arbitrary finitely generated modules. The original motivation for the work in [23] Now, suppose R is an order in a real quadratic field such that R is not Dedekind-like. Does torsion-free cancellation still imply mixed cancellation over R? The authors in [23] show that the order R = Z[17
] has torsionfree cancellation but does not have mixed cancellation! Finally, we remark that when R is an order in a real quadratic field, Hassler has shown in [19] that the mixed cancellation question for R can often be answered by a computation that involves the fundamental unit of R. The computation is a more complicated version of the one mentioned in the paragraph that follows Theorem 5.5 above.
