Computational thermal homogenization is applied to the microscale and mesoscale of concrete sequentially. Microscale homogenization is based on a 3D micro-CT scan of hardened cement paste (HCP). Mesoscale homogenization is carried out through the analysis of aggregates which are randomly distributed in a homogenized matrix. The thermal conductivity of this matrix is delivered by the homogenization of HCP, thereby establishing the link between micro-mesoscale of concrete. This link is critical to capture the dependence of the overall conductivity of concrete on the internal relative humidity. Therefore, special emphasis is given to the effect of relative humidity changes in micropores on the thermal conductivity of HCP and concrete. Each step of homogenization is compared with available experimental data.
Introduction
Concrete is an extremely complex heterogeneous material, requiring the design and analysis of macroscale structures to address its multiscale nature. The mesoscale of concrete consists of a binding matrix, aggregates and pores with broad size distributions as well as interfacial zones between the aggregates and the matrix. In this work, the mesoscale of concrete will be idealized by aggregates with a prescribed size distribution and the hardened cement paste (HCP) as the binding matrix, as illustrated in Fig. 1 . On the other hand, the microscale will be represented by the microstructure of HCP, which is comprised of hydration products, unhydrated residual clinker and micropores.
In nature, the progression of various chemical reactions in concrete, such as alkali silica reaction [1] and alkali carbonate reaction [2] , is under control of the temperature, and those reactions may occur at different length scales of concrete. Accordingly, a comprehensive understanding of the thermal conductivity at the relevant length scales, which controls the temperature distribution throughout the macroscopic structure under daily environmental conditions, is worth investigating. Traditionally, the macroscopic thermal conductivity of concrete is obtained through a conventional laboratory experiment, naturally taking into account all the inhomogeneities embedded at various scales throughout the specimen. However, such experiments are often expensive and cannot be carried out with complete flexibility in the loading conditions. Homogenization offers an alternative experimental approach in a virtual setting for macroscopic thermal characterization without the aforementioned shortcomings.
In the early years, analytical estimates for the effective properties of heterogeneous materials were first developed by Voigt [3] , Reuss [4] and Hill [5] . Other classical models have been established to estimate effective properties, including the self-consistent method or the Mori-Tanaka method [6] [7] [8] . Unfortunately, most analytical estimates are motivated by simple microstructural geometries. Therefore, it is advantageous to develop and apply computational homogenization approaches that can handle arbitrarily complex microstructural geometries.
The computational homogenization approach is widely utilized in the multiscale analysis of heterogeneous materials by obtaining the effective physical properties of an equivalent homogeneous material to substitute for the heterogeneous one. This approach significantly depends on identifying a statistically representative volume element (RVE). Computational homogenization analysis in the mechanical regime is well-established, see [9] [10] [11] [12] . This approach has also been extended to the thermal field with a variety of applications. Asakuma et al. [13] calculated the effective thermal conductivity of the metal hydride bed. It was also applied to opencell metallic foams by Laschet et al. [14] . Zhang et al. [15] obtained the effective thermal conductivity of granular assemblies based on the discrete element method. In addition, a second-order thermal homogenization framework with higher-order fluxes was proposed by Temizer and Wriggers [16] to capture absolute size effects when the RVE size is not sufficiently small compared to a representative macrostructural length scale. The goal of the present work is to apply the computational thermal homogenization approach to identify the macroscopic thermal conductivity of concrete and investigate the effect of the variation of relative humidity in micropores on the macroscopic thermal conductivity. This paper contains six sections. After Section 1, the basic principle of computational thermal homogenization is explained in Section 2. Section 3 describes computational thermal homogenization of HCP. The effect of relative humidity changes in micropores on the effective thermal conductivity of HCP is addressed in Section 4. Section 5 illustrates the homogenization framework in the mesoscale of concrete, where the effective thermal conductivity of HCP upscales microscale investigations to the mesoscale, which also takes into account the effect of the water content. Section 6 concludes with a summary and an outlook.
Computational thermal homogenization

Governing equation in the microscale
Fourier's law is assumed to be valid for each component in the microscale of concrete:
Here, q is the thermal flux, K is the symmetric thermal conductivity tensor and h is the temperature. The isotropic thermal conductivity matrix is represented in the matrix form:
Boundary conditions are prescribed through
where h is the normal thermal flux, to bed used for the stationary problem of ÀdivðqÞ ¼ 0.
Basis of computational thermal homogenization
Computational homogenization is a multiscale approach where the macroscale material response is obtained from an RVE. A sample from the heterogeneous material qualifies as an RVE when it is small enough compared to the macrostructural dimensions, yet it contains sufficient statistical information about the microstructure so as to accurately represent the response that the heterogeneous material exhibits on the macroscale [9] [10] [11] [12] . A direct resolution of the fine scale representation of the whole domain is an alternative approach, albeit one that is prohibitively expensive due to computational demands that can easily exceed available resources. In computational thermal homogenization, an effective thermal conductivity matrix K Ã is introduced to map the volume average of temperature gradient h$hi to the volume average of thermal flux hqi
where the volume average of a quantity hi is defined
with X as the analysis volume.
Boundary conditions of thermal homogenization
Boundary conditions prescribed on the RVE have to satisfy the Hill criterion for a more reliable homogenization:
This requirement, also called the Hill-Mandel condition [17] , demonstrates the equivalence of averaged thermal dissipation and the thermal dissipation of the averages. In other words, this criterion indicates that the dissipation is preserved while making the transition from the microscale to the macroscale. A typical boundary condition satisfying the Hill criterion is the linear temperature boundary condition with a constant prescribed temperature gradient $h 0 on the RVE, so that the volume average of gradient temperature h$hi of RVE is equal to the constant prescribed temperature gradient $h 0 . On the other hand, thermal flux boundary condition with a constant prescribed thermal flux q 0 on the RVE can also be proven to satisfy the Hill criterion. In this case, one can show that the volume average of thermal flux hqi of the RVE is equivalent to the prescribed thermal flux q 0 [17] . Regarding specific derivations, the reader is referred to [17] . Note that the boundary conditions for homogenization have to satisfy the Hill criterion in order to support the homogenization procedure on physical grounds.
Numerical thermal homogenization procedure
Effective thermal conductivity K Ã iso for the isotropic case is determined by minimizing a least-square function [18] 
in which the effective constitutive equation is defined through:
Differentiation of Eq. (7) with respect to K Ã iso yields the isotropic effective thermal conductivity:
Effective thermal constitutive equation
Once the process of computational homogenization is carried out, the effective thermal constitutive equation is obtained
where ðÃÞ denotes the effective quantity, to solve Àdivðq Ã Þ ¼ 0 that characterizes a macroscopic problem.
Computational homogenization in the microscale
Hardened cement paste
HCP is a porous material comprised of hydration products, unhydrated residual clinker and micropores [19] [20] [21] . Specifically speaking, the main component of hydration product is calciumsilicate-hydrate (CSH), which is the main binding phase of all portland cement-based materials. Due to the variability of its chemical composition, the structure of hydration product is not clearly known. On the other hand, the main components of unhydrated residual clinker are C 3 S; C 2 S; C 3 A and C 4 AF [21, 22] , where in the standard cement chemistry the notation C stands for CaO; S for SiO 2 and A for Al 2 O 3 . According to the chemical observations [23] , the thermal property of C 3 S is very close to the cement powder, therefore, the thermal conductivity of the cement power will be substituted for C 3 S in the computations. Another assumption in [23] proposes that micropores are full of water, hence, the thermal conductivity of water can ideally be used for micropores. In addition, 1 unit of C 3 S reacts with 1.3 units of water to form 2.3 units of hydration products [22] :
Due to lack of experimental data, one assumes the thermal conductivity of hydration product through the volumetric weighted average of the water and clinker values
where K HP is the thermal conductivity of hydration product. The thermal conductivities of the micropore and unhydrated clinker are presented in Table 1 .
Considering an ordinary portland cement paste, the volume fractions of components in the HCP are evaluated through Power's hydration model [24] V M ¼ w=c À 0:36h w=c þ 0:32 ð15Þ
where w=c stands for the water-cement ratio, h for the hydration degree, V M for the volume fraction of micropores and V U for the volume fraction of unhydrated clinker residual. With h ¼ 0:945 and w=c ¼ 0:45 in this work, the volume fraction of hydration products is 84%, the one of unhydrated is 2% and the one of micropores is 14%.
Finite element representation of HCP
Computer Tomography (CT) is a non-destructive evaluation technique for producing 2D and 3D images of a specimen through X-ray, which originates from medical applications. Most medical tomographies have a resolution in the range of 1-3 mm, but micro-tomography can provide a resolution of approximately 1 lm for a three-dimensional specimen. In this way, one can study the microstructure of the material, which enables the numerical simulation in the microscale of the material. In this contribution, a micro-CT scan with an edge length of 1750 lm and a resolution of 1 lm was employed for HCP with h ¼ 0:945 and w=c ¼ 0:45 [20, 25] . With the values of water-cement ratio and hydration degree, the volume fractions of components in the specimen of HCP are obtained through Eqs. (15) and (16) . Micro-CT scan of HCP is comprised of 1750 3 data points, where each point corresponds to a voxel of 1 lm
3
. With the underlying voxel data structure, the natural element to use within the finite element method to discretize the microstructure is an 8-node brick where each element is assigned to a single material phase. This choice allows a straightforward transition from the micro-CT scan data to the numerical analysis stage. The representation of HCP is shown in Fig. 2 , in which the green 1 sections are hydration products, the blue sections are micropores and the red sections are unhydrated residual clinker, which has already been applied in the mechanical field and diffusion field, see [18, 20, 25] . Alternatively, microstructure development of HCP could be simulated using, for example, the cellular automatabased program CemHyd3D from NIST [26] .
Simulation results in the microscale
When boundary conditions are imposed directly on the boundary of RVE, problems of nonequilibrium and unnatural thermal flux may occur due to different materials on the surface of the sample. The window method [20] can overcome this problem. The idea is to embed the RVE in a homogeneous medium with a certain thickness (see Fig. 3 ) and an initial choice for its thermal conductivity is made. Linear temperature or uniform flux boundary conditions are directly prescribed on the window. One then obtains a new effective conductivity of the RVE, which is assigned to the window in a new iteration step. These iterations are performed until the change of the effective conductivity from one step to the next one is sufficiently small, thereby satisfying the condition of selfconsistency. The thermal flux in the hydration products of HCP obtained using linear temperature boundary conditions without and with window is shown in Figs.4 and 5 respectively, where the thermal flux distribution is more even and realistic after using the window method.
The size of the analysis sample critically affects the accuracy of the homogenization results. The macroscopic property of a small sample varies considerably depending on the chosen portion of the micro-CT scan. In other words, a single small sample is not accurate enough to capture the macroscopic response. Statistical tests using randomly chosen portions from the micro-CT scan can overcome this drawback. Fig. 6 illustrates the mean value of 150 statistical tests as a function of the sample size, where the mean value is observed to converge rapidly. The standard deviation of statistical tests decreases while enlarging the size of sample, see Fig. 7 . Clearly, the macroscopic property of a larger sample is more reliable. However, the standard deviation of the sample size of 64 
Influence of different types of boundary conditions on the effective thermal conductivity of a single small sample is obviously higher. When the size of the sample is increased, the results from different types of boundary conditions are expected to converge to a limit, see Fig. 8 , where 150 randomly chosen samples have been tested under linear temperature and thermal flux boundary conditions. Apparently, results from thermal flux boundary conditions are slightly smaller than the one under linear temperature boundary conditions, which will be explained in the next section.
Partitioning principle
As mentioned before, linear temperature boundary conditions (LT-BCs) and uniform thermal flux boundary conditions (UF-BCs) satisfy the Hill criterion. Both types of boundary conditions could be applied either in an average thermal flux controlled or average temperature gradient controlled manner [27] . One can show that K Ã UF 6 K Ã LT through the principle of minimum complementary potential dissipation [28] . This result supports the numerical results summarized in Fig. 8 where it is observed that the macroscopic thermal conductivity under UF-BCs is smaller than the one under LT-BCs. On the other hand, when the original sample V is partitioned into a set of smaller subdomains V 0 6 V and tested under linear temperature boundary conditions, one can show that K
LT through the principle of minimum potential dissipation [28] . The above inequality additionally supports the numerical results in Fig. 6 where it is observed that the macroscopic property follows the decreasing convergence curve under linear temperature boundary conditions when the size of the sample is increased. Details of the relevant derivations may be found in [27] [28] [29] [30] . width of 4 lm were tested. Table 2 shows the mean value and the standard deviation of the statistical tests. The probability density of the results is very close to the Gaussian distribution, see Fig. 9 .
Analytical bounds in the microscale
Analytical homogenization approaches, which rely on the volume fraction and thermal properties of the individual components, can only deliver estimates or bounds for the effective property. Nevertheless, they are of interest since the numerical effective property obtained through computational homogenization is bounded by Voigt and Reuss estimates [3, 4] :
Here, H; U and M stand for hydration product, unhydrated clinker and micropore respectively, and V is the volume fraction. The bounds in (19) are demonstrated by the data in Eqs. (20) and (21) and Table 2 . One also can observe that the mean value of statistical tests is quite close to the Voigt bound and individual values are likely to exceed this bound considering the standard deviation in Table 2 . This inconsistency with the bounds is due to the fact that the underlying assumption of macroscopic isotropy is violated particularly at small sample sizes.
3.7.
Comparison with experimental data of cement paste Fig. 10 shows the comparison between the computed mean value of 8000 randomly distributed RVEs and the experimental data. In the experiment [23] , a thermal constants analyzer, which includes a variety of transient plane source probes connected to a computerized control unit, is used to measure the thermal conductivity of cement paste as a function of hydration degree at 20°C. All cement pastes were prepared using Cement and Concrete Reference Laboratory (CCRL) cement proficiency sample with w=c ¼ 0:4 and over saturated condition. In Fig. 10 , one can observe that the hydration degree has a minor effect on the measured thermal conductivity and the computed values with the hydration degree of 0.945 are generally in the same region with the experimental data [23] , particularly when the factor of standard deviation is considered. The computed values from Table 2 underestimate the experimental data from [31] , which used the photoacoustic technique to measure the effective thermal conductivity of HCP with w=c ¼ 0:4 and 0.5, after the fresh cement paste was cured for one month under room temperature. It is known that the pore width gets larger as the w=c increases, which results in lower thermal conductivity [31] , as red triangles in Fig. 10 indicate. Since the type of HCP in the numerical simulation is different from the one in [31] , it is a possible reason for why the computed results underestimate the experiment data from [31] . In addition, the thermal conductivity of HCP is also sensitive to the water content in pores, as will be investigated next. Nevertheless, all computational results are of the same order of magnitude with experimental observations.
Effect of relative humidity on effective conductivity of HCP
Introduction to the effect of water content in micropores
HCP is a complex porous material and its thermal conductivity can be affected by different factors, such as variation of porosity, high temperature, water content in pores, porosities and mechanical degradation. In recent years, impacts of high temperature on the thermal conductivity of cement paste and concrete were well investigated [32] [33] [34] . Presently, the influence of high temperature is not considered, a situation that would be of interest when concrete is attacked by fire. In this contribution, the emphasis is given to the effect of water content changes in micropores of HCP on the thermal property of HCP.
Here, the pore is simply considered as a mixture of water and the gaseous phase of air. The thermal conductivity of the pore is determined by a modification of the Reuss-Voigt type estimates, namely the Lichtenecker's equation [35, 36] 
Here, m is the mode parameter within the range of [À1, 1], such that the range from the Reuss bound with m ¼ À1 to the Voigt bound with m ¼ 1 is captured. The thermal conductivities of air and water are listed in Table 3 .
Comparison with experimental data of cement paste considering the effect of water content in micropores
The values (1.0, À1.0, 0.5, À0.5) for m in Eq. (22) are selected respectively and the estimated thermal conductivity of the micropore is summarized in Fig. 11 . Subsequently, for each value of m, computational homogenization is carried out as a function of water volume fraction. For a given microstructural sample, the effective thermal conductivity of HCP qualitatively reflects a similar response as Fig. 11, see Fig. 12 . 150 statistical tests were additionally conducted for each value of m as a function of water volume fraction, see Fig. 13 . Fig. 14 illustrates a comparison between the computed results for m ¼ 1 and the experimental data. In this experiment [38] , TLPP (two-linear-parallel-probe) method was used to determine the thermal conductivity of HCP with w=c ¼ 0:35 and 0.4 under dry and wet conditions respectively. Two probes were inserted into two parallel holes drilled in the specimen, where one probe was used as a heating source and the other as a temperature sensor [38] . It is assumed that the volume fraction of water in the pore is 0% for the dry condition and 100% for the wet condition. This never occurs in reality, since hydrostatic pressure enables the release of the trapped air from the pores and the hygroscopic range of saturation is up to 97%. In addition, capillary saturation and pores with a radius smaller than 1 lm are neglected. All mentioned above reasons can seemingly explain the difference between experimental data and computed values. Unfortunately, experimental data on the thermal conductivity of cement paste between a dry state and a wet state is not available.
Absorption and desorption
Mechanisms of absorption and desorption are very common in the porous material, where a substance is absorbed or released by another substance. Aforementioned issues result in the isothermal desorption and absorption curves for HCP with w=c ¼ 0:45 in Fig. 15 , which can be clarified by physical mechanisms, such as molecular absorption/desorption, capillary condensation, surface tension and disjoining pressure [39] . A typical experiment is performed through the saturated salt solution method where the specimens are kept in sealed cells under constant temperature [39] . Here, the relative humidity is kept constant by means of a saturated salt solution and the specimens are subjected to step-bystep desorption and subsequent absorption processes. In addition, various physically-based models have been developed to account for absorption/desorption isotherms, in order to understand the physics of confined systems and to predict their behavior. Further results on HCP and concrete may be found in [39] [40] [41] . Water content of HCP under the same relative humidity is higher at desorption isotherm than the one at absorption isotherm, which is explained by the fact that the physical and chemical structures of cement paste are changed due to partial collapse of pore structure during first drying.
The relative saturation degree is defined as the current water content by the saturated water content in Fig. 15 , which has the same physical meaning as the volume fraction of water used in previous computation steps. One can map the obtained curve of 
with h as the relative humidity and a i as coefficients of approximations listed in Table 4 . One can directly upscale the effect of relative humidity in the microscale to the mesoscale.
Computational homogenization in the mesoscale
Randomly distributed aggregates in the homogenized HCP consists the mesoscale of concrete, where the size and the statistical distribution of the aggregates must resemble the original concrete itself. The way to generate a realistic aggregate arrangement was well developed in the past 50 years. Numerous applications of the take-and-place method were introduced for low aggregate volume fractions by Wang et al. [42] , Wriggers and Moftah [43] and others. Alternatively, De Schuter and Taerwe [44] used the divide-and-fill method for higher aggregate volume fractions. Limestone, quartz and sand are the primary aggregates used, the total volume fraction of which is 60-80% in engineering applications.
Take-and-place algorithm
The take-and-place method employed in this work can be explained in two steps. The first step is to obtain the list of radii of randomly distributed aggregates from a source, the size distribution of which follows a certain grading curve in Fig. 18 and Table 5 . The second step is to place aggregates one by one into HCP, while guaranteeing no overlap with previously placed particles as well as with the boundary of HCP. In practice, concrete is widely designed according to the Fuller curve which can yield the optimal density and the strength of concrete. The employed grading curve of Fig. 18 has previously been made use of by Wriggers and Moftah [43] . In the end, four representations with volume fractions of 10%, 30%, 50% and 60% are demonstrated in Fig. 19 .
The quality of a finite element discretization of the concrete including aggregates and HCP directly affects the accuracy of the numerical simulation. Basically there are two approaches to mesh it: the unaligned or aligned approach. In the aligned meshing approach, the finite element mesh can match geometrical boundaries between aggregates and matrix. Unaligned meshing approach does not have this advantage, leading to loss of accuracy, although the precision of the numerical simulation may be partially improved by increasing the number of integration points at the interface [12] . In this work, the generated mesostructure model is transferred into the software CUBIT which offers the option of automatic mesh generation with tetrahedral elements in the manner of the aligned approach (see Fig. 20 ), and then one can output the mesh file to the finite element analysis program (FEAP) for the numerical homogenization [45] .
Numerical simulation in the mesoscale
As mentioned before, types of aggregates play an important role on the physical property of the concrete. Thermal conductivities of some general types of aggregates are listed in Table 6 . Their average value is used to represent the thermal conductivity of aggregates in this contribution. The thermal conductivity of HCP matrix, in turn, from the mean value of 8000 statistical tests (Section 3.5), which generates the link between the microscale and the mesoscale and clarifies the physical meaning of multiscale. The objective of the test in Fig. 21 ) is to highlight the thermal flux distribution in the mesoscale of concrete, where constant temperature boundary conditions are prescribed on the top. Aggregates are close to each other and the thermal conductivity of aggregates is higher, thereby leading to efficient paths of conduction across an aggregate chain. The next step is to impose the linear temperature boundary conditions to initialize the work of homogenization through Eqs. (2) and (3) . For this case, the effective thermal conductivity with respect to different volume fractions of aggregates is listed in Table 7 . The effect of relative humidity changes in micropores on the effective thermal conductivity of HCP has already been investigated in Fig. 16 , which could be incorporated into the framework of thermal homogenization in the mesoscale, since effective thermal conductivity of HCP affects the one of HCP. Eventually, one can obtain the nonlinear effective thermal conductivity of concrete relying on relative humidity changes in the micropores, see Fig. 23 , which establishes the link between the nonlinear effect of relative humidity in the microscale and the macroscopic thermal property of concrete.
Analytical bounds in the mesoscale
Voigt and Reuss bounds of thermal conductivity of concrete [3, 4] are obtained through:
The analytical bounds of thermal conductivity of concrete with respect to different volume fractions of aggregates are listed in Table 8, which provide the bounds for numerical results in Table 7 .
Comparison with experimental data of concrete
After the initialization of computational thermal homogenization, the effective thermal conductivity with respect to different volume fractions of aggregates are evaluated (see Table 7 ). Fig. 22 presents the comparison between experimental data and computed values. In the experiment [46] , QTM-D3 device was used to measure the thermal conductivity of concrete through the probe method, where concrete specimens with different volume fraction of aggregates were subjected to moisture curing and dry curing. There is no doubt that the thermal conductivity of concrete is increased as the volume fraction of aggregates rises, due to higher thermal conductivity of aggregates. Since the thermal homogenization of HCP delivers the thermal conductivity of the matrix in the mesoscale of concrete, where the saturated condition for the micropore of HCP was considered, one can observe that the numerical results coincide with wet experimental data [46] . Experimental data from [47] provides the lower and upper limits. The simulated value is located in the experimental range.
The homogenization of HCP delivers the effective thermal conductivity of the matrix in the mesoscale, and this effective value may be parametrized as a function of the relative humidity in the micropores. Therefore, this parametrization may subsequently be used to reflect the relative humidity effect to the mesoscale analysis with the aggregates, see Fig. 23 . A comparison of these computational results with the experiments is not straightforward. For instance, the framework of experiment [44] has been introduced above but it only supplies data for the extreme states of completely dry or wet concrete samples, with no information on intermediate states. One can observe that the calculated results match the wet end of the data very well but not the dry end. One possible reason for this discrepancy is the fact that mesoscale pores have been neglected from the analysis. In reality, some portions of the solid matrix should be replaced by pores. Since the thermal conductivity of completely wet pores is very close to that of the matrix, this approximation does not significantly alter the conductivity of the wet concrete but overestimates the conductivity of the dry concrete. Nevertheless, the results are observed to be of the same order of magnitude.
Conclusion
In this contribution, 3D micro-CT scan of hardened cement paste (HCP) and aggregates with a random distribution embedded in a homogenized HCP were used to represent the microscale and mesoscale of concrete respectively, overall offering a multiscale analysis framework. In the microscale, computational homogenization with statistical tests was applied to obtain the effective thermal conductivity of HCP. Due to the variation of water content in the micropores, a nonlinear relationship between the effective thermal conductivity of HCP and the volume fraction of water content in micropores was observed. This nonlinear relationship was then mapped from the volume fraction of water content to the relative humidity through the isothermal curve of absorption.
In the mesoscale, the take-and-place algorithm was used to generate randomly distributed aggregates embedded in the homogenized HCP. Computational thermal homogenization with respect to different volume fractions of aggregates was performed. Furthermore, the effect of water content changes in the microscale was also upscaled to the mesoscale.
By using computational thermal homogenization, one can identify the macroscopic thermal conductivity of concrete efficiently. This framework is inexpensive, fast, and not restricted by space and time, compared with the conventional experimental approach. In addition, the framework conveniently incorporates the effect of relative humidity changes in the micropores on the macroscopic thermal conductivity of concrete. The ability to capture such effects is of significant importance in modeling long term temperature-controlled chemical reactions in concrete, such as the alkali silica reaction. Finally, it is of interest to account for thermomechanical coupling in the context of damage initiation and subsequent progression towards interface fracture. Such investigations are currently being pursued by the authors.
