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SUMMARY
This thesis is concerned with provision of multimedia 
services in cellular mobile/personal communication systems. 
It is a recognised fact that the success of mobile radio 
systems, in keeping a competitive edge with fixed tele­
communication systems, depends on their capability to 
support as many services as possible and with comparative 
quality to that offered by the fixed networks. The first 
generation cellular systems (analogue) and second generation 
mobile communication systems (digital) were all designed 
primarily to support telephony services. Now there are 
worldwide standards activities in ETSI and ITU working 
towards a third generation system (digital) which aims to 
support services of up to 2Mbps. ETSI and ITU systems are 
called Universal Mobile Telecommunication System (UMTS) 
and Future Public Land Mobile Telecommunication System 
(FPLMTS) , which has recently been named International Mobile 
Telecommunications for year 2000 at 2000 MHz or (IMT-2000) 
respectively. These systems are to operate, in allocated 
WARC'92 frequency bands between 1.885 GHz to 2.5 GHz.
This thesis is aimed at an evaluation of possible potentials 
offered by the second generation systems, particularly GSM, 
and to propose new protocols for supporting data services 
whilst at the same time increasing spectral efficiency of 
the system and keeping intact the offered quality of tel­
ephony services.
It must be emphasised that, the support of low bit rate 
data services, if not carefully incorporated, could result 
in inefficient use of the scarce radio spectrum. Therefore, 
major concern in this work is with accommodation of the low 
bit rate data services. Higher bit rate services (higher 
than voice codec rates) can be accommodated differently. 
Possible solutions are also proposed.
This thesis is structured in a way that, hopefully, provides 
a logical approach to the problem and eventually to the 
proposed solutions.
The introduction chapter starts with a brief account of the 
services envisaged for the third generation systems. To be 
able to evaluate the capability and suitability of already 
existing multiple access protocols and multiple access 
schemes, in chapter 2, a list of performance criteria is 
derived. As a result of these comparisons, TDMA as an access 
scheme and the GSM system were selected for further 
evaluation.
In chapter 3, all the relevant aspect of the GSM system, 
for this research, are presented.
Chapter 4, deals mainly with all of the characteristics 
of speech; discusses and tabulates all the possible para­
meters which can affect the speech quality, and that are 
essential to be taken account of when designing a telephony 
communication system. As a result of this, a model for 
speech is derived and adopted for further analysis.
In chapter 5 all the currently proposed reservation-based 
multiple access protocols, suitable for statistical 
multiplexing of voice and data services are critically 
discussed. A new and generic mathematical technique, based 
on queuing theory, is derived and promising protocols such 
as PRMA and PRMA++ (candidate access protocols for the third 
generation mobile system) are evaluated. Detailed analysis 
of the PRMA protocol leads to new modifications which greatly 
enhances all of the statistics of PRMA and its derivatives. 
In chapter 5, it is also shown that PRMA increases system 
capacity at the cost of service quality.
The present TDMA access protocol used in GSM was realised 
to be too rigid to efficiently support data services, es­
pecially low rate data services, so this research work was 
mainly directed to including some flexibility into GSM 
access protocols, without sacrificing voice service quality. 
Finally four novel protocols are identified and in chapter 
6, their performance is thoroughly evaluated for mixed
services in the GSM TDMA frame structure. Alternative frame 
structures are also investigated which can support even 
higher bit rate data services than those supportable within 
the current GSM frame structure.
Finally, chapters 7 and 8, respectively, deal with con­
clusions of this research work and the list of references 
used in this investigation. The reference chapter, provides 
a comprehensive list of published work, which can be used 
by any researcher who is intending pursue this interesting 
line of research in the future.
Appendix I, lists a glossary of terms used in this thesis.
ORIGINAL ACHIEVEMENTS
I- Novel and comprehensive criteria for comparison between 
multiple access schemes
II- Major improvements to the PRMA protocols
III- New mathematical analysis, based on queuing theory, 
for packet-reservation multiple access protocols
IV- Comparison between PRMA and PRMA++ ( a candidate multiple 
access protocol for the third generation mobile/personal 
communication system)
V- Four novel multiple access protocols for statistically 
multiplexing voice and data services in an efficient manner 
in GSM.
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CHAPTER 1
1.0 INTRODUCTION
Current trends in fixed network evolution put much 
emphasis on the growing number and diversity of services 
deliverable to subscribers.
According to the market surveys, [20] the data traffic is 
predicted to play a deciding role in the success of the 
future mobile radio communication industry. These demands 
put enormous pressure on mobile radio systems, if they want 
to keep up the competitive edge with the fixed networks. 
However, future telecommunication systems will simply be 
access networks to telephone networks, data networks, 
integrated services network and broadband networks. Thus 
the service descriptions for mobile networks should be 
consistent with the service descriptions used in the fixed 
networks. However, because the quality of radio links is 
inherently worse than the wired connections and the available
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radio spectrum is finite, the services provided on future 
systems should be aimed to satisfy the communication re­
quirements of say 80% of all radio communication users,
i.e. very significant proportion but not necessarily all.
Efforts have gone into design of the ( Digital European 
Cordless Telecommunication) DECT and (Digital Cellular 
System at 1800 MHz frequency band) DCS-1800 air interfaces 
to accommodate flexibility, concentrating on voice services 
primarily but also including virtual circuit data delivery 
and short messages (quasi-packet/connectionless) operation. 
Much needs to be done to evolve maximum service flexibility, 
particularly in the context of wireless office services. 
The basic rate ISDN (144 kbps) should be supported trans­
parently in the third generation system air interface, when 
the service is being provided to quasi-static terminals. 
Other services envisaged for the third generation mobile 
radio systems are, file batch data, short and medium size 
interactive data, facsimile, etc.
A list of services envisaged for future (third generation) 
personal communication system is outlined in Table 1-1.
In formulation of the third generation system, whether based 
on an evolution from existing second generation standards 
such as GSM, DECT and DCS-1800 or based on totally new 
standards such as UMTS, IMT-2000, the important tradeoffs 
between users/operators requirements must also be taken 
into considerations. These requirements are in terms of 
speech and data services' quality and the system capacity 
(Number of users/km2/MHz). This delicate balance can be 
achieved through digital radio transmission which has 
radically changed mobile radio technology and allows the 
flexibility necessary for an integrated services approach 
which opens up new opportunities.
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Therefore, it is the goal of this work to evaluate the 
existing and to research into new multiple access protocols 
and evaluate their applicability to mobile environments and 
their efficiency in supporting as wide a range of services 
as possible whilst maintaining this fine balance between 
quality of service and system capacity.
The radio spectrum available to mobile systems in the 900 
and 1800 MHz bands is extremely scarce and the current 
systems such as GSM have been designed to use this spectrum 
for voice services very efficiently.
It is extremely important that when data services are in­
corporated- into such existing systems they do not degrade 
the spectrum efficiency already obtained. Thus are of the 
major criteria in this work is to search for mechanisms of 
incorporating the data services in an efficient manner. 
With this aim in mind, a set of evaluation criteria are 
identified for comparing the suitability of multiple access 
schemes for future public mobile/personal telecommunication 
systems. The multiple access schemes are then compared using 
these criteria. It is noted that flexibility to support a 
wide range of services together with the implementation 
aspects are some of the major factors influencing the choice. 
Finally several new candidate access protocols with 
potentials to provide these desirable features are proposed. 
The performance of these protocols are investigated using 
computer simulations as well as mathematical techniques.
3
SERVICE BIT RATE
Dialooue
4 kbps--16 kbps 
16 kbps--64 kbps 
16 kbps--300 kbps 
1 kbps--2 Mbps 
100 kbps--2 Mbps 
64 kbps--2 Mbps
Speech
Telex
Facsimile
Data
Electronic Document 
(Text/Graphics)
Low Resolution Video Tel­
ephony
Messaaincr
1 kbps--10 kbps 
4 kbps--16 kbps 
100 kbps--500 kbps 
100 kbps--2 Mbps 
64 kbps--2 Mbps
Paging 
Voice Mail
Electronic Mail (text) 
Electronic Document Mail 
(Text/Graphics)
Low Resolution Video Mail
Information Retrieval
4 kbps--16 kbps 
200 kbps--l Mbps 
64 kbps--2 Mbps 
1 kbps--2 Mbps 
100 kbps--2 Mbps 
64 kbps--2 Mbps
Voice Based Library 
Music Library 
Videotex 
Data
Electronic Document Library 
Still Picture/Low Resol­
ution Video Library
Distribution
4 kbps--16 kbps 
200 kbps--l Mbps 
1 kbps--2 Mbps 
64 kbps--2 Mbps 
100 kbps--500 kbps
Voice
Music
Data
Low Resolution Video 
Teletex
Table 1-1- Proposed Services For Future Third Generation 
Mobile Communication System
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CHAPTER 2
2.0 MULTIPLE ACCESS TECHNIQUES
Multiple access technique refers to the capability to 
share a communication capacity amongst a population of 
geographically distributed users.
In mobile communications, multiple access implies partial 
or complete sharing of a common base-station resource by 
mobile units. Earlier radio-telephone systems did not employ 
multiple access. Instead, users were preassigned to specific 
channels; i.e. each mobile unit was tuned to only one 
frequency. These systems had their own limitations. Later, 
tuning elements were incorporated into mobile units and 
manual scanning of a set of channels was allowed. This 
brought forward the question of multiple access techniques. 
Multiple access techniques are made up of two distinct 
components; multiple access protocols and multiple access 
schemes.
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Multiple access protocols refer to procedures followed by 
each mobile user to capture a channel while multiple access 
schemes refer to the domain that information are mapped 
into. This domain, whether frequency, time or code or a 
combination of these, must be the same domain as that in 
which the receiver operates.
In general, a multiple access protocol provides a capability 
to capture a channel whilst a multiple access scheme provides 
a capability to capture the receiver.
The multiple access protocol can be identified as a protocol 
in the Data Link Layer, as shown in Figure [2-1], in the 
context of the ISO Open Systems Interconnection (OSI) 
reference model.
NETWORKLAYER
CALL MANAGEMENT
CallContro
1
PacketSwitching
ScInter-NetworkingRoutiner
Data Mess­age Service
MOBILITY MANAGEMENT
Authentication, Location Updat­ing and Registration
RADIO RESOURCE MANAGEMENT
Pagin
g
Handover FrequencyControl
PowerControl
DCA
DATALINKLAYER
________SYSTEM ENCRYPTION_______
Channel Coding, Error Detection
Sc
mmmmmC o r r e c t i o n ^ ^ F l o v ^ C o n t r o ^ ^ ^ ^  
— --l-1M£Uii£l®B1IAccessii-Proj^oc£^— _
PHYSICAL Modulation/Coding and TransLAYER mission_____________(bit rate)__________
Figure 2-1 - Functional Requirements of a Mobile System
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Multiple access protocols proposed so far can be 
classified into the following five categories[1]:
a) Fixed Assignment
b) Random Access (contention)
c) Demand Assignment with Centralised Control
d) Demand Assignment with Distributed Control
e) Adaptive Strategies and Mixed Modes
Basically, there are three main domains; i.e.
(i) Frequency;
(ii) Time;
(iii) Code;
All of the above protocols can be equally applied in either 
frequency domain -Frequency Division Multiple Access 
(FDMA), time domain -Time Division Multiple Access (TDMA) 
or in time and frequency domain such as Frequency Hopped 
Spread Spectrum Multiple Access, (FH/SSMA), and Direct 
Sequence Code Division Multiple Access, (DS/CDMA), tech­
niques .
The fixed assignment techniques dedicate a fixed portion 
of the available channel capacity to each user. The most 
common forms of this technique are FDMA and TDMA.
In random access (contention) protocols, the entire 
bandwidth is provided to the users as a single channel to 
be accessed randomly; therefore, collisions of packets can 
occur, and the colliding packets must be retransmitted. How 
the contention should be resolved is the most important 
problem in these type of protocols. Examples of random 
access protocols include Pure-ALOHA, Slotted-ALOHA (S-
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ALOHA), Carrier Sense Multiple Access (CSMA) and CSMA-with 
Collision Detection. Among these protocols, CSMA and CSMA-CD 
make good use of the channel property of short propagation 
delays.
Demand assignment techniques require that explicit 
control information, regarding the users' need for the 
channel capacity, is exchanged. The control scheme can be 
centralised or distributed. In a centralised control scheme, 
a central controller exists to determine who should have 
the channel-access right next. In a distributed control 
scheme, each user monitors the requests of all users and 
executes an identical distributed algorithm based on the 
requests to determine who should have the channel-access 
right next. In both control schemes, the necessary control 
information must be exchanged through a channel; this means 
overhead.
A typical example of the demand assignment technique 
with distributed control is a class of reservation protocols. 
In the reservation protocols, each user who wants to transmit 
packets must make a reservation for the channel access 
before initiating transmission of packets. There are two 
ways of making reservations: explicit reservation and im­
plicit reservation. In the explicit reservation protocol, 
a portion of the channel capacity is used as a reservation 
subchannel, usually in the form of a reservation subframe, 
in which the users send reservation packets. This again 
presents the multiple access problem but this time in the 
access of the reservation subchannel. As the multiple access 
protocol for the reservation subchannel, most of the res­
ervation protocols proposed so far adopt a contention 
protocol, such as pure-ALOHA with S-ALOHA in particular 
being popular.
In implicit reservation protocols, on the other hand, neither 
the reservation subchannel is established nor reservation 
packets are used.
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Finally, adaptive strategies and mixed modes include 
those techniques which consist of a mixture of several 
distinct modes, and those strategies in which the choice 
of an access is itself adaptive to the varying need, in the 
hope that the near-optimum performance will be achieved at 
all times. SRUC (Split Reservation Upon Collision) [55] 
falls into this category.
The performance of a multiple access protocol is strongly 
dependent upon the traffic model and network loading. In 
wireless networks, for instance satellite communication 
systems, random access protocols are very efficient at light 
loads, whilst reservation protocols give better performance 
at medium and high loads [1-2-3] . At very high loads, fixed 
assignment techniques are the best. No single protocol 
mentioned above performs better than all the others over 
the entire range of traffic loads and service ranges. 
Whilst the type of traffic dictates on the access protocol, 
the access scheme depends on other issues such as system 
cost, complexity, etc. as will be discussed later.
This is the task of this work to research for new protocols 
which can handle a variety of traffic load and mix of 
services anticipated in future generation system. But first 
it is necessary to derive a set of criteria on which to 
make a sensible comparison of different access schemes and 
protocols.
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2.1 Criteria for Comparison Between Multiple Access Tech­
niques
Future mobile radio and personal communication system 
will have to provide a mixture of services in various cell 
environments. The role of the multiple-access protocol in 
supporting various traffic loadings efficiently, to yield 
a high capacity system is evident. High capacity is a very 
important parameter, considering the large number of sub­
scribers and the limited available spectrum, but is not the 
only parameter which determines the suitability of an access 
protocol and scheme.
The key issues to be considered in selecting a chan­
nel-sharing technique for the third generation mobile radio 
and personal communication system are:
i) The efficiency of channel sharing (that is, throughput, 
the fraction of the time useful traffic is carried on the 
multiple-access channel).
ii) The delay characteristics, both in terms of average 
and peak.
iii) The stability properties, relating to the possibility 
of undesirable congestion modes.
iv) Robustness in the presence of channel errors, inter­
ference and equipment failures.
v) Implementation cost/complexity at user terminal and 
base-station.
vi) Flexibility in mixed traffic environments.
vii) Suitability to operate in mixed cell environments 
(micro-cell, macro-cell, satellite-cell).
viii) Operational aspects, such as start up, recovery, i.e. 
simplicity to use and operate from users point of view.
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ix) Adaptability to future technology and evolution from 
existing techniques.
x) Fairness in terms of time of arrival at the receiver.
xi) Dynamic Channel Allocation DCA in terms of flexibility 
of frequency re-use managements and planning.
xii) Mobility and channel-control managements.
xiii)Echo canceller.
xiv) System capacity in terms of (number of users)/MHz/km2
xv) Service quality
xvi) Co-existance with existing systems
2.2 Multiple Access Schemes
In cellular mobile systems which rely on frequency re-use 
a combination of time with frequency or code and frequency 
or time with code and frequency is always used. For example; 
The pan-European standard (GSM) [44] access scheme is based 
on a combination of time and frequency and is referred to 
as Frequency Division /Time Division Multiple Access 
(FD/TDMA). The American Qualcomm IS-95 standard is based 
on a combination of frequency and code division multiple 
access technique referred to as (FD/CDMA)[56]. The CD-900 
system which was one of the original candidate systems for 
GSM[44] and its access scheme was based on a combination 
of time, frequency and code (FD/TD/CDMA).
It is the capability of the receiver in separating users' 
transmissions, in each domain, which dictates the system 
capacity, complexity etc.
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In general there are two versions of access techniques, 
according to the procedure (protocol) of allocation and 
access of resources:
(1) Scheduled (reservation) access
(2) Contention (random) access
In comparing different multiple access schemes (FDMA, 
TDMA and CDMA) , it is assumed that the scheduled/reservation 
protocols are used in obtaining a channel. Later on, 
combinations of contention-based protocols with the multiple 
access schemes will be discussed.
In scheduled/reservation protocols a channel (carrier, time 
slot or a code) is allocated to a user for the whole duration 
of the message and the channel is taken away at the end of 
the message and given to another user who has a message to 
transmit. The actual protocol/procedure(s) carried out in 
obtaining a channel is via a control channel separate from 
traffic channels.
2.2.1 Frequency Division Multiple Access(FDMA)[11]
In FDMA, the total available bandwidth is divided into 
several narrower bands each supporting one channel, the 
scheme is often referred to as single channel per carrier 
(s.c.p.c). Each carrier is allocated to only one user at a 
time for the whole duration of the message. Most first 
generation cellular systems have used this type of accessing 
scheme.
Some of the important properties of a FDMA scheme are:
i) Single channel per carrier: only one user is allocated 
per channel.
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ii) Continuous transmission: the transmission between
callers is continuous.
iii) Bandwidth: the channel bandwidths are relatively 
narrow, usually 30 kHz. Some recently proposed digital FDMA 
systems have a bandwidth 10 or 15kHz.
iv) Adaptive Equalization requirement in digital FDMA: in 
a 25-kHz channel, with 25kbps data rate, i.e. a modulation 
efficiency of lb/s/Hz, the symbol time is 40microseconds. 
This is quite long compared with the typical delay spread, 
of about 10 microseconds in rural areas and about 50 na­
noseconds in indoor environments. This is an outstanding 
property of FDMA systems. This long symbol duration implies 
that, there is very small amount of intersymbol interference 
and hence it can be corrected with a very simple adaptive 
equalizer or even be ignored.
v) Low transmission overhead in digital FDMA: a few overhead 
bits are included into the bit stream for synchronization 
and control functions, such as hand-off. Since the trans­
mission is continuous, the FDMA system requires a small 
number of synchronization bits. In some proposals of digital 
FDMA for cellular radio, the overheads are about 2% compared 
with 6.25% European CCITT 32-channel PCM wireline systems. 
This means more bits are available for error-correction 
coding and data.
vi) High system costs: the major drawback of FDMA systems 
is the expensive cell-site hardware. This is because every 
channel serves only one user at a time.
High density configuration may require cells equipped with 
up to 100 channels. Limitation of available space for antenna 
mounting (mainly in urban areas where local regulation often 
limit possibilities) require large coupling frames using 
narrowband high cavity filters, which is floor and cost 
consuming. Use of such filters requires one transmit­
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ter/receiver per channel (Q=l), which is again expensive. 
In addition, field strength receivers involved in the 
hand-over process need to be implemented.
vii) Duplexer requirements: since the transmission is 
continuous, the transmitter and receiver must operate at 
the same time, therefore a duplexer is required in the 
mobile unit and at the cell-site; this adds a cost penalty 
of about 10% to the mobile unit.
Full duplex RF operation requires high Q, low loss duplexer 
filters, with high power handling capacity.
viii) Narrowband IF filters: crystal filters with tight
group delay and amplitude characteristic specifications.
ix) Complex frequency generators: using low noise VCOs and 
high speed power consuming UHF dividers. Typical figures 
are less than 3 ppm for long term stability, -120dB/Hz (25 
kHz apart) for short term stability, relatively short 
switching time ( ~10ms).
x) Hand-off: FDMA transmission is continuous, this causes 
a brief interruption during hand-off. This problem will be 
more noticeable in data transmission.
xi) Multi-rate Capability: in FDMA channels can not be
dynamically sized to cope with different bit rate re­
quirements .
xii) Deep Fading: FDMA has to tolerate deep narrowband
fading leading to antenna diversity, extra cost and floor 
consumption and increased RF power or data interleaving.
2.2.2 Time Division Multiple Access Schemes
In a TDMA scheme, the total available spectrum is 
time-shared between users. This type of TDMA scheme, even 
though capable of supporting different data rates, suffers 
from low system capacity, which is an important parameter 
in cellular radio communications. The combined FD/TDMA
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technique is an alternative scheme which can overcome this 
deficiency. This type of access technique is of considerable 
interest and most of the second generation cellular mobile 
communication systems are based on such a scheme. Table 2-1 
shows the current TDMA-based standard systems.
From hereon we will take FD/TDMA wherever TDMA is mentioned 
in the text.
The significant features of TDMA systems are:[1]
i) Multiple users per carrier: This system consists of at 
least two, and usually more slots per carrier.
ii) Burst transmission: This burst transmission mode has 
many implications for circuit design and system control. 
It can improve the co-channel interference equation, since 
only a percentage of the mobile units in operation are 
actually transmitting at one time.
iii) Bandwidth: The bandwidth of proposed TDMA systems range 
from 20-30kHz to more than ten times these value. The choice 
of the modulation technique has some effect in determining 
this bandwidth. In GSM [44] the bandwidth is 200kHz, which 
consists of 8 time slots per frame.
iv) Duplexer: it is possible to eliminate the duplexer
circuitry entirely, replacing it with a fast switching 
circuit to turn the transmitter and receiver on and off at 
the appropriate times. This would lead to some cost reduction 
in the mobile unit.
v) Hand-off: the mobile unit can be turned off during the 
idle slots. This fact helps to perform a very efficient 
hand-off procedure, since the Hand-off process may be im­
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plemented in a mobile assisted way. In particular, the 
blank-and-burst problem can be avoided, hence improving the 
data-transmission integrity.
vi) Multi-rate Capability: channel capacity adaptation for 
data transfer may be envisaged either by multi-time slot 
allocation for high rate or multi access of several mobiles 
to one channel (statistically or dynamically) for low data 
rates to be transferred. This item assists the evolution 
towards ISDN.
SYSTEMS JDC ADC
IS-54
GSM
Frequency Band 800MHz & 
1.5GHz
800MHz 900MHz
Access Method TDMA TDMA TDMA
Channel Spacing 25 kHz 
Interleav 
ing
30 kHz 
Interleavi 
ng
200 kHz 
Interleavi 
ng
Traffic Channels/ 
RF carrier
3(6) + 3(6) + 8(16)+
Transmission Bit 
Rate
42 kbps 48.6 kbps 270.83
kbps
Modulation p/4 DQPSK 
a=0. 5
p/4 DQPSK 
a=0.35
GMSK 
a=0.25
Voice Coding VSELP 
6.7 kbps 
11.2 
kbps=j=
VSELP 
7.95 kbps 
13 kbps^
RPE-LTP 
13 kbps 
22.8 kbps4=
Data Service 
Circuit switch
4800bps 4800bps 300-9600bp 
s
9.6 kbps^
Equalizer Option Option Mandatory
f half-rate configuration 4 including FEC
Table 2-1: Japanese, American and Pan-European (GSM) mo­
bile communications standards
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2 . 2 . 2 . 1  Techniques Used In Cordless Systems[12-14]
The U.K. second generation cordless telephone CT2 employs 
FDMA/Time Division Duplex (TDD) method. As well as FDMA, 
TDD is used in each channel for single channel duplex 
operation in a "Ping-pong" fashion. The TDD technique offers 
an effective solution for low cost short range mobile units 
and is particularly attractive in requiring only a single 
block of radio spectrum rather than the duplex bands 
traditionally needed for mobile systems.
The parameters of CT2 are defined as 100kHz channelling 
with a 4MHz block of spectrum providing 40 channels capacity. 
Such a system requires a powerful channel selection algo­
rithm [12] . This has been shown to provide an optimum per­
formance/capacity trade-off.
European Telecommunications Standards Institute (ETSI) 
charged its Technical Sub-Committee RES3 with producing the 
next generation of Digital European Cordless Telephones,' 
now Telecommunications, (DECT), standard by October 1991. 
The DECT [58] employs a TDMA/TDD scheme. The system has 12 
time duplex channels (time slots) . The access is performed 
on the radio channel (time slot) with the lowest field 
strength. The link control describes handshake with identity 
codes to assure radio link integrity. A lack of handshake 
for a certain time will result in disconnection. Termination 
will initiate a cleardown signal including the handshake. 
Radio channel scanning for access and handover is performed 
on all channels. The operating strategy is based on dynamic 
channel allocation. Each station has full availability to 
all channels (time slots) on the carrier, and can also 
operate on all channels during a TDMA frame with only one 
transceiver. Upon detection and recognition of the handshake 
code on the fixed and portable station, the communication 
link will be established. The time division duplex scheme 
helps to avoid the use of combiners and yields diversity
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gains in both uplink and downlink by implementing double 
antennas only on the fixed station [13] . ETSI-RES3 group are 
presently looking at provision of data services in DECT, 
by stringing several timeslots to support data services of 
up to 64kbps.
2.2.3 Code-Division Multiple Access (CDMA) [15]
CDMA is a form of multiple access scheme employed in 
spread-spectrum wideband systems. In this concept, each 
user is assigned a unique code which spreads the user's 
information over the entire bandwidth. This unique code 
must have the property to distinguish the user from all 
others. This unique code is also used by receivers to select 
the incoming transmission from amongst the many simultaneous 
transmitters in operation.
The system is called Frequency Hopped Spread Spec­
trum (FH/SSMA) if the code is used to generate a unique 
sequence of frequency hops. In a Direct Sequence Spread 
Spectrum (DS/SSMA) system the code is used to generate the 
randomised noise-like high-bit-rate signal that is mixed 
with the information signal to spread the spectrum. IS-95 
[56,20] is a U.S standard for CDMA-based cellular system, 
proposed by Qualcomm. The use of the CDMA in conjunction 
with ALOHA and CSMA schemes is expected to improve the 
performance of both of these schemes. These possibilities 
are discussed later.
The significant features of CDMA are:
i) Increased order of diversity: CDMA offers frequency
diversity and multipath diversity. To exploit this diversity
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property, the signal has to be spread over different 
bandwidths in different environments which are distinguished 
by delay spread ( inverse of coherence bandwidth). For 
example, in urban terrestrial environments with typical 
delay spread of -2-5 microseconds, the minimum carrier 
bandwidth must be of the order of 500 kHz, and for indoor 
environments with typical delay spread of -50 nanoseconds 
minimum bandwidth must be more than 20 MHz.
ii) Frequency Re-Use: The frequency planning in CDMA is 
much simpler than TDMA or FDMA. It is claimed that frequency 
re-use of '1' can be achieved with CDMA. But this depends 
strongly on the shape of the cell. However, the frequency 
reuse factor in CDMA is generally always higher than that 
in TDMA or FDMA.
iii) Duplexer: As with FDMA, CDMA transmission is continuous, 
the transmitter and receiver must operate at the same time, 
therefore a duplexer is required in the mobile unit and 
cell-site; this adds a cost/complexity penalty to the mobile 
unit.
iv) Soft Hand-off: During handover the mobile terminal is 
able to track both the originating and the target 
base-stations. The terminal receiver is then able to combine 
these two signals to the advantage of link quality. Moreover, 
the ability to track the target base-station before leaving 
the originating base-station provides a much softer handover 
process.
The handover algorithm must be more carefully designed in 
CDMA, otherwise the mobile station could be permanently in 
handover mode. This could result in excessive signalling 
load on the air interface and the network.
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v) Multi-rate Capability: To support different ranges of 
service bit rates, different CDMA codes which results in 
different spreading factors must be used. In turn, for the 
receiver to despread the information, the taps of the code 
generators must be dynamically updated. This would result 
in a very complicated receiver architecture. Another sol­
ution is to use the same code for all the services, this 
would result in either lower system capacity or lower service 
quality for some services.
vi) Power Control: One of the inherent disadvantages of the 
CDMA receivers is the strict requirement for continuous 
power control of the mobile stations. Without power control 
the receiver becomes near-far limited and its performance 
in terms of capacity starts to degrade. The degradation is 
quite severe.
Table 2-2 lists the basic parameters of the IS-95 standard, 
in order to illustrate a current CDMA standard.
SYSTEMS IS-95
Frequency Band 850 MHz
Access Method CDMA/FD
Channel Spacing 1250 kHz
Channels/ RF carrier 55-62
Transmission Bit Rate 1228 kbps
Modulation QPSK
Voice Coding CELP1.2 to 9.6 kbps19.2 kbps4=
Control Channel Rate 800 bps
Control message length 1 bit
control message delay 1.25 ms
Table 2-2: Some of the parameters of IS-95 Standard+ including FEC
20
2.2.4 Contention-Based Multiple Access Protocols[1-9]
Contention schemes provide more efficient sharing of 
the channel amongst bursty (i.e.large peak to average data 
rates) services by permitting users to access the channel 
on demand, resorting to appropriate collision resolution 
procedures whenever conflicts between transmissions occur.
2.2.4.1 ALOHA Protocols
The best known random-access protocol is the 
Pure-ALOHA[4] protocol. In this scheme, a user is allowed 
to transmit whenever s/he wishes, it provides a maximum 
throughput of about 0.18.
The performance of an ALOHA protocol can be improved con­
siderably by imposing two rules:
(i) Packets must be of a fixed length
(ii) Transmission may only start at discrete points on 
the time axis
The time during which a packet may be transmitted is called 
a slot and hence the protocol is called slotted ALOHA[4]. 
The traffic environment suitable for ALOHA and slotted ALOHA 
is that of a large population of low-rate bursty users with 
short messages, and it provides a maximum throughput of 
0.36.
In the Reservation-ALOHA protocol[6], in addition to 
time slotting, the time slots are organised into frames. 
Time slots are identified by their position in the frame. 
The duration of a frame must be greater than the maximum 
channel propagation time, consequently each user is aware 
of the usage status of time slots in the previous frame. A 
time slot in the previous frame is unused if it was empty
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or contained a collision. Unused slots in the previous frame 
are available for contention by active users in exactly the 
same manner as slotted ALOHA. A slot which had a successful 
transmission by a user in the previous frame is reserved 
for the same user in the current frame. As a result, such 
a user now has the equivalent of a fixed TDMA channel for 
as long as he has traffic to send. R-ALOHA is suitable for 
users who generate long multi-packet messages or users with 
steady input traffic and queuing capability.
Selective Reject (SREJ) ALOHA[7,8] is an unslotted random 
access technique, in which maximum throughput comparable 
to that of S-ALOHA is achieved without timing synchroniz­
ation, by using sub-packetization of messages in conjunction 
with an ARQ re-transmission strategy. This scheme is well 
suited to variable length messages , and provides a throughput 
between (0.2-0.3) and low delay.
2.2.4.2 Carrier-Sense Multiple Access Protocols
Carrier Sense Multiple Access(CSMA)[9] is another type 
of random-access protocol, in which, some knowledge of 
transmission activity in the network is required and is 
used in the decision for transmission. The user transmits 
only if he does not sense any carrier. The CSMA scheme is 
useful in reducing the level of interference caused by 
overlapping packets in a random multiaccess environment, 
by allowing terminals to sense the carrier due to other 
users' transmissions. Based on the information gained in 
this way about the state of the channel (busy or idle) the 
terminal takes an action prescribed by the particular CSMA 
protocol being used.
There are several versions of Carrier Sense Multiple Access 
protocols:
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i) 1-persistent CSMA
In this protocol if a channel is idle, packets are sent and 
if the Channel is busy, the user waits until the channel 
is free and then sends the message (This means that two 
stations which generate a packet during a third station's 
transmission will collide for sure).
ii) Non-persistent CSMA
Here if the channel is idle then packets are sent. However, 
if the channel is busy the user waits a random time and 
tries again.
iii) P-persistent CSMA
This protocol is used for slotted channels. If the channel 
is idle, packets are sent with a probability P or deferred 
until the next slot with a probability (1-P) . This procedure 
is repeated until the packet is sent successfully, or until 
another user is sensed to have begun transmitting, in which 
case the user waits a random time and tries again. In all 
cases, due to propagation delay, it is possible that a 
mobile unit will sense the channel to be idle when in fact 
another mobile unit is already transmitting, leading to a 
collision. If there is a collision, the mobile waits a 
random time and tries again. In terrestrial mobile com­
munication environments, the propagation delays are very 
small, but mutual RF connectivity can not always be 
guarantied and therefore, CSMA alone does not adequately 
reduce collisions. Therefore, at least some means of 
collision detection (CD) must be provided. In mobile radio 
communication, due to short propagation delays, this in­
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formation can be provided by the base-stations almost im­
mediately. In CSMA-CD protocol, in addition to sensing the 
carrier, it is possible to detect interference among several 
transmissions (including their own), and using it to abort 
transmissions of their colliding packets.
2.2.4.3 Contention-Based Multiple Access Techniques
Spread-Spectrum Multiple Access (SSMA) [see Section 
2.2.3] allows a packet to capture the receiver, whilst CSMA 
allows a user to capture the channel. Therefore, by using 
CSMA in conjunction with SSMA, we can achieve the benefit 
of keeping away all users within hearing distance of the 
transmitter and thus help to retain the capture effect.
Some of the limitations of the ALOHA schemes mentioned 
above can be minimized by using a hybrid method involving 
a combination of spread spectrum and ALOHA scheme, referred 
to as SS/ALOHA. In this spread-spectrum technique, the 
packet transmitted by each user is preceded by a syn­
chronization header code, which is identical for all users. 
The header is separated by a short silent period from the 
main body of the packet, which contains the information 
bits. A small set of quasi-orthogonal, pseudo-random codes, 
which again is the same for all users, is employed to 
cyclically modulate the successive information bits. The 
repetition period of each code must be chosen to be 
sufficiently large to ensure that all of its multi-path 
echoes arriving at the receiver are sufficiently attenuated, 
which results in virtually eliminating inter-symbol in­
terference among nearby bits. At the receiver, a passive 
surface-accoustic wave(SAW) correlator that is matched to 
the header code is used to synchronize the spread-spectrum 
receiver of the information bits to any desired received 
packet. The slightly random header arrival times and the 
silent separation period between the header and the main
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body of the packet give a logic circuit at the receiver 
sufficient time to observe the correlation peaks of the SAW 
device. The location and amplitude of these peaks indicate 
the exact arrival times and the signal strength of all 
packets that are received during the current time slot. 
This information is then used to synchronize the receiver 
to the main-body packet with the strongest energy. Thus, 
the receiver differentiates between arriving packets based 
on their potentially vast power differences, and also through 
their differing arrival times. Hence, interfering packets, 
either from other users or from multi-path echoes of the 
packet being received, are suppressed by the processing 
gain of the spread-spectrum code. In this way, packet capture 
with some amount of fairness is achieved.
2.3 Comparison Of Multiple Access Schemes
Future land mobile radio personal communications will 
need to provide a mixture of services in various cell 
environments. The role of the multiple-access technique in 
supporting various services efficiently, to yield a high 
capacity system is evident. High capacity is a very important 
parameter, considering the large number of subscribers and 
the limited available spectrum, but is not the only parameter 
which determines the suitability of the technique.
2.3.1 FDMA versus TDMA
(i) Cost/Complexity of mobile unit and base station
The signal processing of a FDMA mobile unit is less complex 
than a TDMA unit, since it does not require equalization 
or the complex framing and synchronization, which are 
necessary for operation of burst transmissions in TDMA 
systems. Additional complexities to TDMA terminals may be 
added by using techniques such as slow frequency hopping
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to the TDMA system such as used in the GSM system. Since 
TDMA units are designed using VLSI techniques the cost of 
the signal processing complexity is reducing as VLSI 
techniques improve. However, at present it is the radio 
subsystem of the unit which mainly contributes towards the 
cost of the unit. The cost advantage in a mobile unit of 
TDMA over that of FDMA arises from the fact that by 
transmitting and receiving on different slots, the duplexer 
circuitry can be entirely replaced by a fast switching 
circuitry to turn the transmitter and receiver on and off 
at appropriate times. In TDMA the base-station site is 
shared by a much larger number of subscribers which reduces 
the cost of the base-station equipment dramatically.
(ii) System overheads
The transmission in FDMA systems is continuous, therefore, 
only a few overhead bits need to be inserted into the bit 
stream to allow for synchronization, framing, and control 
information, such as hand-off instructions. Effectively, 
this means that more bits are available to error-correction 
coding in order to improve signal robustness and data 
throughput. This is considered to be one of the chief 
advantages of FDMA systems.
The transmission in TDMA systems is in a burst mode. This 
forces the receiver to reacquire synchronization on each 
burst. In addition, guardbands are necessary to separate 
one slot from the other, to avoid a remote user to slip 
into the adjacent slot of a nearby user. As a result, a 
TDMA system needs significantly more overheads than a FDMA 
system. This overhead is usually about 20-30% of the total 
bits transmitted, which in comparison to FDMA is a major 
drawback.
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(iii) Adaptability to technological advancements
The TDMA systems are more easily reconfigurable to accept 
new techniques. For example, if the channel rate is 64kbps, 
initially divided into four 16kbps, an 8kbps coder may be 
accommodated later by redividing the channel into eight 
slots. This modification, if carried out with careful at­
tention to other architectural constraints, should be im- 
plementable by means of ROM changes in the digital circuitry. 
That is, a significant portion of existing radio hardware 
can be utilised at the base-station. Further, TDMA formats 
can be designed to accommodate different bit rates , different 
slot lengths. Since the channel rate, bandwidth, and other 
features of the radio transmission remain the same, such 
changes can be introduced without disrupting the cellular 
network frequency plan. For example, a TDMA system has the 
ability to adopt the modulation levels from 4-level PSK to 
16-level PSK, depending upon channel conditions. The option 
can be built into the system and mobile-unit software using 
the same hardware.
By comparison, introduction of new technology in FDMA is 
not as straight forward. For example, to realize the po­
tential spectrum-efficiency gain, due to reduction in coding 
rate, the FDMA has to be redesigned to operate on still 
narrower channels. This would require major alterations in 
mobile and base-station hardware.
(iv) Handover
As mentioned above, a TDMA transmitter is turned off during 
the idle slots, therefore , the blank-and-burst problem 
which arises in the hand-off procedure of the continuous 
FDMA transmissions can be easily avoided. This is a useful
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feature especially in preserving the data-transmission 
integrity. Moreover, this non-continuous transmission mode 
of TDMA systems, can help to reduce co-channel interference.
(v) Throughput in bursty traffic
The performance of a particular scheme depends on factors 
such as the channel propagation delay-transmission delay 
ratio, the traffic arrival process, throughput. In 
Reservation-TDMA (R-TDMA) , a specific slot within each frame 
is reserved for a particular user. The disadvantage of this 
scheme is when a user's message length is shorter than the 
call setup time.
This problem is especially acute when the terminals are 
bursty. FDMA has a similar shortcoming. In general the 
scheduled access schemes have higher throughputs but high 
delays.
From the above comparisons, it can be concluded that the 
TDMA scheme is the preferred choice for a continuous traffic. 
However, the R-TDMA scheme does not provide an optimum 
solution when the traffic is a mix of continuous and bursty 
types. Hence, further flexibility needs to be built into 
the TDMA scheme in order to handle such future traffic.
2.3.2 CDMA versus FDMA
The performance of a DS/SSMA system is limited by the 
mutual interference amongst system users. In order to 
minimize mutual interference, the partial auto/cross 
correlation functions of the user sequences (addresses) 
have to be minimized. A further drawback is that DS/SSMA 
needs to compensate for the near-far effect. This involves 
either the base-station or the mobile controlling the ra­
diated power level such that the received power levels of 
different mobiles at the base-station are similar.
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A feasible system can not operate with power control commands 
more than once per millisecond, so power changes due to 
fading in small geographical areas, which can vary tens of 
decibels in a fraction of a millisecond, can not be com­
pensated as quickly. Therefore, this fast fading problem 
must be tackled by proper FEC techniques. With FEC a moderate 
capacity range between (0.1-0.4) can be achieved, a very 
complex FEC is required to obtain the high end of the range. 
Another serious problem associated with CDMA is the inability 
to support multi-rate services, without resorting to ex­
tremely complicated receivers.
The great advantage of DS/CDMA comes from the fact that the 
voice activity can be exploited and turned into a capacity 
increase. This is yet to be exploited efficiently in 
TDMA-based mobile systems.
The FH/SSMA technique is resistant to the frequen­
cy-selective fading prevalent in mobile radio. The FH/SSMA 
approach uses frequency diversity to combat fading and 
reduce the interference to acceptable levels by properly 
designing the set of frequency-hopping patterns assigned 
to users. However, if frame synchronization can not be 
maintained, the system performance is limited by mutual 
interference and under these conditions FH/SSMA may ac­
commodate fewer users than FDMA. The other main drawback 
is that at present the hardware implementation is 
significantly more complex than FDMA or TDMA. Further, the 
contention-based CDMA systems do not generally provide 
higher throughput than a non-CDMA contention access scheme, 
when compared on an equal bandwidth basis[10].
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2.3,3 Contention Based Schemes
The pure-ALOHA protocol provides a throughput between
0.13-0.18, depending on the message length and procedures 
and produces a low delay. It suffers from poor stability 
due to multiple collisions between uncoordinated users. The 
stability factor can be improved by taking advantage of 
near/far phenomenon existing in the mobile communication 
environments. The near/far phenomenon gives rise to a capture 
effect at a receiver. The packet arriving with the highest 
energy has a good chance of being detected accurately, even 
when other packets are present. Shadowing, which is quite 
pronounced in a mobile environment, can further enhance the 
capture effects. This capture effect improves the overall 
throughput. Capture helps all the users, even the ones with 
the weakest signals. This protocol is very suitable to 
indoor and outdoor mobile communications for short messages 
and its implementation cost/complexity is very low. This 
scheme is used for obtaining channel reservation in some 
present mobile communication systems (e.g. INMARSAT system) .
The slotted-ALOHA (S-ALOHA) scheme is the simplest 
slotted technique, it is suitable for short fixed length 
message traffics. It provides a maximum throughput between
0.25-0.368, depending on the packet size, with a low delay 
at a low to medium cost/complexity. It suffers from a 
moderate stability with respect to pure-ALOHA schemes. Its 
instability can be significantly improved by taking ad­
vantage of the capture effect. By means of selection di­
versity at the base-station and coding the packet address, 
a net throughput improvement of up to twice that of 
conventional S-ALOHA, without capture, can be obtained. 
Another issue is the unfairness of ALOHA protocols with 
strong capture, i.e.the better positioned users (close to 
the base-station) have better delay and throughput per­
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formance than the ones far from the base-station. This 
unfairness can be significantly improved by using 
Spread-Spectrum modulation methods, hence (SS/ALOHA). The 
result of such a combination produces a perfect capture 
ALOHA scheme. The realization of such a system requires 
operation at high chip rates, which is currently very 
costly[10] .
The CSMA technique outperforms most of multiple access 
protocols, in terms of throughput and delay, in environments 
where the propagation delay is much shorter than the packet 
duration and all the terminals have full RF connectivity, 
for sensing other users' transmissions. For example, for 
propagation delay to packet duration ratio of -0.01 a maximum 
throughput of 0.857 can be obtained by using the slotted 
non-persistant CSMA scheme. This compares very favourably 
to maximum throughput of 0.184 and 0.368 achieved by 
pure-ALOHA and slotted-ALOHA schemes respectively. The use 
of CSMA in conjunction with SSMA is likely to provide further 
improvements in terms of capture effect but could lead to 
a difficult hardware solution.
2.4 Conclusion
Table 2-3 gives a comparison between Random(contention- 
based) RMA, Reservation/Scheduled FDMA, CDMA and TDMA 
multiple access techniques in terms of criteria defined 
above.
A weighting factor is attached to each parameter. This 
weighting factor is the author's opinion on the relative 
importance of each parameter as far as the requirements for 
the future (third) generation mobile/personal communication 
system is concerned.
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Access 
Scheme 
Weight (out of 
100)
RMA FDMA CDMA TDMA
Efficiency(80) 10/80 60/80 50/80 45/80
Delay(80) 10/80 75/80 65/80 60/80
Stability(90) 10/90 80/90 90/901? 80/90
Robustness(90) 20/90 30/90 25/90 30/90
Cost/Complexit
y
(MS,BS)(90)
80/90 10/90 i 45/90 . 60/90
Services(100) 20/100 30/100 60/100 90/100
Mixed 
cell (100)
90/100 80/100 70/100 90/100
Operational 
Aspects(70)
60/70 50/70 60/7 0 -f 40/70
Future Tech­
nology 
Compatibility 
(100)
60/100 10/100 50/100 90/100
Fairness(70) 10/70 60/70 40/70 60/70
Re-use(80) 40/80 30/80 70/80 40/80
Handover(90) 20/90 20/90 70/90 60/90
Co-existance
(40)
30/40 10/40 30/40 10/40
Table 2-3: Comparison between all Multiple Access Tech­
niques
P due to soft capacity 
f due to biological hazard
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Table 2-4 indicates the parameters which collectively 
influence the user, network operator and service provider 
requirements, such as service quality, services range, 
capacity, cost/complexity and co-existance with other 
systems.
The weighting value is the sum of the weightings attributed 
to each parameter in Table 2-3. For example, capacity has 
a weighting of 440, this value is the sum of the weightings 
of parameters which collectively influence the capacity 
such as;
Efficiency, stability, adaptability to future technological 
advancement, frequency re-use factor, and handover effi­
ciency.
Access Scheme RMA FDMA CDMA TDMA
Capacity (440)
(Effncy, 
stablty,futur.tech, 
re-use,handover)
140 245 330 315
Cost/Complexity (530)
(delay,rbstness,cmplxty, 
m x d .cell,oprtn, 
futur.tech)
350 255 315 370
Services (100) 20 30 60 90
Quality (420)
(delay,stblty,rbstness, 
hndovr,fairness)
70 265 290 290
Co-exist (40) 20 10 30 20
Total (1530) 600 805 1025 1085
Normalized to TDMA Score 0.55 0.74 0.94 1
Table 2-4: Comparison between multiple access schemes 
from user, network operator and service provider's 
requirements' point of view
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As Table 2-4 shows that CDMA and TDMA are the potential 
candidates for multiple access scheme for the third gen­
eration mobile communication system. With TDMA scoring 
better than CDMA.
TDMA access scheme is chosen in this work for further 
research for the following reasons:
1) Flexibility of TDMA structure to support multirate 
services by stringing together several adjacent timeslots 
for high bit rate services and efficiently supporting low 
bit rate data services through Discontinuous Transmission 
(DTX). The ability to support efficiently low bit rate 
services through DTX is yet to be proven, which is the main 
subject of this work.
2) Scheduled/Reservation access techniques provide higher 
channel throughput, a throughput between (0.6-0.8) in the 
TDMA case, (particularly for long messages) by employing 
short reservation messages in contention mode to allocate 
slots for the transmission of much longer messages, using 
a central or distributed conflict-free scheduling algorithm. 
However, there is always an inherent latency delay associated 
with such techniques. This latency delay is due to reser­
vation procedures before the transmission of the actual 
message but provides a maximum throughput . In this work 
the research will concentrate on optimization of the res­
ervation procedure, in order to reduce the access delay and 
efficiently multiplex short data services with telephony 
services, and at the same time preserve the stability offered 
by reservation/schedule TDMA under all traffic conditions.
The following are some of the reasons, as far as this work 
is concerned, why the GSM system was chosen:
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- Second generation mobile communication system (GSM) [44] 
is based on TDMA. This system is becoming a truly global 
system. It is important that the future mobile communication 
system has backward compatibility with the second generation 
systems. This approach is in line with the spirit of migration 
from second to third generation mobile system [59,66]. 
-The expense of creating a new air interface includes having 
to build up production volumes over a period of time before 
economies of scale can be passed up and down the line. It 
can take years for handsets, for example, to reach an 
attractive price for mass market sales, and moving to another 
radio access method runs the risk of taking a step backwards 
regarding the services available to end users.
-The infrastructure designed for GSM already delivers m o ­
bility services across at least four different air inter­
faces, the voice, data and messaging services are presently 
available to the end users.
-GSM already forms the basis of a new generation of mobile 
services. It is ripe for exploitation by network operators 
seeking a mobility platform for their existing IN (In­
telligent Network) services.
Significantly, there is no other method of delivering 
advanced mobility services that is as universally accepted 
as readily available or at a similar stage of maturity as 
GSM.
- A versatile service set is necessary for the success of 
a third generation system. Flexibility to profile the service 
is also required. The GSM platform allows services and 
features to be planned and possibly implemented by the 
service providers themselves, instead of being completely 
dependent on the system supplier(s).
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- One novel service feature provided by the GSM platform 
is Short Message Services (SMS), which allows 160-character 
messages to be sent and received by the mobile terminals, 
and in its first and second phase (and PhaseII+) carrier 
services, will cater for even more advanced mobile originated 
data transmission over a circuit-switched backbone with the 
General Packet Data Services (GPDS).
-The GSM platform incorporates comprehensive specifications 
of network elements and their interfaces. In particular an 
open A-interface connecting the radio access system to the 
switching platform allows various manufacturers to deliver 
compatible radio and switching equipment. This allows for 
upgrading of the radio system independent of the switching 
system and vice versa.
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CHAPTER 3
PAN-EUROPEAN DIGITAL MOBILE COMMUNICATION SYSTEM GSM
3.0 History of GSM
The history of GSM starts back in 1982, even before the 
deployment of the first analogue network, when the Nordic 
PTTs sent a proposal to CEPT (Conference Europeenne de 
Postal et Telecommunications) to specify a common European 
telecommunication service at 900MHz. During 1982-1985 there 
were discussions of whether to build an analogue or a digital 
system. In 1985 it was decided to specify a digital system. 
The next step was to choose between a narrow-band and a 
broad-band solution. In 1986 there was a field test in Paris 
where different companies, with different solutions, com­
peted. In May 19 87 the TDMA solution was chosen. At the 
same time, the first 13 countries (in the UK two operators) 
signed the MoU (Memorandum of Understanding) committing 
themselves to fulfil the specifications, thus opening up a 
very large potential market. All operators signing the MoU 
have promised to have a GSM system running by July 1, 1991.
Originally GSM meant 'Group Special Mobile', after the 
committee responsible for the technical specification of 
the pan-European digital cellular mobile network. It now 
stands for 'Global System for Mobile Communications', 
implying that it has been exported to the rest of the world. 
GSM is not merely a radio interface, but a network with a 
wide range of functions and able to support many services, 
although the service that predominates is still telephony. 
Whereas the first generation analogue cellular systems use
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FDMA, GSM opted for TDMA. This results in less RF hardware 
at the Base Stations- B S , but causes other problems such 
as the dispersive channel effect on high transmission rates 
inherent in TDMA and the high transmitted peak powers. The 
large cells used in the analogue systems have been retained 
in the GSM implementation.
The use of digital radio transmission and the advanced 
handover algorithms between radio cells in GSM networks 
allow for significantly better usage of frequency spectrum 
than in analogue cellular systems, thus increasing the 
number of subscribers that can be served. Since GSM provides 
a common standard, cellular subscribers will also be able 
to use their telephones over the entire GSM service area. 
Roaming is fully automatic between and within all countries 
covered by GSM systems.
In addition to international roaming, GSM provides new user 
services, such as data communication, facsimile and short 
message service. The GSM technical specifications are de­
signed to work in concert with other standards, e.g. ISDN. 
Interworking between the standards is in this way assured.
GSM is a complex system that is very well documented [23, 24] . 
Some of the salient features of the radio interface are 
presented in Table 2-1, and the network features, relevant 
to this work, are briefly discussed in this chapter.
The GSM specifications have now been extended to include 
an air interface also for the 1800MHz frequency range, 
DCSl800-Digital Cellular System. DCS-1800 differs from GSM 
in three significant ways, and a number of minor ones. The 
assigned duplex frequency bands in DCS-1800 are 75 MHz, 
three times larger than in GSM, whilst the bands are located 
at frequencies almost twice those used in GSM. The DCS-1800 
is restricted to hand portable mobile power classes of 1W 
and 250mW peak power, whereas in GSM the lowest power level
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is from 200mW to either 2,5,8 or 20 W peak power. National 
roaming between operators with overlapping coverage is 
allowed in DCS-1800. Thus DCS-1800 is in effect GSM modified 
for operation in smaller cells.
3.1 GSM System Specification
The system specification for the GSM networks are:
Frequency Band Uplink: 890 MHz-915 
MHz
Downlink: 935 MHz- 
960 MHz
Duplex Distance 45 MHz
Carrier Separation 200 kHz
Modulation GMSK
Transmission Rate 270 kbps
Access Method TDMA
Speech Coder RPE LPC 13 kbps
Diversity Channel coding 
Interleaving 
Frequency Hopping 
Adaptive Equaliz­
ation
For DCS networks the system specification is the same, 
except for the frequency band and duplex distance. The 
uplink is specified between 1710-1785 MHz and the downlink 
1805-1880 MHz. The duplex distance is 95 MHz.
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Figure 3-1: TDMA Channel Concept, GSM
Figure 3-2 : Basic Time Frame, Time slot, and Burst Structure in GSM
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3.1.1 The Channel Concept in GSM
The radio interface is the general name of the connection 
between the mobile station (MS) and the base transceiver 
station (BTS). It utilises the TDMA- concept with one 
TDMA-frame per carrier frequency. Each frame consists of 
eight timeslots (TS) . The direction from BTS to MS is defined 
as the downlink and the opposite direction as the uplink. 
Figure [3-1] shows this TDMA channel concept.
3.1.1.1 Physical Channel
One timeslot of a TDMA -frame on one carrier is referred 
to as a physical channel. It could be compared with one 
channel in an FDMA -system, where every user is connected 
to the system via one out of a number of frequencies. 
Consequently, there are eight physical channels per carrier 
in GSM, channel 0-7 (timeslot 0-7). The information sent 
during one TS is called a burst.
3.1.1.2 Logical Channel
A great variety of information is transmitted between 
the BTS and the MS, e.g. user data and control signalling. 
The type of information transmitted, distinguishes between 
different logical channels. These logical channels are 
mapped on to the physical channels. For example, speech is 
sent on the logical channel "Traffic CHannel" (TCH) which 
during the transmission is allocated a certain physical 
channel, say channel 6 (TS 6) . The logical channels are 
divided into two groups-control channels and traffic 
channels.
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3.1.1.2.1 The Control Channels:
In GSM, the control channels are of three types, for more 
detailed information refer to [44]:
-Broadcast Channels (BCH)
-Frequency Correction Channel (FCCH)
-Synchronization Channel (SCH)
-Broadcast Control Channel (BCCH)
-Common Control Channels, (CCCH)
-Paging Channel (PCH)
-Random Access Channel (RACH)
-Access Grant Channel (AGCH)
-Dedicated Control Channel, (DCCH)
-Standalone Dedicated Control Channel (SDCCH)
-Slow Associated Control Channel (SACCH)
-Fast Associated Control Channel (FACCH)
3.1.1.2.2 Traffic Channels, TCH
The traffic channels are of two types-full rate and 
half rate. Today only full rate TCH is used, the future, 
when half rate speech coders with a tolerable quality is 
available, there will be the possibility to use halfrate 
TCH.
One full rate TCH occupies one physical channel (TS) on a 
carrier while two half rate TCHs can alternatively share 
one T S .
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3.1.1.3 Burst
The logical channels are mapped onto the physical 
channels in a certain way. A burst in GSM is defined as, 
the information format during one timeslot in the TDMA 
frame.
There are five different types of bursts:
-Normal burst
-Frequency correction burst 
-Synchronization burst 
-Access burst 
-Dummy burst
3.1,1.3.1 NORMAL BURST
This burst is used to carry information on TCH and on 
control channels BCCH, PCH, AGCH, SDCCH, SACCH and FACCH. 
Here, we only describe the contents of a normal burst as 
shown in Figure 3-2.
-The encrypted bits are 57 bits of encrypted data or speech 
plus one bit "stealing flag" indicating whether the burst 
was stolen for FACCH signalling or not.
-The training sequence (26 bits) is a known bit pattern 
used by the equalizer to create a channel model. The reason 
why the training sequence is placed in the middle is that 
the channel is constantly changing. By having it there, the 
chances are better that the channel is not too different 
when it affects the training sequence compared to when the 
information bits were affected. If the training sequence
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is placed at the beginning of a burst, the channel model 
created might not be valid for the bits at the end of the 
burst.
-The Tail bits (TB) are always (0,0,0). They assist the 
equalizer, which needs a known start and stop bit pattern,
i.e. the algorithm used in the equalizer needs a certain 
start/stop point.
-Since the timeslot is 0.577 ms long, it has room for 156.25 
bits, but the burst only contains 148 bits. The rest of the 
space 8.25 bits, is empty, and called Guard Time (GT). GT 
ensures that the transmissions from eight mobile users, 
using the whole eight time slots per carrier do not to 
overlap with each other. To synchronise the bursts with 
exact accuracy (no GT) is not easy to do in practice since 
the mobiles are moving during the call, causing the bursts 
from different mobiles to "slip" a little compared to each 
other, even though an adaptive time slot alignment method 
is used in GSM. The 8.25 bits corresponds to about 30us. 
The GT allows the transmitter to ramp-up and ramp down 
within limits specified by the GSM recommendations.
The relationship between the burst and TDMA frame is shown 
in Figure 3-2.
Figure 3-3 shows the mapping of a full rate TCH onto physical 
channels. There are 26 TSs cycle, after the IDLE (I) TS the 
sequence starts over again.
Figure 3-4, shows mapping of halfrate TCH onto physical 
channels. In these Figures:
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-T(TCH): Contains encoded speech or data
-A(SACCH): Control signalling, for example order to
change output power.
-I(IDLE): The Idle timeslot, where nothing is sent. This 
is used by the MS to read the control channels, see [44] 
for more details.
In future phase, when an improved generation of speech 
coders is available, the bit rate from the present 13 kbps 
can be reduced to 6.5 kbps. The result will be that only 
every other TS is necessary for one call and the other TS 
becomes idle. Therefore two mobiles will be able to use the 
same physical channel (alternatively) for their calls which 
leads to a doubling of the capacity.
The IDLE frame from the full-rate channel, as shown in 
Figure 3-4, is now used for SACCH signalling for the second 
mobile, but since the mobiles only use every other TS for 
the call, the multiframe (a period of 26 TSs) will contain 
13 IDLE frames for each mobile instead of one. A mobile can 
also be allocated two half-rate channels and use one for 
speech and the other for data, the ISDN concept.
45
4 6
3.1.2 Speech and Channel Coding
The speech is divided into 20 ms frames. These 20 ms frames 
are digitized and then speech coded. The speech coder, as 
shown in Figure [3-5] , delivers 260 bits for each 20 ms 
speech frame, which are divided into:
-50 very important bits 
-132 important bits and 
-78 not so important bits.
To the 50 bits, three parity bits are added (block coding). 
These 53 bits together with the 132 important bits and 4 
tail bits are convolutional encoded to 37 8 bits (rate 1:2) . 
The remaining bits are not protected. This coding results 
in 456 bits for every 20 ms speech frame.
3.1.2,1 Interleaving
In GSM there are two levels of interleaving to overcome 
the error bursts which is outside the capability of channel 
coding.
i) Internal Interleaving:
The channel coder provides 456 bits for every 20ms speech 
frame. These are interleaved, forming eight blocks of 57 
bits each, see Figure [3-6].
Ii) External Interleaving:
A second level of interleaving is carried out in GSM. 
This is between speech frames of 20 ms. The internal in­
terleaving generates 8 blocks of 57 bits each per every 20
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ms. In a normal burst (a traffic time slot) , there is space 
for 2x57 bits. Each of these 57 bits (a block) belongs to 
two consecutive speech frames (20ms) . If 2x57 bits from the 
same speech frame are inserted into a time slot, then the 
loss of this burst (e.g. due to fading) would result in a 
total of 25% missing bits, which is too much for the channel 
coding to cope with. Therefore, a second level of inter­
leaving is incorporated into GSM. This is shown in Figure 
[3-7] which shows the second (external) interleaving between 
speech frames A&B. Figure 3-8, demonstrates this inter­
leaving between four consecutive speech frames A,B,C and 
D.
Interleaving will increase the delay in the system, but it 
is affordable to loose one whole burst, as it would only 
results in 12.5% of the bits from each speech frame as 
opposed to 25% without external interleaving.
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Figure 3-7 : External Interleaving between Speech Frames, GSM
Figure 3-8 : Second level of interleaving , GSM
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GSM is basically divided into the switching System (SS) and 
the Base Station System (BSS) , see Figure 3-9, the GSM 
system model.
Each of these contains a number of Functional Units, in 
which all system functions are realized. The functional 
units are implemented in various equipments (hardware). 
The system is realized as a network of neighbouring radio 
cells, together providing complete coverage of the service 
area. Each cell also has a Base Transceiver Station (BTS) 
operating on a set of the service area. Each cell has a 
Base Transceiver Station (BTS) operating on a set of radio 
channels. These are different from the channels used in 
neighbouring cells in order to avoid interference. A group 
of BTSs is controlled by a Base Station Controller (BSC). 
BSC controls such functions as handover and power control. 
A number of BSCs are served by a Mobile services Switching 
Centre (MSC) which controls calls to and from the Public 
Switched Telephone Network (PSTN), Integrated Services 
Digital Networks (ISDN) , Public Land Mobile Networks (PLMN) , 
Public Data Networks and possibly, various private networks. 
The above mentioned units are all involved■ in carrying 
speech connections between a Mobile Station (MS) and e.g. 
a subscriber in the PSTN, the fixed network. If it were not 
for the possibility of making calls to a M S , there would 
be no need for any further equipment. The problem arises 
when a MS terminated call is made. The originator hardly 
ever knows where the called MS is located. Because of this, 
a number of data bases are required in the network that 
keep track of the M S . The most important of these data bases 
is the Home Location Register (HLR). When someone buys a 
subscription from one of the GSM operators, he/she will be 
registered in the HLR of that operator. The HLR contains 
subscriber information, such as supplementary services and 
authentication parameters. Furthermore, there will be in­
3.1.3 The GSM Network
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formation about the location of the MS, i.e. in which MSC 
area the MS presently resides. This information changes as 
the MS moves around. The MS sends location information (via 
MSC/VLR) to its HLR, thus providing the means to receive a 
call.
A unit called Authentication Centre (AUC) is connected to 
the HLR. The function of the AUC is to provide the HLR with 
authentication parameters and ciphering keys, both used for 
security reasons.
The Visitor Location Register (VLR) is a data base containing 
information about all the MSs currently located in the MSC 
area. Each MSC will have one unique VLR. As soon as a MS 
roams into a new MSC area, the VLR connected to that MSC 
requests data about that MS from the HLR. At the same time 
the HLR is informed, in which MSC the MS now resides. If, 
later on, the MS wants to make a call, the VLR will have 
all the information needed for the call set-up without 
having to interrogate the HLR each time. The VLR can be 
seen as a distributed HLR. The VLR also contains more exact 
information of the MS location in the MSC area.
If someone in the fixed network (PSTN) wants to make a call 
to a GSM subscriber, the exchange in PSTN will connect the 
call to a MSC equipped with a so-called gateway function. 
This MSC is known as the Gateway MSC (GMSC), and it can be 
any of the MSCs in the GSM network. The GMSC has to find 
the location of the desired M S . This is done by interrogating 
the HLR in which the MS is registered. The HLR replies with 
address to the current MSC area. Now the MSC can re-route 
the call to the correct MSC. When the call reaches that MSC 
then the VLR will know in more detail where the MS is 
located. The call is then switched through.
In GSM there is a difference between the physical equipment 
and the subscription. The mobile station is an equipment 
which can be vehicle installed or handheld. In GSM there 
is a small unit called the Subscriber Identity Module (SIM)
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which is a separate physical entity e.g. An IC card also 
called Smart Card. SIM and the station equipment together 
make up the MS. Without SIM, the MS can not get access to 
the GSM network, except for emergency traffic. While the 
SIM-card is connected to the subscription and not to the 
MS, the subscription can use another MS as well as his own. 
Equipment Identity Register (EIR) is a data base needed to 
contain the hardware Number of the authorised equipment. 
The EIR is connected to the MSC over the signalling link. 
This enables the MSC to check the validity of the equipment. 
For example, a non type-approved MS can also be barred in 
this way.
The Operation and Support System (OSS) is connected to all 
equipment in the Switching System and to the BSC.
Much of the complexity in modern telecommunications systems 
is in the networks used to route calls, perform billing, 
keep track of mobile subscribers, and to offer a host of 
services such as call redirection and answer-phone systems. 
GSM uses a network structure derived from wired telecom­
munication systems but with home and visitor location 
registers to keep track of mobiles. The GSM network has 
distributed processing at switching centres and offers a 
limited range of services.
The telecommunication network, for the purposes of this 
work, can be considered to be all the infrastructure required 
to route calls to appropriate BSs and control features such 
as billing, fault diagnosis, provision of additional ser­
vices, mobile location, etc.
The GSM network interfaces with PSTN, normally through the 
CCITT signalling system number 7 (SS7) interface. This 
allows transmission of digital and analogue data. There are 
a number of other interfaces within the GSM network; to 
corporate networks, other mobile networks, user interfaces
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and airtime retailer interfaces. These are mainly covered 
in the CCITT and GSM recommendations, and may will soon 
fall under the Open Network Provision (ONP) such that op­
erators will be required to use the recommended interface 
specification.
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3.1.4 GSM Subscriber Services
The basic GSM system optimised for telephony provides 
a digital transmission path. All functions for data and 
telematic services are designed as add-ons, which can be 
installed when necessary. A specific channel coding and 
radio link protocol are provided to ensure a good quality 
of service. A rate adaptation mechanism is also provided. 
A common architecture based on few elementary functions 
allows provision of a limited set of GSM PLMN (Public Land 
Mobile Network) connection types. These support a range of 
services.
The type of services can be divided into Teleservices and 
Bearer services. A teleservice provides the subscriber with 
a complete capability, including necessary terminal 
equipment, to communicate with another subscriber. A bearer 
service provides the capacity necessary to transmit ap­
propriate signals between two access points providing an 
interface to the network.
Figures [3-103 and [3-11], illustrate the tele/bearer 
services definitions in GSM.
To be able to use or activate a certain service, subscriber 
has to subscribe to it. Some of the services are available 
for everybody, these are defined as basic services. The 
supplementary services are the typical services one has to 
subscribe to in order to use them.
3.1.4.1 Teleservices
The teleservices provide complete capability for two cus­
tomers to communicate with one another. The following generic 
teleservices are offered by the GSM system:
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Normal Telephony
Normal telephony ( two-way voice communication) with the 
ability to make and receive calls to fixed and mobile 
subscribers all over the world, is the fundamental service 
offered by GSM.
DTMF
DTMF- Dual Tone Multi Frequency- is a tone signalling scheme 
often used for various control purposes via the telephone 
network, such as remote control of an answering machine.
Emergency Call
Emergency calls are possible to make from a mobile even 
without a valid subscription. The emergency number within 
GSM is 112.
Facsimile Group 3 and 4
Short Message Services- SMS
A very convenient facility of the GSM network is the 
short message service. A message consisting of a maximum 
of 160 alphanumeric characters can be sent to or from a 
mobile station.
If the mobile station is switched off, or has left the 
coverage area, the message is stored in a short message 
service centre. The message is offered to the subscriber 
when the mobile is switched on again, or has re-entred the 
coverage area of the network. This function assures that 
the message will be received.
Cell Broadcast
A variation of the short message service is the cell 
broadcast facility. A message of a maximum of 93 characters
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can be broadcast to all mobiles within a certain geographic 
area. Typical applications are traffic congestion warnings 
and reports on accidents.
Voice Mail
This service is actually an answering machine within 
the network, which is controlled by the subscriber. Calls 
can be forwarded to this voice mail box, and then checked 
by the subscriber via a personal security code.
Fax Mail
With this service the subscriber can receive fax messages 
at any fax machine. The fax messages are stored in a service 
centre, from which they can be retrieved by the subscriber 
via a personal security code, to the desired fax number.
3.1.4.2 Bearer Services
The bearer service provides a "transport-service" which 
enables customers to interchange data according to their 
specified applications. The GSM offers a wide range of 
bearer services. Asynchronous and synchronous data trans­
mission rates up to 9.6 kbps are supported. Some of the 
bearer services are described herein, but for more 
information see GSM Recommendations-09 series:
-Audio restricted 3.1 kHz
-Data circuit duplex asynchronous 300-9600 bps 
-Data circuit duplex synchronous 1200-9600 bps 
-PAD access circuit asynchronous 300-9600 bps 
-Data packet duplex synchronous 2400-9600 bps 
-Alternate speech/unrestricted digital 
-12.6 kbps unrestricted digital 
-ISDN terminal support
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Traffic to PSTN-
Applicable data traffic to PSTN are modem calls.
Traffic to ISDN
The whole set of data communication services are available 
with ISDN terminals. Unrestricted digital information are 
also available, that is pure digital information is 
transferred and no modem is necessary.
Traffic to PSPDN-Packet Switched Public Data Networks 
The Packet services support synchronous data with rates of 
1200, 2400, 4800 and 9600 kbps. In this case (synchronous) 
a packet mode terminal may be directly connected to the 
mobile station.
Basic PAD-Packet Assembly/Disassembly-Service 
Access from a mobile station to a packet switched network 
is possible via the PAD facility in GSM or in the PSTN. In 
both cases asynchronous rates between 300 and 9600 kbps are 
supported.
Traffic to CSPDN-Circuit Switched Public Data Networks 
A CSPDN is reachable via PSTN or ISDN, but will depend on 
the provision of interworking between CSPDN and the transit 
networks.
Figure [3-12], shows the seven different forms of traffic 
channels (TCH) in GSM.
60
6 1
3.2 GSM and its Phases
Originally GSM was seen as a pan-European only system
i.e. a single version with a fixed path towards the future. 
But in the late 19 80s the GSM community realised it would 
not be possible to finalise the originally planned range 
of services and features of GSM in their entirety and in 
time. That is how phase 1, with a limited set of services 
and features, was born. The objectives were to finalise the 
remaining features within two years in phase 2.
With phase 1 the GSM specifications were closed for further 
modifications or enhancements. The phase 1 standard is not 
only the platform for further GSM developments, it also 
contains a variety of services and features, although ad­
vanced analogue systems such as NMT and TACS, still, in 
many respects, offer more.
But GSM offers features such as international roaming, 
Subscriber Identity Module (SIM) cards, ciphering, short 
message service and data services up to 9.6kbps. Even more 
importantly, GSM has a high potential in terms of additional 
features and services.
GSM also gives greater capacity, ISDN conformity, openness 
for network specific services and for terminal innovations, 
and built-in mechanisms for future enhancements.
In between phase 1 and phase 2 there is a phase 1.5, 
concerning ciphering over the air interface.
ETSI-European Telecommunications Standardisation
Institute- and the GSM group have designed an alternative 
to the very strong original ciphering algorithm A 5 , which 
is generally forbidden to export outside NATO countries. 
The phase 2 standard already caters for multiple ciphering 
algorithms.
When creating phase 2, a proper interworking between phase 
1 and phase 2 equipments has to be ensured. This is called 
cross phase compatibility. On the infrastructure side, the
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phase 1 signalling is thus a subset of the phase 2 signalling. 
Upward compatibility is thus not a major problem in the 
transition from phase 1 to phase 2. Furthermore, with the 
current rate of progress of micro electronics, adding a 
reasonable amount of complexity in the MS for the sake of 
cross-phase compatibility may soon be an acceptable pro­
posal. Such a trend is already apparent in a decision made 
by the ETSI SMG -Special Mobile Group- with respect to the 
half rate speech coding algorithm. In this case it was 
decided that MSs with the half-rate scheme should also have 
a full rate capability. The impact of this decision can be 
assessed knowing that the complexity of the half-rate speech 
codec is approximately four times the complexity of the 
full-rate codec. The added complexity in a dual-rate MS is 
thus only 20 percent more than it would be for a 
half-rate-only MS [43].
The experience of the phase 1 /phase 2 transition thus gives 
confidence that upward compatibility requirements can easily 
be met for the future evolution of GSM.
The phase 2 standard encompasses a far larger set of services 
and features than phase 1, such as extended frequency band 
for GSM 900 and DCS 1800 specifications, and an optimization 
of the phase 1 standard in general.
Regarding services, close co-operation between ETSI and the 
operators' association has made sure that the standards 
covers what is feasible.
Most new services are to be found in the Supplementary 
Services category. In addition to CA11 Forwarding and Call 
Barring, they include;
-Calling and called line identification-display of calling 
and called number
-Prevention against display of calling or called number 
-Call waiting and Call Hold - indication of an incoming
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call during conversation and the ability to switch to this 
without dropping the first one.
-Multi-party call with up to six parties
The standardisation groups have already started the process 
towards a life after phase 2- the phase 2+ programme. It 
includes the following features;
-Business orientated features 
-General specific improvements 
-Creation of variants of GSM 
-Virtual Private networks
-DECT -Digital European Cordless Telephone- access to GSM
infrastructure
-Multiple subscriber number
Priorities and time scales for new features and functions 
depend primarily on the interest shown by GSM operating 
companies and manufacturers, and also on developments in 
related technology areas.
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CHAPTER 4
4.0 SPEECH CHARACTERISTICS AND MODELS
4.1 SPEECH CHARACTERISTICS
Speech is a synchronous type of traffic and its continuity 
must be preserved in order to retain its integrity. Its 
continuity may be disturbed by long and variable delays. 
Speech is highly compressible because the speech signal 
contains a large amount of redundancy. It can be coded over 
a wide range of spectrum of speech transmission rates (from 
20 0kbps for broadcast quality down to a few tens of bits 
per second for synthetic quality[42]). This redundancy 
allows for a certain degree of error tolerance. Observations 
of typical conversations[42] indicate that speech is 
characterised by utterances, pauses or talkspurts and si­
lences . A talkspurt is a period of time occupied by a 
talker's speech. The low activity of conversational speech 
is due to the fact that each party only speaks for about 
half the time; remaining silent whilst the other is speaking. 
Typical activity ratios in speech conversations are around 
40%. Activity in speech can be detected using a Voice 
Activity Detector (VAD) and this leads to some useful digital 
processing schemes. The parameters that affect the speech 
quality are discussed in the following sections.
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4.1.1 Speech Clipping
Speech clipping is the loss of speech energy for any 
time duration. Effects of speech clippings arise in systems 
which use speech activity detection in order to exploit 
speech idle time, and which manage the resulting speech 
burst traffic on a speech clipping basis. Examples of such 
systems include speech interpolators [26] and packetized 
voice systems [27-30] . This impairment can also arise due 
to interruptions in carrier communication systems caused 
by protection switching activity and uncontrolled frame 
slips[31].
In certain systems, contention amongst speech bursts from 
different sources can be resolved by discarding the first 
part of the most recent speech burst to arrive; this is 
called front-end clipping (FEC) and is often associated 
with speech interpolators [32] . Alternatively, short speech 
durations in the middle of one or more contending speech 
bursts can be discarded until more resources become 
available; this is called midspeech burst clipping (MSC) 
and can arise in packetized voice systems [27] . Regardless 
of the clipping mechanism, subjective performance depends 
on the following four factors [33]:
-the speech clipping duration (L in seconds)
-the proportion of active speech that is clipped (P)
-the frequency of speech clipping occurrences (F in clips/s) 
-the speech activity (a, 0 < a < l ) .
These factors are related by the equation P=FL/a.
Front-end clipping (FEC) is a well known impairment for 
which various performance guide lines have been established. 
For example, a FEC duration of 15ms is the approximate 
threshold of perceptibility of this impairment [34] , and the
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ITU-R percentage speech loss specification is limited to 
<=0.5%[35]. Subjective tests carried out with high activity 
monolog source speech in [36] and based on the relationship 
P=FL/a, these limits, when taken together, correspond to a 
frequency of loss occurrence of nearly 20 FECs/min, and to 
a good to excellent performance as indicated by a mean 
opinion score (MOS) exceeding 4. These limits are therefore 
somewhat stringent; the speech loss duration can be increased 
to 50ms and has been shown to still provide good perfor­
mance [34] .
Loss duration > 50ms should generally be avoided since it 
has a potentially adverse effect on intelligibility [34] . 
Accordingly, the 'Campanella criterion' states that no more 
than 2 percent of FECs may exceed 50ms[17]. Based on sub­
jective tests carried out in [36], it has been estimated 
that this criterion results in 'fair to good' performance 
[34] .
Since FEC affects the start of the speech burst, the sub­
jective effect of this impairment depends critically on the 
speech detector design. The above qualitative observations 
pertain to a speech detector with 200ms hangover which 
generates nearly 20 speech bursts/min for high activity 
monolog speech [36], From the relationship P=FL/a, it can 
be roughly estimated that about the same performance would 
be achieved for conversational speech for which the speech 
activity and speech burst rate are approximately half that 
of monolog speech; i.e. nearly 50 percent and nearly 10 
speech burst/min, respectively.
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Front-end clipping performance is summarised as follows:
Front-End 
Clipping 
Duration 
L (ms)
Proportion 
of Speech 
Clipped 
P (% )
Frequency 
of Clip 
Occurrence 
Range F 
(FECs/min) 
e
Quality-Of-Service
M0Sf Remarks
< 1 5 a < 0 . 5 b < 1 8 >4 Good-Exce
1
< 5 0 < 0 . 5 b <5 # 4 Good
< 5 0
> 5 0 c
< 1 . 6  
>0 . 04
< 1 7 .  6 
<0 . 4 b
# 3 . 5 Fair-Good
a : Threshold of perceptibility [34]
b : CCIR guidline[35]
c ' ©  Campanella criterion [17]
d ; < 2 %  of clips/min # -0*4 clips/min
e : Based on F-Pa/L for ab0ut 18 speech bursts/min and high 
activity (a = 0.9) monologue speech [33]
f : For about 18 clips/min and high activity (a-0.9) monolog 
speech[33].
68
From [36-37] , the following conclusions can be drawn 
concerning Midspeech Burst Clipping (MSC):
»Little or no impairment results from < 1 %  clipping with 
durations <5ms.
»Speech clipping durations from 10 to 50 ms produce no­
ticeable quality-of-service degradations unless the per­
centage of speech clipping is quite low (<0.2%) 
»Quality-of-service degrades for high percentages of speech 
clipping and < 5 0 m s  durations. However, intelligibility is 
basically not expected to be affected; therefore, this range 
for MSC is useful for transient overload situations. 
»Speech clipping duration >50ms cause quality-of-service 
as well as potential intelligibility degradations. These 
conditions should generally be avoided for telephony use. 
Based on these observations the performance for MSC is 
summarised as follows:
Midspeech 
Burst 
Clipping 
Duration 
L (ms)
Proportion 
of Speech 
Clipped 
P(%)
Frequency
of Clip
Occurrence
RangeF
(MSCs/min)
a
Quality-Of-Service
MOS Remarks
< 5 0 < 0 . 2 > 2 . 2 < > 4 Good-Exce
1
<5 0 < 0 . 5 > 5 . 4 > 3.5 Fair-Good
a : Based on F - P a / L  j=o r  High activity (a = 0.9)  monolog speech. 
The range corresponds to other than the limiting values of 
L and P.
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Although the above results are for monolog speech, some 
inferences about performance for conversational speech can 
be made based on the relationship F=Pa/L.
For a given proportion of clipped speech (P) with given 
clip duration (L) , the frequency of speech clips (F) for a 
conversation can be expected to be about half that for a 
monologue, based on the reduction in speech activity (a). 
Therefore, since performance improves with reduced clip 
rate, the implication is that for fixed P and L, performance 
for conversation would be better than for monologue speech. 
Thus the above results may be regarded as somewhat con­
servative in this respect.
These results were reported for nationwide public and private 
network applications, where the aim is to provide relatively 
high speech quality at high rate speech coding. This is in 
contrast to the low bit rate speech coding used in mobile 
communications where the bits in each speech frame have a 
different importance and have different role in recon­
struction of the speech frames. In this scenario, the speech 
quality can be degraded more severely if clipping falls on 
the high-class bits of the GSM for example.
4.1.2 Variable Speech Burst Delay
This is a parameter related to transmission delay. It 
is the random buffering or queuing delay imposed on speech 
burst traffic. This parameter arises in systems which use 
speech activity detection to exploit speech idle time, and 
which manage the resulting speech burst traffic on a delayed 
(or buffered) basis. Examples of such systems include 
buffered speech interpolators [26] , packet voice networks 
[27-29], various integrated services systems[38] and GSM 
[44] . The subjective effect of variable delay is highly 
dependent on the speech detector threshold and hangover
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[39]. These two parameters should be appropriately chosen 
pairwise in order to maintain approximately constant speech 
quality with no speech burst delay [32].
The purpose of hangover is to bridge short silence periods 
in speech, thereby creating fewer and longer talkspurts. 
The significance of hangover is that, amongst other things, 
it reduces overall exposure to variable network delay im­
pairments. This is done firstly by reducing the talkspurt 
rate, and secondly by forcing variable delay occurrences 
to be imposed on relatively long silence periods amongst 
phrases and sentences, where they are much less perceptible 
than if imposed on relatively short silent periods among 
words and syllables [38,40-41]. Other well-known benefits 
of hangover are: minimization of speech detector induced 
back-end clipping of talkspurts, and reduction of signalling 
overhead in speech interpolation systems. The latter is 
also applicable to voice/data multiplexers to ensure that, 
once channel capacity is secured, it is not prematurely 
released. This has the desirable effect of not only reducing 
signalling overhead, but also of reducing the number of 
talkspurts and thereby ensuring a more continuous flow of 
speech.
A potential disadvantage of hangover, however, is an ef­
fective increase in speech activity since channel capacity 
is occupied by hangover during part of the speech silence 
time.
4.1.3 Background Noise:
A basic problem when using discontinuous transmission 
( See next Section) is the background acoustic noise, which 
is transmitted together with the speech, would disappear 
when the radio transmission is cut, resulting in a modulation 
of the background noise. Since the discontinuous trans­
mission switching can take place very rapidly, it has been 
found [GSM Recommendation 06.12] that this effect can be
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very annoying for the listener- especially in a vehicle 
environment with high background noise levels. In par­
ticularly bad cases the speech may be hardly intelligible. 
The background noise in a mobile communication environment 
is much greater than that in fixed telephony services. 
Experience has shown that a listener is greatly disturbed 
when the background noise behind the speech is suddenly 
cut-off. This would happen regularly with discontinuous 
transmission. A means to avoid the disturbance is to generate 
an artificial noise when no speech signal is received. To 
preserve the speech quality and maintain the spirit of 
discontinuous transmission, instead of transmitting the 
actual background noise, the parameters which describe the 
characteristics of this noise are regularly updated and 
transmitted at much lower rates.
4.2 Discontinuous Transmission
Discontinuous Transmission (DTX) is a mechanism which 
allows the radio transmitter to be switched off most of the 
time during speech pauses for the following two purposes:
-to save power in the mobile station
-to reduce the overall interference level on the air
The DTX mechanism requires the following functions:
-a Voice Activity Detector (VAD) on the transmit side,
-evaluation of background acoustic noise on the transmit
side, in order to transmit characteristic parameters to the 
receive side;
-generation on the receive side of a similar noise, called 
comfort noise, during periods where the radio transmission 
is cut.
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4.2.1 DTX in GSM
The GSM VAD is defined in recommendation GSM 06.32, and 
the comfort noise functions in recommendation GSM 06.12. 
Both are based partly on the speech coder and its internal 
variables, defined in recommendation GSM 06.10.
In addition to these functions, if the parameters arriving 
at the receive side are detected to be seriously corrupted 
by errors, the speech or comfort noise is generated from 
substituted data in order to avoid seriously annoying effects 
for the listener. This is called substitution and muting 
of lost frames or speech interpolations.
With the GSM system in the DTX mode, the aim is to encode 
speech at 13kbps (full rate) when the user is actually 
speaking, and otherwise at a bit rate around 500bps. This 
low rate flow is sufficient to encode the background noise, 
which is regenerated for the listener comfort (comfort 
noise) to avoid him thinking that the connection is broken. 
The low rate encoding corresponds to a decreased effective 
radio transmission since, to be exact, the active speech 
flow is composed of one frame of 260 bits each 20 ms, and 
the inactive speech flow is one such frame each 480ms.
In order to implement such a mechanism, the source must be 
able to indicate when transmission is required. In the case 
of talkspurt, the coder must detect whether or not there 
is some vocal activity through the VAD. At the reception 
side, the listener's ear must not be disturbed by sudden 
disappearance of noise and the decoder must therefore be 
able to generate some comfort noise when no signal is 
received.
The VAD algorithm is very closely linked to the speech 
coding algorithm. For each output frame, the coder provides 
an additional bit of information indicating whether the 
frame must be transmitted or need not be.
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4.2.1.1 GSM DTX on The Transmit Side
A block diagram of the transmit side DTX functions is shown 
in Figure [4-1].
The TX DTX handler continuously passes traffic frames, 
individually marked by a flag SP, to the radio subsystem 
(RSS). Binary flag SP=1 indicates a speech frame, SP=0 
indicates a silence frame.
The scheduling of the frames for transmission on the air 
interface is controlled by the RSS alone, on the basis of 
the SP flag.
To allow for an exact verification of the TX DTX handler 
functions, all frames before the reset of the system have 
to be treated as if there would have been speech frames for 
an infinitely long time. Therefore, the first N frames after 
the reset are always marked with SP=1, even if VAD=0 (hangover 
period).
The VAD must operate continuously in order to assess whether 
the input signal contains speech. The output is a binary 
flag (VAD=1 or VAD=0, respectively) on a frame by frame 
basis (see Recommendation GSM 06.32).
Whenever VAD=1, the speech encoder output frame will be 
passed directly to the RSS, marked with SP=1.
At the end of a speech burst (transition VAD=1 to VAD=0), 
it takes N+l consecutive frames to make a new updated 
SID-Silence Descriptor, frame available (GSM 06.12). Nor­
mally, the first N speech encoder output frames after the 
v end of the speech burst will therefore be passed directly 
to the RSS, marked with SP=1 (hangover period). The first 
new SID frame is then passed to the RSS as frame N+l after 
the end of the speech burst, marked with SP=0, (see Figure 
4-2) .
If, however, at the end of the speech burst, less than 24 
frames have elapsed since the last SID frame was computed 
and passed to the RSS, until a new updated SID frame is
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available (N+l consecutive frames marked with VAD=0). This 
reduces the activity on air in cases where short background 
noise spikes are taken for speech, by avoiding the "hangover" 
waiting for the SID frame computation (see also Figure 4-3) . 
This figure shows as an example the longest possible speech 
burst without hangover.
Once the first SID frame after the end of a speech burst 
has been computed and passed to the RSS, the TX DTX Handler 
continuously computes and passes updated SID frames to the 
RSS, marked with SP=0 as long as VAD remained at VAD=0. 
Consequently, the speech encoder must operate continuously.
4.2.1.2 GSM DTX on Receive Side
A block diagram of the receive side DTX functions is 
shown in Figure 4-4.
The RSS continuously passes the received traffic frames to 
the RX DTX handler, individually marked by various pre­
processing functions with 3 flags. These are the BFI-Bad 
Frame Indication-, the SID and the TAF- Time Alignment Flag- 
flags described below, which serve to classify the traffic 
frame, i.e. good, bad etc frames.
This classification, in turn allows the RX DTX handler to 
determine in a simple way how the received frame is to be 
handled.
The binary TAF flag marks with TAF=1 those traffic frames 
that are aligned with SACCH (Slow Associated Control 
Channel), see GSM channel structure in Figure 3-3. 
Functions of the RX DTX handler are fully described in 
recommendation GSM 06.31.
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4.3 Adopted Speech Model
Voice messages are continuous and are sensitive to 
transmission delay whereas some data traffic are usually 
bursty and less sensitive to transmission delays. Fur­
thermore, speech may be characterised by a series of 
talkspurts and pauses, which occur due to silences between 
the words and whilst listening. Measurements show that in 
a telephone conversation, speech is present for approxi­
mately 40% of the time [163 . If a channel is assigned to a 
voice user for the whole duration of a conversation, 60% 
of the time the channel remains unused, which is not 
spectrally very efficient. In theory, by efficiently ex­
ploiting the voice characteristics, the system capacity can 
be increased to 2. 5 times the case with no speech activity. 
Qualcomm cellular CDMA system takes advantage of the voice 
characteristics through Discontinuous Transmission (DTX) 
and claims that it can effectively increase the system 
capacity by a factor of 2.
DTX is also a standard feature of the TDMA-based GSM system, 
but exploited in a different sense to that of Qualcomm CDMA. 
DTX is mainly used to extend the Mobile Station's (MS) 
battery life and to reduce co-channel interference.
In this work attempts are made to take advantage of DTX 
in TDMA-based cellular systems to exploit the speech/data 
characteristics and by statistical multiplexing of different 
and unsynchronised MSs with different services (voice and/or 
data) . This results in either an increase in the number of 
voice users in a given bandwidth (system capacity), and/or 
increase in the range of data services. Thus, in all of 
the proposed protocols, we have attempted to utilize the 
channel during periods of inactivity, as efficiently as 
possible, while keeping the quality of service, in particular
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for telephony service, intact by minimising the violation 
of the parameters, mentioned above, that affect the speech 
quality.
A speech source creates a pattern of talkspurts and 
gaps, as classified by a voice activity detector (VAD). 
There are principle spurts and gaps related to the talking, 
pausing, and listening patterns of a conversation. There 
are also "minispurts" and "minigaps" due to the short silence 
intervals that punctuate continuous speech.
The "slow" speech activity detector responds only to the 
principle talkspurts and gaps. A more sensitive, "fast" 
speech activity detector also responds to the minispurts 
and minigaps. The model of the slow speech detector is 
similar to the behaviour of the detector designed for the 
original Time Assignment Speech Interpolation (TASI) system 
devised to improve the efficiency of undersea cable 
transmission [17]. The model of the fast detector is based 
on the behaviour of the speech detector used in an ex­
perimental wide-band packet communications system [22]. 
The slow speech activity detector is modelled as a two1-state 
Markov process as shown in Figure 4-5(a). The probability 
that a talkspurt with mean duration t^ seconds ends in a 
time slot of duration x seconds is given by:
This is the probability of transition from the talking 
state, TLK, to the silence state, SIL. Correspondingly, the 
probability that a silence gap, of mean duration t2 sec, 
ends during a x sec is:
Eq.[4-1]
Eq.[4-2]
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In the fast speech activity detector, Figure 4-5(b), there 
are three states: talking (TLK), principle silence gap
(SILp), and minisilence gap (SILm ). The probability of a 
transition from SILp to TLK during any time slot is a as 
in Eq. [4-2]. Minisilences have mean duration t4 sec, and 
the probability of a transition from SILm to TLK is
At the end of a minitalkspurt (mean duration t3 sec) there 
is a transition from TLK to SILm provided this spurt is not 
the final one in a principle talkspurt. The probability 
that a minispurt ends in any timeslot is
The mean number of minitalkspurts in each principle talkspurt 
is the ratio ti/(t3 +t4 ). Therefore,
is the probability that any minitalkspurt is the final one 
in its principle talkspurt. Thus the probability of a 
transition from TLK to SILm is (1 - y t) y m and the probability 
of a transition from TLK to SILp is y ty m.
The expected spurt and gap durations are properties of the 
VAD. With t4=0 (no minigap detected) , and t^=t3 (no dis­
tinction between minispurts and principle spurts), yt=l, 
and the slow detector becomes a special case of the fast 
detector.
To eliminate the impact of impulse noise, talkspurts less 
than 15ms must be deleted (replaced by silence) while si­
lences less than 200 ms must be filled-in by talkspurt in 
order to minimise inter-syllable interruptions.
Table [4-1] summarises and defines the notation of average 
talkspurt and gap durations and numerical values obtained 
from measurements of conversational speech[21].
Eq .[4-3]
Eq -[4-4]
8 0
Condition Average Dur­
ation
Measured Value 
(s)
Principle Talk- tl 1.00
spurt
Principle Gap t2 1.35
Minispurt t3 0.275
Minigap t4 0.050
Table [4-1] : Speech Activity Model Parameters
A 2 state Markov process was used as a model of the behaviour 
of the voice activity detector (VAD) . At the end of each 
packet, the output of the detector is examined for possible 
state transitions. According to the following definition 
of voice activity, and using the assumed values in Table 
[4-1] , a speech activity of a ys = 0.43 for slow and a speech 
activity of a vf = o.36 for the fast detector are obtained.
«» = r 7 T  Eq .[4-6]t \ + t 2
And for fast detector;
 ^3
a vf = a vsJ-—r  Eq .[4-7]
In this work the slow voice activity detector is adopted 
to model the speech, in order to avoid the mid-speech 
clippings which can occur with the fast voice activity 
detectors. Using the slow voice activity detector, the only 
speech impairment is the front-end clippings depending on 
the protocol adopted.
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aFigure 4-5: Speech activity models: (a) Slow activity detector
(b) Fast activity detector
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CHAPTER 5
5.0 MULTIPLEXING AND ACCESS PROTOCOL TECHNIQUES FOR VOICE 
AND DATA INTEGRATION
The original (Time Assignment Speech Interpolation) TASI 
and (Digital Speech Interpolation) DSI (systems were de­
veloped for voice only applications. Slotted Envelope 
Networks SENET [45-46] have been proposed for voice/data 
integration in satellite communication systems, utilising 
a wideband TDMA structure and a movable boundary to delineate
between slots for circuit switched voice and slots for
packet switched data. The movable boundary provides the 
network with flexibility to accommodate instantaneous
changes in the demand' for voice and data traffics. The
original SENET concept did not utilise TASI, but this im­
provement was suggested in later work [47-48]. Other packet 
switched configurations for integrated voice/data systems 
are analysed in [49] and design issues of an integrated 
voice/data mobile system are discussed in [51] .
Another promising new protocol for voice/data integration 
in wireless communications is Packet Reservation Multiple 
Access (PRMA) [19,21,50]. Recently RACEII Advanced TDMA 
(ATDMA Project) has proposed an access protocol for the 
third generation mobile communication system, based on an 
improved version of the PRMA called PRMA++ [52-53] . Here, 
we only describe and evaluate the performance of PRMA and 
its suitability for the future mobile communication system.
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5.1 Packet Reservation Multiple Access (PRMA)
Goodman, et.al [19,21,50], proposed a new multiple access 
scheme under the name Packet Reservation Multiple Access 
(PRMA), in which the statistical property of voice is ex­
ploited to increase the system capacity in terms of number 
of users/channel. PRMA is closely related to the reservation 
ALOHA protocol, R-ALOHA. PRMA is distinguished from R-ALOHA 
by its response to network congestion and by its short round 
trip transmission time. In R-ALOHA, congestion causes long 
packet delays. In PRMA, information packets from periodic 
sources, such as speech, are discarded if they remain in 
the terminal beyond certain time limit. In this scheme, the 
upstream channel is slotted and grouped into a frame. At 
the end of each time slot, there is a broadcast from the 
base-station, which indicates the state of the slot. A slot 
can only be in either of the two states- reserved or 
unreserved. If a slot has been broadcast as unreserved, all 
the terminals which have traffic to send, contend for this 
slot, by sending a packet using an- ALOHA protocol in the 
same slot of the next frame. A terminal which has successfully 
reserved the slot will transmit in that slot in future 
frames until the end of its talkspurt. When a slot, received 
at the base-station is empty the base-station again declares 
the state of that slot as unreserved. When a slot is broadcast 
as reserved, all the contending terminals refrain from 
transmitting in that slot, except the terminal which has 
reserved the slot. When a terminal has information to send, 
it tries to retransmit in other unreserved slots with a 
transmission permission probability, p. Repetitive colli­
sions will increase the transmission delays of packets, 
which is a very sensitive parameter in speech communication. 
A maximum delay of 32 milliseconds was considered acceptable. 
When this delay limit is exceeded the speech packet is
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dropped. Dropped packets are the main cause of speech im­
pairment. The figure of merit for evaluation of this protocol 
is, the amount of voice traffic carried without exceeding 
a specified probability of packet dropping.
Figure [5-1] shows the PRMA protocol and the possible states 
undertaken by a voice user.
In Section 5.2, general formulae for the analysis of 
reservation-based packet access protocols are derived. 
Section 5. 3 uses these formulae to evaluate the upper-bound 
performance such protocols can offer.
5.2 General Analysis of Reservation-Base Packet Access 
Protocols [61]
In this section, general formulae for evaluating the per­
formance of reservation-based packet access protocols are 
derived. These formulae will provide a tool to evaluate the 
upper-bounds on the capacity offered by such protocols, and 
hence provide a measure of the sensitivity of capacity to 
different system parameters.
One of the main factors that differentiate between 
different protocols is the throughput they offer, defined 
a s :
^Probability that the channel is successfully utilised
the  average  num ber  of occupied t ime slots (channels ) in a f r am e
T| = E a*
N
Eq. [ 5 - 1 ]
the num ber  of t im e  slots (channels) in a f r am e
|  ^ N  M ~ n s
I  I  P ( . n „ n g)n,
ISJ n s - 0 n g = 0
Where r| is the throughput, E [ x ]  is the statistical expected 
value of the random variable x, N  is the number of time 
slots in a frame, M  is the total number of active sub-
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scr±bers,fts is the number of reserved time slots in a frame, 
n q is the number of contending terminals, P ( n s , n q') is the 
state probability, i.e., the probability that the number 
of contending users is n q and n s out of N time slots are in 
reservation.
Another important performance parameter is the average 
access delay:
Where D is the average access delay, /£>(£>, G) is the 
probability density function (pdf) of delay with average 
message length of 11 seconds.
As the speech terminal requires prompt information delivery, 
the speech packets delayed over a delay limit of D max seconds 
are discarded. Discarding the speech packets which suffer 
more delay than D max results in packet dropping probability 
Pdrop which is yet another performance measure of packet 
switching protocols.
5.2.1 Derivation of packet dropping probability
The number of dropped packets per terminal that experiences 
delay D larger than £>max the delay threshold is:
Eq. [5-2]
Eq.[5-3]
Where T f represents the TDMA frame duration. 
Similarly the number of packets in a message is:
N p Eq . [5 -4 ]
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Where t is the message duration and is the number of 
packets in the message. Hence, the packet dropping prob­
ability for a message of length t seconds which experiences 
a delay of D seconds is:
P  drop f  ( . D  > t  , 1 1 )
R drop f  (.D , t , t J )
r
L T/
t i ]
AD.At Eq .[5-5]
D ~ D max AD.At Eq .[5-6]
Where f ( D , t , t x) is the joint pdf of delay D and message 
duration t seconds with average message duration of t x seconds . 
Since the experienced delay and message duration are 
statistically independent, then:
^drop = / z > ( ^ £ i ) / t( M i ) - -  ^-maxADAt Eq, [5-7]
Where / d CD.G) and are the pdf of the delay and the
message duration respectively. Finally the average packet 
dropping probability i s :
r r Dmax+l D - D
P d r o p =  /D(£>.G)/t( G G ) --- — d D d t Eq .[5-8]
ti 0 jDaD^  *+Tf f
Where f tC>t x) is the pfd of the message length (in case of
speech, a talkspurt duration) with average size of t x seconds. 
With the P drop , the capacity is defined as:
Ad max
c — p  Eq.[5-9]
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Where M max is the maximum number of speech terminals sup­
ported whilst Pdrop less than a desired figure of merit is 
satisfied.
The packet dropping degrades the received voice quality, 
it also reduces the talkspurt length which can result in 
reducing the contention level. Therefore, to take this 
reduction in size of talkspurt (as the result of packet 
dropping) into account, it can be assumed, without loss of 
generality, that this reduction, in talkspurt size, does 
not change the distribution profile of the talkspurt dur­
ation, however, it modifies the average duration as:
t T ^ E i n - p ^ n
= (1 ~ P vd r o p ) E ( t v )
=  (1  - P d r o p W
Where,
P l o P = 0 Eq . [5 -10]
Hence, in order to obtain the exact value of the performance 
measures i.e. (throughput, average delay, packet dropping 
probability, capacity) the above equation needs to be 
calculated by iteration.
5.3 Upper-Bound Performance Analysis of Packet 
Reservation-based Protocols
The performance of the packet reservation based protocols 
are adversely affected by collision caused through con­
tention either in gaining an information time slot or a 
reservation time slot. These collisions waste available 
channel resources and affect the system performance. 
Therefore, to create an ideal condition, there must be no 
contentions (i.e. no collisions). To calculate the upper-
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bound performance offered by such protocols collisions must 
be, somehow, eliminated. Thus, it is assumed that both the 
base station (BS) and terminals are aware of each others' 
status at any time with no signalling delays. Hence, the 
base station has complete knowledge of the terminals with 
packets to send and those in a silence state. It enables 
the BS to organise a queue for the waiting terminals in any 
discipline, (i.e. First-Come-First-Served, Last-Come- 
First-Served, Random-Selected for Service, Priority or 
namely FCFS, LCFS, RSS, PR, respectively [54]). When a 
channel becomes available, it is then granted by the BS to 
one of the terminal waiting in the queue according to the 
adopted priority discipline. While a terminal is waiting 
in the queue, packets aged over a certain threshold could 
be dropped depending on the nature of the source (e.g. in 
case of speech sources). Once a terminal has gained access 
to a time slot, it then transmits the remainder of its 
message packets (if any) on the reserved (allocated) slot 
once in each frame. After sending the last packet the 
terminal leaves the corresponding timeslot. By using this 
algorithm it is possible to represent an ideal case of 
utilising the channel resources. It goes without saying 
that this protocol is not practical in the uplink, although 
it is possible in the downlink direction. However, this 
will provide the possibility of evaluating the statistical 
upper-bounds on -PRMA and its derivatives, and in general 
packet reservation-based protocols.
The general analysis of such a protocol (i.e. general queuing 
discipline, general arrival distribution, general service 
distribution etc) is virtually impossible. Thus, a special 
case is considered. The problem is treated as if there is 
a finite calling population, say of size M (number of 
users), and users are of similar sources. That is, the 
service times are identical random variables and so are
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arrival times. It is also assumed that both the service 
times and the interarrival times have negative exponential 
distributions. It is known from queuing theory that assuming 
the time between successive occurrences to be an expo­
nentially distributed random variable is the equivalent 
of assuming the number of occurrences in some time interval 
to be a Poisson random variable [54]. Therefore, it is 
possible to model the system (with some modification) with 
an M/ G  /  N /  <* /  M queuing system process consisting of 
general arrivals with arrival rate \(= l/t2), Poisson de­
partures with departure rate (i(= 1/Q), N parallel servers, 
infinite storage and a finite population of M users. It 
follows that the number of time slots (or servers) N, in 
a frame duration of, T f , is:
N = int R cT f  
R ST i + H Eq.[5-ll]
Where int[x] is the largest integer and smaller than or equal 
to x ,  R c is the channel symbol rate, R s is the source rate 
and H is the header information in a time slot.
5.3.1 State Probabilities:
Using the birth-death theory for an M / G / N / » / M queuing 
system, the following can be derived:
P ° 0 < n < N+  ) Eq.[S-12]
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W h e r e  P n i s  t h e  e q u i l i b r i u m  p r o b a b i l i t i e s  a n d  d e f i n e d  a s  
t h e  p r o b a b i l i t y  t h a t  t h e  n u m b e r  o f  u s e r s  i n  t h e  s y s t e m  a t
M
a n y  g i v e n  t i m e  i s  n .  K n o w i n g  t h a t  £  F „ = l ,  P 0 i s  c a l c u l a t e d
n = 0
a s :
P ° - n-i / m / M\ ~ ~  Eq.[5-13]
5.3.2 Delay Distribution:
T h e  c u m u l a t i v e  d i s t r i b u t i o n  f u n c t i o n  (CDF) o f  t h e  a c c e s s  
d e l a y  i s  a s  f o l l o w s :
F p( D , ( 1) = / >r ( d < £ > ) =  1 -  £  £  iliK P  I  e -m o  E q . [ 5 - 14]
Jtn ( M - L )  (r0 i\
W h e r e  L i s  t h e  a v e r a g e  n u m b e r  o f  u s e r s  i n  t h e  s y s t e m ,  t h e n :
M
7 = Y . n P „  Eq.[5-15]
A f t e r  s u b s t i t u t i n g  E q .  [ 5 - 1 2 ]  i n t o  E q .  [ 5 - 1 5 ]
Ec>-[ 5 - i 6 ]
D i f f e r e n t i a t i n g  E q .  [ 5 - 1 4 ]  , t h e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  
( p d f )  i s  d e r i v e d  a s :
= Eq,S-17]
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5.3.3 Average access delay:
The average access delay can be directly calculated by 
substituting Eq. [5-17] into Eq. [5-2] . However, it is easier 
to apply Little's formula as[54]:
,7 Eq.[5-18]
5.3.4 Throughput
Since a user in the queue is assigned the channel as soon 
as a time slot becomes available, no user stays in the queue 
when a time slot is free. Therefore, the’throughput is:
 ^ f  N - 1 m  \
\Y.nP« + Nl P«) Eq.[S -19] ^ \ n = 0 n ° N J
5.3.5 Packet dropping Probability:
Assuming that the message duration is negative exponentially 
distributed, then:
- t / t j
/ , ( l , ( i )  = ^ —  = X.e‘ M Eq.[S-20]
C 1
Substituting Eq.[5-17] and Eq.[5-20] into Eq.[5-8] results 
in the packet dropping probability function. The resulting 
function can not be easily computed. Therefore, we need to 
make another assumption. The following is an alternative 
formula for the packet dropping rate:
i^nax + h
P ir°p -  f  ---- ~ ^ d D  Eq.[55-21]
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As pointed out before, as the packet dropping in the terminals 
reduces the message length (talkspurt length) by the factor 
(1 -Pdrop)' it is not possible to use the derived formulae 
directly. To take this factor into account and calculate 
the exact values of the performance measures, the iteration 
method is required. Using Eq. [5-10] for a desired number 
of iteration steps (depending on the required accuracy), 
the performance measures can be obtained.
5.3.6 Verification of the Analysis
To verify the analysis, a computer simulation model was 
developed. The simulation was run for 5 million timeslots. 
The simulation and mathematical analysis were carried out 
using the parameters given in Table [5-1].
Parameter Notati
on
Value Unit
Channel rate R c 4 Mbps
Source rate R s 32 kbps
Frame duration 10 ms
Delay limit per 
packet
D max 20 ms
Packet dropping 
rate
R  d r o p ! 1 %
Voice Activity VAD slow -------
Mean Talkspurt 
Duration
1 1 1000 ms
Mean Silence Dur­
ation
t 2 1350 ms
Header/packet H 80 bits
Table [5-1]: Initial investigation parameters
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Figure [5-2] shows the packet dropping probability versus 
number of users. Figure [5-3] also shows the capacity that 
the system offers for P drop < 0 . 0 1 .
The close agreement between the computer simulations and 
the mathematical analysis proves the accuracy of the analysis 
carried out above as well as that of simulation. This gave 
enough confidence in the analysis and provides the tool to 
analyse any packet reservation based protocol performance 
and compare them with the upper-bound values.
5.4 Effect of the different parameters on the capacity of 
a voice-only system
The analysis which was presented above can be used for any 
kind of on-off sources. For speech sources, talkspurt 
duration is the equivalent of service time or message length. 
Likewise, gap (silence) duration is equivalent to arrival 
time of messages.
Assuming the speech sources drop packets which experience 
delays of more than D max. In the steady state condition, 
the packet dropping percentage must not exceed a limit F drop. 
In this section the sensitivity of packet reservation-based 
protocols to different system parameters, using the initial 
data in Table [5-1], is fully demonstrated.
5.4.1 Number of Mobiles (M)
Figure [5-4] shows the average access delay as a function 
of the number of mobile voice users (M) . This was obtained 
using Eq. [5-18] . As is shown in this figure, congestion has 
an important affect on the average access delay that each 
packet experiences. The graph can be divided into two re­
gions: congestion-insensitive area in this case for M<200, 
where the user population has no significant impact on the 
access delay and the congestion-sensitive area M > 200 where
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the capacity is very sensitive to the population. This 
sensitivity is so high that even one additional user in the 
system increases the access delay enormously.
5.4.2 Number of time slots (N )
According to Eq. [5-11] , the number of time slots has a 
direct relationship with the channel bit rate R c. Figure 
[5-3] displays the system capacity, C , versus the number 
of timeslots (or channel symbol rate). It reveals that the 
PRMA protocol gives its highest efficiency in high band- 
widths.
5.4.3 Voice Activity (ua)
According to empirical results presented in [16], changing 
the voice activity detector threshold has no significant 
impact on the mean silence duration and it only changes the 
mean talkspurt duration. Therefore, different voice activity 
factors (va) are obtained through changing the mean talkspurt 
duration { t x) whilst fixing the mean silence duration {t2) . 
Figure [5-5] illustrate the capacity (C), as a function of 
voice activity factor. As expected, the larger the voice 
activity factor, the smaller is the capacity, so that as 
( v j  tends to 1, the capacity approaches to one, i.e. the 
TDMA capacity (one user per time slot).
5.4.4 Packet Dropping Probability ( P dr0p )
Figure [5-2], also shows that as the number of the mobile 
users (M) increases, the access delay also increases. Since 
the terminals discard packets delayed over D max, the con­
gestion causes higher packet dropping rate.
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5.4.5 Delay Limit (Dmax)
As shown in Figure [5-6] , the capacity of the system is not 
highly sensitive to the delay limit. Here, it can be seen 
that the capacity increases with the increase in the delay 
limit.
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9 7
Number of Mobiles, M
F ig.5-2  Packet dropping percentage vs no. o f simultaneous 
conversations (comparison o f  simulation and analysis).
Number of Time Slots, N
Fig. 5-3 Capacity versus number o f time slots 
(comparison o f  simulation and analysis).
Number of Mobiles, M
Fig. 5-4 Mean access delay with respect to traffic population.
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Cap
aci
ty,
 C
Voice Activity Factor, r
Fig. 5-5 Capacity versus vo ice activity factor.
Delay Limit, Dmax (ms)
Fig. 5-6  Capacity versus delay limit.
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5.5 Evaluation of PRMA-based Protocols
Having derived the formulae for calculation of upper- 
bound capacity of packet-based reservation access protocols 
for any given system parameter, it is now possible to compare 
different PRMA based protocols.
Here, PRMA and PRMA++ are compared with respect to their 
upper bounds performances.
5.5.1 PRMA Case
Table [5-2] , shows the nominal values of the PRMA protocol 
as presented in [19,21,50]. The simulation results show 
that PRMA can support up to 36 simultaneously active voice 
users with P drop< 0.01. Using the same parameters, in a 
contention free case, the system can support 39 users with 
similar P drop probability. Hence, the PRMA can achieve 92.3% 
of the offered maximum capacity.
Parameter Notation Value Unit
Channel rate Ro 720 kbps
Source rate R s 32 kbps
Frame duration 7 , 16 ms
Delay limit per packet E max 32 ms
Packet dropping threshold
p1 dr op 1 %
Voice Activity VAD 0.43 slow
Mean Talkspurt Duration 11 1000 ms
Mean Silence Dur­ation t 2 1350 ms
Header/packet H 64 bits
TX Permission Probability p 30 %
Table 5-2: Nominal values of PRMA Protocol
1 0 0
5.5.2 PRMA++ Case
Likewise, in Table [5-3], the nominal values of PRMA++ 
[52-53] are presented. According to [52], the simulation 
results show that the system is able to support 139 users 
simultaneously assuming that the voice detector disregards 
silence durations of less than 20 0 ms and talkspurts of 
less than 10 ms. To compare PRMA++ performance in a fair 
way with its upper bound, these truncations were also taken 
into account when calculating the upper bound capacity. 
With the assumed parameters outlined in Table [5-3], ah 
upper bound performance of 162 users can be obtained. 
Compared with the capacity of 139 users with contention, 
PRMA++ can only utilise 85.8% of the upper-bound efficiency. 
This does not compare very favourably with the efficiency 
of 92.3% obtained through PRMA.
Parameter Notation Value Unit
Channel rate R c 1.8 Mbps
Source rate R s 13 kbps
Frame duration T f 5 ms
Delay limit per 
packet D  max
10 ms
Packet dropping 
threshold R  d r o p
1 %
Voice Activity VAD 0.45 slow
Mean Talkspurt 
Duration 1 1
1410 ms
Mean Silence Dur­
ation 1 2
1740 ms
Header/packet H 59 bits
TX Permission Probability P 33 %
No. of Reservation 
Slots R 4
-------
Table 5-3: Nominal values of PRMA++ Protocol
1 0 1
5.6 Proposed Adaptive Multiple Access Protocols
In all of the proposed access protocols, attempts have 
been is primarily made to take advantage of the voice and 
data characteristics, in order to enhance system capacity, 
flexibility and spectral efficiency in handling different 
types of services.
First, it is important to investigate PRMA more closely 
to see whether there is any possibility to improve its 
performance, in terms of capacity and delay statistics.
5.6.1 PROTOCOL-1, Improvements to PRMA Protocol
In all packet reservation-based protocols, of which PRMA 
is an example, the contention is the major source of service 
degradation in the form of packet dropping and variable 
access delay. Thus, to improve the quality of service, the 
contention procedure must be improved, i.e an optimised 
contention procedure is desirable that results in reduction 
of the number of collisions and hence smaller access delay 
and consequently reduction in packet dropping rate for a 
specified number of users.
Ideally, the transmission permission probability should be 
changed dynamically with the contention traffic intensity, 
and should be inversely proportional to the number of users 
in contention at any instant, i.e:
The probability of success, S(p) , at a given time slot, 
given c users are in contention mode, is as follows:
S(p) = p(l-p)c-1
1 0 2
That is, out of "c" contending users, (c-1) users should 
always not be given permission to transmit and thus only 
one user can transmit at any instant.
pis the transmission permission probability of a contending 
terminal.
To maximise S(p), the probability of success, with respect 
to p  , the following must hold:
_ v c - l  _  \  c - 2
d p
i.e.
= ( l “ P )  ( c ~  1 ) P ( 1 ~ P )  0
^  Pop* = ~ Eq.[5 -22]
Where p opt is the optimum transmission permission prob­
ability, which must vary from one time slot to another, 
according to the number of users in contention state, i.e; 
1 c".
In practice, although it is an optimum strategy, it is not 
possible to be implemented, particularly in the uplink 
direction, since, it requires the BS to know at any time 
the exact number of users in contention. However, Eq. [5-22] , 
is useful as it reveals that a fixed transmission permission 
probability is also not the best strategy.
This provided a good incentive to look more closely at the 
statistics of the users in contention with PRMA parameters. 
Simulations revealed that between 80-95% of the time, there 
was only one terminal in contention for a free time slot. 
This statistic lead to the idea of designing a variable 
transmission permission probability in which a terminal 
always transmits its very first packet of a newly generated 
talkspurt with a much higher probability than the fixed 30%
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as for the case of PRMA. If the first time contention is 
not successful, then the terminal would return to a lower 
value of transmission permission probability. Unsuccessful 
transmission means that there is more than one user in 
contention and hence a lower transmission permission 
probability must be adopted for the next contention.
Using the PRMA parameters in Table [5-2], Figures [5-7a] 
to [5-7c] show the capacity performance of PRMA with 
variable (VP-PRMA), optimum (OP-PRMA) and fixed (PRMA) 
transmission permission probabilities. In these figures Pq 
refers to transmission permission probability at the first 
contention attempt.
104
Number of Mobile Users
Fig. 5-7a Packet dropping percentage vs number o f terminals for 
conventional P R M A ,  V P - P R M A  (P0= i ,  P 0=0.95), and O P - P R M A .
Number of Mobile Users
Fig. 5-7b Packet dropping percentage vs number o f terminals for 
conventional P R M A ,  V P - P R M A  (P 0= l , P 0~0.9), and O P - P R M A .
_
P R M A
-Po=1
•Po=0.
-O P-PF
/
- X -
35
3MA / fA V
AV
V
X * = > r - :r r  i
Number of Mobite Users
Fig. 5-7c Packet dropping percentage vs number o f terminals for 
conventional P R M A ,  V P - P R M A  (.P 0= l , P 0= 0.85), and O P - P R M A .
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Number of Dropped Packets
Fig. 5-8a Front-end clipping percentage (CDF) as a 
function o f  no. o f  dropped packets with M - 3 6 .
Number of Dropped Packets
Fig. 5-8b Front-end clipping percentage (CDF) as a 
function o f no. o f  dropped packets with M=37.
Number of Dropped Packets
Fig. 5-8c Front-end clipping percentage (CDF) as a 
function o f  no. o f  dropped packets with M - 3 8 .
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Similarly, Figures [5-8a] to [5-8c] show the CDF of 
front-end clipping (FEC) versus the number of dropped packets 
for cases of 36, 37 and 38 users respectively.
As shown in these Figures, the performance of PRMA, in 
all statistical respects is considerably improved using 
variable transmission permission probability.
In PRMA the dominating factor responsible for the size 
of the probability of packet dropping is the average number 
of simultaneously contending terminals in a slot. Therefore, 
in order to increase the probability of successful reser­
vation, even further, an unreserved time slot is dynamically 
subdivided into several sub-slots (mini-slots) , and in each 
only a reservation packet which contains a small amount of 
information such as terminal ID, is transmitted. This is 
illustrated in Figure [5-9].
Another modification to PRMA, was in supporting mixed 
traffic. All terminals which have information to transmit, 
send a reservation packet in a sub-slot with a transmission 
permission probability of p. If more than one terminal has 
a successful transmission for a slot, the base-station will 
always allocate the slot to a successfully contending voice 
rather than a data terminal. Therefore, voice users will 
have priority over data users. This priority will minimise 
the speech transmission delays and hence the average packet 
dropping probability.
It is also assumed that a voice terminal, once having 
reserved a slot, transmits in the same slot in future frames 
until the end of its talkspurt. But a data terminal, transmits 
only once in the reserved slot and then recontends if needed.
Figure [5-9] depicts Protocol-I and the procedures followed 
for voice and data users.
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One TDMA Frame
Figure 5-9: A possible channel state in 
PROTOCOL- I
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In Protocol-II all the data and voice users go through 
a fast call set up procedure notifying the base-station 
about the type of service they require. The base-station 
queues the requests of the data users according to the 
priority requested/granted to them. During the call setup, 
a voice user is allocated a slot (channel) in the frame, 
if available otherwise it is blocked. This protocol is a 
hybrid scheme which uses burst switching for voice users 
and packet switching for data users.
At the end of each time slot there is a broadcast message 
from the base-station to mobiles which indicates the state 
of the slot in the next frame. This broadcast message can 
easily be accommodated between the slots in the downlink, 
which is the equivalent of the guardspace in the uplink 
stream. A voice user is the permanent user of a slot in a 
frame, as long as the conversation continues. When a voice 
user changes its state, during the conversation, from 
talkspurt to silence, it notifies the base-station through 
a specific bit in the packet that it is doing so. Upon 
receiving this information, the base-station broadcasts the 
ID of a data user which has been authorised during call 
setup, and is at the head of the queue at the base-station's 
buffer. In this way a data user gets permission to use the 
slot in the next frame. Figure [5-10] shows the procedures 
followed by voice and data users in Protocol-II.
When a voice user enters a silence state, its time slot is 
reformatted into major and minor slots. When a voice user 
enters a silence state, its transmission must not be cut-off 
as it would degrade the speech quality and have an annoying 
effect on the listener, especially in the mobile environment 
where the background noise could be dominant. Therefore, 
in protocols-II, III & IV, unlike PRMA, every possible 
attempt has been made to preserve the speech quality. As 
there is only a very low bit rate information concerning
5.6.2 PROTOCOL-II
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the updating of the back-ground noise parameters, the 
minor-slot is large enough to accommodate such information. 
This minor-slot provides some other advantages, among which 
are the smooth acquisition of the whole time slot once the 
voice enters a talkspurt mode, hand-over signalling, and 
other control related signalling.
The major slot is the portion in which data users transmit 
their data packets, whilst minor slot is retained by the 
same voice user for signalling purposes, as discussed above. 
The smooth transition of the time slot from data users to 
the voice user eliminates the undesirable variable delays 
encountered by speech packets and also eliminates the 
probability of packet dropping. These are the major dif­
ferences between this protocol and Protocol-I.
As for the data users, no contention exists amongst them 
in this protocol. Contention for data users is introduced 
in protocol-III & IV, see Sec. 5.6.3 & Sec. 5.6.4. The ID 
and the type of service information concerning the data 
terminals is extracted from the initial transactions between 
mobile terminals and the network. These transactions are 
necessary in a cellular radio system for security reasons. 
For example baring of non-authorised users' requests. The 
data users requests are queued in the network, according 
to a certain discipline. This discipline is based on the 
priority that is attached to a data terminal request. This 
priority is either allocated to the data terminal by the 
network or is specifically requested by the mobile terminal 
itself depending on the quality of service and hence tariff. 
This flexibility is an important element to be incorporated 
in the third generation cellular systems.
As for data users, the data packets are transmitted in the 
major slots, upon instructions received from the network.
1 1 0
one TDMA Frame
Figure 5-10: Protocol II
111
5.6.2.1 Lower-Bound Performance Analysis of PROTOCOL-II
Assume each data terminal generates a data message of rate 
R d, then the data packet arrival rate per terminal, is as 
follows:
The number of voice information bits v in a slot at the 
voice source rate of R s is:
v = T  f R s Eq .[5-23]
where T f is the TDMA frame duration. As the data services 
require more protection than the speech information bits 
the information per packet of data will be a fraction of 
that of voice information by a factor of a. Therefore the 
number of information bits carried per data packet is:
d  =  a.v  Eq.[5-24]
Substituting for v:
d  =  a . T f. R s Eq .[5-25]
At a data bit rate of R df it takes d / R d seconds for a 
terminal to make one packet of data ready for transmission. 
In one frame duration, "7/" seconds, each data terminal 
generates T f . R d / d  data packets, i.e:
R d / ( a . R s) Eq.[5-26]
or the interarrival time (second) between data packets is:
1 1 2
t d = ( T , . a . R s) / R d 
or;
t d - ( N . T , . a . R , y R d
Eq.[5-27]  
Eq . [5 -2 8 ]
Where N  and T s are the number of time slots in a frame and 
a time slot duration respectively.
Or;
t fd = ( a . R s) / R d Eq . [5 -29]
(in terms of number of TDMA frames, T f , ) .
In a TDMA frame of N  timeslots, assuming voice activity of 
v a, on average there are S avail voice users (timeslots) in 
the silence state. In another words, on average S avail data 
terminals can be serviced in every TDMA frame. S avail can be 
calculated as follows:
Saoatl = t  m ( N ) v Z - m ( l - V a r
m*0 V
= ( l ~ v a) N  Eq.[5-30]
Assuming S avail available timeslots are uniformly distributed 
in a TDMA frame, it takes time slots to serve a data
*  avail
terminal at the head of the queue. If there are D  number 
of the data terminals in a cell, and all of them require 
service simultaneously (worst case scenario), the access 
delay for the data terminals in the queue is:
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 —  t im es lo t s  to serv ice  second user in the queue
' -5 avail
3 . N —  t im es lo t s  to serv ice  3rd user in the queue
v- > avail
4. N —  t im es lo t s  to serv ice  4 th  user in the  queue
ava il
—  t im es lo t s  to serv ice  l a s t  user in the queue
avail
Substituting for S availt service time for the last data 
terminal in the queue is:
r—— time slots.i-y a
Irrespective of the position in the queue, each data packet 
experiences an average accessing delay of:
y  —
De l a y  avgl = - t s (sec)
D+  1
t s (sec)  Eq.[5-31]
2 ( 1 -  v a )
Where T s is the timeslot duration.
In multi-packet data messages, for each data terminal the 
second packet is ready for transmission t d seconds after 
the first packet was generated. After this time, the second 
packet starts experiencing delay until it is transmitted. 
This delay has two origins:
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I- time taken to transmit all of the first packets in the 
queue and
II- time until it gets to the head of the queue.
The first delay is:
D t. if D
1 - V n  T ,
else 0 Eq . [5 -32]
The second component of delay depends on the position of 
the packet in the queue. The average delay for the second 
group of packets is:
A -  T D* T . t
T i ~ a  + ~ a ~ D ' tdI° 1 —
D T S T S( D +  1)
T^ TTT* Eq. [ 5- 33]1 (i q 2 ( 1  U a )
D e l a y  avgZ =
Similarly for the third packets in the message, the average 
delay experienced is:
2 T„ D2 T . i
D e l a y avg3 - Zdl -L>- I 1-r ^ -  + r J— 2 D . t d. =  1  ~ v  a  1- %  dD
2 T SD ^
l - v a + 2 ( l - v a )
Eq.[5-34]
And for a AT-packet long message, the k th packets experience 
an average delay of:
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Y— ( k -  1 ) T  D T . iy  —— — — (f c-  i ) . D . t ,l-u„ l-u„ v '  '
Delay  avgk = — ---------------------—
( f c - l ) T . £ ) 2 T J D + l ) D
D
( k - l ) t sD  ts( D +  1)
• 1 „ -...+ o „ -- ' - ( f e - 1 ) . ^  Eq.[5-35]l - u a 2 ( l - i ; a)
The average delay for any packet in the message is the 
average of all the above average delays, i.e;
K  ( f c - 1 ) t  D 2 T J  K
Delay  a„g = fc=l *=1
A T ( K - 1 ) T S£> T s (£>+1) X ( X - l ) . f d
2 ( l - u a ) +  2 (  1 -t>a ) ~  2
_
I  T . D
D e l a y
K ( K -  1 )
r,(D +i)
G - « a )
at/g 2 K
Eq . [5 -3 6 ]
Considering the condition in the Eq. [5-32] rearranged, for;
D T
( 1 “ 0
E q . [ 5 - 3 7 ]
The average delay per data packet becomes;
T S( D+  1)
De l a y  avg = - ^ — (sec) E q . [ 5 - 3 8 ]
2 ( 1  ~ y a )
Which is independent of the number of packets in a data 
message fK #.
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Eq. [5-38] also reveals that for a given service rate and 
speech activity, if the number of users D satisfy the 
following condition:
*d( 1 “ OD > _£! —
T1 s
Then Eq. [5-36] applies, and Eq. [5-38] is valid for all other 
values of D.
5.6.3 PROTOCOL-III
This protocol behaves exactly in the same way as protocol-II, 
with one difference in that the data users requests are not 
queued and whenever there is a data user in the system 
wishing to transmit, it has to endure a contention protocol 
such as slotted-ALOHA, in order to acquire the major 
time-slot. Obviously this contention element will increase 
the average access delay of data packets, but obliterate 
the need of having a buffer at the network for queuing the 
data users' requests. Figure [5-11] summarises the pro­
cedures followed in protocol-III. Figure [5-12] shows the 
procedures followed by voice users. Figure [5-13] shows the 
procedures followed by the data users. Figure [5-13] also 
highlights the difference between the protocol-II and -III.
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5,6.3.1 Analysis of PROTOCOL-III
Assume that the probability that a packet is generated at 
a data terminal in any time slot is od. Then using Eq. [5-23 
to 5-293 and assuming a data rate of R d, 0d is:
Assuming that the data packet buffers are infinitely long, 
then when a data terminal's buffer is not empty, it is 
assumed to be backlogged. A backlogged data terminal may 
transmit a packet in an unreserved slot if it has permission 
to transmit. Permission is again contingent upon the state 
of a binary random generator (unlike in Protocol-II where 
permission is granted by the base station) . Here, the 
transmission permission probability P d for the data ter­
minals is another system parameter. A backlogged data 
terminal is successful if the following conditions hold:
1. The slot is unreserved
2. The terminal has permission probability P d to transmit
3. No other backlogged data terminal has permission.
A successful data packet transmission does not provide the 
data terminal with a reservation. Data terminals must contend 
for each packet transmission.
Eq.[5-39]
or;
R d
( N . a . R D
Eq . [5 -4 0 ]
1 2 1
A terminal which has j packets in its buffer is in state 
BUFj . For low bit rate data transmission, it is assumed 
that no more than one packet arrival occurs in a slot at a 
particular data terminal. For each data terminal the 
birth-death process is shown in Figure 5-14.
1 2 2
bI
T3
T3
b
bi
T3
bi
bi
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Assuming that the number of the backlogged terminal is 
b. Then, the probability of a successful data packet 
transmission, w  is given by:
w - ( l - O P d(l-/>d)(6 - 1) Eq.[5-41]
From the equilibrium condition at state B U F j _ ^ ,  b j  in terms 
of bj -x and b;_2 can be written as;
[W(l-ffd) + 0d(l-w)]6,.1 = w(l-ad)b; + ad(l-w)b,_2 Eq.[5-42]
j  = 3 , 4..
Using similar equilibrium relations at BUF]_ and BUFq ,
f o r / '  > 1 ,
5 = |~ g d ( 1 ~ w )
J w ( l - o d)
j - i
w ( l  - a d) Eq.[5-43]
The number of backlogged terminals at equilibrium, using 
the above equation, is:
*»-1  
J* i
< ^ 0
b = -   Eq . [5 -44]( w - o d)
Clearly, this equation is meaningful only if w > a d, that 
is, at the equilibrium, successful transmission probability 
is greater than the packet arrival probability. Then, the 
backlogs at the terminals do not grow without bound and 
data subsystem is termed stable. If the total number of 
data terminals is D. Then b 0 + b = D, therefore;
124
b w  = o dD Eq .[5-45]
Substituting for 6 into the Eq. [5-40] and solving for w:
(— 0w - O - O f r f C l " ' Eq .[5-46]
w, the probability of successful contention must be as high 
as possible, at all traffic density levels, hence;
~ = 0  which yields the maximum value for w;
Eq. [5-46] can be re-written in natural logarithm form as 
follows:
l n( w)  = l n ( l - 0  + l n ( P d) + l —  - 1  ] l n ( l - P d) Eq.[S-47]w
Now differentiating w  with respect to P d gives;
d w  1 (ad£> - w)1 a d D  + ^ l n (i- p d) w  w d P d P d w(l-Pd)
d wAnd putting  = 0 gives;
d P d
1 (adZ)-w)
Pd w ( l - P d)
Or;
Eq.[5—48]
Substitute Eq. [5-48] into Eq. [5-46] gives;
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1 1
Jt 
W  VY
( 1 “ 0  o d D - w
From ( l - x ) n= l - r t x  i f rcxCO. l  Then:
Eq .[5 -49]
1 -
Or;
1
= j ] = j i -I
I w f l dD i  V D
1 \£>
 ( i J L
( l - u a) a dD - w  
And f inal ly;
w -  w opt = a dD - ( l - u a) f l  - i Eq . [5 -5 0 ]
This equation gives the optimum packet success probability, 
w opt, for a given load, as it is independent of transmission 
permission probability. In other words, the transmission 
permission probability varies as the number of active data 
users in the system varies. For a fixed transmission per­
mission probability Equation [5-46] must be used to obtain 
the packet success probability, w, for a given number of 
data users ’D \
5.6.3.1.1 Data Packet Delay
At equilibrium, the average waiting time for one successful 
transmission at any backlogged data terminal is 1/w. For 
a packet that arrives at a terminal that has j  backlogged 
packets, ( i.e. is in state BUFj) , the expected waiting
126
time is (y+ l)/w* The equilibrium probability that a terminal 
is in state B U F j is b j / D .  Thus the average waiting time for 
data packets, at equilibrium, is;
W a w = I © P r ( B U F ; )
or;
I  ( l - c ? d ) 2
( w - a d) ( 1 - w )U a w - V — Z ~ T V Eq. [ 5- 51]
5.6.4 PROTOCOL-IV
In the protocols I to III, attempts were made to increase 
the range of data services on top of voice services which 
is fixed by the number of time slots per frame. This protocol 
behaves the same as protocol-III with the difference that 
the number of voice users is also increased.
Future cellular system's main objectives are flexibility 
as well as capacity enhancement plus wider range of data 
services. Flexibility is defined in terms of different 
service tariffs for different users with different needs. 
Public Mobile Radio (PMR) users, such as taxi companies, 
do not require high quality voice services, and because of 
their high usage of radio communications would prefer to 
pay a penalty in terms of lower quality service for lower 
tariffs. The needs of this class of users is catered for 
in this protocol. This type of service is accommodated in 
the same way as data users in protocol-III. They contend 
together with data services for a time slot, if successful
127
they transmit their voice packet, and if not successful, 
due to collisions, they will retry with a permission 
probability of, p. Successive collisions and retransmissions 
could result in excessive access delay. If this delay exceeds 
a certain threshold value, say 32ms, the speech packet is 
dropped. The figure of merit used here, is the number of 
this class of voice users supported for a specific packet 
dropping probability and the number of data users in the 
system.
Figure 5-15 shows the detailed procedures in this protocol.
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CHAPTER 6
PERFORMANCE EVALUATIONS OF THE PROTOCOLS
6.1 Common Assumptions between all the protocols
The investigations of Protocols(I-IV) were carried out, 
using both the Simscript 2.3 simulation package tool and 
mathematical analyses. In every case the worst case scenario 
was assumed, i.e one carrier per cell, and the time slots 
were fully occupied by voice traffic. An additional number 
of data users with different message lengths and data rates 
were then introduced and the protocol performance deter­
mined. The packets were assumed to be unaffected by the 
transmission medium (error free reception) . This assumption 
is justified as a certain amount of overhead for Forward 
Error Correction (FEC) is taken into account. The data 
packets have higher protection than voice packets, as lower 
BER is expected for data services. Therefore, the only 
source of error is the collision between the packets which 
causes total destruction of the packets involved in the 
collision process, i. e no capture effect. Other assumptions 
used in the simulations are as follows:
-Same set of voice users were in conversation for the whole 
duration of simulation (worst case).
-Data users are generated by a Poisson process with expo­
nential inter-arrival rates for message arrival.
-Data message size were assumed to be exponential of
130
different average durations.
-Mean delay time per data packet consists of accessing and 
propagation time delays. This is the figure of merit used 
in order to evaluate each protocol, in terms of number of
data users supported versus the mean delay experienced by
a data packet.
Other parameters are as follows:
a) a single circular cell of 9km radius
b) mobile station locations were generated by a uniform 
distribution between 0-9km in all directions.
c) Directions of mobile stations were changed randomly ( 
uniform distribution) between 0°-360°, with two different 
speeds (2km/hr and 50km/hr) to cater for handheld on foot 
and vehicle mounted mobile users, respectively. The dis­
tribution between the number of handheld and mobile users 
was taken as random with 50% probability.
d) no station leaves the cell. i.e. when a user reaches the 
perimeter of the cell it returns back to the cell;
6.2 Evaluation of Protocol-I
Protocol-I was investigated using GSM transmission para­
meters, as shown in Table [6.2-1].
131
Access Scheme TDMA
No. Slots/Frame 8/16^
Frame Duration 
(ms)
-4.616/9.232^
Channel Rate 270.83kbps
Time Slot Dur­
ation (ms)
-0.577
Guard Time (GT) 8.25 bits
Speech Frame (ms) 20
Table [6-2.1] : The Transmission Parameters of the GSM
System
HalfRate Configuration
The performance of protocol-1 with full rate and 
half-rate GSM parameters are shown in Figures [6.2-1] &
[6.2-2] respectively. These figures depict the performance 
increase in GSM capacity for voice only services (i.e. no 
data users), and the effects of different hangover periods 
on the total capacity. The hangover length is increased 
from zero to five speech-frame lengths i.e. (O-to-lOOms).
For a threshold value of 1% packet dropping ratio, the 
capacity in full rate GSM, Figure [6.2-1] , with no hangover 
is the same as when 5 speech-frame hangover is incorporated, 
i.e., 13 voice users. In another words, the capacity in­
crease, compared with the present GSM protocol is about 
62.5%. It should be noted that, even if the hangover does 
not have significant effect on the capacity, it changes the
132
packet dropping rate. With 13 voice users in the system and 
5 frame hangover the packet dropping is almost 1% whilst 
with no hangover, this packet dropping is around 0.5%.
Similarly, Figure [6.2-2] shows the performance of the 
Protocol-I when applied to the GSM half-rate configuration. 
Here, the maximum supportable voice users with no hangover 
is about 30 users i.e. a capacity increase of 87.5%. Unlike 
the full rate case this capacity increase falls as the 
number of hangover frames is increased. With the five-frame 
hangover, the supportable number of voice users is 29, a 
capacity increase of 81.25% as opposed to 87.5% with no 
hangover.
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6.2.1 Performance of Protocol-I for Integrated Voice 
and Data Traffic
The next step is to keep the number of voice users equal 
to the number of time slots in a frame as this results in 
a minimum packet dropping rate, i.e., 8 voice users the
same as 8 time slots in a GSM frame, and investigate the 
protocol performance under statistically integrated voice 
and data services.
To improve the capacity, as explained in Chapter 5, an 
unreserved time slot is automatically subdivided into two 
mini-slots which carry reservation request information only, 
(See Figure [5-9]). This, on one hand, increases the chance 
of successful reservation but on the other hand has the 
drawback, that a reservation mini-slot does not carry any 
information data.
Figure [6.2-3] shows the performance of Protocol-II in a 
statistically integrated voice and data traffic. In this 
figure the data messages of size, 5 packets, are generated 
using a Poisson process with mean interarrival time between 
messages per terminal varying between 20ms to 200ms. For a 
desired packet dropping threshold on the vertical axis, the 
number of data users supported is the difference between 
the values on the horizontal axis, in Figure [6.2-3], and 
8 the fixed number of voice users.
Figure [6.2-4], shows the mean delay experienced per data 
packet against the number of data terminals in the system, 
again for interarrival times of between 20ms and 200ms.
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6.3 Evaluation of Protocol-II
Figure 6.3-1 shows the modified GSM time slot payload 
for Protocol-II. Figure 6.3-2 shows the procedures followed 
by a voice subscriber in using the time slot (during a 
talkspurt), giving it up (when encountering a silence 
period), and acquiring the time slot (when entering the 
talkspurt again),
Using Eq. [5-36] and Eq. [5-3 8] , and the time slot 
structure shown in Figure 6.3-1 performance of the 
Protocol-II is evaluated under the worst condition, i.e. 
all the data users having a message length of 'K' packets 
and all demanding service simultaneously. These assumptions 
will reveal the worst case performance, i.e. "upper-bound" 
mean delay that a data packet would experience, for a 
specific number of data users and a specific service rate 
on a single carrier. Figure [6.3-3a] shows the "upper-bound" 
mean delay per data packet at 2.4 kbps and 'K' = 100, 150 
and 200 packets per data message.
The performance of Protocol-II for data service rates 
of 2.4, 4.8 kbps, with different numbers of packet per data 
message /K=100/ and different numbers of data users 'D=number 
of data terminals' are shown in Figure [6.3-3b].
Figure [6.3-3] demonstrates some interesting properties of 
Protocol-II. As this figure shows the response time is 
linear and depends on service rate and the size of the data 
message. It shows that, this protocol, behaves very much 
like a Round-Robin scheduling algorithm [57] , where the 
response time depends on the service time in a strictly 
linear fashion, which implies that a message length twice 
as long as others will spend on average twice as long in 
the system. It is thus the fairest of all the scheduling 
algorithms.
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To compare the performance of Protocol-II with that of 
Protocol-I, again the data users' message arrival rate is 
varied from 20-200 milliseconds, and all the data users are 
assumed to have equal priority, i.e first come first served 
discipline. Note that different priority disciplines are 
easily possible with this protocol.
Figure [6.3-4] shows that, under the same traffic conditions, 
the delay suffered by data packets is much lower than that 
encountered in the Protocol-I, shown in Figure [6.2-4]. 
Figure [6.3-4] also reveals that a greater number of data 
users with longer message sizes can easily be supported by 
Protocol-II, as in this protocol, the increase in the number 
of data users only increases the mean access delay for data 
users, and it does not affect the voice quality in the form 
of packet dropping, as was the case with Protocol-I.
In order to obtain a qualitative measure of the per­
formance of this protocol, an Inquiry/Response message type 
(30-300 bytes) is also applied. Figure [6.3-5] demonstrates 
the potential of the scheme in supporting a large number 
of data terminals without resulting in excessive delays.
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Figure [6.3-6] also shows the simulation results obtained 
with the following traffic assumptions, for the data users:
-each data terminal generates data messages at 2.4 kbps;
-Data messages are generated using a negative exponential 
distribution of mean value 100 packets long, and interarrival 
time between messages are Poisson with mean value of one 
message per second.
-A new message per terminal is only generated after the 
old message is completely transmitted.
Figure [6.3-7] is the same as Figure [6.3-6] with the 
expansion of values obtained with lower ' number of data 
users.
Figure [6.3-8] shows again the performance of Protocol-II 
with the same assumptions as in Figure [6.3-6] but for data 
rate of 4.8kbps.
For comparison reasons, the performance at 2.4 and 4.8 kbps 
is presented in Figure [6.3-9].
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6.3.1 Performance of Protocol-II at Different Bandwidths
So far the performance of Protocol-II has been evaluated 
within the constraints of a GSM TDMA frame structure and 
channel rate. It is desirable to see how this protocol would 
perform under different bandwidths. For this purpose, the 
following transmission parameters are chosen:
a) TDMA frame size of 20 ms
b) Channel rates of 300kbps and 1 Mbps
c) Speech Coder rate of 16kbps
d) One frame Hangover to retain weak trailing consonants 
at the end of a talkspurt.
The two different channel rates of 300kbps and 1 Mbps result 
in 16 and 52 time slots respectively in a frame size of 20 
milliseconds.
Figure [6.3-103 show the time slot payloads for GSM, 300kbps 
and 1Mbps channel rates.
Figure [6.3-11] was obtained using the above parameters 
together with the following assumptions:
-Data users were again generated by a Poisson process with 
exponentially distributed inter-arrival rates of one message 
every 15 seconds for each terminal.
-Data message sizes were assumed to be exponential of mean 
duration 450 packets.
-Overhead in a slot are 26 bits of training sequence, 2x3 
bits for start and stop of the equalizer.
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The 1Mbps channel is obviously able to cope with long 
file transfer data types better than the 300kbps channel. 
The delay suffered by data packets in both cases is a linear 
function of the number of data users in the system, whilst 
this relationship is steeper at 300 kbps channel. However, 
long file transfer data is a characteristic of the indoor 
data communication type, where channel rates of 1 Mbps can 
easily be supported with no equalizers, whilst the in­
teractive type of data is dominant in mobile communications 
with typical channel rates of 300kbps. Therefore, 
interactive data was also simulated at 300 kbps. Here, the 
delay versus number of data users rises much slower than 
in the case of the file transfer data service. In both cases 
the delays which are a combination of accessing and 
propagation delays are easily tolerable.
Furthermore, the PRMA parameters shown in Table [5-2] 
are also applied. The upper-bound mean delay per data packet 
versus the number of data users in the system is shown in 
Figure [6.3-12]. The assumptions here are:
-K=100 number of data packets per data message;
-Each data terminal generates data at 2.4 kbps,
-Other transmission parameters are the same as for PRMA.
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To evaluate the performance of Protocol-Ill, Equations 
[5-50] and [5-51], reproduced below, must be used together 
to obtain the performance with variable (optimum) trans­
mission permission probability.
6.4 Evaluation of Protocol-Ill
i
w opt = 0dD - ( l - t ) J l  1 - - |  E q .[5 -5 0 ]
w  1 ( l - a d) 2 r  r r .Wavg = 7 7 “Tj r  Eq ,[5 -5 1 ]9 ( w  -  a d) ( 1 -  w )
For a fixed transmission permission probability, 
Equation [ 5 - 4 6 ] , shown below, and Equation [ 5 - 5 1 ]  must be 
used together.
(—0w  = ( l - u 0) A d( l - P d)'- ” 1 E q .[5 -4 6 ]
In these equations, W  avg, represents the average delay 
experienced by a data packet in terms of number of time 
slots. ad is a function of service rate, i.e, 2.4 or 4.8kbps 
etc., w  is a function of the number of data users, 
transmission permission probability and voice activity 
ratio.
Figures [6.4-la] and [6.4-lb] show the performance of 
Protocol-III, with GSM parameters for data rate of 2.4kbps 
for fixed and variable transmission permission probabil­
ities, respectively.
Similarly Figures [6.4-2a] and [6.4-2b] show the perform­
ance, in terms of number of data terminals and the mean
157
delay that a data packet experiences. The data service rate 
is 4.8kbps and the data users are assumed to be continuously 
present in the system, i.e. the data message length is not 
finite. Also, the fixed transmission permission probability 
is assumed to be '1' as shown in the Figure [6.4-2a] . Figure 
[6.4-2b] shows the protocol performance with variable 
transmission permission probabilities.
These figures are derived for the range in which the packet 
success probability 'w' is higher than 50%. The figures 
also show the performance of Protocol-III, in the stable 
range, as the mathematical derivations were based on 
equilibrium point analysis.
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6.4.1 Performance of Protocol-Ill at Different Band- 
widths
Furthermore the performance of Protocol-Ill is evaluated 
at 300kbps and 1Mbps channel rates, which result respectively 
in 16 and 52 timeslots in a frame duration of 20 ms. 
Figures [6,4-3a] to [6.4-8b] show the performance in terms 
of number of data users and the mean delay experienced per 
data packets for data rates of 2.4, 4.8 and 9.6kbps for 
fixed and variable transmission permission probabilities. 
Besides the transmission parameters, all of the other as­
sumptions are the same as those made for Figures [6,4-1] 
and [6.4-2].
163
Me
an
 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
CM
"t
o
It
O)
CO
00CO
N-CO
COCO
IO
CO
■ 't
CO
co
CO
<19
m
©
co
Q
CM <D 
CO
5 1
o
co
05
CM
CO
CM
r^ »
CM
CO
CM
IO
CM
O
O
O
o
o
M-
CM
1 6 4
Fi
gu
re
 
[6
.4
-3
a]
:P
ro
to
co
l-
ll
l 
W
it
h 
30
0k
bp
s 
C
ha
nn
el
 
©
2.
4k
bp
s 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Fi
xe
d 
Tx
. 
Pe
rm
is
si
on
 
Pr
ob
. 
’1
’
M
ea
n 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
165
M
ea
n 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
O
CM
0>
co 05
CO
z>
CO
O
CO
io
05
n
E3
z
CO
1 6 6
Fi
gu
re
 
[6
.4
-4
a]
:P
ro
to
co
l-
ll
l 
W
ith
 
30
0 
kb
ps
 
Ch
. 
9 
4.
8k
bp
s 
Da
ta
 
Se
rv
ic
e 
R
at
e 
W
ith
 
Fi
xe
d 
TX
. 
Pe
rm
is
si
on
 
Pr
ob
. 
of 
*1
’
M
ea
n 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
<D0)
=>
ca
D
o
A
E3
1 6 7
Fi
gu
re
 
[6
.4
-4
b]
:P
ro
to
co
l-
ll
l 
W
it
h 
30
0k
bp
s 
C
ha
nn
el
 
94
.8
kb
ps
 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Va
ri
ab
le
 
(O
pt
im
um
) 
TX
. 
Pr
ob
.
Me
an
 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
CD
<u00
D
O
00 5 
n  
E3
z
CD
1 6 8
Fi
gu
re
 
(6
.4
-5
a]
:P
ro
to
co
l-
ll
l 
W
ith
 
30
0 
kb
ps
 
Ch
. 
an
d 
9.
6k
bp
s 
Da
ta
 
Se
rv
ic
e 
R
at
e 
W
ith
 
Fi
xe
d 
Tx
. 
Pe
rm
is
si
on
 
Pr
ob
. 
*1*
Me
an
 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
Fi
gu
re
 
[6
.4
-5
bl
: 
P
ro
to
co
l-
Il
l 
W
it
h 
30
0k
bp
s 
C
ha
nn
el
 
©
9.
6k
bp
s 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Va
ri
ab
le
 
(O
pt
im
um
) 
TX
. 
Pr
ob
.
Me
an
 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
Fi
gu
re
 
[6
.4
-6
a]
:P
ro
to
co
l-
ll
l 
W
it
h 
1M
bp
s 
C
ha
nn
el
 
92
.4
kb
ps
 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Fi
xe
d 
TX
. 
Pe
rm
is
si
on
 
Pr
ob
. 
T
M
ea
n 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
45CO
D
CO
D
05-Q
E
1 7 1
Fi
gu
re
 
[6
.4
-6
b]
:P
ro
to
co
l-
ll
l 
W
it
h 
1M
bp
s 
C
ha
nn
el
 
©
2.
4k
bp
s 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Va
ri
ab
le
 
(O
pt
im
um
) 
TX
. 
Pr
ob
.
M
ea
n 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
ooI—
<19
03
©
H-*(0
Q
09X9
E3
172
Fi
gu
re
 
[6
.4
-7
al
:P
ro
to
co
l-
ll
l 
W
it
h 
1M
bp
s 
C
ha
nn
el
 
94
.8
kb
ps
 
Da
ta
 
S
er
vi
ce
 
W
ith
 
Fi
xe
d 
TX
. 
Pe
rm
is
si
on
 
Pr
ob
. 
T
Me
an
 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
■'t
00
CVJ
CO
o
00
00
h“
coN-
■M’ oo
oo
z>
cvj
o
N-
O
<D
xa
00 E 
CO ^
CO
CO
oo
M-
CO
CVJ
CO
o
CO
00
LO
CO
LO
1 7 3
Fi
gu
re
 
[6
.4
-7
b]
:P
ro
to
co
l-
ll
l 
W
it
h 
1M
bp
s 
C
ha
nn
el
 
94
.8
kb
ps
 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Va
ri
ab
le
 
(O
pt
im
um
) 
TX
. 
Pr
ob
.
M
ea
n 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
IO
CO
CO
CO
CO
CM
CO
y—
CO
o
CO
O)
CM 00u .
<D
CO
<0
Z>
CM CO
"(0
D
CM
O
CO i_05
CM X3
E
3
1 0 z
CM
CM
CO
CM
CM
CM
CM
O
CM
O)
1 7 4
Fi
gu
re
 
[6
.4
-8
a]
:P
ro
to
co
l-
ll
l 
W
it
h 
1M
bp
s 
C
ha
nn
el
 
©
9.
6k
bp
s 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Fi
xe
d 
TX
. 
Pe
rm
is
si
on
 
Pr
ob
. 
T
M
ea
n 
De
la
y 
Pe
r 
Da
ta
 
Pa
ck
et
 
(m
s)
CO
CM
00 *
co •-w  0) oo
z>
co
03
Q
CD °
CO •-w  aJQ
E3
CO
CM
CO
O
Oo
oo
o
CO
1 7 5
Fi
gu
re
 
[6
.4
-8
bl
:P
ro
to
co
l-
ll
l 
W
it
h 
1M
bp
s 
C
ha
nn
el
 
99
.6
kb
ps
 
Da
ta
 
S
er
vi
ce
 
Ra
te
 
& 
Va
ri
ab
le
 
(O
pt
im
um
) 
TX
. 
Pr
ob
.
Figure [6.4-9a.j and [6.4-9b] show the performance of 
Protocol-III, with PRMA parameters shown in Table [5-2] . 
This figure is based on the same assumption as in ref [60] 
which reports on the data traffic handling capability of 
PRMA. In this reference the maximum number of data users 
at 2.4kbps data rate is 31 for mean delay per data packet 
of 100 milliseconds. In comparison with Protocol-III, as 
shown in the Figures [6.4-9] , the number of data users at 
2.4 kbps data rates exceeds that achievable with the PRMA 
protocol. The reasons are that, in Protocol-III the con­
tention is only amongst the data users. In PRMA, the voice 
and data users contend for available time slots, therefore, 
the intensity of contention at any instant is much higher 
in PRMA case. This results in degradation of the performance 
in terms of supportable number of data users. One could 
argue that in PRMA, the number of voice users are also 
increased. This is true but one has then to question at 
what expense!
The expense is the degradation to voice-service quality 
experienced in PRMA and in this respect Protocol-III has a 
significant advantage as it preserves speech quality.
It is always easy to increase the system capacity if the 
service quality is allowed to degrade. The objective of 
this work has been to avoid such degradations and yet still 
increase the capacity. Protocol-III already satisfies this 
important criteria.
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CHAPTER 7
In this work the requirements of a third generation 
cellular system were specified. A set of comparison criteria 
were defined and the suitability of the traditional (ex­
isting) multiple access techniques from a users', network 
operators and equipment manufacturers' point of views were 
examined. More specifically their ability to support 
multi-rate mixed data and voice services were investigated 
in detail.
It was observed that no existing protocol has the flexibility 
and adaptive capability to the traffic and service re­
quirements of the third generation cellular system.
As a result of these comparisons, the TDMA access scheme 
and the GSM system were chosen mainly from the multi-rate 
capability and flexibility offered. Also GSM provides a 
migratory path to the third generation systems.
The search for a flexible protocol started from the PRMA 
protocol as a baseline. It was realised that, the service 
quality for telephony which will be the dominant service 
for years to come, is affected when trying to increase the 
system capacity. Via some novel transmission permission 
probability techniques, the capacity of the PRMA was shown 
to be greatly improved.
Further investigations were carried out as to ways of 
statistically integrating voice and data services without 
affecting speech quality. As a result of these investiga­
tions, novel protocols such as Protocol-II and Protocol-III
CONCLUSIONS AND DISCUSSIONS
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were discovered and their performance evaluated both 
mathematically and by simulation techniques. This demon­
strated that a large number of data subscribers with dif­
ferent service rates could be incorporated into the GSM 
system without any compromise to service quality for voice 
and at no additional bandwidth or GSM system modifications. 
The achievement of both analytical and simulation per­
formance evaluation of the protocols and their concurrence 
gives a great deal of confidence in the validity of the 
work.
The performance of these protocols for different bandwidths 
and even with PRMA parameters indicate the potential these 
protocols can offer for mixed voice and data services. The 
number of data terminals supportable at any service rate 
outperforms that of any other existing protocol reported 
in the literature.
Protocols-II Sc -III provide the capability to support a 
large number of data services. Protocol-IV, which is a 
variant of Protocol-Ill, and includes a new mechanism was 
proposed which can even further increase the capacity for 
the voice users as well.
The additional voice users in Protocol-IV are supported at 
reduced quality (as in PRMA) and thus could be alternative 
for a third generation system in which varying quality of 
service and tariffs are offered to .the customers.
Protocol-I attempts to utilize the advantages of packet 
contention techniques in supporting both voice and data 
based services.
It is a very well known fact that packet contention schemes 
can serve a large number of users with bursty traffic, but 
they suffer from the instability problems due to traffic 
congestion, which in return result in large packet delays. 
The excessive delays have made packet contention schemes 
unattractive for delay sensitive services such as speech
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communications. Protocol-I is also easily implemented at 
the base-station, as the control of the channel resources 
is distributed amongst the mobile terminals. This dis­
tributed control scheme makes the efficient implementation 
of dynamic channel allocation (DCA) techniques a very 
difficult task.
As observed above, the additional traffic, in Protocol-I, 
is accommodated at the expense of degraded speech quality, 
since the speech packets that suffer excessive delay have 
to be dropped. If the background noise parameters were also 
to be transmitted in this protocol, the average number of 
users in contention at any time will increase, resulting 
in much higher packet dropping.
Protocol-II and III, which are a hybrid of packet and burst 
switching techniques, attempt to overcome the above prob­
lems, by retention of a fraction of the time slot by the 
voice users when entering a silence state. Hence hence 
removing contention amongst voice users and only allowing 
contention between data users in the case of protocol-III 
and a polling scheme for data users in the protocol-II. The 
speech quality in protocol-II & III remains intact and 
inclusion of the extra data traffic does not mean that the 
speech quality has to be sacrificed. Other advantages ob­
tained through protocol-II & III are as follows:
The minor-slot, besides helping a smooth acquisition of the 
whole time slot once the voice enters a talkspurt state, 
makes provision for better hand-over and other control 
related signalling.
The smooth transfer of the time slot from data users to 
voice user eliminates the undesirable variable delays en­
countered by speech packets in the protocol-I.
The background noise is taken care of via these minor-slots. 
The background noise is essential to be transmitted, es­
pecially for noisy environments such as mobile radio. Also
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frame hangover ensures retention of the weak trailing 
consonants which often end words or sentences.
It has been shown, that a significant amount of data can 
be transmitted even in the short, inter-syllable silence 
gaps. Even greater amounts of data can be transmitted in 
half-duplex modes such as in PMR systems, during the 
change-overs.
In protocol-II, there is no actual hard limit on the number 
of data users in the system, except the increase in average 
accessing delay incurred by data packets.
For the first time a TDMA-based system is shown to take 
advantage of the voice inactivity cycle to increase the 
system capacity. The DCA techniques can easily be implem­
ented, since network has complete control over the allocation 
of channel resources.
Another outstanding property of these protocols is the 
flexibility for attaching different priority schemes to 
different services. These priority• disciplines could be 
directly related to different tariff bands, which is an 
attractive option from both the system operators and the 
subscribers' point of view.
Protocols II, III and IV can be adopted for both indoor and 
outdoor communications.
These schemes can easily be applied to a variety of standard 
systems such as GSM and DECT, and hence increase their 
flexibility in handling various types of service.
The protocols are fair and stable under all traffic 
conditions.
The investigations of Protocol-I to IV were mainly carried 
out with data rates of less than the speech rate in GSM. 
The envisaged service rates for the third generation cellular 
system are upto 2 Mbps. It is important to note that, the 
low rate services can be more problematic to handle, in 
terms of spectral efficiency. These protocols can handle
182
services upto 9.6kbps without any extra bandwidth re­
quirement. Higher bit rate services (greater than the speech 
codec rate) can be handled by either stringing the 
consecutive time slots, higher level modulation schemes, 
stringing different carriers or a combinations of all of 
these techniques.
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APPENDIX I
GLOSSARY OF TERMS
AGCH
ARQ
AUC
ATDMA
BCCH
BCH
BER
BFI
BS
BSC
BSS
BTS
CCCH
CCIR
CCITT
CDF
CELP
Access Grant CHannel
Automatic ReQuest
Authentication Centre
Advanced Time Division Multiple 
Access
Broadcast Control Channel
Broadcast CHannel
Bit Error Rate
Bad Frame Indication
Base Station
Base Station Controller
Base Station Subsystem
Base Station Tranceiver
Common Control CHannel
Comite' Consultatif Interna­
tional de Radio -now ITU-R
Comite' Consultatif Interna­
tional des Telegraphes et 
Telephones -now ITU-T
Cumulative Distribution Func­
tion
Code Excited Linear Prediction
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CEPT
CDMA
CODEC
CSMA
CSMA-CD
CSPDN
CT2
DCA
DCCH
DCS-1800
DECT
DQPSK
DS/CDMA
DSI
DTMF
DTX
EIR
ETSI
Conference of European Postal 
and Telecommunications admin­
istrations
Code Division Multiple Access 
Coder-Encoder
Carrier Sense Multiple Access
Carrier Sense Multiple Ac- 
cess-Collision Detection
Circuit Switched Packet Data 
Network
Cordless Telephone 2nd Gener­
ation
Dynamic Channel Allocation
Dedicated Control CHannel
Digital Cellular System @ 
1800MHz
Digital European 
Telecommunication
Cordless
Differential Quaternary Phase 
Shift Keying
Direct Sequence/Code Division 
Multiple Access
Digital Speech Interpolation
Dual Tone Multiple Frequency 
(audio tone signalling system)
Discontinuous Transmission
Equipment Identity Register
European Telecommunication 
Standardisation Institute
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FCCH
FCFS
FD/CDMA
FDMA
FD/TD/CDMA
FD/TDD/TDMA
FD/TDMA
FEC
FH/SSMA
FPLMTS
GHz
GMSC
GMSK
GPDS
GSM
FACCH
Frequency correction Control 
CHannel
First Come First Served
Frequency Division/CDMA
Frequency Division Multiple 
Access
Frequency Division/Time Divi­
sion/CDMA
Frequency Division/Time Divi­
sion Duplex/Time Division 
Multiple Access
Frequency Division/Time Divi­
sion Multiple Access
Forward Error Correction/Front 
End Clipping
Frequency Hopped/Spread Spec­
trum Multiple Access
Future Public Land Mobile 
Telecommunication Systems-now 
IMT-2000
Giga Hertz
Gateway Mobile Switching Centre
Gaussian filtered Minimum Shift 
Keying
General Packet Data Services
Global System for Mobile com­
munications
F a s t  A c c e s s  C o n t r o l  C H a n n e l
GT Guard Time
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IC
IMT-2000
HLR
INMARSAT
ISDN
ISO
ITU
JDC
kbps
LCFS
Mbps
MHz
MODEM
MOS
MOU
MS
MSC
Integrated Circuit
International Mobile Telecom­
munications at 2000 MHz fre­
quency band and for after year 
2000-old FPLMTS
International Marine Satellite 
Organisation
Integrated Services Digital 
Network
Home L o c a t i o n  R e g i s t e r
International
ganisation
International 
tion Union
Standards Or-
Telecommunica-
Japanese
System
Digital Cellular
kilo bits per second 
Last Come First Served 
Mega bits per second 
Mega Hertz
Modulator/Demodulator
Mean Opinion Score-used in
speech quality
measurements
Memorandum of Understanding 
Mobile Station
Mobile Switching Centre/Mid­
speech clipping
NMT Nordic Mobile Telephone System
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OP-PRMA
ONP
OSI
OSS
PCH
PCM
pdf
PLMN
PMR
PPM
PRMA
PSK
PSPDN
PSTN
PTT
Optimum transmission per­
mission Probability-Packet 
Reservation Multiple Access
Open Systems Interconnection, 
the ISO standard for communi­
cations, a seven-layer refer­
ence model for protocol 
specification
Operation and Support System- 
in GSM
Paging CHannel
Pulse Code Modulation
probability distribution
function
Public Land Mobile Network
Private Mobile Radio
Pulse Per Million
Packet Reservation Multiple 
Access
Phase Shift Keying
Packet Switched Public Data 
Network
Open N e t w o r k  P r o v i s i o n
Public Switched 
Network
Telephone
QPSK
Post Telegraph and Telephone- 
now Term used to refer to a 
national telecommunication 
administration
Quaternary Phase Shift.Keying
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RACE I I
RACH
RES3
RMA
RPE-LTP
RSS
R-TDMA
SACCH 
S-ALOHA
SAW
s.c.p.c 
SDCCH
SENET
SID
SIM
Research and development in 
Advanced Communication tech­
nologies in Europe phase 2- 
reserach initiative instigated 
by the EU
Random Access CHannel
Radio Equipment and Systems 3, 
Technical Sub-committee of 
ETSI, responsible for the 
specification of DECT
Random Multiple Access
Regular Pulse Excitation-Long 
Term Predictor, type of voice 
coding used in GSM full rate 
speech coding
Received Signal Strength
Reservation based-Time Divi­
sion Multiple Access
Slow Associated Control CHannel
Slotted ALOHA multiple access 
scheme
Surface Acoustic Wave
single channel per carrier
Stand alone Dedicated Control 
CHannel
Slotted ENvelope NETworks 
Silence Decriptor 
Subscriber Identity Module
198
SMG Special Mobile Group-ETSI
special group for mobile com­
munications
SMS Short Message Services
SREJ Selective Reject- a multiple
access protocol based on ALOHA
SRUC Split Reservation Upon Colli­
sion Protocol
SS7 CCITT Signalling System number
7
SSMA Spread Spectrum Multiple Access
TACS Total Access Communication
System-analogue cellular sys­
tem in UK
TAF Time Alignment Flag
TASI Time Assignment Speech Inter­
polation
TCH Traffic CHannel
TDD Time Division Duplex
TDMA Time Division Multiple Access
TS Time Slot
UMTS Universal Mobile Telecommuni­
cation System
VAD Voice Activity Detector
vco Voltage Controlled Oscillator
VLR Visitor Location Register
VLSI Very Large Scale Integrated
circuit
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V P -P R M A
V S E L P
WARC
Variable transmission per­
mission Probability-for PRMA
Vector Sum Excited Linear 
Prediction coding
World Administrative Radio 
Conference, part of ITU ac­
tivity
2 0 0
