English. The paper describes our submission to the task 2 of SENTIment POLarity Classification in Italian Tweets at Evalita 2016. Our approach is based on a convolutional neural network that exploits both word embeddings and Sentiment Specific word embeddings. We also experimented a model trained with a distant supervised corpus. Our submission with Sentiment Specific word embeddings achieved the first official score. 
Introduction
The paper describes our submissions to the Task 2 of SENTiment POLarity Classification at Evalita 2016 (Barbieri et al. 2016) .
In Sentipolc the focus is the sentiment analysis of the in Italian tweets, it is divided in three subtasks:
 Task 1: Subjectivity Classification: identify the subjectivity of a tweet.
 Task 2: Polarity Classification: classify a tweet as positive, negative, neutral or mixed (i.e. a tweet with positive and negative sentiment).
 Task 3: Irony Detection: identify if is present the irony in a tweet.
The state of the art on the polarity classification of tweets is the application of Deep Learning methods (Nakov et al., 2016) , like convolutional neural network or recurrent neural networks, in particular long short-term memory networks (Hochreiter, and Schmidhuber, 1997) .
We explored Deep Learning techniques for the sentiment analysis of English tweets at Semeval 2016 with good results, where we noticed that use of convolutional neural network and Sentiment Specific word embeddings was promising.
We applied a similar approach for the Italian language, building word embeddings from a big corpus of Italian tweets, sentiment specific word embeddings from positive and negative tweets, using a convolutional neural network as classifier. We also introduced a distant supervised corpus as silver training set.
We report the results of our experiments with this approach on the task Evalita 2016 Sentipolc Task 2 Polarity classification.
Description of the System
The architecture of the system consists of the following steps:
 build word embeddings from a collection of 167 million tweets collected with the Twitter API over a period of May to September 2016, preprocessed as described later.
 build Sentiment Specific word embeddings using a portion of these tweets split into positive/negative by distant supervision.
 train a convolutional neural network classifier using one of the above word embeddings
The convolutional neural network classifier exploits pre-trained word embeddings as only features in various configurations as described below. The architecture of the classifier consists of the following layers described in Figure 1 : a lookup layer for word embeddings, a convolutional layer with a ReLU activation function, a maxpooling layer, a dropout layer, a linear layer with tanh activation and a softmax layer. This is the same classifier described in (Attardi and Sartiano, 2016) , that achieved good results at the SemEval 2016 task 4 on Sentiment Analysis in Twitter (Nakov et al., 2016) . Here we test it on a similar task for Italian tweets.
Data Preprocessing
In order to build the word embeddings we preprocessed the tweets using tools from the Tanl pipeline (Attardi et al., 2010) : the sentence splitter and the specialized tweet tokenizer for the tokenization and the normalization of tweets. Normalization involved replacing the mentions with the string "@mention", emoticons with their name (e.g. "EMO_SMILE") and URLs with "URL_NORM".
Word Embeddings and Sentiment Specific Word Embeddings
We experimented with standard word embeddings, in particular building them with the tool word2vec 1 (Mikolov, 2013) , using the skip-gram model. These word embeddings though do not take into account semantic differences between words expressing opposite polarity, since they basically encode co-occurrence information as shown by (Levy and Goldberg, 2014) . For encodes sentiment information in the continuous representation of words, we use the technique of Tang et al. (2014) as implemented in the DeepNL 2 library (Attardi, 2015) . A neural network with a suitable loss function provides the supervision for transferring the sentiment polarity of texts into the embeddings from generic tweets.
Distant supervision
The frequency distribution of classes in the dataset, as shown in Table 1 , seems skewed and not fully representative of the distribution in a statistical sample of tweets: negative tweets are normally much less frequent than positive or neutral ones (Bravo-Marquez, 2015) . To reduce this bias and to increase the size of the training set, we selected additional tweets from our corpus of Italian tweets by means distant supervision. In the first step we selected the tweets belonging to a class (positive, negative, neutral, mixed) via regular expressions. In the second step, the selected tweets are classified by the classifier trained using the task trainset. The silver corpus is built taking the tweets with the matched class between the regular expression system and the classifier. 
Experiments
The plain word embeddings were built applying vord2vec to a collection of 167 million Italian unlabeled tweets, using the the skip gram model, and the following parameters: embeddings size 300, window dimension 5, discarding word that appear less than 5 times. We obtained about 450k word embeddings. The sentiment specific word embeddings (SWE) were built with DeepNL, starting from the word embeddings built at the previous step and tuning them with a supervised set of positive or negative tweets, obtained as follows from 2.3 million tweets selected randomly from our corpus of collected tweets:
 Positive tweet: one that contains only emoticons from a set of positive emoticons (e.g. smiles, hearts, laughs, expressions of surprise, angels and high fives).
 Negative tweet: one that contains only emoticons from a set of negative emotions (e.g. tears, angry and sad).
Integris srl cooperated to the task providing a set of 1.3 million tweets, selected by relying on a lexicon of handcrafted polarized words. This resource is also added to the corpus. We split the training set provided for the Evalita 2016 SentiPolc Task into a train set (5335 tweets), a validation set (592 tweets) and a test set (1482 tweets). This dataset was tokenized and normalized as described in Section 2.1.
For the take of participating to subtask 2, polarity classification, the 13-value annotations present in the datasets were converted into four values: "neutral", "positive", "negative" and "mixed" depending on the values of the fields "opos" and "oneg", which express the tweet polarity, according to the task guidelines 3 . We did not take into account the values for "lpos" and "lneg".
The frequency distribution of these classes turns out to be quite unbalanced, as shown in The training set is still fairly small, compared for example to the size of the corpus used in SemEval 2106. The "mixed" class in particular is small in absolute numbers, even though not in percentage value, which makes hard to properly train a ML classifier.
Therefore we tried to increase the training set by means of the distant supervision as described above: we selected a maximum of 10,000 tweets for class via regular expressions, then we classified them with the classifier trained with the gold training set. We chose for addition into a silver training set, the tweets which were assigned by the classifier the same class of the regular expression. As reported in Table 2 , the silver dataset remains unbalanced; in particular, no "mixed" example was added to the original train set.
Class
Train set Dev set  Neutral  8505  554  Negative  5987  513  Positive  6813  312  Mixed  337  103  Table 2 . Distant supervised dataset distribution. We performed extensive experiments with the classifier in various configurations, varying the number of filters; the use of skip-gram word embeddings or sentiment specific word embeddings; different training sets, either the gold one or the silver one. Results of the evaluation on the validation set allowed us to choose the best settings, as listed in the Table 4 . Best Settings.
Run1
Run2 Embeddings WE skipgram SWE Training set Gold Silver Gold Silver Filters 2, 3,5 4,5,6,7 7,7,7,7,8,8,8,8 7,8,9,10 "7,7,7,7,8,8,8,8 ".
 UniPI_2.u: silver corpus as training set, sentiment specific word embeddings, filters: "7,8,9,10". The run UniPI_2.c achieved the top overall score among a total of 26 submissions to task 2. This confirms the effectiveness of sentiment specific word embeddings in sentiment polarity classification also for Italian tweets.
The use of an extended silver corpus did not provide significant benefits, possibly because the resulting corpus was still unbalanced.
In addition to the subtask 2, we submitted one run for the Task 1 "Subjectivity Classification": given a message, decide whether the message is subjective or objective. We used the same classifier for the subtask 2, using only two classes (subjective, objective), with the same skip-gram word embeddings used for the other task and the configuration listed in Table 6 Top official results for SentiPolc subtask 1.
Discussion
We confirmed the validity of the convolutional neural networks in the twitter sentiment classification, also for the Italian language. The system achieved top score in the task 2 of SENTiment POLarity Classification Task of Evalita 2016.
