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Abstract
We discuss error propagation for general linear methods for ordinary differential equations up to terms
of order p + 2, where p is the order of the method. These results are then applied to the estimation
of local discretization errors for methods of order p and for the adjacent order p + 1. The results of
numerical experiments conﬁrm the reliability of these estimates. This research has applications in the
design of robust stepsize and order changing strategies for algorithms based on general linear
methods.
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1. Introduction
This paper is concerned with the propagation of errors and the estimation of errors when a
general linear method (GLM) is used for the numerical solution of an initial value problem
y′(x) = f (y(x)), (1.1a)
y(x0) = y0, (1.1b)
where f : Rm → Rm is given. It will be assumed throughout the paper that f is differentiable
arbitrarily often and that, consequently, the exact solution is also arbitrarily smooth.
We will consider GLMs with s stages and with r = p + 1 values passed from step to step,
where p is the order of the method. We will also assume that the information output at the end
of step n, with stepsize hn is supposed to approximate, to within O(hp+1n ), the Nordsieck vector
made up from subvectors y(xn), hny′(xn), h2ny′′(xn), . . . , h
p
ny
(p)(xn). The p + 1 components of
this output approximation will be written for convenience as yn, for the ﬁrst component, and y[n]
for the remaining p components, with the full p + 1 subvector output written as y[n]. That is,
y[n] =
[
yn
y[n]
]
.
Wewill assume that a large number of steps, with output values y1, y2, . . . , yN , are to be computed
as approximations to the solution of (1.1) at the points x1, x2, . . . , xN , respectively. Because we
will need to use a local reference solution, we will write y(x), not as the global solution to this
initial value problem, but as a function on [x0, xN)whose restriction to [xn−1, xn) is deﬁned as the
solution to (1.1a) subject to the initial condition y(xn−1) = yn−1. Thus y is right-continuous and
has jumps at the step values equal to the local truncation error in the computed approximations.
Because the method will have order p the jump at xn will be equal toO(hp+1n ). This notation will
have to be extended slightly to allow for the fact that each stage value computed in step n will be
related to the reference solution deﬁned by y(xn−1) = yn−1, whether or not the stage abscissa lies
in [0, 1). Hence we will sometimes need to write yn−1(x) to denote this reference solution. Thus
yn−1(xn) is the limiting value of y(x) as x tends to xn from below. Since much of our analysis
will be based on a single time step, or will deal with constant stepsize, we will for convenience
write h = hn = xn − xn−1. Using this simpliﬁcation we can write, hp+1y(p+1)(xn) + O(hp+2)
for the local truncation error in step n so that
yn(xn) − yn−1(xn) = −hp+1y(p+1)(xn) + O(hp+2). (1.2)
The value of  will be found in Theorem 2.
As a consequence of the discontinuity at xn of y(x), there will be discontinuities also in the
quantities that are used in theNordsieck vector. For k > 1, the jump inhky(k)(xn)will beO(hp+3),
whereas
hy′n(xn) − hy′n−1(xn) = −hp+2f ′(yn)y(p+1)(xn) + O(hp+3), (1.3)
where f ′(yn) denotes the matrix of partial derivatives f/y evaluated at yn. This linear operator
will invariably occur in the context f ′(y)y(p+1), where it operates on the vector y(p+1).
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We can write the partitioned coefﬁcient matrix in the form[
A U
B V
]
=
⎡⎣ A e UbT 1 vT
B 0 V
⎤⎦ , (1.4)
where A ∈ Rs×s , U ∈ Rs×p, B ∈ Rp×s , V ∈ Rp×p, b ∈ Rs and v ∈ Rp. We will limit
our investigations to methods in which the eigenvalues of V are in the open unit disc. With this
terminology, the process of computing yn and y[n] from input approximations yn−1 and y[n−1],
takes the form
Y = eyn−1 + AhF + Uy[n−1],
Fi = f (Yi), i = 1, 2, . . . , s,
yn = yn−1 + bT hF + vT y[n−1],
y[n] = BhF + Vy[n−1]. (1.5)
We have chosen, for ease of notation, not to include the Kronecker products in the formulation
of method or in the remainder of the paper. For example, given  ∈ Rp, hp+1y(p+1)(xn) will
denote the vector in Rpm consisting of p copies of hp+1y(p+1)(xn), scaled consecutively by the
elements of . The vector e is deﬁned as e = [1, . . . , 1]T ∈ Rs , so that eyn−1 denotes a vector
made up from s copies of yn−1.
In (1.5), the internal stages are denoted by Yi and the corresponding stage derivatives Fi are
approximations of stage order q to y(xn−1 + cih), and y′(xn−1 + cih) for i = 1, 2, . . . , s, where
c = [c1, . . . , cs]T denotes the abscissa vector. Note that Y , F denote the vectors
Y =
⎡⎢⎢⎢⎣
Y1
Y2
...
Ys
⎤⎥⎥⎥⎦ , F =
⎡⎢⎢⎢⎣
F1
F2
...
Fs
⎤⎥⎥⎥⎦ .
It will be assumed that the vectors y[n−1] and y[n] are approximations of order p to the Nordsieck
vectors z(xn−1, h) and z(xn, h), respectively, where z(x, h) is deﬁned by
z(x, h) =
⎡⎢⎢⎢⎣
hy′(x)
h2y′′(x)
...
hpy(p)(x)
⎤⎥⎥⎥⎦ , (1.6)
and the scaled derivatives at xn−1 and xn are computed from right-derivatives of the discontinuous
function y or, what is equivalent, as the limit of z(x, h) as x tends to xn−1 or xn, respectively,
from above.
To achieve order p we only need to approximate the Nordsieck vector at the end of step number
n to withinO(hp+1). However, we want to use linear combinations of the stage derivatives F and
the input data y[n−1] in each step to estimate hp+1y(p+1)(xn) and hp+2y(p+2)(xn), so we need
to analyse the quantities passed from step to step to within O(hp+3). Although we will need to
carry out this task in a variable stepsize environment we will consider ﬁrst the constant stepsize
case.
Even if we started a sequence of steps with an exact Nordsieck vector, this accuracy would
not persist into later steps. In fact, perturbations consisting of combinations of hp+1y(p+1)(xn),
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hp+2y(p+2)(xn) as well as of hp+2f ′(yn)y(p+1)(xn) would be introduced into every step. Thus
we can assume that
y[n] = z(xn, h) − nhp+1y(p+1)(xn) − nhp+2y(p+2)(xn)
−nhp+2f ′(yn)y(p+1)(xn) + O(hp+3). (1.7)
We will discuss in Section 2 the relationship between (n, n, n) and the values these quantities
have in the previous step. It will be shown that in the constant stepsize case they converge to ﬁxed
values and we can write (˜, ˜, ˜) for these limiting values.
When the stepsize is allowed to vary from step to step, our aim will be to apply a generalization
of a “scale and modify procedure” introduced in [5] to the output from the step so that in every
step (1.7) can be regarded as being true, with the limiting values (n, n, n) = (˜, ˜, ˜). Further
details of how this can be achieved will be discussed in Sections 2–4.
Even though we have limited our scope to methods which pass a Nordsieck vector from step
to step, we further reﬁne the class of methods by requiring that the internal stage approximations
are of the same order as the solution approximation. In this situation, the stage order and order
conditions take the simple form described in the following theorem, compare, for example, [10].
Theorem 1. A GLM in Nordsieck form has order and stage order p if and only if
1(cz) = A exp(cz) + UZ + O(zp),
1(z) = bT exp(cz) + vT Z + O(zp), (1.8)
exp(z)Z = B exp(cz) + VZ + O(zp),
where z is a complex parameter and the basis vectorZ = [1, z, . . . , zp−1]T .The rational function
1(z) = (exp(z)−1)/z and both the exp and1 functions are applied component-wise to a vector.
As a direct consequence of the above theorem the matrices U , vT and V can be chosen so that
the order and stage order are guaranteed to equal p. Eqs. (1.8) are equivalent to
U = D − AC,
vT = P − bT C, (1.9)
V = E − BC,
where the Vandermonde matrices C and D are
C =
[
e c 12!c
2 . . . 1
(p−1)!c
p−1 ] , D = [ c 12!c2 13!c3 . . . 1p!cp ] ,
the vector P and Toeplitz matrix E are
P =
[
1 12!
1
3! . . .
1
p!
]
, E = exp(K), K = [ 0 e1 e2 . . . ep−2 ] .
This can be seen by noting that 1(cz) = DZ + O(zp), 1(z) = PZ + O(zp), exp(cz) =
CZ + O(zp) and exp(z)Z = EZ + O(zp).
The results of this paper will apply only to methods where the stage order is equal to the order
and an approximation of order O(hp+1) to a Nordsieck vector is passed from step to step. Even
with these restrictions in place, several well-known classes of methods satisfy these criteria and
we now discuss some of them.
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As proposed by Nordsieck in [21] an efﬁcient implementation of linear multistep methods,
reinterprets the information passed from step to step to approximate a Nordsieck vector. Since
linearmultistepmethods can be represented as one stageGLMs,with stage order equal to the order,
these methods satisfy our criteria. Similarly, the criteria are satisﬁed by composite linear multistep
methods, in which a selection of methods is used over a series of smaller steps and interpreted
as one step of a larger method. The methods which make up the individual components will
typically have inferior properties to the composite scheme. The predict evaluate correct (PEC)
or predict evaluate correct evaluate (PECE) or variants, see [20], can also be represented in this
framework, provided that the data passed from step to step is transformed into Nordsieck form
and the method has stage order equal to the order; the reader is referred to [2], for further details.
The Nordsieck representation of DIMSIMs, which was introduced in [3] (compare also [4,16])
corresponds to the case when s = p, V = 0 and the stability function has only one nonzero
eigenvalue. This representation was inspired by the classical paper [21]. Results concerning the
construction and implementation of DIMSIMs are discussed in [1,11,17]. GLMs with inherent
Runge–Kutta stability (IRKS), investigated in [10,25], correspond to methods where s = p + 1,
and the stability function has only one nonzero eigenvalue. These methods have many attractive
properties (compare [6,7]) and their utilization as building blocks of powerful new algorithms for
both nonstiff and stiff differential systems is a subject of recent work [8].
Approximating the local truncation error in a step is clearly necessary to achieve any sort of
rational stepsize control. However, wewill also wish to provide for variable order and this requires
the assessment of the relative efﬁciencies of several alternative methods. This will include the
method currently in operation and a contending method of one higher order. In the present paper,
in Section 3, we show how to estimate both hp+1y(p+1) and hp+2y(p+2) thus allowing for a
reliable assessment of the relative advantages of retaining order p or increasing the order to p+1.
Observe also that the last component of y[n] carries an approximation to hpy(p) which allows for
the local error estimation of the method of order p − 1. The approach we use in this paper is not
the only way of making this comparison dynamically, and we draw attention to a recent paper [9]
which provides an alternative approach.
In Section 2 we will discuss starting methods and the underlying one-step method, providing
the motivation for studying the error propagation of methods. Section 3 investigates error prop-
agation and the scale and modify process which ensures that (1.7) can be regarded as true, even
when the stepsize is varied. In Section 4 we estimate the local error hp+1y(p+1)(xn) and the quan-
tities hp+2y(p+2)(xn) and hp+2f ′(yn)y(p+1)(xn) which are needed to compute the corrections
in the scale and modify process. In Section 5 a zero-stability analysis is provided. A selection
of methods of orders two and three along with error estimates and regions of zero-stability are
included in Section 6. Several numerical experiments will be given in Section 7, which will val-
idate the aims of this paper. The main results obtained in this paper are brieﬂy summarized in
Section 8.
2. Starting methods and the underlying one-step method
To understand the scale and modify procedure, that forms the basis of this paper, we focus
attention on the relationship between yn, the approximation to y(xn), and y[n], the vector made
up from the remaining components of the output y[n] at the end of step number n. We will assume
that we are attempting to approximate an idealized quantity which we will write as Syn. Deﬁne
F as the mapping which selects from y[n] just the ﬁrst subvector yn. Thus, F ◦ S = id. This
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assumes that we have a suitable starting procedure S deﬁned so that
S ◦ R = M ◦ S, (2.1)
or, what is equivalentR = F ◦M◦S, whereM denotes the action of applying the method to the
input data available at the end of the step and R is the underlying one-step method. The concept
of the underlying one-step method was introduced by Kirchgraber [19] in the context of linear
multistep methods and extended to GLMs by Stoffer [24]. We also refer to [2,25] for additional
discussion of underlying one step methods in the context of GLMs.
Actually it will be sufﬁcient if (2.1) holds only to within O(hp+3) accuracy because our aim
will be to look for estimates of quantities which behave like hp+1 and hp+2. To actually calculate
Syn−1 at the start of step n we need to have some way of calculating the Nordsieck vector,
with appropriate modiﬁcations of the hp+1 and hp+2 terms. Let y(x) denote the solution to
(1.1a), restricted to the interval [xn−1, xn) = [xn−1, xn−1 + h), and with initial value given by
y(xn−1) = yn−1. To actually evaluate Syn−1, we need to calculate the various high derivatives of
y(x) at x = xn−1. In practice we will only want to work to within O(hp+3) so that elementary
differentials up to order p + 2 are needed, but not for a higher order.
We will now ﬁnd speciﬁc formulae for (n, n, n) along with various contributions to the local
truncation error. This will make it possible to evaluate the ﬁrst few terms in the deﬁnition of S.
Theorem 2. Suppose the input to step number n consists of
yn−1 = y(xn−1),
y[n−1] = z(xn−1, h) − n−1hp+1y(p+1)(xn−1) − n−1hp+2y(p+2)(xn−1)
−n−1hp+2f ′(yn−1)y(p+1)(xn−1) + O(hp+3).
Then the stage values, scaled stage derivatives and output values are given by
Y = y(xn−1 + ch) − hp+1y(p+1)(xn−1) + O(hp+2), (2.2a)
hF = hy′(xn−1 + ch) − hp+2f ′(yn−1)y(p+1)(xn−1) + O(hp+3), (2.2b)
yn = yn−1(xn) − hp+1y(p+1)(xn) − hp+2y(p+2)(xn)
−	hp+2f ′(yn)y(p+1)(xn) + O(hp+3), (2.2c)
y[n] = z(xn, h) − n hp+1y(p+1)(xn) − nhp+2y(p+2)(xn)
−nhp+2f ′(yn)y(p+1)(xn) + O(hp+3), (2.2d)
where
 = c
p+1
(p + 1)! −
Acp
p! + Un−1,
 = 1
(p + 1)! −
bT cp
p! + v
T n−1,
 = 1
(p + 2)! −
bT cp+1
(p + 1)! + v
T n−1 − ,
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	 = bT  + vT n−1,
n = Ep − B c
p
p! + V n−1,
n = Ep+1 − B
cp+1
(p + 1)! + V n−1 − n,
n = B − e1 + V n−1.
Proof. To verify (2.2a), expand the two sides by Taylor’s theorem; (2.2b) follows by noting that
if two vectors differ by
hp+1y(p+1)(xn−1) + O(hp+2)
then the results of applying hf to each of these vectors differ by
hp+2f ′(yn−1)y(p+1)(xn−1) + O(hp+3).
Finally, (2.2c) and (2.2d) follow by further applications of Taylor’s theorem about xn−1 followed
by rewriting using
y(p+1)(xn−1) = y(p+1)(xn) − hy(p+2)(xn) + O(h2). 
Corollary 3. LetS denote the starting method in the deﬁnition of the underlying one-step method
and write y[n−1] for the ﬁnal p components of Syn−1. Then
y[n−1] = z(xn−1, h) − ˜hp+1y(p+1)(xn−1) − ˜hp+2y(p+2)(xn−1)
−˜hp+2f ′(yn−1)y(p+1)(xn−1) + O(hp+3), (2.3)
where
˜ = (I − V )−1
(
Ep − B c
p
p!
)
,
˜ = (I − V )−1
(
Ep+1 − B c
p+1
(p + 1)! − ˜
)
, (2.4)
˜ = (I − V )−1 (B −  e1) .
Proof. Because (V ) < 0, it follows from Theorem 2 that the values of (n, n, n) converge to
the given values of (˜, ˜, ˜) as n → ∞. 
These ideas are illustrated in Fig. 1, where R is the underlying one-step method and T is the
local truncation error.
To summarize this section, we have found a reﬁnement to z(x, h), given by (1.6). In the constant
stepsize case, y[n] is an approximation to within O(hp+1) to z(xn, h). However, if we replace
z(xn−1, h) by an adjusted input based on (2.3), we will obtain an output of the same form. Because
of the central role played by this adjusted target value for the rest of the paper we will write
ẑ(x, h) = z(x, h) − ˜hp+1y(p+1)(x) − ˜hp+2y(p+2)(x)
−˜hp+2f ′(y(x))y(p+1)(x). (2.5)
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Fig. 1. A single step of the method M, with starting method S, ﬁnishing method F and underlying one-step method R.
The local truncation error is represented by the symbol T .
3. Error propagation for GLMs
Our aim is to investigate the error propagation in a variable stepsize setting and to maintain the
form of the approximate Nordsieck vector given by (1.7), as the stepsize varies. It is not possible
to achieve this aim with the current form of the method (1.5), unless the expression for y[n] is
amended. As a ﬁrst attempt to make this correction, the expression would be multiplied by the
diagonal matrix D(
), where 
 = 
n = hn+1/hn and
D(
) = diag(
, 
2, . . . , 
p).
This will give the correct output to within O(hp+1) but a further adjustment is needed. The
multiplication by D(
) and the additional correction constitute the scale and modify process and
our aim will be to explore what is needed for the modify part of this process. This is described in
the following theorem.
Theorem 4. Assume that the input to step n, for which the stepsize will be hn = xn − xn−1,
consists of yn−1 and y[n−1] given by
y[n−1] = ẑ(xn−1, hn)
= z(xn−1, hn) − ˜hp+1n y(p+1)(xn−1) − ˜hp+2n y(p+2)(xn−1)
−˜hp+2n f ′(yn−1)y(p+1)(xn−1) + O(hp+3n ), (3.1)
compare (2.5). Then the result of applying the scaling D(
n) to hnBF + Vy[n−1] is
ẑ(xn, hn+1) − 1(
)hp+1n y(p+1)(xn) − 2(
)hp+2n y(p+2)(xn)
−3(
)hp+2n f ′(yn)y(p+1)(xn) + O(hp+3), (3.2)
where 1(
), 2(
) and 3(
) are deﬁned by
1(
) =
(
D(
) − 
p+1I
)
˜,
2(
) =
(
D(
) − 
p+2I
)
˜, (3.3)
3(
) =
(
D(
) − 
p+2I
)
˜.
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Proof. The stage values, stage derivatives and output yn from the step are given by Theorem 2,
with h replaced by the current stepsize hn and with the scaling by D(
n) applied to the output.
This gives a result
z(xn, hn+1) − ˜
−(p+1)hp+1n+1y(p+1)(xn) − ˜
−(p+2)hp+2n+1y(p+2)(xn)
−˜
−(p+2)hp+2n+1f ′(yn)y(p+1)(xn) + O(hp+3),
which can be written in the form (3.2) with 1(
), 2(
) and 3(
) given by (3.3). 
If we can ﬁnd reliable approximations for hp+1n y(p+1)(xn), hp+2n y(p+2)(xn) and hp+2n f ′(yn)
y(p+1)(xn), using only quantities computed in step number n, we can then construct an approxi-
mation to
1(
)h
p+1
n y
(p+1)(xn) + 2(
)hp+2n y(p+2)(xn) + 3(
)hp+2n f ′(yn)y(p+1)(xn)
and add this to the scaled output from the step to yield an approximation to ẑ(xn, hn+1). This
will be the “scaled and modiﬁed” result. The overall numerical algorithm for the numerical
solution of (1.1) based on the formula (1.5), the scale and modify process described above, and
the estimations of the quantitieshp+1n y(p+1)(xn),hp+2n y(p+2)(xn), andhp+2n f ′(y(xn))y(p+1)(xn),
will be described in Section 4.
4. Estimating the corrections
Once the stages have been evaluated in step n we have available the quantities hnF and y[n−1].
Our aim will therefore be to use approximations of the form
Ti hnF + Ti y[n−1], i = 1, 2, 3,
to estimate the quantities
h
p+1
n y
(p+1)(xn), hp+2n y(p+2)(xn) and hp+2n f ′(xn)y(p+1)(xn).
Because each of the resulting three estimators will be O(hp+1n ), it will follow that Ti = −Ti C,
where C is the Vandermonde matrix introduced for use in (1.9). Given this condition, these
approximations are given in the following theorem.
Theorem 5. We have the following estimates:
T1 hnF + T1 y[n−1] = hp+1n y(p+1)(xn) + O(hp+3n ),
T2 hnF + T2 y[n−1] = hp+2n y(p+2)(xn) + O(hp+3n ), (4.1)
T3 hnF + T3 y[n−1] = hp+2n f ′(yn)y(p+1)(xn) + O(hp+3n ),
where i and i , i = 1, 2, 3, satisfy the linear systems of equations
T1 C + T1 = 0, T1
cp
p! − 
T
1 ˜ = 1,
T1
cp+1
(p + 1)! − 
T
1 ˜ = 1, T1  + T1 (˜ + e1) = 0, (4.2)
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T2 C + T2 = 0, T2
cp
p! − 
T
2 ˜ = 0,
T2
cp+1
(p + 1)! − 
T
2 ˜ = 1, T2  + T2 (˜ + e1) = 0, (4.3)
and
T3 C + T3 = 0, T3
cp
p! − 
T
3 ˜ = 0,
T3
cp+1
(p + 1)! − 
T
3 ˜ = 0, T3  + T3 (˜ + e1) = −1. (4.4)
Proof. As a step towards ﬁnding suitable values of the Ti and 
T
i vectors, i = 1, 2, 3, we will
approximate Ti hnF + Ti y[n−1], i = 1, 2, 3, assuming that Ti = −Ti C, using Taylor series.
This leads to
Ti hnF + Ti y[n−1] =
(
Ti
cp
p! − 
T
i ˜
)(
h
p+1
n y
(p+1)(xn) − hp+2n y(p+2)(xn)
)
+
(
Ti
cp+1
(p + 1)! − 
T
i ˜
)
h
p+2
n y
(p+2)(xn)
−
(
Ti  + Ti (˜ + e1)
)
h
p+2
n f
′(yn)y(p+1)(xn) + O(hp+3n ).
Using this result for i and i to achieve the approximations to within O(h
p+3
n ), leads to the
conditions that these coefﬁcient vectors must satisfy, i.e. the systems (4.2)–(4.4). 
To summarize the results obtained in Sections 3 and 4, the overall numerical algorithm for
computing approximations to the solution of (1.1) consisting of the method (1.5) and the scale
and modify process described in Section 3, and estimations of the quantities hp+1n y(p+1)(xn),
h
p+2
n y
(p+2)(xn) and hp+2n f ′(y(xn))y(p+1)(xn) derived in this section takes the form
Y = eyn−1 + AhnF + Uy[n−1],
Fi = f (Yi), i = 1, 2, . . . , s,
yn = yn−1 + bT hnF + vT y[n−1],
y[n] =
(
D(
)B + 1(
)T1 + 2(
)T2 + 3(
)T3
)
hnF
+
(
D(
)V + 1(
)T1 + 2(
)T2 + 3(
)T3
)
y[n−1], (4.5)
where 1(
), 2(
) and 3(
) are deﬁned by (3.3) and the vectorsi andi , i = 1, 2, 3, are deﬁned
by systems (4.2)–(4.4), compare also (4.1). This algorithm is a generalization of the approach
presented in [5]. The difference with the formulation presented in [5] is that in that paper 2(
)
and 3(
) were each zero and only ˜ was able to be kept constant.
5. Zero-stability analysis
In this section we will analyze zero-stability properties of the overall scale and modify method
given by (4.5). Applying this method to the test equation
y′ = 0, y(0) = 1,
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on the nonuniform grid {xn} we obtain from (4.5) that
yn = yn−1 + vT y[n−1],
y[n] =
(
D(
n)V + 1(
n)T1 + 2(
n)T2 + 3(
n)T3
)
y[n−1].
Here, 
n = hn+1/hn, the quantities 1(
n), 2(
n), 3(
n) are deﬁned by (3.3) andi , i = 1, 2, 3,
are deﬁned by (4.2)–(4.4). To simplify notation we deﬁne the ampliﬁcation matrix M(
) as
M(
) = D(
n)V + 1(
n)T1 + 2(
n)T2 + 3(
n)T3 . (5.1)
Expressing y[n] in terms of the initial starting vector y[0] leads to
y[n] = M(
n)M(
n−1) · · ·M(
1)y[0],
and the zero-stability of the method (4.5), is equivalent to the uniform boundedness of the product
of matrices
M(
n)M(
n−1) · · ·M(
1).
We follow the approach proposed in [12,13] to ﬁnd the conditions under which this is the case.
This approach is based on the theory of the joint spectral radius and the notion of a polytope norm
for a family of matrices. According to this theory, zero-stability of (4.5) would follow if we can
construct a polytope norm ‖ · ‖∗ in Rp, such that for the induced matrix norm, denoted by the
same symbol, satisﬁes
‖M(
)‖∗1, (5.2)
for 
 ∈ [0, 
∗]. These polytope norms are deﬁned by their unit balls in Rp. Put

∗ = max {
 : (M(
))1} ,
where(M(
)) is the spectral radius of the ampliﬁcationmatrixM(
), given in (5.1). As explained
in [12], often these polytope norms ‖ ·‖∗ can be found by successively applying the matrixM(
∗)
to the set of vectors
S = {e1, e2, . . . , ep} ,
where ei are canonical basis vectors in Rp. If
Mj(
)P, P ∈ S, j = 1, 2, . . .
are contained in a common convex hull, symmetric with respect to the origin, of some points in
Rp for 
 ∈ [0, 
∗], then this convex hull deﬁnes the unit ball of the polytope norm ‖ ·‖∗ satisfying
(5.2). This process was illustrated in [13] for variable stepsize three-step backward differentiation
method, in [5] for some GLMs of order p = 2, and in [18] for some two-stepW-methods of order
p = 2.
In Section 6, we give the ampliﬁcation matrix M(
) and the convex hull which deﬁnes the
unit ball for various methods satisfying (4.5). For methods presented in next section the matrices
M(
) will have the following block structure:
M(
) =
[
0 0
M1(
) M2(
)
]
,
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with square blocks on the diagonal. It can be veriﬁed that
M(
n) · · ·M(
2)M(
1) =
[
0 0
M2(
n) · · ·M2(
2)M1(
1) M2(
n) · · ·M2(
2)M2(
1)
]
,
and it follows that if
‖M2(
n) · · ·M2(
2)M2(
1)‖C,
for some constant C, then the nonzero blocks of the matrix
M(
n) · · ·M(
2)M(
1)
can be bounded by C‖M1(
1)‖ and C, respectively. This means that zero-stability properties of
the underlying numerical methods whose stability matrix is M(
) are governed by the product of
nonzero diagonal blocks
M2(
n) · · ·M2(
2)M2(
1).
We can take advantage of this fact to investigate stability properties of the methods for which the
matrix M(
) has the structure described above. This will be illustrated in Section 6.
6. Examples of methods
To achieve stage order and order p requires at least p stages, all the methods reported in this
section have s = p + 1 stages. This choice is prompted mainly because it is known that for this
case IRKS methods can be derived using only linear operations [10]. For methods introduced to
compete with IRKS methods, s = p + 1 in every case, this simpliﬁes a direct comparison of
accuracy because the computational costs per step are the same. We have chosen an order two
and an order three IRKS method and compared each with a PECE scheme, see [20], of the same
order.
The ﬁrst method, of order two, uses the composition of the order twoAdams–Bashforth method
over two steps of size 12h then uses a PECE scheme with the composite Adams–Bashforth method
as the predictor and the order two Adams–Moulton method as the corrector. We then reinterpret
the data passed from step to step to approximate a Nordsieck vector. The overall method with
error estimates is
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A e U
bT 1 vT
B 0 V
T1 0 
T
1
T2 0 
T
2
T3 0 
T
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 12
1
8
3
4 0 0 1
1
4
1
8
1
4
1
4 0 1
1
2
1
8
1
4
1
4 0 1
1
2
1
8
0 0 1 0 0 0
−2 0 2 0 0 0
−20 12 −4 0 12 2
−24 16 −8 0 16 4
0 −16 16 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.1)
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For this method the abscissa vector is c = [ 12 , 1, 1]T , the error constant is  = 124 and the vectors
˜, ˜ and ˜ given by formulae (2.4) are
˜ =
[
0
1
4
]
, ˜ =
[
0
− 124
]
, ˜ =
[
0
− 148
]
.
The ampliﬁcation matrix M(
) given by formula (5.1) takes the form
M(
) =
[
0 0
7
3

2 − 3
3 + 23
4 13
2 − 12
3 + 16
4
]
.
Applying the procedure described in Section 5 it can be veriﬁed that the condition (5.2) is satisﬁed
for 
 ∈ [0, 
∗], 
∗ ≈ 2.5747, for the polytope norm ‖ · ‖∗ whose unit ball is a polytope with
vertices P1, P2, P3 and P4 given by
P1 = −P3 = [1 0]T , P2 = −P4 = [0 6.4394]T .
The second method, which is of third order is similar to the ﬁrst method except we use the third
order Adams–Bashforth method over three steps of size 13h as the predictor and the order three
Adams–Moulton method as the corrector. The method reinterpreted in Nordsieck form is
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A e U
bT 1 vT
B 0 V
T1 0 
T
1
T2 0 
T
2
T3 0 
T
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1 13
1
18
1
162
23
36 0 0 0 1
1
36
1
108
1
72
7
36
23
36 0 0 1
1
6
1
108
1
72
11
18
2
9
5
36 0 1
1
36
1
108
1
72
11
18
2
9
5
36 0 1
1
36
1
108
1
72
0 0 0 1 0 0 0 0
3
2 −6 0 92 0 0 0 0
9 −18 0 9 0 0 0 0
9 − 1712 2432 − 1712 0 812 18 12
36 −99 135 −99 0 27 18 2
0 0 − 9725 9725 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.2)
The abscissa vector is c = [ 13 , 23 , 1, 1]T , the error constant is  = 171944 and the vectors ˜, ˜ and ˜
are
˜ =
⎡⎢⎣ 0127
1
3
⎤⎥⎦ , ˜ =
⎡⎢⎣ 0− 1108
− 7108
⎤⎥⎦ , ˜ =
⎡⎢⎣ 0− 1108
− 5108
⎤⎥⎦ .
The ampliﬁcation matrix M(
) takes the form
M(
) =
⎡⎢⎣ 0 0 054
2 − 32
4 + 14
5 12
2 − 23
4 + 16
5 − 154
4 + 154
5
47
4 

3 − 272 
4 + 74
5 296 
3 − 6
4 + 76
5 127
3 − 16
4 + 754
5
⎤⎥⎦ .
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The condition (5.2) is satisﬁed for 
 ∈ [0, 
∗], 
∗ = 1.621033683, for the polytope norm ‖ · ‖∗
whose unit ball in the three-dimensional space (x, y, z) is a diamond-shaped region with vertices
[1, 0, 0]T and [−1, 0, 0]T connected to the base in (y, z) plane with vertices P1, P2, P3, P4, P5
and P6. This base is plotted in Fig. 2. The (x, y, z) coordinates of the points Pi are
P1 = −P4 = [0 1 0]T ,
P2 = −P5 = [0 4.2136 22.4684]T ,
P3 = −P6 = [0 4.2741 23.5764]T .
We can reach the same conclusion about zero-stability taking into account the special form of
the matrix M(
). For the matrix M2(
) given by the last two rows and columns of M(
), it is
found that (M2(
))1 for 
 ∈ [0, 
] where 
 is as above. The eigenvalues of M2(
) are
{−1, 0.0339637790} and furthermore the eigenvector matrix T is given by
T =
[
0.0882162446 0.087063408
0.4709452399 1.598368850
]
.
Form the matrix T −1M2(
)T , and evaluate its ‖ · ‖∞ norm. Then it is found that
‖T −1M2(
)T ‖∞1, 
 ∈ [0, 
].
The third example is a second order IRKS method. The free parameters have been chosen
in such a way that the method is similar to the order two PECE scheme above. The method
coefﬁcients are
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A e U
bT 1 vT
B 0 V
T1 0 
T
1
T2 0 
T
2
T3 0 
T
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 12
1
8
5
3 0 0 1 − 23 − 13
23
24
1
8 0 1 − 112 − 548
23
24
1
8 0 1 − 112 − 548
0 0 1 0 0 0
−2 −2 4 0 0 0
−20 −17 25 0 12 2
−24 −20 28 0 16 4
0 12 −12 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.3)
This method has abscissa vector c = [ 12 , 1, 1]T , error constant  = − 124 . The vectors ˜, ˜ and ˜,
the ampliﬁcation matrix M(
) and the polytope are the same as for the order two PECE method
(6.1).
The last example is a third order IRKS method. The free parameters have been chosen in
such a way that the method is similar to the order three PECE scheme above. The method
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Fig. 2. Bases in (y, z)-plane of unit balls in the polytope norms for the order three PECE scheme (Pi vertices) and the
order three IRKS method (Qi vertices).
coefﬁcients are
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A e U
bT 1 vT
B 0 V
T1 0 
T
1
T2 0 
T
2
T3 0 
T
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1 13
1
18
1
162
3
5 0 0 0 1
1
15
1
45
13
810
3
7
9
14 0 0 1 − 114 − 114 0
529
810
28
81
7
81 0 1 − 23270 − 14405 15114580
529
810
28
81
7
81 0 1 − 23270 − 14405 15114580
0 0 0 1 0 0 0 0
− 16 − 316 − 143 9 0 1 16 − 1108
−21 −3 −21 27 0 18 3 − 16
9 − 1712 −171 207 0 812 18 12
36 −99 −180 216 0 27 18 2
0 0 270 −270 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.4)
This method has abscissa vector c = [ 13 , 23 , 1, 1]T , error constant  = 1120 and the vectors ˜, ˜
and ˜ are
˜ =
⎡⎢⎣ 0127
1
3
⎤⎥⎦ , ˜ =
⎡⎢⎣ 0− 1108
− 7108
⎤⎥⎦ , ˜ =
⎡⎢⎣ 0− 1324
− 1108
⎤⎥⎦ .
J.C. Butcher et al. / Journal of Complexity 23 (2007) 560–580 575
The ampliﬁcation matrix M(
) takes the form
M(
) =
⎡⎢⎣ 0 0 094
2 − 32
4 + 14
5 23
2 − 23
4 + 16
5 − 1108
2 − 154
4 + 154
5
119
4 

3 − 272 
4 + 74
5 476 
3 − 6
4 + 76
5 − 16
4 − 754
3 + 754
5
⎤⎥⎦ .
The condition (5.2) is satisﬁed for 
 ∈ [0, 
∗], 
∗ = 1.547908766, for the polytope norm ‖ · ‖∗
whose unit ball in the three-dimensional space (x, y, z) is a diamond-shaped region with vertices
[1, 0, 0]T and [−1, 0, 0]T connected to the base in (y, z) plane with vertices Q1, Q2, Q3, Q4,
Q5, Q6, Q7, Q8, Q9, and Q10. This base is plotted in Fig. 2. The (x, y, z) coordinates of the
points Qi are
Q1 = −Q6 = [0 0.9987 − 48.3857]T ,
Q2 = −Q7 = [0 2.4927 − 18.7892]T ,
Q3 = −Q8 = [0 2.5442 − 17.7671]T ,
Q4 = −Q9 = [0 2.5459 − 17.7313]T ,
Q4 = −Q10 = [0 2.5459 − 17.7296]T .
As before we can reach the same conclusion about zero-stability using the approach described at
the end of Section 5. For the matrix M2(
) given by the last two rows and columns of M(
), it
is found that (M2(
))1 for 
 ∈ [0, 
] where 
 is as above. The eigenvalues of M2(
) are
{−1,−0.0345118943} and furthermore the eigenvector matrix T is given by
T =
[
0.0820634390 0.0455181560
−0.5714535837 0.9016010973
]
.
Again, form the matrix T −1M2(
)T , and evaluate its ‖ · ‖∞ norm. Then it is found that
‖T −1M2(
)T ‖∞1, 
 ∈ [0, 
].
We compare these results to those in [7], where it was proved that methods, using a slightly
modiﬁed form of (4.5), with 2(
) = 3(
) = 0 are zero stable for any choice of stepsize
sequence. However, this is at the expense of losing the ability to estimate the higher order terms
of the form hp+2n y(p+2)(xn) and hp+2n f ′(y(xn))y(p+1)(xn). The construction of highly stable
methods (possibly unconditionally stable) which also allow for the estimation of terms of order
p + 2 is the subject of ongoing work.
7. Numerical experiments
In this section, we test experimentally the reliability of the error estimates for y(p+1), y(p+2)
and f ′y(p+1) using the approach of Section 3. At the same time we wish to assess the accuracy of
low order derivative estimates y′, y′′, . . . , found from outgoing Nordsieck vector approximations.
We apply the tests to the methods with p = 2 and 3 derived in Section 6 in each case using the
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well-known Van der Pol equation (denoted by E2 in the DETEST set [15])
y′1 = y2, y1(0) = 2,
y′2 = (1 − y21 )y2 − y1, y2(0) = 0, (7.1)
with integration interval [0, 8]. For such a simple system as this, it is possible to ﬁnd formulae
for y(i). Write yi = y(i−1)1 = y(i−2)2 , i = 3, 4, . . . , so that successive derivatives of the vector
valued function y = [y1, y2]T can be found as
y′ =
[
y2
y3
]
, y′′ =
[
y3
y4
]
, y(3) =
[
y4
y5
]
, . . . .
Formulae for y3, y4, . . . are
y3 = (1 − y21 )y2 − y1,
y4 = (1 − y21 )y3 − 2y1y2 − y2,
y5 = (1 − y21 )y4 − 6y1y2y3 − 2y32 − y3,
y6 = (1 − y21 )y5 − 8y1y2y4 − 12y32y3 − 6y1y23 − y4,
y7 = (1 − y21 )y6 − 10y1y2y5 − 30y2y23 − 20y22 − 20y1y3y4 − y5
and we also have available the Jacobian matrix
f ′ = f
y
=
⎡⎢⎢⎣
f1
y1
f1
y2
f2
y1
f2
y2
⎤⎥⎥⎦ = [ 0 1−2y1y2 − 1 1 − y21
]
,
which is needed to evaluate the required values of f ′y(p+1), for p = 2, 3. The numerical experi-
ments were performed in a variable stepsize environment based on the formula
hn+1 = hn
(

Tol
‖est(p, xn)‖
)1/(p+1)
, (7.2)
where 
 = 0.5. Formula (7.2) corresponds to the standard step changing strategy without any
limiters or exceptions, compare for example [14,22,23]. Here, Tol is a given accuracy tolerance
and the estimate of the local discretization error
est(p, xn) = T1 hnF + T1 y[n−1]
is used to estimate hp+1n y(p+1)(xn); compare with Eqs. (4.1) and (4.2).
In Fig. 3, we have plotted the norms of the derivative expressions required to compare order two
behaviour with that of contending methods of orders one and three. This is compared with these
quantities computed using the order two PECE scheme and the order two IRKS scheme. Both
methods were given in Section 6. Apart from a slight phase shift in the O(hp+2) approximations,
the numerical estimations are found to be quite accurate. In fact they are much more accurate than
the estimates obtained without scale and modify procedure.
In Fig. 4 we have repeated the experiment reported in Fig. 3 but now using order three methods.
Although a variable order solver would normally permit switching from orders three to one, we
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Fig. 3. Each of the derivative expressions (solid line) y′(x), y′′(x), y(3)(x), y(4)(x) and f ′(y(x))y(3)(x), from top to
bottom, plotted over the integration interval along with approximations to these quantities computed using order two
methods: PECE scheme (•) and IRKS scheme (◦). In each case the tolerance was 10−3.
have not included the values of y′(x) in this ﬁgure, because the estimates are exact as they were
for the orders two methods in Fig. 3. As for the order two experiments, there is a phase shift in the
O(hp+2) approximations, but otherwise, the results conﬁrm the ability to estimate the quantities
we need in a variable order strategy.
Examining the numerical experiments shows that the quality of the estimators for the higher
order terms
h
p+1
n y
(p+1)(xn), hp+2n y(p+2)(xn) and hp+2n f ′(y(xn))y(p+1)(xn)
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Fig. 4. Each of the derivative expressions (solid line) y′′(x), y(3)(x), y(4)(x), y(5)(x) and f ′(y(x))y(4)(x) from top to
bottom, plotted over the integration interval along with approximations to these quantities computed using order three
methods: PECE scheme (•) and IRKS scheme (◦). In each case the tolerance was 10−4.
is reasonably good and sufﬁcient for practical purposes. The exact quality of these estimates
depends very much on the method chosen. Future work will focus on determining how we can
identify whichmethods are themost suitable and use thesemethods in a variable stepsize, variable
order environment.
8. Concluding remarks
In this paper we have considered the error propagation of a subclass of GLMs, which have
stage order equal to the order and passes a Nordsieck vector from step to step. This choice
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makes it possible to estimate the elementary differentials hp+1n y(p+1)(xn), hp+2n y(p+2)(xn) and
h
p+2
n f
′(y(xn))y(p+1)(xn) to within O(hp+3n ). This makes available an asymptotically correct
local error estimator and also an asymptotically correct local error estimator of a method of one
higher order. This information can be used by an algorithm to effectively choose the most efﬁcient
scheme from the methods of order {p − 1, p, p + 1}, allowing an increase or a decrease in the
order as is most suitable.
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