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Context-aware computing, as a key enabling technology of ubiquitous 
computing, aims to provide automatic application adaptation with respect to context 
changes. Context is defined as any information that can be used to characterize the 
situation of an entity. An entity is a person, place, or object that is considered relevant 
to the interaction between a user and an application. In order to provide better 
context-awareness, various context-aware systems have been designed to manage 
context data in previous works. However, none of these systems are readied for real 
life applications partly because the widely available of personal mobile devices (such 
as mobile phones) have introduced some new challenges as well as new application 
opportunities to the R&D of the technology. Several outstanding issues of context-
aware computing systems have been identified and three of them will be addressed in 
this thesis: First is how to manage the context data of mobile entities with the fact that 
mobility makes the context data modeling and managing methods different from those 
static ones. Second is how to support distributive context data access and 
manipulation so that the underlying detailed operations of the context data 
management are opaque to application developers. Third is how to process complex 
context queries with compound context constraints efficiently as they are usually 
computational intensive. We address these issues as follow. Firstly, we propose the 
concept of mobile space to represent a collection of context sources in a mobile 
environment and extend our existing Physical Space Gateway (PSG) for static 
physical ambience to the Mobile Physical Space Gateway (MPSG); each MPSG 
contains a context model for the mobile space that it represents, as well as functions 
for managing context data and services of the mobile space. Secondly, to enable 
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systematic data access and lower level context data manipulations, we extend and 
rewrite our existing SQL-like Context Query Language (CQL). By utilizing the 
appropriate basic query operations supported by the CQL, context-aware application 
developers do not need to bother with the details of context data management but 
focus on defining the context query processing. Thirdly, to provide runtime support to 
context queries and to improve the capability of the system in handling larger number 
of simultaneous context queries, we develop a distributed approach to process context 
data. Utilizing the divide and conquer methodology, the proposed mechanism parses 
and transforms each complex context query into a tree of sub-queries of different 
complexity. Subsequently, sub-queries are processed independently and their results 
are orchestrated to generate the result of each complex query. In addition, this 
mechanism can also disseminate the context processing operations of different queries 
into different devices to achieve a parallel processing so that system performance in 
handling simultaneous queries can be improved. A prototype has been developed to 
validate and evaluate proposed mechanisms through experiments. Through 
experimental validation, we can observe that proposed mobile space and MPSG does 
be able to model and manage the context data of mobile entities. Based on elaboration 
with examples, we can observe that, with the revised SQL-like query language, 
context queries can be expressed in a conceptual level without mentioning underlying 
details of context data management. Through some experiments, proposed 
mechanisms are validated with the capability to process complex queries. By taking 
the centralized context processing approach as a benchmark, experimental results 
prove that the distributed context processing approach does improve system 
performance especially in the case of simultaneous queries.    
xi 
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A common topic often appears in many IT magazines and Journals in recent 
years is “smart home”. The main aim of a smart home is to augment more intelligence 
into the home to achieve computer assistive living that ultimately would enhance the 
experience and improve the quality of daily living. Similarly, many large projects 
reported are related to making living space smarter, such as smart cities or even smart 
nations. One typical example is the smart city prototype created in Santander, Spain 
[1]. Another example is the ‘smart nation project of Singapore’, which is on-going [2]. 
In addition, the ‘IBM’s Smart Planet project’ [3] aims to provide intelligence to 
various aspects of people’s living. There are also other projects such as ‘smart 
wellness care’ or ‘smart hospitals’ aiming to provide better medical care to people. 
These projects, one way or another, are trying to realize variants of what we may call 
the Mark Weiser’s vision of ‘Ubiquitous Computing’ [4]. Most of these systems 
would exhibit some degree of context awareness through the use of sensors and some 
AI techniques such as the machine learning techniques for ‘smarter’ decision-making. 
As asserted by Robert Scoble and Shel Israel in their book “Age of Context” [5], 
mobile devices, social media, big data, sensors and location-based technologies would 
be the main forces in creating the ‘perfect storm’ in the new era of computing known 
as, not surprisingly, the ‘Age of Context’, as they called it. That ‘computing’, in a 
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more general sense, is indeed the ‘Ubiquitous Computing’ vision of Weiser, in which 
context awareness would play an important role in the marking of the smartness in 
applications. We will introduce the concepts of context, context-awareness and 
ubiquitous computing in this chapter. 
1.1 Ubiquitous Computing and Context Awareness 
Since Mark Weiser [4] coined the word two decades ago -‘ubiquitous 
computing’- that has brought a paradigm shift in the computing world. In contrast to 
conventional computing, ubiquitous computing aims to provide computing in anytime, 
anywhere and everywhere manner. In other words, the cyber-physical space where the 
application is associating and interacting with would no longer be static nor in the 
proximity of the main actor, but can vary as a result of mobility or other changes of 
requirements. There are a number of variants of this new computing paradigm, such 
as pervasive computing, ambient intelligence, invisible computing, and sentient 
computing and, more recently, the Internet of Things (IoT), each of which has 
specific emphasis.  
Ubiquitous computing is being enabled by a wide range of underlying 
technologies including networking, operating systems, sensors, microprocessors, 
mobile devices, wireless communications and technologies, new I/O and user 
interfaces, context data management and processing. These technologies are typically 
glued to and integrated with existing cyber and computing infrastructure through a 
software suit known collectively as middleware [6]. Since ubiquitous computing 
enables computing ‘anytime, anywhere’ and preferably with as little interventions of 
human as possible, it is expected to ‘unleash’ to people the power and adaptability of 
computing. The computing may involve many tinny devices in the ambience coupling 
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with conventional powerful processing capabilities in the background, leading to what 
is known as the “disappearing’ or ‘invisible’ computing systems. 
The salient features of ubiquitous computing include its ability to sustain 
continual interactions with entities (see the definition in the bottom of this page) 
anywhere and anytime, to enable entities adapt their behaviors according to changes 
of conditions, and to enable applications and hence users making decisions upon these 
changes in conditions, with minimal human intervention as possible. In other words, 
ubiquitous computing systems and their applications should be ‘context-aware’, 
which is a common approach endorsed by many researchers in this field [7].  
So what is “Context”? The word "context" probably stems from the early study of 
human linguistics. The idea of context changes the interpretation of text, is an idea 
that goes back many thousands of years [8]. The use of context in computer science 
however started much later. The concept of context awareness for computing was first 
introduced by Schilit in the 90s [9]. Since then, many researchers and practitioners 
have tried to give a meaningful definition to context. Initially, context was defined 
restrictively as ‘locations and identification of people’ [9-11]; others also refer to 
context vaguely as ‘the environment or situation’. There are other definitions that are 
derived from the operational perspectives. For examples, Pascoe defines context as 
the ‘subset of physical and conceptual states of entities’ [12]. However, none of these 
definitions has become widely accepted until a more general definition given by Dey 
[13]. In this thesis, we also adopt his definition as follow: 
Context is any information that can be used to characterize the 
situation of an entity. An entity is a person, place, or object that 
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is considered relevant to the interaction between a user and an 
application, including the user and applications themselves. 
Hence context may exist in at least three forms: (1) raw form which refers to 
context data directly generated by context sources, (2) intermediate form which refers 
to the outcome of processing raw context data by using simpler aggregating, filtering 
or other signal processing operations, (3) higher level inferred form which refers to 
derived contextual information from (1) or/and (2) through the use of some machine 
reasoning techniques.  For examples, the signals of a pressure sensor, light sensor and 
motion sensor are context data in their raw form; the detection of a body weight on a 
chair, movement in a room and the detection of artificial light in the room are context 
data in their intermediate form with respect to the derived higher level context data 
that a room is occupied by at least a person (assuming data from these three context 
sources are sufficient to determine the occupancy of a room reliably). 
Inspired by in-network data aggregation given by Deligiannakis et al [14] and 
context processing ideas described by Baldauf et al [7], we further define context 
processing as follows: 
Context processing is an omnipresent (i.e. ubiquitous) process 
of gathering and routing information (i.e. in raw form) through 
an enabling global network, processing context at intermediate 
points (in intermediate form) with the aim of achieving higher 
level context data, thereby reducing the overall computation 
cost and improving performance. The primary context data may 
come from heterogeneous context sources at different 
geographical localities.  
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We further define Context Space (also known as Context Domain, from hereon 
we use context space and context domain interchangeably), Physical Space (PS) and 
Physical Space Gateway (PSG) as follows. More details will be given in Chapter 3. 
A context space is the name of a contextual class of physical 
spaces having a large set of contextual attributes in common. 
Examples of context space are ‘home’, ‘shop’ or ‘clinic’. 
A physical space refers to a contextual networked proximity 
(space) consisting of hardware, software and entities wherein 
context data are communicating through a single authoritative 
access point known as the physical space gateway (PSG) with 
other PSGs or entities external to that space. A cyber-physical 
space is a physical space using the Internet as its network 
infrastructure.  
Most people now take context-aware systems as systems that can manage context 
data and enable context-aware applications that automatically adapt their behaviors 
with situational information of users, environment or the applications themselves [15, 
16]. When these features are pervasively available, then computing is indeed referred 
to as ‘ubiquitous computing’. From hereon we use ubiquitous computing, context-
aware computing and context-aware ubiquitous computing interchangeably, and use 
‘keyword’ computing, where keyword  ∈ {ubiquitous, context-aware, context-aware 
ubiquitous }, to emphasize the particular computing feature.  
‘Context-aware’ systems provide the necessary support for applications to be 
context-aware. To elaborate this idea, consider a context-aware application designed 
as a ‘shopping assistant’. Examples of context of the entities shops, potential 
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customers and homes are respectively as follow: deals or promotions and location for 
shops; location, intentions and preferences of potential customers; the availabilities of 
various groceries at home. Based on these context data, the application can notify 
people of shops’ promotions based on the customers’ preferences. The application can 
also recommend to customers of shops based on their preferences as well as their 
proximities to the shops. Additionally, it can also remind potential customers to shop 
for groceries with the availabilities context of groceries at home. Clearly, the context 
required by the shopping assistant application are largely dependent on its entities - 
the person, his situation and his living space, which are different for examples when 
the location of the user changes or when the application is used by another person.  
In another example of a context aware application designed for elderly wellness 
care, various kind of physiological and physical context data like heartbeat rate, blood 
pressure, body temperature, locale and motion states can be obtained from wearable 
biosensors, ambient sensors, video cameras and so on. Based on these context, 
various physiological status of an elderly person, his surrounding situation and 
perhaps his intention and activity can be evaluated for better wellness-care 
recommendations. For instance, the application could remind the elderly person to 
take medicines, retrieve and upload his blood pressures, glucose levels and heart rates 
when he is visiting his family doctor, alert his care-giver when his heart beats become 
irregular, detect the need and order for him a taxi and so on.  
Context-awareness can be applied to a wide spectrum of application domains. 
Applications outlined above are just two common applications demonstrating the 
usability of context-awareness. These two examples will be utilized to elaborate 
proposed concepts and mechanisms in Chapters 4, 5, and 6.  
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1.2 Architecture of Ubiquitous Computing Systems 
Intensive research efforts have been focusing on ‘context-aware’ computing since 
early 80s, which has led to a sizeable number of ‘context-aware’ systems [18-22] 
being developed. Early ‘context-aware’ systems often require application developers 
to clearly specify which context sources are required (i.e. the physical scope of 
operation is well established), resulting in a tight coupling between application logic 
with the underlying context data sources. This also leads to a vertical software 
structure that is too rigid and often requires re-engineering of the software structure 
for different applications. To address this shortcoming, subsequent research focuses 
on an infrastructural approach known as middleware [6], to decouple application 
logics from details of the underlying context data management. A commonly used 
architecture of reference for ubiquitous systems is shown in Figure 1 which consists 
of four different functional layers from the bottom to the top: context source layer, 
context data management layer, service management layer and application layer. 
The context source layer manages context sources including both physical 
context sources such as sensors and virtual context sources. All of these sources 
provide raw context data that may be further managed by the context data 
management layer according to the definition of the context model for the respective 
cyber-physical space.  
The context data management usually has components interacting with context 
sources of a cyber-physical sub-space directly or indirectly through an edge network 
such as a sensor network, a wireless LAN or a Bluetooth network Context data may 
be extracted as raw data directly from sources or from an intermediate storage of the 
components where fresh data or their inferred data have been stored. How context 
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processing (see page 4 for its definition) should be done by the data management 
component is entirely dependent on the definition of the context data model, the latter 
characterizes the cyber-physical space of interest in terms of context attributes. The 
other main function of the context data management layer is to provide a method for 
searching and locating the desirable context to its upper layers, i.e. the context aware 
services and applications. Since this thesis focuses on context data management, we 
shall further discuss some important design challenges of the context-aware system in 
Section 1.3 and present further details on context data management in Chapter 2.  
 
Figure 1 Conceptual Architecture of Ubiquitous Systems 
The context-aware service layer manages various kinds of context-aware services 
or tasks that might be needed by applications. Applications are nowadays developed 
based on Service Oriented Architecture (SOA) by orchestrating various smaller 
services. This layer provides smaller re-usable service units to the upper layer context 
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applications. Based on the context data provided by the underlying context data 
management layer, different context-aware services can be developed and deployed. 
The context-aware application layer manages the context-aware applications that 
interact with the eventual users and provide different functionalities. This layer takes 
care of how applications can be developed by orchestrating different services 
provided by the context-aware service layer. It also takes charge of how to interact 
with the user.  
1.3 Design Challenges in Context-aware Ubiquitous Computing systems 
Despite promises and many good efforts, ‘context-aware’ computing has yet to 
takeoff in a big way after nearly two decades of intensive research. A main reason is 
attributed to the fact that their design requirements seem to be always on the move as 
they are driven by rapid progression of technologies (especially in the wireless 
sensing technologies, mobile devices and greater social interactions of users through 
the cyber infrastructure). In the early days, context-aware applications involved fewer 
entities and mainly utilized simple queries to retrieve context data. However, the 
emerging trend is switching to collaborative context-aware applications that operate 
over multiple cyber-physical spaces involving much larger number of entities in an 
opportunistic fashion. As a result, the system is expected to manipulate and handle 
context queries for distributed context data/information over multiple cyber-physical 
spaces. The design considerations for such a system can be divided into several areas, 
as outlined below. 
A. How to create such a system that anytime anywhere context awareness can be 
achieved? The main issue here is how to ensure anytime anywhere access of 
context data. This requirement cannot be completely fulfilled by ensuring network 
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connectivity between the context sources and the context requesters alone. Given 
the connectivity, the real challenges are how to search and locate the relevant 
context sources (so as to retrieve the desirable data.)  The related questions are: 
a. How to identify context sources which are heterogeneous?    
The identification scheme should facilitate the search and locating of 
distributed context data.  This process of creating a structure for the 
unstructured heterogeneous context data in a given cyber-physical space is 
known as context modeling of the spaces. 
b. How to search and locate context data?  
This process is known as context data indexing, which is also related to the 
context models of context spaces. Through indexing, context data can be 
searched and looked-up more systematically and efficiently. Details of the 
issue are: 
i. How to develop an indexing method for context data which is different 
from that for conventional data, such as where the data are distributive, 
dynamic in value, noisy and may be mobile (i.e. context sources have 
mobility). In other words, we expect the index to be updated frequently, 
which is not sustainable if conventional database indexing technique is 
used. The efficiency of the indexing method will have a significant impact 
on the performance of the search and locate operations. 
ii. How to ensure that the search and location method are efficient and 
accurate when the search space becomes very large?  
The search space will definitely become extremely huge when the 
requirement of anytime anywhere computing is to be fulfilled, and to the 
limit, it should include the whole global cyber-physical spaces, such as all 
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the spaces that the Internet is covering. The number of potential context 
sources (such as sensors, portable devices and computer systems) 
according to some estimation will be in the scale of hundreds of billions 
[23], which is way beyond the number of devices connected to the current 
Internet. It is therefore impossible to manage each context source as a 
machine connected to a network using the existing Internet technology. 
Moreover, how to search and locate a grain of context data among the vast 
number of context sources is of concern to all researchers in this field. 
c. How to query and carry out intermediate processing of context data?  
This whole process is known as context query processing, which is closely 
related to context indexing discussed in (b). This process handles details of 
how context data should be accessed for intermediate processing. Details of 
the issue are: 
i. How to represent context queries? 
Context query representation is important for context data management 
because the system can only understand queries expressed with predefined 
format and syntax that is defined by the Context Query Language (CQL). 
The query types supported actually decide the capability and power of 
each CQL, which also affects the system capability in query processing. 
Hence, a generic CQL is preferred for context data management.  
ii. How to route and process context data according to context queries? 
This process defines how different context data in its intermediate form is 
generated from the processing of raw context data according to its context 
queries. These lower level primary context data are typically noisy and 
hence data from a single source may not yield reliable processing outcome.  
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Different from the CQL that defines the possible query capability of 
system, this context processing defines the real capability of context data 
management. Hence, how to properly design context processing is very 
important for the context-aware system. Here, we want to emphasize the 
difference between the processes of context processing and context 
reasoning. The former focuses on lower level context processing to 
produce intermediate levels of context data, while the latter focuses on 
deriving higher level context data. Take a room environment for example, 
the measurements of light, pressure and motion sensors are raw context; 
body weight and motion detected are intermediate context data, while 
whether the room is occupied is a higher level context data. 
B. How to reason context data, i.e., context reasoning for inferred context data? After 
dealing with considerations outlined in (A), we should have a way (typically 
involving the use of AI/machine intelligent techniques) to infer the higher level 
contextual information (such as a room is occupied) from lower level context data 
and sometimes may include other high-level contextual data so that reliable results 
can be obtained for the applications. The raw context data generated by context 
sources are typically unreliable and asynchronous in nature while decision-making 
may require reliable data and some form of data synchronization. All these 
requirements make the development of the reasoning algorithm for context data 
different from conventional data. It is also worth noting that any reasoning 
processing is somewhat related to the nature of applications, which gives raise to 
further issues in reasoning: 
a. What are the suitable reasoning methodologies? The related issues are: 
i. The response time of the reasoning must be real-time 
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ii. A variety of reasoning methodologies should be available, such as rule-
based, machine learning, and so on. This is because it is unlikely to have a 
generic technique suitable for different applications. 
iii. If a rule-based approach is used, related considerations are: Could rules for 
each high-level reasoning task be configurable? Could existing AI rule-
based engine be used or a new engine be developed?   
b. How to support distributed processing of context reasoning tasks?   
Most of the existing rule engines require data be brought centrally to the rule 
engine for interpretation. This approach is clearly not scalable in view of the 
vast number of data sources and the huge amount of data to be generated 
because both the engine and the network will become performance bottlenecks. 
Clearly the architecture of the reasoning processes has to be carefully designed 
to balance between performance and ‘friendliness’ to the development of 
context-aware applications. The latter is also a main design consideration, 
which is to be discussed next.  
C. How to support the development of context-aware applications? 
This question is about identifying the software engineering approach and 
programming tools best suited for context aware application development. From 
the software engineering point of view, we have to consider the following related 
issues: 
a. The software architecture (i.e., structure) must facilitate context-aware 
application development. The main objectives are:  
i. To isolate the context-aware reasoning tasks from the non-context-
aware processing of the application;  
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ii. Each context-aware reasoning task should be further structured into 
high-level reasoning processes supported by low-level primitive 
context data processing operations. 
Better re-usability could then be achieved in (ii) by modularizing the primitive 
context data processing.   
b. How to make the higher level context reasoning tasks (as aforementioned in a-
(ii)) re-usable given that each of the tasks may be dependent on the application 
scenarios? The approach utilized is indeed similar to the one for low-level data 
processing operations. Here we consider re-usability of tasks at the ‘service’ 
level. In other words, we are more concerned about reusing the services 
provided by these tasks. The issues thus become: 
i. How to identify each of these context reasoning tasks, perhaps through 
the service description and their I/O capabilities? 
ii. How to organize these ‘services’ so that they can be registered, 
searched and located? 
iii. How to structure each process in such a way that the logic rules for 
reasoning are configurable or replaceable by other rules?  
c. What are the software engineering tools that would ease the development and 
integration of applications? 
D. Security and privacy of context data are also paramount to the design of 
ubiquitous computing systems. Readers who would like to explore the issues 
further may refer to [24-26] for more information 
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1.4 Motivation and Problems 
Ubiquitous computing has offered us a new paradigm of computing that allows 
various entities in the ambient, computing devices and people to interact at anytime 
and anywhere. It also offers us many new applications that are not possible with 
conventional computing. Context awareness is an essential enabling technique for 
making ubiquitous computing application “smart”. Many people have been working 
on context awareness but there are still open issues that have not been resolved 
satisfactorily, as outlined previously in Section 1.3.   
With the advances of mobile computing and wireless communication 
technologies, there is a trend to design applications utilizing context of mobile entities. 
This requires context of mobile entities to be properly modeled and managed. 
However, previous works focusing on modeling and managing immobile or static 
entities are not suitable for mobile entities. In addition, with the advances of 
ubiquitous computing technologies, applications become not only requiring for 
primary context data like location but also demanding for higher level context data 
like activity and situation. Higher level context data is usually derived from 
intermediate context and sometime including other higher level context data in 
addition to raw context data, leading to more complex context processing operations. 
Previous systems are incapable of supporting such operations as they were designed 
to mainly dealing with primary context data acquisition, leaving further context 
processing to applications. Furthermore, the increasing amount of context-aware 
applications often generate larger volumes of context query that may lead to 
processing bottleneck being developed at the centralized context processing system. 
As a result, a distributed context processing architecture would provide a more 
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scalable solution. All of these are primary motivations for our research works 
described in this thesis.  
In this thesis, we focus on addressing challenges listed Section 1.3 (A) in order to 
provide the base of context data management that dealing with acquisition and low 
and intermediate processing of context data. We believe the base and its associated 
methods being developed will provide a solid foundation for tackling the challenges 
in higher level context processing and application development as outlined in (B), (C) 
and (D). It should be highlighted that the work proposed in this thesis here are 
specifically targeted for enhancing the context data management functions of the 
“Coalition” – a middleware for context aware ubiquitous computing being developed 
at the School of Computing of the National University of Singapore [22].  Regarding 
the three sub-challenges identified under challenge A, the challenges in A(b) 
emphasizing context data indexing as well as context data lookup are being addressed 
in a separate effort by Sen, et al for Coalition [27, 28]. In this thesis, we are going to 
address issues described in challenge (A-a) that focuses on handling heterogeneous 
context sources and challenge (A-c) that discusses context query representation as 
well as context processing. More specifically, the issues addressed by this thesis can 
be summarized into three major aspects: 
I. Context Management of Mobile Entities 
This corresponds to the challenge (A-a) in managing context data of mobile 
entities that are pervasive in our world. The mobile entities may move from one place 
to another; examples of such entities are people, vehicular and robots. One of the 
main issues about mobile entities is that, due to the mobility, the cyber-physical 
environment that they immerged and interact with may change frequently. In addition, 
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restricted by the state-of-the-art wireless communication technologies, mobile entities 
suffer with intermittent network connections during movement. If we cannot properly 
model and effectively manage the context of mobile entities, we may not acquire the 
contextual information of mobile entities timely and correctly. As a result, context-
aware applications cannot work properly and realization of context awareness in 
ubiquitous computing becomes impossible. Previous works [19, 29-33] on context-
aware systems mostly focus on managing context data of immobile or static entities, 
and these may not be suitable to characterize the behaviors of mobile entities. Hence, 
we are going to address the issue of how to model and manage context data of mobile 
entities and their integration with static entities of Coalition [22], a baseline context-
aware system that this thesis work builds upon.  
II. Context Query Language 
This corresponds to the challenge (A-c-i) about designing context query 
representation. One of the main objectives of the context data management system is 
to decouple the application logic from details of the context data management so that 
application developers can be liberated from the laborious task of programming the 
process of data retrieval as well as data handling which is data source dependent. In 
order to realize this objective, a context accessing interface should be properly 
designed so that context data can be retrieved in a conceptual level. In context data 
management, this interface is usually defined by a CQL that formalizes the 
representation of user queries. The design of a CQL is significant for context data 
management. A poorly designed CQL may express context queries incorrectly or 
ambiguously. As a result, the underlying context data management system may 
misunderstand the requirements and reply inappropriate context data. Different types 
of CQLs have been proposed [34-36], and an evaluation conducted by Haghighi et al 
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[35] demonstrates that SQL-like and RDF-based CQLs have more powerful 
expressiveness. However, RDF is relatively complex in defining and creating various 
kinds of classes and subclasses as well as relations, which produce large amounts of 
overhead. In addition, existing SQL-like CQLs mainly focus on representing queries 
of accessing sensor data rather than context data. In this thesis, we will design a 
generic CQL to access context data more conveniently. 
III. Primitive Context Processing 
This corresponds to challenge (A-c-ii) about how primitive processing operations 
are applied on raw context to produce intermediate context data in the case of 
complex context queries as well as concurrent context queries. In this thesis, we 
classify context queries into two types: simple query that requires a single piece of 
context data from a single context domain with a single constraint; and complex query 
that involves multiple context data from multiple context domains with multiple 
constraints. Generally speaking, all non-simple queries are classified as complex 
queries. There are two main issues for this challenge. One is how to handle complex 
context queries. Taking the groceries shopping assistant application as an example, a 
complex context query may need to check the ‘types’ of each shop (which is a context 
domain; moreover, there are multiple shops), the ‘locations’ of the ‘customers’ (which 
is another context domain) and the ‘stock level’ of groceries at his home (another 
context domain) to provide proper recommendations on what to purchased (which is 
determined by one or more rule with multiple constraints). If such kinds of complex 
context queries cannot be properly handled, the underlying context data management 
will be incapable of providing proper situational context data. For example, the 
existing context data management of Coalition mainly focuses on handling simple 
context queries like “SELECT office.lightOn FROM office WHERE office.name = 
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xxx”. The mechanisms designed for processing such kinds of simple context queries 
are therefore inadequate for complex context queries.  
 
Figure 2 Centralized Approach in Processing Context Data 
The other issue is how to handle large number of concurrent context queries. In 
previous context awareness research works, context-aware scenarios or applications 
are relatively simple and the number of involved context sources is relatively small. 
As a result, most existing systems including Coalition utilize a centralized method or 
similar mechanism to process context data [19, 20, 21, 22, 32]. An illustration of this 
context processing type is shown in Figure. 2 in which applications and data sources 
are differentiated from colors and the central context processor component takes 
charge of query processing for all applications. Coalition utilizes such a centralized 
query processing mechanism that it does not support to process queries concurrently 
and hence it is desirable to rectify this. In addition, all centralized approaches toward 
data management have a potential single point of failure issue and the central point 
can become the system’s bottleneck. In this thesis, we aim to develop a distributed 
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architecture for query processing, in which independent queries can be processed in a 
parallel manner so that system performance can be improved in terms of response 
time.  
Despite of nearly two decades of research and development effort, there is still 
lack of consensus on approaches and system architecture for context-aware 
computing. Consequently, a common system model for complex systems of 
ubiquitous computing is absent, which makes it very hard to establish a common 
benchmark for testing and performance evaluation. This is also reflected in our survey 
of evaluation strategies in context-aware systems [20, 21, 29-33, 37-42], from which 
we observe that most prior works mainly leverage on the case study approach to 
validate the feasibility or workability of their ideas or mechanisms. More specifically, 
these works validate their systems by illustrating scenarios or applications with 
developed system prototype. Among these works, some of them like SOCAM [20] 
and COSMOS[39] do provide a quantitative evaluation by measuring the query 
processing time, but these measurements are for validation purpose only rather than 
comparative studies with others. Additionally, from [7, 26, 43-46], we also observe 
that, rather than comparing the various context data management systems 
quantitatively, those work mainly focus on discussing how different technologies 
have been utilized in different systems. We are going to examine these comparisons 
in more detail in Chapter 2. 
The main scope of this thesis is on design of strategies and architectures as well 
as experimental verification, so the evaluation strategy adopted in this thesis conforms 
to the norm of the non-quantitative approach. In this thesis, we are going to develop a 
new prototype of context data management sub-system and integrate it to Coalition to 
proof our design concepts and methods and, to demonstrate our design goal through a 
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test bed with applications. In order to validate the concepts, we will use case studies 
to demonstrate the functionalities of the design. In addition, similar to SOCAM [20], 
query response time will be measured as a main quantitative performance indicator 
for the prototype. Furthermore, since one of the main works is about context query 
processing, query response time will also be measured for performance evaluation of 
the proposed distributed context processing framework.  
1.5 Summary of Achievements and Contributions  
The proposed work in this thesis contributes to the development of context-aware 
ubiquitous computing technologies in three aspects. Firstly, we define the concept of 
and demonstrate its feasibility for Coalition through prototyping. Based on this 
mobile space concept, context data of mobile entities can be modeled and managed. 
As a result, context-aware applications concerning context data of mobile entities can 
be better supported by Coalition. In addition, this mobile space enables to handle the 
disruption of services caused by movements of the mobile entities. In order to validate 
proposed mechanisms, experiments like query processing and availability updating 
are conducted on the developed system prototype.  
Secondly, we design a SQL-like CQL to represent context queries, which 
provides a generic interface for context-aware applications to access context data. 
This proposed query language can support both pull- and push- based context queries 
concerning context data from a number of context entities of different domains. It can 
also represent context queries that concern streaming or periodic context data. By 
integrating different context processing operations, higher level context data can be 
generated in realtime during query processing. A comparison between proposed CQL 
and MUSIC CQL is elaborated through examples to evaluate proposed query 
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language. With the proposed SQL-like query language, developers can conveniently 
construct queries to retrieve context.  
Thirdly, we demonstrate the feasibility of an architectural approach and 
mechanisms for distributed context data processing. This distributed context 
processing mechanism can transform each complex query into a tree of simple queries, 
based on which the context data management is able to produce context data for 
complex queries. In addition, this distributed context processing mechanism can 
assign context processors of different context queries into different devices so that 
independent context processing operations can be executed in a parallel manner. As a 
result, simultaneous context queries can be better handled and system performance 
can be improved in terms of query response time. Experiments are conducted to 
evaluate proposed distributed context processing mechanisms based on the developed 
prototype.  
By integrating all the processes and methods to Coalition, we create a new 
working middleware test-bed for development of more realistic context aware 
applications for testing/evaluation and also for further development of middleware 
functionalities (such as higher level reasoning, service support, privacy and security 
and software engineering tools for programming) for ubiquitous computing. With the 
capability in managing context data of mobile entities, a more integrated and solid 
context data source management including both static and mobile entities can be 
achieved, which builds a solid foundation for context data accessing. With the new 
designed CQL, context queries can be better represented, which creates a generic 
interface to access context data from various context sources. With the distributed 
context processing mechanism, complex queries can be handled and the system 
performance in terms of response time can be improved. In short, the improved 
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context data management can handle complex context queries, represented by the 
proposed SQL-like query language, that aim to acquire context data from both static 
and mobile entities. This improved context data management can further ease the 
context-aware application development by making the detailed context data 
management transparent. More details of these works will be given in Chapter 4, 5 
and 6 respectively.  
The rest of the thesis is organized as following. Chapter 2 presents a review of 
related works that includes works on context-aware system, context data management 
of mobile entities, context query language and context processing mechanisms. 
Chapter 3 presents a description of our context data management of Coalition. This 
will elaborate the basic concepts and mechanisms utilized by Coalition to model and 
manage context entities. Chapter 4 presents the design of the mobile space and the 
MPSG framework. Based on the concept of mobile space, we develop the MPSG 
framework to represent the mobile space and its incorporation into Coalition and 
other components. Chapter 5 elaborates the proposed SQL-like CQL that provides a 
generic interface for accessing context data from the context data management. 
Through the proposed CQL, user queries for context data can be properly represented. 
Chapter 6 demonstrates the distributed context processing mechanism that includes 
how context processing operations of different queries can be distributed into various 
components and how operations of a complex context query can be divided into 
smaller ones and executed. Chapter 7 concludes this thesis and gives some 









BACKGROUND AND RELATED WORK 
 
 
In this chapter, we describe the context data management in more detail and 
study how the existing works utilize different technologies to handle problems stated 
in Chapter 1. The chapter is organized as follows – Section 2.1 introduces context 
data management in detail. Section 2.2 presents a survey of existing context-aware 
systems aiming to provide a full understanding of the-state-of-the-art context data 
management. Section 2.3 reviews how previous works manage context data of mobile 
entities and compares how these mechanisms are different from the proposed 
mechanism. Section 2.4 discusses different kinds of CQLs and demonstrates how 
these languages are different from proposed one. How context data is processed is 
discussed in Section 2.5 and this chapter is summarized in Section 2.6.  
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2.1 Introduction to Context Data Management 
Context data management plays a significant role in context-aware systems in 
which it handles gathering, managing, evaluating and disseminating of context data. 
In this thesis, we are interested in three main aspects of context data management: 
organization of context sources; access method of context data; and primitive context 
processing.  
In the first aspect, context source organization provides a model for each context 
domain to represent context data of a physical space of that domain. These context 
data represents important characteristics of a context domain can be generated by a 
variety of context sources [47], such as physical sensors, virtual sensors, and user 
inputs. The data obtained directly from context sources without any processing are 
known as raw context data, or as direct context according to Gu et al [20], otherwise 
they are indirect context which are obtained by further processing of raw context data. 
There are several other differentiations of context data [11, 13, 44, 48, 49], but in this 
thesis we regard raw context data as ‘primary context data’, intermediate processed 
raw context data as ‘processed context data’ and derived context data as ‘abstract 
context data’ to reflect their degree of processing involved. 
As just mentioned, the primary goal of context source organization is to define 
the representation of context data for a given context domain. A good context data 
representing formalism could reduce the complexity of context-aware application and 
eases the context sharing [46]. Many pioneers have tried to propose and design such 
representations through different techniques [50-52]. Existing techniques can be 
classified roughly into six categories: key-value pair approach, markup approach, 
graphical approach, object oriented approach, logic based approach and ontology 
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based approach. In this thesis, to be consistent with our existing context-aware system 
Coalition [22], the key-value pair approach is utilized.  
Context source organization also defines how context data is updated for retrieval. 
Most of existing systems choose a centralized approach so that all context data from 
different sources are updated into a central server, like Gaia [53] and CoBra [19]. A 
few of them leverages on distributed network to link sources like Toolkit [18] and 
Solar [40]. Centralized approach makes the implementation and management easier, 
while the distributed approach exhibits better performance with more complexity. In 
our system Coalition [22], we use a kind of distributed indexing scheme to access 
context data remotely from the source upon demands. Details of Coalition will be 
presented in Chapter 3.   
In the second aspect of methods for accessing context data, context access 
interface defines how context queries can be represented through CQL. A CQL is a 
formal language for representing queries in context-aware systems and defines the 
rules in expressing context data retrieval requirements [16]. Context awareness highly 
depends on the right data to be accessed easily and promptly, which is challenged by 
query expression and context data processing. Hence, one main consideration of the 
context querying is to select and apply the appropriate and expressive query language 
to represent user queries. Different methods have been proposed to design the CQL: 
SQL-like, RDF-based, Graph-based, XML-based and API-based. In this thesis, we 
propose a new SQL-like CQL and will present more details in Chapter 5. 
In the third aspect of primitive context processing, context query handling takes 
charge of how context data is processed. As defined in Section 1.1, context processing 
focuses on applying different operations on primary or processed context data to 
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generate higher level context data which can remain in the form of the processed 
context data or abstract context data. Various kinds of operations can be applied on 
raw context data to generate processed context data, such as filtering, aggregating, 
matching and so on. In previous works, context processing is usually performed 
centrally [20]. In the early researches of context-aware computing, context queries 
were confined within a single context domain such as ‘home’ or ‘office’. These 
queries were relatively simple, so centralized processing approach was adequate. 
However, with the advances of sensory technologies and the ubiquitous computing 
technologies, applications become more interactive and collaborative in nature. These 
applications require context data obtained by processing data over multiple domains 
through complex context queries. As a result, previous centralized context processing 
mechanisms designed for simple queries become inadequate. In this thesis, we are 
going to address this issue by designing a distributed context processing mechanism 
whose details will be presented in Chapter 6. 
These three aspects constitute the main functions of a context data management 
system. Context source management prepares context data for accessing by linking all 
context sources with a proper context data representation strategy. The context access 
method provides the interface that defines the rules for accessing context data from 
the system. The primitive context processing takes charging of processing raw context 
and disseminating processed context data based on user requirements. Other aspects 
like context reasoning, privacy and security management are also very important for 
context data management, but are not the main focus of this thesis work, so we are not 
going to address them in detail. In order to elaborate how existing systems handle 
aforementioned tasks, we are going to present a survey of existing context-aware 
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systems in the next section. Subsequently, we will present more details about the 
related works of problems stated in Section 1.4.  
2.2 Survey of Context-Aware Systems 
In the existing works, many researchers and practitioners have designed different 
systems utilizing different technologies to manage context data [54-57]. In this 
section, we are going to present a survey of existing context-aware systems by 
selecting a number of typical ones from the literature.  The purpose of this survey is to 
provide a view of the-state-of-the-art context-aware systems, rather than presenting 
algorithmic details and critical comparisons of all systems. Detailed comparisons 
between our proposed mechanisms and related works will be presented in subsequent 
sections and corresponding technical chapters. In the following paragraphs, we 
describe the systems chosen in chronological order. 
Toolkit [18] is a distributed and toolkit-based context-aware system. Each toolkit 
consists of four main components to manage context: Widget, which encapsulates 
context data and provides an accessing interface; Aggregator, which collects and 
groups logically related context data; Interpreter, which abstracts lower context data 
into higher level information; and Discover, which handles the lookup of available 
components. Each toolkit serves the applications independently. 
Gaia [53] is a distributed context data management system that aims to manage 
and utilize context of a physical operating space defined as active space. Gaia 
leverages on a set of basic services and a component based framework to coordinate 
devices inside the space and to handle those different aspects of context data 
management. It utilizes a space repository service to store different context data of 
different devices inside the space and to respond to name-based queries.  
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CARISMA [37] is a context-aware middleware designed for mobile computing. 
It aims to enhance the construction of adaptive mobile application utilizing the 
principle of reflection. CARISMA utilizes an application profile to encapsulate the 
context data related to the behavior adaptation of the applications. This application 
profile specifies how services are associated, what policies are utilized and when 
polices should be triggered. Applications can modify their profiles through the 
reflective API provided by the middleware. 
CMF [58] is a client-server based context management framework. The client 
component utilizes a resource server module to acquire sensory data and performs 
primitive processing operations on the data, while the server component utilizes the 
context manager module to collect context data from clients and store into a context 
database. This context manager also takes charge of processing context data to 
generate proposer context data for querying.  
CoBra [19] is an agent based context-aware system that manages contexts inside 
an intelligent space. It utilizes a central component named the context broker as the 
server to handle different aspects of the context data management. By considering 
those various devices in an intelligent space as lower context data sources, the context 
broker utilizes different agents to acquire context data, reason context data and store 
knowledge. With this context broker, context-aware applications can obtain various 
context data from the intelligent space.  
Hydrogen [49] is a layer-based context framework trimmed for mobile devices. 
The adaptor layer collects sensory data from mobile devices through various adaptors. 
A context server is employed by the management layer to store all the context data of 
mobile devices. This context server is also responsible for context retrieval and 
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subscription. The application layer manages the various context-aware applications 
hosted in the mobile devices. 
CASS [31] is a context framework designed with a client-server architecture. It is 
primarily developed to support context-awareness for mobile devices. CASS utilizes a 
centralized data repository server to store context data and support SQL-like queries 
for context lookup. The server also takes charge of collecting context data from 
different sensor nodes as well as deriving higher context data through rule-based 
engines. 
NEXUS [38] aims to provide a global spatial world model for context-aware 
applications. By utilizing context servers to model different context sources like 
streets, rooms or persons in the real world, each nexus node can federate context from 
different context servers to generate context data for context-aware applications. 
Additionally, each NEXUS node is extensible with value-added services to provide 
extra functions like navigation or hoarding. 
Semantic Space [59] is an ontology based context-aware system that handles 
different aspects of context data management, such as context representation, context 
query and reasoning in smart spaces. By identifying different devices of a smart space 
as different lower level context resources, Semantic Space utilizes ontology-based 
method to manage relationships between different entities. Integrated with predefined 
rules, Semantic Space could properly derive new context data.  
ACAI [33] is a multi-agent context-aware system that aims to support 
spontaneous mobile applications in different domains. ACAI classifies different 
context sources into different context domains to manage context data and 
applications. ACAI utilizes a three-layer architecture to manage context data. The 
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lower sensor layer is in charge of acquiring context data; the middle context service 
layer handles context processing as well as service provisioning, and the upper 
application layer manages the context-aware applications.  
SOCAM [20] is a service oriented context-aware middleware infrastructure for 
building services in multiple domains. SOCAM consists of three layers: lower context 
sensor layer that manages various kinds of context resources, middle context 
management layer that processes and interprets lower raw context data into higher 
level context data, and higher context-aware application layer that manages context-
aware applications.  
Contory [21] is a context-aware framework specifically designed for efficient 
context provisioning on mobile devices. It utilizes the central component 
ContextFactory to collect context data from different sources, either internal or 
external. This ContextFactory component is also in charge of processing lower level 
context data to higher level context data and supporting SQL-like context queries.  
CoWSAMI [60] is a middleware that aims to provide context awareness in a 
pervasive environment in which mobile users and context resources are dynamically 
available. Web services are utilized for context sources to dynamically update, store, 
aggregate and interpret context data. With the context resource discovery module, 
CoWSAMI can provide context data through SQL-like queries.  
ACoMS [61] is a model-based autonomic context management system. In order 
to provide context data in a fault tolerant manner, ACoMS is able to configure and 
reconfigure its context acquisition and processing functions dynamically. Through the 
context sources manager, ACoMS can acquire context data from different sensors and 
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store them in the context repository. An API-based mechanism is developed to handle 
both publish/subscribe-based and select-based queries.  
ECORA [62] is an agent-based context management framework. The main 
objective of ECORA is to facilitate unified context modeling and reasoning with 
uncertainty in applications. ECORA utilizes a centralized context server to process 
context data and reason context data. With this centralized context server, ECORA 
provides APIs to access the context data. 
Solar [40] is a distributed data-centric context-aware system that utilizes the key 
component “planet” to handle context data management tasks such as context source 
lookup, context acquisition, context processing, and context dissemination. With a 
chain of operators from different “planets”, lower level context data can be processed 
to generate higher level context data and disseminated to applications. In order to 
increase scalability, Solar utilizes a Distributed Hash Table (DHT) [63, 64] based 
peer-to-peer (P2P) network to manage all planets.  
HiCon [41] is a hierarchical context monitoring and composition framework that 
aims to support next generation context-aware services. There are three hierarchical 
abstractions in HiCon: PocketMon (personal), HiperMon (regional) and EGI (global). 
Higher level context data is produced by combining different lower level abstractions. 
Inside each abstraction module, there are components to process contexts and to 
communicate with others. PocketMon as the lowest abstraction utilizes a mobile 
device to collect and manage personal contexts.  
C-CAST [65] utilizes a consumer-provider broker model to manage context data 
and handle context queries. The context providers acquire data from sensors and 
derive context data based on the data. A context repository is designed to store all the 
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derived context data. A set of context brokers is designed to link the context providers 
with the consumers. Each context broker maintains a directory of the context 
providers. 
COPAL [66] is a runtime context provisioning middleware aiming to provide 
loose coupling between context data sources and context data processing. It acquires 
context data through different types of wrappers from sensors. With the event core 
module, context data is processed by a series of context processors from which the 
generated context data is provided to context-aware services. The loose coupling 
characteristics enable COPAL to integrate new context sources and new context 
processing functions at runtime.  
iCROSS [42] is a centralized context management system that manages context 
data from different domains. By designing the Global Administration Server (GAS), 
iCROSS builds a directory for all context sources from different domains. With this 
GAS, it is able to build a global routing scheme facilitating remote RDF-based 
context queries. As a result, iCROSS can support both intra- and inter-domain context 
producer-consumer patterns. 
As stated in Section 1.5, the context modeling and management of mobile entities, 
properly designed CQL and efficient context and query-processing mechanism are the 
three main problems going to be addressed in this thesis. In order to better elaborate 
existing works with respect to these three problems, a summary of the above context-
aware systems is done in Table 1. From Table 1, we can observe that a lot of context-
aware systems do not have adequate support for mobile entities. However, with the 
advances of wireless network and mobile computing technologies, applications want 
to understand the situations of users as well as other mobile entities so that they can 
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serve users with better information. Additionally, we can observe that some of the 
systems do not provide a clear query language to support context queries and some of 
them utilize API-based query language to access context data, which severely 
constrain the query expressing capability. Furthermore, a lot of the systems utilize a 
centralized server to manage context data and handle context queries. This severely 
degrades system performance in processing context queries and makes the system 
suffer from the potential single point of failure issue. In the following sections, we 
will discuss these issues in more detail.  











Toolkit Distributed Multiple API-based YES 
Gaia Centralized Single N.A. NO 
CARISMA Centralized Single API-based YES 
CMF Centralized Single API-based NO 
Cobra Centralized Single API-based NO 
Hydrogen Distributed Single XML-based YES 
CASS Centralized Single SQL-like NO 
NEXUS Distributed Multiple N.A. YES 
SemanticSpace Centralized Single RDF-based NO 
ACAI Distributed Multiple RDF-based NO 
SOCAM Centralized Multiple RDF-based NO 
Contory Centralized Single SQL-like YES 
CoWSAMI Distributed Multiple SQL-like YES 
ACoMS Centralized Single API-based NO 
ECORA Centralized Single API-based NO 
Solar Distributed Multiple N.A. NO 
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HiCon Distributed Multiple N.A. YES 
C-CAST Centralized Multiple N.A. NO 
COPAL Centralized Single SQL-like NO 
iCROSS Centralized Multiple RDF-based YES 
 
2.3 Related Work about Context Management of Mobile Entities 
As stated in Section 1.5, context data of mobile entities is equally significant for 
context-aware applications. In this section, we are going to review how context data 
of mobile entities is managed by different systems and frameworks. Additionally, the 
mobility management mechanism is also discussed.  
2.3.1 Context Data Management of Mobile Entities 
We summarize and classify prior works on context management of mobile 
entities into two categories: one is the infrastructure-based approach that usually 
utilizes middleware or a system to model and manage context data of entities. The 
other one is the framework-based approach to manage context data of mobile devices.  
The infrastructure-based approach has been utilized by many researchers to 
manage context data. However, there are actually no context-aware systems trying to 
distinguish context management of mobile entities from static ones in prior works. 
From the survey conducted in Section 2.2, we can observe that most of those systems 
target on context data modeling and management of static entities like smart spaces, 
which makes the direct comparison difficult. However, some of systems contain 
mechanisms that can be possibly applied to mobile entities. We will select some of 
such kinds of context-aware systems for discussion.  
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Contory [21] is specifically designed for context provisioning on mobile devices. 
Context data of mobile devices is mainly defined as local sensor data without any 
further modeling. Additionally, it provides methods to access context data from 
remote central server and distributed context sources. CARISMA [37] focuses on 
construction of adaptive and context-aware mobile application. The context data of 
mobile devices is modeled and managed by different application profiles for different 
applications. HiCon [41] employs a hierarchical framework to monitor and compose 
context. In the lowest abstraction level, it utilizes the special module PocketMon to 
collect and manage context data of persons. Toolkit [18] proposes four types of 
widgets to manage and process context data. These widgets can also be deployed on 
mobile devices to manage context data. Solar [40] is a data centric distributed 
context-aware system in which mobile entities are treated as normal context sources 
and various context operators can be applied on them to process context data.  
By studying these systems, we can identify several issues. One main issue is that 
none of these systems provides a clear model to represent context data of mobile 
entities. Even though the mechanisms of Toolkit [18] and Solar [40]  can be applied 
to context data of mobile entities, it is mainly talked in the perspective of context 
query processing perspective rather than context data modeling and management. 
HiCon [41] tries to utilize the special model PocketMon to model context data of 
persons, but it does not define a clear model that can be applied to other mobile 
entities like robots and cars. Contory [21] still focuses on managing lower sensor data 
rather than context data. CARISMA [37] mainly focuses on declaring required 
context data of each application rather than an integrated model of context data of 
mobile entities. Compared to these systems, our proposed mobile space is a generic 
model to represent and manage context data of mobile entities.   
38 
 
Another main issue is that none of these systems have tried to solve the influence 
of intermittent network connection caused by movement of entities. Both Contory [21] 
and CARISMA [37] are specifically designed for mobile applications, but both of 
them do not provide any mechanisms to address this issue. The PocketMon of HiCon 
[41] mainly targets on personal context management, but it does not consider people’s 
movements at all. Toolkit [18] and Solar [40] actually does not distinguish mobile 
entities from static ones at all. However, as we discussed in Chapter 1, mobility does 
have an essential impact on context data management. Compared to these systems, 
our mobile space includes a mechanism that can handle issues caused by movement 
of mobile entities. 
One more issue is that these systems do not provide the capability of acquiring 
context data from other domains. The main objective of context-aware computing is 
to recognize the user’s situation and adapt to it automatically without user 
intervention. Hence, context-aware applications usually involve context data from 
multiple domains. In these reviewed systems, Contory [21], Toolkit [18] and Solar 
[40] can process context data from different sources, while CARISMA [37] and 
HiCon [41] cannot integrate context data from other domains. Compared to these 
systems, our proposed mechanism is able to retrieve context data from other sources 
through a well-designed interface. 
Another group of researchers focuses on utilizing framework technology to 
manage context data of mobile devices. These frameworks are usually developed in 
an application centric manner rather than context data centric manner. Aware [67] is 
an Android based framework that focuses on instrumenting, inferring, logging and 
sharing mobile context data. Mobile devices (smartphones) are used to capture 
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context data that is stored either locally or remotely on a server. Context data is 
utilized through an event-driven manner.  
ContextTorrent [68] leverages on semantic web technology aiming to manage 
context data efficiently through an ontology based data model. A native context 
wrapper is designed to access context from local storage and an extended connector is 
developed to acquire context data from sensors. Zhan et al [69] developed a mobile 
device oriented framework to manage context data. A data collector is designed to 
acquire data from sensors both internally and externally. This framework also 
contains a data processor to derive context data on fused data. A context manager is 
designed to provide context data to applications through APIs. 
Hermes [70] is a widget based framework for context-aware application 
development in the mobile environment. Various widgets have been defined to handle 
different tasks, such as context reasoning, network communication, context storage, 
security management and so on. The widget tree is designed to manage context task 
processing. AmbieAgents [71] is a JADE based framework that delivers context data 
to mobile users. The Context Agent models and manages context data; the Content 
Agent takes care of context retrieval and delivery; the Recommender Agent utilizes a 
case-based reasoning engine to determine situation information.  
A mobile framework elaborated by Martin et al [57] can handle context 
acquisition, unifying, modeling and management for mobile devices. SeeMon [72] is 
designed as a scalable and energy-efficient context monitoring framework for the 
mobile environment with rich sensors and limited resources. MDi [73] is designed as 
an agent-based framework for ambient intelligence utilizing a master agent database 
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module to store user data. Additionally, it utilizes different modules to take charge of 
data management and communication with other components. 
By studying these frameworks, we can observe that all of these frameworks have 
a significant issue with context modeling. In fact, all of these frameworks focus on 
managing context data of mobile devices rather than mobile entities. As a result, none 
of these frameworks can provide a generic context model to represent mobile entities. 
Consequently, most of these frameworks cannot be applied to other mobile entities 
like robots and cars. Different from these frameworks, our proposed mobile space 
aims to model mobile entities rather than mobile devices. With this generic model, 
our concept can be easily applied to different mobile entities like person, robot or car. 
Additionally, our proposed mechanism has no restriction on the underlying hardware 
environment. 
Another essential problem is that, compared to the middleware infrastructure, 
applications using these frameworks still tightly couple with the underlying context 
data management details. Most of the scenarios demonstrated in these frameworks 
still need to give details of the required data, especially for those frameworks like 
SeeMon [72] working on sensor data directly. In contrast, our proposed mechanism 
MPSG that utilizes the middleware concept can truly decouple underlying context 
data management from application design.  
One more significant issue of these frameworks is to share context data between 
different devices. Most of these frameworks are designed as standalone module in 
each mobile device. They mainly focus on managing local context data and providing 
to hosted applications. ContextTorrent [68], Hermes [70] and AmbieAgents [71] all 
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have this problem. Different from these frameworks, our proposed mechanism MPSG 
has an interface to acquire context data as well as to provide context to other entities. 
2.3.2 Mobility Management of Mobile Entities 
Movement is the nature of mobile entities, so how to solve the mobility issue is 
important for the context data management of mobile entities. The mechanism 
designed to handle this mobility issue in previous works can be roughly summarized 
into three categories: proxy-based mechanism, Mobile IP and SIP. In fact, there is 
another set of intensive research works targeting on frequent and long-lived 
connectivity disruptions in Delay Torrent Networks (DTNs). However, since the 
traditional TCP/IP network is chosen to validate our ideas in this thesis, the research 
work of DTNs is beyond the scope and our discussions of related works will focus 
only on TCP/IP network mechanisms. In the following paragraphs, we will review 
these three methods in detail.  
The proxy-based approach has been explored by many systems to handle the 
availability issue of mobile entities. Sutton et al [74] solve the mobility issue by 
adding  a proxy server between the original server and client of Elvin [75]. The proxy 
server buffers messages or notifications on behalf of subscribers during the 
disconnecting period and subscribers can retrieve them after reconnecting back. 
MobiKit [76] leveraging on SIENA [77] and JEDI [78] employs stationary and 
independent proxies to buffer and relay message data for users. A move-out/move-in 
function module is designed to publish and subscribe the status of users so that data 
synchronization can be done accordingly. MoPS [79] is designed to support mobility 
through persistent  notifications. With the time-to-live parameter of each notification, 
MoPS keeps all the valid notifications through its networked brokers. Subscribers can 
retrieve their notifications from these brokers after reconnecting back, which makes 
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the movement transparent. MoCA [80] promotes a proxy component between 
application client and server. When a device movement is detected, this proxy can 
perform handover at the application level through determining the next most 
appropriate proxy and transferring the collaboration session state. MOTION [81] 
employs a publish/subscribe system to address the mobility issue by utilizing more 
powerful peers (desktops or laptops) as the mediator to queue user queries when users 
are disconnected.  
By studying these systems, we can observe that most of them utilize proxies to 
handle the mobility issues of mobile clients. This requires new computing resources 
to implement the proxies, which creates extra cost to the system. System integration 
should also be properly resolved. What is more, when the system extends to a 
distributed system in large scale, the number of proxies required will also increase 
tremendously. In contrast, our proposed mechanism utilizing existing system 
components does not create any extra cost but just adds new functions. Additionally, 
we do not need to increase the number of resources required when extending to large 
networks.  
Regarding how to handle user movement, we can see that most of these systems 
utilize proxies to buffer data during the disconnection period, and update the buffered 
data to devices after reconnection. This complicates the system design in that systems 
not only need to solve the data-buffering problem, but also need to handle the 
synchronization issue between different proxies. Different from these systems, our 
proposed mechanism is a relatively lightweight solution without buffering any data. 
Hence, synchronization is not required at all. It provides a way to rebuild connections 
between different peers but leveraging on applications to resume the transactions.  
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Mobile IP [82] is a network protocol proposed to handle the mobility issue of 
mobile devices. By defining a permanent home address and a care of address (CoA), 
Mobile IP enables mobile devices to update their CoA with the home address 
whenever network handover happens so that a mobile device is still reachable when 
mobile. However, the mobile IP mechanism requires assignment of each mobile 
device a fixed permanent IP that is a very scarce resource. Additionally, mobile IP is 
not suitable to tackle the network loss issue. In contrast, our proposed mechanism 
does not require the fixed IP resource and can also handle the network loss problem. 
Session Initiation Protocol (SIP) [83] leverages on the Uniform Resource 
Identifier (URI) and the Registrar to handle mobility issue. Each user registers the 
Registrar component with their network information (IP and Port) on its URI. Others 
retrieve interested network information from the Registrar based on URI, which 
makes the user movement transparent. However, SIP is user centric and handles the 
setting up of session parameters, while our design is service centric and transparent of 
the actual application session details. In addition, our proposed design also differs 
from SIP in terms of discovering a new IP. SIP proxy server needs to take care of the 
user move, while our proposed callback based service relies on the MPSG to discover 
a new IP address and update to the middleware. 
2.4 Context Query Language 
Existing works [34-36] have done some comprehensive discussions on existing 
CQLs. Based on these works, we can summarize and classify existing them into five 
categories: SQL-like, RDF-based, XML-based, Programming-based and Graph-based. 
In this section, we will first review existing SQL-like CQLs to demonstrate that a 
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newer SQL-like CQL is needed, and then we will elaborate other types of CQLs to 
see how SQL-like CQLs are different. 
2.4.1 SQL-like CQL 
SQL is a well-established, declarative query language that has been recognized as 
an effective language for accessing a relational database. As a result, designing a 
SQL-like language to query context data becomes natural and straightforward.  
Additionally, the high penetration of SQL makes it attractive for application 
developers to use it. As demonstrated by Haghighi et al [35], the SQL-like CQL is 
one of the two most effective types of CQLs in context-aware computing. Based on 
these reasons, various SQL-like CQLs have been proposed and designed in previous 
works and we are inspired by these works to design our new SQL-like CQL.   
Contory [21] utilizes a SQL-like CQL to provide context data for applications. 
Besides supporting access to context data from heterogeneous sources, Contory also 
supports both pull- and push- based methods to acquire context data. However, it does 
not support context processing operations and does not work well in consolidating 
context data from different sources.  
A well-defined SQL-like context-aware database query language to query 
relational data in an ambient intelligent environment is described by Feng [84]. Based 
on this language, context data can be utilized to define more specific conditions so 
that more relevant data can be retrieved from the relational database. This work 
presents some good concepts and definitions on acquiring data through the SQL-like 
mechanism and inspires us a lot in designing our CQL, but it mainly focuses on 
relational databases rather than context management.  
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PerLa [85] is a SQL-like language designed for collecting data from different 
nodes in a pervasive system. By dividing queries into two levels, PerLa can acquire 
data from different sources independently from the underlying structure. However, 
PerLa mainly focuses on the lower level sensor data, and does not demonstrate 
enough consideration on context data processing.   
CML [86] provides a powerful way to model different types of context data. This 
framework has internal facilities to map this model into the relational database 
schema so that context data can be queried directly through SQL. However, the 
conversion may generate complex SQL join operations and query representations that 
are not programming and platform independent.   
Another SQL-like querying context mechanism is elaborated by Judd and 
Steenkiste [87]. By defining four types of entities (i.e., device, access point, people 
and space), this framework utilizes a Context Service Interface-SQL (CSI-SQL) 
wrapper to query and access data from context sources, but the primary function of 
this design focuses on expressing attribute requirements, timely execution and meta-
attribution rather than generic context query representation.  
As sensors are the important sources of context data, some of the works proposed 
SQL-like facilities to query various data. The Fjords architecture [88] can manage 
multiple queries over streaming sensor data. It can support both pull- and push-based 
data acquisition methods. The mechanism presented by Madden et al [89] can also 
acquire sensor data either through pull queries or push queries as well as a hybrid 
queries. 
By studying these SQL-like CQLs, we can observe that most of the prior works 
still focus on lower level data accessing. Both PerLa [85] and Fjords architecture [88] 
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still focus on sensor data as well as the work proposed by Madden et al [89]. Most of 
the time, these systems still require specifying the details of sensors for data retrieval, 
which results in a tight coupling between the application developer and the lower 
level sensor network. However, one main objective of context-aware middleware is to 
make lower level context data management transparent to the upper layer application 
developers. Hence, we design the new SQL-like CQL by considering this as one main 
objective. Compared to these CQLs, our proposed SQL-like CQL can represent 
queries in a more abstract level while focusing on what is required rather than how to 
acquire the data. 
Another issue is that most of these SQL-like CQLs lack intermediate data 
processing operation support. Intermediate operations help to do certain preprocessing 
on the context data and derive certain intermediate context data, for instance 
calculating the distances between different entities. Compared to the existing CQLs, 
we not only support normal aggregating functions like what is done by Feng [84], but 
also support user defined contextual functions.  
One more issue is that, except for Contory [21], most of  these SQL-like CQLs do 
not support push-based queries. The automatic situational change detection of 
context-aware computing is usually realized by pushing context events to applications. 
Hence, supporting such push-based context acquisition is essential for context data 
management. Compared to existing SQL-like CQLs, we provide the 
SUBSCRIBE/UNSUBSCRIBE function to handle push-based queries in our proposed 
new CQL.  
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2.4.2 Non-SQL like CQL 
Besides SQL-like CQLs, there are other types of CQLs based on different 
technologies. Haghighi et al. [35] have singled out RDF-based CQL as another 
powerful CQL in context-aware computing. We will discuss the various existing 
RDF-based CQLs in this section.  
A typical RDF-based CQL is the MUSIC CQL proposed by Reichle et al [90] 
which models context data by ontology. It can express queries that concern context 
data of one context entity. By defining actions and operations, it can compose both 
SELECT and SUBSCRIBE based queries with supported operations based on 
different types of constraints. However, even though having good integration with 
reasoning based constraint support, this CQL can only support one entity in the query, 
which is too primitive and restrictive. Additionally, it is strongly related to the 
underlying context model, which severely limits the querying capability.  
Another RDF-based querying mechanism is the Context Query Plan (CQP) 
protocol proposed for the MoGATU framework [91]. With the help of DAML-OIL 
and DAML-S, CQP can decouple queries into sub-queries and process these 
separately in different mobile devices. Consequently, it can overcome some obstacles 
in context acquisition in the mobile environment. However, this heavy reliance on 
mobile devices creates availability and reliability issue. Additionally, the filter and 
operator types supported are limited.  
SOCAM [20] models and manages context data through a two-layer ontology and 
queries context data through an ontology based method. Based on the two layers of 
ontology, SOCAM can easily provide context data about entities and relationships 
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between entities in the smart space. However, since SOCAM is designed for a single 
smart space, it has limitations in providing complex queries.  
By studying these CQLs, we can observe that, although RDF-based CQLs are 
more suitable for expressing entity relationships of context and are as powerful as 
SQL-like CQLs, they are not as flexible as SQL-like CQLs and produce a large 
amount of overhead in creating classes, sub-classes and relationships [91]. Compared 
to these RDF-based CQLs, our proposed new CQL is more flexible in specifying 
different conditions like concatenating more constraints easily with AND/OR 
connectors. Our proposed SQL-like CQL is also more succinct in terms of query 
representation. Without the various tedious and confusing metadata of RDF, our 
queries mainly focus the required context data and constraints. Additionally, the 
complex syntax of RDF-methods needs a stiff learning curve. RDF has a variety of 
syntax notation like classes and properties that are not easy to learn and remember. In 
contrast, our proposed SQL-like CQL only contains several keywords such as 
SELECT, SUBSCRIBE, FROM and WHERE. This simple syntax further eases the 
language usage. Furthermore, SQL-like CQL can easily integrate with existing 
systems that utilize the SQL-like method to manage and acquire data, which is 
difficult to do with RDF-based methods. We are going to present more details with 
examples in Chapter 5. 
Other types of CQLs have also been proposed in previous works. Graph-based 
CQLs provide a graphical user interface for users to indicate requested context data 
and constraints, which is utilized by Li et al [36, 92]. XML-based CQLs express 
context queries based on XML techniques [93, 94]. API-based CQLs accesses context 
data directly through APIs provided by the underlying system [95]. As demonstrated 
by Haghighi et al [35], these types of CQLs are not as powerful as SQL-like and 
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RDF-based CQLs in expressing context queries, so we will not review these types of 
CQLs in detail.  
2.5 Context Processing 
In the literature, there is little previous work specifically exploring on context 
processing in context-aware computing, and most of the previous works still mainly 
focus on system architecture design with brief discussions on context query 
processing and context processing inside. Hence, mechanisms or frameworks that will 
be discussed in this section may have been described in Section 2.2, but more details 
of context processing will be elaborated in this section. Prior works that deal with 
context processing mainly focus on the centralized processing approach in either 
single domain or multiple domains. There is limited work taking the approach of 
distributed context processing. This motivates us to implement a distributed context 
processing mechanism that is novel and effective. In the following part of this section, 
we are going to review frameworks or mechanisms based on the centralized context 
processing approach first followed by a short discussion on distributed context 
processing mechanisms. 
The centralized context processing approach is common in context data 
management designed for single space or domain. CoBra [19] utilizes a specialized 
component called the context broker to collect context data from different context 
sources in the smart space. This context broker stores all the context data in the 
database and can derive other context data based on the stored data. APIs are provided 
for applications to access the context data. Semantic Space [59] leverages on semantic 
web technologies to manage context data in smart spaces. Actually, Semantic Space is 
quite similar to CoBra in terms of architectural design, but it just utilizes different 
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techniques in implementation. Semantic Space defines the context aggregator 
component to collect various context data from different context sources and updates 
these to the context knowledge base component. This context knowledge base 
component manages the context data and takes charge of replying to context queries, 
which implies a centralized approach in managing context data. The heart of the 
Context Management Framework (CMF) [58] is a centralized blackboard based 
context manager which collects context data from all participating services or notes 
and processes those context data to generate proposed context data for querying. 
Trimmed to mobile devices, Hydrogen [49] collects context data based on various 
adapters that report context to central context server component in the management 
layer. Subsequently, this centralized context server component processes all the 
context data and takes charge of context retrieval and subscription.  
The centralized context processing approach is also utilized by context-aware 
systems designed for multiple domains. SOCAM [20] is designed to manage context 
data from different domains utilizing the ontology-based context modeling technique. 
SOCAM utilizes the centralized context reasoner, context knowledge base and 
context database components to derive and store context data as well as replying to 
context queries. CASS [31] is a server-like framework that receives context data from 
different sensors and stores it in the database. It can derive higher level context data 
based on the primary context data in the database and support SQL-like context 
queries. The middleware itself serves as a central point and the processing operations 
are centralized. C-CAST [65] utilizes a centralized consumer-provider broker to 
collect context data into a context repository as well as a history database. This broker 
also takes charge of answering context queries from different consumers. iCROSS [42] 
utilizes the Global Administration Server (GAS) to maintain a directory of all the 
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context sources from different domains. It utilizes the component Context Entry 
Engine to analyze incoming context queries and retrieve corresponding context data 
from each domain. This Context Entry Engine also takes charge of returning the 
query result to the requester.  
There are some context-aware systems that utilize the distributed approach to 
process context. By treating context data sources as stream publishers, Solar [40] 
defines the component planet as a context processor to receive context data from 
stream publishers and apply operations on the data to derive higher level context data. 
By chaining a number of planets through a graph-based model [47], Solar is able to 
apply series context processing operations on the primary context data to generate the 
final required context data, which enables the context to be processed in a distributed 
approach. The framework proposed by Biegel and Cahill [96] defines a sentient object 
model to mediate context data from sensors to applications. This sentient object is 
based on a context hierarchy to define relations between the context data and how 
required context data is derived from the lower primary context data. As a result, the 
context data is actually processed in a distributed manner. COPAL [66] mainly targets 
context event subscription and defines a context query as a continuous selection of 
context events. COPAL leverages on the event core module to handle each context 
query through a tree of context processors, which is a distributed context processing 
mechanism. Liquid [30] is a context query processing service that translates each 
incoming context query into a query plan and executes accordingly to generate the 
required context data. The query plan is a structured tree of context operators that 
performs processing operations. Context data is processed based on this query plan, 
which builds a distributed processing flow for each context query. 
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In this section, we have reviewed three types of context processing mechanisms 
employed by various context-aware systems. From this review, we can observe that 
both first and second types of context-aware systems utilize a centralized approach to 
process context data. In these systems, data is usually collected into a single point to 
store. A central component is designed to handle all context queries and to apply 
operations on the context data. Just as we elaborated in Chapter 1, the centralized 
approach eases the design and development of context aware systems, but is not 
efficient and prone to single point of failure. The third type of systems utilizes a 
distributed approach to process context data, but the distributed process still relies on 
application developers to carry out manual definitions in advance, which restricts the 
capability and flexibility of query handling.  
Compared to these systems, our proposed mechanism targets on processing 
context data from multiple domains in a distributed approach. Unlike the first type of 
context processing, our mechanism can support context data from various context 
domains. Different from the centralized approach that keeps all data in a single server, 
our mechanism stores data in a distributed manner by letting each M/PSG keeps its 
own data. This can reduce the network communication cost significantly for context 
updating compared with centralized approach. Additionally, our proposed 
mechanisms process context data with a distributed manner in two perspectives. 
Firstly, our mechanism may distribute the context processing operations of a single 
query into different components. Secondly, our mechanism will handle different 
context queries in different components. Furthermore, different from the existing 
systems that define distributed operating process manually, our proposed mechanism 





In this chapter, we reviewed the existing works related to our problems stated in 
Chapter 1. In order to present a clear understanding, components of context data 
management are described through three main parts: context source management, 
context accessing interface and context query handling. Subsequently, we surveyed a 
number of existing context-aware systems to provide a full understanding of the state 
of the art of context data management. We then reviewed various frameworks and 
mechanisms previously proposed to manage context data of mobile entities and 
justified the motivation to design a better context data management mechanism that 
can properly model and manage context data of mobile entities. Additionally, we also 
studied the various kinds of CQLs proposed in the literature and justified the 
significance to design a SQL-like CQL. Furthermore, we studied both centralized and 
distributed approach of context processing in existing systems and compared with our 













Coalition is stemmed from a project “Context aware middleware services and 
programming support for sentient computing” under an “ULTRA WIDEBAND-
ENABLED SENTIENT COMPUTING (UWB-SC) THEMATIC STRATEGIC 
RESEARCH PROGRAM (TSRP)” which was completed in late 2010. The intention 
was to study a horizontal service-oriented infrastructural approach for the fusion of 
cyberspace and physical space and hence facilitating intelligent processing for 
sentient computing applications. A predecessor of Coalition, known as ‘Context-
Aware Middleware for Pervasive Homecare (CAMPH)’ [22] was subsequently 
developed for demonstrating the feasibility of the infrastructure for supporting 
homecare, though the middleware of CAMPH is generic and hence capable for 
supporting other sentient applications. After several years of further work [17, 97], 
CAMPH has evolved into a test-bed for context-aware ubiquitous computing to 
facilitate further R&D into advanced middleware and software engineering techniques 
for context-aware applications. To avoid unnecessary confusion, we call this earlier 
version of Coalition as Coalition-I and the new version arising from the work in this 
thesis as Coalition-II, and use Coalition to refer to all versions of Coalition. 
It is important to understand the design considerations of Coalition-I and its 
outstanding issues from the perspectives of the research issues to be addressed in this 
56 
 
thesis (See Chapter 1 for details). In the remaining of this chapter, we first present the 
approach to the design of the architecture for Coalition-I and its design considerations 
in Section 3.1. A detailed description of its architecture is given in Section 3.2. 
Section 3.3 elaborates how context data is managed in Coalition-I, followed by the 
demonstration of its query processing in Section 3.4. Section 3.5 presents how the 
works of this thesis link to each other with respect to Coalition-I, and the whole 
chapter is summarized in Section 3.6. 
3.1 Architectural Approach and Design Considerations 
In order to provide context-awareness, different technologies have been explored 
to manage context data. These approaches can be generally classified into four 
categories: library-based, framework-based, toolkit-based and infrastructure-based [6].  
However, just as Hong [6] pointed out, the infrastructure-based approach is more 
suitable for context data management. Coalition is such an infrastructure-based 
context-aware middleware to manage and process context data. In order to provide a 
better understanding of Coalition, we briefly highlight some of the important 
architectural approach and design considerations. 
Layered Architecture -- The functionalities of Coalition have been modeled into 
several functional layers, consistent with the architectural diagram for ubiquitous 
computing systems (Figure 1) shown in Chapter 1. This ‘layered’ approach of 
modeling Coalition (and Ubiquitous systems in general) is based on the same 
successful layered modeling principles of networked systems [98]. More specially, we 
analyze and gather system functions into layered functional components, with a lower 
layer provides services to the adjacent upper layer so that any layer will less likely be 
affected by changes of other individual layer. The interfaces between layers can be 
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implemented in terms of functional API calls for lower layers. In the case of Coalition, 
a service interface involving service look-up and invocation is used for the higher 
level functions such as the service management layer and above. This also explains 
why Coalition is sometimes regarded to have a service-oriented architecture.  
Multiple Context Domains support – Many existing systems [19, 53, 59] target 
their context data management to operate on a specific domain or space, such as the 
home or the office. This single space support severely limits the capability of their 
systems in providing anytime and anywhere computing. Coalition takes a different 
approach by designing to handle heterogeneous context data from context sources of 
different cyber-physical spaces. The Context data management layer of Coalition 
ensures each context attribute of all cyber-physical spaces under its management is 
represented consistently system wide to the upper layers. As a result, the 
heterogeneities of the context spaces are transparent to the service and application 
layers. This is possible because Coalition standardizes the modeling process of cyber-
physical spaces, allows them to join or leave Coalition autonomously, and resolves 
differences in the definition of context attributes when a new space joins the system.   
Distributed Context Data Management – As stated before, ubiquitous 
computing systems aim to provide context awareness computing anytime and 
anywhere. This requires the middleware to be capable of managing a very large 
number of context sources. Consequently, it becomes impractical to manage and 
locate dynamic context data centrally among this large scale of heterogeneous data 
using conventional database technologies. Clearly a new context data management 
approach is needed to address the inefficiency of conventional data indexing 
techniques for large-scale data with dynamic value and availability of data sources. 
We have developed the context data management of Coalition to operate in a 
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decentralized manner, in which each context source manages its own context data or 
keep them in a ‘Physical Space Gateway (PSG)’ affiliated with the same proximity of 
the source instead of updating them into a central data server (details to be presented 
in next section). Based on this mechanism, privacy and access control can also be 
better supported as the sources and the PSGs are now empowered to have a greater 
control on the use of their context data.  
3.2 Architecture of Coalition 
Coalition has four different layers, which is consistent with the conceptual 
context-aware system design described in Chapter 1. The uppermost context 
application layer manages various context-aware applications. This layer also takes 
charge of how each application can invoke the underlying services to function 
properly. Next is the service management layer that manages the various kinds of 
context-aware services. Based on the popular Service Oriented Architecture (SOA), 
different services can be developed first and orchestrated later for context-aware 
applications. Those context-aware services can issue different context queries to the 
underlying context data management layer to access certain context data. For instance, 
a context-aware service aiming to provide information of nearby friends can query the 
context data management layer for location context of both the requester and his 
friends. 
The main work of this thesis focuses on context data management so we will 
present more details on the context data management layer in the following sections. 
Before proceeding to the context data management layer, let us have a close look at 
the physical space layer (or cyber-physical space layer) that manages the various 
physical spaces. In Coalition, the ubiquitous computing environments are made up of 
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cyber-physical spaces，each of which represents a physical proximity of the real 
global-networked world. We shall use ‘cyber-physical space’ and ‘physical space’ 
interchangeable from hereon. A physical space is an autonomous (administratively) 
contexture environment which contains entities such as computing devices, sensors, 
actuators, automobile, users and so on, linking them together via some 
communication infrastructure. Each physical space provides context data and 
manages all interactions related to exchanges of context with other physical spaces 
through a designated gateway known as ‘Physical Space Gateway (PSG)’. In other 
words, the only conduit for any entity within a physical space for sending or receiving 
context data to or from entities of other spaces is always via the PSG. Therefore, the 
whole contextual space of the ubiquitous computing environment consists of physical 
spaces linked together via PSGs. Figure 3 provides an illustration of the concept of a 
physical space using the examples of a home and a shop. 
 




3.3 Context Data Management 
The main objective of context data management is to enable an effective and 
efficient context data management that includes context data organization, context 
data look up as well as context data storage. Coalition views the whole context space 
a composition of different context domains, such as HOMES, SHOPS, CARS, 
PEOPLE, CLINICS and so on. Each context domain is modeled by a set of context 
attributes each is denoted as an attribute-value pair; a context attribute is indeed a type 
of context source in that domain. The actual implementation of the context model for 
a physical space is a schema of the context attribute-value pairs for the context 
domain that the physical space is classified. The schema is implemented as part of the 
PSG for that physical space. Hence context domain names, the names of the context 
attributes and the identifications of the physical spaces are necessary to determine the 
context data of a context source. Different context domains distinguish from each 
other through their context schemas. A software module named Context Spaces 
Gateway (CSG) is designed to manage the large number of indexes for physical 
spaces belonging to the same context domain. Figure 4 provides an illustration of the 
concept of a context space using the examples of home. Coalition implements 
distributed dynamic indexing that organizes different context data from various 
context domains for search and retrieval; the method of requesting context for 
retrieval – known as context querying in Coalition - is programmable. We will 




Figure 4 Illustration of the Concept of Context Space 
Another important concept is the semantic cluster that represents a single 
attribute in a context domain. Each semantic cluster comprises the physical spaces 
sharing the same context attribute from the corresponding context space. The physical 
spaces are organized through a peer-to-peer (P2P) network. As a context-aware 
environment is expected to be dynamic wherein physical spaces can leave and join 
semantic clusters, this P2P network model adopted can minimize the disruptions due 
to these changes. A ring topology is utilized to connect the various semantic clusters 
belonging to the same context domain and this semantic cluster ring is managed by 
the context space gateway (CSG). Based on these concepts of CSG, SC and PSG, a 
three-tier based structure shown in Figure 5 is built to manage all context sources. 





Figure 5 Overview of Coalition Data Management Layer 
A physical space can associate with Coalition by sending a registration request to 
the middleware through its PSG. Figure 6 illustrates the process of how a PSG joins 
the Coalition system. Based on the context schema information, the PSG identifies the 
corresponding context space and semantic clusters to join. By contacting the 





Figure 6 Illustration of PSG Registration 
Many design choices had been made in the development of Coalition-I. We focus 
on several of the important ones. One important decision is to utilize the space model 
to model various context entities. One simple alternative choice is to treat each 
context source individually, which is chosen by most of the system. However, when 
the number of sources becomes larger, this approach may encounter a severe problem 
in identifying each context source efficiently. In order to address this issue, Coalition 
groups each context entity as well as context sources providing context data of this 
entity into one group and model them with physical space. Additionally, these 
individual sources update their data directly to the PSG. Consequently, all context 




Another important decision is to represent context data with an attribute-value 
pair model. As elaborated in Section 2.1, different models have been proposed to 
represent context data and can be classified into six categories: key-value model, 
markup model, graphical model, object oriented model, logic based model and 
ontology based model. The ontology model has been utilized for the advantage of 
reasoning, but may encounter performance issue in terms of scalability [46]. In 
contrast, the attribute-value pair based method is much simpler and more scalable. It 
is more consistent with the physical space concept by representing each context 
source of the space as an individual attribute.   
Furthermore, Coalition is designed to store context in each PSG. Rather than 
letting each context source update its context data to a central server like most other 
systems, Coalition does not store any context data but only the necessary 
communicating information. Hence, all the context data from a physical space are 
either kept by the respective context source partly or wholly, or stored in its PSG 
partly or wholly, and Coalition will just help forward context queries to proper 
physical spaces to retrieve the required context data. Each physical space will actually 
handle the incoming context query and return the context data accordingly. The 
interactions between PSG and context sources are internal and proprietary to the 
physical space and hence the processes are opaque to the context management 
operations. 
These design decisions do have the following advantages. The design eases the 
management of the context updating to ensure data freshness for at least a couple of 
reasons. First, all physical spaces do not have to keep updating new context values 
with a centralized server, which saves a lot of resources and avoids many network 
transmissions. Second, each physical space has the freedom and flexibility to control 
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and manage their context data. The decision of responding to context queries will 
mainly depend on the physical space rather than Coalition. Third, on the perspective 
of privacy and access control management, it gives each physical space the freedom 
and flexibility to design and utilize different algorithms and mechanisms. With this 
architectural design, each physical space has full control of its data and can define 
privacy and security mechanism according to its own requirements. For instance, let 
us consider a physical space of the OFFICE domain that provides context data of the 
meeting room status. An application checking about the current activity in the 
meeting can search for this particular office about the status and activity inside the 
meeting room. When the query arrives to this particular physical space, its PSG can 
check the requester’s information and respond to the query accordingly. The utilized 
security mechanism will make sure that the requester is trustworthy before providing 
the context data. All of these features make Coalition different from other context-
aware systems.  
3.4 Query Processing 
The main objective of the context data management layer is to handle incoming 
context queries and provide the required context data, so how to answer the queries 
and how to process the context data is an essential part of Coalition. In this section, 
we focus on illustrating how context queries are processed in Coalition-I. The 
proposed new context query processing mechanisms will be presented with more 
details in Chapter 6. Coalition-I utilizes a simple SQL-like declarative interface for 
applications to access context data from the system. The basic context query structure 
is as follows: 
SELECT < attribute > FROM < domain > [WHERE predicate] 
66 
 
Each query consists of three main parts: SELECT clause, FROM clause and 
WHERE clause. The SELECT clause specifies what kind of information is required. 
This information is indicated by the context attributes like temperature, brightness and 
so on. The FROM clause specifies which context domain the required context data 
comes from, like HOME, SHOP, OFFICE and so on. The WHERE clause specifies 
conditions on selecting the required context data. These constraints are utilized to 
narrow down the context sources. Based on this structure, application developers can 
formulate context queries in their applications and acquire context data by issuing the 
composed context queries into Coalition. Details of the context query processing flow 
will be described after the next paragraph.   
As described in Section 3.3, Coalition is designed as a generic context-aware 
system that is application and domain independent, so there is theoretically no 
restriction on the type or domain of context-aware applications that can be supported 
by Coalition. In fact, Coalition can support context-aware application from various 
domains like smart home, elderly care, smart shopping and so on. However, the 
design and implementation of Coalition-I does create some restrictions on the 
supported query types. Coalition-I can only support simple select-based context 
queries with the structure described in the previous paragraph. Such a simple query 
can only specify one required context attribute with one condition from a single 
domain. For instance, a query like “SELECT shop.name FROM shop WHERE 
shop.type = book” queries all the shop names of bookstore. However, it does support 
complex queries like “SELECT shop.name, shop.crowdedness FROM shop WHERE 
shop.type = book AND shop.location = vivo”. As a result, applications need to issue 
more than one simple queries to Coalition-I and further aggregate these query results 
if it wants to get context data required by the complex query, which is very 
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inconvenient and inefficient. In order to address this issue, one of this thesis works is 
to extend Coalition-I with the capability to handle complex queries, which we will 
present in more detail in Chapter 6.  
Regarding context query handling, Coalition-I utilizes the centralized query 
processor component to receive context queries from applications, analyze the queries, 
and process the context data and reply the generated context data. In order to provide 
a better understanding of query handling in Coalition-I, we present both the query 
processing component diagram of Coalition-I shown in Figure 7 and the normal 
context query processing flow of Coalition-I illustrated in Figure 8. In the following 
description, we focus on how the flow of query processing operations execute 
between different components.   
Coalition-I processes each query with following operations. An application first 
issues a context query to its host PSG that then forwards the context query to the 
query processor component in Coalition. By parsing and analyzing the query, this 
query processor identifies the required context attribute, context domain and 
constraint. The required context domain information and context attribute information 
identifies the CSG and the SC respectively. Both the CSG and SC are utilized to 
identify the group of physical spaces possibly containing the required context data. As 
Coalition does not store any context data, the required context data can only be 
obtained by forwarding the context queries to the relevant physical spaces. By 
considering that the SC utilizes a P2P network to organize its PSG members, the 
query is distributed through this P2P network. Hence, by contacting the CSG of the 
context domain, the query processor obtains the information of the SC representing 
the required context attribute. After obtaining the information of a random PSG from 
the identified SC, the query processor forwards the context query to this randomly 
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selected PSG that in turn forwards the context query to its neighbors. Neighbors will 
forward the query to their neighbors till all the PSGs receive the query. Each PSG 
receiving the query will check the query constraint and see whether it has the required 
context data and reports the context data to the query processor only if it fulfills the 
constraint. Subsequently, the query processor will process all the received context 
data and generate the required context data to report to the query issuer. 
 




Figure 8 Query Processing Workflow of Coalition-I 
3.5 Proposed Mechanisms  
This revision of Coalition-I, especially the context data management, further 
justifies the targeting problems stated in Chapter 1 and 2. This detailed context data 
management elaboration of Coalition-I also provides a much clearer understanding of 
the three main problems stated in Chapter 1. The first problem is about the support of 
mobile context sources. Context space and physical space are a good way to group 
and model context sources. Based on the concept of physical space, context sources of 
a specific entity can be managed locally and become hidden to the external world. 
Also, based on the concept of context domain, similar entities can be grouped together 
and similar mechanisms can be applied to manage the context data. However, mobile 
context sources are not well supported in Coalition-I, as the influence of entity 
movement is not properly considered. Hence, by considering the integrity of 
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supported context sources, Coalition should be extended with context data 
management of mobile entities. 
Another main problem is about the context accessing interface, namely the CQL. 
Through the SQL-like declarative interface, applications can access context data by 
issuing context queries to Coalition. This attempts to decouple the application 
developers from the underlying details of context data management. However, the 
context-accessing interface of Coalition-I is too primitive to support more 
complicated queries as well as other context acquisition types and context data types. 
A more powerful interface mechanism should be designed to extend Coalition with 
the capability to handle complicated context queries. 
The third main problem is about context processing. Coalition-I utilizes a 
centralized query processing mechanism to process context data and can only handle 
simple context queries. However, Coalition-I cannot handle complex context queries 
that usually concern more context attributes from different domains with complicated 
constraints. What is more, complex context queries usually come with complex 
processing operations that can severely affect the system query response time. A more 
advanced context processing mechanism should be developed to address this issue.  
This thesis focuses on addressing these three main issues. Based on the works 
done in this thesis, Coalition-II can have a better management of context data.  Firstly, 
we extend the context data management of Coalition-I with the capability to model 
and manage context data of mobile entities. With this improvement, Coalition-II can 
have a more integrated and solid context data source management that includes 
context data not only static entities but also mobile entities. This enables Coalition-II 
to provide a wider spectrum of context data.  
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Secondly, after building the solid context data source management, the next step 
is how to let developers easily and conveniently access the context data provided by 
all the sources. In order to address this issue, we design a new SQL-like CQL inspired 
by all existing works. Not only support complex context queries, this new designed 
CQL can also support other types of context acquisition methods. With this proposed 
new SQL-like query language, Coalition-II provides a more generic and easy to use 
interface for application developers to access context data.  
Thirdly, after designing the generic context accessing interface, our next work 
targets on handling complicated context queries as well as addressing the issue of 
centralized context processing through a new distributed context processing 
mechanism. In order to handle complex context queries, this mechanism transforms 
complex queries into simple queries, processes simple queries separately and 
orchestrates results of simple queries for final query results. In addition, this 
mechanism handle queries in a distributed manner by allocating independent 
operations into different computing devices. With this new context processing 
mechanism, Coalition-II will be able to handle complex context queries through a 
distributed manner. In this work, we focus on handling pull-based/select-based 
complex queries and leave the push-based/subscribe-based query handling as future 
work. 
 These three works are closely related to provide a better context data 
management of Coalition-II. The support of mobile context source management 
enables Coalition-II to provide a more consolidated and integrated spectrum of 
context data, which creates the basis for context accessing. The design of a SQL-like 
CQL provides an easy to use and more powerful approach to represent user queries, 
which creates a generic interface to access the various context data. The design of 
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distributed context processing mechanism enables Coalition-II to handle complex 
context queries represented by the proposed SQL-like query language, which links the 
interface to the context data. With the improved Coalition-II, context data acquisition 
becomes much simpler and easier. We are going to present more details of three 
works in the following chapters. 
3.6 Summary  
In this chapter, we presented an overview on our context-aware system Coalition. 
We have summarized the design philosophies and described the overall system 
architecture. We have detailed the organizational structure of context sources and 
context data management as well as the query processing flow. By studying 
Coalition-I, we observed that the mechanisms of Coalition-I do not have support for 
context data management of mobile entities, which motivates us to find a better way 
to model and manage context data of mobile entities. Additionally, we observed that 
the simple SQL-like context data access interface of Coalition-I has limited capability 
in representing complicated queries, which motivates us to define a new and more 
powerful CQL. Furthermore, the query processing mechanism of Coalition-I can only 
handle simple queries in a centralized manner, which is primitive and restrictive. This 
motivates us to design a more powerful context processing mechanism. Based on the 
discussion of these works, we also described how the new proposed Coalition-II in 












In this chapter, we present the concept of mobile space that is designed for 
modeling mobile objects with elaboration on how context data can be managed by the 
Mobile Physical Space Gateway (MPSG) of the mobile space. In order to address the 
mobility issue of mobile entities, we also develop the callback framework to manage 
availability information of MPSG and resume interrupted application sessions. The 
chapter is organized as follows – Section 4.1 presents an introduction to the issues in 
managing the context of mobile objects. The concept of mobile space is explained in 
Section 4.2, followed by a description of the MPSG design in Section 4.3. The 
proposed availability management mechanism is described in Section 4.4. Section 4.5 
presents the experiments conducted to validate the proposed concepts and 
mechanisms. Discussions on related works are presented in Section 4.6 and the whole 






4.1 Introduction  
As we described in Chapters 1, 2 and 3, context data management of mobile 
objects is important for context-aware systems. In this chapter, we are going to 
present how this issue is addressed by our work. Since mobile context-aware 
applications are becoming increasingly popular, more and more context of mobile 
objects are involved in the application design. The existing modeling strategies of 
static objects may not be suitable for the mobile scenarios. As a result, an expansion 
of the ability of context data management system to handle the context of mobile 
objects is deemed necessary.  
There are two main challenges in the purview of context data management of 
mobile objects. The first challenge is that mobile environments can be quite unstable 
and keep changing frequently [99]. This will result in frequent changes in the context 
and the interaction with mobile objects. It may also cause inaccurate context data to 
be delivered and used. As a result, existing methods designed for static situations are 
not suitable, and a new modeling approach is required.  
The other challenge is that the network connection of mobile objects is lossy or 
intermittent due to movement or the adverse wireless channel, and we define this 
problem as the availability management issue. In this work, we define availability as 
the ability of a mobile entity to be contactable through the communication network 
such as the Internet and mobile network. Due to frequent movement and network 
coverage limitations, mobile objects may experience frequent network switches or 
complete loss of connectivity. It can cause disruptions of any data transmissions 
currently in progress, which can result in context and application data being 
unsuccessfully delivered. As a result, both context data management and context-
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aware applications will be severely affected. Previous research works [82, 100, 101] 
have tried to improve availability, but none of them have come out with a dominant 
and generic solution that can be used across a wide class of mobile applications. 
These can also be reflected by the two example context-aware applications 
described in Chapter 1, namely Shopping Assistant Application and Elderly Care 
Applications. In the Shopping Assistant Application, except for the physical spaces 
represented by the various shops, we still need to model and manage the context data 
of customers, who are usually mobile, so that recommendations can be given 
accordingly. Since each customer may move from shop to shop, her context like 
location will change accordingly. Additionally, a customer may encounter network 
loss inside certain shops, which will affect possible application sessions like a video 
call between the customer and her friend. Similarly, those conditions can also be 
encountered in the Elderly Care Application, in which the important part is to 
properly model and manage the context data like heart rate, blood pressure of elderly 
persons. These context data should be kept up to date so that their Next-of-Kins can 
monitor their status remotely. The mechanisms that will be described in this Chapter 
can help to model and manage the context data of such mobile customers and elderly 
persons. 
In order to better utilize the context data of mobile objects, we propose the idea 
of "Mobile Space" to model mobile objects and manage the context data accordingly. 
Based on this model, context data of mobile objects can be represented properly and 
accessed by applications conveniently. Accordingly, the MPSG is developed to 
represented mobile space and integrated with Coalition. With this MPSG, mobile 
space can interact with other components and access context through Coalition. In 
addition, in order to address the availability issues, we propose the availability 
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management mechanism that includes two main parts: the availability updating 
service and the application callback service. Based on this mechanism, we can 
manage the availability information of each mobile space and aid applications to 
resume halted sessions caused by unreachable connections.  
In the following sections of this chapter, we first present the concept of mobile 
space and how the context of mobile objects can be modeled in Section 4.2, and then 
elaborate how MPSG is designed based on the various concept of mobile space and 
developed to integrate with Coalition in Section 4.3. One important aspect of mobile 
space is the proposed availability management mechanism that is presented in Section 
4.4. In order to validate these proposed concepts and mechanisms, different 
experiments are conducted and demonstrated in Section 4.5. Discussions on related 
works are presented in Section 4.6 and the whole chapter is summarized in Section 
4.7. 
4.2 Mobile Space  
The mobile space is designed to model and manage context data of mobile 
objects, and the concept is consistent with the idea of Coalition in modeling context 
sources. More specifically, we define mobile space and related components as follows:  
For a mobile operating environment like a car, a robot or a person, 
the corresponding PSG is usually located within a portable device 
(such as a PDA or smartphone) carried with it. In such cases, any 
movement of the mobile environment will automatically be translated 
into the movement of its PSG as well. Such an operating environment 
whose PSG moves along with it is defined as a Mobile Space and the 
corresponding context domain is defined as a Mobile Context Domain. 
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The PSG belonging to a mobile space is denoted as a Mobile PSG 
(MPSG) and the CSG of this Mobile Context Domain is denoted as 
Mobile CSG (MCSG). 
Rather than taking each mobile device as a standalone platform, the mobile space 
builds a more generic platform to model and manage all context data of mobile 
objects. In this model, various other devices like sensors and actuators are also 
modeled as part of the mobile space, which results a consolidated representation of 
mobile objects rather than treating each device as an independent context source. 
Consequently, rather than retrieving context data from each device independently, all 
context data related to the mobile entity could be accessed directly from the mobile 
space. In addition, this mobile space model can better manage network 
communications. By modeling various sensors and actuators as part of the mobile 
space, MPSG becomes the single communicating interface of the mobile space. In 
contrast, without this modeling, the mobile device and all other devices will have to 
communicate with the outside world individually, which is quite costly and prone to 
failure.  
As we described in Chapter 3, Coalition is a space-based context middleware 
wherein all physical operating spaces are organized according to context domains that 
are defined by the context schema. To be consistent with Coalition, it is necessary to 
formalize the definition of mobile space and specify the schema of the mobile context 
domain before any mobile spaces can register with Coalition. In order to better 
represent and reflect the special properties of mobile context domains, a group of 
common mobile space attributes reflecting the common properties of mobile objects 
is defined. Three of them are described for demonstration as follows:  
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 location -- This is closely related with mobility and has already been 
identified as an important type of context. The location attribute is also 
utilized to identify the surrounding situations of a context entity. 
 visitingSpace -- This attribute indicates the physical operating space 
within which an MPSG and its mobile space is immersed. This will 
change with the movement of mobile spaces. Consequently, applications 
that are sensitive to the surroundings may also change causing disruptions 
to the current running applications. 
 powerMPSG -- This attribute describes the current power level of an 
MPSG and can be used as a situation context to assess the state of an 
MPSG and its mobile space. 
The set of common mobile space attributes is not limited to these three and can 
be easily extended to include other attributes. Besides common mobile space 
attributes, certain private context attributes specific to different types of mobile 
context spaces can be defined to differentiate between different categories of mobile 
context domain spaces. As a result, the schema of any mobile context domain space 
can thus be divided into two parts: common mobile attributes and private context 
attributes. Based on the concept of mobile space as well as the context schema 
guideline, we can represent the context data of mobile objects in a formalized manner. 
In order to represent each mobile space and integrate with Coalition, we also develop 





Table 2 Context Schema Example of Person Mobile Space 
Common Context Attributes 
Attributes Description 
Location Current location of the person 
VisitingSpace   Surrounding physical operating spaces 
PowerMPSG Power status of the MPSG 
Private Specific Attributes 
Attributes Description 
Name Name of mobile space given by the person 
Mood Emotion status of the user, like happy, sad 
Action Current activity of the person 
Action  Current activity of the person 
IsBusy  Busy status of the person 
Profile  Person particular, like hobbies, preferences 
Calendar  Daily schedule of the person 
PhonePickUp  Phone status of the person 
Posture Current posture of the person, 
Action Current activity of the person 
 
Before proceeding to MPSG details, in order to provide a better understanding of 
this mobile space model, we present an example by modeling the context of customer 
Lisa from the Shopping Assistant Application described in Chapter 1. By representing 
each customer as an instance of the mobile context space – PERSON, we can define 
the schema of Lisa with attributes listed in Table 2. Based on this context schema and 
the MPSG implemented with her smartphone, Lisa can register with Coalition as a 
mobile space of PERSON. This will make the contexts of the customer available for 
discovery through the middleware. Consequently, the Shopping Assistant Application 
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can search all gift shops and recommend her the one nearer to her assuming that 
Lisa’s intention is to buy her boyfriend a birthday gift. Other functionalities like 
searching the shops with promotions, search shops nearby to her can also be realized. 
Additionally, Lisa can also search whether any of her friends is also shopping in the 
same mall through Coalition. Similarly, such kinds of mobile space can also be 
applied to model and manage the context data of elderly persons in the Elderly Care 
Applications.  
4.3 Mobile Physical Space Gateway (MPSG) 
The mobile physical space gateway (MPSG), as the representation of mobile 
space, is implemented with the various concepts and mechanisms of the mobile space. 
In order to better manage the various aspects of the mobile space, MPSG is designed 
with a layer-based architecture. As shown in Figure 9, from top to bottom, the 
architecture contains three layers: service management layer, context data 
management layer and network communication layer. More details of each layer are 





Figure 9 MPSG Architecture 
4.3.1 Service Management  
The mobile space model manages the context data of mobile objects through 
various kinds of services. As a result, we design the MPSG with a service 
management layer to organize all the services that mainly include three different sets. 
The first set of services is the context data services that handle the tasks of 
context management and provision. These services are designed for the 
owner/administrator to manage and modify context data. More specifically, this group 
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contains a set of different services. Context querying service is used to access context 
data through SQL-like queries. It can retrieve context data based on incoming queries 
through the modules in the underlying context data manager. The MPSG uses an 
attribute-value pair model to represent data, so users may need to modify these 
attributes. Hence, the context attribute adding/removing service is designed for users 
to update/remove the local context database with new attributes. MPSG is designed as 
the representation of the mobile space that aims at managing the context data of 
mobile objects. Context updating service is built for users to manually update certain 
user-defined context data, such as user preference and profile.  
Another set of services is the system services that relate to functionalities of 
Coalition such as joining/leaving, availability management and other context related 
services. Some of the important system services are as follows. MPSGs need to 
register with Coalition in order to utilize the features of Coalition, so we design the 
MPSG registration/deregistration service to help users register/deregister their 
MPSGs with Coalition. As a result, context data of each mobile space becomes 
accessible/inaccessible to others. As discussed previously, mobile objects may 
experience intermittent network caused by movement. In order to address this issue, 
the availability updating service is designed to update new network information of 
each mobile space with Coalition whenever changes happen. During periods of 
network loss, MPSGs may not be reachable. In order to resume the communication, 
the application callback service helps callers issue a special request to Coalition so 
that notifications can be pushed when the specific MPSG reappears later. We are 
going to present more details of both the availability updating service and the 
application callback service in Section 4.4. 
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 The third set of services is the context-aware services that utilize the context data 
provided by the underlying data management modules to realize context awareness. 
These services can be orchestrated to build the context-aware application. A number 
of context-aware services can be developed such as finding friends near to you, and 
finding restaurants around you. We create a repository of these commonly used 
services, which allows developers to design applications without worrying about the 
underlying data management operations. The services stored in this repository can be 
viewed as plugins and are made available to developers using an agent module. This 
agent manages the local plugins and also imports new plugins from the repository as 
and when dictated by the user’s context. This on-demand approach for installing the 
plugins leads to better resource utilization. 
4.3.2 Context Data Management  
The main purpose of the mobile space model is to represent and manage the 
context data of mobile objects. MPSG, as the implementation of mobile space, will 
reflect how the different tasks of context management are handled. Since this design 
of mobile space is to extend Coalition with the capability to model and manage 
context data of mobile objects, one main design requirement is to be consistent with 
Coalition. This consistency can be seen from the following description. As we 
described in Chapter 2, the main tasks of context data management can be divided 
into three parts: context source management, context access method and context 
query processing. In this section, we are going to describe how MPSG is designed to 
manage context data of mobile objects through these three aspects.  
The first important task of context data management is context source 
management. Indeed, one of the design factors of the mobile space is to address the 
issue of mobile source management. One important job of the context source 
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management is to solve the problem of modeling context sources. As we described in 
Section 4.2, rather than treating each context source independently, this mobile space 
models each mobile entity and its related context sources as a whole. As the 
representation of mobile space, MPSG is designed as the gateway of each mobile 
space. Each related data source like a sensor just connects to this MPSG and updates 
data with it. Another important job of context source management is to define how 
context data is represented. To be consistent with Coalition, MPSG utilizes the 
attribute-value pair based model to represent context data.  Each attribute represents a 
specific piece of context, such as location, activity, etc. and a real time value is 
updated to each attribute. Based on the concept of context schema, mobile objects can 
be classified into different domains such PERSON, ROBOT, CAR and so on. One 
more important job of context source management is how context sources are linked 
to each other. In the circumstance of mobile space, various MPSGs are connected by 
a P2P network, which is consistent with Coalition as elaborated in Chapter 3.  
The second important task of context data management is to define the context 
accessing interface through the CQL. The CQL defines the structure and syntax of 
context query, which is a guideline for application developers to formulate queries to 
query the context data. One of the contributions of this thesis is to propose a new 
SQL-like CQL, which will be presented in detail in Chapter 5. Hence, this MPSG 
framework utilizes an SQL-like CQL to represent context queries. The basic structure 
of the context query is as follows: 
MODE LOCAL | GLOBAL 
SELECT <context data>, […] 
FROM <context domain>, […] 




This structure is consistent with the query format of Coalition, but with improved 
capability to support complex queries. The MODE clause defines the type of query, 
and LOCAL/GLOBAL parameter indicates the local and global context data, 
respectively. The SELECT clause indicates what type of context data is needed, 
which can either be a context attribute or processed context attribute information that 
is applied to certain operations. The FROM clause indicates the corresponding 
context domain from where the information is requested. The WHERE clause 
specifies the constraints on retrieving context data. A more complete description of 
this SQL-like CQL will be presented in Chapter 5.  
The third important task of context data management is context query handling. 
The aforementioned structure of the CQL can classify queries into two types: global 
queries issued by other M/PSGs of Coalition concerning context data over all the 
possible context sources and local queries issued mainly by native applications 
concerning local context data only. Consequently, the query handling can be 
categorized into two types. One is the global query handling, which is processed in a 
distributed manner. We are going to present more details of this type of query 
processing in Chapter 6. The other one is local context query handling, which is 
relatively simple: whenever a query comes in, it is parsed and the relevant context 
data is reported to the application. 
There are two more other modules that are also important but not emphasized by 
this thesis, so we just present a brief description for completeness. One is the context 
updating module that supports context modification of different types through two 
approaches: automatic and manual. Automatic updating is to support context data that 
changes frequently like sensor data as well as third party services, e.g. data related to 
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weather conditions, semantic location names and so on. Manual updating is to 
facilitate context data that cannot be obtained through sensors or third party services 
but have to be provided directly by the users, such as profile, preferences, hobbies and 
so on. The other important module is about context reasoning. MPSG is designed with 
a local reasoning engine that can derive higher context data based on local context 
data information. A simple working diagram of the reasoning flow is given in Figure 
10 that is self-explanatory. As described in Chapter 1, context reasoning is a very 
important research direction in context-aware computing, but it is not the main focus 
of this thesis, so we just give a brief description here. By applying reasoning 
operations on raw context data retrieved either from the context source directly or 
from the context database, the reasoning engine can generate derived context data that 
is required by the applications. In this local engine, different reasoning methods can 
be applied, such as Bigram [102], Support Vector Machines (SVM) [103], and 
Dynamic Bayesian Networks [104], Jena [105] and Jess [106] and so on.  
 
Figure 10 Architecture of Context Reasoning 
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4.3.3 Network Communication Management  
The network communication manager handles the network connections of MPSG. 
The integration with Coalition requires MPSG to handle a set of network connections 
with different components. First of all, MPSG needs to connect to other components 
of Coalition including the context space manager, context space gateways, various 
semantic clusters and query processors.  In addition, MPSGs are networked together 
through a P2P network, which means MPSGs need to maintain P2P connections to its 
neighbors belonging to the same semantic cluster. Furthermore, as each MPSG has 
different context attributes corresponding to different semantic clusters, each MPSG 
will have a different set of neighbors to be managed. In order to properly manage all 
these connection, we define the network communication management layer in MPSG. 
With this network communication management, the upper layer service manager and 
context data manager are completely decoupled from network communication details. 
This network communication manager comprises three modules: connection manager, 
network connector and connection database. 
The connection manager provides a list of APIs that receive upper layer service 
instructions like registration/deregistration, context requesting and so on. It checks the 
instruction details and identifies the corresponding components on the other end and 
gets the network information from the connection database. Additionally, it also 
identifies and invokes the corresponding network connector that is used according to 
the nature of the desired function. 
Network connector takes charge of invoking methods remotely from other 
components. As different functions/services will have different parameters, each 
function needs an individual function to do the remote function call. We denote such 
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individual functions as connectors. For instance, the queryMCS connector issues 
queries to Coalition in order to retrieve context data from various context sources.  
The connection database module records the network information of other 
components of Coalition. The rational behind this is that MPSG does not keep 
persistent network connections with other components but maintains network 
information of other components and initiates connections on demand at runtime. 
This module records the network information of Coalition components like the 
context space manager as well as other neighbor MPSGs.  
4.4 Availability Management of Mobile Space 
As we discussed previously, one essential issue of modeling mobile objects is the 
availability issue caused by entity movements. In this section, we are going to 
describe how the availability of mobile space is managed through these proposed 
mechanisms. The availability of an MPSG can be affected by mobility related events 
such as temporary loss of network connectivity due to poor network coverage or 
network handover, and transmission related events such as signal interferences, 
network congestions, low battery power or even an intentional power down of the 
MPSG. The availability of MPSGs therefore fluctuates with time and space, and will 
affect the running applications.  
In order to handle these situations, we propose this availability management 
mechanism for mobile space. The basic idea is to keep tracking the network 
information by forcing each mobile space to update its latest network information 
with Coalition whenever a change happens. This ensures that every mobile space is 
contactable. Additionally, in order to address the issue of application session 
disruption, each application can register with Coalition about the connected mobile 
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space when session halting happens. Since each mobile space has to update its new 
network information, Coalition can notify this application with the new network 
information of the mobile space later so that the application can resume the disrupted 
session with the mobile space accordingly. We divide this mechanism into two parts: 
availability updating service and application callback service. More details of these 
two services are described in the following sections. 
4.4.1 Availability Updating Service 
The availability updating service handles the reachability of a mobile space for 
context data acquisition over the supporting network. The basic idea is to keep 
tracking the latest availability information of each mobile space in Coalition, where 
the availability information is defined as the network information in the form of IP 
address and socket port number of an MPSG. In order to realize this, Coalition acts as 
a registrar to record the network information of mobile spaces. The rational behind is 
that, in the design of Coalition, Coalition takes the role of recording a list of M/PSGs 
in each context domain, so we can leverage on it to track network information of 
mobile spaces without adding extra resources. During registration, a mobile space 
also registers its network information with Coalition. Additionally, whenever an 
MPSG detects a network change, the MPSG can update Coalition with the new 
network information. As a result, we can ensure each mobile space is reachable 
through the latest network information.  
One important concept of this service is the Middleware Session ID (MSID) that 
is a unique ID representing the MPSG-Coalition session created during registration. 
This enables Coalition to maintain a list of availability information of all the 
registered MPSGs together with their session ids. This list of availability information 
utilizes MSID as the lookup key so that each MPSG can easily update its new status 
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of availability with Coalition by using the MSID. Since the MSID plays an important 
part in this service, it is essential to understand the MSID structure. As shown in 
Figure 11, each MSID contains two parts: the context domain indicator which shows 
the context domain of the MPSG and the counter which uses a numeric value to 
uniquely identify the MPSG. Here, we need to point out that the number of digits to 
be used by the counter should be reflective of the estimated size of mobile spaces for 
a particular context domain. In our example, we use a six-digit number that can 
support up to a million users. In the subsequent sections, we highlight the details of 
architectural design and operational flow. 
 
Figure 11 MSID Structure 
4.4.1.1 Architectural Design 
When Coalition acts as the network information registrar, the availability 
updating service employs a client-server like architecture to manage network 
information of mobile spaces. Accordingly, the functional components are divided 
into two parts: the Middleware Session Manager (MSM) in Coalition and the MPSG 
Availability Updater (MPAU) in each MPSG.  
The middleware session manager residing in the Coalition generates and records 
the MSID information for each MPSG during its registration. In addition, it also 
manages the availability information during the session life cycle of the MPSG. In 
order to provide better performance and avoid the single point of failure, rather than 
utilizing a central module to record network information of all MPSGs, we employ a 
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distributed approach by utilizing CSGs as the network information registrar of 
different context domains. The overall architecture of the middleware session 
manager is shown in Figure 12 that includes two main modules: MSID tables and 
MSID query handler. The MSID tables record the availability information of each 
MPSG indexed by MSID. Each MCSG maintains its own MSID table containing the 
information of the MPSGs registered with this context domain. Every MSID table 
contains two fields of information: the MSID and the availability information. The 
MSID query handler deals with MSID related queries issued by MPSGs. It handles 
the following operations - insert, update, retrieve and delete. Since the MSID tables 
are stored in each MCSG, a specific MSID table can be identified with the context 
domain field of the MSID. Through this component, the availability information can 
now be easily updated or modified for an MPSG. 
 
Figure 12 Architecture of Middleware Session Manager 
The MPSG availability updater residing in each MPSG detects changes of 
availability information (caused by network handover or network loss) and updates 
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the corresponding blocks: middleware session manager, middleware callback 
manager and the relevant applications. This component, as shown in Figure 13, has 
two modules - the network monitor and communication module. The network monitor 
tracks changes in the network properties through two functional blocks: information 
collector and updating alerter. The information collector is triggered by a 
connectivity change event; the updating alerter checks for the type of change and 
sends an alert to the communication module. In addition, the message generator block 
of the communication module composes an availability update message and sends this 
message to the middleware session manager through the communicator. Two different 
operations are designed with respect to two different types of detection: network 
handover and network recovery. In case of network handover, the network connection 
session can be reinitiated by on-going applications immediately. As a result, data 
transmission can continue without disruption and no callback processes will be 
invoked, thus avoiding unnecessary callback procedures. In the case of network 
recovery, the MPSG availability updater has to update new availability information 
with the middleware session manager and trigger call notifications through the 




Figure 13 Architecture of MPSG Availability Updater 
4.4.1.2 Availability Updating Service Flow 
We now present the operational details of this availability updating service. The 
overall operational flow of availability updating service is illustrated in Figure 14. As 
discussed earlier, the network information monitoring component continuously 
monitors and checks for changes in the network status and issues alerts accordingly.  
When the communication module receives an alert message, it forwards the 
corresponding alert message to either the middleware callback manager or the 
applications for further processing according to the alert type. The alert message is 
also transmitted to the MSID query handler inside the middleware session manager. 
Consequently, by checking the context domain information present in the MSID, the 
MSID updater locates the corresponding MSID table and updates the availability 
information for the particular MSID. This availability updating service enables 
applications to better deal with the effects of mobility and minimizes the effects of 




Figure 14 Workflow of Availability Updating Service 
4.4.2 Application Callback Service 
The application callback service is designed to handle the problem of application 
disruptions caused by availability changes of MPSGs. Each application launched by 
an MPSG is given an Application Session ID (ASID) by the respective host. The 
combination of the MSID and ASID produces a unique Session ID (SID) that can be 
used to identify a particular application running in a particular MPSG host. In order to 
better support availability management for mobile spaces, we define the concept of 
callback as a service that provides notifications corresponding to the changes in the 
availability status of MPSGs. An application running within an MPSG can leverage 
on this service to issue a callback when it detects a disruption in its application 
session with another MPSG. Whenever a change in the availability information for a 
particular MPSG is detected by the availability updating service, all the registered 
callbacks for that MPSG are retrieved in the form of a callback list. Subsequently, 
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application callback notifications containing the new updated availability information 
are sent to all the MPSGs of the callback list. After receiving the callback 
notifications, applications can resume previously halted application sessions. 
4.4.2.1 Architectural Design 
Just like the availability updating service, this application callback service also 
utilize Coalition as the callback registrar, which forms a client-server like structure. 
Similarly, the functional components of this application callback service can be 
divided into two parts: the Middleware Callback Manager (MCM) in Coalition and 
the MPSG Callback Manager (MPCM) in each MPSG.  
The middleware callback manager residing in Coalition manages application 
callbacks, handles callback queries and processes application callback notifications. 
Similar to the middleware session manager of availability updating service, in 
consideration of performance as well as the single point of failure issue, callback 
registrations are distributed into distributed MCSGs. As shown in Figure 15, the 
middleware callback manager is composed of three modules - callback tables, 
callback handler and callback notifier. The callback tables record callbacks issued by 
different MPSGs. Each MCSG maintains a callback table that contains the callbacks 
that have been registered with respect to MPSGs belonging to this context domain. 
Each entry of the callback table contains two pieces of information - the MSID of the 
callback callee and the SID of the callback caller. If a callback table entry already 
exists for a particular MPSG, additional callback listings for the same MPSG are 
appended to the existing table entry. Since an MPSG can have multiple application 
sessions, the callback table that stores the SID information can be used to differentiate 
applications. The Callback handler performs the tasks of callback registration and 
callback deletion by interacting with the callback tables. One of the main objectives 
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of this application callback service is to notify callers with availability information of 
callees, which is handled by the callback notifier module. The module receives the 
availability update messages from the MPSGs and uses the information contained 
within the callback tables to search for the corresponding registered callbacks and 
retrieve the callers who have registered these callbacks. By contacting the middleware 
session manager for the latest network information of each caller, this module can 
distribute the generated notifications to all callers. 
 
Figure 15 Architecture of Application Callback Processor 
The MPSG callback manager is built in each MPSG to issue callback queries to 
the middleware callback manager. It also processes callback notifications from the 
middleware callback manager so that disrupted application sessions can be resumed. 
The detailed structure of the MPSG callback manager is illustrated in Figure 16 with 
three main modules: callback generator, notification processor and communication 
module. The callback generator receives instruction messages from the applications 
and generates callback queries accordingly. The notification processor processes 
callback notifications on behalf of the applications. The notification analyzer of the 
notification processor extracts the ASID, callee’s MSID and network information 
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from the application callback notification; and the application selector maps an ASID 
to the corresponding application session. The communication module manages the 
data communication between the MPSG callback manager and the middleware 
session manager. 
 
Figure 16 Architecture of Application Callback Handler 
4.4.2.2 Application Callback Service Flow 
There are two operations carried out between the middleware callback manager 
and the MPSG callback manager: callback registration and callback activation. The 
callback registration is carried out by sending Coalition a pair of SIDs denoting both 
the caller and callee. As SID contains both MSID and application session id, MSID 
can be used for identifying the callback callee uniquely. As a result, multiple callback 
callers for the same callee can now be grouped together and triggered concurrently. 
SID is used to identify the callback callers in order to differentiate between MPSGs 
and applications. This enables a specific application session within a specific MPSG 
to be recognized easily. 
Callback activation is used to resume halted application sessions through 
collaboration between the availability updating service and the application callback 
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service. The detailed process flow is shown in Figure 17. The callback activation 
process begins with the MPSG availability updater that issues and sends an updating 
message to the middleware callback manager. The updating receiver of the 
middleware callback manager checks for the validity of this MPSG after receiving the 
updating message. The callback tables are then queried to give a list of the callback 
callers who have registered callbacks in this particular MPSG. Network information 
of all the callback callers is then retrieved via the netInfo retriever. This information 
is then handed over to the notification manager that generates and distributes the 
callback notifications to all callback callers. A notification is received by the MPSG 
callback manager and is forwarded to the notification processor in a specific MPSG. 
The notification processor parses the notification and sends the updated network 
information to the appropriate applications that will resume the halted application 
session accordingly. It should be noted that application designers take charge of how 
to resume application sessions by utilizing the notification information.  
 
Figure 17 Workflow of Application Callback Service 
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4.5 Framework Validation 
4.5.1 Experimental Setup 
We have implemented a prototype of the proposed MPSG with the availability 
management mechanism on mobile devices running on an Android operating system 
and integrated it with the improved version of Coalition. Coalition, including various 
CSGs and SCs, is run on a Dell PowerEdge T300 server that has a Quad-Core Intel 
Xeon CPU@2.83 GHz CPU and 8GB memory running Windows Server 2008 OS. 
Static PSGs are emulated by Dell Optiplex 755 PCs that are based on an Intel(R) 
Core(TM) 2 Duo @ 2.66 GHz CPU and 3.25GB main memory running window XP 
OS. MPSGs are implemented on the HTC Desire mobile phones that have Qualcomm 
Snapdragon QSD8250 1 GHz Processor and 576MB main memory running Android 
2.2 (Froyo) OS. Based on these devices, we simulated five context domains: 
PERSON, HOME, OFFICE, SHOP and CLINIC and 50 M/PSGs are simulated for 
each domain. With this experimental setup, we validate the concepts and mechanisms 
with following experiments.  
4.5.2 MPSG Validation 
In this set of experiments, we focus on validating the integration of the proposed 
mobile space concept with Coalition, which includes two important aspects. One is 
how well MPSG performs in terms of joining / leaving Coalition. The other one is 
how well MPSG performs on handling context queries. By considering the fact that 
different context-aware systems utilize different mechanisms to manage context 
source with different operations, we cannot provide a solid comparison with other 
systems, so these experiments are mainly for validation purpose. In order to provide a 
better understanding, we provide the performance of SPSG as a reference rather than 
a comparison benchmark.   
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4.5.2.1 MPSG Registration/Deregistration 
In the design of Coalition, M/PSGs are required to register with Coalition before 
accessing various context data through the context data management mechanisms. 
Hence, the operations of joining and leaving are very important for Coalition. In this 
experiment, we validate this aspect by examining the response time of an MPSG 
joining and leaving Coalition. The response time is defined as the time elapsed from 
the instant that an MPSG initiates a registration (deregistration) request to finishing 
the joining (leaving) operation with the various P2P networks in Coalition during the 
registration (deregistration) process. The experimental results are shown in Figure 18 
from which we can observe that, referenced to SPSG, MPSG needs more time to join 
and leave the Coalition system. This is expected as SPSGs are normal PCs emulating 
static physical spaces and they connect to the Coalition through a wired network, 
while MPSGs are mobile devices and connect to the Coalition through a wireless 
network that usually involves more overheads. However, the response time of MPSG 
for registration and deregistration is around 400ms and 150ms respectively, which is 
relatively small and acceptable for mobile usage. 
 
Figure 18 MPSG Registration and Deregistration 
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4.5.2.2 Context Query Time 
Another important aspect of Coalition is the context query processing that is an 
essential part of context data management, so we conduct this experiment to examine 
the average response time of context queries concerning the context data of mobile 
spaces. The query response time is defined as the interval between the instant when 
the query is issued from an application to the instant when the application receives the 
query result. In this experiment, we test with a complex query – “MODE GLOBAL 
SELECT person.name FROM PERSON WHERE person.location = Vivo AND 
person.preference = electronics”.  Details of the query processing of this query will be 
presented in Chapter 6. In addition, since one important factor of the query response 
time is number of registered MPSGs, we conduct the experiment by measuring the 
query response time versus different number of MPSGs registered with Coalition. 
Similar experiments are conducted on SPSGs for reference. The experimental results 
are shown in Figure 19 from which we can observe that the average response time 
increases with the number of M/PSGs. This is consistent with the query processing 
mechanism of Coalition in which context queries are flooded into selected group of 
M/PSGs for context retrieval. The extend of this flooding based mechanism is 
affected by the number of M/PSGs, so the query distribution time increases with 
number of M/PSGs, which leads to a larger query response time. We have attempted 




Figure 19 Average Query Response Time 
4.5.2.3 Query Time Breakdown 
Despite checking the query processing performance by examining the query 
response time versus the number of registered M/PSGs, another approach of 
analyzing query processing performance is to check the query processing details by 
analyzing the time breakdown of the query response time. In this experiment, we 
examine the response time of different operation in the overall query processing that 
can be divided into three parts. The query pre-processing event refers to the 
operations of query parsing, query analyzing and query forwarding that correspond to 
the MPSG. The query process refers to each MPSG forwarding query to neighbors, 
processing the query locally and reporting the result to the query processor. The 
context post-processing operation refers to the task of consolidating the query replies 
from different points and delivering the final context data to the query issuer. Since 
the query processing is a distributed process that includes operations in different 
devices, how to measure the different response time sections becomes a challenge. In 
this experiment, we implement different time counters in each device to measure the 
time of individual operations like query parsing and local query processing. Based on 
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the total response time as well as the measurable portions, we calculate the time for 
interacting operations like query distributing and forwarding. As a result, we can have 
a full list of time costs for each operation. In this experiment, we check the time 
breakdown for both the global query that concerns the context data of other sources 
and the local query that only concerns the local context data. Regarding global query 
testing, we utilize the same query described in the previous experiment and conduct 
the experiment in the case of 30 M/PSGs that are registered with Coalition. For local 
query, we test with the query – “MODE LOCAL SELECT person.preference”, which 
is relatively straightforward.  
Table 3 Query Time Breakdown / ms 




Query Parsing 9 3 
Query Analyzing 13 5 
Query Forwarding 27 N.A 
Process 
Query Flooding 151 N.A 
Local Query Process 63 5 
Context Reporting 38 N.A 
Post-Process 
Collecting Context 48 N.A 
Process Context 29 12 
Total 
 380 25 
 
Experimental results are presented in Table 3 showing different portions of the 
query response time. From the table, we can observe that the process section 
comprises a large portion of the overall query response time, and query flooding takes 
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a large portion of process section. This can be explained by the query processing 
design of Coalition. In the query processing design of Coalition, the basic idea is that: 
identify a group of M/PSGs that possibly contains the result first, flood context query 
to each of these M/PSGs then, and collect reported context data from M/PSGs whose 
context satisfies the query conditions. From this simple flow, we can understand why 
process operations take a large portion of the response time especially the query 
flooding operation. We take the approach of range cluster [27, 28] to reduce this time 
by reducing the number of M/PSGs to be flooded. In addition, since the local query 
processing does not require operations of query flooding as well as context data 
reporting and collection, the required processing time can be significantly reduced as 
shown in the table.   
4.5.3 Callback Framework Validation 
As described previously, one important part of this mobile space design is the 
inclusion of availability management. In this set of experiments, we are going to 
validate the workability of proposed mechanisms. As described in Section 4.4, the 
proposed availability management includes two main services: availability updating 
service and application callback service. These two services contain three main 
operations: the availability updating operation from the availability updating service, 
the callback registration operation and the callback notification operation from the 
application callback service. Since the availability updating operation is closely 
related with the callback notification operation, we are going to test them in the same 
experiment. Hence, we design our experiments with two main experiments: one 
experiment is to validate the callback registration/deregistration operation and the 
other focuses on validating the availability updating operation as well as callback 
notification distribution operation.  
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4.5.3.1 Callback Registration and Deregistration 
The proposed application callback service utilizes callback as a request to be 
notified when an MPSG updates its new network information, so it is important to 
make sure the callback registration and deregistration works well. In this experiment, 
we are going to validate these two aspects. As described in Section 4.4, callbacks are 
managed by different MCSGs according to the context domain of callback callees, so 
the callback registration/deregistration can be either intra-domain callback in which 
the caller and callee belong to the same context domain, or inter-domain callback in 
which the caller and callee belong to different context domains. In order to examine 
the effect of this design, we measure the response time for the operations of callback 
registration and deregistration for both intra-domain and inter-domain callbacks. 
Additionally, since multiple callbacks can be registered for a single MPSG, this 
scenario also needs to be taken into account while carrying out this set of experiments. 
Hence, four different test cases were designed as shown in Table 4.  
Table 4 Different Cases of Callback Registration and Deregistration 
Cases Description 
Case 1 Both the caller and callee belong to the same context domain 
Case 2  The caller and callee belong to different context domains 
Case 3  Same as case 1, but callbacks have already registered upon the callee 





Figure 20 Application Callback Registration and Deregistration 
The experimental results are presented in Figure 20 from which we can observe 
that the response time is around 25 ms for all cases, which means that our mechanism 
works well for both intra- and inter-domain callbacks and is reasonably efficient. Also, 
the result indicates that the registration times for the first and second cases are smaller 
than the time required for the third and fourth cases respectively. This is reasonable 
because appending the new callback information to the existing instance requires 
lookup and parsing which should take more time than the creation of a new callback 
instance. 
Additionally, comparing the first and third cases to the second and fourth cases 
respectively clearly shows that the registration time increases when the pair of caller 
and callee belongs to different context domains. This increase is due to the processing 
time required to transfer information between two different context domains. 
However, the results also indicate that the variations observed between the different 
cases are relatively small compared with the overall processing time and does not 
incur any significant additional processing overhead. Hence, we can safely conclude 
that the proposed callback mechanisms possess a reasonably low processing overhead. 
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4.5.3.2 Availability Updating and Callback Notification Management 
One main purpose of the proposed availability management mechanism is to help 
applications resume disrupted sessions caused by intermittent network connection. In 
this experiment, we focus on validating the availability updating operation and 
callback notification distribution operation. The time duration is measured as the time 
elapsed between the issuing of an availability update and the end of distributing all 
callback notifications. In addition, since a single MPSG can have multiple registered 
callbacks, the response time may vary with the number of registered callbacks. In 
order to examine the influence of the number of registered callbacks on the overall 
response time, the experiment is conducted with different sizes of the callback list.  
 
Figure 21 Availability Updating and Notification Distribution 
The experimental results are shown in Figure 21 from which we can observe that 
the response time increases with number of callers. This can be explained by the 
operation procedures. As described in Section 4.4.2, whenever an MPSG updates its 
new availability information with Coalition, it also triggers the application callback 
service that disseminates callback notifications to all callback callers. In this callback 
notification dissemination, this service needs to retrieve the latest availability 
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information from the middleware session manager component first and then 
distributes the callback notifications to each caller according to the availability 
information. When the size of callback list increases, times of availability information 
retrieval and callback notification distribution will also change. As a result, the 
overall response time increases with the size of callback list, which is to be expected. 
However, we can also observe that the overall response time is still in a relatively 
small number even for the largest tested number of callers, which means the service 
can be safely utilized by applications. In addition, we actually seldom encounter such 
a circumstance that hundreds of callbacks are registered to the same MPSG. Most of 
the time, only a small number of callbacks are registered to the same MPSG 
simultaneous. This also explains why we chose these numbers (50, 100, 150, 200, 250) 
in the experiment without increasing the more number of registered M/PSGs in our 
experiment. 
4.6 Related Work Discussion 
In this section, we discuss the proposed mobile space with related works. Since 
those related systems and frameworks have been described in Chapter 2, we are not 
going to repeat the details but focus on discussing the differences. Like elaborated in 
Section 2.3, related works to mobile space focus on two aspects: how to model and 
manage context data of mobile objects and how to handle the availability issue of 




4.6.1 Context Management of Mobile Entities 
As presented in Section 2.3, prior works about context data management of 
mobile entities can be summarized as two types: infrastructure-based approach and 
framework-based approach, so our discussion will also focus on these two approaches.  
Compared to these infrastructure-based systems, our proposed mobile space 
paradigm provides a generic model to represent and manage context data of mobile 
entities.  Even though the mechanisms of Toolkit [18] and Solar [40]  can be applied 
to context data of mobile entities, it is mainly from the perspective of context query 
processing rather than the context data management perspective. HiCon [41] tries to 
utilize the special component PocketMon to model context data of persons, but it does 
not define a clear model that can be applied to other mobile entities like robots and 
vehicles. Contory [21] still focuses on managing lower sensor data rather than context 
data. CARISMA [37] mainly focuses on declaring the required context data of each 
application rather than on an integrated model of context data of mobile entities.  
In addition, our proposed mobile space provides a mechanism to handle the 
influence of intermittent network connection caused by the movement of the entities. 
Both Contory [21] and CARISMA [37] are specifically designed for mobile 
applications, but neither of them provide any mechanisms to address this issue. The 
PocketMon of HiCon [41] mainly targets on personal context management, but it does 
not consider people’s movements at all. Toolkit [18] and Solar [40] actually does not 
distinguish mobile entities from static ones at all.  
Furthermore, our proposed mobile space is able to retrieve context data from 
other sources through a well-designed interface. The main objective of context-aware 
computing is to recognize the user’s situation and to adapt it automatically without 
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user intervention. Hence, a context-aware applications usually require context data 
from multiple domains. In prior works, Contory [21], Toolkit [18] and Solar [40] 
support processing of  context data from different sources, but does not provide a 
clear guideline. CARISMA [37] and HiCon [41] are not capable of integrating context 
data from other domains.  
Another group of researches focus on utilizing framework technology to manage 
context data of mobile devices. These frameworks are usually developed from an 
application centric manner rather than context data centric manner. Compared to prior 
frameworks, our proposed mobile space provides a generic model to represent a 
mobile entity and its related data sources rather than mobile device only. In fact, all 
existing frameworks focus on managing context data of mobile devices rather than 
mobile entities and none of these frameworks can provide a generic context model to 
represent mobile entities. As a result, most of these frameworks cannot be applied to 
other mobile entities like vehicles. In contrast, based on the generic mobile space 
model, our concept can be easily applied to different mobile entities like person, robot 
or vehicle. Additionally, our proposed mechanism has no restrictions on the 
underlying hardware environment and thus can be applied to any kinds of devices.  
In addition, from the middleware infrastructure perspective, applications using 
these frameworks still tightly couple with underlying context data management. Most 
of the scenarios demonstrated in these frameworks still need to indicate details of the 
required data, such as for a framework like SeeMon [72] working on sensor data 
directly. In contrast, our proposed mobile space utilizing middleware concept can 
truly decouple underlying context data management from application development.  
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Furthermore, most frameworks are designed as standalone modules in mobile 
devices, which makes data sharing between different components difficult. These 
frameworks mainly target on managing local context data and providing to hosted 
applications like what is done by ContextTorrent [68], Hermes [70] and AmbieAgents 
[71]. Different from these frameworks, our proposed MPSG mechanism provides a 
generic interface to access context data. 
4.6.2 Mobility Management of Mobile Entities 
Another important aspect of mobile space is the availability management that can 
be summarized into three categories: proxy-based mechanism, Mobile IP and SIP. As 
discussed in Chapter 2, since we choose the traditional TCP/IP network to validate 
our ideas, the research work of DTNs is beyond the scope. Hence, our discussions of 
related works will focus on TCP/IP network mechanisms.  
The proxy-based approach has been explored by many systems to handle the 
availability issue of mobile entities. By studying the related works, we can observe 
that these proxy-based systems require new computing resources to implement the 
proxies, which creates extra cost to the system. Integrating proxy to the original 
systems is also a problem. What is more, when the system extends to a distributed 
system in large scale, the number of proxies required will also increase tremendously. 
In contrast, our proposed mechanism does not require any extra new devices and does 
not need to increase the number of resources utilized during extending to large 
networks.  
In addition, our proposed mechanism is different from the proxy-based system in 
handling user movement. These proxy-based systems utilize proxies to buffer data 
during the disconnection period, and update the buffered data to devices after 
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reconnecting. This actually makes the system design more complicated because these 
systems not only need to solve the data-buffering problem, but also have to handle the 
synchronization issue between different proxies. In contrast, our proposed mechanism 
is a relatively lightweight solution without buffering any data, which avoids the 
synchronization problem. It provides a way to rebuild connections between different 
peers but leveraging on applications to resume the transactions.  
Compared to Mobile IP [82], our proposed mechanism does not require the 
scarce resource – fixed permanent IP for each mobile space and is able to tackle the 
network loss issue. Session Initiation Protocol (SIP) [83] is user centric and handles 
the setting up of session parameters, while our design is service centric and 
transparent of the actual application session details. Our proposed design also differs 
from SIP in terms of discovering a new IP. SIP proxy server needs to take care of the 
user movement, while our proposed callback based service relies on the MPSG to 
discover a new IP address and update to the middleware. 
4.7 Summary 
In this chapter, we have proposed the concept of mobile space to model mobile 
entities and have defined strategies to manage context data of mobile entities based on 
mobile space. Accordingly, we developed the framework of MPSG that includes three 
layers. The service management layer manages different types of services, such as 
context data service, system services; the data management layer models and manages 
the context data of the mobile space; and the network communication layer takes 
charge of various network communication for the framework. In order to handle the 
availability issue, we have developed two system services for the mobile space: 
availability updating service and application callback service. The availability 
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updating service keeps track of the availability status of mobile spaces and generates 
alerts in case of changes. The application callback service can resume operations of 
mobile applications when they encounter network switch or network loss problems 
caused by movement. With these mechanisms, Coalition is able to manage context 
data of mobile entities. In order to validate proposed concepts and mechanisms, a 
prototype has been implemented and tested with experiments.  
 
CHAPTER 5 
SQL-LIKE CONTEXT QUERY LANGUAGE 
 
 
In this chapter, we describe the proposed SQL-like CQL and how to represent 
different types of queries through the proposed query language. The chapter is 
organized as follows – Section 5.1 gives an introduction to the CQL followed by 
requirements of designing a CQL in Section 5.2. Section 5.3 presents the details of the 
proposed SQL-like CQL and Section 5.4 evaluates the proposed CQL. Discussions on 






An important part of a context-aware system is a context data management 
system which takes charge of gathering, processing, managing, evaluating and 
disseminating context data [16]. A properly designed context data management 
system should decouple the sensor data collection part from the application design, so 
developers are not concerned with the minute details of the lower level data collection. 
Additionally, context data management systems can perform intermediate context 
processing to improve the quality of context data. In order to better utilize context-
aware systems, application developers should have access to programming tools that 
abstract the underlying details of the context data collection process. An important 
part of this point is to define and design an appropriate CQL to formally represent 
context data acquisition conditions using queries. A CQL is a formal language for 
representing queries in context-aware systems and defines the basic structure and 
syntax for a context query [16]. A properly defined CQL can ease the process of 
expressing the required context data retrieval conditions.  
The significance of CQL can also be seen from the development of our example 
context-aware applications described in Chapter 1: Shopping Assistant Application 
and Elderly Care Application. Context-aware applications can provide different 
functionalities based on the context data of entities involved in the applications. For 
instance, the Shopping Assistant Application can recommend shops to customers 
based on either locations of customers or shopping preferences of customers. 
Different functionalities require different types of context data, which results in 
different kinds of context queries. Similarly, in the Elderly Care Applications, 
monitoring functionality is designed to check the status of each elderly person, which 
creates context queries of retrieving context data like heart rate and blood pressure of 
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specific elderly person from Coalition. As a result, how to express the context data 
query, namely how to design the CQL, will be an essential issue in developing these 
applications.   
Query languages designed for traditional database systems are not suitable for 
context data querying due to the special characteristics of context data. First, context 
data is usually dynamic, which may produce frequent updating operations and easily 
cause data inconsistency using traditional database system. Additionally, context data 
is usually not well structured and can be of various kinds, such as situation 
information or metadata information, which cannot be properly represented by query 
languages designed for well-structured schema based data. Furthermore, context data 
can come from heterogeneous and distributed context sources [30], which makes 
traditional query languages hard to represent the data information. In addition, context 
data management requires lots of context reasoning operations to derive higher level 
information [36], which cannot be represented by traditional query languages. A 
properly designed CQL should take care of these characteristics. 
In order to solve these problems, different methods have been proposed to design 
the CQL: SQL-like, RDF-based, Graph-based, XML-based and API-based query 
languages. By analyzing the advantages and drawbacks of each type of query 
language, the authors conducted an evaluation that demonstrates that RDF and SQL-
like CQLs are more powerful and effective [35]. However, compared with the SQL-
like method, the RDF based method is more specialized for RDF or ontology based 
context representation, which limits its capability and makes it hard to be integrated 
with traditional database data. Additionally, RDF is relatively complex in defining 
and creating various kinds of classes and subclasses as well as relations, which 
produces large amounts of overhead and makes it difficult to implement. On the other 
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hand, an SQL-like language is very flexible and can significantly reduce the learning 
curve provided a developer has worked with standard SQL before [85]. 
In this section, we discuss the design of a new SQL-like CQL that helps 
application developers to construct context queries to acquire context data from 
various domains and different context sources. Our proposed CQL can also be easily 
integrated into a traditional database to support context data queries. The rest of this 
section is organized as follows. Analysis of requirements for a well-defined CQL is 
given in Section 5.2. Section 5.3 discusses on existing CQLs. The proposed SQL-like 
CQL is described in Section 5.4. Section 5 discusses the evaluation and conclusions 
are in Section 6. 
5.2 Requirements 
SQL is a widely utilized query language in relational database management 
systems. However, directly utilizing SQL in context data management is not possible 
as context data has its own characteristics that are different from relational database 
data. This is why a separate CQL is required to support queries on context data. This 
creates the possibility to create a CQL by building upon the existing SQL structure. 
Compared to traditional relational database data, some special characteristics of 
context data have been discussed by Haghighi et al [35].  
 Dynamic or static: unlike traditional database data that are usually static, 
most of context data can be either static or dynamic which makes 
management and access different. For instance, context data like blood 
pressure, body temperature of an elderly person in the Elderly Care 
Application is dynamic.  
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 Stream data: context data may be queried and accessed in a continuous 
manner that is different from traditional database queries with specific or 
discrete data. For instance, the remote status monitoring function requires to 
retrieval of context data of the elderly person continuously in the Elderly 
Care Application.  
 Temporal and spatial relationship: Different from traditional database 
data, context data is closely related to spatial and temporal information. For 
instance, the location of a customer affects the shops recommended to her in 
the Shopping Assistant Application.  
 Situational information: compared to simple and clear traditional database 
data, context data can derive situational information based on other 
information. For instance, in the Elderly Care Application, one function is 
to detect the falling down of the elderly person and inform his Next-of-Kins.  
 Unstructured: most of the time, context data do not have a predefined 
uniform schema like that in traditional database data. For instance, in the 
Shopping Assistant Application, different shops may register with Coalition 
with context schema that indicates different lists of context data to be 
exposed by the shops.  
All these unique characteristics of context data should be carefully considered 
while designing a CQL. In addition, the inherent nature of context management also 
attributes some requirements on the design of CQL. Some characteristics of pervasive 
computing environment are summarized by Perich et al [107]: autonomy, mobility, 
distribution and heterogeneity. Just as discussed by Haghighi et al [35], these four 
characteristics create challenges to the design of CQL. Autonomy implies that each 
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entity is an independent context source. The mobility aspect indicates that entities can 
appear and disappear frequently from the network. The distribution aspect implies 
that context data should be retrieved from different entities whereas the heterogeneity 
aspect results in no common data model. Also, pervasive applications need to access 
context data about users and their devices without dealing with the details of the data 
collection process [108]. Additionally, context queries should be expressed in a 
context model that can be converted into different data models as required.  
Based on these considerations, we can summarize some of the requirements in 
designing CQL for context-aware systems as following: 
 The CQL should express context queries in an abstract level without 
indicating details of context source such as locations and storage 
mechanism.   
 The CQL should express context queries utilizing a predefined context data 
model and this model should be well integrated with the underlying context 
data representation  
 The CQL should express queries acquiring context data either in a pull-
based or push-based manner by specifying filters and conditions. 
 The CQL should support certain context processing operations in filtering 
and processing certain context data, such as aggregating operations and 
reasoning operations. 
 The CQL should express context queries accessing context data from more 
than one context source as well as continuous data. 
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 The CQL should be able to express complex queries consisting of multiple 
contexts, domains and conditions.  
5.3 Proposed Context Query Language 
Motivated by the need to provide a CQL that can fulfill the requirements 
discussed above, we propose a new SQL-like CQL to represent context queries. As 
the language is designed based on the SQL syntax, the query structure consists of the 
existing SQL constructs like SELECT…FROM…WHERE with GROUP 
BY…HAVING…ORDER BY…as optional instructions. Most of the existing CQLs 
just extend SQL with basic SELECT…FROM…WHERE structure without 
mentioning other optional instructions to support querying on context data. In this 
proposed query language, we add some constructs to the existing SQL query structure 
to support the same. These constructs include MODE, SUBSCRIBE, ON 
VALUE…LIFETIME that will be discussed in detail in this section. The underlying 
context modeling is based on the concept of context domain to divide and manage 
different categories of context sources, and each context domain is represented by a 
list of context attributes to represent context data. The basic structure of context query 
is as follows with constructs that are enclosed by […] being optional: 
MODE GLOBAL | LOCAL 
SELECT | SUBSCRIBE | UNSUBSCRIBE <attribute> | <contextEvent> |     
<operation (attribute)> | <operation (contextEvent)> [, attribute, …] 
FROM <domain> [, domain, …] 
[ON INTERVAL <interval> LIFETIME <timespan>] 
WHERE <predicate> [AND | OR predicate …] 
[GROUP BY <attribute>] 
[HAVING <predicate>] 




5.3.1 Description  
The MODE clause specifies the mode of the query that is a new construct added 
specially for this CQL. Nowadays, with the advances of ubiquitous computing, data 
about various kinds of environmental conditions and other entities can be obtained 
and utilized by applications. On the other hand, with the advances of sensing 
technology on mobile devices, many applications that only utilize context data of a 
host device have also been designed and implemented. We believe that a properly 
designed CQL should be able to support these two types of applications effectively. 
From the definitions, we can see that context querying processing of local 
applications will be different from global applications. In order to address this issue, 
we divide context queries into two types and use the MODE construct in the proposed 
CQL with possible values LOCAL and GLOBAL respectively. LOCAL represents 
queries of applications that utilize context data from their host devices only, while 
GLOBAL indicates queries of applications that demand context data from different 
context sources. As a result, this proposed CQL supports both application types by 
supporting their corresponding data acquisition conditions. . 
The SELECT/SUBSCRIBE/UNSUBSCRIBE clause specifies the required 
context data or actions. The SELECT construct is inherited directly from SQL and 
represents queries that acquire context data in a pull based manner. However, since 
context-aware applications aim to detect changes of situations and adapt to them 
automatically, there are many queries concerning the changes in context data. We call 
these context changes as context events that will be pushed to applications as 
notification when events are triggered. Unfortunately, the pull based SELECT 
construct cannot support such kind of push based queries. In order to address this 
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issue, we design this new SUBSCRIBE construct which lets the application 
developers issue push based queries. This enables applications to be notified when 
some context event happens. For instance, in our Elderly Care Application, next-of-
kin will be notified when the elderly person is detected to have fallen down. This 
SUBSCRIBE construct can also be defined with a period of time to represent queries 
for being notified within a certain period when an event happens. For instance, a 
doctor may like to be notified when an elderly person that is discharged from hospital 
encounters a heart attack for the next three days. Unlike the SELECT based query, the 
ON INTERVAL construct explained later does not apply to 
SUBSCRIBE/UNSUBSCRIBE construct, but LIFETIME can be utilized to indicate 
the entire subscription period. We also design the UNSUBSCRIBE construct to let 
applications cease their reception of notifications about certain kinds of context events. 
In the current design, the UNSUBSCRIBE construct is only valid for a previous 
subscription and the UNSUBSCRIBE query should have the same format of the 
previous SUBSCRIBE query.  
In addition, we extend the SELECT/SUBSCRIBE/UNSUBSCRIBE clause to 
include three different types of expressions indicating what type of context data is 
required by the query: context attribute, context event, and operation-involved context. 
The context attribute is inherited from SQL but extended to indicate context data of a 
specific context attribute of a specific context domain. If traditional database data is 
integrated, these attributes can also be relational attributes.  
Besides simple context attributes, we also define two new types of context data: 
context event and operations involving context. The context event represents context 
data about changes of context entity status and triggering notifications. As discussed 
previously, context event is an important type of context data for context-aware 
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applications. Autonomy of context-aware applications is realized through situation 
detection and event notification mechanisms. By tracking the changes of situational 
status, those context events can trigger corresponding notification mechanisms to 
make the applications adapt to new situations automatically. It takes the format like 
“domain . contextEvent” that includes three sections: domain name, delimiter (.) and 
event name. The same event name may appear in different context domains, so the 
context domain name information is shown to solve the possible ambiguity.  
The other newly defined type of context data is the operation-involved context 
that indicates context data derived by applying certain context processing operations 
on raw context data. Unlike traditional database systems which mainly focus on data 
updating and retrieval, context-aware systems need to interpret or derive higher level 
context data during the query answering process. In order to generate the higher level 
context data, appropriate functions should be applied to collected raw context data. 
Even though traditional database systems also contain aggregating functions, those 
functions are not powerful enough to handle other context based operations. In order 
to solve this problem, we propose this new type of context data to represent those 
operations that involve context. The expression consists of two parts: operation and 
context data. Operation indicates what context processing operation is required, while 
context data specifies the raw context data required for the operations. This context 
data can be either context attribute or context event as described above. There are 
several types of operations that can be applied on context data and we provide a 
separate section to give more details in Section 5.3.2.  
 
<context> ::= <context attribute> | <context event>  | <operational context> 
<operational context> ::= <operations> (<context attribute> | <context event>) 
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<context attribute> ::= <context domain>.< attribute> 
<context event> ::= <context domain>.< event> 
<context domain> ::= PERSON |OFFICE | HOME | SHOP | CLINIC | CAR ... 
<attribute> ::= name | location | temperature | mood | activity | humidity | 
brightness | ... 
<event> ::= locationChange | moodIsSad | temperatureIsHigh | ... 
<operation> ::= <aggregating function> | <algebraic function> | <contextual 
function> 
 
The FROM clause is inherited directly from SQL, but we extend it to specify the 
context domains involved in the context queries. Those context domains are 
predefined by the corresponding context-aware systems. Wherein Coalition that 
organizes context sources into different domains, the values can be PERSON, 
OFFICE, HOME, SHOP, CLINIC, etc. Additionally, these context domains can be 
easily extended to relations of traditional databases. As a result, traditional data can be 
easily integrated with context data to produce higher order information. In the future 
implementation, it can also be extended to include semantic web sources or other 
Internet sources.  
 
<context domain> ::= PERSON |OFFICE | HOME | SHOP | CLINIC | CAR |...  
 
The ON INTERVAL…LIFETIME clause is a construct designed for 
supporting context queries about continuous or periodic context acquisition. Just as 
we discussed in Section 5.2, context can be continuous data or periodic data. There 
are many context-aware applications that need to acquire context data continuously. 
One typical example is monitoring the security status of a critical place. Additionally, 
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periodic acquisition of context data is also common for context-aware applications. 
One typical example is to monitor the patient status in hospitals. However, traditional 
database systems utilizing SQL that usually focus on handling sporadic data retrieval 
cannot represent and handle these continuous or periodic cases appropriately. In order 
to solve this problem, we design this new construct and augment it to the proposed 
CQL.  
The ON INTERVAL clause of the construct specifies the sampling interval for a 
context query. In the design, we treat continuous context retrieval as a special case of 
periodic context retrieval with the interval as zero. In order to differentiate this special 
case, we use a special value NULL to represent the continuous nature of retrieval. On 
the other hand, we use an integer value plus time dimension (i.e., ms, s, min, h) to 
indicate periodic context queries. Irrespective of whether the context retrieval is 
continuous or periodic, the usual pattern is that context data is retrieved over a period 
of time. In order to represent this issue, we design the LIFETIME clause of the 
construct to indicate the timespan of the context retrieval. There are two extreme 
cases of this timespan values. One is zero that implicitly indicates that the query is 
neither a continuous or periodic query. The other one is everlasting which means that 
the retrieval will never stop. Even these two cases are rare, but we include them for 
completeness and represent them with NULL and EVER respectively. A normal 
timespan value is represented by an integer value with a corresponding time unit.  
The WHERE construct is inherited directly from SQL but extended to represent 
the list of constraints on context data acquisition. Constraints are the heart of a query 
since they provide a guideline on how to filter out unwanted context data from the 
large number of available context data sources. Most existing SQL-like CQLs utilize 
simple predicates only, which is restrictive in expressing complex queries. In this 
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CQL, compound predicates that consists of more context constraints connected by 
AND/OR are built.  Details of the WHERE clause is given in Section 5.2.3. 
The remaining three constructs GROUP BY, HAVING and ORDER BY are all 
directly inherited from SQL, but extended with context variables or predicates as 
arguments. Most of the previous SQL-like CQLs do not extend SQL with those 
constructs. However, we think these constructs are also necessary, especially in 
querying context data from a large number of context sources, in which case we may 
need these construct to further process the final results. The GROUP BY clause 
defines how the resulting context data can be further grouped with respect to the 
specific context data. The HAVING clause defines how the filtered context data can 
be further selected with respect to certain conditions represented by having-predicates 
in the definition. The ORDER BY clause defines how the query results should be 
sorted with respect to the attribute indicated by the context data either in ascending 
order (ASC) or descending order (DESC). These three constructs are all optional. 
5.3.2 Context Processing Functions 
Context processing functions represent various kinds of operations that can be 
applied on context data to generate or derive higher level context data. In additional to 
the data updating and retrieving done by the traditional database querying system, the 
context querying process also takes charge of interpreting context data and derive 
higher level information, which is realized by those context processing functions. 
Some of the existing CQLs have also included some similar processing operations [18, 
90, 91].  
SQL currently provides five aggregating functions that can be applied on a set of 
data to get some insights to the data patterns and behavior, namely: MAX, MIN, SUM, 
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AVG, and COUNT. We think these aggregating functions are also necessary for 
context data query processing and inherited directly from SQL. Additionally, we 
propose some functions to do mathematical calculations on the context data, namely: 
ADD, MINOR, MULTIPLY and DIVIDE. Some set based functions have also been 
added to process different sets of context data: INTERSECT, DIFFERENCE and 
UNION. 
<aggregating function> ::= SUM | COUNT | AVG | MIN | MAX.  
Contextual Functions 
Another important type of function added to the CQL is the set of contextual 
functions that provides the task of context data interpretation and higher level 
information derivations from basic context data. Traditional database systems usually 
do not provide any function for data interpretation. Since this functionality is very 
important for CQL, so a component of the proposed CQL is a set of contextual 
functions that can be used by applications for data interpretation and reasoning. It is 
important to provide a suite of different types of such functions to support a wide 
variety of applications. One set of contextual functions can interpret the basic sensor 
data and draw inferences based on the data and certain predefined logical conditions. 
For instance, isFever(temperature) interprets whether a given temperature 
corresponds to a fever or not. Similarly, an isFire(temperature) function can be used 
to determine if there is a fire in a building and generate appropriate actuations. 
Another class of contextual functions provides the task of deriving relations between 
two or more entities. For instance, isFriend(personA, personB) checks whether two 
persons are friends. This function can utilize the social network and contact 
information of a person to make this decision. Another function nearBy(x, y) can 
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compute whether two entities are within a certain distance from each other. There are 
some contextual functions that aim to derive situational information. For instance, 
isMeeting(location) will determine whether there is a meeting going on in the given 
place. These are just some of the examples of the different types of contextual 
functions that we propose to support as part of our CQL. 
 
<contextual function> ::= isFever(t) | distance(a, b) | isFriend(a, b) | nearby(x, y) | 
isFire(a) | isMeeting(l) | ... 
 
Since these contextual functions are usually situation and application dependent, 
it is not possible to predefine and generate an exhaustive list of all the contextual 
functions. Instead, the application developer can define functions according to his 
application requirements. In other words, the CQL must be extensible to include new 
contextual functions. In order to realize this extensibility, we propose the creation of a 
contextual function repository that can hold the different types of contextual functions 
as defined by the application developer. Additionally, this approach also promotes 
reusability as the popular contextual functions can be shared among applications.  
During the query processing, whenever a contextual function is detected, the query 
processor can retrieve the function definition and related rules from this repository to 
analyze the collected data and generate the result accordingly.  
5.3.3 Constraint Representation (WHERE clause) 
In this subsection, we elaborate the details of how to compose the WHERE 
clause to represent the constraints. The WHERE clause is represented by a compound 
predicate which is constructed based on constraint expressions, of which four 
definitions are proposed. 
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Definition 1: Simple Constraint Expression ce 
The simple constraint expression can be in any one form of the following 
expressions. 
1) a context attribute, or 
2) a context event, or 
3) a constant value of a certain data type, such as integer, float, char or string 
 
Definition 2: Compound Constraint Expression ce.  
Based on the simple constraint expressions, the compound constraint expression 
can be any one of the following three forms. 
1)  ce = (ce1 op ce2), where ce1 and ce2 are simple constraint expressions, and op 
is an operator that is compatible to both ce1 and ce2. This operator can be either an 
arithmetic operator such as +, -, *, /, or any predefined context operators.  
2)  ce = agg(ce1), aggregation based expression, where ce1 is a normal simple 
context expression, and agg represents an aggregation operation: sum, avg, max, min 
and count, or 
3)  ce = f(ce1, ce2, ce3,…, ceM), contextual function based expression, where cei 





<context expression> ::= <context attribute> | <context event> | <context 
constant> | <arithmetic expression> | <aggregated expression> | <functional 
expression> 
<arithmetic expression> ::= <context expression> <op> <context expression> 
<op> ::= <arithmetic operator> | <contextual operator> 
<arithmetic operator> ::=  + | - | * | / . 
<contextual operator> ::= user defined 
<aggregated expression> ::= <aggregator>(<context expression>) 
<aggregator> ::= SUM | AVG | MIN | MAX | COUNT. 
<functional expression> ::= <function>(<context expression>, <context 
expression>, ...) 
<function> ::= user defined 
 
Definition 3: simple predicate 
We define simple predicate as the form of expression (ce1 op ce2), where ce1 and 
ce2 are context expressions defined above, and op is a boolean based operator that is 
compatible to the data type of ce1 and ce2. Two types of operators can be used as 
boolean operator. One includes traditional comparison operators such as {<, >, ==, <>, 
<=, >=}. The other includes those predefined contextual Boolean operators.  
Definition 4: disjunctive predicate and compound predicate 
We define a disjunctive predicate (DP) as a series of disjunctive simplex 
predicates that are connected by OR, namely (SP1 OR SP2 OR SP3 … OR SPM) where 
SPi (1 ≤ i ≤ M) is simple predicate. We define compound predicate as a series of 
junctive disjunctive predicates that are connected by AND, namely in the format of 
(DP1 AND DP2 AND DP3 … AND DPN) where DPi (1 ≤ i ≤ N) is a disjunctive 
predicate. The WHERE clause is just one compound predicate.  
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<where clause> ::= <compound predicate> 
<compound predicate> ::= <disjunctive predicate> AND <disjunctive predicate> 
AND ... 
<disjunctive predicate> ::= <simple predicate> OR <simple predicate> OR ... 
<simple predicate> ::= <context expression> <operator> <context expression> 
<operator> ::= <traditional comparison operator> | <contextual boolean operator> 
<traditional comparison operator> ::= < | > | <> | == | <= | >=  
<contextual boolean operator> ::= user defined 
 
5.4 Evaluation 
In order to evaluate the functionalities and features of the proposed CQL, we first 
analyze how the proposed SQL-like CQL can fulfill those requirements presented in 
Section 5.1, through which we can demonstrate the representative capability of the 
proposed CQL. Subsequently, we compare this proposed CQL with the popular RDF-
based MUSIC CQL [90] through some context query examples. These case studies 
can help to demonstrate how different types of context queries can be expressed by 
proposed SQL-like CQL compared to RDF-based CQL.  
5.4.1 Representing Capability Analysis 
The proposed CQL expresses context domains, context attributes and conditions 
at a conceptual level. In other words, the expressions focus on expressing what a user 
wants and do not mention any details about how context sources and context data are 
managed in the underlying framework or system. This means that the proposed CQL 
express context should express context queries at an abstract level. 
Also, the proposed CQL utilizes a generic and conceptual method to model 
context data wherein context sources are divided into different context domains and 
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each domain is associated with a list of context attributes. This mechanism is 
consistent with the concepts of relation and attribute in traditional relational database.  
The proposed CQL supports two types of queries to support context acquisition: 
select-based queries and subscribe-based queries that correspond to pull-based or 
push-based retrieval methods, respectively. Select-based queries specify the required 
context data with a list of conditions to filter out unwanted context data. This type of 
queries is issued on demand and gets context data in real time. On the other hand, 
subscribe-based queries issue required context data with a list of constraints 
proactively and the context data will be pushed to the query issuer whenever the 
constraints are triggered. 
Additionally, the proposed CQL defines three types of functions to process 
context data to generate higher level context data. The aggregation and algebraic 
functions can provide some simple pre-processing on the context data, while 
contextual functions can apply some predefined rules on the context data to derive 
situational information. 
The design of ON INTERVAL with LIFETIME parameters enables the proposed 
CQL to design context queries for continuous or periodic data retrieval. Additionally, 
the complex structural design of the WHERE clause enables the proposed CQL to 
express complex constraints and requirements. Together with specifying different 
domains in the FROM clause, the proposed CQL can represent complex queries that 
retrieve and process context data from different domains and context sources.  
Another advantage of this proposed CQL is that it can be integrated with a 
traditional relational database system. As the proposed CQL is actually an extension 
of SQL, it can easily involve relational data by replacing context domains with 
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relations. At the abstract level, application developers actually have no idea whether 
the data comes from context sources or a relational database. As a result, context data 
and relational data can be seamlessly integrated. From the above description and 
analysis, we can see that proposed CQL has fulfilled the requirements described in 
Section 5.2.2.  
5.4.2 Comparison with MUSIC CQL 
Compared to the RDF-based CQL, our proposed SQL-like CQL has the 
following advantages: succinctness in representing context queries and capability in 
representing different types of context query. In this section, we will compare the 
proposed SQL-like CQL with the MUSIC CQL [90], which is a popular RDF-based 
CQL with powerful expressiveness, through some examples of different types of 
context queries to demonstrate the advantages on these two aspects. The succinctness 
is compared through query overhead that is defined as the number of metadata 
characters over total number of characters in the query.  Here the metadata means the 
keywords used in CQL, namely words like “mode, select, from, where” used in our 
proposed CQL or words like “entity, scope, resultName, action, cons, constraint” 
used in MUSIC CQL. Meanwhile, some of these example queries will be utilized to 
demonstrate how certain functionalities of the Shopping Assistant Application and the 
Elderly Care Application are realized. 
Q1: (Simple global query) – this example simply reads the civil address of a 
specific person named Mary if she is in Italy, which is an example query from Reichle 
et al [90]. 
Proposed CQL: 




FROM  person 
WHERE  person.civilAddressCountry = “Italy” 
MUSIC CQL: 
<ctxQuery resultName=”addressOfMaryInItaly”>  
















Analysis: This example query is a simple and common one. This type of context 
query is called to retrieve location information for a specific customer in the Shopping 
Assistant Application or read the context data like heart rate or body temperature of a 
specific elderly person in the Elderly Care Application. With the proposed CQL, this 
query is represented by 84 characters excluding the space character and the metadata 
has 15 characters, so the query overhead of this query for the proposed CQL is 0.18  
15/84. Similarly, the same query using MUSIC CQL is represented by 353 characters 
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excluding the space character and 236 metadata characters, so the query overhead of 
this query represented by MUSIC CQL is 0.67  236/353. Since both CQLs can 
support this kind of queries, query-supporting capability can be said similar. However, 
compared to MUSIC CQL, we can observe that our proposed CQL can represent it in 
a much more succinct or compact manner either in total length or query overhead.  
Q2: (Local context data retrieval) – this example query simply checks the user’s 




FROM  person 
 
MUSIC CQL: 
<ctxQuery resultName=”locationOfMaryInItaly”>  

















Analysis: This type of query is used to retrieve the customer’s own context in the 
Shopping Assistant Application or an elderly person’s own context in the Elderly 
Care Application. Compared to the proposed CQL, the MUSIC CQL does not have a 
special mode designed for LOCAL context data management, so it has to utilize the 
global based query to retrieve this local context data. Using the same calculation 
method shown in Example 1, we compute the overhead of the query represented by 
proposed CQL as 0.35 = 14/40, while it is 0.70  203/288 for the MUSIC CQL. 
Hence, we see the convenience and succinctness for represent local context queries of 
the proposed CQL. 
Q3: (Complex query involve more domains) – This example query helps a 
person to locate the proper shop by matching shops with her preferences, intention 
and location. This query involved context data from two domains. 
Proposed CQL: 
MODE GLOBAL 
SELECT person.name, shop.name 
FROM  person, shop 
WHERE person.reference = shop.type  
 AND  person.intention = “gift” 






Analysis: Context-aware applications may query context data from different 
domain to better derive the current situational information of users, so complex 
context queries concerning more domains are common. In the Shopping Assistant 
Application, we may like to check how many customers want to buy gifts and is 
currently near certain gift shops, which is realized by this query example.  However, 
MUSIC CQL can only support data retrieved from one single domain, which severely 
restrict the query representing capability. Compared to the MUSIC CQL, the 
proposed CQL supports multiple domain retrieval in nature and can represent the 
query easily. Through this example, we can see that our proposed CQL has better 
capability in representing queries concerning more domains. 
Q4: (Contextual function based query) – This query checks whether there is a 
meeting going on in the Meeting Room based on the status of lights, noise level and 
projector. 
Proposed CQL: 
MODE  GLOBAL 
SELECT office.isMeeting(light, noise, projector) 
FROM  office 




Analysis: With the ontology-based context models, RDF-based CQLs have better 
support for deriving relationships between different entities in nature. The MUSIC 
CQL defines reasoning constraints to include reasoning operations in context queries. 
However, the relationship involved in the ontology model also restricts the reasoning 
capability of the MUSIC CQL on relationship related operations. It is not easy for the 
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MUSIC CQL to incorporate such a contextual function like isMeeting in the context 
queries. On the other hand, our proposed CQL is designed to integrate with contextual 
functions naturally. As shown in the example query, the isMeeting function can be 
easily embedded in the context queries. 
Q5: (Push-based context event retrieval) – This query example subscribes to 






WHERE  person.name = “Mary” AND person.temperature > 37 
ON INTERVAL  0  
LIFETIME  EVER 
 
MUSIC CQL: 
<ctxQuery resultName=”temperatureOfMaryInItaly”>  


















Analysis: Push-based context acquisition is essential for context event 
management, so most parts of CQLs have been designed with the context event 
subscription mechanism. In the Elderly Care Application, caregivers or Next-of-Kins 
will be notified when certain event happens like the elderly person’s body 
temperature is above 37 degrees, which can be realized by the example query that 
subscribes a context event concerning the body temperature of Mary that becomes 
higher than 37 degrees. This sample is also indicates the monitoring period as “ever”, 
which means it involves persistent monitoring. Using the same overhead analysis 
method, we calculate the overhead of this query as 0.43  43/110 for the proposed 
CQL and is 0.68  235/345 for the MUSIC CQL. In terms of query representing 
capability, even though both the MUSIC CQL and the proposed CQL can support 
such kinds of event subscription, our proposed CQL can define the time period for the 
subscription, which is not supported by the MUSIC CQL. In addition, by analyzing 
the query total length as well as query overhead, we can also conclude that our 
proposed CQL is more succinct in representing queries.  
Q6: (Pull-based method of retrieving period context value) – This example 
query monitors the patient’s heart beat rate periodically for a certain period 
Proposed CQL: 




FROM  person 
WHERE  name = “Mary” 
ON INTERVAL  5 MINs 
LIFETIME 3 HOURs 
 
MUSIC CQL: 
<ctxQuery resultName=”heartBeatRateOfMaryInItaly”>  















Analysis: In the Elderly Care Application, the next-of-kin of an elderly person 
can continuously monitor the latter’s status. In this sample query, the heart rate of 
Mary is checked every 5 minutes for 3 hours. The overhead of this query is 0.41  
37/91 for the proposed CQL and is 0.67  204/305 for the MUSIC CQL. In term of 
query capability, even though both MUSIC CQL and the proposed CQL can support 
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such kind of monitoring queries, our proposed CQL can further specify the periodic 
interval and an entire monitoring timespan, which is not supported by the MUSIC 
CQL. In addition, in terms of succinctness, our proposed CQL has a small query 
overhead and a shorter query length.   
Q7: (Aggregation involved queries) – This example query looks for the youngest 
relative of Mary through the MIN function. 
Proposed CQL: 
MODE  GLOBAL 
SELECT person.name, MIN(person.age) 
FROM  person 
WHERE  isRelative(Mary) = true 
 
MUSIC CQL: 
<ctxQuery resultName=”relativeOfMaryInItaly”>  





















Analysis: This example can help to find the youngest relative of the elderly 
person – Mary. The query is an aggregation operation involved query and the 
overhead of this query is 0.22  17/79 for the proposed CQL and is 0.71  283/399 
for the MUSIC CQL. In terms of query capability, both the MUSIC CQL and the 
proposed CQL can support aggregation operation on context data. In this example 
query, by integrating with the isRelative function, the youngest relative of Mary can 
be found through the MIN function. However, compared to our proposed CQL, the 
MUSIC CQL has a large overhead in representing the query.  
Through the elaboration of these example context queries, we can observe that, 
compared to the RDF-based MUSIC CQL, our proposed CQL is more succinct and 
more capable in representing different kinds of context queries. From Q3, we observe 
that, unlike the MUSIC CQL that can only retrieve context data from one single 
domain, our proposed CQL supports the acquisition of context data from different 
domains. In addition, through Q5 and Q6, we observe that our proposed CQL does 
have better support for streaming and periodic query. Furthermore, based on Q4 and 
Q7, we see that our proposed CQL has intrinsic support for various kinds of 
contextual functions other than those relations related reasoning operations in MUSIC 
CQL. From Q1, Q2, Q5, Q6, and Q7, we also see that our proposed CQL does have 
advantage in succinctness in terms of both total query length as well as query 
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overhead. Hence, we can conclude that our proposed CQL is a more succinct and 
more capable in representing various context queries than MUSIC CQL.  
5.5 Related Work Discussion 
Since related works of CQL have been reviewed in Section 2.4, our discussion 
here will focus on the differences between proposed CQL and several essential related 
works in this section. Following the structure of Section 2.4, we will first discuss 
existing SQL-like CQLs and then talk about RDF-based CQLs. 
5.5.1 SQL-like CQL 
Compared to the SQL-like CQLs reviewed in Chapter 2, one significant 
advantage of our proposed CQL is the ability to represent a context query at a more 
abstract level. The revision done in Section 2.4 shows that most of the prior works 
still focus on representing queries for lower level data (e.g. sensor network data) 
accessing. Both PerLa [85] and Fjords architecture [88] focus on sensor data as well 
as the work proposed by Madden et al [89]. These systems still require specifying the 
details of the sensors for data retrieval, which results a tight coupling between 
application developer and lower level sensor network. In contrast, our proposed SQL-
like CQL represents queries at a more abstract level focusing on what is required 
rather than how to acquire the data. This conforms to one main objective of context-
aware middleware that making lower level context data management transparent to 
upper layer application developers.  
In addition, another significant improvement of the proposed CQL is the support 
of intermediate processing operations that help to do certain preprocessing on the 
context data and derive certain intermediate context data, for instance calculating the 
distances between different entities. This is very important for application 
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development because operations like calculating the distance between two entities or 
finding nearby friends will have to be handled by the application if such operations 
are not be supported by context data management system, which complicates the 
application development. However, the study of Section 2.4 shows that most of these 
SQL-like CQLs lack intermediate data processing operation support but focus on raw 
data access and retrieval. In contrast, our proposed CQL not only supports normal 
arithmetic, Boolean and aggregation functions like what is done by Feng [84], but 
also support user defined contextual functions.  
Furthermore, compared to prior SQL-like CQLs, our proposed CQL provides the 
SUBSCRIBE/UNSUBSCRIBE function to handle push-based queries. Supporting 
such push-based context acquisition is essential for context data management because 
automatic situational change detection of context-aware computing is usually realized 
by pushing context events to the applications. However, most of prior SQL-like CQLs 
do not support push-based queries except Contory [21].  
5.5.2 RDF based CQL 
A typical RDF-based CQL is the MUSIC CQL proposed by Reichle et al [90], 
which has been compared thoroughly in Section 5.4, so we will focus here on 
discussing general differences between the RDF-based CQL and the proposed CQL. 
The study done in Section 2.4 shows that, although the RDF-based CQLs are more 
suitable for expressing entity relationships of context and are as powerful as SQL-like 
CQLs, they are not as flexible as SQL-like CQLs and produce a large amount of 
overhead in creating classes, sub-classes and relationships [91]. Compared to these 
RDF-based CQLs, our proposed new CQL is more flexible in specifying different 
conditions like concatenating more constraints easily with AND/OR connectors. Our 
proposed SQL-like CQL is also more succinct in terms of query representation. 
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Without the various tedious and confusing metadata of RDF, our queries mainly focus 
on the required context data and constraints. Additionally, the complex syntax of 
RDF-methods leads a stiff learning curve. RDF has a variety of syntax notation like 
classes and properties that are not easy to grasp. In contrast, our proposed SQL-like 
CQL only contains several keywords such as SELECT, SUBSCRIBE, FROM and 
WHERE. This simple syntax further eases language usage. Furthermore, our proposed 
SQL-like CQL can easily integrate with existing systems that are based on the SQL-
like method to manage and acquire data, which is difficult to do with RDF-based 
methods. We are going to present more details with examples in Chapter 5. 
5.6 Summary  
We have presented a new SQL-like CQL in this chapter. By exploring the 
properties of the context data and pervasive environments, we have described the 
requirements for a well-designed CQL. Through studying existing CQLs, we observe 
that SQL-like CQLs are more flexible and easy to use, which inspired a new SQL-like 
CQL to be proposed and designed. This proposed CQL supports both pull- and push-
based queries as well as continuous context retrieval by different time intervals. 
Additionally, different context processing functions have been designed to generate 
higher level context data. Furthermore, this CQL supports compound conditions to get 







DISTRIBUTED CONTEXT PROCESSING MECHANISM 
 
 
In this chapter, we describe the proposed distributed context processing 
mechanisms to handle simultaneous simple context queries, single complex context 
query and simultaneous context queries, respectively. The chapter is organized as 
follows: Section 6.1 presents an introduction to context processing. Section 6.2 
describes how to process simultaneous simple queries by distributing the context 
processing part of query processing into different devices. Section 6.3 describes how 
a complex context query can be processed through a tree of context processors. 
Section 6.4 describes how simultaneous context queries can be handled by extending 
M/PSG with query processing capability and other component with context 
processing capability. Discussions on related works are presented in Section 6.5 and 







The main objective of context data management is to provide the required context 
data to applications according to incoming queries. An essential functionality of 
context data management is to produce higher level context through query processing 
with proper context processing operations. As discussed in Chapter 1, we define 
context processing as the process by which context data and/or information is 
processed using different kinds of operations applied according to some conditions or 
constraints given in the context query. 
Context processing is the process that applies proper operations on different 
pieces of context data gathered to generate the required context data. Without a proper 
designed context processing mechanism, context data management can only provide 
primary context data but hard to produce higher level context data, which is not 
enough in a lot of circumstances. Additionally, context processing is actually an 
essential part of query processing. Query processing takes charge of analyzing the 
incoming context queries to extract information of the required context and identifies 
the sources that potentially contain the context data or data required for generating the 
information. Hence, one job of query processing is to parse and convert each 
incoming context query to a series of context processing operations following which 
the primary context data can be processed for the required context data step by step.  
As a result, the design of the context processing mechanism is closely related to the 
design of the query processing mechanism.  
The context processing capability decides what kinds of queries can be really 
handled by the context data management, which is essential for the development of 
context-aware applications. The two main issues of context processing described in 
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Section 1.4 can be reflected by the two example applications: the Shopping Assistant 
Application and the Elderly Care Application. First, there are various complex queries 
in these two applications. In the Shopping Assistant Application, one function is to 
remind the customer to purchase groceries that have run out at home from the nearby 
supermarket, which is a typical example of a complex query involving different 
context domains. Another typical complex query is to find all the customer-shop pairs 
based on user preference and shop types, which is utilized in our experiment to check 
the performance. Similarly, in the Elderly Care Application, after a falling down 
activity is detected, a complex query is issued to Coalition to get the contact 
information of different parties including Next-of-Kin, caregivers and ambulance. In 
order to make these two applications function correctly, these complex context 
queries should be supported. Secondly, concurrent queries will be common for these 
two applications. The Shopping Assistant Application is designed for any normal 
customer, in which many customers may use this application concurrently in the same 
shopping mall. This will definitely generate a lot of concurrent queries where a lot of 
them can be complex ones. Similarly, the Elderly Care Application can also be 
utilized by different elderly persons and their Next-of-Kins or relatives, which makes 
the concurrent queries common too. The mechanisms that will be described by this 
Chapter are to solve these problems and to make context data management better 
support application development.  
As described in Chapter 3, Coalition-I utilizes a centralized context processing 
approach to handle context queries and process context data. This can severely affect 
system performance in handling a large number of context queries, especially in 
handling simultaneous context queries. Additionally, Coalition-I is designed to handle 
simple context queries only, which makes it difficult to deal with complex context 
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queries that are more powerful and more prevailing nowadays. In order to address 
these two issues, we enhance Coalition-I to Coalition-II that first includes a new 
context processing mechanism to handle simultaneous simple context queries, and 
then a mechanism to handle complex context queries, and then combine these two 
mechanisms to handle simultaneous complex context queries.  Before proceeding to 
the details of the proposed context processing mechanism, we give a description of 
two important concepts: context query classification and context processing 
operations.  
Context query classification involves dividing context queries into different 
groups so that different processing strategies can be planned for different types of 
queries. Based on the number of context attributes, context domains and predicates 
shown in context queries, as defined in Section 1.4 (see page 18), context queries can 
be classified into two types: simple query and complex query.  
A simple query is one that only concerns one attribute from one domain with one 
predicate. This type of context query is the basic and smallest context query that 
Coalition can handle. In fact, Coalition-I leverages on these simple queries to get any 
context data from context sources. In other words, the simple query is the only 
method that can be used to retrieve any context data from Coalition-I.  
A complex query includes more attributes and/or more domains with one or more 
predicates. This type of context queries provides higher level context data and is 
usually computationally intensive. By considering the context data retrieval 
mechanism that is being utilized, Coalition-I cannot handle this type of queries 
directly, but has to divide them into unit queries and then compose the context data 
generated by each simple query to generate the final context data.  
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An important aspect of context processing is the context processing operation 
(CPO) that represents the specific methods transforming lower level context data into 
higher level context data. For example, an aggregation operation can represent a 
summarized view of several lower level context data items. Context processing 
operations are closely related to the CQL. Based on the CQL defined in previous 
subsection, we can outline the different types of context processing operations as 
follows: 
Filtering - operations that aim to retrieve a piece or a set of context data based on 
certain constraints to filter out unnecessary context data. 
Aggregating - operations that mainly include functions of SUM, AVG, COUNT, 
MAX, and MIN of a set of context data, and it is utilized together with filtering 
operations. 
Reasoning - operations that aim to generate higher level context data by applying 
certain user defined rules or methods on a set of context data. 
Matching - operations that aim to match two or more different pieces of context 
data based on certain constraints. 
Sorting - operations that aim to sort a set of context data in a certain order based 
on certain context data or certain constraints. 
Merging - operations that aim to consolidate a set of context data together based 
on certain constraints. 
In this chapter, we are going to design different context processing as well as 
query processing mechanisms to improve the performance of a context-aware system 
in terms of handling context queries. As elaborated in Chapter 5, context queries can 
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be SELECT based queries or SUBSCRIBE based queries. Handling of SELECT 
based queries focuses on retrieving context data from various sources and apply 
operations on these data to produce query result in real time, while the handling of 
SUBSCRIBE based queries focuses on event detection that is actually closely related 
to context reasoning. This implies the handling mechanisms of the SELECT based 
queries are different from the SUBSCRIBE based queries. Actually, the handling of 
these two types of queries will lead to different research directions. Hence, in this 
thesis, we focus on SELECT based context queries only.   
6.2 Processing of Simultaneous Simple Context Queries 
As discussed previously, the current Coalition-I system utilizes a centralized 
approach to process context data and it can only handle simple queries. One issue 
with this is that it has poor performance in handling simultaneous context queries. 
The central point will become a bottleneck, and it may suffer the potential single point 
of failure issue. In this section, we are going to address this issue by proposing a 
distributed mechanism to handle simultaneous simple queries more efficiently. 
The basic idea of this proposed mechanism is to divide the entire query 
processing flow into several loose coupling steps and then process each step 
independently and separately. Then there will be two main issues here: how to divide 
the entire query processing flow into different independent steps and how to loosely 
couple those steps. In order to solve these two issues, by considering the different 
operations in the query processing, we divide the query processing into five different 
steps. Additionally, the main connection between these steps is the context query. 
Hence, we propose the Context Query Object (CQO) to represent the context query in 
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the system so that information between different steps can be easily represented. As a 
result, those five steps become loosely coupled.  
In the following sections, we are going to explain the different steps and CQO 
first, and then describe the architecture design and the working flow of the proposed 
mechanism, followed by experimental results. 
6.2.1 Query Processing Parts  
Based on the previous discussion, we observe that there is a possibility of 
implementing a distributed context processing mechanism to solve the scalability 
issue and improve system throughput. The previous query processing operation 
utilized in the middleware can be roughly divided into the following phases as follows: 
Query Parsing: parse the context query based on the specified CQL syntax and 
extract corresponding information of the context query. This phase processes context 
queries at the syntax level. 
Query Analysis: based on the information obtained during query parsing, further 
analysis is applied to extract more information, like required context data, context 
domain involved and constraints of the query. This phase interprets the context query. 
Query Distribution: based on information extracted in the query analysis phase, 
we further identify the context sources involved in each context query and distribute 
the query to the relevant M/PSGs to collect the necessary context data. 
M/PSG Context Data Collection: after receiving the query, each M/PSG will 
parse the query and check whether its context data satisfies the constraints stated in 
the query and report the result back to the query processor. 
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Context Processing: consolidates the required context data by applying the 
context processing operation extracted from the query in the analysis phase on context 
data collected from different M/PSGs. This work is done in the query processor of the 
Coalition middleware, and all queries utilize this single context processor to generate 
the required context data. 
6.2.2 Context Query Object 
Another important concept utilized is the CQO that is used to represent context 
queries in the system so that information of the context query can easily be obtained 
by different components, which avoids the repeatedly parsing and analyzing 
operations. 
Based on the notions of CQL and CPOs discussed previously, we propose the 
concept of the CQO that aims to provide a generic representation of context query 
information. The CQO is defined as an object that contains a list of attributes to 
represent the context query information and a list of methods for retrieving these 
attribute values. As per the current design, the CQO contains the information about 
the query issuer, context domains, context attributes, context processing operations 
and the query constraints. An important piece of information is the details of the 
query issuer that represents the address of the M/PSG that issues the context query. 
The inclusion of this piece of information in the CQO lets the M/PSGs holding the 
relevant answers reply to the query issuer directly instead of going through the query 
processor as an intermediary. As a result, the context processing operations can now 
be carried out independently. This CQO is generated from parsing the query 
according to the CQL and CQOs defined previously. Any subsequent operations in 
query processing can easily get the query information directly from the CQO without 
parsing the original query. As a result, the query information becomes independent 
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from the CQL. We utilize this observation to develop a decentralized approach to 
perform the context processing operation. A description of the CQO is shown in 
Figure 22. 
 
Figure 22 Context Query Object 
6.2.3 Architecture Design 
The new architectural design of the query processing based on the proposed 
distributed context processing mechanism is shown in Figure 23. Different from 
previous designs, in this architecture, the Context Processor resides in the M/PSG side 
rather than the query processor in the Coalition middleware. Additionally, instead of 
utilizing a single context processor for all context queries, this new design creates an 
individual context processor for each M/PSG. As a result, those context processors 




Figure 23 Distributed Context Processing Mechanism 
The design of the distributed context processing mechanism includes two tasks. 
A major task is to decouple the context-processing phase from the other phases. The 
next task is to shift and distribute the context processing computations of different 
context queries among different M/PSGs. These two tasks are solved with the design 
of the CQO that enables the five phases of query processing to be loosely coupled by 
recording query parsing results. The other phases can retrieve any query information 
directly from this CQO. As a result, the M/PSG context data processing phase does 
not need to re-parse the query and can execute independently from other phases. 
The CQO can also help to distribute computations of context data processing into 
different M/PSGs. In the centralized context processing mechanism, all data is 
processed in the query processor where each M/PSG reports its matched query result. 
However, in the proposed distributed context processing mechanism, the M/PSGs 
need to be informed of the place to report their context data and a M/PSG processing 
the context data needs to know the relevant operations to be applied on the data. 
These functionalities can be provided using the CQO. The M/PSGs can utilize the 
query issuer information to identify where the data needs to be sent. Also, the 
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M/PSGs can utilize the context processing operation information to identify the 
operations to be applied on the data. 
6.2.4 Workflow of Distributed Context Processing Mechanism 
In order to better demonstrate how this distributed context processing mechanism 
handles context queries, we describe the operational workflow in this subsection. An 
illustration is shown in Figure 24. 
 
Figure 24 Workflow of Distributed Context Processing 
In the beginning, an application issues a context query to its host M/PSG that will 
generate a unique ID for the query. Also, the M/PSG forwards the query to the query 
processor in the Coalition middleware. After receiving the query, the query parser of 
query processor will generate a CQO for this query by parsing it based on the SQL-
like CQL syntax. Also, this query parser will check the validity of the context domain 
and the context attribute information wrapped inside the query. Based on the CQO, 
the query analyzer will extract the information about the context domain and the 
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context attribute, and then identify the group of M/PSGs of the context sources 
involved. Subsequently, the query distributer retrieves a random M/PSG reference 
from the Coalition middleware utilizing the extracted context domain and context 
attribute information. The query distributer forwards the CQO to the host M/PSG to 
create the context processor. Meanwhile, it also forwards the CQO to the random 
M/PSG that will then flood the CQO to all M/PSGs involved through the P2P 
network. The query handler residing on each M/PSG of the context sources will check 
their context data to determine if they fulfill the requirements stated in CQO and 
reports to the corresponding relevant context processor. The context processor created 
in the host M/PSG applies the context-processing operation stated in the CQO on all 
the collected context data to generate the required context data and then reply the 
context data to the application. 
6.2.5 Performance Evaluations 
In order to evaluate the performance of proposed mechanism, a prototype of the 
proposed mechanism is implemented and integrated with Coalition-II. Since the main 
objective of this mechanism is to improve the query processing ability in terms of 
query response time, we will first evaluate the query response time based on the 
proposed mechanism. In addition, system throughput in terms of number of queries 
processed in a given unit time can be significantly influenced by context processing, 
so we will next evaluate the system throughput in terms of number of queries handled 
in a given unit time. Furthermore, in order to have a closer look at how different 
operations affect the query response time, a time breakdown is measured for query 
processing operations. The main objective of this mechanism is to solve the problem 
caused by the centralized processing approach in handling simultaneous simple 
queries, so the centralized context processing method utilized is used as a benchmark 
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to evaluate the performance of this proposed distributed context-processing 
mechanism. 
6.2.5.1 Experimental Setup 
Coalition-II, including various CSGs and SCs, is run on a Dell PowerEdge T300 
server that has a Quad-Core Intel Xeon CPU@2.83 GHz CPU and 8GB memory 
running Windows Server 2008 OS. M/PSGs are emulated by Dell Optiplex 755 PC 
that has an Intel(R) Core(TM) 2 Duo @ 2.66 GHz CPU and 3.25GB main memory 
running window XP OS. Based on these devices, we simulate five context domains: 
PERSON, HOME, OFFICE, SHOP and CLINIC and 50 M/PSGs are simulated for 
each domain. Simple context queries are continuously issued by different M/PSGs to 
measure the average query time and system throughput. With this experimental setup, 
we evaluate the proposed mechanism with the following experiments. In this set of 
experiments, each M/PSG issues one of following queries into Coalition-II to measure 
the query response time. 
SELECT person.name FROM person WHERE person.location = “Vivo” 
SELECT home.name FROM home WHERE home.light = “on” 
SELECT office.name FROM office WHERE office.isOccupied = “true” 
SELECT shop.name FROM shop WHERE shop.type = “gift” 
SELECT clinic.name FROM clinic WHERE clinic.status = “open” 
6.2.5.2 Average Query Time 
The main objective of this proposed mechanism is to improve the system 
performance in terms of query response time in handling simultaneous simple context 
queries. Hence, we first study the average query response time in the case of different 
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number of users issuing queries concurrently to evaluate the proposed mechanism. 
The query response time is measured as the interval between the issuing of a query 
and the reception of the query result. In this experiment, selected M/PSGs 
continuously issue simple context queries into Coalition-II to measure the query 
response time. The experiment is repeated for different sizes of query issuers and the 
query response times of different M/PSGs are averaged for the final results. The 
measurements of centralized context processing method are utilized as a benchmark. 
Experimental results are illustrated in Figure 25 demonstrating that, compared to the 
centralized approach, the query response time of the proposed mechanism increases at 
a much slower rate with the number of concurrent query issuers. The means that our 
proposed distributed context processing provides a significant improvement in terms 
of the average query response time, which conforms to the expectation.  
 
Figure 25 Average Query Time 
6.2.5.3 System Throughput 
Another performance indicator studied is system throughput that measures the 
maximum number of queries that can be processed within a given unit time interval. 
The system throughput closely relates to query processing, so we also evaluate the 
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proposed query processing mechanism with system throughput checking. Since 
counting the maximum number of queries handled is not easy especially for a 
distributed system, we measure the time consumed for a certain number of queries. 
Those methods with shorter total response time means that they can handle more 
queries in a given time period and have a higher throughput. Figure 26 illustrates the 
total response time for the case of different number of total queries issued with the 
condition that 30 users issue queries concurrently. From the figure, we observe that, 
compared with the centralized method, our proposed distributed context processing 
method requires shorter time to process the same number of context queries. This 
means that our proposed distributed context processing method can increase the 
throughput of the middleware with regards to the number of queries processed within 
a certain time period. 
 
Figure 26 System Throughput 
6.2.5.4 Time Breakdown 
One more approach to evaluate a query processing mechanism is to analyze how 
different operations affect the entire query response time. Hence, in this experiment, 
we analyze the time taken for different component operations included in the context 
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query processing. In this experiment, we divide the entire query processing into three 
parts: query preprocessing, query distribution and context processing. The query 
preprocessing event refers to the operations involved in query parsing and query 
analysis. The query distribution process refers to the flooding of the query to M/PSGs 
and local query processing in each M/PSG. This also includes the queuing time for 
issuing queries and reporting the context data to the query processor. The context 
processing operation refers to the task of processing the context data to generate the 
context data. The same approach described in Section 4.5.2.3 has been utilized to 
measure the time cost of different operations. Since different situations may produce 
different query response times as shown in Section 6.2.5.2, we analyze the time 
breakdown in the case of 20 M/PSGs issuing simple context queries concurrently and 
the result is shown in Table 4. From the table, we observe that the query 
preprocessing and the context processing time do not change too much but the query 
distribution is significantly improved. This is consistent with the design of the 
distributed context processing mechanism that relieves the workload and 
communication congestion of the Coalition-II middleware. As a result, the M/PSGs 
do not need to wait longer to issue queries and report context data. 






Query Preprocessing 2.3 2.2 
Query Distribution 8.9 3.2 




6.3 Processing of Single Complex Query  
In the previous section, we provide a solution to handle simultaneous simple 
context queries by distributing the context processing parts of different queries into 
different M/PSGs. Based on the proposed mechanism, we observe that system 
throughput has improved by processing those simultaneous simple context queries 
independently. However, as discussed previously, there is still another important 
limitation of the Coalition-I system that it can only handle simple queries, but cannot 
handle complex context queries. Additionally, nowadays, with the advance of 
context-aware computing, people and applications require more higher level of 
context data based on much more complicated query constraints than simple context 
queries which mostly concern primary context data only. In order to address this issue 
of supporting complex context queries, we propose this context processing 
mechanism to handle complex queries.  
The reason why Coalition can only handle simple queries is that the M/PSG can 
only handle simple queries. Hence, in order to extend Coalition-I to handle complex 
queries, the basic idea of this proposed mechanism is to divide each complex context 
query into a series of simple queries which can be processed separately by the new 
Coalition-II system, and then further orchestrate those intermediate query results to 
generate the final context data of the complex query. 
Hence, the main issues become how to divide a complex context query into a 
series of simple context queries, and how to orchestrate the results of the intermediate 
context queries to generate the final context data. In order to address these two issues, 




One of the main characteristics of complex queries is that each complex context 
query has a more complicated query constraint. In order to divide each complex query 
into a series of simple queries, we first need to divide the complicated query 
constraint into a series of simple constraints or predicates. Hence, we propose the 
concept of the Context Constraint Plan (CCP) to describe how the complicated 
constraints can be divided into simple constraints. This context constraint plan utilizes 
a binary tree to represent constraints of each complex context query. 
Based on the generated context constraint plan, we further convert each complex 
context query into a set of simple context queries, which is defined as a Context 
Query Plan (CQP). Additionally, we modify the previously proposed CQO to better 
present each complex query with this context query plan information so that 
communications between different components can be loosely coupled. 
Additionally, in order to process the query, we define the concept of the Context 
Processing Plan (CPP) that is generated by converting each CQO in the context 
query plan into a specific Context Processor (CP). The context processor indicates 
how higher level context data is produced by applying context processing operations 
on lower level context data. The context processing plan also indicates how the results 
of intermediate context queries are orchestrated together to generate the final context 
data.  
Based on this context processing plan, raw context data is fed into the context 
processors that generate the new context data and pass them to their successors. This 
process repeats until the root node generates the final context data. 
Through this mechanism, Coalition-II is able to handle complex queries that 
involve more context attributes of different domains with more constraints.  
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Additionally, with this design, computational complexities of complex queries can be 
reduced. In the following sub-sections, we are going to describe the context constraint 
plan, context query plan, CQO and context processing plan respectively, followed 
with the architectural design and work flow as well as experimental results. 
6.3.1 Context Constraint Plan 
One of the main characteristics of the CQO is that complex context queries 
usually have complicated constraint predicates while simple context queries often 
have simple predicates. In the problem of dividing a complex context query to a series 
of simple queries, one of the main issues is how to convert each compound constraint 
predicate into a series of simple predicates. Additionally, how the generated simple 
predicates are connected or integrated with each other to recover the original 
compound predicate.  
Before proceeding to the algorithm details, let us take a look at the format of the 
compound predicate and simple predicate first. Just as described in Chapter 5, we 
know a simple predicate has the format: attribute op constraint, for instance: 
person.name = “Ivan”. Compared to the simple predicate, a compound predicate is 
just a series of simple predicates connected by a logical connector (AND / OR) and 
parenthesis (). 
The parenthesis is used to indicate the precedence, while the logical connector 
indicates the relationship and is a binary operation. Hence, in order to better represent 
a compound predicate, we can use a binary tree to represent each compound predicate 
while each node indicates the logical connector and its left and right children 
indicating the left and right operands respectively.   
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Hence, we define this concept of the context constraint plan to represent the 
compound predicate of each compound query. This context constraint plan is a binary 
tree where each node represents the logical connector in the predicate and its children 
represents the left and right operands. An example of a context constraint plan is 
shown in Figure 27, which represents the search for whether there is an ongoing 
meeting in AmI Meeting Room and who are attendees.   
 
Figure 27 Example of Context Constraint Plan 
1 – office.projector = “on” 
2 – office.noiseLevel > 5 
3 – office.location = “AmI Meeting Room” 
4 – person.location = “AmI Meeting Room” 
5 – person.mic = “on” 
Original Constraint: ( office.projector = “on” AND office.noiseLevel > 5) AND office.location = 




The next step is how to parse and analyze one compound predicate to generate 
the proposed context constraint plan, which has three main issues. One is how to 
identify each simple predicate. Another is how to identify the logical connectors 
between simple predicates. One more is how to identify the calculation sequence of 
these predicates. 
Algorithm 1 elaborates how to convert a string of complicated predicates into a 
context constraint plan. As we know the proposed context constraint plan is a binary 
tree, we define the node as a connector with left and right nodes. The input of the 
algorithm is a string of compound predicates. The string is firstly split based on the 
defined delimiter (space) and produces a string array. In the next step, we need to 
identify the different components, namely predicate, logical connector (AND, OR) 
and parentheses (“(”, “)”) by re-assembling predicate components into simple 
predicates, which results a string list containing the logical connector, parenthesis and 
simple predicates only. In the next step, we convert the expression to a post-fix 
expression by using one stack to record logical connector and parenthesis, and another 
stack to record each node. By checking each item in the item list, if the item is “(”, we 
put it into connector stack. If the item is a simple predicate, we create a new node and 
add it into the node stack. If the item is a logical connector or “)”, we check the 
previous connector and put newly created nodes into the node stack. After finishing 
all the items, we check the connector stack to ensure all connectors and nodes have 
been added into the final context constraint plan. 
1. Algorithm: buildContextConstraintPlan(queryString) 
2. input  constraintString //complicated predicate string 
3. output context constraint plan 
4.  
5. // Step 1: parse the constraint of complex query 
6. String[] stringArray  constraintString.split(“ ”) 
7. define List<String> itemList  
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8. tempString  “” 
9. for each element in stringArray  
10.         if element is “(” or “)” or “AND” or “OR”  
11.                 if  tempString is not empty    
12.               itemList.add(tempString) 
13.                         tempString  empty 
14.                 end if 
15.                itemList.add(element) 
16.         else 
17.                 tempString += element 
18.         end if 
19. end for 
20.  
21. // Step 2: build plan tree 
22. define node = (connector, left child node, right child node) 
23. define stack connectorStack; // all connectors 
24. define stack nodeStack;  // all nodes 
25. for each item in itemList { 
26.         if item is “AND” or “OR” { 
27.                 while connectorStack is not empty and first connector is not “(”  
28.                         leftNode  nodeStack.pop() 
29.                         rightNode  nodeStack.pop() 
30.                         node  new Node(connectorStack.pop(), leftNode, rightNode) 
31.                         nodeStack.add(node) 
32.                 end while 
33.                 connectorStack.add(item) 
34.         else if item is “(”  
35.                 connectorStack.add(item) 
36.         else if item is “)”  
37.                 while first element of connectorStack is not “(”  
38.                         leftNode  nodeStack.pop(); 
39.                         rightNode  nodeStack.pop(); 
40.                         node  new Node(connectorStack.pop(), leftNode, rightNode) 
41.                         nodeStack.add(node) 
42.                 end while 
43.                 connectorStack.pop() 
44.          else  
45.                 node  new Node(item, null, null) 
46.                 nodeStack.add(node) 
47.          end if 
48. end for 
49.  
50. // Step 3: create node based on remaining connectors in connector list 
51. while connectorStack is not empty  
52.         leftNode  nodeStack.pop(); 
53.         rightNode  nodeStack.pop(); 
54.         node  new Node(connectorStack.pop(), leftNode, rightNode); 
55.         nodeStack.add(node) 




58. return first node in nodeStack; 
 
Algorithm 1: Context Constraint Plan Generation Algorithm 
6.3.2 Modified Context Query object 
In order to better represent the context query, we define the CQO in Section 6.2. 
However, in the previous section, context queries are mainly simple context queries, 
so the previously designed CQO cannot represent those complex context queries, 
especially when we add in this new proposed context constraint plan in our 
mechanism. Hence, in order to better represent those complex context queries, we 
modify the previous CQO by adding in the information of context constraint plan. 
Additionally, different from the single context attribute and single domain 
information of previous one, we change it to multiple context attributes and multiple 
domains now. An example of the modified CQO is illustrated in Figure 28. Based on 
this object, we can easily represent the query information without parsing it 
repeatedly. Additionally, the design of this object can help to create the context query 
plan at a later stage. 
 
Figure 28 Example of Modified Context Query Object 
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6.3.3 Context Query Plan 
Just as we discussed previously, in order to divide each complex context query 
into a series of simple queries, we propose this concept of the context query plan to 
represent how a complex context is divided into a set of simple context queries. Based 
on the above modified CQO, the context query plan is defined as a hierarchical tree 
with all nodes as different CQOs. The root is the CQO generated by the original 
complex context query, and the leaves are CQOs that represent simple queries that 
will be used to obtain the primary context data from different M/PSGs. In the 
following paragraphs, we describe the algorithms of converting a complex context 
query into a context query plan. 
Algorithm 2 elaborates how the context query plan is generated based on the 
information of the CQO and the context constraint plan. Algorithm 2 utilizes a sub-
algorithm named composeQueryObject to build the intermediate CQOs. The basic 
idea of this sub-algorithm is to identify domain information based on the context 
constraint plan, and filter out unnecessary context attributes based on the domain 
information. As shown in Algorithm 2, based on input of the given context constraint 
plan and parent CQO, it first creates a replica of the parent CQO named resultQO and 
assigns the given context constraint plan to resultQO. By checking each domain with 
the constraint plan in resultQO, unrelated domains are removed from resultQO and 
involved domains are added into the FROM clause. It then checks each context 
attribute with context constraint plan in resultQO, which removes those attributes not 
involved in the constraint plan and creates the SELECT clause based on included 
attributes. Based on the context constraint plan, the WHERE clause can be generated, 




Based on the composeQueryObject sub-algorithm, Algorithm 2 utilizes the 
algorithm generateContextQueryPlan to generate the context query plan for each 
complex query. It defines the context query plan node with four attributes: CQO, 
connector, left child and right child. The input of this sub-algorithm is the parent 
CQO parentQO and the output is context query plan. This sub-algorithm is a recursive 
algorithm. For each input parentQO, it reads the constraint node from parentQO and 
creates context query plan node planNode. The next step is to check the 
constraintNode. If constraintNode is a simple constraint node where both left and 
right children are null, the children of created planNode are also set to null. This is 
actually the base case of the recursion. If constraintNode is not a simple constraint 
node, this sub-algorithm creates the left and right children of planNode respectively. 
For the left child, it extracts the constraint plan from the left child of constraintNode 
and composes the CQO based on the composeQueryObject algorithm. Then the 
recursion happens, in which this generateContextQueryPlan algorithm is used to 
generate context query plan for the recomposed CQO. The result query plan is set to 
be the left child of planNode. Similar operations are applied to the right child. The 
final generated planNode representing context query plan is the final required result. 
Details of the algorithm are shown in Algorithm 2.  
 
1. Algorithm: generateContextQueryPlan(parentQO)   
2. define node = (query object, connector, left child node, right child node) 
3. input: parentQO -- original CQO  
4. output: context query plan  
5.  
6. constraintNode  parentQO.getConstraintPlan() 
7. planNode = new Node(parentQO, constraintNode.getConnector()); 
8. if constraintNode is simple node  
9.         planNode.leftNode  null 
10.         planNode.rightNode  null 
11. else if constraintNode is complex node 
12.        // left child 
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13.         leftConstraintPlan  constrainNode.leftNode 
14.         leftQO  composeQueryObject (parentQO, leftConstraintPlan) 
15.         leftPlanNode  generateContextQueryPlan (leftQO)  
16.         planNode.leftNode  leftPlanNode 
17.         // right child 
18.         rightConstraintPlan  constrainNode.rightNode 
19.         rightQO  composeQueryObject (parentQO, rightConstraintPlan) 
20.         rightPlanNode  generateContextQueryPlan (rightQO)  
21.         planNode.rightNode  rightPlanNode 
22. end if 
23. return planNode; 
24.  
25. // recompose CQO based on context constraint plan 
26. Sub-Algorithm: composeQueryObject (queryObject, constraintPlan) 
27. Input: queryObject--original CQO, constraintPlan 
28. Output: context query object 
29. String selectClause = “” 
30. String fromClause = “” 
31. resultQO  queryObject 
32. resultQO.constraintPlan  constraintPlan 
33. for each domain in resultQO  
34.         if constraintPlan does not contain domain  
35.                 resultQO.remove(domain) 
36.         else  
37.                 fromClause += domain 
38.         end if 
39. end for 
40.  
41. attributeList  resultQO.attributeList 
42. domainList  resultQO.domainList 
43. for each attribute in attributeList  
44.         for each domain in domainList 
45.                 if domain does not contain attribute 
46.                        attributeList.remove(attribute) 
47.                 else  
48.                        selectClause += attribute 
49.                 end if 
50.         end for 
51. end for 
52. whereClause  constraintPlan.whereClause 
53. queryString = selectClause + fromClause + whereClause 
54. return resultQO 
 
Algorithm 2: Context Query Plan Generating Algorithm 
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6.3.4 Context Processor 
As defined earlier, context processing is a global process of gathering and routing 
information through a single/multiple hop network, processing context at intermediate 
points with the aim of achieving higher level context data, thereby reducing the 
overall computation cost and improve performance. The primary context data can 
come from different context resources or different aspects of the same resources. 
Accordingly, the context processor is defined as the component taking charge of the 
context processing operations. The main task of the context processor is to apply the 
context-processing operations on a set of context data to generate a piece of higher 
level context data. As a result, the context query results are generated through a series 
of inter-connected context processing operations. 
Defining the context processor is important because it enables the independent 
context processing operations between different operations. As a result, we can handle 
the different CQOs created in the context query plan to produce the final context 
query results. Additionally, the context processor is also the basic unit of the proposed 
context processing plan that will be described in the next sub-section. 
Each context processor instance is defined with the following modules: 
Operation: which indicates the operation or method applied on the incoming 
context data to generate the output context data. 
Input Data: defines the type and set of context data the operation will work on. 
Output Data: defines the type of context data to generate. 
Successor: indicates the successor context processor that the generated context 
data will forward to. 
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Time Control: defines how long to wait for all context data come in. The whole 
context processing is decentralized into different steps. Each context processor needs 
to receive context data from one or more other context processors. As a result, we 
have a problem in controlling the waiting time versus the completeness of receiving 
all the context data. Hence, we use this parameter to control the waiting time.  
6.3.5 Context Processing Plan 
The context processing plan is an object that manages and controls how different 
types of operations are applied to various levels of context data to generate a specific 
piece of context data or to answer a specific context query. The context processing 
plan takes charge of how the complex queries and context data of simple queries are 
actually processed to generate the final context data. 
The context processing plan is generated based on the context query plan, so it is 
also represented by a hierarchical binary tree. The nodes of the processing plan are 
different context processors for context queries with different levels of complexities. 
Leaves are context processors handling simple queries, while intermediate nodes are 
context processors handling sub-complex queries derived from the original complex 
context query. The root node is the context processor that generates the final required 
context data.  
Algorithm 3 elaborates how the context processing plan can be generated based 
on the previous context query plan. The main idea is to convert each CQO to be 
applicable to an individual context processor. As shown in Algorithm 3, each context 
processor is defined with three parameters: processor ID, parent context processor and 
context query plan. Additionally, this algorithm also defines two global static 
variables: the query ID from original CQO, and an internal index ID with initial value 
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as zero. By taking the parent context processor parentCP and given the context query 
plan cqPlan as input, this algorithm generates a context processor. Similar to the 
previous context query plan generating algorithm, this algorithm also utilizes a 
recursive approach to generate the context processor tree. In each recursion of this 
algorithm, indexId is increased by one and new processor ID is generated by 
concatenating queryId and indexId. The algorithm then creates a new context 
processor newCP based on new processor ID, parent context processor and given 
context query plan. On one hand, if the given context query plan, which is represented 
by a context query plan node, does not have any children, both children of newCP is 
set to null. On the other hand, the left and right children of newCP are created 
accordingly. In order to generate the left child context processor of newCP, this 
algorithm reads the left child of cqPlan and then generates a new context processor 
based on this generateContextProcessPlan algorithm. The generated context processor 
is set as the left child of newCP. In a similar way, the right child of newCP is 
generated. Finally, newCP is the required context processor representing the context 
processing plan. 
1. Algorithm: generateContextProcessPlan (parentCP, cqPlan) 
2. input: parentCP -- parent context processor, cqPlan -- context query plan 
3. output: Context Processor 
4. define context processor = (processorId, parentCP, contextQP, leftChild, 
rightChild) 
5.  
6. queryId  parentCP.queryId 
7. indexId  0 
8. indexId++ 
9. currentId  queryId + indexId 
10. newCP = new Context Processor(currentId, parentCP, cqPlan); 
11. If cqPlan does not have any children  
12.         newCP.leftChild  null 
13.         newCP.rightChild  null 
14. else  
15.         // generate left child context processor 
16.         leftChildPlan  cqPlan.leftNode 
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17.         leftChildCP  generateContextProcessorPlan(newCP, leftChildPlan) 
18.         newCP.leftChild leftChildCP  
19.         // generate right child context processor 
20.         rightChildPlan  cqPlan.rightNode  
21.         rightChildCPgenerateContextProcessorPlan(newCP, rightChildPlan) 
22.         newCP.rightChild  rightChildCP  
23. end if 
24. return newCP 
 
Algorithm 3:  Context Processing Plan Generating Algorithm 
6.3.6 Framework Architecture 
In this section, we present the architectural details of the proposed mechanism as 
shown in Figure 29.  
Query Analyzer: takes charge of query parsing and query object generating. On 
one hand, in the query parsing operation, according to the defined CQL, it checks the 
syntactical correctness of incoming context queries. It also checks the validity of 
context attributes and context domains that are in the query with the global schema. 
On the other hand, it extracts query information such as context attributes, context 
domains and query constraints from the parsing result.  
CCP Manager: creates the Context Constraint Plan of incoming context queries 
based on the query constraint extracted by Query Analyzer. Just as described earlier, 
it divides the compound predicate into a tree of simple predicates. Based on other 
information extracted by Query Analyzer, the CQO is built.  
CQP Generator: produces the context query plan for each query. The inputs of 
this component are the CQOs generated by CCP Manager. By checking the Context 
Constraint Plan of the query object, it utilizes the query plan generation algorithm to 
divide a complex query into various sub-queries and simple queries and build the 




Figure 29 Architecture Diagram 
CPP Manager: generates the context processing plans for different context 
queries. By taking context query plans as the input, it goes through each query object 
in the query plan tree and converts them into different context processors utilizing the 
processing plan generation algorithm. As a result, each context query plan will result 
in a tree of context processors of the context processing plan.  It manages various 
context processing plan instances for different context queries. According to the 
context processing plan generated earlier, a corresponding tree of context processor 
instances are created and managed. With the knowledge of the process plan tree, it 
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receives raw context data from M/PSGs and feeds to the corresponding context 
processors to generate the final context data. 
Process Plan Distributer: disseminates the context query and processing 
instructions to the M/PSGs and corresponding components. Instructions contain query 
related information as well as the corresponding context processor information.   
6.3.7 Query Processing Flow 
We describe the operational workflow of proposed mechanism in this section. As 
shown in Figure 30, the whole process is initiated by an application issuing a context 
query to its host M/PSG.  After generating a unique query ID for the query, the host 
M/PSG forwards the query to the query processor in the Coalition-II middleware. 
Subsequently, the query analyzer parses the query both syntactically based on the 
defined CQL syntax and semantically based on the global schema. The CCP Manager 
then creates the context constraint plan and generates the CQO for each query. 
Subsequently, CPP Manager will go through and apply the query plan generation 
algorithm on the query object to generate a query plan tree for this query. After the 
query plan tree is created, the CPP Manager checks each CQO in the context query 
plan and creates the corresponding context processors utilizing the proposed context 
processing plan generation algorithm to build the processing plan tree. Subsequently, 
the context processing plan distributor translates the query process plan into different 
instruction sets and forwards this to the process plan manager and the M/PSG context 
managers, respectively. On one hand, after receiving instructions, the process plan 
manager will create various context processors and build the processing tree 
accordingly, and then wait for the incoming context data to trigger the data processing 
operations. On the other hand, when receiving instructions, the M/PSG will retrieve 
context data locally and report to the query processor in the Coalition-II middleware. 
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The processing plan controls and manages the context processors to process context 
data step by step to generate the final context data that is conveyed to the query issuer.   
 
Figure 30 Workflow of Query Processing 
 
6.3.8 Mechanism Validation 
In order to validate the proposed mechanism, a prototype of the proposed 
mechanism has been implemented and integrated with Coalition-II. Since the main 
objective of this mechanism is to improve the query processing capability in handling 
complex queries, we will first utilize a case study approach to elaborate how a real 
complex query can be processed by the proposed mechanism. Also, since overhead is 
an important indicator of complex queries, overhead is also analyzed as well as the 
complexity of proposed plans. In addition, the query response time is measured to 
validate the query processing performance of proposed mechanism. Furthermore, in 
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order to have a close look at how different operations affect the query response time, 
a time breakdown is measured for query processing operations.  
6.3.8.1 Experimental Setup 
Coalition-II, including various CSGs and SCs, is run on a Dell PowerEdge T300 
server that has a Quad-Core Intel Xeon CPU@2.83 GHz CPU and 8GB memory 
running Windows Server 2008 OS. M/PSGs are emulated by Dell Optiplex 755 PC 
that has an Intel(R) Core(TM) 2 Duo @ 2.66 GHz CPU and 3.25GB main memory 
running window XP OS. Based on these devices, we simulated five context domains: 
PERSON, HOME, OFFICE, SHOP and CLINIC and 51 M/PSGs are simulated for 
each domain. The following example query is utilized to validate the proposed 
mechanism.  
Example Query 
SELECT person.name, person.preference, shop.name, shop.type   
FROM person, shop   
WHERE  ( ( person.location = “vivo_level_one” AND person.preference = 
“gift” )  AND ( shop.location = “vivo_level_one” AND shop.type = “gift” ) )  
OR ( ( person.location = “vivo_level_two” AND person.preference = 
“electronics” ) AND ( shop.location = “vivo_level_two ”AND shop.type = 
“electronics” ) )  
This example query looks for (person, shop) pairs based on the location 
information of people and shops as well as the personal preference and shop type. 
Two different location instances (“vivo level one” and “vivo level two”) are used and 
two types (“gift” and “electronics”) are used. The query is a complex query 
concerning two different domains (“person”, “shop”). In the following sections, we 
will show how the proposed algorithms and mechanisms can be utilized to handle this 
complex context query. 
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6.3.8.2 Capable of handling complex queries (elaborate the plan tree) 
The main objective of this proposed mechanism is to handle complex context 
queries. This study is a typical approach to demonstrate how the proposed idea or 
mechanism works, so, in order to demonstrate how the proposed mechanism handles 
complex queries, we show how a complex context query like the example query can 
be processed based on the processed mechanism in this section. The main idea of this 
mechanism is to divide each complex context query into a series of simple context 
queries that can be processed individually in each M/PSG, so we focus on showing 
how the sample complex query can be represented by a context query plan tree. The 
generated series of simple queries are represented by the context query plan. Figure 
31 is the context query plan of the example context query, from which we can see the 
complex context query is finally decomposed into eight simple context queries. As a 
result, those eight simple context queries are distributed into corresponding groups of 
M/PSGs that will report the necessary primary context data to the query processor 
component of the Coalition middleware server. After receiving the primary data, the 
query processor will apply further processing operations to convert the primary 
context data into the final required information. Based on this mechanism, we can see 




Figure 31 Example of Context Query Plan 
1 – SELECT xxx FROM PERSON WHERE person.location = “vivo level one” 
2 – SELECT xxx FROM PERSON WHERE person.preference = “gift” 
3 – SELECT xxx FROM SHOP WHERE shop.location = “vivo level one” 
4 – SELECT xxx FROM SHOP WHERE shop.type = “gift” 
5 – SELECT xxx FROM PERSON WHERE person.location = “vivo level two” 
6 – SELECT xxx FROM PERSON WHERE person.preference = “electronics” 
7 – SELECT xxx FROM SHOP WHERE shop.location = “vivo level two” 
8 – SELECT xxx FROM SHOP WHERE shop.location = “electronics” 
 
6.3.8.3 Overhead, Plan Complexity and Network Transmission 
In order to validate the proposed mechanism in handling complex context queries, 
three aspects are important for the analysis: query overhead of complex query, 
complexity of proposed plans and network transmission cost. In this experiment, we 
analyze these three aspects for the proposed mechanism. First, according to the 
calculation method described in Section 5.4.2, we can obtain the overhead of this 
sample complex query is 0.145  47/324, which is a relatively small overhead 
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compared to the overheads of examples shown in Section 5.4.2. Second, we take a 
look at the complexity of proposed plans. In this mechanism, we propos three plans: 
context constraint plan, context query plan and context processing plan. Based on the 
algorithms described in Section 6.3, we can see that these three plans actually utilize 
the same data structure, namely the binary tree structure, which means the complexity 
for the three plans will be the same. From Section 6.3.8.3, we can see that the context 
query plan tree includes 15 nodes, so the time complexity in big O notation of these 
plan trees will be: average case: space-O(15), search-O(log 15), insert-O(log 15), and 
delete-O(log 15); worst case: space-O(15), search-O(15), insert-O(15), and delete-
O(15). In fact, since the binary trees of our plans are usually not very big, so the 
complexity is relatively small for our plans. Third, we calculate the network 
transmission cost by counting the number of transmissions required in collecting 
context data for the sample query. In the experimental setting, we simulate 51 
M/PSGs for each domain, and each attribute only has three different values. Since 
only those M/PSGs that satisfy the constraint presented by the simple predicate will 
report data to the query processor, there will be 17 network transmissions for each 
simple predicate. Since there are 8 simple predicates in the example query, the total 
number of context data report to the central query processor is 136 = 17 x 8, which 
means that the number of network transmissions is 204. From the above analysis of 
these three aspects, we observe that the overhead is relatively small due to the 
utilization of proposed SQL-like CQL. The complexity is actually not very high 
because our context plan trees are relatively small. However, the network 
transmission is a bit high, which will be improved by the mechanism proposed in 
Section 6.4.  
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6.3.8.4 Average Response Time  
Since the main functionality of this proposed context processing mechanism is to 
handle complex query, in which the query response time is an important indicator to 
validate the mechanism. Hence, in this experiment, we validate the mechanism by 
measuring the average query response time of context queries. In addition, since the 
query response time can be affected by the number of concurrent context queries 
handled in the system, the query response time is measured for different numbers of 
simultaneous complex context queries. The experimental results are shown in Figure 
32, from which we can observe that the average response time keeps on increasing 
with the number of simultaneous queries increasing, which conforms to the 
expectation. This means that the mechanism does have the capability to handle 
complex context query now, but it will encounter a performance issue with 
simultaneous context queries, which we will address on in next Section 6.4 with an 
improved context processing mechanism.  
 




6.3.8.5 Time breakdown 
Another approach to analyze the query processing is to check time cost for 
different operations in the entire query processing through time breakdown, so, in 
order to further analyze how the proposed mechanism can handle complex context 
queries, we measure the individual response time of each operation. Similar to 
Section 6.2.5.4, the same approach described in Section 4.5.2.3 is utilized to measure 
the time cost of different operations. The query response time varies with the number 
of concurrent complex queries issued to the system, so we analyze the time 
breakdown with one query issuer only in this experiment. The time breakdown is 
shown in Figure 33, which include seven different operations. Through the diagram, 
we can see that the operations of the distributed processing plan and collecting data 
from the M/PSGs are the two costly operations. The reason behind this is that, since 
the proposed mechanism divides the sample complex context query into eight simple 
context queries, the query processor needs to forward all these eight simple context 
queries to the corresponding M/PSGs. For each simple query, there is a data 
collection process, so the context data collection becomes the second most costly 
operation. This issue will be addressed in Section 6.4 with an improved context 
processing mechanism. Different M/PSGs report context data to the query processor 
of Coalition-II based on context query constraints. Since different M/PSGs may 
receive the query in different time due to the query flooding through the P2P network, 
the context reporting of different M/PSGs happen in different time, which results an 




Figure 33 Response Time Breakdowns 
 
6.4 Distributed Context Processing for Simultaneous Complex Queries 
In the previous section, we have shown how the proposed decentralized query 
processing mechanism can improve Coalition with the capability to handle complex 
queries. As a result, a complex context query can be properly processed by the system 
by collecting various raw data from different M/PSGs and further processing them to 
produce the required context data centrally. However, this centralized approach still 
suffer from the issue of handling simultaneous context queries, just as what we have 
discussed in section 6.2 where we stated that the previous system cannot handle 
simultaneous simple context queries.  
In order to address this issue, we propose and develop this distributed context 
processing mechanism to handle and process simultaneous complex context queries 
by integrating the concepts and mechanisms provided in sections 6.3 and 6.4. The 
approach is to utilize the ideas proposed in section 6.3 to divide each complex context 
query into a series of simple context queries for further processing. Additionally, 
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instead of processing all the intermediate queries centrally in Coalition, we distribute 
the intermediate context processors into different computing devices such M/PSGs or 
SCs or Context Space Gateways. Further, by further extending the ideas proposed in 
section 6.2, we shift the query parsing and analysis part into each M/PSG so that the 
computation load of the Coalition can largely be reduced and the resource utilization 
rate can be improved.  
In order to divide the complex context queries to simple queries, we follow and 
utilize the mechanism proposed in section 6.3 as well as the concepts defined, such 
context constraint plan, context query plan and context processing plan. Additionally, 
since we need to distribute intermediate context processors into different computing 
devices, we need a mechanism to manage the device information as well as the 
context processor deployment.  
There are two main issues to be solved in developing this proposed query 
processing and context processing mechanism. One is how to convert the centralized 
query processing mechanism into a distributed approach, in which we also need to 
solve the issue of how to extend other components like CSG, SC and M/PSG with the 
capability of processing context data. Another issue is how to manage the information 
of computing capability of different devices to select and deploy the context 
processors accordingly. 
In the following sub-sections, we will elaborate on how the computing devices 
are managed as well as how different context processors are deployed, followed by 
how each component can be extended with the capability of context processor 
management and how different parts of the context query processing can be shifted to 
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the M/PSGs. Subsequently, we describe the architecture design with work flow 
illustration, followed by performance evaluation. 
6.4.1 Distributed Query Processing Mechanism 
The main idea of this distributed context query processing mechanism is to 
distribute the query processing operations from Coalition to other computing devices 
as much as possible. By considering the fact that applications are usually hosted on 
M/PSGs, the proposed mechanism will try to move operations of query processing to 
the M/PSGs.  
In Section 6.2, in order to handle simultaneous simple context queries, we have 
proposed the idea of distributing the context processing operations of different context 
queries into different M/PSGs and have shown that the system throughput in terms of 
number of context queries processed is improved. However, in the mechanism 
proposed in Section 6.2, other operations of query processing like query parsing and 
analyzing are still handled by Coalition. This new proposed mechanism is going to 
take one more step than the idea proposed in Section 6.2 by moving other operations 
to the M/PSGs as well. 
Additionally, since we are going to utilize the idea proposed in Section 6.3 to 
handle complex context queries, in this new proposed mechanism, M/PSGs also have 
to take charge of generating the modules proposed in Section 6.3, such as the context 
constraint plan, context query plan and context processing plan. Based on this 
proposed mechanism, each M/PSG will be extended with the query processing 
capability to take care of most parts of the query processing operations. As a result, 
different context queries will be processed by different M/PSGs as independently as 
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possible so that the system throughput in terms of number of processed context 
queries can be further improved.  
In order to distribute the operations of query processing, we need to take a look at 
the query processing flow to identify how the entire context query processing flow 
can be divided into different parts and how each part can be properly moved to the 
M/PSG. Based on the description in Section 6.3, we can roughly divide the entire 
processing flow of complex context queries into five basic parts: query analysis, plan 
creation, plan distribution, M/PSG context retrieval and context processing.  
The query analysis parses the incoming context query and extracts information 
from it. The parsing operation is mainly a syntax check based on the proposed CQL 
syntax. Similarly, the information extracting is mainly to create the CQO by checking 
the required context data, context domains and constraints. Hence, this part can easily 
be shifted to the M/PSG without extra actions. 
The plan creation part consists of creating of the context constraint plan, context 
query plan and context processing plan. All these three plans are generated based on 
the original complex context query only and are independent of the Coalition 
components, so this plan creation operation can easily be shifted to M/PSG. 
The plan distribution disseminates the instructions of the context processor 
creation into the selected component. This includes obtaining the network address of 
each selected component, which makes it closely dependent on Coalition. In order to 
solve this issue, we enable Coalition to be remotely accessible to obtain the network 
information of these components, which will enable the M/PSGs to disseminate the 
plan instructions to different components. 
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The M/PSG context data retrieval is an operation inside the M/PSGs by its nature, 
so no further changes are needed. The context processing has been distributed into 
different M/PSGs as described in Section 6.2. In this new proposed mechanism, we 
just need to further improve it by enabling the context processing capability with 
other components like CSGs and SCs.   
From the above descriptions, we observe that the distributed query processing 
can be realized by moving all the query processing operations from Coalition to the 
M/PSGs or other component.  
Another issue is to extend all involved computing devices with the capability of 
processing context data. We address this issue by extending each computing device 
with the capability of context processor management capability. By designing a 
context processor manager in all the CSGs, SCs and M/PSGs, we can utilize the 
compute power of all these computing devices and relieve the computation workload 
of the Coalition. In the next subsection, we discuss how different computing devices 
can be managed and utilized for context processing.  
6.4.2 Computing Power Management 
With the advances of computing technologies, small devices with proper 
computing capabilities become more and more popular. In order to realize the 
distributed context data management, Coalition designed different components to 
realize different functionalities, such as PSGs, CSGs and SCs. All of these 
components are implemented utilizing different computing devices. In fact, during the 
Coalition execution, computational capacities of most of these devices are not fully 




In order to better manage and utilize the computing power of those devices, we 
propose this computing power management mechanism. In this mechanism, we define 
computing power as device type (Desktop, Laptop, Smartphone), CPU power and free 
memory size. 
In order to manage the computing power status of each device in real time, we 
utilize a two-step method to monitor them. In the first step, we track the computing 
power of each device through a profile of computing capabilities. At the moment of 
joining Coalition, besides the normal communication, each device needs to upload its 
computing power profile which contains information on computing power like CPU 
power, memory size and so on. In the second step, we try to monitor the workload of 
each device in runtime so that fresh information of computing power can be 
calculated. We define the workload mainly as the number of context processors 
running. For each context processor, based on the complexity, we give a number to 
represent its workload. In order to know the latest free computing power and 
heaviness of workload of each device, we utilize a polling-based method to 
periodically retrieve the latest computing power information from each device.  
The next step is to select the proper computing devices for each context 
processors. This selection can be affected by the following four aspects: 
a. The context domain and attribute information of the input context data of the 
context processor affects the selection of the processor positions. We have a guideline 
to process the context data from the same domain in the corresponding CSGs or SCs, 
so this will narrow down the computing device selection into a relative group. 
Additionally, since each context domain is equally queried, the load is automatically 
balanced between different CSGs and SCs.  
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b. The role of the computing device also has an influence on the selection. We 
have a guideline to process context data as early as possible so that unnecessary 
network communications can be avoided. For context data from an individual M/PSG, 
the context processor will definitely be allocated on that M/PSG, while for context 
data from the context domain and the same SC, the processor will be allocated in the 
SCs. CSG will be selected to process data from same context space but different 
semantic clusters.  
c. The computational power that is defined by CPU power and memory size also 
has an important influence on the context processor location selection. The guideline 
is to allocate processors to computing devices with higher computational power.  
d. The number of running context processors also affects the allocation of context 
processors. Devices with a small number of context processors should have higher 
priority to be selected for creating context processor. 
Based on these four aspects, each context processor of the context processor plan 
will be allocated into a specific computing device in runtime. Subsequently, 
instructions will be disseminated to each corresponding devices to create processors 
and process context data.  
6.4.3 Framework Architecture 
In this section, we present the architectural details of the proposed distributed 
context processing mechanism as shown in Figure 34. Most of the components have 
the same functionalities as described in Section 6.3 but just have been shifted to 
M/PSGs, so we just give brief descriptions on those components but give more details 
on new added components.  
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Query Analyzer: parses the incoming query and extracts query information such 
as context attributes, context domains and query constraints from the parsing result to 
create a query object instance for each query.  
CCP Manager: builds the context constraint plan and generates the CQO for 
each complex context query.  
CQP Manager: produces the context query plan for each query. Based on the 
context query plan generating algorithm, the incoming CQO is converted into the 
context query plan.  
CPP Manager: generates the context processing plans based on the generated 
context query plan. It also manages the context processing for different context 
processing plans.  
Computing Power Manager: manages the computing power information of 
each computing devices associated with the Coalition middleware. It also records the 
number of context processors running in each computing device. 
Processor Selector: selects the proper computing device for each context 
processor in the context processor plan based on the rules defined previously.  
Processing Plan Distributor: disseminates the instructions of the context 
processor creation and context processing to corresponding devices like SCs and 
M/PSGs. Instructions consist of how to create the processor, how to process incoming 
context data and where to report the result.  
Context Processor Manager: takes charge of context processor creation and 
deletion. It manages the information of all context processors so that it can provide 
the information for context processor lookup queries. Each computing device 
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associated with Coalition is implemented with this component. As a result, each 
computing device becomes capable to process context data.  
M/PSG Context Manager: takes charge of the local context data management 
and context data retrieving. On one hand, it utilizes an attribute-value pair based 
context modeling technique to model and represent context data. On the other hand, it 
has the capability to retrieve context data based on simple queries. Additionally, it is 
capable of creating local context processors to generate higher level context data by 
aggregating or merging results from more simple queries locally.  
 
Figure 34 Framework Architecture 
 
6.4.4 Workflow 
We elaborate the workflow of the proposed distributed context processing 
mechanism in this section. The significant difference between this workflow 
compared to the mechanism described in Section 6.3 is that most of the query 
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processing operations have shifted from Coalition middleware to the M/PSG. 
Additionally, the entire context processing process is divided into different parts and 
executed in different devices. As shown in Figure 35, the whole process is initiated by 
an application issuing a context query to its host M/PSG. After assigning an ID to the 
query, the query analyzer parses and analyzes the query. The CCP Manager then 
builds the context constraint plan and generates the CQO. Subsequently, the CQP 
Manager goes through and applies the query plan generation algorithm on the query 
object to generate a query plan for this query. After the query plan tree is created, the 
CPP Manager checks each sub-query in the plan tree and converts them into context 
processors utilizing the proposed processing plan generation algorithm to build the 
processing plan tree.  By checking the computing power information with the 
Coalition middleware, the CPP Manager decides on the location of each context 
processor. Subsequently, the processing plan distributer translates the context 
processing plan into different instruction sets and forwards to the SCs and M/PSGs. 
On one hand, after receiving instructions, the corresponding processor manager 
creates various context processors accordingly, and then waits for the incoming 
context data to trigger the data processing operations.  On the other hand, when 
receiving instructions, the M/PSG will retrieve context data and reports to the context 
processor indicated in the instruction. The context processing plan controls and 
manages the context processors to process the context data step by step to generate 
the final context data. In the last step, the host M/PSG will return the final result to 




Figure 35 Workflow of Query Processing 
 
6.4.5 Performance Evaluation 
In order to evaluate the performance of the proposed mechanism, a prototype of 
proposed mechanism has been implemented and integrated with Coalition, leading to 
Coalition-II. The main objective of this mechanism is to solve the problem caused by 
the centralized processing approach in handling simultaneous complex queries, so the 
centralized context processing method is utilized as a benchmark to evaluate the 
performance of this proposed distributed context-processing mechanism. Compared to 
the centralized context processing approach, this proposed distributed mechanism 
should have a significant improvement in terms of network transmission, so we first 
analyze the network transmission cost in both approaches. In addition, since the main 
objective of this mechanism is to improve the system performance in handling 
simultaneous context queries, we will next evaluate the query response time under the 
condition of full load. This full load mode means each query issuer issues complex 
queries into Coalition one after another without any sleep interval. In addition, since 
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the full-load mode is the extreme case in receiving complex queries from applications, 
a Poisson mode is designed to evaluate system performance, in which complex 
queries come to Coalition in a Poisson distribution manner. This Poisson distribution 
can better represent how the application issues queries in the real world.  
6.4.5.1 Experimental Setup 
Coalition-II, including various CSGs and SCs, is run on a Dell PowerEdge T300 
server that has a Quad-Core Intel Xeon CPU@2.83 GHz CPU and 8GB memory 
running Windows Server 2008 OS. M/PSGs are emulated by Dell Optiplex 755 PC 
that has an Intel(R) Core(TM) 2 Duo @ 2.66 GHz CPU and 3.25GB main memory 
running window XP OS. We simulated five context domains: PERSON, HOME, 
OFFICE, SHOP and CLINIC and 51 M/PSGs are simulated for each domain. The 
following sample complex context query is continuously issued by different M/PSGs 
to measure the average query time and system throughput. With this experimental 
setup, we evaluate the proposed mechanism with following experiments.  
Example Query 
SELECT person.name, person.preference, shop.name, shop.type   
FROM person, shop   
WHERE  ( ( person.location = “vivo_level_one” AND person.preference = “clothes” )  
AND ( shop.location = “vivo_level_one” AND shop.type = “clothes” ) )  
OR ( ( person.location = “vivo_level_two” AND person.preference = “electronics” 
AND ( shop.location = “vivo_level_two ”AND shop.type = “electronics” ) )  
OR ( ( person.location = “vivo_level_three” AND person.preference = “gift” ) AND 
( shop.location = “vivo_level_three” AND shop.type = “gift” ) ) 
This example query aims to look for (person, shop) pairs based on the location 
information of people and shops as well as the personal preference and shop type. 
Three different location instances (“vivo level one”,  “vivo level two” and “vivo level 
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three”) are used and three types (“clothes”, “electronics” and “gift”) are used. The 
query is a complex query concerning two different domains (“person”, “shop”). 
6.4.5.2 Number of Network Transmissions 
One important feature of this distributed context processing mechanism is to 
process the context data at as low a level as possible so that unnecessary network 
transmissions can be avoided. In this section, we analyze how network transmissions 
have been saved by using the proposed distributed context processing mechanism 
using the example query.  
 We calculate the number of network transmissions for the centralized 
approach first. In the experimental setting, we simulate 51 M/PSGs for each domain, 
and each attribute only has three different values. Since only those M/PSGs that 
satisfy the constraint presented by the simple predicate will report data to the query 
processor, there will be 17 network transmissions for each simple predicate. Since 
there are 12 simple predicates in the example query, the total number of context data 
report to the central query processor is 204 = 17 x 12, which means that the number of 
network transmissions is 204.  
 We compute the number of network transmission for the proposed distributed 
approach. According to the proposed algorithm of the distributed context processing 
mechanism, the example query will be processed by a 3-tier processor tree. The 
bottom tier processors are inside each M/PSG to aggregate context data from the same 
M/PSG, namely handle each person.location = “xxx” AND person.preference = “xxx” 
and the same for shops. Since we have 6 sets of those kinds of predicates, the total 
network transmissions from the M/PSGs becomes 102 = 17 x 6, which is half of the 
network transmissions compared to the centralized approach. However, this 
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distributed approach utilize a middle tier of processors  (SCs) to aggregate context 
data from the M/PSGs, so there will be another 6 more network transmissions, so the 
total number is 108. Based on the above calculation, we can observe that the proposed 
distributed approach reduces to half of the number of network transmissions for one 
single complex context query arising from the example query. Other complex context 
queries may not have such a significant improvement, but there will be improvement 
as long as we can push down some of the context processors into each M/PSG. 
6.4.5.3 Average Query Response Time – Full Load Model  
The main objective of this proposed distributed context processing mechanism is 
to address the issue of degraded system performance in handling simultaneous context 
queries from different users. In this experiment, we measure the average response 
time of each context query versus the number of query issuers who are issuing context 
queries. The full load mode means that each issuer generates context queries in a 
continuously exhaustive manner, namely each issuer will immediately issue another 
context query after the result of previous context query is returned. The centralized 
approach is utilized as a benchmark for evaluation. By increasing the number of query 
issuers from 5 to 50, we collect a set of data that is shown in Figure 36. From the 
figure, we observe that both approaches have increased average response times as the 
number of query issuers increases. However, the average response time of the 
centralized approach increases much faster than the proposed distributed approach as 
expected, which implies that the proposed distributed context processing mechanism 




Figure 36 Average Response Time – Full Load Model 
 
6.4.5.4 Average Response Time – Poisson Model 
In the previous experiment, we simulate incoming context queries by an 
exhaustive full load model. However, in the real world, context queries are seldom 
generated in a continuous manner by each user, but rather randomly and this could be 
based on a Poisson model shown in Equation 1. Hence, in this experiment, we check 
the system performance by modeling the queries generated by each user with load 
arrivals based on a Poisson distribution. The  value is defined as 0.1, which 
corresponds to query rate 0.75 query/minute. This value is selected based on the 
average response time in case of 25 concurrent query issuers in Section 6.4.5.3, which 
is the middle number of all the cases. We cannot select too large a number for  as 
this will make the experiment too close to full load mode. We also cannot select too 
small a number for  as this will avoid concurrent queries. Similar to the full load 
model, experiments are conducted for different number of query issuers from 5 to 50, 
which means that each query issuer will generate query based on the Poisson model. 
The experimental results are shown in Figure 37, from which we observe that the 
average response time of the centralized approach increases very quickly, while the 
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response time of proposed mechanism increases very slowly. This implies the 
proposed approach should have a much better performance in handling simultaneous 
context queries in real cases and conforms to our expectation. 
 
Equation 1 Poisson Distribution 
 
 
Figure 37 Average Response Time -- Poisson Model 
 
6.5 Related Work Discussion 
As summarized in Section 2.5, prior works dealing with context processing can 
be classified into three types: centralized context processing approach designed for 
single space or domain like CoBra [19], Semantic Space [59], Context Management 
Framework (CMF) [58] and Hydrogen [49]; centralized context processing approach 
designed for multiple domains like SOCAM [20], CASS [31], C-CAST [65] and 
iCROSS [42]; and distributed approach like Solar [40], COPAL [66] and Liquid [30].  
200 
 
We observe that both the first and second types of context-aware systems utilize a 
centralized approach to process context data. In these systems, data is usually 
collected into a single point to store. A central component is designed to handle all 
context queries and to apply operations on the context data. Just as we discussed in 
Chapter 1, the centralized approach eases the design and development of context 
aware systems, but is not efficient and is prone to single point of failure. The third 
type of systems utilizes a distributed approach to process context data, but the 
distributed process still relies on application developers to define manually in advance 
their requirements, which restricts the capability and flexibility of query handling.  
Compared to these systems, our proposed mechanism targets on processing 
context data from multiple domains in a distributed manner. Unlike the first type of 
context processing, our mechanism can support context data from various context 
domains, which largely enhance the type of context data that can be obtained from the 
system. Additionally, different from the centralized approach that keeps all data in a 
single server, our mechanism stores data in a distributed manner by letting each 
M/PSG keep its own data. Compared to the centralized approach that requires each 
context source to continuously update its context data with the central server, our 
approach can reduce the network communication cost significantly by updating the 
context data locally inside the physical space. This also eases the access control for 
security and privacy purpose.  
Additionally, our proposed mechanisms process context data in a distributed 
manner in two perspectives. First, our mechanism may distribute the context 
processing operations of a single query into different components. Second, our 
mechanism handles different context queries in different components. Based on this 
mechanism, more computing resource have been utilized to handle queries, which 
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conforms the trend of pervasive computing. This conforms to other distributed 
context processing mechanisms that aims to distribute computations into different 
computing devices. As a result, entire context query processing operations can be 
supported by normal computing devices like smartphones. In contrast, type one and 
type two handling all query processing operations in a central server creates a high 
computing capability requirement on the server machine.   
Furthermore, compared to other distributed context processing mechanisms, our 
proposed mechanism can automatically build the distributed processing plan and 
process the context data accordingly. The distributed processing plan defines how 
each operation is executed and how different operations are linked to orchestrate the 
final result, which is obviously an essential part of distributed context processing. 
Prior systems utilize a manual approach to define this distributed processing, which is 
inefficient and restrictive. This manual approach also complicates the application 
development because developers need to specify each required context source and 
indicate the context data flow to generate the required context data. As a result, 
application developers will be coupled to the underlying details of context data 
management, which contradicts the objective of context-aware system that makes 
context data management transparent to developers. In contrast, our proposed 
mechanism can automatically build the distributed processing plan and process 
context data accordingly, which makes the context data management truly transparent 
to the applications.  
6.6 Summary 
In this chapter, we have proposed and evaluated a different distributed 
mechanism to handle context queries. First, in order to handle simultaneous simple 
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context queries, we divide the entire query processing flow into five steps. By 
defining the CQO concept, those five steps can be loosely coupled and be 
independent. As a result, we can distribute the final context-processing step to 
different M/PSGs to improve the system throughput. Second, in order to handle 
complex context queries, we have proposed a method to decompose each complex 
context query to a tree of less complex intermediate context queries and to a series of 
simple context queries in the leaves of the tree. By processing the simple context 
queries in the leaves and orchestrating the results of intermediate context queries, we 
can finally generate the context data for the complex context queries. Third, in order 
to address the issue of handling simultaneous complex context queries, we have 
designed and developed the distributed context query processing mechanism by 
integrating the ideas of the previous two mechanisms. This proposed distributed 
context query processing mechanism lets each M/PSG do the query parsing and 
analysis operations, and then create the context constraint plan, context query plan 
and context processing plan. Based on the context-processing plan, it will distribute 
the context processors into different computing devices like M/PSGs, SCs and 
Context Space Gateways, which processes the lower context data and generates the 
higher level context data. As a result, the entire context processing operations are 
distributed into different devices and the overall system throughput and resource 
utilization are improved. Based on the design and development of these mechanisms, 
the Coalition system can handle simultaneous context queries in a distributed manner 
to improve system throughput. Additionally, the system is extended to have the 







CONCLUSION AND FUTURE WORK 
 
 
This chapter concludes the thesis. Section 7.1 summarizes the research work we 
have done to resolve the problems as raised in the introduction. The respective 
contributions and observations are mentioned. Section 7.2 discusses some potential 






The paradigm of Ubiquitous Computing (UbiComp) envisions a future of 
Information Technology (IT) that can be seamlessly integrated with people’s daily 
living to provide communication and computing services to people in a more flexible 
manner. As an essential part of UbiComp, context-aware computing aims to provide 
information anytime and anywhere. With context awareness, applications can 
recognize user situations as well as detect the changes of the surrounding environment, 
and adapt to these changes automatically without specific user intervention.  
In order to realize this context awareness, context data should be properly 
modeled and managed, which is an important part of context-aware computing and 
this is termed as context data management. Generally speaking, context data 
management includes context modeling, context gathering, context interpretation, 
context processing and context dissemination. Among these tasks, context modeling 
takes charge of how to represent context data, while context processing is responsible 
for generating higher level context data by orchestrating context data from different 
context sources. 
The main deliverables and achievements of this thesis can be summarized into 
three main aspects: (i) the proposal and design of the mobile space and the MPSG 
framework to model and manage context data of mobile entities. (ii) the design of the 
SQL-like CQL that provides an easy-to-use interface for context data management 
that addresses complicated context queries. (iii) the design of the distributed context 
processing mechanism that enhances the context-aware system with the capability to 
handle complex context queries in a distributed manner. The technical contribution 
details of this thesis are elaborated as following: 
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Mobile Space and MPSG 
We have proposed the concept of mobile space and the design of the MPSG 
framework (Chapter 4). By defining the concept of mobile space, we can model 
mobile context sources. By considering the moving nature of mobile entities, we have 
designed the availability updating service to track each mobile entity and make sure 
they are reachable. The concept of MSID is to uniquely identify each mobile physical 
space. Based on this MSID, each mobile space can easily update its new availability 
information to make sure it is reachable through the new availability information. 
Also, in order to solve the problem of application interruption caused by entity 
movement, we have designed the application callback service that can aid 
applications to resume operation from transmission failures. During data transmission 
between mobile spaces, a mobile space may become unreachable due to its movement. 
When this happens, the disappeared mobile space can be registered with a callback. 
Later, when this disappeared mobile space reappears and updates its new network 
information through the availability updating service, it can be informed about its 
callbacks and connects back to other mobile spaces. In addition, in order to manage 
the context data and services of mobile entities, we have designed and implemented 
the MPSG framework that includes three different layers: service management layer, 
context data management layer and network communication management layer. In the 
service management layer, different types of services are managed: context model 
service which let the user manipulate the types of context data wanted to be exposed; 
system services that let MPSG join and leave Coalition system; the availability 
updating and application callback services of MPSG; context-aware services which 
provide some common functionalities based on the corresponding context data, for 
instance, find friends nearby. The context data management layer models and 
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manages the context data of the mobile entities. In this layer, the context data is 
represented by a list of attribute-value pairs. It also includes the context query 
processing modules. Two types of context queries can be handled, one that only 
requires local data and another that requires both local and external data. It also 
provides a context value updating mechanism in two modes: auto and manual 
updating. In the auto mode, the context data is updated automatically, for instance 
sensor data. In the manual mode, the context data like preference information is 
updated manually by the user. In order to derive higher level context data, this MPSG 
framework is able to integrate with different reasoning engines. The network 
communication management layer manages the various network connections between 
the MPSG and other components. Each MPSG has P2P based connections with other 
MPSGs. It also has client-server based connections with CSGs, SCs and QP. The 
connection manager provides the APIs for the upper layer services to create 
connections with other components. The network connector takes charge of invoking 
methods on other components remotely. The connection database records the network 
information of P2P neighbors as well as other components like CSGs and SCs.  
SQL-like CQL 
We have designed the SQL-like CQL (Chapter 5) that provides the interface for 
applications to access context data generated by the context data management layer. 
By borrowing the idea of SQL, this CQL is based on a 
SELECT/SUBSCRIBE...FROM...WHERE structure to represent context queries, in 
which the SELECT/SUBSCRIBE clause specifies the required context data, the 
FROM clause specifies which context domains the required context data come from, 
and the WHERE clause specifies the query constraints of the queries. We also create a 
new construct ON INTERVAL...LIFETIME which specifies the period and entire 
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time span of a data acquisition. This enables periodic and streaming based context 
data retrieval to be represented. By defining the SELECT and SUBSCRIBE clauses, 
the proposed CQL can support both pull and push based context data acquisition 
approaches. By extending the WHERE clause with c predicates, the proposed CQL 
can support complex queries that involve more complicated processing. Also, the 
proposed CQL has also been designed with the integration of different types of 
operations so that higher level context data can be derived during query processing. 
Distributed Context Processing Mechanism 
We have designed and implemented three versions of the distributed context 
processing mechanism in handling context queries (Chapter 6). The first version is 
targeted at handling simultaneous simple context queries. The basic idea is to 
decouple the query processing process into several independent steps and distribute 
the context processing part into different M/PSGs so that these queries can be handled 
in an independent and parallel manner. In order to realize this, we divide the entire 
context query processing into five steps: query parsing, query analysis, query 
dissemination, PSG data collection and context processing. Query parsing and query 
analysis extract the query information, such as the required context, involved context 
domain and constraints. Query dissemination is responsible to forward the queries to 
the corresponding PSG groups. PSG data collection operations check the context data 
of each PSG with the query constraints and provide reports if constraints are fulfilled. 
The context processing step takes care of orchestrating raw context data reported by 
the PSGs to generate higher context data through applying certain context processing 
operations. By defining the concept of the query object to represent the context 
queries, these five steps become relatively independent. In addition to the 
identification of the query signature and the query issuer, we can allocate the context 
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processing part of different context queries to different M/PSGs. As a result, we can 
handle different queries in a parallel manner on different devices to better handle 
simultaneous simple context queries.  
In the second version, we devise a mechanism to handle complex context queries. 
The main idea it to utilize the divide and conquer methodology to convert each 
complex query into a series of simple queries that can be processed individually. By 
defining the concept of the context constraint plan, the constraint of each complex 
context query can be extracted and represented with a binary tree. Based on the 
context constraint plan, each node can be converted into a query object. As a result, a 
tree of context queries is generated, which defines the context query plan of the 
original complex query. The next step handles each context query shown in the 
context query plan, which comes to the concept of context processing plan. The 
context processing plan is a tree of context processor that applies proper operations on 
incoming context data to produce required context data. Based on the proposed 
algorithm, each query object of the context query plan is converted into a context 
processor. As a result, the whole context query plan is converted into a context 
processing plan that takes charge of how the primary context data is going to be 
operated to generate the final context data. Based on this mechanism, complex queries 
can be successfully handled. 
The version three targets on handling simultaneous complex context queries by 
integrating the main ideas of both versions one and two. Based on the idea of version 
two, each complex context query is converted into a context processing plan that 
defines how primary context data is processed for the required context data. By 
further extending the idea of version one, we improve each M/PSG with the capability 
to analyze and process context queries. As a result, different context queries are 
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analyzed and processed in different M/PSGs. Additionally, in order to better utilize 
the computing capability of each device, we further extend each device with the 
context processor capability. Along with the proposed and developed computing 
power management mechanism that can monitor the real time computing capability of 
each computing device, we can distribute the context processor of each context 
processing plan into different devices. As a result, the entire context processing 
process can be handled in a distributed manner so that system performance in term of 
handling simultaneous context queries can be improved.    
7.2 Future Research Direction  
With the advances of ubiquitous computing technologies, UbiComp will 
definitely have a big influence to people’s life and context-aware computing will be 
sure to play an essential role of it. Nevertheless, there is much that remains to be done 
and learned in this field. Despite of the work proposed in this thesis, the following 
issues should be possible future research directions: 
Context Processor Reusability 
The context processor applies different operations on the incoming context data 
to generate higher level context data. The main idea of the proposed distributed 
context processing mechanism is to utilize the various context processors to generate 
the required context data step-by-step. As a result, an individual context processor 
plan is built for each individual complex query. However, this approach may produce 
a large number of repeated context processors generated by the common tasks 
between different context queries, which is not efficient and causes a waste of 
resource. In order to address this issue, we should think about reusing the created 
common context processor rather than recreating them. A possible solution is to 
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create a context processor pool to manage all the created context processors, so a 
check can be done before any new context processor should be created. Of course, we 
need to solve the issues in representing context processors and matching context 
processors with requirements and operations. In addition, there is also an issue in 
managing the lifetime of each context processors. Popular context processors should 
have longer lifetime and be avoided with frequent creating and deleting operations, 
while seldom used context processor should be killed early to avoid resource wasting.   
Context Reasoning / Context Operations Integration with Context 
Processing 
Context-aware computing targets to identify user situations so that applications 
can automatically adapt to the situations without users intervened, so how to convert 
primary data into information or knowledge becomes an essential issue. The 
knowledge or situation detection is usually realized by context reasoning. Reasoning 
operations are usually computation intensive and not easy to do in real time. Also, 
reasoning operations are usually predefined for specific situations and separated from 
query processing part.  This makes reasoning operations inflexible enough to support 
context query answering process. In addition, the context query processing 
mechanism also plays a significant part in data management as it takes care of how a 
user obtains the required context data. Also, a SQL-like CQL is more preferred for 
context query representation as it is more flexible and powerful. As a result, how to 
integrate the reasoning operations with the SQL-like CQL becomes an essential issue. 
On one hand, we want to have the derived information through reasoning operations. 
On the other hand, we also want to utilize the SQL-like CQL to query context data.  
One possible solution is to execute all the reasoning operations and generate all 
possible context data in advance, which is a very large project and practically 
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challenging and it becomes a waste if the derived information is not needed. Another 
possible solution is to convert the reasoning operations to SQL-like CQL scripts so 
that a context query requiring derived context data can be converted into a new 
context query with corresponding reasoning operations inside. How to define, identify 
and execute those operations will be significant for this integration. Also, it needs a 
place to manage those reasoning operations with SQL-like CQL operation scripts. 
Context Event Management 
Context-aware computing aims to detect situation changes and make the 
applications adapt to these changes in an automatic manner. These changes are 
usually defined as context events. Applications require context event information so 
that they can respond to them automatically without user intervention. However, 
unlike normal context data, these context events are sporadic and unpredictable, so we 
may not be able to acquire these context events as the approach used for obtaining 
normal context data like location information of person of interest. As a result, how to 
manage these context events and make them available to corresponding parties are 
quite important for context data management. One commonly used method to obtain 
these context events is the publish/subscribe based method in which interested parties 
pre-subscribe specific context events with the system first. Later, when context events 
happen, the system is triggered to publish the context event information to these 
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