ABSTRACT. Let {Y i : −∞ < i < ∞} be a doubly infinite sequence of identically distributed ρ-mixing random variables, and {a i : −∞ < i < ∞} an absolutely summable sequence of real numbers. In this paper we prove the complete moment convergence for the partial sums of moving average processes
Introduction
We assume that {Y i : −∞ < i < ∞} is a doubly infinite sequence of identically distributed random variables. Let {a i : −∞ < i < ∞} be an absolutely summable sequence of real numbers, and
Under independence assumptions, i.e., {Y i : −∞ < i < ∞} is a sequence of independent random variables, many limiting results have been obtained for moving average process {X n : n ≥ 1}. For example, Ibragimov [3] has established the central limit theorem, Burton and Dehling [2] have obtained a large deviation principle, and Li et al. [7] have obtained the following result on complete convergence.
Ì ÓÖ Ñ Aº Suppose that {X n : n ≥ 1} is a moving average process based on a sequence {Y i : −∞ < i < ∞} of i.i.d. random variables. If EY 1 = 0 and
We know that if {Y i : −∞ < i < ∞} is the sequence of i.i.d. random variables, the moving average random variables {X n : n ≥ 1} are dependent, which is called weak dependence. Recently, some limiting results for moving average processes based on the dependent sequences have been obtained. For example, Zhang [15] discussed the complete convergence of moving average processes under φ-mixing assumption, Yu and Wang [14] and Baek et al. [1] obtained the complete convergence of moving average processes under negative dependence assumptions, and Li and Zhang [8] discussed the complete convergence of moving average processes based on negatively associated random variables. Kim and Ko [4] and Kim et al. [5] obtained the results on the complete moment convergence of moving average processes under φ-mixing assumptions. The following theorem is due to Zhang [15] .
Ì ÓÖ Ñ Bº Let h be a function slowly varying at infinity, 1 ≤ p < 2, and r ≥ 1. Suppose that {X n : n ≥ 1} is a moving average process based on a sequence {Y i : −∞ < i < ∞} of identically distributed ϕ-mixing random variables with
Shao [10] proved the following two results of partial sum of ρ-mixing random variables.
Ì ÓÖ Ñ C1º
Let h be a function slowly varying at infinity, p ≥ 1, pα > 1, α > 1/2, {X n : n ≥ 1} be a ρ-mixing sequence of identically distributed random variables with EX 1 = 0 and
Ì ÓÖ Ñ C2º Let h be a non-decreasing slowly varying function at infinity,
Very few results for a moving average process based on a ρ-mixing random variables are known. In this paper, we extend Theorems C1 and C2 to the case of moving average process, and provide some results on complete moment convergence under some suitable conditions.
Main results
A sequence of random variables {Y i : −∞ < i < ∞} on a probability space (Ω, F , P ) is called ρ-mixing if the correlation coefficient
, which was first introduced by Kolmogorov and Rozanov [6] . The limiting behavior of ρ-mixing random variables is very rich, for example, Shao [10] for complete convergence, Shao [11, 12] for the almost sure invariance principles, and Shao [13] for the maximal inequality, etc.
Recall that a real valued function h, positive and measurable on [0, ∞), is said to be slowing varying if for each λ > 0
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We often use the following property of slowly varying functions (cf. Seneta [9] ). If h is a slowly varying function at infinity, then for any 0 < a < ∞ and t < −1
where C does not depend on a. Of course, this inequality holds only if the right hand sides make sense. Now we state our main results. The proofs will be given in the next section.
Ì ÓÖ Ñ 2.1º Let h be a function slowly varying at infinity, p ≥ 1, pα > 1 and α > 1/2. Suppose that {X n : n ≥ 1} is a moving average process based on a sequence
Suppose that {X n : n ≥ 1} is a moving average process based on a sequence 
We need the following Rosenthal-type inequality for maximum partial sums of ρ-mixing sequence, see [13, 
Throughout the sequel, C will represent a positive constant although its value may change from one appearance to the next and [x] indicates the maximum integer not larger than x.
Proof of main results

P r o o f o f T h e o r e m 2.3. We prove (2.1). Let
and since ∞ i=−∞ |a i | < ∞, and note that for x > n α . If α > 1, we have
If 1/2 < α ≤ 1, note that EY j = 0, we have
Hence for x large enough one gets
COMPLETE MOMENT OF MOVING AVERAGE UNDER ρ-MIXING
For I 1 , by Markov's inequality and the mean-value theorem, we have
If p > 1, one gets
If p = 1, one gets for any δ > 0
So, we have
For I 2 , by Markov's and Hölder's inequalities, the mean-value theorem, Lemma 2.1, one gets that for any q ≥ 2
any λ > 0 and t > 0, exp λ
For I 21 , we consider the following two cases. If 1 ≤ p < 2, take q > 2, note that pα − pqα/2 + q/2 < 1. Then take t > 0 small enough such that pα − pqα/2 + q/2 + t < 1, we have
Then, take t > 0 small enough such that pα − qα + q/2 + t < 1. In this case, we note that E|Y 1 | 2 < ∞. Therefore, one gets
So, by (3.4) and (3.5) we get
For I 22 , take q > max(p, 2), note that pα − qα < 0. Then, take t > 0 small enough such that pα − qα + t < 0 and t < δα, we have
Thus, (2.1) follows from (3.1)-(3.3), (3.6) and (3.7). Now, we prove (2.2). We have
Thus, (2.2) holds by (2.1).
Similarly to proof of (3.1), we have
(3.8)
For J 1 , by Markov's and C r inequalities, we have
For J 2 , similarly to proof of I 2 , take q = 2 in I 2 , and note that ρ 2/r (2 n ) < ∞ for r ≥ 2, and so is omitted.
