Abstract. In solving the Job Shop Scheduling Problem, the best solution rarely is completely random; it follows one or more rules (heuristics). The Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Simulated Annealing, and Tabu search, which belong to the Evolutionary Computations Algorithms (ECs), are not efficient enough in solving this problem as they neglect all conventional heuristics and hence they need to be hybridized with different heuristics. In this paper a new algorithm titled "Shaking Optimization Algorithm" is proposed that follows the common methodology of the Evolutionary Computations while utilizing different heuristics during the evolution process of the solution. The results show that the proposed algorithm outperforms the GA, PSO, SA, and TS algorithms, while being a good competitor to some other hybridized techniques in solving a selected number of benchmark Job Shop Scheduling problems.
INTRODUCTION
The Job Shop Scheduling Problem (JSSP) may be roughly sketched as follows: we are given a set of jobs and a set of machines. Each job needs a number of operations, each of which needs to be processed during an uninterrupted time period of a given length on a given machine. Each machine can handle at most one job at a time. The purpose is to find a schedule that is an allocation of the operations to time intervals on the machines that has minimum length. According to Peter Brucker (2007) , examples of practical applications of JSSP are problems in flexible manufacturing, multiprocessor task scheduling, robotic cell scheduling, railway scheduling, and air traffic control which all have an underlying jobshop structure. The JSSP is considered as a particularly hard combinatorial optimization problem. Only very special cases of the problem can be solved in polynomial time, but their immediate generalizations are NPhard.
Since the mid-sixties, many general-purpose optimization algorithms have been proposed for finding near-optimal solutions to numerical, real-valued 'blackbox' problems for which exact and analytical methods do not apply; most notably: Evolutionary Programming (EP), Evolution Strategies (ES), and Genetic Algorithms (GA). Recently, Particle Swarm Optimization (PSO) and Differential Evolution (DE) have been introduced. And finally Electromagnetism Algorithm (EM) has been proposed as explained by Liya et al. (2007) . Such algorithms are belongs to the Evolutionary Computations Algorithms (EC). They are based on the processes of evolution in nature. They simulate the evolution of a population of solutions based on the measured performance (fitness) of each member of the population. Simulated evolution is implemented by the application of various operators, such as mutation and recombination between different solutions, as well as through selection rules used to determine which members of the population survive and reproduce. With each subsequent generation, the population is likely to show improvement in overall performance, until some terminating condition is met (Anthony, 2002) .
These optimization algorithms showed some type of limitations as they neglect all conventional heuristics. In most of the NP-hard problems, the best solution rarely be completely random, it follows one or more rules (heuristics). For example, in one-machine job shop scheduling problem, the best solution can be found using the Shortest Processing Time (SPT) rule. While, in two-machine job shop scheduling problem, the best solution can be found using Johnson Heuristic. In solving cutting stock problems, Abdelhafiez (2008) has studied 81 different ordering rules He found that the decreasing area is among the group of rules that give efficient results with all problem sets, while the increasing area rule are among the rules that give poor results.
Recently, and because of the limitations associated with the evolutionary computations algorithms, it becomes a common practice to improve the performance of these tools by incorporating different search and heuristic techniques. As an example, in solving JSSP, Moraglio et al. (2007) stated that, because of the complementary properties of genetic algorithms and conventional heuristics, the hybrid approach often outperforms either method operating alone. Accordingly, they proposed a genetic local search algorithm (GTS) consisting of a basic genetic algorithm with the addition of a Tabu search optimization phase. Kamrul Hasan et al. (2009) , after analyzing the traditional GA solutions during solving JSSPs, they realized that the solutions could be further improved by applying simple rules or local search. Consequently, they improved the performance of their proposed GA by incorporating a simple priority rules. Fatih Tasgetiren et al. (2006) stated that both PSO and DE algorithms need to be hybridized with an efficient local search method based on a variable neighborhood search (VNS) method in order to improve the solution quality. They stated also that the major obstacle of successfully applying PSO and DE algorithms to combinatorial optimization problems is due to their continuous nature and to remedy this drawback, the smallest position value (SPV) rule is employed.
In general, the JSSP has been studied by many authors and several algorithms have been proposed. The recent research on JSSP is focused on Evolutionary Computations Algorithms such as Simulated Annealing (SA) (Steinhofel et al., 1999, Emin Aydin and Terence, 2004) , Taboo Search (TS) (Senthil and Selladurai 2007 , Zhang et al., 2008 ), Variable Neighborhood Search (Mladenovic and Hansen, 1997 , Genetic Algorithm (GA) (Dirk and Christian 2004, José et al., 2005) , Ant Colony Optimization (ACO) (Ventresca and Ombuki, 2004) , Particle Swarm Optimization (PSO) (Fatih, 2006) , and Neural Network (NN) (Jain and Meeran, 1998) . A comprehensive survey of the JSS problem can be found in (Albert and Luis, 1998, Chandrasekharan and Oliver, 1999) .
In this paper, a new optimization algorithm titled "Shaking Optimization Algorithm (SOA)" is proposed to be used to solve the JSSP. The algorithm emulates shaking a box that was filled with different objects in order to nest these objects in the minimum required space or to align them correctly to give a room to add more ones. This paper presents the structure of the proposed algorithm, the main procedures that are to be followed in applying it, and the values of its parameters. At the end, a comparative study is presented with the GA, PSO, SA and TS, through solving a selected number of benchmark instances of the JSSP.
OVERVIEW OF THE SHAKING OPTIMI-ZATION ALGORITHM
The proposed algorithm follows the common methodology of the Evolutionary Computations. In EC, simulated evolution is implemented by the application of various operators such as mutation and recombination in a random manner. The proposed algorithm is a structured search algorithm that applies a number of heuristics during this search process. It starts with reordering the operations (of all jobs) according to some criteria (weight). Due to this rearrangement, gaps may exist. To close these gaps, another heuristic can be applied. The process of reordering and gap closing is to be repeated many times until some stopping criteria is met.
It is a hierarchy of four consecutive stages: local search, collision, fine tuning and global optimization.
Local Search
The proposed approach assumes that the solution at any time is a set of objects of different sizes that are ordered in one raw tangent to each other. The objective is to find the order that gives the minimum length of that raw. This can be done through shaking these objects in all directions (x&-x, y&-y, z&-z) searching for the shortest possible raw.
The coordinate system is not a real x-y-z system but it is a system of priority rules that manage the searching process of the solutions. So, one can assume that shaking along the x-axis, as an example, force the objects to reorder themselves in an ascending order according to their size as a result of their inertia, and so on.
Collision
During the searching process, if a gap exists between object (A) and object (B) then, due to the shaking process object (A) will hit (B) giving it a push in the same direction of the shake forcing it to jump to another location. If this new location is not better than the original one, then object (B) will return back resulting in a push to (A), which in return will jump to another loca-tion in the direction of this push.
Fine Tuning
At the end of each shake or number of repeated shakes, the movement of the objects will start to slowdown resulting in swapping of some objects where gaps exist around them. In addition, some objects may rotate around its center resulting in better penetration, according to the nature of the problem under consideration, as in the case of cutting and packing problem where items may be allowed to rotate as shown by E. Abdelhafiz et al. (2001) .
Global Optimization
To recover from or avoid penetration in a local optimum, then after a certain number of iterations, or at any other criteria, the current solution is to be kept in solution-list, and then a strong shake is to be applied to generate a new initial solution. This new solution will include segments (blocks) from the last one. At the end of the solution process, the best solution out of the solution-list is to be considered as the final solution.
PROCEDURES OF THE SHAKING ALGORITHM
The proposed algorithm utilizes a number of heuristic rules through the four consecutive stages as follows:
Stage 1, Local Search
The problem is to be represented using a suitable coding system, and then a random initial solution is to be developed. Following this, the coordinate system that will be used in the evolution of this random solution is to be identified. This coordinate system is to be represented by a selected number of priority rules. The shaking force is to be defined after, where this force defines the number of elements (objects) that are going to change their positions at each shake. Each of the selected rules is to be applied individually, then if improvement exists, the resulting solution will be kept, and the remaining rules should be applied on this new solution.
To apply priority rules in this stage, it is required first to assign a weight for each element (object). This weight may be: time, area, penalty, relative importance … etc. according to the nature of the problem under consideration. 
Stage 2, Collision:
The objects that may hit each other are those objects have gap in-between. The definition of "gap" depends on the problem under consideration. The gap may be the delay time of a job or be the idle time of a machine as in the Job Shop Scheduling problem, where it may be the difference in the number of entities or be the difference between areas as in the Cutting Stock Problem … etc.
At the end of each shake, a scanning process is to be carried out to find gap(s) between objects, and once a gap is found, the insertion heuristic rule is to be applied that execute the collision process.
Stage 3, Fine Tuning:
Slowing down the movement of the objects allows some items to swap or rotate that may result in improving the solution. The items allowed to swap are those items come just after a gap or followed by a gap, i.e., those items at the beginning or at the end of a block. The rule that most describing this swapping action is the one of Nowicki and Smutnicicki (1996) and has been described by Emin and Terence (2004) as shown in Figure 1 . 
Stage 4, Global optimization:
The shake to be applied to generate a new initial solution from the last one will keep some blocks from the current solution but may change their positions randomly. The blocks that will remain are the compact blocks which have no gaps. So, although this shake will generate new solution with less efficiency than the original one, it guarantees that the chance for this new solution to evolve in a converging manner in high.
A Pseudo-code for the Shaking Optimization Algorithm (SOA) is shown in Figure 2 .
PARAMETERS OF THE SHAKING OPTIMIZATION ALGORITHM
For any optimization algorithm, it is very important to set the values of the parameters of that algorithm properly in order to guarantee a good flow during the evolutionary process in order to obtain best performance of the algorithm. The parameters regarding the SOA algorithm, that were found affect the quality of the algorithm performance, are:
• Population size (number of solutions),
• Number of iterations for each solution,
• Number of dimensions, • Weight criteria, • Shaking force,
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Problem Representation
The problem representation described by Mehmet and Emin (2006) using a set of integers; each integer stands for an operation. It is also called chromosome of (n×m) gene representing a problem of n-jobs, m-machines. Each job is represented m-times within the chromosome, while these integers do not represent certain operations. This way of representation prevents infeasibility, and always provides a feasible active schedule. As an example, if there is a chromosome of [2 1 2 2 1 3 1 3 3], where {1, 2, 3} represents {job 1 , job 2 , job 3 } respectively. Obviously, there are totally 9 operations, but, 3 different integers, each is repeated 3 times. The integer on the first gene, 2, represents the first operation of the second job. Likewise, the integer on the second gene, 1, represents the first operation of the first job on corresponding machine. Thus, the chromosome of [ 2 1 2 2 1 
SOA Parameters
A great attention has been paid in finding the best setting of the proposed SOA algorithm in case of solving JSSP. The setting of the algorithm parameters for the JSSP is as follows:
• The population size = n×m (n-jobs, m-machines),
• Number of iterations = 10×n×m, • Number of dimensions = 6, • Weight criteria is processing time, and • Shaking force = random number between 3 and 7.
The algorithm will terminate if a pre specifies result is achieved (e.g., if the best known solution is known) without the need to complete all number of iterations.
Computational Results
In order to evaluate the contribution of the proposed SOA algorithm in solving the JSSP compared with the performance of most common evolutionary computation algorithms: Genetic Algorithm (GA), Particle Swarm Optimization algorithm (PSO), Simulated Annealing algorithm (SA), and Tabu Search algorithm (TS), computational experiments were carried out for solving 14 selected benchmark instances of JSSP test problems of different sizes given by Lawrence (1984) and found at OR-Library (http://mscmga.ms.ic.ac.uk).
The proposed SOA algorithm is compared with the following algorithms as found in literature: Genetic Algorithms:
• Ventresca and Ombuki ( The results in Table 2 above show that the Shaking Optimization Algorithm is still good competitor for the hybridized evolutionary computation algorithms in solving all the selected benchmark instances. It outperform the SAGA by Ventresca and Ombuki (2003) , and it gives the same results exactly as do the Hybrid Genetic Algorithm by Goncalves et al. (2004) , while the Tabu search by Senthil Vemurugan and Selladurai (2007) outperform the two algorithms regarding the last instance La20, but fail to give the same result for instance La16. In addition, the proposed algorithm outperforms all other algorithms regarding solution times. As an example, the solution times for instances La01 to La10 using the HGA algorithm range from 37 seconds for La01 to 99 seconds for La08 while, these times range from 2 seconds to 60 seconds using the proposed algorithm.
CONCLUSIONS
In this paper a new algorithm titled "Shaking Optimization Algorithm (SOA)" is proposed to be used in solving the Job Shop Scheduling Problem (JSSP). The proposed algorithm follows the common methodology of the Evolutionary Computations where, evolution is implemented by the application of various operators. This SOA algorithm is a structured search algorithm which has low degree of randomness compared with most of other Evolutionary Computations Algorithms. The algorithm emulates the actual shaking process. It consists of four stages; namely, local search, collision, fine tuning and global optimization. It starts with reordering the operations according to some criteria and due to this rearrangement, gaps may exist. To close these gaps, heuristic rules can be applied. The process of reor- dering and gap closing is to be repeated many times until some stopping criteria is met. A selected 14 instances of benchmark problems from different sizes has been solved, and the results obtained show that the proposed algorithm outperforms GA, PSO, ST, and TS. In addition, the results show that, the SOA algorithm outperforms the Genetic Algorithm hybridized with Simulated Annealing Algorithm, while it gives the same results exactly as does the Genetic Algorithm hybridized with two exchange local search. The main contribution of the proposed algorithm is its effectiveness with respect to implementation and processing time as it works alone without the need for hybridization with other algorithms.
