Cortical oscillations are central to information transfer in neural systems. Significant evidence supports the idea that coincident spike input can allow the neural threshold to be overcome and spikes to be propagated downstream in a circuit. Thus, an observation of oscillations in neural circuits would be an indication that repeated synchronous spiking may be enabling information transfer. However, for memory transfer, in which synaptic weights must be being transferred from one neural circuit (region) to another, what is the mechanism? Here, we present a synaptic transfer mechanism whose structure provides some understanding of the phenomena that have been implicated in memory transfer, including nested oscillations at various frequencies. The circuit is based on the principle of pulse-gated, graded information transfer between neural populations.
Introduction
Recent work shows that by separating a neural circuit into a feedforward chain of gating populations and a second chain coupled to the gating chain (graded chain), graded information (i.e., information encoded in firing rate amplitudes) may be faithfully propagated and processed as it flows through the circuit (Sornborger, Wang, & Tao, 2015; Wang, Sornborger, & Tao, 2016; Shao, Sornborger, & Tao, 2016; Xiao, Zhang, Sornborger, & Tao, 2017; Xiao, Wang, Sornborger, & Tao, 2018) . The neural populations in the gating chain generate pulses, which push populations in the graded chain above threshold, thus allowing information to flow in the graded chain (Xiao et al., 2017 .
The separation of a circuit into gating and graded chains-so-called synfire-gated synfire chains (SGSCs)-allows the flow of information through the graded chain component to be precisely controlled by the gating chain component. This control allows the circuit to process information (Sornborger et al., 2015; Wang et al., 2016) , make decisions (Wang et al., 2016) , and, important for the work presented here, deploy learning in a precise manner (Shao et al., 2016) .
Using SGSCs, circuits have been constructed that learn a covariance matrix from an autoregressive process by gating information through a circuit with a designated Hebbian learning module, enabling the encoding of the covariance matrix in a set of synapses (Shao et al., 2016) .
To our knowledge, there has not yet been a description of a neural circuit capable of copying synapses from one neuronal region to another. This is of potential importance to both the problem of memory consolidation in the brain (see section 4), as discussed above, and, more prosaical, to the problem of copying memory from one neuromorphic circuit to another on a neuromorphic chip. In a standard von Neumann architecture, this procedure is built into the structure of the computer: given a pointer to a memory location, standard commands will copy the contents of that memory to the CPU and subsequently copy it out to another memory location. However, in neuromorphic systems, because of the local nature of synapses and synaptic plasticity mechanisms, it has not been at all clear how a set of synapses might be copied from one circuit to another.
In this letter, we describe how a set of previously learned synapses in a given neural module may in turn be copied to another neural module with a pulse-gated transmission paradigm that operates internally to the circuit and is independent of the learning process.
Methods
We use a mean-field model of an SGSC: is a gating current, approximated by a square pulse of length T. Both currents are subthreshold. Thus, in the absence of the gating current, no information is propagated. For the simulations shown here, the time constant τ = T. W j+1, j ik are elements of a synaptic connectivity matrix connecting layers j to j + 1. And f is a nonlinear activity function, giving the firing rate, which, for an SGSC, is approximately piecewise-linear of the form
These equations may be derived from an underlying set of integrate-andfire equations via a Fokker-Planck analysis (Xiao et al., 2017) . Synaptic weights evolve according to a differential equation implementing Hebbian learning,
where f x and f y are firing rates of neuronal populations on post-and presynaptic (respectively) sides of a synapse (i.e., evaluations of the function f i in equation 2.1 for layers x and y), W xy , and α is a learning efficacy. Here, τ W = 20,000 × 19T, where 19T is the length of a single instance of a repeated gating motif (see section 3). The parameter τ W represents a long timescale over which synaptic weights accumulate a stochastic average of the pre-and postsynaptic firing rates and eventually converge to their product. Note carefully that firing rates in this system are turned on and off by gating current pulses, I gate i (t). For Hebbian learning, synaptic modification (other than an overall leak) will occur only when firing happens simultaneously on both sides of the synapse. Hence, learning may be turned on and off depending on the gating sequence used in the circuit. When information is gated to both pre-and postsynaptic sides of a synapse simultaneously, synaptic weights are modified. When information is gated through the synapse (i.e., first a pulse to the presynaptic population, then a pulse to the postsynaptic population, giving graded information propagation), no synaptic modification occurs. To retrieve information from the target synapses, one simply gates firing rates from input neuronal populations through the target synapses to output populations, thus reproducing the information processing in the original circuit.
To implement synaptic copy, we note that in equation 2.3, if we gate a set of Euclidean vectors, {e i }, and their transform, {Qe i }, simultaneously to the input and the output (respectively) of a set of target synapses, P, we have 5) since i e i e T i = I (α > 0 is a constant). However, in practice, we cannot gate all Euclidean vectors to the input of the target synapses, P, at the same time (only a single vector can occupy the input and output). Thus, we use a split operator formulation of the Hebb equation 2.4, giving a sequence of weight updates at successive times,
. . . (2.8) 10) where η(t) = θ (t) − θ (t − T ), with θ (t) the Heaviside step function. With this gating procedure for copying feedforward connectivities, each repeated gating sequence requires order n steps. Thus, an X × Y connectivity matrix requires X gating pulses per copy cycle.
By arranging for the staggered gating of the Euclidean vectors and their transforms as given above, as long as τ W is large enough, the target synapses, P, become proportional to Q in the average sense. In the section 3, we show how to implement this procedure in a number of examples. We note that the same argument is valid if we replace the Euclidean vectors, e i , with random (normalized) projections, φ i . In this case, we have that as the number of projections, N, becomes large,
The use of pulse gating (Shao et al., 2016) is an alternative to other mechanisms, such as synaptic scaling, spike-timing-dependent plasticity, and synaptic redistribution (Abbott & Nelson, 2000) , that have been appealed to in order to regulate Hebbian learning, an inherently positive-feedback process, since effective synapses are strengthened but ineffective synapses are weakened. The advantage of pulse gating in this context is the capability Figure 1 : Synaptic copy circuit. M 1 -M 10 (green) denote neuronal populations used for a short-term memory. M 1 , M 3 , . . . denote populations that carry positive values of an input AR(2) process. M 2 , M 4 , . . . carry the absolute values of negative values of the input process (we use a zero mean process). C (pink) and K (magenta) populations represent populations pre-and postsynaptic to a set of Hebbian synapses. These synapses (light gray) are used to learn the lagged covariances from the input process. U populations (blue) are used to coordinate a unit input value to various neural populations. Note from the arrowheads that the U populations synapse on other neuronal populations but receive no input from any of the other populations. C (pink) and K (magenta) populations are used for synaptic copy. The synaptic weights learned in the C and K populations are transferred to these populations. Synaptic weights for dark gray arrows are fixed. Arrows show synaptic direction.
of precisely controlling the destination and timing of information propagation, and hence learning, in the circuit.
Results

Copying a Feedforward Synaptic Network
3.1.1 Connectivity and Pulse Sequence. The neural circuit connectivity used for synaptic copy is shown in Figure 1 . One sequence of a periodically repeating set of gating pulses for the control of information propagation through the circuit is shown in Figure 2 .
In the first phase of operation of the circuit, a stochastic, autoregressive (AR(2)) process,
Figure 2: Synaptic copy pulse sequence. Each row corresponds to a gating pulse time series. Neuronal populations are denoted on the left: M (short-term memory), C (input to Hebbian synapses that learn AR(2) covariance), K (output from Hebbian synapses that learn AR(2) covariance), U (populations that coordinate unit inputs to various neural populations), C (input to Hebbian synapses to which AR(2) covariance is copied), and K (output from Hebbian synapses to which AR(2) covariance is copied). Purple boxes surround pulses that gate the AR(2) process through the short-term memory. Red boxes surround the pulses used to learn the AR(2) covariance. Yellow boxes gate Euclidean basis vectors to the C populations. Green boxes gate transformed Euclidean vectors to the K populations. The cyan box denotes pulses that gate a unit value through a subcircuit. Magenta boxes simultaneously gate Euclidean basis vectors and their transforms to C and K , hence implementing synaptic copy.
where is a gaussian noise process, N(0, 1), with covarying lags at times 2T and 4T is input to neural populations M 1 and M 2 . Positive values (above the mean) are input to M 1 , and the absolute values of negative values are input to M 2 . Although the functionality is not explicitly used for these simulations, both positive and negative values are necessary to reconstruct an AR process from the covariance (Shao et al., 2016) . These values are propagated through short-term memories, M 3 through M 10 .
The gating pulse sequence guides information through the circuit. Initial pulses propagate information from the input AR(2) process through the short-term memory populations M 1 through M 10 (see Figure 2 , purple box at upper left). The neural populations M 3 , M 4 , and M 7 , M 8 are temporary storage to allow neural currents to relax (and hence maintain accurate graded information propagation) between repeated information transfers to each population. Once the memory values are simultaneously in populations M 1 , M 2 , M 5 , M 6 , and M 9 , M 10 , the values are gated simultaneously to both sides, C and K, of a set of Hebbian synapses (see Figure 2 , vertical red box).
Initially, no information is read into the U populations, and therefore no further processing occurs. During this phase of information processing, the lagged covariance of the AR(2) process is encoded in the synapses between populations C and K of the neural circuit. This phase is meant to represent initial synaptic weight encoding in the source synapses.
During the second phase of operation, the input process continues to be read into short-term memory. For this circuit, this is necessary in order to maintain the amplitude of the covariance encoded between the C and K populations. Otherwise, the leak would cause an exponential decrease in the covariance amplitude (although relative covariances would still have the correct proportional values). In a complete biological neural circuit, a means of stabilizing the synapses, such as lengthening the relaxation time constant, τ W , would need to be invoked.
The copy is begun with the input of a unit pulse into the U 1 population. This pulse circulates through the U populations and is gated to the C 1 , C 2 , C 3 , and C 4 populations successively (see Figure 2 , yellow boxes). This corresponds to writing the Euclidean basis vectors, (1, 0, 0, 0), (0, 1, 0, 0), . . . to the input of the source covariance. The unit pulse is then gated through the C-K synapses (see Figure 2 , green boxes) producing a transformed unit vector in the K populations. The unit pulse then gates the Euclidean basis vectors and the transformed vectors simultaneously to both sides of the target synapses connecting the C populations with the K populations. Upon multiple repeats of this process, Hebbian learning then encodes a copy of the C-K synapses in the C -K synapses. This phase of operation is meant to represent consolidation of short-term memory to long-term memory. Figure 3 , we show the AR(2) process values gated through the circuit for both encoding and copy phases. Figure 3A shows input during the encoding phase as it is gated through the short-term memory populations, M, and simultaneously gated to C and K populations, hence encoding the covariance. Figure 3B shows circuit operation after the copy phase has begun. At this point, the unit pulse may be seen circulating through the U populations, and the Euclidean basis vectors and their transforms being generated in the C and K populations, and their simultaneous propagation to C and K populations leading Here, lagged values from time series are read in to shortterm, working memory populations, then copied simultaneously to pre-and postsynaptic populations C and K (resp.). During this phase, the lagged covariance of the AR(2) time series is encoded via Hebbian learning in synapses between these populations. (B) Graded information pulses during the copy phase. Here, the encoded covariance is maintained using the same pulses as in panel A. Additionally, a unit pulse is written into the U populations, and this unit pulse is used to write Euclidean basis vectors to the C populations, the unit vectors are gated through the covariance encoding synapses, and their transforms result in the K populations. The unit vectors and transforms are then written simultaneously to pre-and postsynaptic populations C and K (resp.). Hebbian learning causes the covariance to be copied to these synapses. Note that the graded pulses, of length T, appear here as individual pixels. This is because the simulation was long, and only the peaks of the pulses are presented here. See Sornborger et al. (2015) for the canonical graded-pulse shape.
Operation of the Synaptic Copy Circuit. In
to synaptic copy. Figures 3C and 3D show sets of repeated encoding and copy sequences.
In Figure 4A , we show the graded information as it is repeatedly propagated through the circuit 20 × τ W times. Halfway through the simulation, at time 10 × τ W , the synaptic copy phase is turned on. In Figure 4B , we see the evolution of the encoding and copy synapses, with the encoding phase occurring first and the copy phase initiating after the encoded synapses are stable. In Figures 4C to 4E , we show the synaptic connectivities (see Figure 1) with the covariance matrices initially, after encoding, and after copy (respectively).
Robustness and Convergence of Synaptic Copy.
We studied the fidelity of the synaptic copy circuit in the presence of various sources of noise, in particular, stochasticity of the initial target synaptic weights, random projections (see equation 2.11), and random gate dropouts (i.e., failures of the gating chain). In Figure 5 , we plot synaptic weights for these cases as a function of time (same overall copy time as in Figure 4) .
We note that effectively, our copy procedure performs an average over each synapse via a linear, first-order, stochastic ODE with time constant τ W . Thus, the error of the mean for each synaptic weight is proportional to 1/ √ τ W . In the limit that τ W goes to infinity, the error approaches zero. And for a fixed τ W , the weights always copy at the same fidelity.
Lossy Synaptic
Copy. Representations of information vary between different cortical regions. To investigate changes in representation during a synaptic copy, we investigated a lossy synaptic copy in which both input to and output from the target synapses were filtered. Firing rates gated to the target input synapses were filtered by an intervening synaptic connectivity that we denote A and firing rates gated to the target output were filtered by an intervening connectivity that we denote B-in this case,
In Figure 6 , we show an example of this type of lossy copy. Here, matrices A and B represent dimensional reductions of an original covariance matrix, P. Dimensional reductions make the representation more compact. In the case shown here, in the original representation, input vectors were four-dimensional and output representations were sixdimensional, whereas after dimensional reduction, only 2-(4-)dimensional input (output) vectors are needed to represent the reduced (filtered) transform. We note that this dimensional reduction was on a linear manifold. For Once the unit pulse has been introduced (halfway through the simulation, at time t = 10τ W ) and the copying phase has been initiated, the weights encoding the copied covariance are seen rising to their asymptotic values. Note that the copied weights rise smoothly because of the effective double filtering of the Hebbian learning evolution, first from the initial encoding, then a second smoothing from the copy. (C-E) The synaptic weights shown as they evolve within the connectivity matrix: before encoding, after encoding, after copy. Note that the copied synapses in both panels E and B have been normalized by an overall multiplicative scalar that is induced by the differing effective leakages from the periodic learning sequences (times between simultaneous copy to pre-and postsynaptic populations). Figure  4B , we plot synaptic weights as a function of time. The weights encoding the covariance from the AR(2) process are seen rising to their asymptotic values first. In panel A, we plot the target weights evolving to their asymptotic values from random initial conditions. In panel B, we plot the target weights evolving from random initial conditions in the case where the copy is implemented using random (not Euclidean) projections. In panel C, we show the target weights evolving from random initial conditions, using random projections, and with a 1% gate dropout rate. That is, 1 of every 100 gating pulses was caused to fail, and the associated graded information failed to propagate through the circuit. a dimensional reduction to a nonlinear manifold, one would copy multiple layers to a second multiple-layer network.
Copying a Recurrent Network.
In the results above, we studied synaptic copy in feedforward networks. Here, we generalize our discussion to include recurrent networks. This requires some differences in the copy mechanism because the network being copied interacts with itself. For this reason, in our generalized mechanism, synapses are copied successively for each pair of populations. Thus, for an X × X recurrent-connectivity matrix of dimension X 2 , we require (X 2 − X )/2 gating pulses for the copy. The pulse sequence for the generalized copy is
where i, j = 1, . . . , X with i = j. The three relevant timescales for the copy of recurrent networks are the overall repetition time, T rep ; the time to copy all synapses between a single individual neuronal population and all others (sweep time), T sweep ; and the gating time, T. In the recurrent copy circuit, there is a natural hierarchy of oscillation periods, within which T sweep ∼ XT, and T rep ∼ XT 2 . Thus, there is a hierarchy of oscillation frequencies:
(3.5)
Small Example.
In Figure 7 , we show connectivity and gating pulses and describe how recurrent copy works for a small-scale recurrent copy Synapses between source neuronal populations C1-C3 are assumed to be fixed. Neuronal populations C1'-C3' have plastic target synapses modifiable with a Hebbian learning rule. The U1-U9 populations coordinate a unit pulse to C and C' such that synapses between pairs of neuronal populations are individually copied (see section 3.3). (B) Gating pulses. Unit pulses are gated from source population C1 to C2; then the unit pulse and the firing rate in C2 are simultaneously propagated to C1' and C2', where Hebbian learning causes the synapse to be copied. Subsequently, a similar operation is performed on the pairs C1, C3 copying to C1' and C3', and finally on C2, C3 copying to C2' and C3'. After many iterations of this gating sequence, the synapses in the C1', C2', C3' circuit become proportional to the synapses in the C1, C2, C3 circuit.
for clarity. Here, X = 3, so (X 2 − X )/2 = 3. Thus, only three sets of gating pulses are sufficient for the copy. The first set gates a unit pulse to the C 1 population through the synapse between C 1 and C 2 populations. The unit pulse and output in C 2 are then simultaneously gated to both sides of the corresponding synapse in the C 1 and C 2 populations. Similar pulses gate the transforms of the other synapses to the other C populations, resulting in the copy of the recurrent synapses connecting the C neurons to the synapses connecting the C populations.
One-Dimensional Grid Cell Network.
It has been proposed that memory consolidation begins with interactions between the hippocampus and the parahippocampal region (Eichenbaum, Yonelinas, & Ranganath, 2007) . A key structure in the entorhinal cortex is the so-called grid cell network. A major class of models of the grid cell network consists of a recurrent neural network with center-surround Mexican-hat-type connectivity that yields continuous attractors (Si, Romani, & Tsodyks, 2014; Romani & Tsodyks, 2010; Fuhs & Touretzky, 2006; McNaughton, Battaglia, Jensen, Moser, & Moser, 2006; Burak & Fiete, 2009; Navratilova, Giocomo, Fellous, Hasselmo, & McNaughton, 2012; Knierim & Zhang, 2012) . Recurrent network models are also abundant in the visual cortex literature and head direction cell models, for example.
Here, we consider two recurrent networks proposed for one-and twodimensional grid cell models (Si et al., 2014) .
We consider a one-dimensional grid cell network with a recurrent synaptic connectivity of the form
where J 0 < 0 represents a uniform inhibition and J k defines the range of interaction strengths that are parameters defining the competitive connectivity strengths of the recurrent network, k is the spatial period defining the grid cell spacing, and θ and θ are neuronal population labels.
In Figure 8 , we show the synaptic connectivity, single-cycle gating pulse sequence, and a comparison of the source and final target synaptic connectivities.
Two-Dimensional Grid Cell Network.
We also studied recurrent copy in a two-dimensional grid cell network of 64 neuronal populations with a 64 × 64 recurrent synaptic connectivity of the form
where θ and θ are vector neuronal population labels. Figure 9 shows a comparison of the source and final target synaptic connectivities. Here, as in the one-dimensional case, the recurrent synaptic connectivity, although more complicated, is faithfully copied. Errors in the copy are dependent on the learning timescale τ W (see section 2). Here, errors were at the 10 −3 level. Note that in the neural circuit being copied, since the grid cells are in a two-dimensional array and have connections in x-and y-directions, and the synaptic connectivity matrix represents connections between vectorized recurrent grids, the connectivity matrix in Figure 9 looks somewhat more complicated than the one-dimensional case. The synaptic connectivity of the circuit. Here, J 0 = −0.5, J k = 3.58, and k = 2. These parameters are within the range discussed in Si et al. (2014) . The full connectivity shows both source and copied target connectivities (upper left corner). The inset shows the source connectivity and the target initially with zero weights. The target neuronal populations are connected to the source populations (diagonal in the cyan box in the inset). The coordinating pulses are provided by a set of connected populations (subdiagonal in blue box). The coordinating populations are connected to and provide input to the source and target populations, coordinating Hebbian learning of the synapses. (Upper right) Gating pulses. The gating pulses gate the input of Euclidean vectors {e i } (i.e., gate individual unit pulses) to the input of both source and target neuronal populations. The pulses first gate the Euclidean vectors from the source populations, through Q to the target population, generating (Qe j ) i . They then gate this transformed vector simultaneously with the original Euclidean vector, e i , to target neuronal populations. The long diagonal of gating pulses below the source and target neuronal populations gate a unit pulse through the coordinating populations. This pulse is used to generate the input of a Euclidean vector, e i , to the source and target populations at the appropriate times. (Bottom) The source and final, copied target connectivities. 
Discussion
Both the feedforward and recurrent synaptic copy circuits that we have presented here have an important feature that is remarkably similar to that seen experimentally in measurements of memory consolidation (Marshall, Helgadottir, Molle, & Born, 2006; Ngo, Martinetz, Born, & Molle, 2013; Maingret, Girardeau, Todorova, Goutierre, & Zugaro, 2016; Latchoumane, Ngo, Born, & Shin, 2017) , regarding, nested, in-phase oscillations at multiple frequencies. Before discussing our results, we first present some background on this literature.
The case of Henry Molaison (H.M.; Scoville & Milner, 1957) taught us that there was a distinction between the location of short-and long-term memory storage in the brain. A bilateral medial temporal lobectomy removing the anterior part of H.M.'s hippocampi and other nearby brain regions resulted in an inability for H.M. to create new long-term memories (but he could still recall old memories), while leaving intact the ability to form and recall short-term memories. This caused researchers to believe that encoding and retrieval of long-term memories were mediated by distinct systems and that memories may be formed in one location in the brain but consolidated elsewhere.
Sleep has been shown to support the consolidation of memory (Rasch & Born, 2013) . During non-rapid-eye-movement (NREM) sleep, thalamocortical spindles (Steriade, Domich, & Oakson, 1986) and hippocampal sharp wave ripples (Buzsáki, Horváth, Urioste, Hetke, & Wise, 1992) have been implicated in declarative memory consolidation (Fogel & Smith, 2011; Friedrich, Wilhelm, Born, & Friederici, 2015; Logothetis et al., 2012; Marshall et al., 2006; Ngo et al., 2013; Schreiner, Lehmann, & Rasch, 2015; Wang et al., 2015) . Evidence (Marshall et al., 2006; Ngo et al., 2013; Maingret et al., 2016; Latchoumane et al., 2017) suggests that long-term memory consolidation is coordinated by the generation of hierarchically nested hippocampal ripples (100-250 Hz), thalamocortical spindles (7-15 Hz), and cortical slow oscillations (<1 Hz) enabling memory transfer from the hippocampus to the cortex.
Consolidation has also been demonstrated in other brain tasks, such as in the acquisition of motor skills, where there is a shift from activity in the prefrontal cortex to premotor, posterior parietal, and cerebellar structures (Shadmehr & Holcomb, 1997) and in the transfer of conscious to unconscious tasks, where activity in initial unskilled tasks and activity in skilled performance are located in different regions-the so-called scaffoldingstorage framework (Petersen, van Mier, Fiez, & Raichle, 1998) .
Cortical oscillations are an important mechanism that enables information transfer in the brain. Experimental evidence has demonstrated improved communication between sender and receiver neurons when gamma-phase relationships exist between upstream and downstream populations (Womelsdorf et al., 2007; Colgin et al., 2009; Vinck, Womelsdorf, & Fries, 2013) . Loss of theta-band coherence has been shown to result in memory deficits (Winson, 1978) , and pharmacological enhancement can improve learning and memory (Markowska, Olton, & Givens, 1995) . Theoretical investigations support the idea that coincident spiking can allow neuronal populations to overcome their threshold and propagate spikes downstream (Abeles, 1982; Salinas & Sejnowski, 2001; Vogels & Abbott, 2005 Kumar, Rotter, & Aertsen, 2010) .
During memory consolidation, that is, during the copy phase of our simulations, intermediate frequency oscillations are used to generate transformed vectors from source synapses that are propagated to target synapses. High-frequency oscillations are used to coordinate the transformation and propagation of information from one part of the circuit to another.
Furthermore, in the recurrently connected grid cell example, the oscillations are related hierarchically (see equation 3.5). Interpreting the recurrent copy circuit results at face value, for a recurrent network of X ∼ 15 neurons, if the gating frequency were approximately 225 Hz, the sweep time would be 15 Hz, and the repetition time would be of order 1 Hz. This hierarchy of oscillations maps well with experimental measurements of the ripple/spindle/slow oscillation hierarchy. This is not to say that we have discovered the fundamental mechanism that the brain uses for memory consolidation. However, the similarities are intriguing, and the underlying concept, that the nature of the algorithm informs the structure of oscillatory phenomena seen in the circuit, could provide a way forward for reverseengineering the information processing features of neural circuits from the details of spectral measurements. For large networks, local patches could be copied in parallel, allowing larger networks to be copied concurrently.
We note that our recurrent copy circuit is incapable of copying asymmetric synaptic connectivities. This is not a fundamental problem and may be solved using a delayed Hebbian learning rule, which transforms the problem into one much like our first example of copying a feedforward synaptic network, which we do not discuss here. However, a large class of neuronal connectivities, such as the grid cell networks, whose copy we demonstrated, are symmetric. Additionally, Hopfield nets (Hopfield, 1982) , an important mechanism invoked for neural attractor networks, are symmetric (MacKay, 2003) .
The two main examples that we present in the letter demonstrate synaptic copy in networks where temporal (AR) and spatial (grid cell) information is processed. We show that specific gating patterns may be used to copy synaptic weights from one neural circuit to another. We note that we have not claimed that these patterns are optimal, just that they work. We may speculate as to a gating pattern that might be applicable to spatiotemporal networks with multiple layers, although this is outside the scope of this letter. This would involve a gating pattern that touched on multiple network layers successively, gating the information to be consolidated elsewhere. Such gating might appear as a replay of the spatiotemporal information in the network.
An important feature of this synaptic copy mechanism is that it functions independent of how the information being copied was learned originally. This is important in that if there were such a dependence-for instance, in the mammalian brain-then one would not expect a canonical set of frequencies to be involved in consolidation during non-rapid eye movement sleep. Indeed, the frequency content would vary depending on the dayto-day processes that the encoding system was exposed to. In this example, one would need to regenerate the AR process whose covariance was learned initially. This would be impractical, particularly for a general-purpose system such as is expected in the brain.
In addition to being a useful model for understanding how memory is transferred between areas in the brain, pulse gating and the capability of synaptic copy within a neural circuit may be useful in neuromorphic systems for which learning or communication is expensive or for neuromorphic implementation of machine learning structures such as neural Turing machines (Graves, Wayne, & Danihelka, 2014) . For such circuits, it may be cheaper to temporarily enable (possibly expensive) learning only in specific regions of a neuromorphic chip (or chips). This would allow synapses to be copied to regions that, for instance, would be used for inference but not intensive learning, similar to how tensor processing units are used to make inferences that were learned on a GPU.
Finally, the synaptic copy circuit is an explicit solution to the longstanding weight transfer problem (Grossberg, 1987; Crick, 1989 ) that has hindered the implementation of biophysiologically realistic deep neural networks (Lillicrap, Cownden, Tweed, & Akerman, 2016) .
