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Abstract
We consider a quantum scalar field with λφ4 interaction in curved spacetimes. The quantum ef-
fects are taken into account nonperturbatively using the Hartree approximation to the 2PI effective
action. Although this approximation has been considered in many previous works, we reconsider it
using a consistent nonperturbative renormalization procedure, which we extend to general curved
spacetimes. We obtain the renormalized equations for the mean field and for the propagator of the
fluctuations, showing explicitly their independence on the arbitrary scale introduced by the regu-
larization scheme. We apply our results to the particular case of de Sitter spacetime and discuss
spontaneous symmetry breaking. The results depend strongly on the renormalization procedure.
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I. INTRODUCTION
In the last years there has been a renewed interest in the analysis of interacting field the-
ories in de Sitter spacetimes. On the one hand, there is observational evidence that supports
the existence of periods of exponential or quasi-exponential expansion of the universe, both
during the inflationary era before the radiation dominated period in the early universe, and
in the present accelerated expansion. Quantum fields may play a relevant role during both
periods. On the other hand, the high degree of symmetry of de Sitter spacetime, make it a
very interesting arena to analyze conceptual problems of semiclassical and quantum gravity.
There are several unsettled questions regarding interacting quantum fields in de Sitter
spacetime. In particular, perturbative calculations show the existence of secular growth
and/or infrared (IR) divergences [1–7]. The appearance of terms that secularly grow with
time, which can lead to a breakdown of perturbation theory at late times, might be due
to a deficiency of the perturbative approach. Therefore, it is clear that in order to make
reliable predictions, such infrared effects would have to be understood, and for this the
use of nonperturbative techniques seems to be unavoidable. There are several works in the
literature attempting to understand the physical effects of the secular growth [2–12].
Recently, there has been much progress in the context of single-field inflationary models
where there are only adiabatic perturbations, and the variable ζ that describes the curvature
perturbations remains constant on super-horizon scales [6, 13–18]. Working directly with the
evolution operator for ζ, it has been shown [6, 14–17] that despite the existence of individual
contributions to ζ correlation functions that secularly grow with time, when all of them are
added up cancellations occur so that the final result does not exhibit a secular growth. For
this, the use of symmetries and nonperturbative techniques have shown to be crucial and
the computations to be very subtle, even for the case in which only scalar perturbations are
considered. A complete explicit calculation that addresses the renormalization procedure is
extremely complex, and still lacking. An alternative two-step procedure to perturbatively
compute loop corrections to ζ correlation functions has been also applied (see for instance
[4, 19]). The first step consists in calculating correlation functions of the inflaton fluctuations,
and the second in obtaining the ones of ζ by performing a gauge transformation [3–5, 19].
In this case, even though the correlation functions of the inflaton fluctuations can show
secular growth, the use of nonperturbative schemes is avoided by performing the gauge
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transformation soon after the field modes exited the horizon (which would be well before
the secular growing effect becomes relevant). Nevertheless, to our knowledge, when loop
corrections are included there is still no formal general proof of the equivalence between the
two procedures.
The effect of secular growth is less clear for massless interacting test fields in de Sitter
space (which in the context of inflationary models could be interpreted as an approximation
to entropy modes). This kind of fields have been considered by several authors in different
frameworks; for instance, in the stochastic approach [2, 12, 20], in the context of Euclidean
de Sitter space [9–11], using dynamical renormalization group resummations [7], or other
nonperturbative approximation schemes [8, 21–27]. In particular, it has been pointed out
that in the presence of interactions a scalar field dynamically acquires a mass [12], which
screens perturbative IR divergences. The dynamical generated mass has been obtained in
the different approaches and, although the numerical value does not coincide for some of
the approximations, they agree on that it is non-analytic in the coupling constant. Also, it
has been argued that for scalar fields presenting a symmetry breaking tree-level potential,
the presence of large infrared effects could give rise to a symmetry restoration [28] (see also
[20, 25, 27]). Nevertheless, the conditions under which the symmetry is restored and the
order of the phase transition are still unclear [20, 25, 27]. We will come back to these points
later.
Nonperturbative quantum field theory is a difficult topic even in flat spacetime. The
most widely used approximations involve the selective summation of Feynman diagrams of
infinite perturbative order, like the Hartree approximation, or expansions in 1/N , where N
is the number of quantum fields (or the number of colors in QCD). Nonperturbative calcula-
tions can be addressed using the effective action for composite operators introduced a long
time ago by Cornwall, Jackiw and Tomboulis [29], also called in the literature two-particle
irreducible effective action (2PI EA). Indeed, this is a general and systematically improvable
approach for resumming classes of Feynman diagrams. In its lowest approximation level, it
corresponds to the so called Hartree (or Gaussian) approximation.
The Gaussian approximation can also be introduced without referring to the 2PI EA, by
means of a variational principle. It has been the subject of many works after the papers by
Stevenson [30], in which the author showed that it is possible to choose carefully the bare
constants of the λφ4 theory allowing for the emergence of a nontrivial quantum theory in the
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limit of infinite cutoff (it was shown afterwards that a different choice of the parameters that
involve a wave function renormalization is also possible, resulting in a completely different
quantum theory [31]). Both possibilities have their corresponding counterparts in curved
spacetimes [32]. The quantum theories so derived have different drawbacks, which originate
from the fact that in the perturbative regime (where the renormalized coupling constants
are very small) those theories do not approach the ones defined by the usual perturbation
theory in terms of Feynman diagrams, which are based on a loop-by-loop renormalization
procedure. Moreover, for finite values of the cutoff the theory is unstable, since the bare
coupling constant is negative and goes to zero as the cutoff tends to infinite [30, 33]. In
addition, there is no clear way to systematically improve the approximation based on such
variational principle.
The use of the 2PI EA solves some of these drawbacks by changing the renormalization
procedure. Indeed, in this formalism, there are multiple definitions of a given n-point func-
tion, which are equivalent in the exact theory but not necessarily if some approximation
is considered. When the theory is truncated, it is mandatory to impose some consistency
relations between the different counterterms, and this is possible only if one allows for more
bare constants than usual, which are to be fixed in terms of the usual number of renormal-
ized parameters (the ones that are in principle measurable). In other words, for a given
renormalized parameter one includes different counterterms. There has been much progress
in understanding the renormalization properties of general truncation of the 2PI effective
action, and a systematic method for a consistent renormalization has been developed [34].
In this paper we will analyze interacting quantum fields in general spacetimes using the
2PI EA with the consistent renormalization procedure of Ref. [34]. We will show that
the renormalization procedure can be generalized to curved spacetimes, and we will find
the explicit renormalized form for the mean value equation and for the propagator of the
fluctuations. We will then analyze the particular case of de Sitter spacetime. The study
of the mean value equation along with the corresponding effective potential will allow us
to show that, under this nonperturbative approximation and renormalization, depending on
the values of the parameters, spontaneous symmetry breaking may take place in de Sitter
spacetime. This is to be contrasted with the results based on the approach of Ref. [30], in
which one can prove that spontaneous symmetry breaking is not compatible with de Sitter
symmetries [32] (a similar incompatibility holds to leading order in the 1/N approximation
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to O(N) models, as mentioned in [32]; see also [27]). Our results show discrepancies with
those of Ref.[25], where the effective potential in de Sitter spacetime has been also recently
considered using the consistent renormalization procedure. As we will see, the discrepancies
come from the milder version of the consistency conditions used in that work.
Before describing the details of the calculations, it is worth to stress here that the aim
of this paper is not to arrive at a conclusive answer to these points. Indeed, previous
works based in the Hartree approximation in flat spacetime suggest that this is not possible.
For example, it is well known that the Hartree approximation predicts a first order phase
transition when applied toO(N) models, while other nonperturbative methods give a second-
order phase transition [35], in agreement with expectations based on general arguments
[36]. These drawbacks of the Hartree approximation can be cured by including two loops
corrections to the 2PI EA [37]. A similar situation could arise in curved spacetimes, in
particular when discussing symmetry breaking in de Sitter spacetime. Therefore, one of
our purposes here is to push forward a rigorous and critical analysis of the situation, by
starting with an understanding of the simplest nonperturbative approximation, along with
its limitations, but having in mind the necessity of an improvement. This subject is clearly
worth studying in detail, to the end of analyzing its eventual relevance not only for correlation
functions, but also for the evolution of the Universe itself through its contribution to the
energy momentum tensor in the Semiclassical Einstein Equations (SEE), which is the subject
of a forthcoming paper II [38].
The paper is organized as follows. In Sec. II we introduce the 2PI EA in curved space-
times, and make contact with previous formulations based on the use of the equations for
the mean value of the field and its two-point function. In Sec. III we discuss in detail the
renormalization of the field and gap equations, using the consistent renormalization pro-
cedure of [34]. We show that the renormalized equations are independent of the scale µ˜
introduced by the dimensional regularization, once we express the equations in terms of the
renormalized mass and coupling constants defined in Minkowski spacetime. In Sec. IV we
analyze the field and gap equations in a de Sitter spacetime, exploring the possibility of
having spontaneous symmetry breaking. In Sec. V we generalize all the previous results
to the case in which the renormalization point is taken for a given fixed de Sitter metric.
This change of the renormalization point allows us to explore further the parameter space
where spontaneous symmetry breaking is possible. In Sec. VI we present a summary and a
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discussion of the results obtained in the paper. The Appendices contain some details of the
calculations. Everywhere we set c = ~ = 1 and adopt the mostly plus sign convention.
II. THE 2PI EFFECTIVE ACTION
The definition of the 2PI EA along with the corresponding functional integral can be
found in both papers and textbooks (see for instance [29, 39, 40]). In this section, we briefly
summarize the main relevant aspects of the formalism for the case of a self-interacting scalar
field φ in a general curved spacetime.
The 2PI generating functional can be written as [34]
Γ2PI [φ0, G, g
µν ] = S0[φ0, g
µν ] +
i
2
Tr ln(G−1) +
i
2
Tr(G−10 G) + Γint[φ0, G, g
µν ], (1)
where S0 is quadratic part of the classical action S without any counterterms and
iGab0 (x, x
′) =
1√−g
δ2S0[φ0, g
µν ]
δφa(x)δφb(x′)
1√−g′ , (2)
with a, b the time branch indices (with index set {+,−} in the usual notation) corresponding
to the ordering on the contour in the “closed-time-path”(CTP) or Schwinger-Keldysh [39]
formalism. This formalism is in principle needed in order to obtain real and causal evolution
equations, although in the approximation we will use in this paper the details of the ordering
along the contour will not be needed.
The interaction part of the 2PI EA is given by
Γint[φ0, G, g
µν ] = Sint[φ0, g
µν ] +
1
2
Tr
[
δ2Sint
δφ0δφ0
G
]
+ Γ2[φ0, G, g
µν ], (3)
where Sint = S − S0, the functional Γ2 is (−i) times the sum of all two-particle-irreducible
vacuum-to-vacuum diagrams with lines given by G and vertices obtained from the shifted
action SFint, which comes from expanding Sint[φ0 + ϕ] and collecting all terms higher than
quadratic in the fluctuating field ϕ.
The equations of motion are obtained by extremizing the effective action
δΓ2PI
δφ0
∣∣∣
φ+=φ−=φ;gµν+ =g
µν
− =gµν
= 0, (4a)
δΓ2PI
δG
∣∣∣
φ+=φ−=φ;gµν+ =g
µν
− =gµν
= 0. (4b)
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The usual 1PI EA is then obtained by replacing the solution of the gap equation G¯[φ0] back
in the 2PI EA
Γ1PI [φ0, g
µν ] = Γ2PI [φ0, G¯[φ0], g
µν ]. (5)
As mentioned in the introduction, in the 2PI formalism there are various possible n-point
functions that can be obtained from the several possible ways of functionally differentiating
Γ2PI [φ0, G, g
µν ] with respect to φa and Gab. However in the exact theory it can be shown
that the different n-point functions are not independent, and must satisfy certain consistency
conditions. These are thoroughly derived in [34], of which we provide a brief sketch in
Appendix A. To the purposes of this paper, it is enough to consider a simplified version of
these conditions which are only valid for a theory with Z2 symmetry, and taking advantage
of further simplifications when evaluating at φ0 = 0. The two important conditions in our
case are
δ2Γint
δφ1δφ2
∣∣∣∣∣
φ=0
= 2
δΓint
δG12
∣∣∣∣∣
φ=0
, (6)
and
δ4Γ1PI [φ0]
δφ1δφ2δφ3δφ4
∣∣∣∣∣
φ0=0
= 2
 δ2Γint
δG12δG34
∣∣∣∣∣
G¯,φ0=0
+ perms(2, 3, 4)
− 1
2
δ4Γint
δφ1δφ2δφ3δφ4
∣∣∣∣∣
G¯,φ0=0
, (7)
where expression (5) is used to establish a connection between the 1PI effective action on
the left hand side and Γint on the right hand side.
It is worth to recall that, due to an artifact of the approximation, these conditions can
be violated when applied to a particular truncation of Γ2PI . However, if the approximation
is good any departure from these conditions should be small. Nevertheless, since we are
dealing with formally divergent quantities, the latter statement is non-trivial, and therefore
a consistent renormalization procedure that takes these relations into account is required. In
fact, an essential step in the consistent renormalization procedure of Ref. [34] is to impose
these conditions to the particular truncation of Γ2PI at a given renormalization point (for
which we choose φ0 = 0), which allows to fix the different counterterms.
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Figure 1: 2PI diagrams at 2-loop order: the “sunset” (on the left) and the “double-bubble”
(to the right).
A. λφ4 theory in the Hartree approximation
For a non-minimally coupled scalar field with quartic self-coupling in a curved background
with metric gµν the classical action reads
S[φ, gµν ] = −
∫
d4x
√−g
[
1
2
φ
(−+m2B + ξBR)φ+ 14!λBφ4
]
, (8)
where  = 1√−g∂µ (
√−ggµν∂ν), g ≡ det(gµν). Then the shifted action that defines the
interaction vertices needed to construct the 2-particle irreducible vacuum diagrams is
SFint[ϕ, φ0, g
µν ] = −λB
6
∫
d4 x
√−g
[
1
4
ϕ4 + φ0ϕ
3
]
. (9)
Although we are dealing with a scheme in which there is an infinite resummation of diagrams,
we cannot compute the effective action completely because we still have to perform an
infinite sum of 2PI vacuum diagrams in the Γ2 term. Therefore we must resort to some
kind of approximation. At the lowest order one can drop the Γ2 term altogether, which
corresponds to the 1-loop approximation in which case there is no difference with the 1PI
effective action. This is because the 2PI vacuum diagrams start at 2-loops, and it is from
this order onwards that the 2PI effective action gives a nontrivial result compared to the
1PI effective action. With the shifted action Sint given by Eq. (9), there are two diagrams
that contribute at the 2-loop order. These are the double-bubble and the sunset shown in
Fig. 1.
The Hartree approximation corresponds to taking into account only the local contribution
(double-bubble diagram). In this case the 2PI effective action is
Γ2PI [φ0, G, gµν ] = −
∫
d4x
√−g
[
1
2
φ0
(−+m2B2 + ξB2R)φ0 + 14!λB4φ40
]
+
i
2
Tr ln(G−1)
−1
2
∫
d4x
√−g
[
−+m2B0 + ξB0R +
1
2
λB2φ
2
0
]
G(x, x) (10)
−λB0
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∫
d4x
√−g G2(x, x).
Note that in each contribution to the effective action we allow the counterterms to be
different, denoted as different subscripts in the bare parameters that refer to the power of
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φ0 in the corresponding term of the action. This allows for the possibility of adjusting how
each diagram contributes to the cancellation of divergences, which turns out to be a crucial
point for the renormalization procedure to respect the 2PI consistency relations of the exact
theory. The relationship between the different counterterms will be fixed by imposing the
consistency relations on the 2 and 4-point functions in the next section. It is important to
note that, within the Hartree approximation, the CTP formalism gives the same equations
of motion than the usual in-out formalism [40]. Therefore, in Eq. (10) and in what follows
we drop the time branch indices.
The equations of motion for the mean field and the exact propagator (gap equation) are
obtained by taking the variation of the Γ2PI [φ0, G] with respect to φ0 and G respectively.
In the Hartree approximation that we are considering these read
(
−+m2B2 + ξB2R +
λB4
6
φ20 +
λB2
2
G(x, x)
)
φ0(x) = 0, (11)(
−+m2B0 + ξB0R +
λB2
2
φ20 +
λB0
2
G(x, x)
)
G(x, x′) = −iδ(x− x
′)√−g′ . (12)
These equations are similar to those obtained when considering a Gaussian approximation
at the level of the mean field equations [32]. In that case the starting point is the classical
equation of motion for φ, which is then separated into a mean field φ0 = 〈φ〉 and a fluctuation
ϕ = φ − φ0. Then taking the expectation value of the classical field equation one gets a
pair of coupled equations for φ0 and ϕ, or equivalently for φ0 and the propagator of the
fluctuations G(x, x′). Finally upon the assumption of Gaussian states, which implies
〈ϕ3〉 = 0, (13a)
〈ϕ4〉 = 3〈ϕ2〉2, (13b)
the resulting equations are similar to those shown above. The difference is, however, that
there is neither a diagrammatic interpretation for each of the contributions that allows for
different counterterms, nor a set of consistency relations to fix them. Therefore in this
approach it would seem unnatural to use different counterterms.
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III. RENORMALIZATION OF THE FIELD AND GAP EQUATIONS
In the analysis of the renormalization of the Hartree approximation, we will use the
following parametrization of the bare couplings:
m2Bi = m
2 + δmi, (14a)
ξBi = ξ + δξi, (14b)
λBi = λ+ δλi, (14c)
which corresponds to the MS scheme (i.e., the counterterms δmi, δξi and δλj (i = 0, 2,j =
0, 2, 4) contain only divergences and no finite part). As mentioned in the previous section,
in order to fix the different counterterms within this level of approximation we impose the
consistency relations (6) and (7) on the different 2PI 2 and 4-point kernels. These kernels
are computed from functional derivatives of Γint [φ0, G] evaluated at φ0 = 0, which by
comparison of (1) and (10) reads
Γint[φ0, G, gµν ] = −
∫
d4x
√−g
[
1
2
(δm2 + δξ2R)φ
2
0 +
1
4!
(λ+ δλ4)φ
4
0
]
−1
2
∫
d4x
√−g
[
δm0 + δξ0R +
1
2
(λ+ δλ2)φ
2
0
]
G(x, x) (15)
−1
8
∫
d4x
√−g (λ+ δλ0)G2(x, x),
where we have used that the inverse free propagator G−10 in (1) is defined as
G−10 = i
(−+m2 + ξR) . (16)
After some straightforward functional differentiations, the 2-point kernels at φ0 = 0 are
given by
δ2Γint
δφ0(x)δφ0(x′)
∣∣∣∣∣
φ0=0
= −√−g
[
δm2 + δξ2R +
1
2
(λ+ δλ2)G(x, x)
]
δ(x− x′), (17)
2
δΓint
δG(x, x′)
∣∣∣∣∣
φ0=0
= −√−g
[
δm0 + δξ0R +
1
2
(λ+ δλ0)G(x, x)
]
δ(x− x′). (18)
Hence the condition (6) implies that
δm0 = δm2 ≡ δm, (19a)
δξ0 = δξ2 ≡ δξ, (19b)
δλ0 = δλ2. (19c)
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Since both mass counterterms are equal, as also both curvature coupling counterterms are,
we drop the subindexes in those cases from now on.
We turn to the second consistency relation Eq. (7). The equation relates the different
4-point kernels at φ0 = 0, two of which can be calculated by carrying on differentiating
Γint [φ0, G]:
δ4Γint
δφ1δφ2δφ3δφ4
∣∣∣∣∣
φ0=0
= −√−g (λ+ δλ4)δ12δ13δ14, (20)
δ2Γint
δG12δG34
∣∣∣∣∣
φ0=0
= −
√−g
4
(λ+ δλ0)δ12δ34δ23, (21)
where we used φi ≡ φ0(xi) as a notational shorthand. The other quantity that must be
specified is the fourth functional derivative of the 1PI effective action. Its value at φ0 = 0 is
then easily interpreted as the renormalized self-interaction coupling λR, since the effective
potential is proportional to the effective action at a constant value of φ0. Therefore
δ4Γ1PI [φ0]
δφ1δφ2δφ3δφ4
∣∣∣∣∣
φ0=0
= −√−g λRδ12δ13δ14, (22)
is equivalent to
λR =
d4Veff
dφ40
∣∣∣∣∣
φ0=0
. (23)
It is important to note that, since the 1PI effective action depends on the background
geometry, in general it is not possible to impose these consistency conditions exactly for any
arbitrary background metric. We expect an analogous situation to happen in Minkowski
space if for instance the background field is time dependent. However, in that case, in order
to define the renormalized parameters, one can still impose the consistency conditions for
a particular constant value of the field. This is enough to fix the counterterms. Then,
once made finite, any deviation from the consistency conditions is expected to be small, or
more precisely to be of the same order as the contributions neglected in the approximation
considered for Γ1PI . The corresponding choice in our case, is to consider a spacetime with
constant curvature. We will come back to this point in Sec. V.
Feeding the above ingredients to the second consistency relation (7) fixes the remaining
counterterm. Here it is important to take into account the symmetry properties of the
kernels to evaluate the different permutations. The resulting relation is
δλ4 − 3δλ2 = 2(λ− λR). (24)
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At this point one can see more clearly the consequences of this “arbitrary” truncation of the
2PI effective action, i.e. the Hartree approximation, if we insist on enforcing the properties
that are valid for the exact theory.
Turning back to the renormalization of the mean field and gap equations, instead of con-
sidering the equation for the Feynman propagator G(x, x′), we will consider the equation for
the Hadamard propagator G1(x, x
′) = 〈{ϕ(x), ϕ(x′)}〉, which contains the same information
but is more convenient for our purposes(
−+m2B0 + ξB0R +
λB2
2
φ20 +
λB0
4
[G1]
)
G1(x, x
′) = 0, (25)
where [G1] = G1(x, x) = 2G(x, x) = 2〈ϕ2〉. Renormalizability of the mean field and gap
equations means that they can be rendered finite by a suitable choice of counterterms. If
this is the case, the resulting equations can be expressed in terms of a finite physical mass
plus a coupling to the curvature term, namely(
−+m2ph + ξRR−
1
3
λRφ
2
0
)
φ0(x) = 0, (26)(−+m2ph + ξRR)G1(x, x′) = 0. (27)
The physical mass m2ph is a spacetime dependent scalar function determined by
m2ph + ξRR = m
2 + δm+ (ξ + δξ)R +
1
2
(λ+ δλ2)φ
2
0 +
1
4
(λ+ δλ2)[G1], (28)
which is a self-consistent equation, as m2ph also enters the right hand side through [G1]. In
this expression we have already used the relationships among the counterterms as dictated
by the consistency conditions. The divergences come from [G1], and must be cancelled by a
suitable choice of the counterterms δm, δξ and δλ2.
To the end of exposing and isolating the divergences, we use a Schwinger-DeWitt type
expansion for [G1] for a free field with variable mass mph and coupling to the curvature ξR
on a general n-dimensional background with metric gµν :
[G1] =
1
8pi2
(
m2ph
µ2
)/2∑
j≥0
[Ωj](m
2
ph)
1−j Γ
(
j − 1− 
2
)
≡ 1
4pi2
[
m2ph +
(
ξR − 1
6
)
R
]
+ 2TF (m
2
ph, ξR, R, µ˜). (29)
Here  = n−4, Γ(x) is the Gamma function and the coefficients [Ωj] are scalars of adiabatic
order 2j built from the metric and its derivatives and satisfy certain recurrence relations.
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We use the results for these coefficients presented in [41]. In the second line we have split
the sum by isolating the zeroth and second adiabatic orders, which are the only divergent
terms. Then we expanded for  → 0 and redefined µ → µ˜ to absorb some constant terms.
The finite part is
TF (m
2
ph, ξR, R, µ˜) =
1
16pi2
{[
m2ph +
(
ξR − 1
6
)
R
]
ln
(
m2ph
µ˜2
)
+
(
ξR − 1
6
)
R
− 2F (m2ph, {R})
}
(30)
where the function F (m2ph, {R}) contains the adiabatic orders higher than two and it is
independent of  and µ. The dependence on m2ph involves also its derivatives, while that
denoted by {R} is to be understood as a dependence on curvature invariants constructed
from contractions of the Riemann tensor and its derivatives. This function satisfies the
following properties
F (m2ph, {R})
∣∣∣∣
Rµνρσ=0
= 0, (31a)
dF (m2ph, {R})
dm2ph
∣∣∣∣∣
Rµνρσ=0
= 0, (31b)
dF (m2ph, {R})
dR
∣∣∣∣∣
Rµνρσ=0
= 0. (31c)
Then inserting Eq. (29) back in Eq. (28), we have
m2ph + ξRR = m
2 + δm+ (ξ + δξ)R +
1
2
(λ+ δλ2)φ
2
0 +
1
16pi2
(λ+ δλ2)
[
m2ph +
(
ξR − 1
6
)
R
]
+
1
2
(λ+ δλ2)TF . (32)
To separate unambiguously the divergent part from the finite part it is necessary to choose
a subtraction scheme. In the MS scheme, the divergent part must vanish, and then the
following equations are satisfied independently
m2ph + ξRR = m
2 + ξR +
1
2
λφ20 +
1
2
λTF , (33)
0 =
{
δm+ δξR +
1
2
δλ2φ
2
0 +
1
16pi2
(λ+ δλ2)
[
m2ph +
(
ξR − 1
6
)
R
]
+
1
2
δλ2TF
}
. (34)
These conditions will determine the MS counterterms δm, δξ and δλ2. Using the first
equation to express the m2ph+ξRR and replace it in the second, we end up with an expression
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that depends on the counterterms and the finite constants
0 =
[
δm+
m2
16pi2
(λ+ δλ2)
]
+
[
δξ +
1
16pi2
(
ξ − 1
6
)
(λ+ δλ2)
]
R
+
1
2
[
δλ2 +
λ
16pi2
(λ+ δλ2)
] (
φ20 + TF
)
, (35)
where each pair of square brackets must vanish independently. The resulting counterterms
are
δm = − λ
16pi2
(
m2
1 + λ
16pi2
)
, (36a)
δξ = − λ
16pi2
( (
ξ − 1
6
)
1 + λ
16pi2
)
, (36b)
δλ2 = − λ
16pi2
(
λ
1 + λ
16pi2
)
, (36c)
and the bare parameters become
m2B =
m2
1 + λ
16pi2
= m2
+∞∑
n=0
(
− λ
16pi2
)n
, (37a)
ξB − 1
6
=
(
ξ − 1
6
)
1 + λ
16pi2
=
(
ξ − 1
6
) +∞∑
n=0
(
− λ
16pi2
)n
, (37b)
λB2 =
λ
1 + λ
16pi2
= λ
+∞∑
n=0
(
− λ
16pi2
)n
. (37c)
Once made finite, the equation for the physical mass is
m2ph + ξRR = m
2 + ξR +
1
2
λφ20 +
λ
32pi2
{[
m2ph +
(
ξR − 1
6
)
R
]
ln
(
m2ph
µ˜2
)
+
(
ξR − 1
6
)
R− 2F (m2ph, {R})
}
. (38)
This is a self-consistent equation for m2ph(φ0, R), whose result shall then be inserted into
the field equation (26) and solved for φ0. Expressed in this way, the result depends on a
mixture of the finite MS-parameters m2, ξ and λ and the renormalized parameters ξR and
λR (this last one coming from the consistency condition through the field equation), as well
as in the regularization scale µ˜. The renormalized parameters are those that characterize
the effective potential Veff and will not be equal to the MS-parameters in general. Both
sets of parameters will be related by µ˜. It is convenient then to express the m2ph-equation
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in terms of only one set of parameters, for which we use the effective potential as identified
through its derivative in the field equation (26)
dVeff
dφ0
=
(
m2ph + ξRR−
1
3
λRφ
2
0
)
φ0, (39)
in order to find relations between both sets. As it was discussed in the previous section, the
consistency conditions take a particularly simple form only at φ0 = 0, so we will use that
choice of renormalization point. It is also necessary to fix the background geometry at a con-
stant curvature. In this section we will choose Minkowski spacetime as the renormalization
point, for which R = 0. With these to conditions we define the renormalized parameters as
m2R ≡
d2Veff
dφ20
∣∣∣∣∣
0
= m2ph|0, (40a)
ξR ≡ d
3Veff
dR dφ20
∣∣∣∣∣
0
=
dm2ph
dR
∣∣∣∣∣
0
+ ξR, (40b)
λR ≡ d
4Veff
dφ40
∣∣∣∣∣
0
= 3
d2m2ph
dφ20
∣∣∣∣∣
0
− 2λR, (40c)
where the 0 subindex means both zero curvature and φ0 = 0. The definition (40c) is the
same as (23). From these definitions and Eqs. (39) and (38), it is straightforward to arrive
at expressions that relate the renormalized parameters m2R, ξR and λR to the MS finite
parameters m2, ξ and λ and µ˜ (see Appendix B). The resulting relations are
m2R =
m2[
1− λ
32pi2
ln
(
m2R
µ˜2
)] , (41a)
(
ξR − 1
6
)
=
(
ξ − 1
6
)[
1− λ
32pi2
− λ
32pi2
ln
(
m2R
µ˜2
)] , (41b)
λR =
λ[
1− λ
32pi2
− λ
32pi2
ln
(
m2R
µ˜2
)] . (41c)
Putting these together we can find some useful µ˜-independent combinations of the MS
parameters: (
ξB − 16
)
λB
=
(
ξ − 1
6
)
λ
=
(
ξR − 16
)
λR
, (42)
and
m2B
λB2
=
m2
λ
= m2R
(
1
32pi2
+
1
λR
)
≡ m
2
R
λ∗R
, (43)
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where we have introduced λ∗R as a notational shorthand, with the property λ
∗
R → λR for
λR  1.
Note that, although in principle m2 could take negative values, the parameter m2R is
positive by construction. This is so becausem2R is a solution of the gap equation in Minkowski
space at φ0 = 0, which is based on the existence of an stable propagator for the fluctuations
(see Eq. (29)). Therefore, these equations tell us that in this case m2 must also be positive,
provided that λ∗R and λ are positive. This is a consequence of having defined the renormalized
parameters in Minkowski spacetime, and as we will see in Sec. V, this restriction can be
relaxed by taking the renormalization point in de Sitter spacetime.
In any case, it is worth to remark that the consistency conditions impose nontrivial con-
straints on the finite parameters of the theory. These restrictions are not considered (or at
least not apparently) in the approach of Ref. [25] where, working with minimal subtrac-
tion, it is assumed from the beginning that δλ4 = 3δλ2. On one hand, as we are working
with an approximation to the EA, one could argue that it is not necessary to impose the
consistency conditions exactly at the renormalization point, but only to use the conditions
to fix the proportionality constant between the counterterms, because anyway they are not
expected to be exact beyond that point. This is in principle correct. However, unless a set of
renormalization conditions is specified, the interpretation of the finite parameters is unclear
and the equations are µ˜-dependent, as happen in Ref. [25]. Moreover, if we assume that
δλ4 = 3δλ2, and then we define the renormalization conditions as derived from the effective
potential (as we are doing), it turns out that the gap equation cannot be entirely written in
terms of only the renormalized parameters, and hence it is µ˜-dependent. This can be easily
seen by noticing that it is due to the combination on the rhs of Eq. (24) that it is λR and not
λ which appears in Eq. (26). On the other hand, if the consistency conditions are imposed,
the relation δλ4 = 3δλ2 implies that λ = λR, which yields a particular choice of the param-
eter µ˜. Our analysis shows that, taking Minkowski spacetime as the renormalization point,
the choice m2 < 0 is not compatible with the consistency conditions. Similar restrictions
will appear when considering a more general definition for the renormalized parameters (see
Section V).
The above relations between the parameters can be used to rewrite the equation for m2ph
16
in terms of the renormalized parameters only. After a bit of algebra we arrive at
m2ph = m
2
R +
λ∗R
2
φ20 +
λ∗R
32pi2
{[
m2ph +
(
ξR − 1
6
)
R
]
ln
(
m2ph
m2R
)
− 2F (m2ph, {R})
}
. (44)
This is the main result of this section. It shows that m2ph can be completely expressed in
terms of the renormalized parameters, showing a manifest invariance under changes of the
regularization scale µ˜. As a consequence both the equation for φ0 and the gap equation will
also show these properties. Furthermore, it can be easily seen that in the free field limit,
λR → 0, we have λ∗R → 0 and consequently the physical mass becomes the renormalized
mass, m2ph → m2R.
We close this section by defining the non-MS counterterms associated to the renormalized
parameters in the following way
δm˜ = m2B −m2R =
m2R
[
1− λ
32pi2
ln
(
m2R
µ˜2
)]
1 + λ
16pi2
−m2R = −
λ∗R
32pi2
m2(
1 + λ
16pi2
) [2

+ ln
(
m2R
µ˜2
)]
= −m2B
λ∗R
32pi2
[
2

+ ln
(
m2R
µ˜2
)]
, (45)
where we have used both Eqs. (37a) and (41a) for m2B and m
2, respectively, and then Eq.
(43). Similarly we obtain
δξ˜ ≡ ξB − ξR = −
(
ξB − 1
6
)
λR
32pi2
[
2

+ 1 + ln
(
m2R
µ˜2
)]
, (46)
δλ˜ ≡ λB2 − λR = −λB λR
32pi2
[
2

+ 1 + ln
(
m2R
µ˜2
)]
. (47)
These counterterms contain not only the poles in  but also a µ˜-dependent finite term. In
this expressions the 1-loop limit can be easily taken by replacing m2B → m2R, ξB → ξR and
λB2 → λR in their right-hand-sides.
IV. INTERACTING FIELDS IN DE SITTER SPACETIME
In this section we apply the above results to de Sitter spacetimes. We consider the
cosmological patch of de Sitter space in flat coordinates
ds2 = −dt2 + e2Htd~x2 . (48)
The de Sitter spacetime is a solution to the vacuum Einstein equations with positive constant
curvature, and as a consequence of its large degree of symmetry a possible solution to the
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mean field and gap equations in this background is that with both φ0 and 〈ϕ2〉 = [G1]/2
constant. In this geometry infrared divergences appear on 〈ϕ2〉 for massless minimally
coupled free fields, while in the case of interacting fields, the perturbative expansion is ill
defined for light fields.
A. Physical mass equation
We can study interacting fields in de Sitter spacetime in the Hartree approximation
without much hustle by exploiting the fact that the gap Eq. (27) is actually the equation
for the propagator of a free field with mass m2ph (which is constant in de Sitter) and coupling
to the curvature ξR. The solution of such an equation is known exactly in de Sitter for an
arbitrary number of dimensions n. The most common form found in the literature for the
coincidence limit [G1] is
[G1] =
2Hn−2
(4piµ2)n/2
Γ
(
1− n
2
) Γ (n−1
2
+ νn
)
Γ
(
n−1
2
− νn
)
Γ
(
1
2
+ νn
)
Γ
(
1
2
− νn
) , (49)
where ν2n =
(n−1)2
4
− m
2
ph
H2
− ξRn(n − 1) and R = n(n − 1)H2. To make use of the results of
Sec. II we can extract the function FdS(m
2
ph, R) from this expression, defined through the
adiabatic expansion in Eq. (29). This is achieved by setting n = 4 +  and expanding for
→ 0, holding R fixed. From this comparison, detailed in Appendix C, we can extract the
exact form of the function F (m2ph, {R}) for de Sitter spacetime,
FdS(m
2
ph, R) = Rf(m
2
ph/R) = −
R
2
{(
m2ph
R
+ ξR − 1
6
)[
ln
(
R
12m2ph
)
+ g
(
m2ph/R + ξR
)]
−
(
ξR − 1
6
)
− 1
18
}
, (50)
with
g(y) ≡ ψ+ + ψ− = ψ
(
3
2
+ ν4(y)
)
+ ψ
(
3
2
− ν4(y)
)
, (51)
and whereR = 12H2, ψ(x) = Γ
′
(x)/Γ(x) is the DiGamma function and ν4(y) =
√
9/4− 12y.
The FdS function has all the expected properties, that is, it is written only in terms of renor-
malized parameters, it is independent of  and µ˜, and it satisfies the correct limits Eqs.
(31).
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Then turning back to the physical mass equation, we can plug the expression for FdS in
the general expression for the renormalized m2ph-equation (44), to obtain
m2ph + ξRR = m
2
R + ξRR +
λ∗R
2
φ20 +
λ∗R
32pi2
[
m2ph +
(
ξR − 1
6
)
R
] [
ln
(
R
12m2R
)
+ g
(
m2ph/R + ξR
)]
− λ
∗
R
32pi2
(
ξR − 1
9
)
R. (52)
Note that in de Sitter this equation depends only on the combination
M2ph ≡ m2ph + ξRR . (53)
Since we are interested in the infrared effects we considerM2ph  R and expand the function
g(y) for y =M2ph/R 1,
g(y) ' − 1
4y
+
11
6
− 2γE + 49
9
y. (54)
This gives a pole in M2ph that can immediately be identified as the origin of the infrared
divergence in 〈ϕ2〉. Hence, the solutions to the field and gap equations must be such that
M2ph > 0. After expanding, multiplying by y and keeping terms up to quadratic order in y
the gap equation (52) reads
AMk y
2 +
[
BMk − λRφ
2
0
2R
]
y + CMk = 0, (55)
where the coefficients are given by the following expressions,
AMk = 1− λ
∗
R
32pi2
[
a
(
R/12m2R
)− 49
54
]
, (56a)
BMk = −
(
m2R
R
+ ξR
)
+
λ∗R
32pi2
[
1
6
a
(
R/12m2R
)
+ ξR +
5
36
]
,
CMk = − λ
∗
R
768pi2
, (56b)
with
a(x) ≡ 11/6− 2γE + ln(x). (57)
The Mk subindex indicates we are using the Minkowski renormalization point. Note that
CMk is always negative, while in principle AMk and BMk can have either sign. It can be seen
that in order to have a real and positive solution M2ph(φ0, R) for all φ0, it is necessary that
AMk > 0, while BMk is unconstrained. The solutions are
M2ph(φ0, R) =
−(RBMk − λ
∗
Rφ
2
0
2
)±
√[
RBMk − λ
∗
Rφ
2
0
2
]2
− 4R2AMkCMk
2AMk
. (58)
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Which branch is the appropriate one depends on the sign of BMk, but we can see that
the solution is unique, as the other branch will be always negative. For now we keep both
branches.
B. Effective potential and symmetry breaking
The effective potential is defined for fixed R through its φ0-derivative that can be read
from the field equation (26) for constant φ0. This allows to find it by integration with respect
to φ0,
Veff (φ0, R) =
∫ [
M2ph(φ20, R)−
1
3
λRφ
2
0
]
φ0 dφ0 =
1
2
∫
M2ph(φ20, R) dφ20 −
1
12
λRφ
4
0. (59)
Using Eq. (58) the result is
Veff (φ0, R) = ∓
2R2
(
BMk − λ
∗
Rφ
2
0
2R
)√(
BMk − λ
∗
Rφ
2
0
2R
)2
− 4AMkCMk
8AMkλ∗R
+
λ∗R
2
φ40 − 2BMkRφ20
8AMk
±
CMkR
2 ln
[√(
BMk − λ
∗
Rφ
2
0
2R
)2
− 4AMkCMk +BMk − λ
∗
Rφ
2
0
2R
]
λ∗R
− λRφ
4
0
12
. (60)
This is a function of both φ0 and R which is well defined for all φ0 as long as AMk > 0, as
discussed above.
The effective potential has an extreme at φ¯0 = 0, which is the trivial solution to the field
equation (26) for constant φ0. It can be seen immediately that this must be a minimum, as
the second derivative of Veff (φ0, R) at φ0 = 0 is M2ph(φ0 = 0, R), which must be positive
in the Hartree approximation. We are interested in the question of whether there are other
minima that break the Z2 symmetry, that is, φ¯0 6= 0. According to equation (39), this
happens when
φ¯0
2
=
3
λR
M2ph(φ¯0, R). (61)
Using (58) this condition can be recast as a quadratic equation for φ¯0
2
, whose solutions are
φ¯0
2
=
3R
λR
−BMk ±
√
B2Mk − 4
(
AMk − 3λ
∗
R
2λR
)
CMk
2
(
AMk − 3λ
∗
R
2λR
)
 . (62)
As mentioned above, in the Hartree approximation the effective potential has always a
minimum at φ¯0 = 0. This implies that in order for another minimum to exist at φ¯0 6= 0,
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there must be also a maximum at smaller value of φ0, i.e. in between the two minima. For
this reason we must consider both branches of (62), and look for the conditions under which
both solutions are real and positive. First of all, it can be seen that AMk − 3λ∗R/2λR < 0
when 0 < λR < 1, so the conditions are, in turn, B
2
Mk − 4 (AMk − 3λ∗R/2λR)CMk > 0 and
BMk > 0. These conditions can be put together in the following one
BMk − 2
√(
3λ∗R
2λR
− AMk
)
|CMk| > 0. (63)
Note that imposing BMk > 0 selects the upper branch in (58) and (60).
So now we can look for values of the parameters that satisfy simultaneously the condi-
tions for having a well defined potential, AMk > 0, and for symmetry breaking (63). The
coefficients AMk, BMk and CMk depend on m
2
R/R, ξR and λR. We plot in Fig. 2b the
regions in the λR-m
2
R/R plane for which each of these conditions hold, considering both the
minimally coupled case ξR = 0, as well as ξR < 0. The ξR > 0 case is qualitatively similar
to the minimally coupled case, but the region where symmetry breaking is possible shrinks.
In Fig. 3 we show several curves of the effective potential for fixed parameters but varying
values of R. It can be seen that the effective potential always has a minimum in φ¯0 = 0,
while sometimes it can also have a second minimum for φ¯0 6= 0. We note that in order
to see the symmetry breaking minimum it was necessary to consider a value of m2R several
orders of magnitude, more than 20, below R. Hence, this symmetry breaking minimum
might be understood as a peculiarity of approaching the massless limit. It is also worth
mentioning that this is not the usual kind of symmetry breaking/restoration scenario seen
elsewhere in the literature where the symmetry is restored as R increases, since in this case
the R−dependence is just the opposite.
It is important to note that the reason why the φ¯0 6= 0 solutions are allowed is the presence
of the λR term in (26), which comes as a consequence of imposing the 2PI consistency
relations. Otherwise it would happen as in the 1/N approximation or the usual Gaussian
approach, where the absence of such term requires that for φ¯0 6= 0 we had M2ph = 0, and
for that case there is no de Sitter invariant vacuum [27, 32].
In the following section we will consider a more general choice of renormalization point,
namely, de Sitter spacetime.
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(a) Minimally coupled case (ξR = 0)
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(b) Non-Minimally coupled case (ξR < 0)
Figure 2: These plots show the regions in which the effective potential is well defined for all
φ0 (low density stripes) and where the conditions for the existence of symmetry breaking
solutions are met (high density stripes), as functions of λR (horizontal axis) and log(m
2
R/R)
(vertical axis), for ξR = 0 and ξR = −5 × 10−3. The first condition is met everywhere in
both cases, while the spontaneous symmetry breaking exists for small m2R/R. The symmetry
breaking region of the first plot moves further down and to the right when increasing ξR to
positive values.
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Figure 3: Effective Potential for different values of m2R/R. In all cases ξR = 0 and λR = 0.6.
There is always a minimum for φ0 = 0, while depending on the value of m
2
R/R there can
also be a minimum for φ0 6= 0 with a maximum in between.
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V. DE SITTER RENORMALIZATION POINT
In the previous sections we fixed the consistency conditions in Minkowski space by defining
the renormalized parameters at R = 0, and this was enough to show for example that
the renormalized equations can be expressed in a µ˜-independent way. However, it can be
objected that we are fixing the consistency conditions in a background different from the
one we then want to study. As it was mentioned in Sec. III, it is not possible to impose that
the consistency relations hold exactly for an arbitrary background, unless the spacetime has
a constant curvature. Nevertheless, a de Sitter renormalization point with scalar curvature
R0 may feel more natural when the spacetime of interest is of FRW type, where one could
fix the consistency conditions at given time by matching R0 to the corresponding value of
R at that time. The consistency conditions could then be incrementally violated as time
progresses. Of course, even if we are studying the equations in de Sitter itself, although
time-independent, the matching can be done exactly only if the variables R and φ0 are
fixed beforehand. However, this is not the case we are considering here, as our purpose
is to analyze the dependence of the physical mass and effective potential on these two
variables. Therefore, the natural thing to do is to impose the consistency conditions at a
given renormalization point. Another point in favor of generalizing to de Sitter is that, as
seen in the previous section, the Minkowski renormalization point did not allow for certain
values of the MS-parameters that may be of interest, such as m2 < 0. The aim of this
section is to generalize the previous results to the case where the renormalization point is
taken for a fixed de Sitter metric, applying it first to a general curved spacetime and then
particularly to de Sitter itself.
We start by considering the consistency relations for the 4-point functions (7), which
gives a new definition of λR
δ4Γ1PI [φ0]
δφ1δφ2δφ3δφ4
∣∣∣∣∣
φ0=0,R=R0
= −λRδ12δ13δ14, (64)
where the notation R = R0 implicitly implies we are evaluating in de Sitter spacetime, and
also we avoided the use of a different notation for λR. The consistency relation for the 2-
point functions Eq. (6) remains unchanged. Keeping this change in the definition in mind,
the minimal subtraction renormalization proceeds in the same way as before and the bare
couplings are found again to be given by Eqs. (37), and the finite gap equation in terms of
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the finite MS parameters is again Eq. (38). The derivative of effective potential is read from
the field equation as before, Eq. (39), but now we change the definitions of the renormalized
parameters by evaluating at R = R0,
M2R ≡
d2Veff
dφ20
∣∣∣∣∣
φ0=0,R=R0
=M2ph(φ0 = 0, R = R0), (65a)
ξR ≡ d
3Veff
dR dφ20
∣∣∣∣∣
φ0=0,R=R0
=
dM2ph
dR
∣∣∣∣∣
φ0=0,R=R0
, (65b)
λR ≡ d
4Veff
dφ40
∣∣∣∣∣
φ0=0,R=R0
= 3
d2M2ph
dφ20
∣∣∣∣∣
φ0=0,R=R0
− 2λR. (65c)
This redefinitions naturally lead to a generalization of Eqs. (41) relating the MS-parameters
to the renormalized ones with an explicit dependence on R0,
m2R =
m2 + λ
16pi2
[
R0
dFdS
dR
∣∣∣
m2R,R0
− FdS(m2R, R0)
]
[
1− λ
32pi2
ln
(
m2R
µ˜2
)] , (66a)
(
ξR − 1
6
)
=
(
ξ − 1
6
)− λ
16pi2
dFdS
dR
∣∣∣
m2R,R0[
1− λ
32pi2
− λ
32pi2
ln
(
m2R
µ˜2
)] , (66b)
λR =
λ[
1− λ
32pi2
− λ
32pi2
ln
(
m2R
µ˜2
)
− λ
32pi2
(
(ξR− 16 )R0
m2R
− 2 dFdS
dm2ph
∣∣∣
m2R,R0
)] . (66c)
The original Minkowski spacetime equations are easily obtained by setting R0 → 0, which
makes all the terms involving the FdS function or its derivatives to vanish according to its
expected properties (31). From now on we can use the explicit expression for FdS given in
Eq. (50), and so the previous expressions can be recast as
M2R −
R0
6
=
m2 + (ξ − 1
6
)R0 − λR0576pi2
1− λ
32pi2
[
ln
(
R0
12µ˜2
)
+ g(y0)
] , (67a)
(
ξR − 1
6
)
=
(
ξ − 1
6
)
+ λ
32pi2
[
y0 − 16 −
(
y0 − 16
)2
g′(y0)− 118
]
1− λ
32pi2
[
ln
(
R0
12µ˜2
)
+ g(y0) +
(
y0 − 16
)
g′(y0)
] , (67b)
λR =
λ
1− λ
32pi2
[
ln
(
R0
12µ˜2
)
+ g(y0) +
(
y0 − 16
)
g′(y0)
] . (67c)
Here we are using the notation y ≡M2ph/R, and y0 =M2R/R0. Also, Eqs. (67a) and (67b)
are not direct equivalents of Eqs. (66a) and (66b), but rather a mixing between them that
will come in handy in what follows.
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Following the procedure outlined in Minkowski space, we can combine these equations
in order to find µ˜-independent relations between the MS-parameters and the renormalized
parameters, namely
m2B
λB2
=
m2
λ
=
1
λR
(M2R − ξRR0)+ (M2R − R06 )32pi2 . (68)
and(
ξB − 16
)
λB
=
(
ξ − 1
6
)
λ
=
(
ξR − 16
)
λR
+
1
32pi2
[(
y0 − 1
6
)2
g′(y0)−
(
y0 − 1
6
)
+
1
18
]
. (69)
These are as generalizations of Eqs. (43) and (42) respectively. In Minkowski spacetime
the first relation showed that the parameter m2 could not be negative, while in de Sitter
spacetime this relation is modified in such a way that makes that case possible, although
not under general conditions. More specifically, putting both of the above relations together
we find that
1
λ
(
m2
R0
+ ξ
)
=
y0
λR
+
1
32pi2
[(
y0 − 1
6
)2
g′(y0) +
1
18
]
+
1
6
(
1
λ
− 1
λR
)
. (70)
Then, considering that the Hartree approximation demands y0 > 0, in which case it can be
seen that g′(y0) > 0, we conclude that the term in square brackets in the right hand side
should be positive definite, and hence the combination of MS-parameters given by m2 + ξR0
must be positive when λR ≥ λ. We want to emphasize the importance of this result. The
validity of the consistency conditions (which involve both finite and divergent parts) forbids
to set λ = λR and m
2 +ξR0 < 0 simultaneously, as was done in the literature when analysing
spontaneous symmetry breaking in de Sitter space within the Hartree approximation [25].
As a consequence of this result, one must allow for λR < λ, making it unavoidable to appeal
to the effective potential in order to fix the finite part of the consistency condition Eq. (24).
Carrying on with the renormalization in de Sitter space, we use Eqs. (66) to rewrite the
gap Eq. (38) in terms of the new renormalized parameters and FdS,
m2ph = m
2
R +
λ∗R
2
φ20 +
λ∗R
32pi2
{[
m2ph +
(
ξR − 1
6
)
R
]
ln
(
m2ph
m2R
)
+
(
m2ph −m2R
) [
2
dFdS
dm2ph
∣∣∣
m2R,R0
− (ξR −
1
6
)R0
m2R
]
(71)
+2
[
FdS(m
2
R, R0) +
dFdS
dR
∣∣∣
m2R,R0
(R−R0)− F (m2ph, {R})
]}
.
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Setting the background metric gµν to de Sitter, that is, F (m
2
ph, {R}) = FdS(m2ph, R), and
using again Eq. (50) and the variable y =M2ph/R = m2ph/R + ξR, the gap equation reads
y − 1
6
=
R0
R
(
y0 − 1
6
)
+
(
ξR − 1
6
)(
1− R0
R
)
+
λRφ
2
0
2R
+
λR
32pi2
{(
y − 1
6
)[
ln
(
R
R0
)
+ g(y)− g(y0)−
(
y0 − 1
6
)
g′(y0)
]
−
(
1− R0
R
)(
y0 − 1
6
)
+
(
y0 − 1
6
)2
g′(y0)
}
. (72)
In order to solve it for y(φ0, R) we consider the small mass case M2ph  R (y  1). The
resulting quadratic equation now has the following coefficients
AdS = 1− λR
32pi2
[
a
(
R
R0
)
− g(y0)−
(
y0 − 1
6
)
g′(y0)− 49
54
]
, (73a)
BdS =−
[
R0
R
y0 + ξR
(
1− R0
R
)]
+
λR
32pi2
{
1
4
+
1
6
[
a
(
R
R0
)
− g(y0)−
(
y0 − 1
6
)
g′(y0)
]
+
(
1− R0
R
)(
y0 − 1
6
)
−
(
y0 − 1
6
)2
g′(y0)
}
, (73b)
CdS =− λR
768pi2
, (73c)
with a(x) defined in Eq. (57). The analysis of this equation and its solutions now proceeds
exactly the same as in Minkowski spacetime, but now there is one new parameter that must
be taking into account, R0.
A. Spontaneous symmetry breaking
Let us first consider R = R0. The first interesting fact is that the gap equation (72)
does not depend explictly on ξR when R = R0, but rather only through the combination
y0 = m
2
R/R+ ξR. This simplifies the analysis by leaving only two parameters, y0 and λR. In
Fig. 4 we show in the λR-log(y0) plane that while the effective potential can be well defined
in some region (low density stripes), the symmetry breaking conditions are not met. We
emphasize that there is no other free parameter when R = R0, as all the combinations of
m2R/R0 and ξR such that y0 > 0 are accounted for.
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Figure 4: This plot shows, for R = R0, the region in which the effective potential is well
defined for all φ0 (low density stripes) in the λR-log(y0) plane. There is no region in which
the symmetry breaking conditions are met. There is no other free parameter.
Finally, we consider the case R 6= R0. We show in Fig. 5 plots in the log(R/R0)-
log(m2R/R0) plane of the regions of interest for fixed ξR and λR = 0.1. Note that these plots
are in a different plane of the parameter space in contrast to the previous plots we analysed.
In the minimally coupled case, both regions overlap only at R  R0 and with m2R/R0 in a
certain range. In particular this implies that in the low mass limit m2R  R0, R there is no
possible symmetry breaking. Moreover, the effective potential is not even well defined for
all φ0. Note that this is different to what we have seen in Fig. 2a in Minkowski space, where
the situation was R0 < m
2
R  R, that is, the flat limit was taken first. It is well known
that the flat and massless limits in de Sitter do not commute. If we now allow for ξR 6= 0,
we find a different situation. Both regions can overlap for certain values of the parameters,
allowing for a well defined effective potential with symmetry breaking. Some examples of
such a potential are shown in Fig. 6 for different values of R/R0. Symmetry breaking occurs
for small R/R0 and then the symmetry is restored for larger R/R0.
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(a) Minimally coupled case (ξR = 0)
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(b) Non-Minimally coupled case (ξR > 0)
Figure 5: These plots show the regions in which the effective potential is well defined for all
φ0 (low density stripes) and where the conditions for the existence of symmetry breaking
solutions are met (high density stripes), as functions of log(R/R0) (horizontal axis) and
log(m2R/R0) (vertical axis), for λR = 0.1. For ξR = 0 both regions only overlap at R  R0
and with m2R/R0 in a certain range, while for ξR = 4 × 10−3 the effective potential is well
defined everywhere and spontaneous symmetry breaking exists for small R/R0 and m
2
R/R0.
The plots do not change qualitatively by varying λR.
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Figure 6: Effective potential for m2R/R0 = 10
−5, ξR = 4 × 10−3 and λR = 0.1, for different
values of R/R0. Symmetry breaking is exhibited for small R/R0, while for larger R/R0 the
symmetry is restored. The critical value in this case is R/R0 ∼ 6.5× 10−3.
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VI. CONCLUSIONS
In this section we will summarize the results obtained in this paper and will discuss the
relation with previous works on the subject.
We have considered a single, selfinteracting scalar field with Z2 symmetry in curved space-
times, using a nonperturbative approach based on the 2PI EA. In the lowest approximation
(a local approximation of the 2PI EA) the formalism reproduces the usual Hartree (or Gaus-
sian) approximation, that can also be derived using a variational approach or a resummation
of a particular class of Feynman diagrams. However, when considered in the context of the
2PI EA, there are some consistency conditions which, although automatically satisfied in
the full theory, are not fulfilled for particular approximations (this is the case when the
approximation is not a systematic expansion in powers of a small parameter). This fact is
well known in flat spacetime, and the consistency conditions can be forced by allowing for
more than one counterterm for each mass or coupling constant of the theory [34]. Our first
goal in this paper has been to show that this “consistent renormalization procedure” can be
applied to the mean field and gap equations in general curved spacetimes. Several explicit
calculations previously performed in flat spacetime used as regulator a momentum cutoff
(see for instance [37]). This is problematic in curved backgrounds, and in order to maintain
the covariance of the regularized theory we used dimensional regularization.
The consistent renormalization procedure has been partially extended to curved space-
times in some recent works [25], where the renormalization of the mean field and gap equa-
tions has been analyzed. Our results in Sec. III are more complete than those in Ref.[25].
We have included the full adiabatic expansion of the propagator, we have written the renor-
malized equations in terms of the physical parameters defined from the effective potential,
and we have shown explicitly that, when expressed in terms of these physical parameters,
the equations are independent of the regularization scale µ˜ introduced by dimensional reg-
ularization.
In the last part of the paper (Secs. IV and V), we have focused on de Sitter spacetime.
We have written the explicit form of the mean field and gap equations for this particular
metric, and we have computed the effective potential. For this, we have considered the
renormalized parameters at φ0 = 0 as defined from the effective potential corresponding, in
turn, to Minkowski spacetime and de Sitter spacetime with a given curvature R0. Then, we
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performed an analysis of the effective potential for different values of the curvature of the
original de Sitter spacetime R. This analysis is somehow analogous to the one done in [42]
for a self-interacting scalar field at finite temperature, where the renormalization point is
chosen for a fixed finite value of the temperature.
A relevant conclusion of our work is that the Hartree approximation and the application
of the consistency conditions impose restrictions on the MS- parameters of the theory, as
discussed in Secs IV and V. On the one hand, the renormalized mass m2R must be positive.
On the other hand, the definition of the renormalized λR in terms of the fourth derivative
of the effective potential and the consistency condition for the 4-point function imply µ˜-
independent relations between MS and renormalized parameters. From them, it is clear that
some choices of the MS-parameters may not be compatible with the consistency conditions.
In particular, one cannot take λ = λR, ξ = 0, and m
2 < 0 simultaneously.
Our results show that the Z2 symmetry can be spontaneously broken when one uses the
consistent renormalization, although not under general conditions. This is to be contrasted
with previous results obtained using a standard renormalization of the theory, as can be
easily seen from the gap and mean value equations. Indeed, when the consistency relations
are not taken into account and the presence of different counterterms is not allowed, Eqs.
(26) and (27) become [32] (−+m2ph + ξRR)φ0(x) = 0, (74)(−+m2ph + ξRR)G1(x, x′) = 0. (75)
(note that the extra term in Eq. (26) comes from the consistency conditions). If there were
spontaneous symmetry breaking in de Sitter spacetime, one would have a solution to these
equations with a constant and non-vanishing φ0. If this were the case, one should have
G1(x, x′) = 0. (76)
However, it is well known that there is no de Sitter invariant propagator for a minimally
coupled and massless scalar field, and therefore a constant φ0 6= 0 cannot be a solution of
Eqs. (74, 75). Thus, there is no spontaneous symmetry breaking when one uses the standard
renormalization.
A similar situation holds in the large N limit of O(N) theories. In this case, the consis-
tency relations are satisfied automatically order by order in powers of 1/N , and there is no
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need for additional counterterms. The mean field and gap equations are once more given by
Eqs. (74) and (75) [32], and the same argument applies [27, 32].
The results of this paper are not conclusive about the occurrence of spontaneous sym-
metry breaking of the Z2 symmetry. It is not clear whether the existence of solutions with
φ0 6= 0 is an artifact of the Hartree approximation or not. It is plausible that the inclusion
of the setting sun diagram in the computation of the 2PI EA restores the Z2 symmetry.
We hope to address this interesting issue in a forthcoming work. However, there are several
technical complications to be sorted. On the one hand, the use of the CTP formalism will
be unavoidable when considering nonlocal terms in the 2PI EA. On the other hand, the
inclusion of higher loops in the 2PI EA induces some subtle points in the renormalization
even in flat spacetime [37], that will have their counterpart in curved spaces.
Finally, it is important to show that this consistent renormalization procedure can be
extended for general curved spacetimes, to make finite not only the mean field and gap
equations of the matter sector of the theory, but also the gravitational sector. This is the
main goal of the forthcoming paper II [38].
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APPENDIX A: CONSISTENCY RELATIONS IN THE 2PI FORMALISM
In this section we briefly review the derivation of the consistency conditions we used to
establish a relation between the different counterterms, which are Eqns.. (6) and (7). Let
us start by recalling that the 1PI resummed effective action is obtained by evaluating the
2PI EA in the solution G¯(φ0) of the gap equation,
Γ1PI [φ0] = Γ2PI [φ0, G¯(φ0)]. (77)
From (1) the gap equation is, formally,
δΓ2PI
δG12
∣∣∣∣∣
G¯
= − i
2
G¯−112 +
i
2
G−10,12 +
δΓint
δG12
∣∣∣∣∣
G¯
= 0, (78)
or, equivalently,
G¯−112 (φ0) = G
−1
0,12 − Σ¯12(φ0), (79)
using the definition of the self-energy
Σ¯12(φ0) ≡ 2iδΓint
δG12
∣∣∣∣∣
G¯
. (80)
The first derivative of Γ1PI [φ0] with respect to φ0, which equated to zero gives the field
equation, can be written as
Γ
(1)
1 =
δΓ[φ0]
δφ1
∣∣∣∣∣
φ¯0
=
δΓ2PI
δφ1
+
δΓ2PI
δGab
∣∣∣∣
G¯
δG¯ab
δφ1
=
δΓ2PI
δφ1
= iG−10,1aφa +
δΓint
δφ1
∣∣∣∣∣
G¯
, (81)
where in the third equality we used Eq. (78).
As mentioned in the main text, there are multiple definitions of a given n-point function.
We focus here on the two- and four-point functions.
On one side, we have the two- and four-point functions that can be obtained by taking
functional derivatives of Γ1PI [φ0] with respect to φ0:
Γ
(2)
12 =
δ2Γ[φ0]
δφ1δφ2
∣∣∣∣∣
φ¯0
, (82)
Γ
(4)
1234 =
δ4Γ[φ0]
δφ1δφ2δφ3δφ4
∣∣∣∣∣
φ¯0
. (83)
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Functionally deriving Eq. (81), we obtain the following expression for the 2-point function
δ2Γ[φ0]
δφ1δφ2
∣∣∣∣∣
φ¯0
= iG−10,12 +
δ2Γint
δφ1δφ2
∣∣∣∣∣
G¯
+
δ2Γint
δφ1δGab
∣∣∣∣∣
G¯
δG¯ab
δφ2
. (84)
Using that
δG¯12
δφ3
=
δ
δφ3
(
G¯1aG¯
−1
ab G¯b2
)
=
δG¯12
δφ3
+
δG¯12
δφ3
+ G¯1aG¯b2
δG¯−1ab
δφ3
, (85)
and that from Eq. (79) we have
δG¯12
δφ3
= G¯1aG¯b2
δΣ¯ab
δφ3
, (86)
we can write
δ2Γ[φ0]
δφ1δφ2
∣∣∣∣∣
φ¯0
= iG−10,12 +
δ2Γint
δφ1δφ2
∣∣∣∣∣
G¯
+
δ2Γint
δφ1δGab
∣∣∣∣∣
G¯
G¯acG¯bd
δΣ¯cd
δφ2
. (87)
Moreover, one can show that
δΣ¯12
δφ3
= 2i
δ2Γint
δφ3δG12
∣∣∣∣∣
G¯
+ 2i
δ2Γint
δG12δGab
∣∣∣∣∣
G¯
G¯ab
δφ3
(88)
= 2i
δ2Γint
δφ3δG12
∣∣∣∣∣
G¯
+
i
2
Λ¯12,abG¯acG¯bd
δΣ¯cd
δφ3
, (89)
where Λ¯12,34 is defined by
Λ¯12,34 ≡ 4 δ
2Γint
δG12δG34
∣∣∣∣∣
G¯
. (90)
Hence, δΣ¯12/δφ3 satisfies a self-consistent equation. In a similar way, one can define a 4-point
vertex function as the self-consistent solution of the following equation
V¯12,34 = Λ¯12,34 +
i
2
Λ¯12,abG¯acG¯bdV¯cd,34, (91)
which in matrix form reads
V¯ = Λ¯ +
i
2
Λ¯G¯2V¯ = Λ¯ +
i
2
V¯ G¯2Λ¯, (92)
where the last equality follows from the symmetry properties of V¯ (which are the same as
Γ
(4)
12,34) and Λ¯.
In order to obtain the 4-point function one should take two more derivatives, however,
this would become very cumbersome. Therefore, let us restrict ourselves to the case of Z2
33
symmetric theories where a simplification occurs. In this case, n-point functions with odd
n vanish at φ0 = 0, for instance
δΣ¯12
δφ3
∣∣∣∣∣
φ0=0
= 2i
δ2Γint
δφ3δG12
∣∣∣∣∣
φ0=0
= 0. (93)
Taking this into account, the 4-point function results
Γ
(4)
1234 =
δ4Γint
δφ1δφ2δφ3δφ4
∣∣∣∣∣
G¯
+
δ3Γint
δφ1δφ2δGab
∣∣∣∣∣
G¯
G¯acG¯db
δ2Σ¯cd
δφ3δφ4
+
δ3Γint
δφ1δφ3δGab
∣∣∣∣∣
G¯
G¯acG¯db
δ2Σ¯cd
δφ2δφ4
+
δ3Γint
δφ1δφ4δGab
∣∣∣∣∣
G¯
G¯acG¯db
δ2Σ¯cd
δφ2δφ3
. (94)
From Eq. (89), using the Z2 symmetry, we obtain a self-consistent equation
δ2Σ¯12
δφ3δφ4
= 2i
δ3Γint
δφ3δφ4δG12
∣∣∣∣∣
G¯
+
i
2
Λ¯12,abG¯acG¯bd
δ2Σ¯cd
δφ3δφ4
(95)
whose solution can be expressed in terms of the function V¯12,34, solution of (91),
δ2Σ¯12
δφ3δφ4
= 2i
δ3Γint
δφ3δφ4δG12
∣∣∣∣∣
G¯
+
i
2
V¯12,abG¯acG¯bd2i
δ3Γint
δφ3δφ4δGcd
∣∣∣∣∣
G¯
= i
(
Λ34,12 +
i
2
V¯12,abG¯acG¯bdΛ34,cd
)
(96)
where we used the definition
Λ12,34 ≡ 2 δ
3Γint
δφ1δφ2δG34
∣∣∣∣∣
G¯
. (97)
Then, the 4-point function can be written as
Γ
(4)
1234 =
δ4Γint
δφ1δφ2δφ3δφ4
∣∣∣∣∣
G¯
+
i
2
[
Λ12,abG¯acG¯dbΛcd,34 +
i
2
Λ12,abG¯acG¯dbV¯cd,efG¯ehG¯ifΛhi,34 + perm
]
,
or, in matrix form
Γ(4) =
δ4Γint
δφ4
∣∣∣∣∣
G¯
+
i
2
[
ΛG¯2Λ† +
i
2
ΛG¯2V¯ G¯2Λ† + perm
]
. (98)
In the exact theory, the following relation is satisfied:
δ2Γint
δφ1δφ2
∣∣∣∣∣
φ0=0
= 2
δΓint
δG12
∣∣∣∣∣
φ0=0
(99)
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which is the first consistency relation (6) we used. Differentiating with respect to G, we
obtain
δ3Γint
δφ1δφ2δG34
∣∣∣∣∣
φ0=0
= 2
δ2Γint
δG12δG34
∣∣∣∣∣
φ0=0
, (100)
that is
Λ12,34 = Λ¯12,34. (101)
Given this, the 2-point function (87) results
Γ
(2)
12 = iG
−1
0,12 + 2
δΓint
δG12
∣∣∣∣∣
φ0=0
= iG¯−112 , (102)
where the gap equation (78) was used to arrive at the last equality.
In a similar way, but now for the 4-point function (98), using (101) and (91) we obtain
Γ(4) =
δ4Γint
δφ4
∣∣∣∣∣
G¯
+
i
2
[
Λ¯G¯2Λ¯† +
i
2
Λ¯G¯2V¯ G¯2Λ¯† + perm
]
=
δ4Γint
δφ4
∣∣∣∣∣
G¯
+
i
2
V¯ G¯2Λ¯† + perm (103)
=
δ4Γint
δφ4
∣∣∣∣∣
G¯
+
[
V¯ − Λ¯ + perm] (104)
or, more explicitly
Γ
(4)
1234 =
δ4Γint
δφ1δφ2δφ3δφ4
∣∣∣∣∣
G¯
+
[
V¯12,34 − Λ¯12,34 + V¯13,24 − Λ¯13,24 + V¯14,23 − Λ¯14,23
]
. (105)
This last equation is the second consistency condition we were looking for. In order to
implement this, it is necessary to consider another relation which is valid for the exact
theory:
Γ
(4)
12,34(φ0 = 0) = V¯12,34(φ0 = 0), (106)
then the previous expression can be rewritten as
Γ
(4)
1234 = 2
 δ2Γint
δG12δG34
∣∣∣∣∣
G¯,φ0=0
+ perms(2, 3, 4)
− 1
2
δ4Γint
δφ1δφ2δφ3δφ4
∣∣∣∣∣
G¯,φ0=0
, (107)
where the symmetry properties of Γ
(4)
1234 where used. This is the second consistency relation
(7) we used.
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APPENDIX B: RELATION AMONG THE RENORMALIZED AND MS FINITE
PARAMETERS
In this section we summarize the calculation of the renormalized parameters defined from
the effective potential, and we compute their relation with the MS finite parameters.
For m2R we use (40a) together with (38) and (31a), giving
m2R = m
2 +
λ
32pi2
m2R ln
(
m2R
µ˜2
)
(108)
or, equivalently
m2R =
m2[
1− λ
32pi2
ln
(
m2R
µ˜2
)] . (109)
Next, for ξR, we see from (40b) that we must impose the condition dm
2
ph/dR|0 = 0. For that
we take the R-derivative of (40a)
dm2ph
dR
+ ξR = ξ +
λ
32pi2
(
ξR − 1
6
)
+
λ
32pi2
{[
dm2ph
dR
+ ξR − 1
6
]
ln
(
m2ph
µ˜2
)
+
[
m2ph +
(
ξR − 1
6
)
R
]
1
m2ph
dm2ph
dR
− 2dF
dR
}
. (110)
We can now evaluate for φ0 = 0 and R = 0, use (40a) and (31c), and impose the condition
previously mentioned. This leads to
ξR = ξ +
λ
32pi2
(
ξR − 1
6
)
+
λ
32pi2
(
ξR − 1
6
)
ln
(
m2R
µ˜2
)
(111)
or, with some algebra (
ξR − 1
6
)
=
(
ξ − 1
6
)[
1− λ
32pi2
− λ
32pi2
ln
(
m2R
µ˜2
)] . (112)
Finally for λR we must take two φ0-derivatives of (38),
dm2ph
dφ0
= λφ0 +
λ
32pi2
{
ln
(
m2ph
µ˜2
)
+
[
m2ph +
(
ξR − 1
6
)
R
]
1
m2ph
− 2dF (m
2
ph, {R})
dm2ph
}
dm2ph
dφ0
. (113)
Before taking the second derivative, we evaluate this expression for φ0 = 0 and R = 0 as it
will be needed later
dm2ph
dφ0
∣∣∣∣∣
0
[
1− λ
32pi2
− λ
32pi2
ln
(
m2R
µ˜2
)]
= 0 (114)
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which implies
dm2ph
dφ0
|0 = 0. Now, deriving once more
d2m2ph
dφ20
= λ+
λ
32pi2
{
ln
(
m2ph
µ˜2
)
+
[
m2ph +
(
ξR − 1
6
)
R
]
1
m2ph
− 2dF (m
2
ph, {R})
dm2ph
}
d2m2ph
dφ20
+ [. . . ]
dm2ph
dφ0
, (115)
then evaluating for φ0 = 0 and R = 0, using the previous result and (40c) we arrive at
λR =
λ[
1− λ
32pi2
− λ
32pi2
ln
(
m2R
µ˜2
)] . (116)
APPENDIX C: COINCIDENT LIMIT OF THE DE SITTER PROPAGATOR
Here we provide some details of the calculation of the function F (m2ph, {R}) for de Sitter
spacetime. We must expand the de Sitter coincident propagator for → 0 and fixed R, and
for this reason we rewrite ν2n =
(n−1)2
4
−m
2
ph
H2
−ξRn(n−1) as ν˜2n = (n−1)
2
4
−
(
m2ph
R
+ ξR
)
n(n−1).
Then expanding for → 0:
[G1] =
R
96pi2
Γ
(
3
2
+ ν4
)
Γ
(
3
2
− ν4
)
Γ
(
1
2
+ ν4
)
Γ
(
1
2
− ν4
){2

− 13
6
+ γE + ln
(
R
48piµ2
)
+ ψ
(
3
2
+ ν4
)
+ ψ
(
3
2
− ν4
)
+ 2
[
ψ
(
1
2
− ν4
)
− ψ
(
1
2
+ ν4
)
+ ψ
(
3
2
+ ν4
)
− ψ
(
3
2
− ν4
)]
dν˜n
dn
∣∣∣∣∣
n=4
}
+O() (117)
Here ψ(x) = Γ
′
(x)/Γ(x) is the DiGamma function, µ is an arbitrary mass scale introduced
to maintain the usual units as n 6= 4. Furthermore, although ν4 = ν˜4, the derivatives
dν4/dn|n=4 6= dν˜4/dn|n=4. From now on  can be set to 0 in the non-divergent terms. Using
the properties of the Gamma and DiGamma functions we can simplify the pre-factor and
the expression between square brackets, leading to
[G1] =
R
96pi2
{(
1
4
− ν24
)[
2

− 13
6
+ γE + ln
(
R
48piµ2
)
+ ψ+ + ψ−
]
− 4ν4dν˜n
dn
∣∣∣∣∣
n=4
}
(118)
where we use the condensed notation ψ± ≡ ψ
(
3
2
± ν4
)
. Now replacing for ν4 and dν˜n/dn|n=4
we obtain
[G1] =
1
8pi2
{[
m2ph +
(
ξR − 1
6
)
R
] [
2

− 13
6
+ γE + ln
(
R
48piµ2
)
+ ψ+ + ψ−
]
− R
4
+
7
6
(
m2ph + ξRR
)}
(119)
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or, rearranging slightly and substituting γE − 1 + ln(R/48piµ2)→ ln(R/12µ˜2),
[G1] =
1
4pi2
[
m2ph +
(
ξR − 1
6
)
R
]
+
1
8pi2
{[
m2ph +
(
ξR − 1
6
)
R
]
×
[
ln
(
R
12µ˜2
)
+ ψ+ + ψ−
]
− R
18
}
(120)
In this form this expression is directly comparable to the first line of Eq. (29). The function
F (m2ph, {R}) for de Sitter spacetime,
FdS(m
2
ph, R) = −
1
2
[
m2ph +
(
ξR − 1
6
)
R
][
ln
(
R
12m2ph
)
+ ψ+ + ψ−
]
+
1
2
(
ξR − 1
6
)
R +
R
36
(121)
where R = 12H2. This function has all the expected properties, that is, it is written only in
terms of renormalized parameters, it is independent of  and µ˜, and it satisfies the correct
limits (31a), (31b) and (31c). To verify these limits it is useful to consider that
lim
R→0
[
ψ+ + ψ− + ln
(
R
12m2ph
)]
= 0 (122a)
lim
R→0
[
m2ph +
(
ξR − 1
6
)
R
] [
1
R
+
(
ψ
′
+ − ψ
′
−
) dν˜4
dR
]
=
(
ξR − 1
6
)
+
1
18
(122b)
[1] S. Weinberg, Phys. Rev. D 72, 043514 (2005) [arXiv:hep-th/0506236]; ibidem Phys. Rev. D
74, 023508 (2006) [arXiv:hep-th/0605244].
[2] N. C. Tsamis and R. P. Woodard, Nucl. Phys. B724, 295 (2005) [arXiv:gr-qc/0505115].
[3] M. van der Meulen and J. Smit, JCAP 0711, 023 (2007) [arXiv:0707.0842 [hep-th]].
[4] D. Seery, JCAP 0711, 025 (2007) [arXiv:0707.3377v3 [astro-ph]]; ibidem JCAP 0802, 006
(2008) [arXiv:0707.3378 [astro-ph]].
[5] D. Seery, Class. Quantum Grav. 27, 124005 (2010) [arXiv:1005.1649 [astro-ph.CO]].
[6] T. Tanaka and Y. Urakawa, arXiv:1306.4461 [hep-th].
[7] C.P. Burgess, L. Leblond, R. Holman, and S. Shandera, JCAP 1003, 033 (2010)
[arXiv:0912.1608 [hep-th]]; ibidem JCAP 1010, 017 (2010) [arXiv:1005.3551 [hep-th]].
[8] B. Garbrecht and G. Rigopoulos, Phys. Rev. D 84, 063516 (2011) [arXiv:1105.0418 [hep-th]].
38
[9] A. Rajaraman, Phys. Rev. D 82, 123522 (2010) [arXiv:1008.1271 [hep-th]].
[10] S. Hollands, Ann. H. Poincare´ 13, 1039 (2012) [arXiv:1105.1996 [gr-qc]].
[11] M. Beneke and P. Moch, Phys. Rev. D 87, 064018 (2013) [arXiv:1212.3058 [hep-th]].
[12] A. A. Starobinsky and J. Yokoyama, Phys. Rev. D 50, 6357 (1994).
[13] L. Senatore and M. Zaldarriaga, JHEP 1012, 008 (2010) [arXiv:0912.2734 [hep-th]].
[14] G. L. Pimentel, L. Senatore and M. Zaldarriaga, JHEP 1207, 166 (2012) [arXiv:1203.6651
[hep-th]].
[15] L. Senatore and M. Zaldarriaga, arXiv:1210.6048 [hep-th].
[16] T. Tanaka and Y. Urakawa, arXiv:1301.3088 [hep-th].
[17] V. Assassi, D. Baumann, and D. Green, JHEP 02, 151 (2013) [arXiv:1210.7792 [hep-th]].
[18] S. P. Miao and R. P. Woodard, JCAP 07, 008 (2012) [arXiv:1204.1784 [astro-ph.CO]].
[19] E. Dimastrogiovanni and N. Bartolo, JCAP 0811, 016 (2008) [arXiv:0807.2790 [astro-ph]]; N.
Bartolo, E. Dimastrogiovanni, and A. Vallinotto, JCAP 1011, 003 (2010) [arXiv:1006.0196
[astro-ph.CO]].
[20] G. Lazzari and T. Prokopec, arXiv:1304.0404 [hep-th]; T. Prokopec, JCAP 1212, 023
(2012)[arXiv:1110.3187v2 [gr-qc]].
[21] E. T. Akhmedov, JHEP 1201, 066 (2012) [arXiv:1110.2257 [hep-th]]; E. T. Akhmedov amd
Ph. Burda, Phys. Rev. D 86, 044031 (2012) [arXiv:1202.1202 [hep-th]]; E. T. Akhmedov, F.
K. Popov, and V. M. Slepukhin, arXiv:1303.1068 [hep-th].
[22] A. Riotto and M. S. Sloth, JCAP 0804, 030 (2008) [arXiv:0801.1845 [hep-ph]].
[23] D. Boyanovsky, Phys. Rev. D 85, 123525 (2012) [arXiv:1203.3903 [hep-ph]].
[24] A. Youssef and D. Kreimer, arXiv:1301.3205 [gr-qc].
[25] T. Arai, Class. Quant. Grav. 29, 215014 (2012); ibidem, Phys. Rev. D 86, 104064 (2012);
ibidem, arXiv:1304.5631 [hep-th].
[26] R. Parentani and J. Serreau, Phys. Rev. D 87, 045020 (2013) [arXiv:1212.6077 [hep-th]];
ibidem, arXiv:1302.3262 [hep-th].
[27] J. Serreau, Phys. Rev. Lett. 107, 191103 (2011) [arXiv:1105.4539 [hep-th]]; ibidem,
arXiv:1306.3846 [hep-th].
[28] B. Ratra, Phys. Rev. D 31, 1931 (1985).
[29] J. M. Cornwall, R. Jackiw and E. Tomboulis, Phys. Rev. D 10, 2428 (1974).
[30] P. M. Stevenson, Phys. Rev. D 32, 1389 (1985).
39
[31] P. M. Stevenson and R. Tarrach, Phys. Lett. B176, 436 (1986); P. M. Stevenson, B. Alles,
and R. Tarrach, Phys. Rev. D 35, 2407 (1987); P. M. Stevenson, Z. Phys. C 35, 467 (1987).
[32] F. D. Mazzitelli and J. P. Paz, Phys. Rev. D 39, 2234 (1989).
[33] G. Amelino-Camelia, S. -Y. Pi, Phys. Rev. D 47, 2356 (1993).
[34] J. Berges, Sz. Borsanyi, U. Reinosa, and J. Serreau, Annals Phys. 320, 344 (2005).
[35] F. Cooper, J. F. Dawson, and B. Mihaila, Phys. Rev. D 67, 056003 (2003); J. R. Espinosa,
M. Quiros, and F. Zwirner, Phys. Lett. B291, 115 (1992).
[36] N. Tetradis and C. Wetterich, Nucl. Phys. B398, 659 (1993).
[37] G. Marko, U. Reinosa, and Zs. Szep, Phys. Rev. D 86, 085031 (2012); ibidem, arXiv 1303.0230
[hep-ph].
[38] D. L. Lo´pez Nacir, F. D. Mazzitelli, and L. G. Trombetta, in preparation.
[39] E. Calzetta and B. L. Hu, “Nonequilibrium Quantum Field Theory,” Cambridge University
Press (2008).
[40] S. A. Ramsey and B. L. Hu, Phys. Rev. D 56, 661 (1997) [arXiv:gr-qc/9706001].
[41] J. P. Paz and F. D. Mazzitelli, Phys. Rev. D 37, 2170 (1988).
[42] U.Reinosa and Z. Szep, Phys. Rev. D 83, 125026 (2011) [ arXiv:1103.2689 [hep-ph]].
40
