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Resumo
Com o avanço da mídia social, usuários típicos passaram de consumidores passivos a pro-
dutores ativos de conteúdo multimídia que é compartilhado na Internet. Nesse cenário,
várias aplicações foram desenvolvidas para edição de fotos e vídeos. A segmentação inte-
rativa de objetos em imagens e vídeos é frequentemente necessária para essas aplicações,
que demandam por métodos eficazes e eficientes capazes de auxiliar o usuário a extrair
os objetos de interesse do fundo acuradamente, requerendo pouco esforço e tempo para
tanto. A segmentação pode ser dividida em reconhecimento e delineamento de objeto.
O reconhecimento envolve localizar aproximadamente o objeto e verificar o resultado da
segmentação, sendo uma tarefa fácil para humanos. O delineamento visa definir a exten-
são espacial do objeto em imagens e quadros de vídeo, e pode ser feito pelo computador
com maior precisão.
Métodos interativos buscam a sinergia entre o humano e a máquina através da pro-
pagação de rótulos advindos das anotações do usuário (i.e., pixels semente, regiões de
interesse e quadros segmentados em vídeo) para os dados não rotulados. Em segmentação
de imagens, um modo natural de explorar a conexão entre a informação anotada de ob-
jeto (sementes) e os pixels restantes é considerando a imagem explicita ou implicitamente
como um grafo ponderado. Vários arcabouços baseados em grafo podem ser utilizados
para delineamento, mas um desafio é como estimar bons pesos para os arcos do grafo que
tornem a segmentação trivial. A primeira contribuição deste trabalho é uma metodologia
para estimar os pesos dos arcos que realça as diferenças entre objeto e fundo via apren-
dizado supervisionado, feito transparentemente a partir da interação do usuário. Nossa
segunda contribuição visa tornar a interação do usuário mais eficaz quando a estimativa
de pesos é imperfeita. Ela envolve o desenvolvimento de técnicas híbridas de segmentação
que combinam métodos baseados em região com abordagens por perseguição de borda,
para aproveitar as vantagens de ambos.
Apesar das ferramentas interativas de imagem supracitadas poderem ser utilizadas
para segmentar vídeos quadro a quadro, é mais eficaz desenvolver abordagens que propa-
guem automaticamente a máscara de segmentação do quadro inicial para o restante do
vídeo. Nossa terceira contribuição encapsula o conhecimento do usuário sobre o objeto
em um modelo nebuloso de forma para reconhecimento. Esse modelo visa minimizar a
necessidade de intervenção humana, corrigindo automaticamente a segmentação propa-
gada para novos quadros. O usuário pode ainda refinar o resultado com nossos métodos
interativos de segmentação de imagens.
Abstract
With the rise of social media, the behavior of regular users has changed from merely
consuming to actively producing multimedia data content that is shared on-line. In this
scenario, several applications have been developed for photo and video editing. Interactive
image and video object segmentation are often needed for those applications, demanding
for effective and efficient methods that help the user to extract the objects of interest from
the background accurately, while requiring minimum user effort and time. Segmentation
may be divided into object recognition and delineation. Recognition involves approxi-
mately locating the object and verifying the segmentation result, being a simpler task
for humans. Delineation involves defining the object’s spatial extent in images and video
frames, which can be done more precisely by computers.
Interactive methods seek a synergy between the user and the machine, by propagating
the labels from the user’s annotations (i.e., scribbles, regions of interest, contour initial-
izations in images and video frames) to the unlabeled data. In image segmentation, a
natural way of exploiting the connection between the object information provided by the
user (scribbles) and the pixels is to consider the image explicitly or implicitly as a weighted
graph. Several graph-based frameworks may be used for delineation, but a challenge is to
estimate arc weights that make segmentation trivial. The first main contribution of this
PhD thesis is a methodology for enhancing the differences between foreground and back-
ground to aid in arc-weight assignment, which considers the user’s input for supervised
learning in a transparent way to the human operator. Our second contribution intends to
make user interaction more effective in the presence of imperfect arc-weight estimation. It
involves the development of hybrid interactive image segmentation techniques that com-
bine region-based methods with boundary-tracking approaches to explore the advantages
of both. The former typically handle complex silhouettes more easily, while the latter
allows the user to select accurate boundary segments to compose the object’s contour.
Although the aforementioned interactive image segmentation tools could be used
frame-by-frame, it is more effective to develop approaches that automatically propagate
the object information from an input frame to the rest of the video. Our third contribu-
tion involves embedding the user’s knowledge about the object into a fuzzy shape model
for object recognition. This model aims to minimize the need of human intervention by
automatically correcting segmentation, as propagated to new frames. The user may still
refine the result with our image segmentation tools when necessary.
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Chapter 1
Introduction
This chapter introduces the motivation, challenges, objectives, and contributions of this
PhD dissertation on interactive image and video segmentation. It also briefly describes
the overall organization of the dissertation, which follows our three main contributions to
those two topics.
1.1 Motivation
In recent years, regular users have changed from mere consumers to active producers of
multimedia data commonly shared in the social networks [1]. In this scenario, photo
and video editing are core tasks to many applications, which very often call for object
segmentation. Image and video object segmentation aim to separate from the background
the set of pixels perceived as belonging to the foreground. These objects may be further
enhanced with digital filters [2] and matte onto other images and videos [3] (Figure 1.1).
Segmentation is also an important pre-processing step for several problems, including body
pose estimation [4], human action recognition [5], sedimentary petrography [6], remote
sensing [7], among others. The broad definition of foreground and background in natural
scenes makes very hard to develop algorithms that can automatically separate them.
Figure 1.1: Interactive image segmentation from user-drawn scribbles applied to matte
the foreground with a new background, after changing the foreground’s contrast.
User intervention is therefore necessary when the spatial extent of objects in images
and videos must be accurately defined. We may divide segmentation into two tasks: fore-
ground recognition and foreground delineation [8]. Foreground recognition encompasses
the following subtasks [9]: to locate the whereabouts of one or multiple objects in an
17
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image or video (object detection), to verify if the result of foreground delineation is cor-
rect, and to identify the desired object among a list of candidate segmentations (object
classification). In contrast, foreground delineation is the operation of defining the ob-
ject’s spatial extent. The high-level knowledge about which pixels constitute an object
makes foreground recognition a simpler task for humans, which can be achieved with
a few mouse clicks. Moreover, image and video segmentation is an intrinsically ill-posed
problem, requiring the user to resolve ambiguities when connected parts of the foreground
and background share similar properties (Figure 1.2).
Figure 1.2: Ambiguous foreground and background in a natural image.
At the same time, computers are programmable machines better equipped to handle
foreground delineation in a precise way, even if not accurately. Foreground delineation
assigns to every pixel p in an image or video a label Lppq P t0, 1, . . . , cu representing one
out of c objects of interest or the background (label 0). Interactive image segmentation
techniques seek a synergy between user-provided foreground recognition and computer-
based foreground delineation, to exploit the advantages of both [10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20, 21, 22, 23, 24]. A bad alternative would be the complete manual delineation
of the foreground, a cumbersome and impractical procedure in any setting. This problem
further escalates in interactive video segmentation, since each frame is an image that must
be delineated with temporal coherence [25, 26, 27, 28, 29, 30] (Figure 1.3).
Medical image segmentation is yet another important area where interactive segmen-
tation plays an important role [8, 10, 11, 13, 15, 31, 32]. The objects in this case represent
body anatomic structures (e.g., the brain hemispheres, cerebellum, the respiratory system,
and tumors). Their segmentation in different 3D imaging modalities (e.g., MRI and CT)
allows clinicians to perform non-invasive visualization and quantitative analysis to assist
in the diagnosis and treatment of diseases. In all cases where interactive segmentation
is required — natural images, videos, and medical images — the key goal is to develop
algorithms that assign correct labels to spels (spatial elements such as pixels and voxels)
from their low level properties (brightness, color, etc.), given sparse user annotation for
recognition (e.g., scribbles as in Figure 1.1). Although, the main motivation of this PhD
dissertation is to develop interactive segmentation solutions for natural images and videos,
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Figure 1.3: Interactive video segmentation result.
many concepts are valid for, or brought from, medical image segmentation.
1.2 Challenges
Interactive image and video segmentation techniques must face several challenges to make
them suitable for user involvement. They must provide fast response to the user’s actions
and control over the segmentation process, while minimizing the number of required user
interventions to provide an accurate result [8]. All this must be further incorporated into
a simple and intuitive user interface [21].
Segmentation is a particularly challenging problem because the computer must fill in
the semantic gap between the user’s knowledge about the object of interest and the raw
input data (image pixels and video frames). This leads to the following issues: i) how do
we incorporate a minimum of the user’s knowledge about the object of interest for image
segmentation? ii) how do we propagate that information to the remaining pixels? iii) how
do we build more complete models of that knowledge from accepted segmentations? and
iv) how do we minimize the user’s effort without loosing his/her control over the process?
These issues generate two classes of image segmentation methods that we call image-
based and model-based. Image-based approaches rely exclusively on local image properties
for object delineation. They are typically combined with the user’s input for effective
recognition in segmentation. In this setting, a natural way of exploiting the connectivity
between pixels to propagate the prior information provided by the user about the object
is to make direct/indirect use of some image-graph concepts, such as arc weight between
pixels [20]. The weight may represent attribute functionals such as similarity, speed func-
tion, affinity, cost, and distance; depending on different frameworks used for delineation,
such as watershed [33, 34, 35, 18], random walks [36, 16], laplacian coordinates [23, 37],
level sets [38, 39], fuzzy connectedness [40, 41], graph cuts [42, 15], and optimum path
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forests [12, 13, 43]. A perfect arc-weight estimation allows trivial object delineation in
most of these frameworks, since the arc weights between foreground and background pixels
would clearly indicate high dissimilarity between them. This is impossible to achieve in
practice, being a major challenge to compute these arc weights from the user’s annotations
(foreground and background scribbles) for label propagation. The idea is to model the
user’s knowledge about the object’s low level information from the scribbles to enhance
the dissimilarity between foreground and background in the image-graph, without requir-
ing extra user effort or destroying parts of object delineation already accepted as correct,
when more interaction is needed to fix wrongly delineated regions. We argue that the
main problems in interactive image segmentation stem from imperfections in arc-weight
assignment [20]. Hence, most techniques in the literature are developed either trying to
deliberately improve the assignment [44] or to circumvent its imperfections [19].
In video segmentation, the object of interest normally has a three-dimensional shape
in the physical world and the goal is to delineate (trace) its 2D projections on each frame.
This could be achieved by applying the aforementioned interactive image segmentation
tools on each frame sequentially. Such a technique is known as rotoscoping in the industry
for visual effects and has been in use since 1914, when it was invented by Max Fleischer for
creating animated cartoons. However, this essentially accentuates the image segmentation
challenges proportionally to the length of the video. Hence, it is more effective to develop
video segmentation techniques that are able to propagate the segmentation from the
previous frame to the current one automatically, in view of reducing user intervention
and user time required to complete the process [26, 27, 29, 28, 30, 45, 46].
Model-based approaches for image segmentation try to emulate the user’s knowledge
about the object of interest by learning its global image properties. The properties usually
encoded in the model are shape and texture [47, 48, 49, 50, 51, 52], which are learned from a
training dataset containing interactively segmented images of the object. Once computed,
these models are used to search and delineate the object in new test images automatically,
seeking to eliminate user interaction. In this sense, they seem ideal to aid in interactive
video segmentation, since each frame is a new test image whose object delineation must
be inferred from accepted segmentation masks (training set) of the previous frames. The
model then plays the role of the user in recognition.
A Fuzzy Object Shape Model (FOSM) is one example of mathematical shape model
used in automatic medical image segmentation [48, 49, 50, 53, 54, 52]. The object’s
shape is represented by a fuzzy image whose pixel values, typically ranged between r0, 1s,
indicate the pixel membership with respect to the foreground. The fuzzy values are the
result of combining the binary segmentation masks in the training set, after aligning all
the images. Hence, the fuzzy image is a shape prior that serves to constrain the location
where the real object’s boundary may exist in the test image, when the model is placed
over it — i.e., only inside the fuzzy image’s uncertainty region, where pixels are valued
p0, 1q. Such constraint helps delineation in regions with poor boundary evidence due to
improper arc-weight estimation, for instance. The major challenge is how to compute a
FOSM in video, given that it requires a training set with multiple correct segmentations
of the object of interest. Moreover, video objects are complex by nature due to several
video-specific challenges, such as object deformation, fast motion, zoom changes, partial
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and total occlusions. These issues alter the object’s shape from the input frame, requiring
flexibility in the model’s computation and update across time. The user must be further
asked to correct the segmentation result when automatic segmentation fails.
1.3 Objectives
The main objectives of this PhD dissertation are the development of effective and efficient
interactive image and video segmentation methods using graph-based tools and object
knowledge models. Our goal is to make user interaction less frequent to produce the final
segmentation result, and more effective when indispensable. We aim to:
• Develop more effective arc-weight estimation strategies from the user input;
• Combine the advantages from different interactive image segmentation methods
based on pixel-graphs;
• Extend methodologies for image object delineation based on pixel-graphs to video
object delineation based on superpixel-graphs;
• Devise object shape models whose use can considerably reduce the number of user-
corrected frames in video segmentation.
1.4 Contributions
This PhD dissertation presents a number of contributions focused on interactive image
and video segmentation. As a byproduct, we have also developed solutions for object
tracking and human pose estimation, which will be appropriately referred to throughout
this work. The secondary areas positively affected by our contributions include Geology
and Autism research. One of the main results of this work is that we have provided ways
to create object knowledge models from a minimal user input to aid in image and video
segmentation. Figure 1.4 depicts an overview of our four main contributions, including
how interactive image and video segmentation are interrelated.
1. Our first main contribution involves an object model devised for interactive im-
age segmentation that consists of a pattern classifier learned from the user’s scribbles to
enhance the differences between the foreground and background for arc-weight estima-
tion (block 1 of Figure 1.4). Then, the resultant pixel-graph is partitioned by using a
delineation algorithm. The key observation is that not all of the pixels selected by the
user should be used for supervised learning, because they may impair segmentation if we
select for training scribble pixels from distinct classes (i.e., foreground and background)
with high color similarity (e.g., Figure 2.1f). Moreover, when more interaction is required
to correct delineation, altering the arc weights in a careless manner makes the user lose
control over the segmentation process, by destroying parts of segmentation already ac-
cepted as correct in previous iterations. Our model is able to detect and prevent those
































Figure 1.4: Diagram of this PhD dissertation’s contributions to interactive image and
video segmentation, which includes how the two operations are interrelated.
two situations automatically, while the user remains in control by observing the evolution
of the image segmentation process.
2. Our second main contribution involves making the user’s interaction more ef-
fective when arc-weight estimation fails. After arc-weight estimation, we expect that
the arcs connecting pixels from the real foreground and background in an image be as-
signed higher weights indicating higher dissimilarity. In practice, more user interaction is
required to fix delineation since our model is not always able to guarantee perfect assign-
ment. We make use of operators for image delineation (block 2 of Figure 1.4) based on
the optimum-path forest methodology of the Image Foresting Transform framework [12]
(IFT). The IFT exploits the optimum connectivity between seed nodes and the remain-
ing pixels of the pixel-graph for label propagation via seed competition in region-based
delineation [13, 43]. Similarly, the IFT framework considers the optimum connectivity be-
tween user-selected anchor points on the object’s contour for interactive segmentation via
subsequent optimum boundary segments [8, 10]. Those two delineation operators present
complementary advantages and drawbacks. While the first better handles complex object
silhouettes and may be easily generalized to N-D images, it strives to delineate boundary
regions with low constrast between foreground and background (i.e., due to failures in
arc-weight assignment). In contrast, the second gives the user tight control over the se-
lection of object contour segments and more easily overcomes poor arc-weight estimation,
although it is harder to use for complex shapes and to generalize to 3D (in spite of some
attempts [55, 56]). We combine these two operators in a new hybrid paradigm called
Live Markers to leverage their complementary advantages to eliminate their weaknesses.
In this paradigm, optimum boundary segments selected by the user are turned into fore-
ground and background seeds (live markers) for region-based delineation. Live Markers
subsumes both region-based and boundary-tracking delineation paradigms. We further
demonstrate that other region-based delineation and boundary-tracking algorithms, with
or without complementary properties, may also benefit from the Live Markers paradigm
(e.g., Graph Cuts by the Min-Cut/Max-Flow algorithm [42, 15] and boundary-tracking
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via Riverbed [57]).
3. – 4. Our final two main contributions involve extending our interactive segmen-
tation strategies from image to video and combining them with object shape models. We
desire to propagate the user-provided object information in an input frame to the rest of
the video automatically, while minimizing the number of required corrections when label
propagation fails. One way to do it would be to treat the video as a volumetric image,
connecting spatiotemporally adjacent pixels into a video pixel-graph and applying the
same methodology we have previously described. That is, the user would select scribbles
for region-based label propagation via optimum seed competition. We could also build an
object model from the low-level cues provided by the user-drawn markers for model-based
object enhancement in arc-weight estimation. Since we intend to provide interactive re-
sponse times, a superpixel-graph is a more suitable video representation. Moreover, if we
assume that we have a known segmentation mask in the previous frame, we are able to
define a more sophisticated object shape model to aid in the segmentation of the current
one.
We propose an interactive video segmentation system that takes as input a video and
an object segmentation mask in the first frame, and outputs a pixel labeling for all re-
maining frames. We first oversegment each frame to produce superpixels and build a
spatiotemporal graph from them. Starting from the second frame, the object mask in
the previous frame incorporates the user’s knowledge in place of the scribbles drawn on
the foreground and the background in image segmentation. We use this information to
select superpixel nodes as seeds for label propagation via seed competition using the IFT
(block 3 from Figure 1.4). This propagation defines a superpixel labeling for the current
frame, but may contain errors. As in the image case, we may exploit the user’s knowl-
edge to prevent these errors using a mathematical object model. The previous object’s
mask provides global information about the object’s shape to this end. Therefore, we
compute a dynamic FOSM on-the-fly that encodes the object’s shape to refine the label
propagated to the current frame (block 4 in Figure 1.4). Our FOSM uses for training
the accepted segmentation mask by the user in the previous frame and the propagated
segmentation mask to the current frame. This makes the model adaptive to changes in the
object’s silhouette across time, which may occur due to the aforementioned challenges.
The FOSM’s fuzzy image imposes a shape constraint that we apply to refine segmenta-
tion. The foreground and background regions of the fuzzy image become seeds for label
propagation by seed competition on the pixel-graph of the current frame only. The user
then evaluates the result, and may further correct it interactively with our tools before
using the segmentation mask for propagating the labels to the next frame (Figure 1.4).
Our methodology for interactive video segmentation is quite flexible. The segmen-
tation of the superpixel-graph can be done from the first frame only, and the user may
choose to delay the FOSM-based segmentation refinement until an error occurs, for in-
stance. We follow the aforementioned pipeline, as depicted in Figure 1.4, because the
preemptive model-based correction for every frame decreases the need for user interven-
tion in practice. To this end, the user is required to approve or correct the segmentation
result before moving to the next frame, the former corresponding to simply letting the
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method run uninterruptedly.
1.5 Organization of this PhD Dissertation
We organized this dissertation according to our three main contributions, which have been
evaluated independently in published or submitted journal articles [21, 24, 58]. After situ-
ating our contributions with respect to related works from the literature in Chapter 2, we
overview basic concepts common to both image and video segmentation using graphs and
fuzzy object models in Chapter 3. Since our interactive image techniques help the user to
provide input for video segmentation and make corrections, we first describe the evolution
of our interactive video segmentation techniques in Chapter 4 before detailing our main
approach in Chapter 5. Then, Chapters 6 and 7 refer to our arc-weight estimation strat-
egy and hybrid methods for interactive image segmentation, respectively. Chapters 5, 6,
and 7 include individual sections about a series of experiments that we conducted for val-
idating our interactive image and video segmentation methods. We state our conclusions
and future works in Chapter 8.
Chapter 2
Related Works
This chapter situates our contributions in image and video segmentation with respect
to state-of-the-art techniques. We first discuss arc-weight estimation strategies adopted
for image segmentation methods in the literature, followed by an overview of hybrid
approaches for image segmentation. Then, we present interactive, semi-automatic, and
unsupervised image and video segmentation techniques related to FOMTrace.
2.1 Interactive Image Segmentation
We may divide the image segmentation task into arc-weight estimation and object de-
lineation [20] (boxes 1 and 2 in Figure 1.4). The approaches for interactive image seg-
mentation in the literature may thus be divided according to their emphasis on those two
tasks. Since we have made contributions to both tasks, we review next some techniques
according to that classification and stress our advancements with respect to them.
2.1.1 Arc-weight estimation
In general, when a method performs arc-weight estimation it computes a fuzzy pattern
classifier from the user-drawn scribbles that aims to estimate the likelihood that a pixel
has of belonging to the object of interest, thereby creating an object membership map
(e.g., Figure 2.1b). Then, the membership scores are often combined with local image
information to generate the arc-weights of the explicit or implicit graph in which object
delineation takes place. The goal of fuzzy classification is to compute an object-based
weight that enhances the differences between foreground and background globally, while
local image information yields an image-based weight that aids the delineation algorithm
to find discontinuities in touching regions of the two labels with similar image properties.
Boykov and Jolly introduced in [42] graph cuts by the Min-Cut/Max-Flow algorithm
(GCMF) to perform seeded interactive image segmentation in a source-sink graph. They
devised a formulation for the Min-Cut’s energy function that combined a boundary-term
(image-based weight) with a regional -term (object-based weight) for object delineation,
such that the minimization of the energy function corresponds to the desired pixel labeling.
They computed the regional-term by looking at the histogram of intensity distributions
of object and background seeds. The result is a soft (fuzzy) classification of the image
25
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that penalizes the assignment of pixels that resemble the object to the background, and
vice-versa. The combination with the boundary-term concludes the arc-weight estimation.
Extending those ideas, Blake et al. [44] proposed the use of gaussian mixture models
to compute the regional-term for GCMF. The GrabCut system [14] uses this classifier
to simplify the user interaction with the method, by allowing incomplete labeling of the
foreground and the background for object recognition. To this end, GrabCut accepts a
bounding box selected around the object of interest, and delineation iteratively recom-
putes fuzzy classification for arc-weight estimation followed by energy minimization via
GCMF until convergence. Several segmentation methods built on GrabCut, such as the
one proposed by Gulshan et al. [59], where the fuzzy classifier was trained with a dataset
of human shapes, obtained using the Microsoft Kinect™ sensor, in such a way that the
classifier was able to estimate the likelihood that a pixel has of belonging to a human in
a new test image for automatic delineation.
The Simple Interactive Object Extraction algorithm (SIOX) proposed by Friedland
et al. [60] creates a color signature for the foreground and background and uses that to
classify the image pixels. Hence, they treat arc-weight estimation and delineation as a
single indivisible problem. SIOX essentially thresholds the object membership map to
obtain the segmentation and applies post-processing to select the object of interest.
Other works, such as Gulshan et al. [19] and Mansilla et al. [61], focused on the delin-
eation step of interactive segmentation instead. They embeded a geodesic star convexity
shape prior to facilitate the segmentation of objects with more regular shapes using the
GCMF and IFT frameworks, respectively. Similarly, Grady [16] and Casaca et al. [23] in-
vestigated other object delineation strategies. The former proposed to calculate for every
image pixel the probability that a random walker (RW) has of reaching a seed pixel when
leaving from its pixel coordinates. As such, the arc weights were assigned considering
only the color/intensity distance between pixels. Casaca et al. [23] improved on Grady’s
work, by proposing Laplacian Coordinates for interactive image segmentation. Laplacian
Coordinates essentially minimize the average of distances among pixels while better con-
trolling the anisotropic propagation of labels during the segmentation task. As in Grady’s
work, they set the arc weights by considering image properties only. In contrast, Yang
et al. [36] computed a fuzzy classification of the pixels using gaussian mixture models, as
in the aforementioned GCMF-based works, and combined with pixel color difference to
set the arc-weights for RW-based segmentation.
According to Miranda et al. [20], the combination of an object-based with an image-
based weight is paramount for effective image segmentation. However, the critical task
is how to train the fuzzy classifier from the user-drawn scribbles in a careful manner
to prevent loss of user control. Most of the aforementioned techniques, along with the
majority of works in the literature, make use of all of the user’s annotations to train the
classifier. In other words, they assume that their classifier is capable of separating the
foreground and the background pixels in the feature space. When the user tries to isolate
touching objects with similar properties (Figure 2.1), that assumption might fail and so
might fuzzy classification. Hence, Miranda et al. [20] argued that arc-weight estimation
should be done in a separate interactive step, in which the user would first draw scribbles
on foreground and background regions with dissimilar image properties for training the
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classifier (Figure 2.1a). The user would be guided by viewing the fuzzy classification result
(Figure 2.1b) and a gradient-like weight image representing the arc-weight assignment
(Figure 2.1c), and would synergistically improve training by adding/removing markers.
That step is followed by interactive object delineation using any desired method, with
markers being placed wherever necessary (Figures 2.1d and 2.1e). This separation is
also important to prevent the careless recomputation of the arc weights, which could
potentially destroy regions already accepted as correct [20] (Figure 2.1f).
(a) (b) (c)
(d) (e) (f)
Figure 2.1: (a) Enhancement markers created by the user. (b) Object membership map
obtained through fuzzy classification. (c) Weight image where brighter regions represent
higher arc weights. (d) New set of markers selected for image segmentation. (e) Delin-
eation result. (f) The new set of markers selected for object delineation yields poor fuzzy
classification and arc-weight estimation if used for training.
We agree with Miranda et al. [20] about the importance of the arc-weight estimation
step, but we argue that their approach is counterintuitive to regular users. Having two
separate stages requires a minimal understanding of how image segmentation works, which
is undesirable for most use cases. Moreover, as observed by Bai and Sapiro in [26],
when the user adds new markers for correcting the delineation result this interaction
may bring new object and background information that can potentially improve fuzzy
classification for arc-weight re-estimation, although it should be done in a careful manner.
Our methodology for arc-weight estimation aims to solve those problems by automatically
interpreting the user’s interaction to determine which pixels should be fed to the fuzzy
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pixel classifier, and when and where the arc weights may be recomputed to improve the
segmentation result.
2.1.2 Hybrid methods for image delineation
Several interactive segmentation methods exploit boundary constraints (e.g., anchor points)
or region constraints (e.g., internal and external markers). In boundary-tracking, the ob-
ject may be defined by optimum-boundary segments that pass through the anchor points
to close its contour. This idea was first formulated as a heuristic search problem in an
image-graph by Martelli [62], but with no guarantee of success. This guarantee was only
possible without any shape constraints in the 2D dynamic programming framework of live
wire [8, 63]. However, the real-time response of live wire with respect to user’s actions
strongly depended on the image size. This problem was circumvented later in live-wire-
on-the-fly (LWOF), by exploiting key properties of Dijkstra’s algorithm to determine
optimum paths [10]. Several approaches further extended live wire to cope with multiple
challenges [55, 64], and used its concepts to develop new boundary-tracking techniques
(e.g., Riverbed [57]) and to achieve segmentation by exploiting methods with complemen-
tary properties [65].
Methods based on region constraints usually have the advantage of being more eas-
ily extended to N-D. Some popular approaches based on internal and external markers
are watershed [33, 34, 66, 35] (WS), fuzzy connectedness [40, 11, 41, 67] (FC), and the
aforementioned graph cut segmentation by the Min-Cut/Max-Flow algorithm [42, 15, 14].
These methods can define the object as some optimum cut in the graph, according to the
Generalized Graph Cut (GGC) segmentation framework [68, 18], and can produce similar
results under certain conditions [43, 35, 67]. However, they may differ in computational
efficiency, user involvement, time, and control, depending on the quality of the arc-weight
assignment and the algorithm chosen for implementation. Aside from the tie-zones [69],
WS and FC are more robust to the markers’ position and better perform in the case of
complex object silhouettes (e.g., Figure 7.1a) than GCMF and LWOF [43, 68]. However,
in the presence of poorly defined parts of the boundary (bad arc-weight assignment), they
present a leaking problem where parts of the background (object) are conquered by object
(background) markers. At the same time, LWOF and GCMF produce smoother borders
and better perform on weaker sections of the boundary (e.g., Figures 7.1b and 7.1e).
Hybrid methods based on region constraints, such as Relative Fuzzy Connectedness
(RFC) combined with GCMF, have been pursued by Ciesielski et al. in [70] to gain the
advantages of both, i.e., boundary smoothness from GCMF coupled with the robustness to
marker positioning from RFC. First, they execute RFC from the user selected markers and
attribute foreground and background labels to all pixels except those in tie-zones. Then,
they run GCMF on the remaining pixels using the initial segmentation as large scribbles
for GCMF in order to prevent its shrinking bias. Similarly, United Snakes [71] couples
boundary-tracking via live wire with active coutours to exploit their complementary ad-
vantages to cope with noise. Li et al. [72] further investigated the usage of polygonal lines
as boundary constraints for the refinement of region-based delination via GCMF.
Differently from the aforementioned hybrid approaches, we have advanced the state-
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of-the-art in interactive image segmentation by combining methods from the two different
paradigms to make segmentation more effective. In other words, we have focused on
how the user interacts with the system, instead of simply merging techniques that use
exclusively region or boundary constraints. As such, our hybrid paradigm called Live
Markers lies in the same category of the GrabCut method [14], which changed the way
the user performs object recognition by allowing him/her to select a box around the
desired foreground for subsequent delineation.
Yang et al. [36] proposed one interesting technique with similar properties to our
methods. They take into account two types of user interaction with the system to achieve
object delineation via RW. The first type consists of the standard user-drawn scribbles
on the foreground and the background that serve as hard constraints. The second type
is a scribble drawn on the real object’s boundary, which acts as a soft constraint used
to correct segmentation on boundary locations where leakings occured, by forcing the
wrong object border to pass through the scribble. A key difference to the Live Markers
paradigm is that Yang et al. [36] do not use boundary-tracking methods to allow the user
to draw these soft scribbles. Hence, in our paradigm the user is free to use only live
markers to achieve segmentation, rather than having to start delineation with a region-
based approach as in [36] and only making corrective actions with the second interaction
type. Notwithstanding, one interesting idea would be to combine the soft scribble scheme
with the Live Markers paradigm.
2.2 Interactive Video Segmentation
As in the image case, we may divide interactive video segmentation techniques into two
categories: image- and model-based. The former relies solely on image cues (such as color,
spatiotemporal adjacency, and local motion) annotated by the user with scribbles to pre-
dict the object’s delineation in subsequent frames [26, 45, 73, 74]. The latter explicitly
models the object’s shape (and often color) information from a reference frame’s delin-
eation mask to perform label prediction [27, 29, 28, 30, 46]. These two categories present
complementary strengths and weaknesses when it comes to dealing with the aforemen-
tioned challenges. For example, image-based techniques tend to better deal with object
deformation, while model-based methods usually outperform the former when the fore-
ground and background share similar colors. We argue that hybrid techniques ought to
be developed for combining their complementary strengths to eliminate the weaknesses.
FOMTrace is a hybrid interactive video segmentation technique and has intersection
with several works in both image and video segmentation. We shall briefly overview the
main approaches related to our method.
Automatic image segmentation with object models: automatic image segmen-
tation methods using object models are ubiquitious in medical imaging. Active Shape
Models (ASMs) [75, 64, 76] and Statistical Object Shape Models (SOSMs), also known
as statistical atlases [51, 77, 78, 79], are among the most popular approaches in that
domain. Given their computationally efficient training and testing phases, Fuzzy Object
Shape Models [48, 49, 50, 53, 54] have been recently proposed as faster alternatives to
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ASMs and atlases, which further exploit object delineation and recognition synergisti-
cally to achieve high accuracy. We review basic concepts about FOSMs and their relation
with SOSMs in Section 3.3.
Automatic video segmentation: unsupervised approaches for video object seg-
mentation usually treat the object of interest as coherently moving regions, and rely on
offline, and often computationally expensive, algorithms for tracking and reasoning about
them [80, 81]. In general, they are unsuitable for interactive video segmentation. In
contrast, image-based techniques seek to compute temporally consistent video supervox-
els [82, 83, 84, 85] and serve as pre-processing.
Video supervoxels aim to group pixels from multiple frames according to the spa-
tiotemporal region that they belong to. They are most often computed by considering
the video volume as a graph, given a spatiotemporal adjacency relation, and applying
unsupervised techniques such as the minimum spaning tree [82, 84] for clustering the
pixels. Since treating the video volume as a graph may be computationally challenging
for long videos, recent methods have sought to compute supervoxels in streaming fash-
ion [84, 86], or to calculate superpixels for each frame individually but with temporally
consistent labels [87]. We find the latter approach particularly interesting since, in prac-
tice, the 2D frames of a video do not form a real 3D image and the objects in them are
only bidimensional projections of their physical world references.
Interactive/semi-automatic video segmentation: image-based techniques for
interactive video segmentation typically consider the video as a volume like we do, either at
voxel- [26] or supervoxel-level [74], and use some graph-based tool for predicting the label
of every unannotated pixel. As in the image case, these technique often build local/global
fuzzy color classifiers from scribbles drawn by the user on the foreground and background,
which are then directly applied in the remaining frames for segmentation [45, 73] or serve
to enhance the object in arc-weight estimation. Note that in video we are able to consider
the object’s shape from previous frames to create a strong object model, and therefore we
consider interactive approaches that only perform fuzzy classification as weak model-based
techniques.
For instance, Bai and Sapiro [26] learned fuzzy pixel classifiers from the user-drawn
seeds that were used to fuzzy classify all of the video frames, thereby producing an object
membership map. Then, they separated the object from the background by computing
geodesic distances to every pixel in the video from the scribbles, using a spatiotemporal
pixel-graph. Brosch et al. [45] proposed an efficient filtering procedure for smoothing the
spatiotemporal fuzzy classification of all of the video pixels, aiming to perform interactive
video segmentation in real-time. After classifying the pixels and using their spatiotem-
poral filter, they threshold the map to obtain the segmentation. In similar spirit, Gong
and Cheng [73] proposed to compute the classification by using two locally competing
one class SVMs (one for the object and another for the background) for each location
of an image grid (local windows) at a given frame. The classifiers progressively label
the frame from the scribbles by iteratively retraining when new pixels are classified, un-
til convergence. That is, the local classifiers around the scribbles use the seed pixels for
training and then labeling the unknown pixels, which are then fed to the classifier in a new
training/labeling iteration. When a new frame arrives, the labeling/retraining procedure
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transfers the labels to it.
All of the aforementioned image-based techniques have the advantage of estimating
the object’s motion implicitly, without having to compute optical flow, for instance. At
the same time, since they essentially rely on binary fuzzy pixel classification it is harder to
extend them for multi-object segmentation. Also, when touching regions of the foreground
and the background share similar colors, applying a strong object shape model may help
to prevent segmentation leaks.
Model-based techniques [27, 29, 28, 30, 46] usually compute some form of explicit or
implicit object shape image in past frames that is propagated towards the end of the video.
The approach proposed by Bai et al. in [27, 29], for instance, represents the state-of-the-
art method for interactive video segmentation implemented in the commercial software
Adobe After Effects. They estimate local fuzzy classifiers around the object’s mask in the
first frame, which are propagated to the next frame via optical flow along with a fuzzy
object shape model. They combine the result of fuzzy pixel color classification with the
fuzzy shape model to prevent leaks and at the same time incorporate dynamic changes
of the object’s silhouette. Price et al. [28] also perform a similar combination, although
they argue that multiple cues must be included as well in the classification scheme.
Flores and Lotufo [30] proposed the Watershed from propagated markers technique.
They take as input a segmentation mask of the object in the first frame, whose inner and
outer pixels are broken down into a series of seed pixels. These seeds are propagated to the
next frame via optical flow or graph matching [88] and allow segmentation via watershed.
The process reiterates until the end of the video. Hence, they implicitly model the object’s
shape. Gallego and Bertolino [46] designed a technique for semi-automatic object tracking
that, similarly to the work of Bai et al. [27], combines fuzzy pixel classification with a
fuzzy object shape model. A key difference is that they consider the past k shapes to
compute the fuzzy model in the current frame. Hence, their model tends to impose a
less strict shape constraint given that objects in video are deformable and may change
drastically from one frame to the next.
Jain and Grauman [74] proposed to do semi-automatic video segmentation on a
superpixel-graph using higher order potentials. They define an energy function for Markov
Random Field-based segmentation that takes into account not only the usual unary and
pairwise potentials, but also a potential that enforces label consistency among superpixels
that belong to a same video supervoxel. That is, they argue supervoxels are generally
irregular and generate brittle spatiotemporal graphs. So they compute video supervoxels
but build graphs using their superpixel projections onto frames. Their energy function
also bears a spatial prior that is a fuzzy object shape model obtained by propagating the
initial segmentation frame-by-frame. Hence, their work is a hybrid segmentation video
segmentation method like FOMTrace.
FOMTrace lies somewhere in between the works of Bai and Sapiro [26], Bai et al. [27],
and Jain and Grauman [74]. Like Bai and Sapiro [26], we seek to predict the object’s
motion through delineation via a spatiotemporal graph partioning. The IFT computes
a partioning that is similar to geodesic distances, although it is more robust to marker
positioning. To ensure that we consider as much long-term information as possible into
segmentation, FOMTrace uses a superpixel-graph similar to Jain and Grauman [74] and
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relies on the IFT algorithm for label consistency instead of MRF-based segmentation with
higher order potentials. Finally, since our goal is interactive video segmentation, inspired
by the work of Bai et al. [27] FOMTrace applies a stricter fuzzy object shape model than
the one in [74] to prevent leakings from happening. One important difference from [27]
is that we create our fuzzy model not only from past segmentations, but also considering
the one predicted for the current frame.
Chapter 3
Background Concepts
This chapter overviews the background concepts about the two main topics explored
during the PhD project: the Optimum-Path Forest (OPF) methodology and Fuzzy Ob-
ject Shape Models (FOSMs). The OPF methodology provides a powerful graph-based
framework for the design of image processing and pattern classification operators, which
include the image-based techniques we use for image and video segmentation. FOSMs
are model-based object delineation techniques that have been developed for medical im-
age segmentation, whose core ideas we are extending for interactive video delineation.
Before discussing FOSMs, we introduce the OPF methodology and instantiate it for in-
teractive image segmentation in the context of the Image Foresting Transform by seed
competition [12].
3.1 The Optimum-Path Forest Methodology
The intuition behind the Optimum-Path Forest methodology (OPF) comes from the anal-
ogy of partitioning a population into communities in orderly fashion. We may assume that
each individual has the desire of becoming the leader of a community. The individuals
with higher desire offer to their acquaintances a reward for joining their community. If the
offered reward is higher than his/her current reward/desire, then the acquaintance agrees
to change communities. The true leaders are those whose leadership desire is so strong
that no reward can lure them into any other community. The rewards are propagated
from the true leaders through the members of their communities, which always offer a
reward not higher than their own. Therefore, the population is divided into communities
in a non-increasing order of reward/desire, such that each individual belongs to the group
that offered him/her the highest reward.
The OPF methodology was initially developed for image processing in the context of
the Image Foresting Transform [12]. The IFT represents the “population”of an image as
a network where acquainted individuals (neighboring pixels) are connected to each other.
More specifically, this network is a graph— a mathematical structure used for representing
pairwise connections between elements of a set — whose nodes are image pixels, the
arcs connecting nodes are given by an adjacency relation, and the paths between nodes
(sequence of acquainted individuals) are valued by a connectivity function (reward/desire).
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The IFT algorithm works by computing an optimal partition of the graph into sets of
nodes, where each set is a tree of optimum paths whose nodes are more strongly connected
to the root (seed/community leader) of their tree than to any other. The IFT algorithm is
a generalization of Dijkstra’s shortest paths algorithm [89] that handles multiple sources
and more general connectivity functions [12].
An IFT-based operator requires first to derive a graph from the image. Then, an
optimum-path forest is computed according to a connectivity function, followed by a lo-
cal processing to one or more of its attributes [12]. An optimum-path forest is a data
structure that stores the optimum connectivity between the nodes and the tree roots after
partitioning the graph. Multiple operators for image processing and pattern classification
may be derived from the IFT algorithm just by changing the pixel-graph topology, the
connectivity function, and the processing of the attributes. For instance, if we consider a
graph where each pixel in an image is a node connected to its 4-neighbors (Figure 3.1a),
and have the user annotate some of them with labels, then the optimum partitioning of
the graph (Figures 3.1b-3.1e) makes the generated “communities” compose the objects
of interest and the background for interactive segmentation (Figure 3.1f). If we consider
the same annotated pixels as data samples that compose the nodes of a graph whose
adjacency relation takes into account the neighborhood in the feature-space, then the
resulting optimum-path forest may be used as a supervised pixel classifier.
The OPF methodology in fact generalized the IFT for the classification of patterns in
any application. The nodes of the graph may be pixels [13, 10], regions [90], images [91],
objects [92], or any other kind of data considered in machine learning applications. Then,
the resulting optimum-path forest forms communities of nodes that belong to a same
class [93] or cluster [94], depending on the operator being used. The next sections lay the
fundaments required for understanding the OPF methodology, which will be instantiated
for different image processing operators used in the IFT context throughout this work.
3.1.1 Basic definitions of images and videos
An image I : DII Ñ V is a mapping function from the rectangular image domain
DI  Z
d to the m-dimensional real domain V  Rm, such that m scalars are assigned
to each pixel in p P DI . For monochromatic images we have m  1, and for color
images m  3 (Figure 3.2). That is, each pixel p P DI is assigned a color or brightness
value Ippq in an image with dimension d  2 (or d  3 for medical images), making
the array index p represent matricial image coordinates as p  px, yq (or p  px, y, zq
in 3D). Natural images are typically captured using standard consumer cameras, being
ubiquitious nowadays. Each pixel is most often represented in the RGB color space,
considering 8 bits per channel. For segmentation, we decompose the pixel colors into
their luminance and chroma components by representing the image in the YCbCr color
space. Decorrelating color components improves the computation of distance between
pixels, which is why one may also consider the image in the Lab color space. The Lab
color space was designed to approximate the human vision, by allowing the distinction
between colors to be proportional to the Euclidean distance between them [95].
Grayscale images are more common in the Medical Imaging domain and are obtained
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Figure 3.1: (a) A 4-neighborhood pixel-graph where the top left is the origin p0, 0q of the
px, yq pixel coordinates and the numbers are the arc weights. (b) The initialization of the
IFT algorithm, where only the root notes a and b (community leaders) are given finite
costs (desire values). (c)-(e) A few non-consecutive iterations of the optimum-path forest
computation from the two root nodes. The red circles indicate the community member
that is currently trying to recruit new members to its community (optimum-path tree).
(f) The resulting optimum-path forest, where the numbers inside the nodes indicate the
optimum-path costs (reward/desire) and the arrows indicate the predecessor nodes in the
forest (communities).
from imaging modalities such as Magnetic Resonance (MR) and Computer Tomography
(CT) (Figure 3.3a). In MR images, the voxel intensities are proportional to the rate at
which the water hydrogen atoms excited by an oscillating magnetic field return to the
equilibrium state, which varies according to the body tissue to which the voxels/atoms
belong to. In CT scans, a series of two-dimensional radiographic images are taken around
a single axis of rotation and the 3D voxel intensities are obtained via digital geometry
processing. Although we focus on natural scenes, we have also conducted experiments
with MR images, whose voxel intensities are often represented with 12-bit radiometric
resolution.
A video is a sequence of nf images I  xI0, I1, . . . , Inf1y, such that each one denotes
a frame It along the time dimension 0 ¤ t ¤ nf  1. Although the video frames may
be 3D images as well, we only consider two-dimensional image sequences acquired by
regular cameras. In this case, the frames are stacked together forming a rectangular cube




















Figure 3.3: (a) A grayscale 3D image example. (b) A series of color video frames stacked
together to form a video volume I.
that may be treated as a volumetric image (Figure 3.3b). We will use I to refer to the
volumetric image corresponding to a video and, with a slight abuse of notation, DI to refer
to the xyt domain of the video pixels and Ippq to the features of a pixel with coordinates
p  px, y, tq.1 The cameras that record a video capture the sequence of images in a rapid
frequency, typically in the order of 30 frames per second. As such, the resulting volume
is not an actual 3D image and the objects displayed in them are only 2D projections of
their physical world three-dimensional references. Therefore, the foreground’s boundary
may vary drastically from one frame to another depending on the 3D motion exhibited
by the real objects of interest, as opposed to the somewhat regular 3D boundaries of
body anatomical structures in medical images. Those differences between videos and 3D
medical images motivate a conservative approach towards directly applying 3D object
delineation to videos, although we represent both with a similar data structure for the
sake of simplicity.
3.1.2 Graphs from images and videos
We will define throughout this work weighted graphs following the convention G 
pN ,A, wq, where N is a set of elements taken as nodes and A  N  N is a binary
1For consistency, we will refer to pixels whenever we refer to spatial elements belonging to videos and
2D images, even when treating the former as volumes. Voxels embed the notion of depth and will be
used for 3D images only.
CHAPTER 3. BACKGROUND CONCEPTS 37
and non-reflexive adjacency relation between elements of N that form the arcs. We use
q P Appq or pp, qq P A to indicate that a node q P N is adjacent to a node p P N . Each arc
pp, qq P A is given a fixed weight wpp, qq that encodes the dissimilarity between adjacent
nodes p, q P N .
The graphs in this work consider the spatial elements (spels) of the image or video as
the set of nodes N , such as pixels and superpixels (or voxels and supervoxels in 3D). The
set of nodes N , the adjacency relation A, and the arc weight function w are particular to
every image processing and pattern classifier operator based on IFT and will be detailed
in the appropriate sections. We present below two examples of adjacency relations used
by our operators:
q P ANN ppq if q  p, p, q P N , (3.1)
q P A8ppq if }q  p}2 ¤
?
2, p, q P DI .
Adjacency relation ANN defines a complete graph on N , while A8 makes every pixel
q P DI in the image domain adjacent to another p P DI if their spatial distance is equal
to or less than a radius of
?
2. ANN disregards the spatial information to connect the
nodes, being useful for pattern classification. In this case, the set of nodes N is typically
a subset of the image domain pixels N  DI chosen by the user for training an OPF-
based classifier. In contrast, A8 defines a pixel-graph G
I
8
 pDI ,A8, wq more suitable for
2D image delineation, where the set of nodes is DI and every pixel is connected to its
8-neighbors. Similarly, for 3D images the 6-neighborhood defines an adjacency relation
A6 where the voxels are adjacent within a spatial ratius of 1. Figure 3.4 depicts three










Figure 3.4: Three examples of adjacency relations that may be used with IFT to form
pixel-graphs. (a) The 2D 8-neighbors adjacency relation A8. (b) A circular adjacency
with radius
?
5. (c) The 3D 6-neighbors adjacency relation A6.
For video segmentation, we compute graphs with arcs connecting not only spels in a
same frame, but also with temporal links between elements from adjacent frames. This
allows the flow of information across time, ensuring that object delineation be propa-
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gated appropriately. Notwithstanding, a key difference between video volumes and 3D
images is that in the former the 2D object projections may translate drastically from one
frame to another, thereby making 6-neighborhood oftentimes insufficient to capture the
adjacency between foreground voxels. One possibility would be to use the 3D equivalent
of the adjacency relation displayed in Figure 3.4b. However, since different parts of a
given deformable object may move at different rates, it is better to have an adjacency
relation tailored for video segmentation. More details about video-graphs will be given in
Chapter 4.
Arc-weight function
We compute the arc weights wpp, qq for all pp, qq P A in different ways for each IFT-
based operator. The weight wpp, qq P R is a scalar that represents the dissimilarity
between nodes p and q, such that higher values indicate greater difference between them.
Given the discrete nature of images, when using pixel-graphs such as GI
8
for segmentation
the weights are non-negative integer values proportional to the difference in appearance
between pixels, which are bounded by 0 ¤ wpp, qq ¤ K. K is a constant equal to the
maximum possible value given the image’s radiometric resolution (e.g., K  255 for
natural images).
The effectiveness of segmentation using IFT relies on the quality of arc-weight esti-
mation, which is expected to assign higher values of wpp, qq to arcs pp, qq across the real
boundary between foreground and background than anywhere else. In its simplest form,
one may consider wpp, qq  }∇ Ipqq} as the magnitude of the image’s gradient value at q
for pixel-graph GI
8
(e.g., the gradient image in Figure 3.5, see Section 6.3.2). In practice,
arc-weight estimation is a complex task that involves enriching the weights with both
image and object information to ensure effective and efficient segmentation, as will be de-
tailed in Chapter 6. Certain IFT-based methods require lower arc weights between pixels
indicating higher similarity between them. In those cases, we refer to w¯pp, qq  Kwpp, qq
as the complement arc weight function.
3.1.3 Connectivity functions
For a given graph G  pN ,A, wq, a path πq  xq1, q2, . . . , qy with terminus at a node q
is simple when it is a sequence of distinct and adjacent nodes. A path πq  πp  xp, qy
indicates the extension of a path πp by an arc pp, qq and a path πq  xqy is said trivial.
A connectivity function f assigns to any path πq in the graph a value fpπqq. A path πq
is optimum if fpπqq ¤ fpτqq for any other path τq in G. For correctness, the connectivity
function f must be such that for any node q, there must exist at least one optimum path
πq such that
(C1) fpτpq ¤ fpπqq,
(C2) fpτpq is optimum,
(C3) for any optimum path τ 1p, fpτ
1
p  δpÑqq  fpπqq,
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for any prefix τp of πq, being τ
1
p  δpÑq the concatenation between paths τ
1
p and δpÑq, from
p to q.
The connectivity functions that respect conditions C1-C3 belong to a class called
smooth path cost functions [12]. As such, they guarantee that the resulting paths com-
puted by the IFT algorithm indeed form a valid optimum-path forest with well defined
behavior (i.e., the optimum paths computed by the IFT reach every node trivially or
with non-decreasing/increasing costs with respect to their predecessors in the forest).
Examples of such functions are
fmaxpxqyq  Hpqq
fmaxpπp  xp, qyq  maxtfmaxpπpq, wpp, qqu, (3.2)
fminpxqyq  Hpqq
fminpπp  xp, qyq  mintfminpπpq, w¯pp, qqu, (3.3)
fΣpxqyq  Hpqq
fΣpπp  xp, qyq  fΣpπpq   wpp, qq, (3.4)
where Hpqq is a handicap value specific to each IFT-based operator. The functions fmax
and fmin are dual and propagate, respectively, the maximum and minimum arc weight
value along the path. fΣ is the additive path cost function, which assigns to every path
the value corresponding to the sum of arc weights along it. When used in IFT-based
operators, fΣ makes IFT behave like Dijkstra’s shortest path’s algorithm.
The IFT algorithm has been recently applied for segmentation with several other
types of non-smooth path-cost functions generating interesting results [96, 22, 57]. One
example of non-smooth connectivity function that we consider makes the IFT algorithm
compute a minimum spanning tree on the graph [57], although a profound study about
other functions is outside the scope of this work.
3.1.4 Optimum-path forest
Considering all possible paths with terminus at each node q P N , an optimum connectivity
map V pqq is created by
V pqq  min
πq in pN ,A,wq
tfpπqqu, or (3.5)
V pqq  max
πq in pN ,A,wq
tfpπqqu. (3.6)
The IFT solves the minimization or maximization problem above by computing an
optimum-path forest — a function P which contains no cycles and assigns to each node
q P N either its predecessor node P pqq P N in the optimum path or a distinctive marker
P pqq  nil R N , when xqy is optimum (i.e., q is said root of the forest). Figure 3.1
depicts an optimum-path forest computed via the maximization Equation 3.6 by forcing
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the roots to be in a set of seed nodes using fmin in Equation 3.3 with handicap cost Hpqq
as described in the next Section 3.2.
We present below the general IFT algorithm for solving the minimization problem
of Equation 3.5, for a smooth connectivity function f (such as fmax). The root Rpqq of
each pixel q can be obtained by following its optimum path backwards in P (Figure 3.1f).
However, it is more efficient to propagate them on-the-fly, creating a root map R.
Algorithm 1 General IFT Algorithm
Input: Graph G  pN ,A, wq and connectivity function f .
Output: Optimum-path forest P , its connectivity value map V and its root map R.
Auxiliary: Priority queue Q and variable tmp.
1. For each q P N , do
2. P pqq  nil, Rpqq  q and V pqq  fpxqyq.
3. If V pqq   8, then insert q in Q.
4. While Q  H, do
5. Remove p from Q such that V ppq is minimum.
6. For each q P Appq, such that V pqq ¡ V ppq, do
7. Compute tmp fpπp  xp, qyq.
8. If tmp   V pqq, then
9. If V pqq   8, then remove q from Q.
10. Set P pqq  p, Rpqq  Rppq, V pqq  tmp.
11. Insert q in Q.
Steps 1–3 initialize maps for trivial paths. The minima of the initial map V compete
with each other and some of them become roots of the forest. They are nodes with
optimum trivial-path values, which are inserted in queue Q. The main loop computes
an optimum path from the roots to every node p in a non-decreasing order of path value
(Steps 4–11). At each iteration, a path of minimum value V ppq is obtained in P when
we remove its last pixel p from Q (Step 5). Ties are broken in Q using first-in-first-out
policy. The remaining steps evaluate if the path that reaches an adjacent pixel q through
p is cheaper than the current path with terminus q and update Q, V pqq, Rpqq and P pqq
accordingly.
The maximization problem of Equation 3.6 requires the substitution in Algorithm 1
of V pqq   8 by V pqq  8 on Steps 3 and 9. Also, Step 5 should remove p from Q
such that V ppq is maximum, the loop on Step 6 must execute for V pqq   V ppq, and the
condition on Step 8 becomes tmp ¡ V pqq.
Efficiency of the IFT algorithm
The complexity of Algorithm 1 is bounded by the implementation chosen for the priority
queue Q. For real-valued arc weights, a simple choice would be to use a standard self-
balanced binary heap to store the optimum-path costs being computed for each node in
the graph. Since the inner loop assesses every neighbor of p, in the worst case every arc
in the graph will be evaluated with a possible change of optimum-path cost that must be
reflected in Q. Hence, the running time for the algorithm would be Opp|N |  |A|q log |N |q
(i.e., the same as Dijkstra’s algorithm), where || indicates a set’s cardinality. For the
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special case where the arc weights are non-negative integers valued between r0, .. , Ks,
a more intesting approach is to consider the priority queue proposed by Dial in [97],
which makes use of bucket sorting to reduce the complexity of Dijkstra’s algorithm to
Op|A|   |N |Kq. Thus, the IFT algorithm runs in linear time on |N | for sparse graphs
with integer arc weights such as GI
8
, where the number of arcs |A|  |N |C for some small
constant C.
3.2 Seeded Interactive Image Segmentation using IFT-
SC
Seeded interactive image segmentation is the process of performing object recognition by
drawing scribbles on the foreground and background with a few mouse clicks, followed by
automatic object delineation by the computer. The scribbles indicate the approximate
whereabouts of the objects of interest in the image, as well as image properties that may
be considered by the computer for delineation. That information is used differently by
the wide variety of methods in the literature. When segmentation errors occur, the user
adds new markers or removes old ones and the computer should ideally restart delineation
from where it left off, without starting from scratch.
In the IFT framework, the simplest way of achieving seeded interactive image segmen-
tation is to transform the set of marked pixels, henceforth denoted byM  N , into roots
of an optimum-path forest that partitions the image into optimum-path trees that com-
pose the foreground and the background in graph G. The idea is to define a connectivity
function that penalizes paths rooted at these markers when they try to cross the object’s
border during the algorithm. We name this approach the IFT by seed competition [12]
(IFT-SC).
Considering the aforementioned pixel-graph GI
8
, for example, we first expect that
the arc weights for that graph be higher for arcs that cross the real boundary between
the foreground and the background than anywhere else (e.g., by considering wpp, qq 
}∇ Ipqq} as noted earlier, Figure 3.5). Then, in IFT-SC we adapt the connectivity function
fmax to force the origin of the paths to be in the marker setM (seed nodes), by changing
their handicap cost in Equation 3.2 to:
Hpqq 
"
0 if q PM  N ,
 8 otherwise.
(3.7)
The seed nodes in M compete among themselves via IFT for their most strongly
connected nodes in the graph. To achieve delineation, we assign to every node p PM its
true label λppq P t0, 1, . . . , cu (background or one out of c objects of interest) and then to
each node q R M the label Lpqq  λpRpqqq of its root node Rpqq P M. The objects of
interest can be directly obtained from the resulting label map L, since the seeds for all c
objects and the background compete simultaneously for the graph nodes. In practice, we
construct the label map L on-the-fly during the IFT algorithm, by propagating the label
Lppq of the predecessor to Lpqq on Step 10 of Algorithm 1, after initializing the labels
Lpqq  λpqq for nodes q PM before the main loop. The true labels λpqq are defined by
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Figure 3.5: Top row: user-drawn scribbles for interactive image segmentation using
IFT-SC, and pixel-graph illustration with arcs between 4-neighbors and two labeled seeds
(bold circles). The arc weights come from the gradient magnitude image }∇ I} on the
left. Bottom row: two optimum paths from the scribbles are displayed over the gradient
image along with the segmentation result on the left, while the optimum-path forest
P obtained by IFT-SC is shown on the right. The arcs in the latter case indicate the
predecessor of each node in the forest P (e.g., P pq3q  q2), until reaching the root nodes.
The values inside the nodes are the optimum-path costs and the node colors indicate the
labels propagated from the roots.
Figure 3.5 presents an example of interactive segmentation using IFT-SC with fmax,
whose process is explained with a fictious 4-neighborhood graph (top row on the right).
In this graph, two seed nodes in bold represent the user-drawn scribbles and the bold
arcs indicate higher weights between object and background. The higher weights are
due to the borders of the image’s gradient magnitude viewed on the left. The bottom
left of Figure 3.5 depicts how two optimum paths πp and πq start from the user-drawn
scribbles and navigate through the gradient image until reaching the foreground and
background pixels p and q, respectively. The corresponding optimum-path forest P and
the segmentation result are shown as well.
When the optimum paths from distinct labels meet at the ridges of the gradient image,
they define dividing watershed lines of the catchment basins. Hence, IFT-SC implements
the seeded watershed transform [98]. The minimization of the path value V pqq, using
Algorithm 1 with fmax, makes optimum paths from object roots to avoid as much as
possible higher weight arcs inside the object (usually in noisy regions) and meet optimum
paths from background roots at the lower arc weights on the object’s boundary. After that
meeting, paths from the background are blocked and the noisy pixels inside the object
tend to be conquered by object roots. Therefore, markers should be selected around those
weaker parts of the boundary in order to make the segmentation more effective [24].
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A key feature of IFT-SC is that the optimum-path forest data structure P is unique in
that it stores all of the optimum paths for later reuse. This is critical for many IFT-based
applications. For instance, the user may draw new markers and/or remove markers by
clicking on them (Figure 3.6), and the optimum-path forest P can be recomputed in a
differential way, taking time proportional to the number of pixels in the modified image
regions (sublinear time in practice, if wpp, qq is normalized within an integer range of
numbers). That is, each marker pixel added to M may define a new optimum-path tree
by invading the trees of other roots. The removal of a marker eliminates all optimum-path
trees rooted at it, making their pixels available for a new dispute among the remaining
roots. This approach is known as differential Image Foresting Transform by seed com-
petition (DIFT-SC) [13] and will be detailed in Section 3.2.1. DIFT-SC can be used
interchangebly whenever IFT-SC is referred to in this work, although the differential
property favors DIFT-SC for multidimensional interactive image segmentation [13, 99].
IFT-SC may be equivalently computed with the maximization version of the IFT
algorithm, by using Equation 3.6 and fmin with Hpqq  K, if q P M, or Hpqq  8,
otherwise (e.g., the optimum-path forest in Figure 3.1, where the maximum arc-weight K
was set to 10 for nodes a and b). Notwithstanding, unless otherwise specified, our standard
choice for the IFT-SC implementation is the minimization version with path-cost function
fmax.
3.2.1 The differential IFT-SC algorithm
Figure 3.6a illustrates an example of interactive image segmentation using DIFT-SC,
where a marker A indicates seeds in an object and markers B and C indicate seeds in
the background. The yellow and purple colors indicate different labels for these markers.
The forest of A leaks to the background as indicated by the arrow. Figure 3.6b shows
the addition of a purple marker D to correct segmentation. Marker C is not necessary,
and so its forest is selected for removal. The competition will involve seeds of D and
the frontier pixels — pixels of forests not selected for removal that have adjacent pixels
in forests selected for removal — as representative of their roots. Only the pixels in the
leaking region and in the influence zone of C are visited for correction (Figure 3.6c).
The initialization rule fpxqyq must be finite for seeds in M, which changes for each
iteration with the added markers. The other pixels should have infinite values in the first
iteration and in the subsequent iterations, when they belong to removed forests. The
frontier pixels keep their optimum costs V pqq with respect to their roots. The differential
IFT algorithm by seed competition is presented with root propagation, where F is a set
of frontier pixels and R is a set of roots whose forests have been selected for removal.
Algorithm 2 Differential IFT-SC algorithm
Input: Graph G  pN ,A, wq, maps V , R, and P with the path values, roots and predecessors,
path-cost function f , seed set M, and set R of roots selected for forest removal.
Output: Maps V , R and P .
Auxiliary: Priority queue Q, set F of frontier pixels, and variable tmp.
1. pV, P,Fq DIFT-SC-ForestRemovalpV,R, P,A,Rq.
2. Set F  FzM.
















Figure 3.6: Interactive image segmentation with DIFT-SC. (a) Markers are selected inside
(A) and outside (B and C) an object. Resulting segmentation shows leaking of the forest
of A (arrow). (b) A background marker D is selected to correct segmentation and C
has its forest selected for removal. The competition involving D and frontier pixels of
non-removed trees (dotted line) results in (c).
3. While M  H, do
4. Remove any q from M.
5. If fpxqyq   V pqq, then set V pqq  fpxqyq, Rpqq  q, P pqq  nil and F  F Y tqu.
6. While F  H, do
7. Remove any q from F and insert q in Q.
8. While Q  H do
9. Remove p from Q such that V ppq is minimum.
10. For each q P Appq, do
11. Compute tmp fpπp  xp, qyq.
12. If tmp   V pqq or P pqq  p, then
13. If q P Q, then remove q from Q.
14. Set P pqq  p, V pqq  tmp, Rpqq  Rppq, and insert q in Q.
Note that V pqq must be  8 for any q P N in the first iteration, where R  H and the
DIFT-SC-ForestRemoval procedure (Step 1) does nothing (i.e., it returns F  H).
This is equivalent to the initialization steps of Algorithm 1, which makes DIFT-SC exactly
like IFT-SC. In the subsequent iterations, the procedure reinitializes P and V for pixels
of removed forests and returns the frontier pixels in F (Algorithm 3). Step 2 guarantees
that the frontier pixels do not include any seed. Steps 3-5 remove seeds fromM, initialize
maps for these seeds and add them to F . Note that, the seed is discarded if its trivial-path
cost is not lower than the current value in V . Steps 6-7 insert seeds and frontier pixels
with their current values in V . Steps 8-14 are similar to those in Algorithm 1, except
for Steps 10 and 12. Step 10 does not have the path-cost test V pqq ¡ V ppq and Step 12
includes a predecessor test P pqq  s. The changes in Steps 10 and 12 are only needed
to guarantee a consistent root map R. They force the algorithm to visit pixels whose
optimum-path costs are the same with respect to the roots of the previous iteration, but
now belong to the forest of other roots.
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Algorithm 3 DIFT-SC-ForestRemoval
Input: Maps V , R, P , adjacency A, and set R of selected roots.
Output: Maps V , P , and set F of frontier pixels.
Auxiliary: FIFO Queue T .
1. Set F H.
2. For each q P R, do insert q in T , set V pqq   8 and P pqq  nil.
3. While T  H, do
4. Remove p from T .
5. For each q P Appq, do
6. If P pqq  p, then
7. Set V pqq   8, P pqq  nil and insert q in q.
8. else If Rpqq R R, then F  F Y ttu.
9. Set RH.
Steps 1-2 initialize F and maps V and P for the roots of the forests selected for removal,
inserting these roots in a FIFO queue q. Steps 3-8 visit the nodes of each tree selected for
removal in breadth-first search to also initialize them. The frontier pixels are identified
during the process and inserted in F (Step 8). Step 9 initializes R for a next iteration.
3.2.2 Links between IFT-SC and graph cuts
Approaches for graph-based seeded image segmentation often rely on objective functions
that measure some global property of the object’s boundary using the arc weights. The
idea is that the minimum of this objective function corresponds to the desired segmenta-
tion, which corresponds to a graph cut of arcs connecting the nodes between object and
background. The Generalized Graph Cut framework for interactive segmentation [68]







where w¯pp, qq is the complement arc-weight function, L is a binary labeling assignment
for pixels q P DL such that Lpqq P t0, 1u, and β is a parameter within P r1,8q.
Ciesielski et al. [68] proved in the GGC context that, for solving the equation above for
some β in the specified range, only two algorithms are essentially needed: the traditional
graph cuts by min-cut/max-flow [15] (GCMF) and the maximization version of IFT-SC
with fmin. The latter minimizes the cut measure defined by Equation 3.9, among all




Equation 3.9 essentially tells us that IFT-SC computes the graph cut that minimizies
the maximum arc weight along the object’s boundary, among all possible graph cuts
that separate foreground from background seeds. From [43] we have that, under certain
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conditions, β Ñ 8 in Equation 3.8 makes solutions computed by GCMF to converge
to the watershed from seed competition obtained by IFT-SC. This is clear since such
operation makes energies EGGC and EIFTSC to match. Hence, finite values of β ask
for delineation using the GCMF algorithm to produce smoother object boundaries, while
β  8 makes IFT-SC’s linear time implementation [12] with higher robustness to marker
positioning more attractive [68]. The complementary properties exhibited by IFT-SC and
GCMF due to Equation 3.8 will be discussed in Chapter 7.
3.3 Fuzzy Object Shape Modeling
Fuzzy Object Shape Models (FOSMs) have been recently proposed for the automatic seg-
mentation of objects in medical images [48, 49]. Given a training dataset with images
of a body anatomic structure of interest and their corresponding segmentation masks,
the goal is to build a higher level representation for the object’s shape that can be used
to search and segment the structure in new images automatically. As such, FOSMs are
closely related to another class of models named Statistical Object Shape Models (SOSMs),
which are traditionally called statistical atlas-based models in medical image segmenta-
tion [51, 77, 78, 79]. The simplest approach for constructing a SOSM requires the selection
of one reference image from the training set and the deformable mapping of the remaining
ones onto the reference coordinate system. The resulting deformation field is applied to
the corresponding masks and the object label frequency at each coordinate defines a prior
probability map (a probabilistic atlas, Figure 3.7a). By mapping a new image onto the
atlas coordinate system, the object can be delineated by thresholding the prior probabil-
ity map [100], by estimating and thresholding a posterior probability map [101], or by
applying some image-based delineation algorithm [102].
The main drawbacks of classic SOSMs are related to their dependency on the de-
formable image registration algorithm. They assume that object recognition is solved by
registration, which grants a near-accurate mapping from any test image to the model’s
reference image. This is not valid in practice, given that a single reference image cannot
represent all object instances available in nature. Moreover, deformable registration is a
costly technique that may take several minutes or even hours in complex situations.
Instead of registering the training images to obtain a prior probability map, FOSMs
align the segmentation masks by translation to a common reference point (e.g., the masks’
geometric centers) and combine them to output a fuzzy image. As a consequence, the
construction of a FOSM is orders of magnitude faster. The values in the fuzzy image are
proportional to the membership that each voxel has to the object of interest, although
they do not reflect prior probabilities since the voxel values do not correspond to a same
location in the actual anatomy. The lack of registration makes the uncertainty region of
a fuzzy image thicker than that of a classic SOSM’s prior probability map (Figure 3.7b).
As a consequence, the uncertainty region of a FOSM requires more effective delineation,
although it better accommodates the boundary of the real object when the model is placed
at the object’s center in the test image.
After construction, the automatic search for the object of interest and segmentation
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(a) (b)
Figure 3.7: Sagittal view of a SOSM’s prior probability map for the brain’s left hemisphere
(a), and of a FOSM’s fuzzy image (b). The gray voxel values indicate the uncertainty
region of the model, while the black and white intensities denote the known background
and foreground regions, respectively.
using FOSMs involve finding the optimal position for the model in the test image. This is
typically achieved by a local search for the object inside a given region of the test image.
In one of the possible solutions, named optimum object search [48], the model translates
inside an estimated search region in the test image while a criterion function guides
translation and determines the best delineated object among candidates (Figure 3.8).
Delineation often considers the external and internal portions of the fuzzy image as seeds
(i.e., the black and white pixels in Figure 3.7b, respectively). During the optimum object
search, the FOSM assesses whether it is correctly positioned in a synergystic fashion, by
using the fuzzy image to constrain the location where a delineation algorithm is applied
(i.e., only on the voxels of the test image superimposed by the uncertainty region of the
model — the gray pixels of Figure 3.7b). The delineation algorithm generates a candidate
segmentation mask that is evaluated according to a criterion function, whose score is
expected to be maximum when the mask corresponds to the real object (Figure 3.8). The
key idea is that FOSMs assume that the model is initially mispositioned and try to correct
it, aiming to delineate the object as present in the test image. This assumption is in stark
contrast to SOSMs’ reliance on the registration algorithm.
3.3.1 Formal definition, advantages, and challenges
Formally, we may define a FOSM as a triple composed of a fuzzy image O (also denoted
object cloud due to its appearance), an object delineation algorithm, and a criterion
function [48]. The fuzzy image O : D Ñ R encodes the fuzzy membership that pixel p
has of belonging to the object of interest l P t1, . . . , cu, such that higher scores indicate a
greater chance of the pixel p to be located inside the object of interest l when the model is
properly positioned over the real object in the test image. Given two thresholds αb and αf ,
we assume that pixels with Oppq ¤ αb orOppq ¥ αf belong to the background or foreground
regions of the cloud, respectively, while pixels within the interval Oppq P pαb, αfq are inside
the uncertainty region U of the model. The fuzzy membership values do not reflect real
probabilities, although they are often expressed within Oppq P r0, 1s since a common way
of combining the training masks is by averaging them after the alignment. In this case,
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Figure 3.8: Pipeline for creating a FOSM and using it for automatic search and segmen-
tation of the object in a new test image.
a natural choice for the thresholds is to set αb  0 and αf  1, to ensure that only the
pixels that have always been labeled as background or foreground in the training masks
be eligible to become seeds for delineation.
During the search, for every location hypothesis, the FOSM executes the delineation
algorithm inside the uncertainty region U , projected over the test image, to extract a
candidate segmentation mask for the object l from the background. This requires a
fast delineation algorithm since this task will be repeated for multiple positions, which
makes it interesting to consider IFT-SC for such purpose. The FOSM then evaluates the
candidate segmentation mask according to the criterion function to determine whether the
object has been found. One typical criterion function measures the mean arc weight on
the delineation boundary between the foreground and the background, which is expected
to be higher when the uncertainty region is properly positioned over the real object’s
boundary in the test image ande delineation is successful [50, 103].
In recent years, several improvements have been made to FOSMs, including extensions
to create hierarchical models for multiple objects [50, 53]; different criterion functions [54];
the use of delineation algorithms other than IFT-SC [52]; and the application of multiple
models per object of interest to reduce the variability and the size of each model’s un-
certainty region, seeking tighter delineation [49] and recognition [104]. When compared
to classic SOSMs, FOSMs have achieved higher accuracy while being much faster for the
automatic segmentation of medical images [103]. Moreover, the optimum object search
as proposed for FOSMs has also improved the accuracy of SOSMs [105].
Besides the aforementioned advantages with respect to SOSMs, FOSMs naturally pro-
vide shape restrictions for object delineation. Therefore, they may be used in conjunction
with image-based delineation approaches for effective object extraction when touching
regions of the foreground and the background share similar colors. In those situations,
CHAPTER 3. BACKGROUND CONCEPTS 49
arc-weight estimation is not always successful in assigning higher weights to arcs across
the boundary between the foreground and the background. The shape restriction from the
model forces the delineation algorithm to find the boundary in those regions. The speed
and accuracy of FOSMs, coupled with their natural shape restriction, make it interesting
to use them for interactive video segmentation. The major challenges involve adapting
FOSMs to deal with dynamic shape changes that occur for deformable and articulated
objects in video, for which it is hard to define a static training set. Chapter 4 details our
approach to deal with those problems.
Chapter 4
Interactive Video Segmentation: The
Evolution of Our Techniques
This chapter discusses the evolution of the interactive video segmentation techniques
developed during the PhD project. In particular, we introduce an initial IFT-based
technique that may be used for semi-automatic object tracking via seed propagation by
optical flow. We then define an IFT-based operator for interactive video segmentation
that propagates delineation directly on the video volume, using spatiotemporal pixel- and
superpixel-graphs. We present in Chapter 5 our latest method named FOMTrace, which
combines the latter techniques with fuzzy object shape modeling.
4.1 Object Tracking by Seed Propagation
Consider a video I with nf frames and an input segmentation mask L0 given in the first
frame at t  0 containing a single object of interest (i.e., the pixels p P DL are valued
Lppq P t0, 1u). Let Lf
0






the set of background labeled pixels. One of the simplest solutions for










to be propagated to the next frame t  1, and
used to segment the object at I1. By repeating this process at every frame t ¡ 0 from the
past segmentation mask Lt1, one can segment the entire video if two conditions are met:
i) the propagated seed sets are perfectly located inside the foreground and background,
accordingly, and ii) these seeds provide enough object recognition information for the
delineation algorithm to extract the object successfully. When errors occur, the user
must interfere to correct segmentation and restart the process.
Given the differences between 3D images and video volumes earlier discussed, the
aforementioned approach has the advantage of naturally considering that segmentation
must be done framewise, since we are dealing with 2D projections of physical objects.
The challenge is to develop a method that satisfies conditions i) and ii). In [106], we
proposed an algorithm for semi-automatic object tracking named IFTrace, which aims
to solve this problem by coupling seed propagation with delineation via IFT-SC. The
IFTrace algorithm takes a video I, and returns another video L, with the same image and
50
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time domains, where each frame Lt is a binary mask defining the estimated projection
of the tracked object in frame It. In particular, if IFTrace fails to find the object in
some frame t, it sets Lft to the empty set. This situation may happen because the object
became completely occluded or moved outside the domain in a frame, or because IFTrace’s
heuristics failed.
The initial mask L0 can be found, for instance, with the help of the interactive DIFT-
SC segmentation tool (Figure 4.1). Thus, IFTrace only computes frames Lt for t ¥ 1.
(a) (b) (c)
Figure 4.1: Interactive segmentation: (a)-(b) internal and external seeds; (c) DIFT-SC
segmentation.
As a byproduct, for each frame t the algorithm also constructs a color classifier Ct, a
function from V to the interval r0, 1s. The value of Ctpvq is an estimated fuzzy member-
ship score that a pixel with a color value v in frame It has of belonging to the object’s
projection. The classifier Ct is used in the segmentation of the next frame and to recover
the object after occlusions or tracking failures. Algorithm 4 defines IFTrace’s main steps.
Algorithm 4 IFTrace
Input: A video I  xI0, I1, . . . , Inf1y and a binary mask L0 : DL0 Ñ t0, 1u.
Output: A binary mask video L  xL0, L1, . . . , Lnf1y, such that each Lt : D Ñ t0, 1u.
1. C0  BuildClassifierpI0, L0q.
2. For t  1, 2, . . . , nf  1 do
3. pMft1,M
b








5. If Mft  H





7. Ct  BuildClassifierpIt, Ltq.
8. else
9. Ct  Ct1
10. pLt, Ctq  RecoverObjpI, t,L, Cq
11. Return L.
The outer loop of the algorithm enumerates frames 1 through nf  1 in sequence. For
each frame, the algorithm chooses in Step 3 two sets of points in the previous frame,Mft1
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inside the object mask Lft1 (the object markers) andM
b
t1 in the immediate surroundings
of Lft1 (the background markers). See Figures 4.2a, 4.2b and 4.2d. In Step 4, the
corresponding pointsMft ,M
b
t are located in frame It by the procedure TrackMarkers.
Namely, for every marker point p PMft1, TrackMarkers tries to find a pixel p
1
P D
such that the colors of It around p
1 are similar to those of It1 around p (Figure 4.2c). If
the procedure cannot find any of those markers (or if Mft1 was empty to begin with),
TrackMarkers returns Mft  M
b
t  H. Otherwise it computes M
b
t by applying to
each pixel q P Mbt1 the average displacement of the nearby pixels from M
f
t1 to the
corresponding pixels of Mft (Figure 4.2e).
(a) (b) (c) (d)
(e) (f) (g)
Figure 4.2: (a) Previous segmentation mask Lt1. (b) Interior markers M
f
t1 selected
from an erosion of Lt1, and (c) their positions M
f
t in frame It estimated by KLT. (d)
Background markers Mbt1 selected in the dilated border of L
f
t1, and (e) their positions
in frame It estimated by the average motion of the nearby internal markers. (f) Fuzzy
pixel classification for frame It using classifier Ct1, which aids in arc weight estimation for
pixel-graph GIt
8








If Mft is not empty at Step 5, IFTrace assumes that the tracking (Step 4) succeeded,
that pixels Mft lie inside the object’s projection on frame It, and that pixels M
b
t lie





t to obtain an object mask Lt from a pixel-graph G
It
8
, whose arc weights
are estimated using the pixel classifier Ct1 as described in Section 6.3.2 (Figures 4.2f
and 4.2g). In Step 7, the algorithm builds a new fuzzy pixel classifier Ct that tries to
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discriminate between colors of the object and of its immediate surroundings, based on
those two sets of samples (as described in Section 6.3).
On the other hand, if the tracking of Step 4 fails (in particular, if the object was
already lost in the previous frame), the sets Mft and M
b
t will be empty in Step 5. In
that case, the algorithm retains the classifier Ct1 used in the previous frame (Step 9),
and makes an attempt to recover the object in the current frame (Step 10), using the
classifiers of previous frames. If the recovery succeeds, it yields a non-empty object mask
Lt and a corresponding pixel classifier Ct. If it fails, the three sets are left empty and the
classifier remains the same. For tracking multiple objects, IFTrace repeats these steps for
every one given the nature of the fuzzy pixel classification.
In IFTrace, object recognition is initially done by the user in the first iteration
through the initial segmentation mask L0, and then automatically by the procedures
SelectMarkers, TrackMarkers, and RecoverObj. The pixels selected inside the
object mask by SelectMarkers to compose Mft1 correspond to those that are most
likely to be tracked inside TrackMarkers by the Kanade-Lucas-Tomasi algorithm [107]
(KLT). Therefore, the tracked markers Mft and M
b
t might be insufficient to produce a
high quality segmentation of frame It. The fuzzy pixel classifier Ct1 aims to mitigate
this problem by enhancing the dissimilarity between foreground and background pixels
to ease delineation. As such, the classifier represents a weak fuzzy object model that em-
beds global knowledge about the object, as propagated from the initial user input. When
tracking fails, instead of requiring the user to intervene, the routine RecoverObj makes
use of the pixel classifiers from the previous frames to obtain candidate object masks in
the current frame. IFTrace compares these masks to previous instances of the object, and
if the shape similarity with at least one of them is high enough it assumes that the object
was recovered and resumes tracking.
4.1.1 Strengths and weaknesses of the method
Since IFTrace was designed for semi-automatic object tracking, and not for interac-
tive video segmentation, the object recovery procedure is among its greatest strengths.
RecoverObj aims to replace the user in the ultimate task of object recognition, which
is to recover the correct object delineation after a total occlusion. The propagated seeds
tend to adapt themselves to treat partial occlusions as well, besides giving the method
resilience to illumination changes, when coupled with our segmentation scheme, due to
the characterists of feature tracking via KLT (Figure 4.3).
Paradoxically, the dependence on optical flow is also the main source of tracking
errors (Figure 4.4). When the object exhibits fast motion or high color overlapping with
the background, the propagated seed sets may be mispositioned or not select enough
portions of the object in the current frame for accurate delineation. In the latter case,
the global fuzzy pixel classifier Ct may also not be enough to help IFT-SC to distinguish
between object and background pixels, which causes segmentation leaks. The user may
fix segmentation errors via DIFT-SC by adding new seeds or removing old ones from set
Mt. However, as originally proposed, IFTrace does not foresee this kind of corrective
action and relies on RecoverObj instead.
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Figure 4.3: Delineation/tracking results of IFTrace with partial occlusion (top row) and
illumination changes (bottom row).
4.2 DIFT-SC on a Spatiotemporal Pixel-Graph
IFTrace’s strengths and weaknesses motivated the study of different approaches towards
interactive video segmentation. In particular, we investigated new strategies to reduce
the dependence on optical flow estimation for propagating object information, following
a simple image-based segmentation technique that interprets the video volume as a 3D
image, in spite of their differences, and then applies DIFT-SC directly on the resulting
graph.
Consider a video volume I represented as in Figure 3.3b. We define a spatiotemporal
adjacency relation At
26
between the 26-neighbors of the video volume as
q P At
26
ppq if }q  p}2 ¤
?
3, p, q P DI. (4.1)
Adjacency relation At
26





, wq on the video volume,
where all of the video pixels are the nodes and the arcs connect pixels both spatially in
a same frame and temporally in adjacent frames, going forward and backward in time.
Since we are dealing with a video volume, instead of setting the arc weights according
to the gradient image of the video I, as done for 2D images, we compute the Euclidean
distance wpp, qq  }Ippq  Ipqq}
2
between the color values of adjacent pixels p, q P At
26
.
The rationale behind it is that considering the temporal gradient magnitude }∇ I} of
the video volume as in 2D pixel-graphs is not necessarily a good solution, since fast
object motion may cause “ghost” weights to appear (Figure 4.5a), thereby decreasing 2D
boundary recall. Conversely, if we compute a gradient image for each frame then the
temporal arc weights might not be set properly (Figure 4.5b).
For segmentation, the user draws scribbles on the foreground and the background,
marking all of the c objects of interest in the video that must be delineated simultaneously
by DIFT-SC, as in the 2D case. The markers Mt may be placed in any video frame




uses the set of marked pixelsMI 
nf1




Equations 3.2 and 3.5, outputting another video L with label images Lt for every frame
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Frame 4 Frame 9 Frame 11
Frame 14 Frame 24 Frame 34
Figure 4.4: Failure result of IFTrace due to fast motion and high degree of shape defor-
mation. The recovery procedure was never able to recover the object after a KLT feature
tracking failure occurred in frame 10, since the object’s silhouette changed.
Frame 14 Frame 15 Frame 17
(a) (b)
Figure 4.5: Comparison of a gradient magnitude image computed for a video in 3D (a)
and 2D (b). The results correspond to the middle frame from the top row. The 3D
gradient displays the “ghost” effect due to fast motion.
(Figure 4.6). When errors occur, the user may add new markers or remove old ones and
recompute segmentation via DIFT-SC.
4.2.1 Strengths and weaknesses of the method
The DIFT-SC segmentation of the spatiotemporal pixel-graph represents a way of propa-
gating information provided by the user for object recognition into other unlabeled frames
for delineation. As such, it is a natural way of estimating the objects’ motion through
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Frame 0 Frame 4 Frame 9
Frame 14 Frame 24 Frame 34
Figure 4.6: A successfull DIFT-SC delineation result on the spatiotemporal pixel-graph
GI
26
from the user-drawn scribbles on frame t  0.
delineation, without requiring explicit optical flow computation.
As depicted in Figure 4.6, the spatiotemporal connection between the user-drawn
scribbles and the object pixels in the video volume allowed the proper delineation of
the fast-moving deformable object of interest. When compared with IFTrace’s result in
Figure 4.4, we see that using DIFT-SC on the spatiotemporal pixel-graph may indeed be
a valid alternative to performing frame-by-frame seed tracking via the KLT algorithm.
At the same time, spatiotemporal pixel-graphs present a few drawbacks when used
with DIFT-SC. In general, a user segments videos interactively to extract objects of
interest that are present in a sequence with a few seconds in length (the average duration
of a video shot). This amounts to hundreds or even thousands of frames that must be
accurately segmented for video editing. Considering a low-quality video sequence with
frames in resolution of 640  480 pixels and length of just 20 seconds (at 30 fps), the
resulting graph possesses over 180 million nodes and nearly 5 billion arcs. Even though
DIFT-SC runs in linear time with sublinear time corrections, the user may still have to
wait a few seconds to obtain a response to his actions. Since we intend to minimize
the user’s time and involvement, this is undesirable, specially because video footage is
being acquired with increasingly higher quality (high-end consumer cameras are currently
capable of filming up to 4K ultra HD resolution). Moreover, as depicted in Figure 4.7,
pixel-graphs make DIFT-SC quite susceptible to leaks, primarily because i) it is harder
to estimate higher arc weights between foreground and background than anywhere else
and ii) they do not exploit contextual information from neighboring pixels.
In the video sample presented in Figure 4.7, the user drew scribbles only at time
t  0 and then analyzed the automatic propagation of segmentation across 90 frames.
Two failures occurred in that case. The first one took place at frame t  29, when
the delineation of the figure skater (the object of interest) leaked into the background
through the “Olympus” sign. Since the pixel-graph contains arcs going backwards in
time, the leak appeared in previous frames as a disconnected component. This failure can
CHAPTER 4. THE EVOLUTION OF OUR VIDEO TECHNIQUES 57
Frame 0 Frame 0 Frame 9 Frame 20
Frame 29 Frame 54 Frame 74 Frame 84
Figure 4.7: DIFT-SC failure case after the user drew scribbles only in the first frame
t  0. The background’s delineation started leaking into the foreground in frame 54
until the object was lost, since the user did not make any further interferences. Also,
the delineation of the “Olympus” sign on frames 9 and 20 indicates a temporal leak in
segmentation that occurred in frame 29 and went backwards in time due to the arcs in
the graph.
be easily avoided and we will discuss more about it in the next section.
The second failure occurred at frame 54. The object started disappearing due to fast
motion that caused parts of the figure skater’s body to get disconnected from the object
seeds, because the pixel adjacency did not provide enough temporal context to support
optimum connectivity. One solution to this problem would be to enhance arc-weight
estimation for the entire video by using a fuzzy pixel classifier, as done for IFTrace but in
3D, before running IFT-SC. As aforementioned, a similar approach was proposed by Bai
and Sapiro in [26], where they computed geodesic distances from the scribbles to label the
video. Although the IFT algorithm can be used for the same purpose just by changing
IFT-SC’s path-cost function, we believe that a better approach is to exploit contextual
information by considering superpixel-graphs in video, as will be described next.
4.3 DIFT-SC on a Spatiotemporal Superpixel-Graph
Given an image I, superpixels are disjoint sets Si of spatially adjacent pixels p P DI that
are grouped together according to their color similarity by an unsupervised segmentation
algorithm. The image is partitioned into n superpixels, where i  1, 2, . . . , n, such that




represents the set of superpixels from I. With a slight abuse of notation, we will use r P S
to refer to the superpixel Sr P S with id r. By grouping individual pixels, superpixels
create an intermediate representation for the image in which local contextual information
is embeded. We have exploited this intermediate representation for segmentation initially
in images and then in videos as follows.
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4.3.1 Interactive image segmentation using superpixel-graphs
In [90], we performed interactive image segmentation by using DIFT-SC on a superpixel-
graph (Figure 4.8). Each superpixel Si P S becomes a node in the graph GIS  pS,AS, wq,
and the arcs in adjacency relation AS connect adjacent superpixels. More specifically,
there is an arc pr, sq P AS if there exists at least one pixel p P S
r and another pixel
q P Ss that are 8-neighbors in the image. The arc weights wpr, sq  }~vprq  ~vpsq}
2
for the
superpixel-graph consider the squared Euclidean distance between the feature vectors of
superpixels r, s P S, where ~vprq and ~vpsq are computed as the mean color of the underlying
pixels.
(a) (b)
Figure 4.8: (a) Two superpixels with different labels selected by the red and yellow cir-
cles (scribbles) conquer their neighbors. Superpixels are larger than usual for illustrative
purposes. (b) The (illustrative) optimum-path forest. Note how the red superpixel con-
quered back some superpixels adjacent to the yellow superpixel. [Figure credit: Rauber
et al. [90]]
For interactive segmentation using DIFT-SC with function fmax (Equations 3.2 and 3.7)
in Equation 3.5, the user selects superpixel nodes by drawing scribbles on the c objects of
interest and the background, and the underlying nodes become the seed set MS. As in
the pixel case, a true superpixel segmentation label λprq P t0, 1, . . . , cu is given to every
node in the seed set r PMS. A superpixel may be selected by scribble pixels from more
than one label simultaneously, in which case we choose the label with highest number of
scribble pixels.1 The DIFT-SC partitions the superpixel-graph into an optimum-path for-
est (Figure 4.8b) assigning a superpixel label LSprq to every r P S, which in turn provides
a label Lppq  LSpSppqq to every pixel p P DI . The user visualizes the resulting pixel
label map L, and may add or remove markers to correct segmentation as in the pixel case.
The generation of the set of superpixels S for image I is an important first step, which
can be done with any existing algorithm in the literature. In [90] we applied a controlled
watershed transform that avoids oversegmentation, computed by the very IFT algorithm
(e.g., Figure 4.8). We will discuss superpixel creation later in this section.
1In the future we aim to solve this problem hierarchically.
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4.3.2 Interactive video segmentation using superpixel-graphs
The extension of superpixel-based DIFT-SC to video is straightforward, requiring only
the definition of a spatiotemporal superpixel-graph and superpixel seed set. We first
segment each frame It from video I into disjoint and 8-connected superpixels S
i
t , such
that the pixels p P Sit are given a same unique label id among all of the video frames
and St represents the set of superpixels at frame It (Figure 4.9). The superpixel sets




t0 St in the video
graph GIS  pS
I,AtS, wq. The symmetric and non-reflexive arcs pr, sq P A
t
S are defined
by pairs of superpixels r P SI and s P SI that: (i) share pixel edges in a given frame It,
t  0, 1, . . . , nf  1 or (ii) present intersection S
r

Ss  H, when considering their pixel
coordinates in two subsequent frames It and It 1 (see Figure 4.9). The adjacency relation
AtS essentially extends A
t
26
to superpixel-graphs, and therefore also includes temporal arcs
going backwards in time (see Section 4.3.4 for the reason). We define the arc weights w
as in the image case.
It1 It













Figure 4.9: Superpixel-graph creation for two consecutive frames It1 and It. We display
only a subset of the graph’s arcs connecting superpixel nodes from St1 and St for clarity.
Superpixels are larger than usual for illustrative purposes.
When the user selects a set of superpixel nodesMS for DIFT-SC segmentation, which
encompasses the selected seed superpixels from all of the video frames, these nodes become
roots of the forest and label all of the remaining nodes SIzMS in the graph GIS. Hence,
the optimum-path forest spans the entire video volume orders of magnitude faster than in
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spatiotemporal pixel-graphs. Pixel label images Lˆt, Lˆt 1, . . . , Lˆnf1 are readily obtained
by assigning to every pixel in DIt the corresponding superpixel segmentation label, for
every frame t ¥ 0. The user verifies the result and may add or remove markers to update
the entire video segmentation in timely fashion.
4.3.3 Superpixel computation
The superpixel creation is an important pre-processing step that concentrates the bulk
computational time of the method. As proposed in [90], since the watershed transform
may cause oversegmentation by partitioning an image into all of its catchment basins,
we circumvent this problem by defining an IFT-based segmentation operator, called Wa-
terGray [108], that eliminates small and undesired basins (whose pixel values are below
a given threshold). Let W  }∇ I} denote the gradient image magnitude of an image I
and V C denote the image W after a morphological volume closing operation [109], where
V Cpqq ¥W pqq for all q P DW . For the 8-connected pixel-graph G
I
8
, we define a path-cost
function based on fmax in Equation 3.2 with handicap cost Hpqq  W pqq, if q P R, or
Hpqq  V Cpqq   1, otherwise. The set R contains the roots of the optimum-path forest,
found on-the-fly by the IFT algorithm. This detail avoids the direct computation of the
regional minima of V C. Intuitively, the roots in set R are the sources through which the
flooding process of the watershed transform is conducted, whose water is divided at the
ridges of gradient image W (Figure 4.8).
The threshold selected to compute the V C image allows the user to control the size
of the superpixels indirectly. Although WaterGray boundaries adhere well to the image’s
boundaries, the shape of the superpixels is intrinsically dependent on the ridges of the
gradient image and can be quite irregular. Moreover, the algorithm guarantees that
no basin has a volume higher than the threshold, but some superpixels may still be
substantially larger than others (e.g., Figure 4.8). Superpixel compactness is an important
property that we seek, specially in video, since DIFT-SC is merging regions according to
their similarity. Hence, regular superpixels are desirable because their bounded size and
few neighbors form a more interpretable graph and can extract more locally relevant
features [110]. Indeed, the proper term for the superpixels generated by WaterGray is
regions, since they do not exhibit that property.
We have tested DIFT-SC with WaterGray regions in video (e.g., Figure 4.10), al-
though we rely primarily on the Simple Linear Iterative Clustering [111] (SLIC) algo-
rithm to generate superpixels St for each frame It (Figure 4.9). SLIC superpixels are
compact and achieve good boundary recall, being better suited for the video segmenta-
tion task with DIFT-SC. The SLIC algorithm clusters image pixels in the feature space
using k-means, while imposing a spatial constraint when grouping the pixels to achieve
compactness. Alexandre et al. [110] have recently proposed IFT-SLIC as an alternative
that aims to combine WaterGray’s adherance to the gradient image ridges with SLIC’s
compactness, which is worth investigating in the future.
The IFT algorithm is agnostic to the graph structure used for segmentation. Hence, we
could use virtually any existing algorithm for video supervoxel creation [85, 82, 83, 84, 108]
and build a suitable graph out of the result. These algorithms consider the video volume as
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a 3D image and compute regions that may serve as supervoxels (3D superpixels) for later
processing. We argue that, since temporal boundaries can be even more irregular than the
image’s gradient due to fast motion (recall Figure 4.5), the aforementioned definition of
compactness is harder to achieve. We thus compute superpixels for each frame individually
because, besides ensuring compactness, this method is easily parallelizable for multi-
core CPUs. Moreover, Galasso et al. [112] concluded that graphs of frame superpixels
connected via optical flow allow higher boundary accuracy in video segmentation, when
compared to techniques that rely on video supervoxels, at the expense of lower temporal
consistency. The latter is mitigated by DIFT-SC.
4.3.4 Strengths and weaknesses of the method
The first strength of applying DIFT-SC on a spatiotemporal superpixel-graph is that
each user intervention is orders of magnitude faster than its pixel-graph counterpart.
The DIFT-SC on pixel-graph consumed 56 seconds for the 200 frame video sequence of
Figure 4.7, where each image has resolution of 550310 pixels, while the superpixel-graph
version in Figure 4.10 required only 0.75s to label the entire video, after 41 seconds of
pre-processing.2 New user corrections further increase the overall time difference.
Frame 0 Frame 9 Frame 20 Frame 29
Figure 4.10: DIFT-SC example on video superpixel-graph GIS after the user drew scribbles
only in the first frame t  0. We depict the segmentation result with and without
overlaying the WaterGray superpixels. The delineation of the “Olympus” sign on frames
9 and 20 indicates a temporal leak in segmentation that occurred in frame 29 and went
backwards in time due to the arcs in the graph. Apart from that, the figure skater
was properly segmented for most of the 200 frames, in spite of her fast motion. See
continuation in Figure 4.11.
Besides the speed advantage, the contextual information gathered by superpixels
makes object segmentation more temporal coherent than using spatiotemporal pixel-
graphs. As Figure 4.10 demonstrates, the figure skater, our object of interest, was properly
2We executed our little-optimized C/C++ code on a machine with a 3.5GHz Intel Core i7-3770K
CPU, Ubuntu Linux 14.04 operating system, and 32GB of RAM.
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segmented for 200 frames with a single user intervention in the first frame, in spite of the
temporal leak that occurred, which is twice as long as what we obtained using spatiotem-
poral pixel-graphs (Figure 4.7). In the latter case, fast object motion caused the internal
markers to loose optimum connectivity with the object pixels starting from frame t  54,
because pixel-level information was simply not enough to sustain segmentation for longer
periods.
Frame 54 Frame 74 Frame 84 Frame 104
Frame 114 Frame 139 Frame 169 Frame 189
Figure 4.11: Continuation of Figure 4.10.
The leak that happened from the foreground to the background in Figure 4.10 through
the “Olympus” sign occurred in frame 29 and went backwards in time through the temporal
arcs in AtS. In other words, the same situation that happened with the spatiotemporal
pixel-graph in Figure 4.7. One simple way to circumvent this problem is by removing
temporal arcs that go backwards in time, maintaining only the connections between frames
t and t   1 to allow the forward propagation of delineation, as suggested in the work
of Bai and Sapiro [26]. They argued that allowing the segmentation to be propagated
backwards in time is counterintuitive to regular users, since it makes them lose control
over the segmentation process due to the appearance of disconnected labeled components.
Hence, they removed those arcs when computing geodesic distances from the user-drawn
scribbles.
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We agree with Bai and Sapiro [26] regarding the loss of user control, although we
argue that allowing DIFT-SC to compute optimum paths going backwards in time may
help with capturing fast object motions and dealing with topology changes, at the cost
of possible segmentation leaks. Figure 4.12 illustrates our point. In the very frame t  0,
the superpixel-graph without temporal arcs going backwards in time (bottom row) was
not able to properly segment the figure skater’s arms, nor deal with a topology issue
related to the ice (background) appearing beneth her leg. Likewise, fast motion caused
the background to leak into the foreground at frame t  20 since the connectivity for the
skin pixels was briefly lost. Future optimum paths solve all of these problems (top row),
even though the foreground leaked into the background through the “Olympus” sign.
With backward temporal arcs
Without backward temporal arcs
Frame 0 Frame 20
Figure 4.12: Comparison of two DIFT-SC video segmentations on a superpixel-graph
with temporal arcs going backwards in time (top row) and without them (bottom row).
In the very first frame, the abscence of arcs going backwards in time requires extra user
intervention to correct the delineation of the figure skater’s arms and label as background
the ice appearing beneath her leg.
We believe that the best option is to allow possible counterintuitive leaks to happen
in order to ensure that segmentation will contain the object of interest. To this end, we
further extend the adjacency relation AtS into A
t f
S by connecting superpixels whose pixels
overlap when displaced with dense optical flow [113], similarly to [74], aiming to increase
the neighborhood radius in a directed manner that follows the object’s motion. We then
use another technique to determine which portions of the foreground delineation compose
the object of interest. Hence, our main proposal for interactive video segmentation is a
method that combines the aforementioned superpixel-based segmentation approach with
a dynamically created fuzzy object shape model to fix segmentation errors preemptively,
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aiming to minimize the need for user intervention. We name this method FOMTrace and
detail the algorithm in Chapter 5.
Chapter 5
Interactive Video Segmentation by
FOMTrace
This chapter presents FOMTrace, our main contribution to interactive video segmen-
tation. It combines image-based object delination via spatiotemporal DIFT-SC on a
superpixel-graph with fuzzy object shape modeling to correct errors preemptively. We
then compare our method with state-of-the-art approaches for interactive, semi-automatic,
and unsupervised video object segmentation.
5.1 The FOMTrace Algorithm
Inspired by the strengths and weaknesses of our earlier methods, we have developed
FOMTrace as a more robust and complete solution to interactive video segmentation,
aiming to minimize the user’s time and involvement while maximizing the segmentation
accuracy and control over the process [30]. From an input video I with nf frames, the user
provides an object mask L0 (label image) for the first frame It0 by using our standard
interactive image segmentation techniques [24, 114, 13] (see Chapters 6 and 7). FOMTrace
then interprets the video volume as a spatiotemporal superpixel-graph and uses the label
image L0 to propagate segmentation to the remaining frames It¡0, automatically. A Fuzzy
Object Shape Model is estimated and used to refine segmentation on a pixel-graph of the
second frame. The user can correct/accept the refined object mask, which is then similarly
used to improve the spatiotemporal video segmentation of the remaining frames. This
process repeats with possible user supervision in a frame-by-frame fashion. Figure 5.1
illustrates the general pipeline of FOMTrace, which can be better described as follows.
At any time t  1, 2, . . . , nf  1, the user can correct/accept a tentative object mask
L1t1 for the previous frame, producing a final label image Lt1. FOMTrace uses Lt1
as input to predict the label images Lˆt, Lˆt 1, . . . , Lˆnf1 of the remaining frames. At this
point, the predicted label image Lˆt provides an approximation for the object’s segmen-
tation in the current frame It, but may contain errors (e.g., Figure 5.2c). For tentative
correction, FOMTrace estimates a fuzzy object shape model Ot from the predicted and
past label images Lˆt and Lt1, respectively (Figure. 5.2b-5.2d), which constrains delin-
eation on a pixel-graph of the current frame It within a region where the object boundary
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For t  1,2, . . . ,nf  1
Next
Iteration
Figure 5.1: Overall scheme for our interactive video segmentation method named FOM-
Trace. The diagram depicts the segmentation process for the current frame It, where
t ¡ 0, after FOMTrace was interactively initialized with a label mask L0 in frame I0.
The numbers inside parentheses indicate the main sections in this paper where the corre-
sponding block is detailed.
is expected to be. The refined object mask L1t (Figure 5.2e) is then displayed to the user,
who may correct/accept it, creating the final label image Lt. The object mask Lt becomes
the input for video segmentation of the next frames and the process repeats until the user
approves Lnf1.
It is important to note that the semi-automatic video segmentation is repeated at
every iteration to better deal with fast-moving deformable objects. To this end, that step
relies on the DIFT-SC over a spatiotemporal superpixel-graph for video segmentation, as
earlier described in Section 4.3.2. The drawback is that errors occured in future frames,
not being currently viewed by the user, may be brought back to the present, which is
counterintuitive (e.g., the “Olympus” sign error highlighted in blue at the top row of
Figure 5.3). Moreover, when the object shares similar colors with background regions
that touch it, the video segmentation alone cannot properly segregate them. The fuzzy
object model mitigates the problem, by taking into account the object’s past and future
contours as shape constraints to fix (refine) segmentation preemptively. In other words,
the fuzzy image Ot simulates the user’s knowledge about the object’s silhouette evolution
across time, aiming to correct segmentation with no user intervention (i.e., no intervention
is required at the bottom row of Figure 5.3). The refined segmentation is expected to
better approximate the object’s real shape in the current frame It. Therefore, it is used
to improve video segmentation at each iteration.
For object delineation, the currect frame (image) and the video are interpreted as
weighed graphs for DIFT-SC segmentation. In the former case, the pixels are the nodes
and the arcs connect their 8-neighbors in pixel-graph GI
8
. In the latter case, the nodes
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(a) Previous frame It1. (b) Previous label Lt1. (c) Predicted label Lˆt for frame It
with error (red arrow).
(d) Fuzzy object shape model Ot.
Gray regions indicate uncertainty.
(e) Final segmentation for frame
It.
Figure 5.2: Automatic segmentation refinement by using a fuzzy object model for the
current frame It. The previous label mask Lt1 (b) is combined with the predicted label
Lˆt (c) to form an object model represented by a fuzzy image Ot (d), which is applied to
correct segmentation in frame It (e). The segmentation error is highlighted in red.
are superpixels computed for each video frame and connected by using spatiotemporal
arcs that go backwards and forwards in time between adjacent frames, forming graph GIS
as described in Section 4.3.2. The seeds for DIFT-SC are automatically selected from
the previous object mask for video segmentation and from the fuzzy object model for the
segmentation refinement of the current frame.
FOMTrace is a flexible approach to interactive video segmentation. Indeed, if the semi-
automatic video segmentation from the first frame causes errors on a few frames (top row
of Figure 5.3), as variant, the user can decide to make all corrections, ending the process
in a single-shot. In this case, fuzzy object modeling is turned off and the method falls
back to simply using DIFT-SC on a spatiotemporal superpixel-graph, as in Section 4.3.2.
We have observed that our fuzzy object model in FOMTrace actually decreases the need
for interactive corrections (Figure 5.3), as demonstrated in our experiments. Moreover,
FOMTrace is inherently multi-object and we take that into account when designing our
fuzzy object model, to allow the user to segment them simultaneously (see our results in
Section 5.2). In the following, we provide details about the FOMTrace’s steps presented
in Figure 5.1.
5.1.1 Semi-automatic video segmentation
Consider the spatiotemporal superpixel-graph GIS  pS
I,A
t f
S , wq computed over the set
of superpixels SI as described in Section 4.3.2. At any given time t ¡ 0, the accepted pixel
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Frame t  1 Frame t  8 Frame t  15 Frame t  22 Frame t  29
Figure 5.3: FOMTrace without fuzzy object modeling (top row) and with it (bottom
row). Due to our volumetric video segmentation step, a “leaking” that happened in a
future frame (the “Olympus” sign at time t  29, highlighted in blue) appears in all
previous frames. The fuzzy object model can correct these errors in all intermediate
frames. In both cases, the user only provides the label L0. (Best viewed in color)
label image Lt1 from the previous frame allows the selection of a subset of superpixel
nodesMSt1  St1 as seeds for DIFT-SC in Equation 3.2. FOMTrace constructs seed set
MSt1 automatically, from the erosion and dilation of Lt1 using small radii of ρe  2 and
ρd  3 pixels, respectively. A true superpixel segmentation label λppq P t0, 1, . . . , cu is
given to every node p PMSt1 according to the region that entirely contains the superpixel
(background or one out of c objects of interest). Such definition ofMSt1 ensures a dense
selection of superpixels that covers most of the foreground and background from It1
(Figure 5.4).
Object and background seed regions then compete between themselves in DIFT-SC
to conquer the remaining superpixels SIzMSt1, producing a superpixel label map for all
nodes in SI, as in the pixel case. Predicted pixel label images Lˆt, Lˆt 1, . . . , Lˆnf1 are read-
ily obtained by assigning to every pixel in DIt the corresponding superpixel segmentation
label, for every frame t ¡ 0 (Figure 5.4). In practice, FOMTrace only requires Lˆt to be
computed and refined using model-based segmentation before displaying it to the user.
The remaining labels are produced as a side effect and not usually displayed to the user,
since they haven’t been refined and may contain counterintuitive leaks such as the one in
Figure 5.3.
5.1.2 Fuzzy model computation and its use for refinement
Fuzzy object modeling
A Fuzzy Object Model [48, 49, 50, 53, 54] is a mathematical representation of an ob-
ject’s shape, and possibly texture [50, 115], traditionally composed of a fuzzy image
Ot : DIt Ñ R whose pixels are given grayscale values representing: object (white), back-
ground (black), and uncertainty (gray). The uncertainty region encodes expected shape
variations, being related to the membership that a pixel has to the foreground. Therefore,
this region is a shape prior that constraints the area where the object’s real boundary is














Figure 5.4: A segmentation example depicting the previous segmentation result for label
Lt1, the superpixel seed nodesM
S
t1 selected and labeled according to Lt1, the resulting
optimum-path forest using DIFT-SC on a fictious graph, and the corresponding predicted
segmentation label Lˆt. The fictious graph depicts two nodes r1 and r2 as seeds from
MSt1 (bold edges). Note how node r3 was conquered by seed r2 using a path in the
optimum-path forest that goes backwards in time through nodes r5, r4 P St. (Best viewed
in color)
expected to be when the model is placed at its center in an image under delineation [48, 49].
FOMTrace’s training dataset for computing Ot contains two masks: the predicted
label image through semi-automatic video segmentation Lˆt and the label image rLt, which
corresponds to Lt1 propagated from the previous frame It1 to It via dense optical
flow [113] (Figure. 5.5b-5.5c). The previous label image Lt1 is the most recent and
reliable information that we have regarding the object’s silhouette, since in theory it has
been accepted as correct by the user. Therefore, it is paramount as a shape constraint
to prevent leakings due to color similarities between foreground and background, such as
the handlebar delineation error in Figure 5.5a. We propagate Lt1 to It by applying the
mean optical flow displacement of pixels that belong to a same superpixel Sit1. Such
propagation places rLt in the same coordinate space as Lˆt, where the object has already
been approximately located through video delineation.
We compute the signed Euclidean distance transform [116] (sEDT) from the bound-
aries of the object masks in both Lˆt and rLt resulting in images Eˆt and rEt, respectively
(Figure. 5.5d-5.5e). Our signed Euclidean distance transform assigns non-negative dis-
tance values for pixels inside the object mask and negative values for the background.
These images simulate the existence of a larger training dataset, which at the same time
better fits the object’s dynamic shape observed in both masks. We average rEt and Eˆt in
the following manner to compute a fuzzy image Ot:
Otppq r rEtppq. rJtppq   Eˆtppq.p1.0  rJtppqqs.δprLtppq  Lˆtppqq, (5.1)
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(a) Predicted segmentation for Lˆt (b) Predicted label Lˆt
(c) Propagated label rLt (d) Signed EDT Eˆt
(e) Signed EDT rEt (f) Fuzzy image Ot
Figure 5.5: (a) Incorrect semi-automatic video segmentation result for label Lˆt. (b)-
(c) Training set considered for computing the fuzzy image Ot. (d)-(e) Signed Euclidean
distance transforms (sEDTs) computed from Lˆt and rLt, which are averaged to output
fuzzy image Ot in (f).
where rJt is an image that weights the importance of the propagated sEDT for computing
Ot and δpq is the Dirac delta function. All pixels in rJt may be set with 0.5 to balance the
importance of both distance transforms. See Appendix 5.A for a more refined technique
for computing the weight image.
The intuition behind Equation 5.1 is that corresponding pixels from rLt and Lˆt that
have different labels necessarily belong to the uncertainty region of Ot. In this case, the
Dirac delta function will force those pixels to have fuzzy value Otppq  0.0. Recall that
FOMTrace works for multiple objects simultaneously. Higher positive values indicate
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that the pixels are farther inside the object region of Ot, thus having a higher chance of
belonging to the real object. The opposite reasoning is valid for the background. For
multiple objects, Equation 5.1 naturally holds since we compute the sEDTs for rLt and
Lˆt from the boundary of each object simultaneously. Hence, the resulting fuzzy image
Ot works for multiple labels as well. The remaining pixels very likely belong to the real
foreground or background, and will be assigned positive or negative values accordingly
(recall that we consider signed distance transforms).
Model-based object refinement
FOMTrace computes pixel seed set MOt by thresholding Ot using a negative value of
αb  2 for background seeds, and a positive value of αf  3 for foreground seeds (recall
Section 3.3). This operation forces the seeds to be selected beyond a minimum distance
to the object’s boundary in both masks Lˆt and rLt, thereby increasing the size of the
uncertainty region to better acommodate the boundaries of the objects in the current
frame.
Segmentation refinement applies DIFT-SC on an 8-connected pixel-graph GI
8
, with
seed set MOt (Figure 5.6a). We refine segmentation using a pixel-graph because they
have finer granularity when compared to superpixel-graphs, thus being able to achieve
higher pixel accuracy. The true pixel labels λppq for seeds p P MOt are given according
to the predicted mask Lˆt, since they are more up to date. Note that seed “holes” may
occur inside the object and background, as in Figure 5.6a, due to our label propagation
via optical flow. They are automatically closed by DIFT-SC on GI
8
.
(a) Model seed set MOt (b) Refined segmentation result L
1
t
Figure 5.6: Model-based image segmentation via DIFT-SC to refine the semi-automatic
video segmentation result Lˆt from Figure 5.5a. Fuzzy image Ot from Figure 5.5f provides
a set of foreground and background pixel seedsMOt that is used by DIFT-SC to compute
a new refined segmentation mask L1t.
At this point, the refined segmentation label L1t is finally displayed to the user (Fig-
ure 5.6b), who may correct it interactively (Figure 5.1). Note in Figures 5.5a and 5.6b
how model-based image segmentation fixed several leakings from Lˆt, although the biker’s
foot was still lost. The next section (5.1.3) details how the user may perform further
corrections when desired.
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A few remarks on our fuzzy object modeling step
Since video objects are dynamic, we have made some decisions regarding the implemen-
tation of our fuzzy object modeling step. In general, a series of candidate segmentation
masks are aligned to generate a fuzzy object model, which is then used to automatically
search and segment the object of interest in a new test image (recall Section 3.3). This ap-
proach works well if the object’s shape is somewhat static across the images in the dataset,
as is the case for several body anatomic structures in medical image segmentation.
The shape of our objects of interest may radically change even between adjacent
frames. This lead us to consider only the past accepted label image to compute our
fuzzy object model. Notwithstanding, our method is general enough to take the last
k accepted object masks and combine them with an extended version of Equation 5.1.
By considering the signed Euclidean distance transform, we are in fact simulating that
the past k silhouettes are dilations/erosions of the latest accepted object mask. Hence,
we ensure a tighter shape restriction under a strict Markovian assumption. Another key
factor to our method is that we also take into account the predicted label mask to generate
our model, which makes it adaptive to the changes in the object’s shape. To support our
claims, in our experimental evaluation we compare FOMTrace with the method in [46],
which computes an object model by aligning and averaging the k past object shape instead
of only the last one.
One possible drawback of our method is that, although we have mitigated the prob-
lems of segmentation propagation via optical flow by using DIFT-SC on a spatiotempo-
ral superpixel-graph, we still consider optical flow displacement for generating our fuzzy
model. As aforementioned, this is a refinement on the simple shape alignment performed
to create FOSMs, being similar in spirit to the deformable registration procedure applied
by SOSMs. One alternative is to use the past object shape to create a “deformable” fuzzy
object shape model, and then perform a local optimum object search to adapt the shape
to the new frame. Only then would we generate the final model for object refinement.
This is worth investigating in the future.
5.1.3 Interactive correction in FOMTrace
The model-based object refinement produces an optimum-path forest Pt from the image
It, at time t ¡ 0, which is rooted at the interior and exterior pixels of the fuzzy object
model Ot (Figure 5.6a). The corresponding segmentation results in the label map L
1
t
(Figure 5.6b). In the case of errors, the user can add seeds or remove trees to correct
segmentation, without starting over the process, by using the differential version of DIFT-
SC (Section 3.2.1) and other IFT-derived methods (Chapter 7). However, corrections are
more effective when the root set is considerably smaller than those from Mt, so the user
can decide to add seeds or remove trees more easily. For that purpose, we use the method
proposed in [114] to convert L1t into an optimum-path forest with minimum number of
roots (Figure 5.7).
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(a) Resuming seed set for DIFT-SC computed from L1t5 using the method in [117, 114]. The arrows
point out automatically selected foreground and background seeds for easier reference.
(b) Final segmentation. L5 after user corrections. (c) FOMTrace’s segmentation label L25 after
correction.
Figure 5.7: Interactive correction of FOMTrace’s segmentation for the frame from Fig-
ure 5.6. (a) Instead of having the user-drawn scribbles compete with the densely popu-
lated FOM seed set MOt5 (Figure 5.6a), we reconstruct an optimum-path forest whose
labeling is equivalent to L1
5
but that requires a reduced seed set, following Miranda et
al. [117, 114]. (b) The user selected scribbles compete against the automatically added
seeds. (c) FOMTrace’s result for frame t  25, after correcting frame t  5.
5.2 Experimental Evaluation
We have evaluated FOMTrace in two standard datasets for testing video object track-
ing and segmentation methods, namely, the SegTrackv2 [81] and IFTrace [106] datasets.
Both datasets provide dense pixelwise ground truth annotation for all videos. We have
compared FOMTrace with approaches for: unsupervised video segmentation, a method
named Segment Pool Tracking + Composite Statistical Inference [81] (SPT+CSI); semi-
automatic video delineation, the method of Gallego and Bertolino [46] and IFTrace [106];
and interactive segmentation, the masking tool from Adobe After Effects called Roto-
brush, which uses the Video SnapCut algorithm [27, 29].
In the interactive/semi-automatic case, the standard procedure for computing accu-
racy in those datasets is to initialize the method using the annotated label in the first
frame, and then to run it uninterruptedly for the remainder of the video. This is a simple
variant of FOMTrace, when the user is not required to verifiy the result. It should be
clear that under the user’s supervision FOMTrace performs much better (Section 5.2.6).
We also present qualitative results that demonstrate the evolution of segmentation
across time for some of the semi-automatic/interactive methods. Lastly, we have con-
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ducted interactive experiments using FOMTrace and FOMTraceW as required for two
videos from the SegTrackv2 dataset and assess the amount of user effort and time spent
in the process, following the benchmark measures of Flores et al. [30].
5.2.1 Dataset description
SegTrackv2
The SegTrackv2 standard evaluation protocol considers the average intersecion over union
score to measure accuracy for each video [81], being calculated for a single frame as
TP
TP FP FN
, where TP, TN, FP, FN are the true/false positive/negative scores. Li et
al. [81] developed SegTrackv2 to assess method automatic and semi-automatic video ob-
ject segmentation. The dataset videos are therefore charecterized by a wide variety of
challenges, which include: fast object motion, motion blur, appearance change, complex
deformation, partial occlusions, slow motion, and multiple interacting objects. Figure 5.8
depicts the first video frame for all of the videos in the dataset, along with the corre-
sponding ground truth for at least one of the objects of interest in the video.
For multiple objects, SegTrackv2 provides individual ground truth masks that can be
used for evaluation. Although we have conducted our experiments using these separate
ground truths, we stress that our method can segment multiple objects simultaneously
with the same computational time. The videos in the dataset range in length from 21
to 279 frames. The maximum frame size in the dataset is of 640  360 pixels, and the
minimum size is as little as 320240 pixels. The ground truths were made with a soft pen
in such a way that the border of the objects is fuzzy. Following the evaluation protocol
provided with the dataset, we only accounted for known ground truth pixels to determine
errors. Known background pixels have values less than 10% of the maximum pixel value
(255), while known foreground pixels have values higher than 90% of the maximum.
IFTrace
In the IFTrace dataset the procedure is similar to SegTrackv2, but the average F-measure
score is the standard accuracy metric instead [106]: 2PR
P R
, where P and R are the
precision and recall rates for a single frame, respectively. Minetto et al. [106] designed
the IFTrace dataset to evaluate techniques for object tracking. The main challenges aim
to stress them in common situations that occur during tracking and include: partial
and total occlusions, deformable objects, illumination changes, multiple objects, and low
contrast between the foreground and the background.
Figure 5.9 depicts the first frame of each video in the dataset, along with the corre-
sponding ground truth. The video lengths are generally longer than SegTrackv2, since
the goal is to track objects for as long as possible. The videos are from 83 to 753 frames
long, with resolution between 320 240 and 768 576 pixels per image.





cheetah 1 monkeydog 1
parachute penguin 1
soldier worm 1
Figure 5.8: The first frame of each video in the SegTrackv2 dataset and the ground truth
for one of the objects in each sequence.








Figure 5.9: The first frame of each video in the IFTrace dataset and the corresponding
ground truth label.
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5.2.2 Parameter settings
We have used the parameter-free version of SLIC named SLICO [111] in our implementa-
tion. We compute SLICO superpixels using a regular image grid initilization with steps
between 5 pixels and about 1% of the frame’s width/height, depending on the object and
frame dimensions. This guarantees small superpixels that properly adhere to the object’s
boundary in most cases (we used 5 pixels steps in our experiments).
Another important parameter of our method is the threshold γ used in Equation 5.2
to compute fuzzy image OJt (Appendix). The FOMTrace variant in Appendix 5.A uses a
more restrictive fuzzy imageOJt as shape constraint, which ensures a stronger participation
of the propagated label image rLt to prevent leakings in touching regions of foreground
and background with high color similarity. Parameter γ controls the strictness of this
participation and should be set differently by the user throughout each video sequence.
For comparison with the state-of-the-art, we have empirically validated that γ  0.6 helps
in those situations. For the remainder of this paper, we define FOMTrace as the default
configuration of our method using only Equation 5.1 with a balanced weight image, and
FOMTraceW as the variant weighted by rJt in Equation 5.2 with γ  0.6.
5.2.3 Diagnostic experiments
Since we propose FOMTrace as a method that uses fuzzy object shape models to fix volu-
metric video segmentation in each frame, we first performed some diagnostic experiments
comparing FOMTrace and FOMTraceW with Superpixel DIFT-SC. Superpixel DIFT-SC
corresponds to running FOMTrace’s automatic video segmentation step from the first
video frame only, selecting the seeds from L0 as described in Section 5.1.1 to determine
the labels for the rest of the video Lˆ1, Lˆ2, . . . , Lˆnf1 in a single shot with DIFT-SC, without
model-based refinement. Table 5.1 presents these results.1
Table 5.1 shows that segmentation accuracy improves for most video sequences when
using FOSMs to correct frame delineation. In 18 out of 24 videos, the shape restriction
of FOSMs, using either FOMTrace or FOMTraceW, prevented leakings. In contrast,
Superpixel DIFT-SC works better in the absence of leakings and for highly deformable
and/or fast moving objects, as is the case for video sequences frog, hummingbird 2, and
monkeydog 1.
5.2.4 Quantitative comparison with the state-of-the-art
We performed direct and indirect comparisons with the state-of-the-art. Specifically,
SPT+CSI [81] is the baseline for the SegTrackv2 dataset, and the method of Gallego
and Bertolino [46] was validated in the same dataset. Therefore, we make an indirect
comparison with those methods by reproducing here the results reported in their papers
for easier reference. The comparison with IFTrace [106] used our C/C++ implementation.
Finally, we used Adobe After Effect CC 2014’s Rotobrush tool in our experiments.
We were unable to load the ground truth mask as input for Rotobrush. Therefore, we
separate the evaluation into two parts for the SegTrackv2 dataset. Table 5.2 compares
1We consider best scores within 0.1 points to be equivalent.
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Table 5.1: Diagnostic experiments comparing the usage of FOSMs to correct volumetric
superpixel delineation in the SegTrackv2 dataset [81]. Best scores are in bold.
Video Superpixel DIFT-SC FOMTrace FOMTraceW
bird_of_paradise 87.1 89.9 24.0
birdfall 60.2 58.5 34.8
bmx 1 84.0 94.2 69.2
bmx 2 5.2 4.6 5.2
cheetah 1 12.1 9.1 14.9
cheetah 2 24.7 21.0 21.4
drift 1 67.3 78.3 75.4
drift 2 17.2 51.3 30.7
frog 53.8 40.6 47.1
girl 76.1 78.0 56.0
hummingbird 1 18.2 18.0 21.4
hummingbird 2 44.5 42.3 30.2
monkey 66.9 85.5 29.4
monkeydog 1 81.5 80.1 64.5
monkeydog 2 67.2 66.0 78.4
parachute 78.6 93.6 84.0
penguin 1 91.9 95.4 96.2
penguin 2 85.3 94.0 93.1
penguin 3 85.8 89.3 89.1
penguin 4 75.5 87.1 88.1
penguin 5 73.4 83.8 86.7
penguin 6 84.8 88.8 89.9
soldier 65.3 79.0 76.6
worm 6.4 80.2 12.3
SPT+CSI and Gallego [46], as previously stated, with the result of running FOMTrace
and IFTrace from the first frame’s ground truth mask. For the sake of clarity, we omit
FOMTraceW in this evaluation and refer the reader to Table 5.1 for the corresponding
values, specially for video monkeydog 2. This is a really hard example with fast camera
motion and high color overlap between foreground and background, in which FOMTraceW
outperformed all other methods. In 11 out of the 24 sequences FOMTrace achieved the
best score for the dataset, while being close to the state-of-the-art for other cases (e.g.,
birdfall, soldier, worm).
We present the second part of the experiments in the SegTrackv2 in Table 5.3. To
compare with Rotobrush in a fair way, guaranteeing pixel-level accuracy, we interactively
initialized Rotobrush in the first frame and let it propagate segmentation for the remain-
der of the video, for every sequence in SegTrackv2. We ensured that the interactive
initialization was as close as possible to the original ground truth. We then applied the
corresponding first mask as input for IFTrace, FOMTrace, and FOMTraceW. As one may
note by comparing Tables 5.1, 5.2, and 5.3, the differences are minute but may determine
the best score for a certain video sequence.
From Table 5.3 we see that FOMTrace and FOMTraceW achieved the highest score
in 14 out of 24 video sequences. At this point, one may argue that FOMTraceW is a fine
tuned version of FOMTrace, and that Rotobrush could obtain equivalent improvement via
parameter setting. Although this is a valid assumption, if we disconsider FOMTraceW’s
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Table 5.2: Comparing FOMTrace with methods for unsupervised and semi-automatic seg-
mentation in the SegTrackv2 dataset. The values refer to the mean intersection over union
scores for each video sequence and method. Results for SPT+CSI [81] and Gallego [46]
are reported from the original works for reference.
Video SPT+CSI [81] Gallego [46] IFTrace [106] FOMTrace
bird_of_paradise 94.0 95.4 14.5 89.9
birdfall 62.5 59.6 15.8 58.5
bmx 1 85.4 86.6 43.2 94.2
bmx 2 24.9 0.0 2.8 4.6
cheetah 1 37.3 30.1 10.8 9.1
cheetah 2 40.9 20.5 14.0 21.0
drift 1 74.8 85.4 59.9 78.3
drift 2 60.2 72.4 70.5 51.3
frog 72.3 74.5 53.4 40.6
girl 89.2 87.9 72.2 78.0
hummingbird 1 54.4 26.2 30.7 18.0
hummingbird 2 72.3 59.2 23.4 42.3
monkey 84.8 75.1 23.4 85.5
monkeydog 1 71.3 80.2 11.5 80.1
monkeydog 2 18.9 48.3 57.3 66.0
parachute 93.4 93.6 92.4 93.6
penguin 1 51.5 95.4 60.8 95.4
penguin 2 76.5 89.4 53.7 94.0
penguin 3 75.2 81.1 54.1 89.3
penguin 4 57.8 80.6 50.3 87.1
penguin 5 66.7 76.3 73.2 83.8
penguin 6 50.2 78.0 49.7 88.8
soldier 83.8 76.7 69.4 79.0
worm 82.8 53.3 31.1 80.2
results FOMTrace still achieves higher accuracy in 12 cases, versus 10 for Rotobrush and
4 for IFTrace. Moreover, we note that using FOMTraceW with γ  0.6 actually decreases
performance in cases such as the bird_of_paradise video sequence. In that sequence, the
object of interest is a bird of paradise that is initially looking at the camera (Figure 5.8).
After a while, he turns over to the left side, which causes his shape to drastically change
(Figure 4.9). Since FOMTraceW imposes the previous shape constraint restrictively, the
accuracy drastically decreases with respect to FOMTrace. Those situations confirm our
intuition that FOMTrace should be used by default, letting the user determine the best
time to use FOMTraceW. FOMTraceW is preferred when the foreground has strong color
overlap with the background, but the optical flow estimation is reliable enough to allow the
simple propagation of the previous mask to the current frame. For example, sequences
penguin 1-6 refer to distinct animals in the same video that are walking side-by-side
towards the camera (Figure 5.8). Hence, their colors overlap but the optical flow allows
the reliable propagation of the previous mask to the current frame for improved correction.
Finally, Table 5.4 presents the mean F-measure scores for Rotobrush, IFTrace, FOM-
Trace, and FOMTraceW in the IFTrace dataset [106]. As previously stated, this dataset
was originally proposed to evaluate techniques for object tracking. Since both Rotobrush
and FOMTrace are interactive video segmentation techniques, object tracking challenges
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Table 5.3: Comparing FOMTrace with Adobe After Effects Rotobrush tool [27, 29] for
interactive video segmentation and IFTrace [106] in the SegTrackv2 dataset.
Video Rotobrush [29] IFTrace [106] FOMTrace FOMTraceW
bird_of_paradise 80.8 32.0 89.8 22.8
birdfall 2.6 18.3 58.2 32.2
bmx 1 90.4 46.8 94.1 72.0
bmx 2 2.6 2.6 6.1 5.0
cheetah 1 16.0 11.4 8.9 13.9
cheetah 2 25.8 15.6 20.8 20.6
drift 1 79.8 69.5 78.3 75.4
drift 2 50.4 74.4 51.2 34.6
frog 45.6 55.3 40.6 47.1
girl 63.1 73.6 79.0 59.5
hummingbird 1 21.8 28.2 17.7 20.9
hummingbird 2 43.4 36.8 42.2 30.2
monkey 83.8 22.3 85.4 33.7
monkeydog 1 76.0 48.1 80.0 64.5
monkeydog 2 71.5 14.7 65.6 76.9
parachute 94.2 94.1 93.6 84.0
penguin 1 96.5 57.7 95.4 96.1
penguin 2 93.3 49.8 94.0 93.1
penguin 3 89.4 50.8 89.3 89.0
penguin 4 85.7 51.2 87.0 87.8
penguin 5 84.5 72.8 83.8 86.6
penguin 6 87.9 45.8 89.0 89.9
soldier 70.6 72.7 79.0 76.0
worm 84.3 41.3 80.1 9.2
are not the primary concern because the user is in control. Nevertheless, it is interesting
to observe the methods’ behavior under those conditions. In contrast to IFTrace’s results
in the SegTrackv2 dataset, in which it stood out only 4 times out of 24 (Table 5.3), IF-
Trace achieves the highest score for 7 videos in its dataset, followed by 4 wins for both
Rotobrush and FOMTrace/FOMTraceW.
In particular, IFTrace did well in videos v01, v03, v07, and v14. Video v01 depicts a
car chase and is characterized by two total occlusions, one between frames t  87, .. , 90,
when the car passes under a traffic sign, and another between t  408, .. , 442, when it
speeds under a bridge. IFTrace was designed with a mechanism for retrieving the object
after total occlusions, thereby surpassing FOMTrace and Rotobrush in v01. Similarly,
IFTrace does better in the other videos because it can handle small objects (v03, v06,
v07), low contrast frames (v06, v07), and drastic illumination changes (v14), which are
typical issues in object tracking. The user may easily correct segmentation in those
cases with FOMTrace, since our goal is to minimize his/her effort for obtaining pixel
accurate delineation mainly for fast moving deformable objects and when the foreground
and background colors overlap.
Moreover, since we use a fuzzy object model, we can detect when the object goes
missing in total occlusions and easily apply the automatic search procedure from [50] to
retrieve the object, for example. Also, illumination changes and low contrast can be dealt
with by improving the arc weights in our superpixel-graph, which at the moment only
CHAPTER 5. INTERACTIVE VIDEO SEGMENTATION BY FOMTRACE 81
Table 5.4: FOMTrace versus Rotobrush in IFTrace in the IFTrace dataset [106]. The
values for each method refer to the mean F-measure scores in every video sequence.
Video Rotobrush [29] IFTrace [106] FOMTrace FOMTraceW
v01 14.3 53.1 15.0 15.1
v02 88.3 92.7 89.8 74.8
v03 9.4 85.4 78.8 79.8
v04 3.4 0.7 80.3 80.3
v05 92.7 97.8 97.7 97.7
v06 20.7 95.4 48.4 48.4
v07 1.7 38.1 2.4 2.7
v08 93.6 86.2 64.8 64.9
v09 93.5 73.9 86.8 65.5
v10 96.3 90.7 97.3 96.7
v11 88.5 85.4 84.9 80.8
v12 88.4 76.9 76.6 77.7
v13 72.9 69.6 83.3 87.0
v14 14.6 88.1 67.4 79.8
considers the mean superpixel color.
5.2.5 Qualitative comparison with the state-of-the-art
Figures 5.10 and 5.11 depict some qualitative examples for all four methods we had access
to, from the results in Tables 5.3 and 5.4 (again, without user correction). The bmx 1 video
clip, shown first, presents a fast moving object composed of a person doing maneuvers on a
bike. FOMTrace was designed for these situations since the automatic video segmentation
step aims to capture fast changes in the object’s silhouette. In contrast, FOMTraceW is
more conservative because it relies mostly in the optical flow propagation, when using
γ  0.6, leading to segmentation errors.
In video clip v13, from the IFTrace dataset, FOMTraceW’s shape restriction due to
weighted label propagation helped preserve the person’s shape during its partial occlusion
by the car, which did not occur for FOMTrace. Hence, videos bmx 1 and v13 demonstrate
properties of FOMTrace and FOMTraceW. Figure 5.11 includes two more success cases
from videos penguin 6 and soldier.
In all four video sequences of Figures 5.10 and 5.11, FOMTrace and FOMTraceW were
visually competitive or better than Rotobrush and IFTrace. Figure 5.12 depicts failure
cases for video segmentation using both FOMTrace and FOMTraceW.
5.2.6 Interactive experiments using FOMTrace
Figure 5.13 depicts graphs with metrics derived from Flores et al. [30] that were devised
to measure the accuracy of interactive video segmentation methods and the amount of
user effort and time spent in the process, for two videos from the SegTrackv2 dataset.
The graphs in the first row present the intersection over union score for each frame in
the videos, after user corrections. The graphs in the second and third row present the
















































Frame t  1 t  31 t  61 t  91
Figure 5.10: Qualitative comparison among FOMTrace, FOMTraceW, Rotobrush, and
IFTrace in videos bmx 1, from SegTrackv2, and v13, from the IFTrace dataset.
















































Frame t  1 t  11 t  21 t  30
Figure 5.11: Qualitative comparison among FOMTrace, FOMTraceW, Rotobrush, and
IFTrace in videos penguin 6 and soldier, from SegTrackv2 dataset.




























Frame t  0 t  2 t  6 t  12
Figure 5.12: Failure cases for FOMTrace and FOMTraceW in videos hummingbird 2 and
cheetah 2 from SegTrackv2. Our methods failed mostly due to large fast motion that
confused optical flow estimation (on the hummingbird’s wings) and low boundary contrast
(running cheetah).
required amount of user interaction and user time for each frame, respectively. The
amount of user interaction is given by the number of markers that were added by the
user to correct segmentation. We do not count the number of times that the user deleted
markers, as opposed to [30], because that kind of interaction mostly serves for the user to
correct his/her own mistakes that were made when drawing the scribbles. The amount
of user time considers the entire time spent in correcting the frame with our interactive
image segmentation tools [117, 114, 24, 118] (up to two minutes for each frame in general).
In both cases, we initialized the method with the ground truth segmentation mask as in
the automatic experiments.
From Figure 5.13, we see that with little interaction the user was able to increase the
segmentation accuracy (less than 20 markers per frame in general). In the bmx 1 video,
the mean accuracy was of 96.9% after correcting 36.1% of the 36 frames interactively.
The resulting accuracy represents an increase of 2.7% with respect to what FOMTrace
achieved without user corrections in Table 5.2. As can be seen from the accuracy graph,
the result deteriorated towards the end of the video, which decreased the mean score.
This is because the user in our experiment decided that the ground truth for the latter
frames was wrong, since the object presented heavy blur due to fast motion. Hence, the
accuracy may be much higher in practice. The second video in our experiment presents a
much more dramatic increase in mean accuracy. It went from 40.6% in Table 5.2 to 91.6%
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bmx 1 frog
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Amount of user time spent on correcting video BMX




























Amount of user time spent on correcting video FROG
Figure 5.13: Interactive results obtained with FOMTrace and FOMTraceW for two im-
ages from the SegTrackv2 dataset: bmx 1 and frog. The graphs in the first row depict
the intersection over union score for each frame, the ones in the second row depict the
amount of user interaction (i.e., the number of added markers) required for correcting
the automatic result, and the ones in the latter row depict the amount of time it took to
make the corrections.
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after user corrections. In this case, FOMTraceW was intensively used in conjunction with
FOMTrace, since there was significant color overlap between foreground and background.
The user made corrections only to 23.3% of the 279 video frames to increase the accuracy
by 51%. Besides intense color overlap, the object (a leaping frog) presented thin struc-
tures that were difficult to segment. This hard example demonstrates the power of our
framework for interactive video segmentation.
Figures 5.14-5.17 depict a series of qualitative results obtained interactively with FOM-
Trace. The sequences presente several challenges, which include video clips with high
color overlap between foreground and background, fast moving objects, the simultaneous
segmentation of multiple objects, and partial and total occlusions.
5.2.7 Computational efficiency
We implemented a non-optimized version of FOMTrace in C/C++, providing a user
interface that allows the visualization of the result on-the-fly and interactive intervention
when necessary. The method goes through a pre-processing stage in which the superpixel-
graph is created and optical flow is computed using the Matlab code from [113]. We
obtained an upper bound for FOMTrace’s computational time by applying the method to
video bird_of_paradise (Figure 5.8) in a machine with an Intel Core i7 running at 3.5
GHz, with 32 GB of RAM. Every frame in the video (of length nf  98) is sized 640x360
pixels and the object occupies a large portion of each one.2 The pre-processing step takes
about 5.2s in average per frame, and the interactive stage consumes about 1.8s per frame,
linearly decreasing towards the end of the video. In FOMTraceW, the computation of
weight image Jt is an expensive step, which further adds another 2.2s per frame to the
interactive stage.
In general, we do not recommend using the entire video to build the superpixel-graph.
Although having optimum-paths coming backwards in time is helpful for label prediction,
they may also harm segmentation when complex leakings occur in the future. We thus
give the user the option of running the method for a variable length portion of the video,
which is usually 20 or 30 frames long. Hence, the interactive time decreases to about
0.6s for FOMTraceW and 2.8s for FOMTraceW. This was the case for our interactive
experiments, where the user ran the method in subsequences of 40 frames until the end
of the video. We may replace our weight computation via inpainting by another simpler,
faster technique in the future, similarly to [29].















q regardless of the number of objects and their sizes [90]. The object’s size only matters for
inpainting-based weight image computation [119].
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Figure 5.14: Interactive FOMTrace results on video frog, where the object presents
complex deformation and shares similar colors with the background. We selected an
equally spaced subset of frames between the first and last frames (nf  279).
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Figure 5.15: Interactive FOMTrace results on video bmx 1. We display all of the video
frames (nf  36).
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Figure 5.16: Interactive FOMTrace results on video penguin. We display almost all of
the video frames (nf  42). The multiple objects were segmented simultaneously. (best
viewed in color)
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Figure 5.17: Interactive FOMTrace results on a selected segment of video atonement
(Georgia Tech dataset [82]) with partial and total occlusions. We display frames spread
between the first and the last one (nf  81) to depict the occlusions.
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5.A Weighted Computation of the Fuzzy Object Image
By setting all pixels in rJt with weight 0.5, we strike a balance between the propagated and
predicted label images in Equation 5.1. This is particularly important for fast-moving
deformable objects, since the predicted label Lˆt tends to better delineate them in the
current frame It, when foreground and background have mostly distinct colors.
Even though the balanced weight image is useful to stop leakings on foreground regions
where the touching background has similar colors (e.g., Figure 5.6), it does not always
suffice (Figure 5.18). In those regions, the shape constraint provided by the propagated
label rLt should be given greater importance to ensure that foreground and background
seeds from Ot be selected around them, similarly to the work in [26].
Figure 5.18: Top row: segmentation leaks of mask L1t on regions where foreground and
background share similar colors and touch each other, which occurred due to setting 0.5
as the weight of all pixels in image rJt (Equation 5.1). Bottom row: corresponding fuzzy
object model Ot and part of its foreground/background seeds that improperly surround
the problematic regions.
We intend to determine, in the previous frame It1, the foreground regions that are
most similar to the surrounding background to compute the weight image rJt. We accom-









normalized between r0.0, 1.0s. I˜t1 is the result of inpainting the object mask from the final
label Lt1 in frame It1 [119].
3 Then, we compute a weight image Jt1ppq  1.0Jt1ppq.
Intuitively, inpainted background regions from I˜t1 that have similar colors to the
object appearing in frame It1 will be given higher scores in Jt1, indicating possible
locations where leaking may occur. We then propagate the weight image to It using
optical flow, thereby creating rJt as is done for the label image rLt (Figure 5.19a).
Finally, to ensure that seeds be tightly selected around weaker parts of the object’s
boundary (Figure. 5.19b-5.19c), we compute Ot conservatively by forcing our method to
3For multiple objects, we binarize Lt1 when inpainting frame It1.
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(a) (b)
(c) (d)
Figure 5.19: (a) Propagated weight image rJt. (b) Fuzzy object image O
J
t computed
according to Equation 5.2. (c) FOM seeds tightly selected around weaker parts of the
object’s boundary. (d) Refined segmentation result for label image L1t.






Etppq if rJtppq ¥ γ,
Otppq otherwise,
(5.2)
where Otppq is computed as in Equation 5.1. Fuzzy model image O
J
t in Equation 5.2 may
be used instead of Ot from Equation 5.1 to produce a more refined segmentation label in




This chapter presents our strategy for arc-weight estimation that follows the principles of
separate marker pixel selection for object enhancement in a transparent way to the user.
We compare our framework against the approach from [120], which requires separate
user recognition for arc-weight estimation and object extraction as proposed by Miranda
et al. [20]. This comparison involved multiple users and measured several properties of
the segmentation process including some new metrics proposed to evaluate the user’s
involvement and the quality of the result.
6.1 Overview of Our Strategy
Arc-weight estimation aims at computing values that best represent the relation between
pixels, by combining image properties with object information learned from strokes drawn
by the user. Object extraction uses the arc-weights computed by the previous step to
define the spatial extent of the object. A good arc-weight estimation relies on the choice of
object and background markers on regions with dissimilar image properties, while object
extraction markers should be drawn wherever necessary. Markers used for extraction
should never be used for arc-weight estimation, although the opposite can be true. This
is important to prevent the recomputation of the arc weights, which could potentially
destroy regions already accepted as correct [20].
We proposed in [21] an intelligent solution to automatically determine, from the user’s
input, which marker pixels should be used for arc-weight estimation and when and where
the weights can be recomputed, such that the accuracy of segmentation is not (or is
minimally) affected. Also, the foreground and background of some images are too similar
for learning object properties, and our method is able to decide not to do it. This allows
a much simpler and more intuitive user interface in which a single common set of markers
is required for segmentation, while the user’s control over segmentation is preserved.
Although segmentation of multiple objects by IFT is quite straightforward, we focus on
the binary case to perform fuzzy classification. Moreover, our method is generic enough
to be used with any other framework.
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Figure 6.1a illustrates an example of user input to separate the left flower from the
rest of the image. First, color and texture features are extracted from the image. Those
features are then used to cluster the pixels into some regions, using an OPF-based clus-
tering algorithm [94], such that a same label is assigned to similar pixels (Figure 6.1b).
When the user draws object and background markers, only the pixels that belong to cer-
tain dissimilar clusters are selected for arc-weight estimation (Figure 6.1b-6.1c). Object
information is learned by a procedure similar to [120], which uses the selected pixels on
a variant of an OPF-based supervised classifier [93]. This procedure assigns fuzzy values
to each pixel composing an object membership map, in which brighter regions are more
similar to the foreground (Figure 6.1d). Arc-weight estimation is represented by a weight
image obtained from the linear combination of a gradient computed on the object mem-
bership map, with another one calculated from the image features (Figure 6.1e). The
object is finally extracted by partitioning pixel-graph GI
8
through DIFT-SC, using the
computed arc-weights and every marked pixel as a seed. The result may be improved by
adding/removing markers (Figure 6.1f). The newly added markers are evaluated using
the object membership map, to determine if they might bring new object information. If
so, the arc weights are recomputed with caution, in order to preserve the segmented parts
already accepted as correct. Then, extraction is repeated once more, and the process
continues until a satisfactory result is achieved.
(a) (b) (c)
(d) (e) (f)
Figure 6.1: (a) First set of markers created by user inside and outside the object. (b)
Clustering based on features extracted from the image and marker pixels, being the
white marker pixels selected for removal and (c) the color ones selected for arc-weight
re-estimation, automatically. (d) Object membership map obtained through fuzzy classi-
fication using the color markers. (e) Weight image where brighter regions represent higher
arc weights. (f) Final segmentation results by differential IFT, with extra markers.
Figure 6.2 depicts the overall scheme of a regular execution of our framework. The
next sections detail our strategy by following the steps presented in the diagram.













Figure 6.2: Overall scheme of interactive image segmentation with intelligent arc-weight
estimation.
6.2 Understanding User Input
By letting the user to draw markers freely, we face the challenge of determining what is
the meaning of such interactions. On the first iteration, we need to analyze the markers
to see whether the object-based weight can be computed. That is, we need to verify if the
pixels were selected on foreground and background regions with dissimilar image features.
Afterward, user interaction will be primarily for corrections on the segmentation result,
but for certain images the new markers might bring useful information to improve the
arc-weight estimation.
Similarity between pixels is established by clustering the image according to its prop-
erties, and assigning to every pixel q P DI the corresponding cluster label Cpqq. If the
user selects object and background markers on pixels with the same cluster label, we can
choose to discard some of them for arc-weight estimation. If every foreground and/or
background pixel is discarded by this procedure, then those two classes are too simi-
lar and the object-based weight must not be considered for extraction. Note that, if the
object-based weight is not computed, then we execute the marker pixel selection whenever
new strokes are added, in an attempt of eventually improving the arc-weight estimation.
Therefore, this is a special case of the segmentation algorithm and was not depicted on
the scheme of Figure 6.2.
When new object (background) markers are added by the user on regions where the
object membership map values are low (high), they denote pixels that were misclassified
on the previous iteration by the fuzzy classification. Therefore, this situation indicates
when the marker pixel selection followed by fuzzy classification should be recomputed
to improve the arc-weight estimation. Otherwise, only the object extraction is executed
(condition on Figure 6.2).
We explain next the clustering procedure and the criterion devised to determine which
pixels to select. Section 6.3.3 further describes the condition for arc-weight recomputation,
and how it works in order to preserve user control.
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6.2.1 Clustering by optimum-path forest
For clustering pixels according to their image properties, instead of using the pixel colors
or grayscale intensities directly we perform a feature extraction step first. This step
essentially transforms an image I into a multi-band image ~F : DI Ñ R
m, where ~F ppq 
pF1ppq, F2ppq, . . . , Fmppqq is a feature vector assigned to a pixel p P DI . In general, we
apply a Gaussian filter to each RGB component to cope with noise and then convert the
image to the Lab colorspace [95]. Similarly, for grayscale images we perform a three-level
multi-scale Gaussian filtering by gradually increasing the standard deviation. Another
possibility is to convert RGB color images to the YCbCr colorspace and deacrese the Y
channel’s importance using a factor of 0.2 to compute feature vectors that better cope
with illumination changes, as in [90]. In all cases, feature extraction assigns to each pixel
a vector with m  3 features.
Let X  DI be a set of pixels sampled from the image using a uniform rectangular
grid, such that |X |  600. The pixels in X are used as samples for clustering using an
optimum-path forest classifier [94], along with the corresponding feature vectors in ~F . The
prototypes (key elements) of this classifier are found on regions with high concentration of
samples. Those regions indicate the presence of data clustering. Each prototype becomes
the root of an optimum-path tree (cluster), partitioning X into a forest.
Clustering is done using a graph GXk  pX ,Ak, wq, with arc-weights wpp, qq  dpp, qq










vectors ~F ppq and ~F pqq. The arcs of the adjacency relation pp, qq P Ak are defined by the k
nearest samples q of p using the function dpp, qq. The nodes of the graph are also weighted





















If a region contains a high concentration of samples, the distances between the k
nearest neighbors will be smaller, resulting in a pdf maximum. Considering that the
lowest density along a path in the graph represents its value, and that the optimum path
from a pdf maximum to a sample is the one with maximum value, the pdf maxima will
compete for samples p P X and each maximum will define an influence zone (optimum-
path tree or cluster) composed by the samples most strongly connected to it than to any
other maximum. For such purpose, the maximization version of IFT in Equation 3.6
with fmin in Equation 3.3 is used with Hpqq  ρpqq, if q P R  X , where R is the root
(prototype) set of the forest with one sample per maximum, or Hpqq  ρpqq ∆ρ, with
∆ρ  min
pp,qqPAk |ρpqqρppq |ρpqqρppq|, otherwise. The maximization of fmin using the IFT
algorithm automatically defines the prototypes p P R, which are identified as samples p
removed from Q in Step 5 of Algorithm 1 with P ppq  nil. This requires to initialize
V pqq  ρpqq  ∆ρ to all pixels q P X in Step 2, to verify between Steps 5 and 6 if
P ppq  nil and then set V ppq  ρppq, Cppq  c, c  c   1 (where c  1, 2, . . . , |R| is a
variable that assigns a unique label c to each cluster), and finally to propagate the cluster
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labels in Step 10 by adding Cpqq  Cppq.
The unsupervised learning of the OPF classifier consists of finding a suitable value
for k of the adjacency relation Ak, and the corresponding forest. If a pdf maximum is
located on a plateau, it is necessary to make sure that only one prototype conquers the
remaining samples of this maximum. This cannot be solely assured by the initialization of
fmin, because Ak is not a symmetric adjacency relation. Therefore, Ak must be extended
to guarantee that plateau samples are interconnected. This is accomplished by defining
Ak such that if q P Akppq, p R Akpqq, and ρppq  ρpqq then
Akpqq  Akpqq Y tpu. (6.2)
The choice of the most suitable k is done by computing the result of the algorithm on
the graph GXk , for k  5, 6, . . . , 50, and selecting the one that minimizes the normalized
cut [121] along with the corresponding forest.
A sample q P DIzX is classified in one of the clusters by identifying which root would
offer it an optimum path. By considering the adjacent samples p P Akpqq  X , we
compute ρ by Equation 6.1, evaluate the paths πp  xp, qy, and select the one that satisfies
V pqq  max
pp,qqPAk
tmintV ppq, ρpqquu. (6.3)
Let the node p P X be the one that satisfies Equation 6.3. The classification simply
assigns Cppq as the cluster of q.
6.2.2 Marker pixel selection criterion
LetM be a set of object and background marker pixels selected by the user at any given
place. If λpqq P t0, 1u is, respectively, the background or object label of every q P M,
then we can define the concept of object/background clusters. Let Jc be the set of pixels
q PM where Cpqq  c, and J fc be the set of pixels p P Jc with λppq  1. We say that Jc




where 0 ¤ µ ¤ 1 is a threshold parameter. Similar condition is used to define background
clusters by substituting J bc  JczJ
f
c on the upper term of Equation 6.4.
By analyzing object and background clusters, we are able to choose the important
pixels for fuzzy classification. Empirically, we have noted that nearly every object marker
pixel is important to learn the object’s image properties. Therefore, we create at first a
set Z with every pixels q P M whose true label is λpqq  1. Then, we remove from Z
pixels p P Z that are part of any background cluster J bc . That is, we remove from Z
object pixels p that belong to “pure” background clusters, because those pixels tend to be
outliers and will not contribute to arc-weight estimation. Finally, only the background
pixels q PM, with λpqq  0, that belong to background clusters are added to Z.
The threshold parameter µ plays an important role in automatically selecting the
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marker pixels, but we empirically noticed that setting µ  0.96 usually yields good results.
Also, keeping only the object pixels from mixed clusters is important because some images
have similar, but separable, foreground and background in which the fuzzy classification
can help the extraction. Such situations often occur when the desired object is close to
another one with which it shares similar image properties, while the rest of the background
has different texture (Figures 6.1 and 6.3). For example, the object markers in Figure 6.1a
belong to clusters that group pixels with red color because they were selected on the
left flower’s petals. Similarly, the background markers in that figure were positioned on
the right flower’s petals and possess similar cluster labels to the object markers. Thus,
those clusters are mixed because they contain roughly the same amount of object and
background pixels, which would exclude the object markers from classification according
to background version of Equation 6.4, leaving nothing left for learning. In practice,
learning the object’s properties with the object markers in mixed clusters help to estimate
higher arc-weights across the border between both objects and background (Figure 6.1d
and 6.1e). To this end, Figure 6.1b shows that the background markers on the right
rose’s petals were eliminated according to Equation 6.4. It is worth noting that this issue
is common to most typical photographs, since they tend to depict people close to each
other with similar skin color and clothing on heterogeneous backgrounds.
Figure 6.3: Images in which the object is close to another one with similar properties, but
where the rest of the background has different colors.
The only reason not to perform the object enhancement procedure is when no pure
background cluster is computed or when all object pixels are eliminated. Those cases
happen in images with extremely similar foreground and background, whose object’s
boundary is usually very weak (Figure 6.4). Thus, only the knowledge from the image
features should be used for object extraction, because they provide the means to separate
regions with similar texture and color. Note that this image-based weight (Section 6.3.2)
is also paramount for separating the animals in Figure 6.3 and the flowers in Figure 6.1
from each other as well.
The second and third columns of Figure 6.5 show object membership maps computed
without and with marker pixel selection from the markers drawn on the first column.
If the map of the second column were used for arc-weight estimation, object extraction
would certainly require more markers for correction due to its poorer quality. The fourth
column shows the result of the segmentation via DIFT-SC using the map of the third
column for arc-weight assignment (Section 6.3.2) and markers of the first column.
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Figure 6.4: Images in which foreground and background have very similar colors.
Figure 6.5: Images on the first column show user-drawn markers. The second and third
columns present the object membership maps computed, respectively, without and with
marker pixel selection. Segmentation results of the proposed approach are shown on the
last column, using the object membership map from the third column and the markers
from the first column.
6.3 Arc-Weight Estimation
Arc-weight estimation consists of fuzzy classification and arc-weight assignment, aiming
higher weights to arcs on the object’s boundary than anywhere else. Under this condition,
the object can be extracted using DIFT-SC from only two marker pixels, one inside and
another one outside it. However, perfect arc-weight assignment is usually not possible,
asking for more user involvement (marker selection).
6.3.1 Fuzzy classification by optimum-path forest
Let Z M be a set of object and background pixels selected for learning object properties
(e.g., Figure 6.1c). We randomly divide the labeled pixels in Z  T YE into a training set
T and an evaluation set E , with the same proportion of object and background markers.
Now, consider a complete graph GTNN  pT ,ANN , wq, using T as the nodes
and complete adjacency relation ANN on T , with arc weights wpp, qq  dpp, qq 









as in the clustering operator. The arcs pp, qq, where p, q P T and
λppq  λpqq, in a minimum-spanning tree of GTNN define the closest nodes between
object and background in the feature space. They represent key elements (prototypes) to
protect each class, object and background, as seeds in an optimum-path forest supervised
classifier [93] (OPF). We use here a variant, which computes a fuzzy value for every pixel
in the image.
First, an optimum-path forest is computed on GTNN considering the set of prototypes
R as roots of the forest, and using the connectivity function fmax with handicap Hpqq  0,
if q P R, or Hpqq  8, otherwise. Then, let Tf and Tb be the sets of object and back-
ground samples in T , respectively. We compute for every pixel q P DIzT two optimum
connectivity values Vfpqq and Vbpqq considering the subgraphs induced by the sets Tf and
Tb. Such values may be computed incrementally by a local operation as though q were
part of the original subgraphs.
Vfpqq  mintmaxtVf ppq, wpp, qquu, q P Tf , (6.5)
Vbpqq  mintmaxtVbppq, wpp, qquu, q P Tb. (6.6)
This allows fast propagation of the optimum connectivity values from object and back-
ground roots in R to the remaining image pixels.
An object membership value Mopqq (Figure 6.1d) can finally be assigned to each pixel





We expect that the pixels that actually belong to the desired foreground have lower
optimum-path costs Vf and higher values of Vb. The opposite should also be true for
background pixels.
In an attempt to maximize the dissimilarity between the object membership value
of object and background pixels, we can try to select better training nodes from the
evaluation set E . Let Ef and Eb be the sets of samples q with λpqq  1 and λpqq  0,
respectively. If the mean value Mo of nodes q P Ef is smaller than 0.5 (or greater than
0.5 for samples q P Eb) then we know that the pixels in E have been poorly classified.
Thus, aiming to minimize the number of misclassifications we can replace the misclassified
nodes by randomly selected samples in T zR [93]. This process may be repeated for a few
iterations and it is selected the classifier that maximizes
∆Mo  |M
f
o M bo |, (6.8)
where Mfo and M bo are the mean object membership values of pixels in Ef and Eb, respec-
tively, and ∆Mo represents the contrast between the two values.
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6.3.2 Arc-weight assignment
After the fuzzy classification, since we consider delineation via DIFT-SC we assign arc
weights to the pixel-graph GI
8
 pDI ,A8, wq. Arc-weight assignment is represented by a
weight image W (Figure 6.1e).
W ppq  γWOppq   p1 γqWF ppq, (6.9)
where WOppq is an object-based weight, WF ppq is a feature-based weight, and 0 ¤ γ ¤ 1
represents the importance of the object membership map in this estimation.
Given that ~F stores filtered maps Fi, i  1, 2, . . . , m, we estimate WF ppq 




pFipqq  Fippqq ~pq. The feature-based weight WF corre-
sponds to the image-gradient }∇ I} used in the standard arc-weight assignment presented
in Section 3.1.2. The weight WOppq  }∇Moppq} is estimated in a similar way as the





Let H represent one single stroke drawn by the user (a set of labeled pixels selected
simultaneoulsy with a same marker id). When H is an object marker (λpqq  1, q P H),
we can say that every pixel p P H with Moppq   0.5 was misclassified by the OPF fuzzy
classifier, and the user may be trying to correct that. The same reasoning is valid for
a background marker (λpqq  0, q P H), if pixels p P H have Moppq ¥ 0.5. Therefore,
if a great percentage of the pixels in at least one object/background marker H were
misclassified (in our case 70%), we can perform the marker pixel selection and fuzzy
classification in an attempt to improve the arc-weight assignment.
However, to preserve user control the recomputation of the weight image values W pqq
does not always occur for all pixels. Let Lpqq P t0, 1u, q P DI , be the final object
extraction label computed in the previous iteration. If at least one object marker satisfies
the previously stated relearning requirement, then only the pixels q P DI with Lpqq  0
are going to have their W pqq value recomputed. Conversely, if at least one background
marker satisfies the requirement, W pqq will be recomputed only for the pixels q P DI
with Lpqq  1 (Figure 6.6). Note that care must be taken when using DIFT-SC in our
approach, because the arc-weight recomputation requires that all marked pixels be used
once again to compute the optimum-path forest. That is, the standard IFT-SC is run in
this case.
6.4 Experimental Evaluation
We have compared the approach proposed in [120] (Sep-AWE), which separates user recog-
nition for arc-weight estimation and user recognition for object extraction, against our
method for intelligent understanding of user input during delineation (Intel-AWE). Both
methods were used by three non-expert and two expert users to segment a dataset with
20 natural images with ground truths, handpicked from the GrabCut [14] and Berkeley
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Figure 6.6: Two consecutive iterations of the segmentation process with the proposed
approach. The arc-weights for the second iteration (last two images) were recomputed
only for object pixels.
standard segmentation datasets [122] (Figure 6.7). The degree of difficulty to segment
these images varies from medium to high, and the corresponding ground truths aimed
at stressing the main features of both methods. The pixels in the ground truths of [14]
may represent three different regions: background, object, and mixed areas. Since we are
only interested in background and object components, the mixed areas were considered
as object. For the images selected from the Berkeley dataset, we binarized the boundary
segmentations done by humans to generate our ground truths. Note that, for some images
of the GrabCut dataset we found the ground truths not challenging at all, so we decided
to recompute them from the Berkeley dataset whenever possible (e.g., flower in Figure 6.1
and 6.7). For a fair comparison, we fixed γ  0.5 for segmentation of all images.
Since Intel-AWE eliminates the requirement of specific user-knowledge in recognition
for arc-weight estimation, Intel-AWE is expected to be at least as good as Sep-AWE,
given that humans usually outperform computers in recognition. The methods have been
evaluated based on several quantitative metrics to determine their accuracy, precision,
efficiency (user time and computational time), and user control over the segmentation
process. Some of these metrics are novel and were designed to reveal peculiar aspects,
such as user control and localized errors along the object’s border, that are usually missed
in the evaluation of segmentation methods. Precision is related to the standard deviation
of all measures (of the methods and users).
From our experiments, we have observed two types of behaviors among the three non-
expert users. Two users (whose average measures are referred to as U1,U2) performed
a less careful segmentation than a third user (referred to as U3). As a result, the users
U1,U2 finished segmentation faster than the user U3, using less markers, but they also
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made more mistakes. On the other hand, the expert users were able to achieve a perfect
balance of behavior between them.
6.4.1 Measuring the accuracy of the segmentation result
A first accuracy measure computed in our experiments was the average of the F-measure
scores [123] between the segmentation results and the ground truths of the 20 images.
Table 6.1 shows the F-measure results as well as the false positive and false negative rates
for all pixels. Sep-AWE and Intel-AWE obtained high and equivalent accuracy according
to these measures, being the accuracy for U1,U2 lower than U3 and in the expert group,
which denotes that the user U3 performed segmentation more carefully than the users
U1,U2. Note also that the false negative errors are much higher than the false positive
errors because we assumed that pixels in the uncertainty region belong to the object. This
could be averted by disregarding those pixels, although sometimes the uncertainty region
actually belongs to the object (e.g., the fish’s fin in Figure 6.7).
Table 6.1: Regular accuracy measures of the segmentation result for both methods. The
amounts of false positives and false negatives were normalized by the background and
object sizes, respectively.
Sep-AWE
F-measure Perc. false pos. Perc. false neg.
Non-experts U1,U2 96 2% 0.5 0.5% 5.0  2.3%
Non-expert U3 98 1% 0.3 0.3% 3.5  1.6%
Experts 98 1% 0.2 0.1% 3.2  1.4%
Intel-AWE
Non-experts U1,U2 96 1% 0.6 0.6% 5.4  2.4%
Non-expert U3 98 1% 0.2 0.2% 3.4  1.6%
Experts 98 1% 0.2 0.1% 3.4  1.7%
In order to better understand the origin of the errors, we have devised two types of
boundary-based error measures: the distributed and localized mean distance errors with
respect to the boundary of the ground truth. Distributed errors occur because the manual
delineations used for the ground truths do not follow the crest of contrast between object
and background, as the methods do by definition of the arc weights (Figure 6.8). Even
the binarization of the fuzzy ground truths can cause 1-pixel shift, such that a distributed
mean distance error around 1 is quite reasonable. On the other hand, the localized mean
distance errors occur due to user distraction or impatience for corrections (Figure 6.9).
Note that the ground truths are not always correct (e.g., the elephant in Figure 6.9) and
this also inducts distraction. We have also divided the distributed and localized errors
into false positive and false negative subtypes, creating the measures BDfp, BDfn, BLfp,
and BLfn, computed as follows.
We first compute the Euclidean distance transform from the ground truth boundary
for any pixel p in the image, and measure the mean distance errors between the segmented
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Figure 6.7: A subset of the images in our dataset and the corresponding ground truths.
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and the ground truth boundaries. The average distance errors produces a score ED typi-
cally referred to as Average Symmetric Surface Distance in medical image segmentation.
In our case, we further separate the internal from the external errors as false negatives and
false positives, respectively, as previously stated. We then considered mean distance errors
lower than 1.5, for false positives, and 1.7 for false negatives, as distributed errors. Oth-
erwise, they have been considered localized errors. Table 6.2 shows these errors. Again,
Sep-AWE and Intel-AWE present similar accuracies, being the localized errors higher than
the distributed errors and the performance worse for the non-expert users U1,U2.
Table 6.2: EDT-based error measures for both methods normalized by the amounts of
false positives and false negatives, and separated in distributed and localized errors (lower
is better).
Sep-AWE
BDfp BDfn BLfp BLfn
Non-experts U1,U2 1.3  0.3 1.5  0.2 3.7  2.8 2.9  1.5
Non-expert U3 1.2  0.1 1.4  0.2 1.9  0.2 2.5  1.4
Experts 1.3  0.1 1.4  0.1 1.7  0.2 2.0  0.2
Intel-AWE
Non-experts U1,U2 1.2  0.2 1.4  0.2 3.9  2.7 2.8  1.2
Non-expert U3 1.3  0.2 1.4  0.1 1.9  0.3 1.9  0.1
Experts 1.3  0.2 1.4  0.2 1.8  0.2 1.9  0.3
The precision of the methods were also equivalent according to the standard devia-
tions shown in Tables 6.1 and 6.2, but it is also important to say that methods Sep-AWE
and Intel-AWE are very precise, being the higher standard deviations due to the user
distraction or impatience. In the next sections, for example, we will see that the users
U1,U2 performed a fast segmentation without making proper corrections, which explains
the higher localized errors and lower F-measures (higher false negatives) in this group.
6.4.2 Measuring the amount of user effort
We measured efficiency by i) the amount of user involvement corresponding to the average
number of internal and external markers (#Mf and #Mb) and the percentage of marked
pixels with respect to the object and background areas; ii) by the total user time (UT );
and iii) by the total computational time (CT ) to complete segmentation. Note that little
optimization has been done. At most, fuzzy classification was optimized using GCC’s
vector instructions.
The amount of user involvement is presented in Table 6.3 and the methods are equiv-
alent with respect to that. However, in order to achieve accuracy similar to that of the
expert users, the non-expert user U3 selected a significantly higher number of markers,
although the markers were much smaller than those drawn by the other users. The user
U3 also selected a slightly higher number of markers with Sep-AWE than with Intel-AWE
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Figure 6.8: The distributed error of the segmentation result. The yellow and blue borders
are the representation of the segmentation and ground truth labels, respectively.
on average. The involvement of the non-expert users U1,U2 was equivalent to that of the
experts, but at the expense of a lower accuracy.
Table 6.4 reveals the main advantage of Intel-AWE over Sep-AWE. Before comment
on that, they are both quite fast, mostly requiring 5 seconds of total computational
time (considering all iterations).1 Expert users were able to use Sep-AWE and Intel-AWE
efficiently, even though Sep-AWE has a more complex user interface. However, non-expert
users completed segmentation from 50% (U1,U2) to 85% (U3) times faster with Intel-AWE
than using Sep-AWE. This occurred because non-expert users spent more time trying to
figure out the best positions for markers in Sep-AWE to obtain a satisfactory arc-weight
estimation. Moreover, this shows that, even though the amount of user interaction for
U3 was higher, Intel-AWE was indeed capable of reducing the overall time requirements,
thus increasing the efficiency of segmentation as desired.
Note also that the average number of markers and user time for U1,U2 were lower
than for the expert group, meaning that the non-expert users U1,U2 could have achieved
higher accuracy if they had put little more effort to correct segmentation.
1The users performed the experiments in separate desktop machines with different configurations using
our non-optimized C/C++ code.
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Figure 6.9: Localized errors in segmentation due to the user’s distraction. The yellow
and blue borders are the representation of the segmentation and ground truth labels,
respectively.
Table 6.3: Interactivity measures for both methods. They are expressed by the average
number of internal and external markers (#Mf and #Mb), and the average percentage
of marked pixels with respect to the segmented object and background areas, respectively.
Sep-AWE
#Mf #Mb Int. marked pix. Ext. marked pix.
Non-experts U1,U2 6 4 6 3 12 6% 3 1%
Non-expert U3 22 14 20  11 2 2% 0.4 0.2%
Experts 7 3 8 4 13 8% 3 2%
Intel-AWE
Non-experts U1,U2 4 3 6 4 16 8% 5 2%
Non-expert U3 20 10 17 9 2 2% 0.4 0.2%
Experts 8 3 8 4 14 7% 4 2%
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Table 6.4: Total user and computational time for both methods. Note that the total user
time corresponds includes the total computational time.
Sep-AWE
UT (min) CT (p)
Non-experts U1,U2 1.5  1.0 4.7  2.2
Non-expert U3 6.3  3.0 5.1  2.2
Experts 2.8  1.1 3.9  3.2
Intel-AWE
Non-experts U1,U2 1.0  0.8 3.1  1.7
Non-expert U3 3.4  1.3 4.5  1.6
Experts 2.7  1.2 3.8  3.1
6.4.3 Measuring the user’s control over the segmentation process
To the best of our knowledge, this is the first time that user control is quantified in the
evaluation of interactive segmentation. User control over the process was measured by
counting the number of label changes between subsequent iterations i  1, 2, . . . , nt. The
basic idea is that if a pixel p has label Lntppq  y P t0, 1u in the final segmentation result
at iteration nt, the user loses control over p whenever two consecutive iterations i and
i   1, with 1 ¤ i   nt, have different labels Lippq  Li 1ppq and Lippq  y. Essentially,
we count in a map Nppq (initially Nppq  0) these specific label changes because they
mean that the pixel p received the correct label at iteration i (Figure 6.10a), but for some
reason it was changed in i  1 (Figure 6.10b-6.10c) and the user will undoubtedly make a
correction in the future because Lntppq  y (Figure 6.10d). Thus, the maximum amount
of control losses that might happen for each pixel is Nmax  t
nt1
2
u, and a control measure













The average number of changes per pixel for the whole image is given by Table 6.5,
along with CM for both Sep-AWE and Intel-AWE. It is clear that both methods main-
tained the user’s control over the process. The curious fact about Table 6.5 is that the
standard deviation for the first measure is actually greater than the mean values. This is
because in many cases there was no loss of user control and the number of label changes
was zero. Also, for the user U3 the average number of changes was greater in Sep-AWE
and Intel-AWE, but CM was nearly 100% because the changes occurred only in a few
iterations over a series of several that were used.
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Table 6.5: Control measures for both methods. The average number of changes per pixel
was computed for all the pixels in the image. Note that the high standard deviation of
the amount of changed pixels is because this number was zero for many images in all
experiments.
Sep-AWE
# Changes per pix. CM
Non-experts U1,U2 0.03  0.08 98 5%
Non-expert U3 0.27  0.30 99 2%
Experts 0.05  0.12 99 4%
Intel-AWE
Non-experts U1,U2 0.02  0.09 99 2%
Non-expert U3 0.24  0.24 98 1%
Experts 0.02  0.05 99 1%
(a) (b)
(c) (d)
Figure 6.10: An example of loss of the user’s control. a) First iteration of segmentation.
b) In the second iteration, two parts of the segmentation which were already accepted as
correct were mislabeled. c) The regions in blue denote where the user lost control over the
pixels. d) The final segmentation result with the addition of more markers for correction.
Chapter 7
Interactive Image Segmentation: The
Live Markers paradigm
This chapter details the effective tools we provide for initializing the segmentation mask
required by FOMTrace at a given first frame, and making precise corrections when nec-
essary. After performing arc-weight estimation using the approach in Chapter 6 with
a given set of markers, the user may conclude segmentation by using our hybrid image
delineation techniques. We also present in this chapter a series of experiments that were
conducted via robot users designed to reduce user bias.
7.1 Overview of Our Framework
We proposed in [24] a novel hybrid paradigm for interactive image segmentation based
on a new form of interaction called live markers, which combines boundary-tracking with
region-based delineation to leverage the advantages of both paradigms. In Live Mark-
ers, optimum-boundary segments computed between user-selected anchor points using a
boundary-tracking method are turned into internal and external markers (seeds) for an
underlying region-based algorithm to define the object’s spatial extent (e.g., Figure. 7.1c
and 7.1f). In this manner, we are able to speed up the addition of precise markers near the
object’s boundary, which is a necessary but time consuming task [124], while segmenting
images in 2D and 3D. Moreover, because object definition is always region-based, the live
markers paradigm subsumes both forms of interaction by seamlessly integrating brush
strokes as seeds (e.g., Figure 7.4).
We present four methods following the live markers paradigm: RiverCut, LiveCut,
RiverMarkers, and the homonym LiveMarkers [65]. These approaches stem from combi-
nations of boundary-tracking via LWOF or Riverbed, with region-based delineation using
GCMF or DIFT-SC. These components view an image as a weighted graph, taking the
pixels as the nodes and an adjacency relation between them to form the arcs. Then,
boundary- and region- based delineation are reduced to some cut that separates the fore-
ground from the background in the image-graph [68, 57, 43, 15]. LWOF and GCMF
possess similar properties, as previously stated, precisely because they seek similar cuts
in dual image-graphs [15]. That is, live wire minimizes the sum of arc weights along the
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(a) DIFT-SC (b) LWOF (c) LiveMarkers
(d) Riverbed (e) GCMF (f) RiverCut
Figure 7.1: (a) DIFT-SC handles complex object shapes but suffers from the same draw-
backs of FC and WS towards weak boundary information, thus presenting the “blocking”
effect around the wrist. (b) Hand segmentation using LWOF with fourteen anchor points.
(c) Hand segmentation by LiveMarkers used a single LWOF segment marker on the wrist
to delineate the hand. (d) As DIFT-SC’s dual, Riverbed requires 10 anchors on the wrist
to overcome weak boundary information. (e) Graph cut by min-cut/max-flow shortcuts
the wrist even though 13 markers were necessary to avoid shrinking. (f) RiverCut requires
one Riverbed segment marker along the fingers to complete segmentation.
object’s boundary constrained between pairs of anchor points, while GCMF minimizes
the global sum of weights of arcs that cross the boundary between the foreground and
the background. Riverbed and IFT-SC are proven to be duals for a similar reason [57]
(Figure. 7.1a and 7.1d).
LiveMarkers and RiverCut couple LWOF and DIFT-SC, Riverbed and GCMF, re-
spectively, in order to make use of their complementary advantages to eliminate their
weaknesses. DIFT-SC can be seen as a version of watershed that uses markers imposed
by the user on the objects of interest and background. As a result, DIFT-SC can simulta-
neously handle multiple objects with complex silhouettes in linear time [12], with further
robustness to marker positioning [43, 68]; although it presents the aforementioned leaking
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problem on weaker parts of the boundary (Figure 7.1a). In this sense, live markers from
LWOF form perfect barriers that solve the leaking problem with minimum user effort [65]
(Figure 7.1c). In RiverCut, the long boundary segments produced by Riverbed around
complex shapes prevent GCMF’s well known shrinking bias, while the latter shortcuts
poorly defined parts of the boundary (Figure 7.1f). At the same time, LiveCut and River-
Markers enable us to investigate the effect of combining different paradigms of interaction
to complete segmentation using “the same” underlying delineation algorithm.
As DIFT-SC, live-wire-on-the-fly and Riverbed are created using the IFT. According
to the Generalized Graph Cut segmentation framework, the cut induced by the IFT-SC’s
partitioning of the image-graph makes the IFT and GCMF’s algorithms the only two
required for solving the minimization of an entire range of energy functions [68]. We thus
argue that developing methods that incorporate the advantages of the IFT and GCMF
frameworks is paramount for effective segmentation, being live markers a hybrid paradigm
that substantially reduces the user’s effort.
The next sections review the individual methods that compose our hybrid techniques,
before detailing the Live Markers paradigm and derived approaches. Figure 7.2 depicts
our complete pipeline for segmentation using intelligent arc-weight estimation coupled
with Live Markers for effective correction. Since live markers are placed on the object’s
boundary, the foreground and background seed pixels often present similar image prop-



















Figure 7.2: Overall scheme of Live Markers coupled with intelligent arc-weight estimation.
This pipeline extends the diagram of Figure 6.2.
7.2 Region- and Boundary-based Segmentation Algo-
rithms
In the following, we first briefly describe region-based segmentation using GCMF, given
its omniprescence in image processing. Since DIFT-SC has alread been detailed in Sec-
tion 3.2.1, we then focus on the IFT-derived operators for interactive boundary-tracking:
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live-wire-on-the-fly and Riverbed.
7.2.1 Interactive segmentation by Min-Cut/Max-Flow
Interactive segmentation methods using the min-cut/max-flow algorithm [15, 125] tra-
ditionally extend the 4-connected pixel-graph GI
4
 pDI ,A4, wq by adding two terminal
nodes, which represent the foreground (source node) and the background (sink node),
that are directly connected to all of the pixels p P DI . The corresponding energy func-
tions (e.g., [14, 15]) incorporate a data term to deal with GCMF’s bias towards small
boundaries. In our setting, such measure is undesirable for RiverCut and LiveCut since
it can introduce segmented regions disconnected to markers. Of course, there is a vast
literature dedicated towards preventing GCMF’s shrinking bias and dealing with deserted
islands, including the embedding of shape priors [19]. However, we want to investigate
what are the effects of using live markers to overcome the former.
Fortunately, energy function EGGC already encompasses a way to deal with GCMF’s
bias. As discussed in [43], parameter β in Equation 3.8 provides an interesting adaptive
procedure to improve GCMF, which penalizes arcs between pixels with high weights [126],
thereby expanding the cut boundary as β approaches infinity. In our implementation, we





The minimization of the energy function above can be easily accomplished by fol-
lowing [15] and, as pointed out by Ciesielski et al. [68], leads to solutions equivalent to
minimizing EGGC . In this case, seed imposition involves assigning infinite weights to arcs
connecting foreground seed pixels p P Mf to the source node, and 0 to arcs connecting
them to the sink node (the opposite being true for background seeds q PMb). The object
is naturally composed of pixels q P DIˆ connected to the source node after the optimum
cut is computed on L, being assigned label Lpqq  1. We note that multi-object segmen-
tation is an NP-hard problem using GCMF and, in spite of approximate solutions for that
problem such as the α-expansion algorithm [127], this issue is outside the scope of this
work.
7.2.2 Interactive segmentation by Live-wire-on-the-fly
In order to segment an object with live wire [10], the user selects a starting point on the
object’s boundary (e.g., point A in Figure 7.3a), and, for any subsequent position of the
mouse cursor, the method computes an optimum path from A to that position in real
time. As the user moves the cursor close to the boundary, the optimum segment snaps
on to it. The user can quickly verify the longest segment, as the one with terminus at
point B in Figure 7.3b, and deposit the mouse cursor at that position. The process is
then repeated from B until the user decides to close the contour (Figure 7.3c).
The sequence xp1, p2, . . . , pNy of anchor points (seeds) selected by the user on the
object’s boundary forces the closed contour to pass through them, in that order, start-









Figure 7.3: Contour tracking with live-wire-on-the-fly (in blue) on a toy example to clarify
explanation. (a) The user selects an initial point A on the object’s boundary and then
moves the mouse in clockwise orientation. Q is the wavefront of optimum paths already
computed by LWOF, which can be displayed at no extra cost (we dilate the contour,
optimum-boundary segment, and wavefront for better visualization). (b) A second point
B is selected on the boundary. (c) Final contour with 2 segments.
ing from p1 and ending in pN , where p1  pN . The selected curve that satisfies those
constraints consists of N  1 optimum segments πp2, πp3 , . . . , πpN , where each πpi is an
optimum path connecting pi1 to pi. Therefore, we can solve this problem by N  1
executions of the IFT using the initial point p  pi1 as seed, and a suitable path-cost
function that forces the paths to adhere to the object’s boundary. To this end, we relie
on fΣ in Equation 3.5 with complement arc weights w¯ instead of the regular arc weights.
In this manner, the optimum paths traverse nodes on the object’s boundary since lower
costs are attributed to them. The object contour can be obtained from the predecessor
map P after the last IFT execution.
One interesting fact exploited in [8] with live wire regards the orientedness property
of closed contours. Since the user may guide boundary-tracking following the contour
in clockwise our counterclockwise orientation, live wire may be forced to penalize the
computation of optimum paths that escape a given orientation. Connectivity function f÷
Σ
below extends fΣ to favor segmentation on a single orientation. In this case, we consider





















where l and r are the pixels at the left and right sides of arc pp, qq, Mo is a reference
map expected to be brighter inside the object, and γ ¥ 1 favors longer optimum paths.
For our purpose, Mo is taken as the object membership map computed during arc weight
estimation (Section 6.3.1). Intuitively, if the pixel l to the left of the arc that goes
from p to q has lower brightness than the pixel r to the right, then the pixel r most
likely belongs to the object and l to the background and function f÷
Σ
should be normally
computed. Otherwise, the optimum-path probably follows the wrong orientation and
should be penalized with a high value. Counterclockwise orientation may be obtained by
inverting the reference map test as Moprq ¤Moplq in Equation 7.2.
At each iteration i, all previous segments πp2, πp3 , . . . , πpi1 are kept unchanged during
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the algorithm, so their nodes can not be revisited or reseted. The only exception is when
we compute the last segment, in this case we make V pp1q   8 and reset p1’s status to
let it be reconquered. Each IFT execution can further exploit the Bellman’s optimality
principle [128] for early termination and incremental computation [10], thereby leading to
live-wire-on-the-fly (LWOF).
7.2.3 Interactive segmentation by Riverbed
The idea of this boundary-tracking approach is to simulate the behavior of water flowing
through a riverbed. The water crosses the riverbed always seeking lower ground levels,
snaking through the river bends, instead of short-cutting the path. The prime moving
force of water is gravity. Therefore, at any instant of the algorithm, its decision of where
to go, does not depend on the past history. The water will always tend to flow down the
slope. This leads to the following connectivity function for a starting seed point p
f÷w¯ pxqyq 
"
0 if q  p,
 8 otherwise,
f÷w¯ pπs  xp, qyq 
"
w¯pp, qq if Moplq ¤Moprq,
K otherwise.
(7.3)
That is, at any moment the IFT algorithm with f÷w¯ will move through the arc with
lowest weight w¯pp, qq. This algorithm with all the features discussed in Section 7.2.2 (i.e.,
previous segments kept unchanged, early termination, and incremental computation) re-
sults in the Riverbed approach. Riverbed requires fewer anchor points to handle complex
shapes; on the other hand, live wire favors shortest-distance jumps across regions where
the boundary is not well defined [57]. As in LWOF, function f÷w¯ naturally favors segmenta-
tion in clockwise orientation. We note that, in the case of the 8-neighborhood used here,
the non-planarity of the graph requires some tricks to avoid self crossing (e.g., consider
thicker frozen segments [57]).
7.3 Hybrid Segmentation Using Live Markers
The live markers methodology gives the user complete freedom to draw brush strokes
on the objects/background for region-based segmentation, or select anchor points for
boundary-based delineation. Regardless, the object is always extracted using a region-
based delineation operator (Figure 7.4). The seeds in this case encompass the brush
strokes and the automatically generated set of pixels surrounding the optimum-boundary
segments computed by the underlying boundary-tracking method, the latter being referred
to as live markers.
Upon the acceptance of an optimum-boundary segment by the user, the underlying
pixels and their corresponding neighbors (within the user-selected brush stroke radius
ρ) become live markers (Figure. 7.4b-7.4c). The orientedness property of the boundary-
tracking method [10, 57] is exploited to determine which true marker label λpqq should be
assigned to the adjacent pixels on each side of the segment (left or right). Live markers
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(a) (b) (c)
Figure 7.4: (a) Initial segmentation using region constraints (markers) for DIFT-SC. (b)
Activation of LWOF with one anchor point, and optimum path (blue line) computed until
the current cursor position (white cross). (c) Automatically generated live marker with
internal and external seeds from the LWOF border segment and update of the DIFT-SC
delineation.
are so important that in many cases they can virtually replace brush strokes altogether,
since the corresponding region-based method labels the rest of the image accordingly (e.g.,
Figure. 7.1c, 7.1f, and 7.5).
The addition of a new boundary segment causes the region-based delineation method
to be instantaneously issued to update the result on-the-fly. Segmentation may continue
by either prolonging the current boundary segment, restarting boundary-tracking at an-
other location with a new anchor point, or by adding/removing markers manually. Live-
Markers, RiverCut, LiveCut, and RiverMarkers follow the above strategy. They will be
detailed after we define how to compute live markers from optimum-boundary segments.
7.3.1 Computing live markers from optimum-boundary segments
Let MR be a set of scribble marker pixels (region-based interaction) selected by the
user and B be the set of pixels that belong to the optimum path πpi  xq1, q2, . . . , qny
rooted at anchor point pi1, such that q1  pi1 and qn  pi. The pixels q P B are
always assigned the true object label λpqq  l P t1, 2, . . . , cu, because they belong to the
object’s border. We then dilate B using the user-specified spatial radius ρ. For each arc
pqj1, qjq P πpi, where j  2, 3, . . . n, we insert the adjacent pixels within ρ that are to their
left and right into two disjoint sets L and R, respectively.1 Such definition ensures a tight
marker label assignment around the segment that protects object and background from
leaking paths. Furthermore, parameter ρ allows region-based delineation to overcome
wide gradient borders and weak object boundary surfaces in 3D images, for instance.
The brush stroke radius ρ is tipically ρ  4 pixels.
The marker labels for pixels in sets L and R are given according to the current
boundary-tracking orientation. Since clockwise orientation expects the object of interest
l to be on the right side of the segment, for every p P R, λppq  l and for every q P
L, λpqq  r P t0, 1, . . . , cu, where r  l is the label of a secondary object of interest.
1We only consider the arcs where qj1 and qj 1 are the only 8-neighbors of qj from πpi to avoid cases
when the segment touches itself. We then select one pixel to the left and one to the right of arc pqj1, qjq
and propagate their labels using breadth-first search.
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Note that we have slightly abused notation in this section, by considering l and r as the
labels of pixels in sets L and R, respectively, as opposed to the pixel indices to the left
and right of an arc as in Sections 7.2.2 and 7.2.3. For the binary case r is always 0,
otherwise, the user may choose another label to segment multiple objects simultaneously
(e.g., Figure 7.5). The opposite is valid for counterclockwise orientation. Finally, seed set
M  MR Y B Y L YR is the one used to extract the object. Note that the true labels
λpqq for each q P MR depends on the id selected by the user upon drawing the marker,
being always between 0 and c.
7.3.2 Segmentation by LiveMarkers
In LiveMarkers [65], DIFT-SC computes an optimum-path forest spanning from a set
of selected marker pixels (seeds) to every node in a graph derived from the image (Sec-
tion 3.2.1). Seeds compete among themselves and each object is defined by the pixels
more strongly connected to its internal seeds than to any other.
Arc-weight estimation aims at computing higher arc weights across the object’s border
than anywhere else, such that the object can be extracted using DIFT-SC with fmin from
only two seeds, one inside and another outside it [20]. Nevertheless, perfect arc-weight
assignment is often not possible, and the minimization of the path value V pqq in DIFT-SC
makes optimum paths from object roots to avoid as much as possible higher weight arcs
inside the object (usually in noisy regions) and meet optimum paths from external roots
at the lower arc weights across the object’s boundary. After that meeting, external paths
are blocked and the noisy pixels inside the object tend to be conquered by object roots.
Therefore, the selection of live markers as LWOF’s optimum paths on weaker parts of the
boundary ensures a more effective correction of the segmentation result. Furthermore,
the additive path cost function used by LWOF produces smoother border segments than
those computed by DIFT-SC with fmax (compare Figure. 7.1a and 7.1b).
Multi-object segmentation is readily obtained using LiveMarkers by allowing the user
to select any pair of true labels λppq, λpqq P t0, 1, 2, . . . , cu for pixels p P B YR and q P L
(Figure 7.5). If I is a 3D image, i.e., DI  Z
3, then we use 6-neighbor adjacency to form
a volumetric graph GI
6
 pDI ,A6, wq. The user navigates through the slices and adds 2D
live markers to the seed setM using LWOF on the corresponding 2D image plane (top of
Figure 7.6). On the other hand, DIFT-SC propagates in 3D across the volumetric graph
to produce a three-dimensional delineation (bottom of Figure 7.6). Hence, the user is able
to prevent DIFT-SC’s leaking problem in 3D with live markers, using LWOF’s convenient
2D interface. To overcome wide 3D boundaries inside the object, the live marker brush
radius ρ is often increased to 8.
7.3.3 Segmentation by RiverCut
Following the concepts of LiveMarkers, RiverCut’s implementation requires the straight-
forward replacement of LWOF with Riverbed and DIFT-SC with region-based delination
by GCMF. The live markers creation is the same as in Section 7.3.1, although for River-
Cut they are best placed on regions surrounding complex parts of the object’s silhouette
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Figure 7.5: Left: Live markers selected on multiple objects using LWOF. Right: Seg-
mentation result using DIFT-SC.
to prevent GCMF’s well known shrinking bias (Figure. 7.1f and 7.7c).
GCMF’s bias comes from the fact that, for lower values of β, the minimization of
EGCMF may prioritize shorter cuts surrounding brush strokes (Figure 7.7a), since the
summation of those arc weights yield lower values that solve Equation 7.1. To circum-
vent this problem, users must place more markers further apart in the spatial domain
in error locations determined by visual inspection, forcing GCMF to look for longer cuts
that coincide with the object’s true boundary (Figure 7.7b). In this sense, optimum-path
segments computed by Riverbed naturally avoid short-cutting the boundary, thereby pro-
ducing longer live markers (Figure 7.7c).
Riverbed’s features stem from its duality to the maximimzation version of IFT-SC
(Section 3.2). The cut boundaries obtained by IFT-SC are piecewise optimum. That
is, the minimization of energy EIFTSC in Equation 3.9 also applies recursively to all
subparts of the boundary, as proven in [43]. In other words, any part of a cut boundary
is chosen as one that minimizes its maximum complement weight w¯pp, qq of the graph.
Similarly, the Riverbed segments, with the unoriented version of f÷w¯ on the dual graph,
traverse arcs that minimize recursively the same energy corresponding to the cut measure
that IFT-SC presents on the primal graph [57].2 Their difference lies on how the seeds
are interpreted, and on the dynamic of execution: IFT-SC finds a global optimum using
the seeds as regional constraints, while Riverbed performs successive energy minimization
between the ordered pairs of anchor points that act as boundary hard constraints (i.e., it
computes a sequence of optimum segments).
2We refer to dual planar graphs obtained by transforming a pixel’s vertices into nodes, connecting
them with arcs that cross the edges between adjacent pixels on the primal graph, and assigning the same
corresponding edge weights to the arcs [57, 15]. The corresponding properties are extensible to non-planar
adjacencies such as A8.
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Figure 7.6: Top: Segmentation of one hemisphere of the human brain using LiveMarkers
to add two markers on 2D slices from different planes of the volume. Bottom: renditions
of DIFT-SC’s three-dimensional delineation result.
7.3.4 Segmentation by LiveCut and RiverMarkers
The live markers paradigm for LiveCut and RiverMarkers provides closure for the theo-
retical relationships stablished between boundary- and region-based delineation. LiveCut
and RiverMarkers essentially combine methods from extreme cases of energy function
EGGC (Equation 3.8). While LWOF and GCMF minimize EGGC (and EGCMF ) for lower
values of β [15], Riverbed and DIFT-SC operate on the spectrum of β   8 as described
in Section 7.3.3. Therefore, LiveCut and RiverMarkers are end points of EGGC as well
and can be seen as supplementary versions of LiveMarkers and RiverCut, respectively.
The more we raise β in EGCMF , the more likely we are to observe LiveCut behaving
as LiveMarkers, and RiverCut as RiverMarkers. Similarly, increasing γ Ñ  8 in con-
nectivity function f÷
Σ
(Equation 7.2) should lead LWOF to produce boundary segments
equivalent to Riverbed with f÷w¯ [57]. Hence, LiveCut is the most adaptative of all live
markers methods here proposed, since different values for its free parameters β and γ can
theoretically turn LiveCut into any of the other three methods. In our experiments we
demonstrate LiveCut’s behavior for increasing values of β to support our claims.
LiveCut’s flexibility makes it interesting to investigate what are the effects of using
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(a) GCMF, β  2.0 (b) GCMF, β  2.0
(c) RiverCut, β  2.0 (d) LiveCut, β  2.0
Figure 7.7: (a) GCMF’s shrinking problem with β  2.0 in Equation 7.1. (b) Final
segmentation result using GCMF required 9 brush strokes. (c) Even with β  2.0,
RiverCut prevents the shrinking problem using only 4 live markers. (d) LiveCut also
dramatically avoids GCMF’s bias, requiring only 5 live markers to complete segmentation.
LWOF-based live markers to cope with GCMF’s shrinking bias (e.g., Figure 7.7d). At the
same time, segmenting an image using RiverMarkers is somewhat equivalent to only using
DIFT-SC, the main difference being that it can be harder to add live markers on weaker
parts of the object’s boundary. Nevertheless, RiverMarkers’ importance comes from a
theoretical perspective, given that it is the upper limitant for LiveMarkers, RiverCut, and
LiveCut (i.e., the case when both γ Ñ  8 in f÷
Σ
and β Ñ  8 in EGCMF ).
7.4 Experimental Evaluation
We have compared LiveMarkers, RiverCut, LiveCut, and RiverMarkers with their indi-
vidual boundary- and region-based components in the segmentation of two natural image
datasets: GrabCut [14] (50 images) and Geodesic Star Convexity [19] (GeoStar, 151 im-
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ages). The GrabCut and GeoStar datasets were designed for single object segmentation.
The GrabCut method proposed in [14] aims to segment an object of interest interactively
by allowing the user to select a bounding box around it for object recognition. GrabCut
then tries to progressively label the foreground pixels by computing color models starting
from the known background pixels, followed by GCMF-based delineation. Hence, the
ground truth of its dataset often presents well separable foreground and background in
the feature space (Figure 7.8), being much easier than GeoStar. In contrast, the GeoStar
method embeds a geodesic star convexity shape prior into the GCMF energy formulation,
aiming to cope with GCMF’s shrinking bias. GeoStar’s dataset is much more complex
with images where foreground and background often present significant color overlap
(Figure 7.9). The GeoStar dataset in fact augments GrabCut’s with new images and
includes a set of scribbles drawn on the foreground and background that may be used for
pre-processing. Both datasets contain images with resolution up to 800 618 pixels.
To evaluate the methods’ behavior in medical images, we segmented a dataset con-
taining 40 CT-images obtained from 2D slices of the liver from 10 different subjects
(Figure 7.10). The ground truths of all datasets refer to foreground and background,
being binarized to disconsider uncertainty regions [14, 19]. We also added a 5 pixel frame
around each image, since some objects touch the image’s border, and closed label holes
to facilitate the comparison of boundary-based methods.
For GCMF and DIFT-SC, the experiments were carried out by robot users proposed for
region-based delineation in [124] and [90]. We evaluated the remaining approaches using
adaptations of novel robots we designed for simulating the user’s behavior during inter-
active segmentation with boundary-tracking methods [129]. Robot users are algorithms
that mimic the user’s behavior with interactive image segmentation methods, which aim
to remove the user’s bias and improving reproducibility during the evaluation of these
methods. In this case, we evaluated our hybrid approaches by only considering the effect
of live markers, although it should be clear that they can naturally take advantage of
brush strokes. We argue that robot users are critical for assessing new interactive image
segmentation methods during development. Moreover, they allow a statistical comparison
between different approaches, although we stress that they should be used as a previous
step to expensive user studies such as the one conducted in Chapter 6.
The fuzzy supervised classification during arc weight estimation was a common pre-
processing step for all methods, which used the set of initial marker pixels provided with
the GeoStar dataset (the GrabCut dataset also used these markers since it is subsumed
by GeoStar [19]). We created a similar set of markers for the liver dataset, providing for
every image one foreground and three background brush strokes.
We evaluated the methods on three grounds: segmentation accuracy, amount of user
effort, and control over the segmentation process. We also made a careful evaluation
of the important parameter β for GCMF-based approaches (Equation 7.1) at the end of
this section. All approaches that use live-wire-on-the-fly considered the oriented path cost
function f÷
Σ
from Equation 7.2 using γ  1.5 [10]. We used version 2.2 of the min-cut/max-
flow library [15] in our non-optimized implementation that combines Python, Cython, and
C++. All experiments were executed on an Intel Core i7-3770K CPU running at 3.50GHz,
with 32 GB of RAM, using 4 threads to speed up computation.
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Figure 7.8: A subset of the GrabCut dataset and the corresponding ground truths.
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Figure 7.9: A subset of the GeoStar dataset and the corresponding ground truths.
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Figure 7.10: A subset of the Liver dataset and the corresponding ground truths.
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7.4.1 Robot users for region- and boundary-based segmentation
The robot users proposed in [124] and [90] select circular brush strokes on the geodesic
centers of error components with largest size at each iteration. Since hybrid methods
always provide one live marker containing both foreground and background seed pixels,
we allow the selection of up to two brush strokes at each iteration of the algorithm, one
with foreground and another with background seeds [90].
Simulating the user’s behavior when using boundary-tracking methods involves per-
forming the same kind of action using a virtual mouse pointer that moves around the
ground truth’s border [129] (see Appendix 7.A for details). The basic idea is to select an
initial anchor point p1 close to the ground truth’s border using some criterion. Then, the
pointer automatically moves on a fixed band of pixels around the contour (Figure 7.11a),
searching for the longest optimum-boundary segment with minimum error computed on-
the-fly to the current mouse position. The virtual mouse follows the orientation considered
by the underlying boundary-tracking method. For each mouse position, the robot evalu-
ates an error measure that dictates how well the contour segment adheres to the ground
truth’s border (Figures 7.11b-7.11c). If the error rate is too high (Figures 7.11c), a new
anchor point p2 is deposited on the last location where the error was acceptable (Fig-
ure 7.11a). Afterwards, the robot repeats the process from this new point until it reaches
the first anchor pixel (Figure 7.11d).
The process above naturally implements the robot user for LWOF and Riverbed.
It is an interesting approach since it could help to locate anchor points for automatic
segmentation methods, such as those based on Active Shape Models combined with live
wire [64]. To deal with our hybrid techniques, we first run the boundary-tracking robot
with either LWOF or Riverbed until closing the contour and store all of the corresponding
optimum boundary segments between each of the chosen anchor points pi and pi 1.
3
Then, our adapted robot selects at each iteration the boundary segment with greatest
number of seeds located on the largest error component as one live marker, and runs
the corresponding region-based delineation method. This choice is similar to the one
performed by the region-based robot users, being a fair way to compare the methods from
different paradigms without biasing the result.4 As verified in [124], this choice further
reflects the non-expert user’s response to the problem.
Since we compare our hybrid methods with boundary-tracking techniques, we let all
robots segment each image until the accuracy (F-measure score) reaches the minimum
obtained by either LWOF or Riverbed. To prevent loops, the robots also stop if all the
pre-computed optimum boundary segments have been selected, for hybrid methods, or if
they can no longer add brush strokes within a safe distance from the border [90] (2 pixels).
This is in contrast to the works of [130], [124], and [90], which stop after a fixed number of
iterations. Our criteria are key for comparing the actual amount of interaction (number
of selected markers or anchor points) that is required to complete segmentation among
the different paradigms, while also reflecting the behavior of novice human users who do
3We use the novice robot user proposed in [129] and detailed in Appendix 7.A, which carefully verifies
whether the boundary segment follows the contour in orderly fashion.
4Analogously to reducing the brush size close the boundary [124], we downscale the live marker radius
to 1.5 if the boundary segment nearly touches itself.











Figure 7.11: Robot user simulation using Riverbed for delineation. (a) First three anchor
points and the current best virtual mouse position (white arrow). (b) Poor optimum
boundary segment (in blue and dilated for better visualization). (c) Error computed for
all anchor point candidates after p3 was selected (in log-scale). The green dashed line
represents acceptable values, while the latter values denote the error visualized in (b). (d)
Final segmentation result, after selecting the point from (a) as p4 and continuing until
reaching p1.
not understand that minor mistakes can be solved with post-processing, as verified in [21]
and [129]. Note that each live marker counts as one, although it has object and background
pixels, while every foreground and background marker selected by the geodesic robot are
counted individually. As advised in [19], we use a brush radius of 8 pixels for DIFT-SC
and GCMF in our experiments, and 4 pixels for live markers because they are placed on
the object’s boundary.
7.4.2 Evaluation of accuracy, user effort, and control over seg-
mentation
We stablish segmentation accuracy by taking into account both region- and boundary-
based metrics. Namely, the F-measure score computed over the ground truths and the
average Euclidean distance between the segmentation mask and ground truth boundaries
ED (Section 6.4.1). The amount of user effort is related to the number of markers or
anchor points that were required to complete segmentation, depending on the paradigm.
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User control over the process is given by the number of label changes that occurred between
subsequent iterations, considering the CM measure as described in Section 6.4.3.
Table 7.1: Experimental results for all three datasets. Color codes and grouping represent
the paradigm of each method (boundary, region, and hybrid, respectively), with bold
values denoting the best scores for each paradigm.
GrabCut dataset
Method F-measure ED Num. Inter. CM
LWOF 0.98  0.01 1.09  0.23 21 11 1.00 0.00
Riverbed 0.98 0.01 1.08 0.35 28 18 1.00  0.00
DIFT-SC 0.98  0.01 1.47  0.37 26 19 0.96 0.05
GCMF 0.98 0.01 1.39 0.35 32 20 0.76  0.15
LiveMarkers 0.98 0.01 1.10 0.22 16 10 1.00 0.01
RiverCut 0.98  0.01 1.15  0.35 17 12 1.00  0.01
LiveCut 0.98  0.01 1.10  0.23 15 10 0.99  0.03
RiverMarkers 0.98  0.01 1.19  0.37 19 14 1.00  0.01
Geodesic Star Convexity dataset
Method F-measure ED Num. Inter. CM
LWOF 0.97  0.01 1.24  0.23 28 16 1.00 0.00
Riverbed 0.98 0.01 1.22 0.94 39 24 1.00  0.00
DIFT-SC 0.96  0.03 1.86  0.54 42 27 0.96 0.05
GCMF 0.96 0.03 1.73 0.46 47 32 0.79  0.13
LiveMarkers 0.97  0.07 1.26  0.25 23 14 0.99  0.02
RiverCut 0.97  0.07 1.35  0.94 26 17 0.99  0.04
LiveCut 0.97 0.07 1.25 0.24 22 14 0.99 0.03
RiverMarkers 0.97  0.07 1.40  0.94 29 18 0.99  0.01
Liver dataset
Method F-measure ED Num. Inter. CM
LWOF 0.99  0.00 1.26  0.14 28 6 1.00 0.00
Riverbed 0.99 0.00 1.25 0.12 32 6 1.00  0.00
DIFT-SC 0.98  0.00 1.78  0.22 45 12 0.98 0.02
GCMF 0.98 0.00 1.66 0.22 38 13 0.80  0.05
LiveMarkers 0.99  0.00 1.29  0.14 24 7 1.00  0.00
RiverCut 0.99  0.00 1.31  0.13 25 6 1.00  0.00
LiveCut 0.99 0.00 1.27 0.14 22 6 1.00 0.00
RiverMarkers 0.99  0.00 1.33  0.15 27 6 1.00  0.01
Table 7.1 presents the overall scores of the aforementioned measures for all three
datasets, using β  7.0 in Equation 7.1 for GCMF-based methods. The bold values denote
the best scores for each paradigm and measure. ED values solve ties in F-measure, while
the number of interactions resolve disputes for CM . The graphs in Figure 7.12 show the
average F-measure curve of the first 20 iterations of segmentation for all approaches. We
computed the accuracy for boundary-based methods only once when the contour is closed.
Hence, in the graphs the F-measure scores for LWOF and Riverbed appear in iteration 1,
being nearly superimposed and close to 1.0.
From the segmentation accuracy point of view, all methods yield equivalent high scores
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Figure 7.12: F-measure curve for the first 20 iterations of segmentation of the GrabCut,
GeoStar, and Liver datasets using all 8 methods. Methods using live markers achieve
higher accuracy much faster. Note that LWOF and Riverbed’s accuracies are computed
only once when the contours are closed, being superimposed and close to 1.0.
since they were forced to achieve at least the F-measure result obtained by either LWOF
or Riverbed before stopping. Similar reasoning is valid for ED. Apart from GCMF,
all methods give the user tight control over the segmentation process according to CM .
GCMF’s bias towards small cuts destabilizes segmentation until enough markers are added
by the robot, even though we considered a high β value.
The average amount of user effort required for segmentation sheds the light on the real
difference among all the methods. The number of user interactions required for hybrid
approaches can be up to 53% less than the necessary amount for boundary- and region-
based techniques, as seen on Table 7.1. The graphs in Figure 7.12 also show usually faster
convergence rates for live markers methods than the other paradigms. Interestingly, we
observe that LiveMarkers and LiveCut performed equally better for all three datasets,
both in the total number of required markers and convergence speed. RiverCut’s final
scores are slightly better than its counterpart, RiverMarkers, but its convergence rate is
slower in the first iterations specially in the GeoStar dataset. The reason behind this is
that GeoStar presents more challenging images to segment, making it difficult to obtain
longer segments using Riverbed to provide large markers for GCMF. Therefore, lower
contrast between foreground and background favors live markers methods using LWOF.
The large standard deviation for user effort in Table 7.1 makes live markers meth-
ods seem equivalent, and even overlapping with the other paradigms. To disprove this
hypothesis and show that the proposed methods indeed require less user intervention
with statistical significance, we have analyzed them using the Friedman test, representing
its results through the Nemenyi post-hoc test. As pointed out by Demšar [131], when
the assumptions that the data is drawn from a population with normal distribution and
sphericity (variance homogeneity) are violated, the aforementioned tests are more reliable
than ANOVA. Figure 7.13 depicts the Nemenyi tests computed for each dataset. The
methods are sorted from 1 to 8 according to the average rank computed by the Friedman
test, in increasing order of required user interaction (values closer to 1 indicate better
performance). The horizontal bars connect methods that are statistically equivalent at
p ¤ 0.05. LiveMarkers and LiveCut are both statistically equivalent and the overall win-
ners for all three datasets. Aside from the GeoStar dataset, RiverCut closely follows both
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methods being statistically equivalent to them according to the critical distances (CD)
computed by the Nemenyi test for the GrabCut and Liver datasets. In GeoStar, RiverCut
is only equivalent to LiveMarkers. GCMF, DIFT-SC, and Riverbed are equivalent for all
three datasets, being at the bottom of the rank. LWOF and RiverMarkers lie somewhere
between these two groups rank-wise.
Aside from the GrabCut dataset, there is an intersection between LWOF and River-
Markers in the Nemenyi tests, however, the CD values for the GrabCut and Liver datasets
put these methods in the range of either DIFT-SC and Riverbed (LWOF) or the other live
markers approaches (RiverMarkers). Thus, we cannot state anything statistically about
these two methods for the GeoStar and Live datasets. Empirically, we have observed that
RiverMarkers is less stable than the other live markers approaches because both Riverbed
and DIFT-SC are more susceptible to weaker boundary information, which is the main






























Figure 7.13: Nemenyi post-hoc test for the Friedman average ranking of the methods in
each dataset, according to the increasing amount of required user interactions. The hori-
zontal bars link segmentation methods with statistically equivalent results (at p ¤ 0.05),
whose average ranks lie within the range given by the calculated critical distance CD.
Methods with average rank closer to 1 required less user intervention, thereby performing
better in the experiments.
We may conclude that hybrid approaches using live markers improve the interactive
experience in segmentation by reducing the required amount of user effort, while main-
taining accuracy and control. Table 7.1 and Figure 7.12 further indicate that such type
of interaction helps even when combining methods without complementary advantages,
such as RiverMarkers and LiveCut. As observed in [57], Riverbed can be used to com-
plete DIFT-SC’s segmentation directly, by considering the duality between them. Hence,
the RiverMarkers’ combination essentially tries to exploit this property to cope with
DIFT-SC’s leaking problem using live markers. However, our results clearly show that
LiveMarkers is superior in this aspect.
To further strenghten our claim towards the use of live markers, we have analyzed the
behavior of parameter β of Equation 7.1 for methods derived from the min-cut/max-flow
algorithm. The graphs in Figure 7.14 show the result of using LiveCut, RiverCut, and
GCMF to segment all images in the GeoStar dataset, with a fixed number of 20 iterations
and increasing values of β between 1.0 and 30.0. These graphs clearly show as expected
that higher values of β (e.g., over 15) make LiveCut and RiverCut behave like LiveMarkers
and RiverMarkers, respectively. This reasoning stems from GCMF becoming IFT-SC,
although we leave out the same type of comparison with these two methods for clarity
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β  1.0 β  7.0 β  15.0 β  30.0
Figure 7.14: F-measure curve for 20 iterations of segmentation of the GeoStar dataset,
with varying values of β for the min-cut/max-flow algorithm (Equation 7.1). Note how the
live markers methodology improves segmentation even for β  1.0, while higher values
(β ¡ 7.0) lead GCMF-based delineation to achieve results similar to DIFT-SC-based
methods, as expected.
(similarly, LWOF and Riverbed are ignored because they do not use β). The interesting
aspect of the graphs in Figure 7.14 is that even for lower values of β (e.g., less than
7.0) the live markers methodology improves the quality of segmentation by making the
region-based delineation using the min-cut/max-flow more stable. After only 10 iterations,
LiveCut with β  1.0 reaches LiveMarkers’ accuracy and maintains it for the remaining
ones. Therefore, we confirm β  7.0 as a good trade off between boundary smoothness
from GCMF and marker positioning robustness obtained from IFT-SC, when segmenting
an image using either LiveCut or RiverCut. Our results further indicate that testing other
values for γ in f÷
Σ
is unnecessary, given the overall proficiency of both LiveMarkers and
LiveCut. Figures 7.15 and 7.16 depicts some examples of the final segmentation result for
all methods obtained using the robot users.
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LWOF Riverbed DIFT-SC GCMF
Figure 7.15: Final segmentation results obtained by the robot users using boundary- and
region-based techniques. Anchor points are green dots on the object’s boundary. Brush
strokes for GCMF and DIFT-SC are colored circles with internal/external labels shown
in blue/red or white/blue, depending on the image for greater contrast.
LiveMarkers LiveCut RiverCut RiverMarkers
Figure 7.16: Final segmentation results obtained by the robot users using the proposed
hybrid approaches adding only live markers. The color scheme for anchor points and brush
strokes is the same of Figure 7.15. Notice how live markers-based approaches require fewer
interactions to delineate images with weaker boundary information (statue) and complex
shapes (flower), combining the strenghts of the other four methods and paradigms.
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7.A Robot users for boundary-tracking
We implement the previously described robot user steps using a depth-first search-like
procedure to determine the anchor points. First, we dilate the ground truth’s border by
some radius ρ to compute a set of pixels B  DIˆ . We then partition B by defining k
disjoint strips Bj of approximately equal length (5 pixels), such that B 

j1,2,...,k Bj
and Bj and Bj 1 are neighbors in circular fashion, since we are dealing with a closed
contour. Set B is the track where the virtual mouse will move over when defining anchor
points (Figure 7.17). Ideally, ρÑ  8 would transform B  DIˆ , thereby reproducing the
freedom that a real user has during delineation. For efficiency, we have experimentally
validated that ρ  2.5 yields good results, being approximately the average distance to
the ground truth’s border of anchor points selected by real users in [129]. Algorithm 5









Figure 7.17: A portion of the ground truth’s contour (red dashed line) showing the band
of pixels B, with radius ρ, that serves as a track (dotted lines) for the robot’s virtual
mouse (blue arrow). Pixel s1 is the previously selected anchor point (i.e., the first one)
and pixel q P Bj is the candidate for anchor s2 given by the current mouse position, whose
path πt (blue line) is being evaluated.
Algorithm 5 Boundary-Tracking Robot User
Input: Image graph pDI ,A8, wq, boundary-tracking method M , set of strip pixels B, and cost
map V .
Output: Optimum paths in predecessor map P .
Auxiliary: Auxiliary variables p, p1, j, j1, cand , valid, error, and min_error .
1. Set p1  First_Anchor_Point(B).
2. Set p  p1 as a new anchor for M , with V pp

q  0.
3. Set j  2, j1  j, p1  nil.
4. While j ¤ k do
5. Set min_error   8, cand  nil.
6. For each q P Bj do
7. Compute path πq using method MpG, p
, q, V q.
8. Set pvalid, errorq  Check_Path_Error(πq, B).
9. If valid  True and error   min_error then
10. Set cand  q.
11. If cand  nil then
12. Set p1  cand, j1  j, j  j   1.
13. else
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14. Set p  p1 as a new anchor for M , with V ppq  0.
15. Set j  j1   1.
16. Set V pp1q   8, close the contour using MpG, p
, p1, V q, return P .
Procedure First_Anchor_Point in Step 1 of Algorithm 5 selects an anchor pixel
p1 P B at random or with highest (or lowest) image gradient value. Although the first
option more closely resembles the choice of a regular user, the second one allows greater
reproducibility of the experiments and we have verified that it does not cause any major
impact on the result. For the sake of explanation, we implicitly align the strips Bj to
make the first strip B1 be the one where anchor p1 is selected, and order Bj2,3,...,k in
clockwise orientation (following Eqs. 7.2 and 7.3). Steps 2-3 set p1 as the new anchor
point for method M and initialize the search on the next strip B2.
The algorithm’s main loop (Steps 4-15) sequentially searches for the next best anchor
position, until the first strip is reached (remember that Bk 1  B1). The internal loop
(Steps 6-10) performs the action of the robot’s virtual mouse pointer, by testing the
paths πq computed from the previous anchor p
 to each pixel q P Bj (mouse positions)
and selecting the valid one with minimum error. If at least one valid path exists in Bj
(Step 11), then the algorithm assumes that a proper border segment exists until strip Bj
and proceeds to the next strip in the search for a longer segment (Step 12). Otherwise, a
new anchor point is added on the last best candidate p1, and the algorithm backtracks to
the corresponding strip Bj1 (Steps 14-15).
The implementation of procedure Check_Path_Error is the core concept of Al-
gorithm 5. It dictates how careful is our robot user with respect to the quality of segmen-
tation, by determining if a path πq is valid or not (i.e., if the error amount is acceptable).
We first compute an error measure epπqq. If epπqq   τ then we consider πq as valid. The
error measure epπqq is the mean squared euclidean distance dpqi, q
1
iq that every node qi P πq
has to the ground truth’s contour position q1i it is expected to have. In other words, if
p  q1 is on the ground truth’s border, q
1
5
should be 4 pixels ahead of it if we follow the
contour in clockwise orientation, for example.
Algorithm 5 works well for LWOF because it is a “well-behaved” boundary-tracking
method. On the other hand, Riverbed’s ability to deal with complex shapes comes with
a certain unpredictability about what path the optimum boundary segment will take.
Hence, πq can entangle itself in such a way that it cuts off “future strips” (i.e., Bl strips
where j   l ¤ k), thereby blocking future paths. Although the quality of segmentation
is intrinsically dependent on the user-set parameter τ , it alone cannot cope with this
issue. Check_Path_Error therefore verifies if such kind of intersection occurs and
invalidates πq if necessary.
We have further verified experimentally in [129] that novice users carefully check if
the path coherently follows the contour. Therefore, they spend more time in segmen-
tation but achieve the same results as expert users, who understand that minor errors
can be solved with post-processing. We consider the previously described algorithm an
expert robot on boundary-tracking methods, similarly to the region-based robots de-
signed in [124, 130, 90], and implement a novice/careful robot by further verifying
in Check_Path_Error if the path πq goes through every strip between Bj and Bj ,
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where j is the strip where p is located. Of course, for both robots the situation may
arise when no πq satisfies any of the previously stated conditions for the next strip Bj 1.
In this case, ρ should ideally be increased to denote that a real user would look for a worse
alternative. Instead, we do this by simply removing any path validity check and taking
the one with minimum error.
Chapter 8
Conclusions
This PhD dissertation has addressed the fundamental problem of interactive natural image
and video object segmentation, seeking solutions to make user intervention less frequent
and more effective when necessary. Towards this goal, we have provided ways to create
object knowledge models from a minimal user input. These models aid in the propaga-
tion of object information (i.e., labels) from the user’s input by enriching the arc weights
between pixels in the graph used for image segmentation, and by automatically correct-
ing the segmentation of video frames obtained from the propagation of a user-provided
object segmentation mask in the initial frame. When our models fail, we have provided
effective object delineation tools that help the user fix the result with minimum effort.
The proposed techniques have several applications for other areas of study, such as medi-
cal image segmentation, and will be summarized next, along with some of the challenges
faced during this project and future works.
8.1 Main Contributions & Challenges
8.1.1 Model-based Object Enhancement for Arc-Weight Estima-
tion in Image Segmentation
Most delineation methods make use of image-graph concepts such as arc weight between
pixels. Arc-weight estimation is a key step in interactive image segmentation, which is
very often treated without the importance it should be given. If the weights are perfectly
assigned indicating high dissimilarity between pixels that belong to the real foreground
and background, then object extraction becomes trivial [20]. The user’s input may help in
this case since the scribbles drawn on the foreground and background may indicate image
properties that help enhance the differences between those regions. Chapter 6 presents an
object model that we have proposed for computing such an enhancement from the user-
drawn scribbles using supervised learning, bearing in mind that not all marked pixels must
be considered for training [20]. Our model consists of a pixel clustering operator followed
by a supervised pattern classifier, which first selects seed pixels from the foreground and
background with distinct image properties (i.e., which fall in different image clusters).
Then, those pixels are used for training a supervised fuzzy classifier that outputs an
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object membership value for every pixel in the image. The resulting object map represents
the object enhancement, whose gradient image is combined with the original image’s to
define the final arc-weight assignment. Our model is further able to improve the object
membership map when more seed pixels are provided for corrections, while maintining
the user’s control by preventing the destruction of parts already accepted as correct.
The key challenge was to integrate arc-weight estimation and object delineation in a
transparent user interface, since it was shown that they provide more user control if done
in separate interactive steps [20]. Moreover, devising proper heuristics for avoiding the
careless recomputation of arc weights when more interaction is provided for correction
was not trivial. Lastly, evaluating the method was also challenging since non-expert
user’s were involved in the task. They very often spent quite some time fixing mistakes
that could be solved with post-processing. These usually happened due to DIFT-SC
producing a jagged object boundary. This problem was recently solved in the Master’s
thesis of Nikolas Moya [118] and has been incorporated into our work.
8.1.2 Hybrid Approaches For Effective Interactive Image Seg-
mentation
When our object knowledge model for arc-weight estimation fails, sections of the boundary
between the foreground and background may become poorly defined at times, requiring
more user intervention close to those regions. This is particularly true for region-based de-
lineation using the operator for optimum seed competition via IFT [12] and its differential
derivative [13] (DIFT-SC). In contrast, interactive boundary-tracking using methods such
as live wire [8, 10] more easily overcome sections of the object’s boundary with low arc
weights, although these methods are more difficult to use for complex object shapes and
for N-D images than DIFT-SC. This duality motivated our work for hybrid combination
of boundary-tracking methods and region-based delineation approaches in the paradigm
that we have called Live Markers, as described in Chapter 7. We transform boundary seg-
ments computed between user-selected anchor points using a boundary-tracking technique
into markers for a region-based delineation method. The live markers provide an effective
way of fixing DIFT-SC’s leaking problem and, as shown in our experiments, circumventing
the well known boundary shrinking problem of Graph Cuts by the Min-Cut/Max-Flow
algorithm, even when the latter is combined with live wire (whose similarity in behavior to
GCMF is well known [15]). We have derived four live markers methods and demonstrated
their effectiveness with several experiments.
The main challenges were related to the evaluation of our approaches. Even though
we have conducted a user-study in our previous conference paper [65] with LiveMark-
ers (i.e., live-wire-on-the-fly coupled with DIFT-SC), we desired to limit the user bias
present in these scenarios by automating the evaluation. To this end, we have devised
robot users for assessing boundary-tracking techniques that were extended to use with
our hybrid methods. This resulted in a publication for the International Conference on
Image Processing (ICIP 2014), where we compared our robot users to regular and expert
users in the interactive boundary-tracking task [129]. Our robot users permitted us to
draw unbiased conclusions about our hybrid techniques with statistical confidence.
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Robot users have been actively developed in recent years to circumvent the limitations
of user studies for evaluating image segmentation techniques [132, 90, 124, 130]. We
believe that these robots have many applications, ranging from creating object models
for automatic image and video segmentation to allowing the user to make correction of
previous segmentation results. Indeed, we are developing techniques where we apply robot
users to reconstruct the result of an input segmentation mask using DIFT-SC, which can
then be interactively corrected by the addition or removal of markers. The challenges
are to provide a faithful reconstruction, while adding markers that can be easily edited
(i.e., removed) without affecting a large portion of the original segmentation in order to
maintain the user’s control over the process. Those drawbacks are present in the similar
method of Miranda et al. [117, 114], which we use in our interactive video segmentation
technique to aid in interactive frame correction.
8.1.3 Interactive Video Segmentation using Optimum Seed Com-
petition and Fuzzy Object Models
Interactive video segmentation is a challenging problem due to video objects often pre-
senting fast motion and being highly deformable, besides facing all of the issues from
image segmentation. These problems call for flexible methods that are able to propagate
the object information provided by the user, as scribbles drawn on the foreground and
background or as a segmentation mask in an input frame, to the rest of the video auto-
matically, with minimum user intervention. As detailed in Chapter 5, we have developed
one such technique named FOMTrace, which propagates an input segmentation mask
to the rest of the video by optimum seed competition via DIFT-SC on a spatiotemporal
frame superpixel-graph. Since errors in propagation may occur due to the aforementioned
challenges, we try to mitigate these problems by using the object’s shape, from the pre-
vious and current frames, to construct a dynamic fuzzy object model that preemptively
corrects the segmentation of the current frame only, using DIFT-SC on a pixel-graph.
The result is displayed to the user, who can make further corrections to the current frame
segmentation or accept the result by letting the method run uninterruptedly. The method
reiterates from the next frame until the end of the video.
The main challenges that we faced were related to creating the dynamic model in
such a way that it properly takes into account the previous shape information. Since
we propagate the segmentation from the initial mask on the superpixel graph, we have
a predicted label image for every frame in the video. Starting from the second frame,
we use the previous accepted/corrected segmentation mask by the user to create the
dynamic model by combination with the propagated mask. To this end, we need to place
both approximately in the same coordinate space, which is achieved by propagating the
accepted/corrected mask via optical flow. This is critical in our framework in that we rely
on the quality of the optical flow estimation. We intend to pursue other strategies in the
future, such as using fast deformable object registration techniques or label propagation
via graph matching [133, 88].
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8.2 Secondary Contributions
1. Body Pose Estimation using Fuzzy Object Models for Autism Research
Motor development disorders are considered some of the first signs that could preclude so-
cial or linguistic abnormalities [134, and references therein] for toddlers at-risk of autism.
Detecting and measuring these atypical motor patterns as early as in the first year of
life can lead to early diagnosis, allowing intensive intervention that improves child out-
comes [135]. Children diagnosed with autism may present arm-and-hand flapping, toe
walking, asymmetric gait patterns when walking unsupportedly, among other stereotypi-
cal motor behaviors. In particular, Esposito et al. [134] have found that diagnosed toddlers
often presented asymmetric arm positions, after manually analyzing the body pose of the
children in home videos filmed their early life period.
We have proposed tools to aid in such an analysis, which rely on semi-automatic body
pose estimation via fuzzy object models in video. After providing an initial segmentation
mask of the human body in the first video frame, where each body part is assigned a
distinct delineation label, we compute a hierarchical fuzzy object model that takes into
account the relationship between the parts as a 2D stickman connecting them. In the
second video frame, we apply our fuzzy object model to search and segment the body
parts automatically, by optimizing the relative position and the rotation of the fuzzy
objects according to the stickman [136] (Figure 8.1). This process is then automatically
repeated until the end of the video. Afterwards, we have provided measures to analyze
the arm asymmetry across time. We have validated our approach in videos filmed during
autism assessment sessions with an expert psychologist.
(a) (b) (c) (d)
Figure 8.1: Left: General scene capturing free play activities. Right: Overall segmen-
tation and pose tracking scheme. (a) Segmentation mask L0 provided at an initial frame
t  0. (b) Hierarchical Fuzzy Object Model computed from L0 and the 2D stickman used
to connect the clouds corresponding to each body part. (c) Transformed FOM at frame
8. (d) Segmentation and final pose estimation. Faces blurred for privacy protection.
This project was primarily developed with Prof. Dr. Guillermo Sapiro during a
sandwich period between 2011–2012 at the University of Minnesota, Minneapolis, USA.
Several challenges were faced since we had to apply our interactive video segmentation
methods to a different application domain (body pose estimation), in videos with little
control over the capture and that lasted up to 2 hours. Our methods are general enough
to be used with adults, and may be applied for generating ground truth in body pose
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estimation datasets, which may be further used to train techniques that estimate body
pose in single images. In the same project, we have contributed to methods that perform
face tracking to anaylize the visual attention of the child during some of the assessment
tasks performed by the clinician [137, 138].
2. Other Contributions We have made several other contributions related to this PhD
dissertation, whose publication list will be presented in the next section. Two of the most
important involve a method for semi-supervised object tracking named IFTrace [106],
and a technique for automatic grain segmentation in thin section images coupled with
interactive correction [6]. IFTrace was designed to segment deformable objects, dealing
with partial and total occlusions as well. However, as we demonstrated in Chapter 5 it
is less appropriate for interactive video segmentation, which motivated the development
of FOMTrace. The automatic grain segmentation technique involves first separating the
grains from the background before splitting connected grains. When the method fails,
LiveMarkers was interactively applied to correct the result. This work was done in asso-
ciation with expert geologists.
8.3 List of Publications
Several articles were published in peer reviewed conferences and journals, deposited as
technical reports, or submitted during the PhD project. A list of all publications related
to this dissertation is given below (sorted chronologically):
1. T. V. Spina and A. X. Falcão. Intelligent understanding of user input applied to
arc-weight estimation for graph-based foreground segmentation. In SIBGRAPI,
2010.
2. T. V. Spina, A. X. Falcão, and P. A. V. Miranda. User-steered image segmentation
using live markers. In CAIP, 2011.
3. P. A. V. Miranda, A. X. Falcao, and T. V. Spina. The riverbed approach for
user-steered image segmentation. In ICIP, 2011.
4. T. V. Spina, P. A. V. Miranda, and A. X. Falcão. Intelligent understanding of user
interaction in image segmentation. Intl J. Pat. Recog. Artif. Intelli., 2012.
5. P. A. V. Miranda, A. X. Falcão, and T. V. Spina. Riverbed: A novel user-steered
image segmentation method based on optimum boundary tracking. IEEE Trans.
Image Process., 2012.
6. R. Minetto, T. V. Spina, A. X. Falcão, N. J. Leite, J. P. Papa, and J. Stolfi. IFTrace:
Video segmentation of deformable objects using the Image Foresting Transform.
Comput. Vis. Image Underst., 2012.
7. J. Hashemi, T.V. Spina, M. Tepper, A. Esler, V. Morellas, N. Papanikolopoulos,
and G. Sapiro. A computer vision approach for the assessment of autism-related
behavioral markers. In ICDL-EpiRob, 2012.
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8. I. Mingireanov Filho, T. V. Spina, A. X. Falcão, and A. Vidal Segmentation of
sandstone thin section images with separation of touching grains using optimum
path forest operators. Computers & Geosciences, 2013.
9. T. V. Spina, M. Tepper, A. Esler, V. Morellas, N. Papanikolopoulos, A. X. Falcão,
and G. Sapiro. Video human segmentation using fuzzy object models and its
application to body pose estimation of toddlers for behavior studies. Technical
report, CoRR – arXiv, 2013.
10. P. E. Rauber, T. V. Spina, P. Rezende, and A. X. Falcão. Interactive segmentation
by image foresting transform on superpixel graphs. In SIBGRAPI, 2013.
11. J.Hashemi, M. Tepper, T. V. Spina, A. Esler, V. Morellas, N. Papanikolopoulos,
H. Egger, G. Dawson, and G. Sapiro. Computer vision tools for low-cost and
noninvasive measurement of autism-related behaviors in infants. Autism Research
and Treatment, 2014.
12. T. V. Spina and A. X. Falcão. Robot users for the evaluation of boundary-tracking
approaches in interactive image segmentation. In ICIP, 2014.
13. T. V. Spina, P. A. V. Miranda, and A. X. Falcão. Hybrid approaches for interactive
image segmentation using the Live Markers paradigm. IEEE Trans. Image Process.,
2014.
14. T. V. Spina and A. X. Falcão, “FOMTrace: Interactive video segmentation by Image
Graphs and Fuzzy Object Models,” IEEE Trans. Image Process., 2015, submitted.
8.4 Future Works
The variety of work done during this PhD dissertation has left several possible future
contributions:
• Developing alpha matting techniques for interactive image and video segmentation;
• Applying dynamic fuzzy object models for medical image segmentation;
• Improving the creation of dynamic FOMs in video;
• Proposing more effective methodologies to allow the interactive correction of auto-
matic image segmentation.
• Investigating active learning strategies to generate object models and segment videos;
• Using interactive video segmentation to aid in supervised action recognition;
• Creating techniques that help classify and measure human actions in video for be-
havioral studies.
Bibliography
[1] D. C. G. Pedronette, “Unsupervised distance learning for image retrieval,” Invited
Lecture at the Institute of Computing - UNICAMP, Campinas, Brazil, May 2015.
[2] R. C. Gonzalez and R. E. Woods, Digital Image Processing (3rd Edition). Upper
Saddle River, NJ, USA: Prentice-Hall, Inc., 2006.
[3] J. Wang and M. F. Cohen, “Image and video matting: a survey,” Found. Trends.
Comput. Graph. Vis., vol. 3, no. 2, pp. 97–175, 2007.
[4] M. Eichner, M. Marin-Jimenez, A. Zisserman, and V. Ferrari, “2d articulated hu-
man pose estimation and retrieval in (almost) unconstrained still images,” Int. J.
Comput. Vis., vol. 99, pp. 190–214, 2012.
[5] M. F. Alcântara, T. P. Moreira, and H. Pedrini, “Real-time action recognition based
on cumulative motion shapes,” in ICASSP, Florence, Italy, May 2014, pp. 2917–
2921.
[6] I. F. Mingireanov, T. V. Spina, A. X. Falcão, and A. Vidal, “Segmentation of sand-
stone thin section images with separation of touching grains using optimum path
forest operators,” Comput. Geosci., pp. 146–157, 2013.
[7] J. E. Vargas, P. T. M. Saito, A. X. Falcão, P. J. De Rezende, and J. A. dos San-
tos, “Superpixel-based interactive classification of very high resolution images,” in
SIBGRAPI, Rio de Janeiro, Brazil, Aug 2014, pp. 173–179.
[8] A. X. Falcão, J. K. Udupa, S. Samarasekera, S. Sharma, B. E. Hirsch, and R. A.
Lotufo, “User-steered image segmentation paradigms: Live-wire and live-lane,”
Graph. Model. Im. Proc., vol. 60, no. 4, pp. 233–260, 1998.
[9] P. A. V. Miranda, “Synergistic delineation and recognition of objects in images with
applications in medicine,” Ph.D. dissertation, Institute of Computing, University of
Campinas (UNICAMP), 2009.
[10] A. X. Falcão, J. K. Udupa, and F. K. Miyazawa, “An ultra-fast user-steered image
segmentation paradigm: Live-wire-on-the-fly,” IEEE Trans. Med. Imag., vol. 19,
no. 1, pp. 55–62, 2000.
[11] J. K. Udupa, P. K. Saha, and R. A. Lotufo, “Relative fuzzy connectedness and
object definition: Theory, algorithms, and applications in image segmentation,”
IEEE Trans. Pattern. Anal. Mach. Intell., vol. 24, pp. 1485–1500, 2002.
141
BIBLIOGRAPHY 142
[12] A. X. Falcão, J. Stolfi, and R. A. Lotufo, “The image foresting transform: theory,
algorithms, and applications,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 26(1),
pp. 19–29, 2004.
[13] A. X. Falcão and F. P. G. Bergo, “Interactive volume segmentation with differential
image foresting transforms,” IEEE Trans. Med. Imag., vol. 23, no. 9, pp. 1100–1108,
sept. 2004.
[14] C. Rother, V. Kolmogorov, and A. Blake, “"GrabCut": Interactive foreground ex-
traction using iterated graph cuts,” ACM Trans. Graph., vol. 23, no. 3, pp. 309–314,
2004.
[15] Y. Boykov and G. Funka-Lea, “Graph cuts and efficient N-D image segmentation,”
Int. J. Comput. Vis., vol. 70, no. 2, pp. 109–131, Nov 2006.
[16] L. Grady, “Random walks for image segmentation,” IEEE Trans. Pattern. Anal.
Mach. Intell., vol. 28, no. 11, pp. 1768–1783, 2006.
[17] J. Yao and D. Chen, “Live level set: A hybrid method of livewire and level set for
medical image segmentation,” Med. Phys., vol. 35, no. 9, pp. 4112–4120, 2008.
[18] C. Couprie, L. Grady, L. Najman, and H. Talbot, “Power watershed: A unifying
graph-based optimization framework,” IEEE Trans. Pattern. Anal. Mach. Intell.,
vol. 33, no. 7, pp. 1384–1399, 2011.
[19] V. Gulshan, C. Rother, A. Criminisi, A. Blake, and A. Zisserman, “Geodesic star
convexity for interactive image segmentation,” in CVPR, San Francisco, USA, 2010,
pp. 3129–3136.
[20] P. A. V. Miranda, A. X. Falcão, and J. K. Udupa, “Synergistic arc-weight estimation
for interactive image segmentation using graphs,” Comput. Vis. Image Underst., vol.
114, no. 1, pp. 85–99, 2010.
[21] T. V. Spina, P. A. V. Miranda, and A. X. Falcão, “Intelligent understanding of user
interaction in image segmentation,” Intl J. Pat. Recog. Artif. Intelli., vol. 26, no. 2,
pp. 1 265 001–1–26, 2012.
[22] P. Miranda and L. Mansilla, “Oriented image foresting transform segmentation by
seed competition,” IEEE Trans. Image Process., vol. PP, no. 99, pp. 1–1, 2013.
[23] W. Casaca, L. Nonato, and G. Taubin, “Laplacian coordinates for seeded image
segmentation,” in CVPR, Columbus, USA, June 2014, pp. 384–391.
[24] T. V. Spina, P. A. V. Miranda, and A. X. Falcão, “Hybrid approaches for interactive
image segmentation using the Live Markers paradigm,” IEEE Trans. Image Process.,
vol. 23, no. 12, pp. 5756–5769, Dec 2014.
[25] J. Wang and M. F. Cohen, “An iterative optimization approach for unified image
segmentation and matting,” in ICCV, Washington, USA, 2005, pp. 936–943.
BIBLIOGRAPHY 143
[26] X. Bai and G. Sapiro, “Geodesic matting: A framework for fast interactive image
and video segmentation and matting,” Int. J. Comput. Vis., vol. 82, no. 2, pp.
113–132, April 2009.
[27] X. Bai, J. Wang, D. Simons, and G. Sapiro, “Video SnapCut: robust video object
cutout using localized classifiers,” ACM Trans. Graph., vol. 28, pp. 70:1–70:11, July
2009.
[28] B. L. Price, B. S. Morse, and S. Cohen, “LIVEcut: Learning-based interactive video
segmentation by evaluation of multiple propagated cues,” in ICCV, Kyoto, Japan,
2009.
[29] X. Bai, J. Wang, and G. Sapiro, “Dynamic Color Flow: A Motion-Adaptive Color
Model for Object Segmentation in Video,” in ECCV, Crete, Grece, 2010.
[30] F. C. Flores and R. A. Lotufo, “Watershed from propagated markers: An interactive
method to morphological object segmentation in image sequences,” Image Vision
Comput., vol. 28, pp. 1491–1514, November 2010.
[31] T. McInerney, “Sketchsnakes: Sketch-line initialized snakes for efficient interactive
medical image segmentation,” Comput. Med. Imag. Grap., vol. 32, no. 5, pp. 331 –
352, 2008.
[32] F. Malmberg, I. Nyström, A. Mehnert, C. Engstrom, and E. Bengtsson, “Relaxed
image foresting transforms for interactive volume image segmentation,” in SPIE,
vol. 7623, 2010, pp. 762 340–762 340–11.
[33] L. Vincent and P. Soille, “Watersheds in digital spaces: An efficient algorithm based
on immersion simulations,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 13, no. 6,
Jun 1991.
[34] J. Roerdink and A. Meijster, “The watershed transform: Definitions, algorithms and
parallelization strategies,” Fund. inform., vol. 41, pp. 187–228, 2000.
[35] J. Cousty, G. Bertrand, L. Najman, and M. Couprie, “Watershed cuts: Thinnings,
shortest path forests, and topological watersheds,” IEEE Trans. Pattern. Anal.
Mach. Intell., vol. 32, pp. 925–939, 2010.
[36] W. Yang, J. Cai, J. Zheng, and J. Luo, “User-friendly interactive image segmentation
through unified combinatorial user inputs,” IEEE Trans. Image Process., vol. 19,
no. 9, pp. 2470–2479, Sep 2010.
[37] W. C. de Oliveira Casaca, “Graph laplacian for spectral clustering and seeded im-
age segmentation,” Ph.D. dissertation, Institute of Mathematics and Computer Sci-
ences, University of São Paulo (USP), 2014.
[38] J. Sethian, “A fast marching level set method for monotonically advancing fronts,”
Proc. Nat. Acad. Sci. USA, vol. 93, no. 4, pp. 1591–1595, 1996.
BIBLIOGRAPHY 144
[39] ——, Level Set Methods and Fast Marching Methods Evolving Interfaces in Com-
putational Geometry, Fluid Mechanics, Computer Vision, and Materials Science.
Cambridge University Press, 1999.
[40] P. K. Saha and J. K. Udupa, “Relative fuzzy connectedness among multiple objects:
Theory, algorithms, and applications in image segmentation,” Comput. Vis. Image
Underst., vol. 82, no. 1, pp. 42–56, 2001.
[41] K. C. Ciesielski, J. K. Udupa, P. K. Saha, and Y. Zhuge, “Iterative relative fuzzy
connectedness for multiple objects with multiple seeds,” Comput. Vis. Image Un-
derst., vol. 107, no. 3, pp. 160–182, 2007.
[42] Y. Boykov and M.-P. Jolly, “Interactive graph cuts for optimal boundary & region
segmentation of objects in N-D images,” in ICCV, 2001, pp. 105–112.
[43] P. A. V. Miranda and A. X. Falcão, “Links between image segmentation based on
optimum-path forest and minimum cut in graph,” J. Math. Imaging Vis., vol. 35,
no. 2, pp. 128–142, Oct 2009.
[44] A. Blake, C. Rother, M. Brown, P. Perez, and P. Torr, “Interactive image segmenta-
tion using an adaptive GMMRF model,” in ECCV, Prague, Czech Republic, 2004,
pp. 428–441.
[45] N. Brosch, A. Hosni, C. Rhemann, and M. Gelautz, “Spatio-temporally coherent
interactive video object segmentation via efficient filtering,” Pattern Recogn., vol.
7476, pp. 418–427, 2012.
[46] J. Gallego and P. Bertolino, “Foreground object segmentation for moving camera se-
quences based on foreground-background probabilistic models and prior probability
maps,” in ICIP, Paris, France, Oct 2014, pp. 3312–3316.
[47] T. Cootes, G. Edwards, and C.J.Taylor, “Active Appearance Models,” in ECCV,
vol. 2, Freiburg, Germany, 1998, pp. 484–498.
[48] P. A. V. Miranda, A. X. Falcão, and J. K. Udupa, “Clouds: A model for synergistic
image segmentation,” in ISBI, Paris, France, 2008, pp. 209–212.
[49] ——, “Cloud bank: a multiple clouds model and its use in MR brain image segmen-
tation,” in ISBI, Boston, USA, 2009.
[50] P. A. V. Miranda, A. X. Falcão, and J. K. Udupa, “Cloud models: Their construction
and employment in automatic MRI segmentation of the brain,” IC, University of
Campinas, Tech. Rep. IC-10-08, March 2010.
[51] M. Cabezas, A. Oliver, X. Lladó, J. Freixenet, and M. B. Cuadra, “A review of
atlas-based segmentation for magnetic resonance brain images,” Comput. Methods
Programs Biomed., vol. 104, no. 3, pp. e158 – e177, 2011.
BIBLIOGRAPHY 145
[52] J. K. Udupa, D. Odhner, L. Zhao, Y. Tong, M. M. Matsumoto, K. C. Ciesielski,
A. X. Falcão, P. Vaideeswaran, V. Ciesielski, B. Saboury, S. Mohammadianrasanani,
S. Sin, R. Arens, and D. A. Torigian, “Body-wide hierarchical fuzzy modeling, recog-
nition, and delineation of anatomy in medical images,” Med. Image Anal., vol. 18,
no. 5, pp. 752 – 771, 2014.
[53] J. K. Udupa, D. Odhner, A. X. Falcão, K. C. Ciesielski, P. A. V. Miranda,
P. Vaideeswaran, S. Mishra, G. J. Grevera, B. Saboury, and D. A. Torigian, “Fuzzy
object modeling,” in SPIE, Lake Buena Vista, USA, 2011.
[54] J. K. Udupa, D. Odhner, A. X. Falcão, K. C. Ciesielski, P. A. V. Miranda, M. Mat-
sumoto, G. J. Grevera, B. Saboury, and D. A. Torigian, “Automatic anatomy recog-
nition via fuzzy object models,” in SPIE, San Diego, USA, 2012.
[55] F. Malmberg, E. Vidholm, and I. Nystrom, “A 3D live-wire segmentation method
for volume images using haptic interaction,” in DGCI, vol. 4245, Szeged, Hungary,
2006, pp. 663–673.
[56] A. X. Falcão and J. K. Udupa, “A 3D generalization of user-steered live wire seg-
mentation,” Med. Image Anal., vol. 4, pp. 389–402, 2000.
[57] P. A. V. Miranda, A. X. Falcão, and T. V. Spina, “Riverbed: A novel user-steered
image segmentation method based on optimum boundary tracking,” IEEE Trans.
Image Process., vol. 21, no. 6, pp. 3042–3052, 2012.
[58] T. V. Spina and A. X. Falcão, “FOMTrace: Interactive video segmentation by Image
Graphs and Fuzzy Object Models,” IEEE Trans. Image Process., 2015, submitted.
[59] V. Gulshan, V. Lempitsky, and A. Zisserman, “Humanising GrabCut: Learning
to segment humans using the Kinect,” in ICCV Workshop on Consumer Depth
Cameras for Computer Vision, 2011.
[60] G. Friedland, K. Jantz, T. Lenz, F. Wiesel, and R. Rojas, “Object cut and paste in
images and videos,” Int. J. Semant. Comput., vol. 1, no. 2, pp. 221–247, 2007.
[61] L. A. C. Mansilla, M. P. Jackowski, and P. A. V. Miranda, “Image foresting trans-
form with geodesic star convexity for interactive image segmentation,” in ICIP,
Melbourne, Australia, Sept 2013, pp. 4054–4058.
[62] A. Martelli, “Edge detection using heuristic search methods,” Comp. Graph. Image
Proc., vol. 1, pp. 169–182, 1972.
[63] E. Mortensen and W. Barrett, “Interactive segmentation with intelligent scissors,”
Graph. Model. Im. Proc., vol. 60, no. 5, pp. 349–384, 1998.
[64] J. Liu and J. K. Udupa, “Oriented active shape models,” IEEE Trans. Med. Imaging,
vol. 28, no. 4, pp. 571–584, 2009.
BIBLIOGRAPHY 146
[65] T. V. Spina, A. X. Falcão, and P. A. V. Miranda, “User-steered image segmentation
using live markers,” in CAIP, vol. 6854, Seville, Spain, 2011, pp. 211–218.
[66] R. Audigier and R. A. Lotufo, “Watershed by image foresting transform, tie-zone,
and theoretical relationship with other watershed definitions,” in ISMM, Rio de
Janeiro, Brazil, 2007, pp. 277–288.
[67] K. C. Ciesielski, J. K. Udupa, A. X. Falcão, and P. A. V. Miranda, “Comparison of
fuzzy connectedness and graph cut segmentation algorithms,” in SPIE, vol. 7962,
Lake Buena Vista, USA, 2011, pp. 796 203–796 203–12.
[68] ——, “Fuzzy connectedness image segmentation in graph cut formulation: A linear-
time algorithm and a comparative analysis,” J. Math. Imaging Vis., vol. 44, no. 3,
pp. 375–398, 2012.
[69] R. Audigier and R. A. Lotufo, “The tie-zone watershed: Definition, algorithm and
applications,” in ICIP, Genoa, Italy, 2005, pp. 654–657.
[70] K. C. Ciesielski, P. A. V. Miranda, A. X. Falcão, and J. K. Udupa, “Joint graph
cut and relative fuzzy connectedness image segmentation algorithm,” Med. Image
Anal., vol. 17, no. 8, pp. 1046 – 1057, 2013.
[71] J. Liang, T. McInerney, and D. Terzopoulos, “United snakes,” Med. Image Anal.,
vol. 10, no. 2, pp. 215 – 233, 2006.
[72] Y. Li, J. Sun, C.-K. Tang, and H.-Y. Shum, “Lazy snapping,” ACM Trans. Graph.,
vol. 23, no. 3, pp. 303–308, Aug 2004.
[73] M. Gong and L. Cheng, “Foreground segmentation of live videos using locally com-
peting 1svms,” in CVPR, Colorado Springs, USA, June 2011, pp. 2105–2112.
[74] S. D. Jain and K. Grauman, “Supervoxel-consistent foreground propagation in
video,” in ECCV, Zürich, Switzerland, Sep 2014, vol. 8692, pp. 656–671.
[75] T. F. Cootes, C. J. Taylor, D. H. Cooper, and J. Graham, “Active shape models
– their training and application,” Comput. Vis. Image Underst., vol. 61, no. 1, pp.
38–59, 1995.
[76] X. Chen, J. K. Udupa, X. Zheng, D. Torigian, and A. Alavi, “Automatic anatomy
recognition via multi object oriented active shape models,” in SPIE, vol. 7259,
Orlando, USA, Feb 2009.
[77] R. L. Harrigan, A. J. Plassard, L. A. Mawn, R. L. Galloway, S. A. Smith, and
B. A. Landman, “Constructing a statistical atlas of the radii of the optic nerve and
cerebrospinal fluid sheath in young healthy adults,” in SPIE, vol. 9413, Orlando,
USA, 2015, pp. 941 303–941 303–7.
BIBLIOGRAPHY 147
[78] M. Rusu, N. Bloch, C. C. Jaffe, N. M. Rofsky, E. M. Genega, E. Feleppa, R. E.
Lenkinski, and A. Madabhushi, “Statistical 3D Prostate Imaging Atlas Construction
via Anatomically Constrained Registration,” in SPIE, vol. 8669, Lake Buena Vista,
USA, 2013, pp. 1–15.
[79] J. Lötjönen, J. Koikkalainen, L. Thurfiell, R. Lundqvist, G. Waldemar, H. Soininen,
and D. Rueckert, “Improved Generation of Probabilistic Atlases for the Expectation
Maximization Classification,” in ISBI, Chicago, USA, March 2011, pp. 1839–1842.
[80] P. Ochs and T. Brox, “Object segmentation in video: a hierarchical variational
approach for turning point trajectories into dense regions,” in ICCV, Barcelona,
Spain, 2011.
[81] F. Li, T. Kim, A. Humayun, D. Tsai, and J. Rehg, “Video segmentation by tracking
many figure-ground segments,” in ICCV, Sydney, Australia, Dec 2013, pp. 2192–
2199.
[82] M. Grundmann, V. Kwatra, M. Han, and I. Essa, “Efficient hierarchical graph based
video segmentation,” in CVPR, San Francisco, USA, 2010.
[83] C. Xu and J. Corso, “Evaluation of super-voxel methods for early video processing,”
in CVPR, Providence, USA, 2012, pp. 1202 –1209.
[84] C. Xu, C. Xiong, and J. J. Corso, “Streaming hierarchical video segmentation,” in
ECCV, Florence, Italy, 2012, pp. 626–639.
[85] K. J. F. de Souza, A. A. Araújo, Z. K. G. do Patrocínio Jr., and S. J. F. Guimarães,
“Graph-based hierarchical video segmentation based on a simple dissimilarity mea-
sure,” Pattern Recogn. Lett., vol. 47, no. 0, pp. 85 – 92, 2014.
[86] K. J. F. de Souza, A. A. Araujo, S. J. F. Guimarães, Z. K. G. do Patrocínio Jr.,
and M. Cord, “Streaming graph-based hierarchical video segmentation by a simple
label propagation,” in SIBGRAPI, Salvador, Brazil, Aug 2015, pp. 119–125.
[87] J. Chang, D. Wei, and J. W. Fisher III, “A video representation using temporal
superpixels,” in CVPR, Portland, USA, June 2013.
[88] A. R. Ortoncelli and F. C. Flores, “Watershed from propagated markers based on
morphological hierarchical segmentation and graph matching,” in VISAPP, Lisbon,
Portugal, January 2014, pp. 320–328.
[89] E. W. Dijkstra, “A note on two problems in connexion with graphs,” Numerische
Mathematik, vol. 1, no. 1, pp. 269–271, Dec. 1959.
[90] P. E. Rauber, T. V. Spina, P. Rezende, and A. X. Falcão, “Interactive segmentation
by image foresting transform on superpixel graphs,” in SIBGRAPI, Arequipa, Peru,
2013.
BIBLIOGRAPHY 148
[91] A. T. da Silva, A. X. Falcão, and L. P. Magalhães, “Active learning paradigms for
cbir systems based on optimum-path forest classification,” Pattern Recogn., vol. 44,
no. 12, pp. 2971–2978, 2011.
[92] P. Saito, P. de Rezende, A. Falcão, C. Suzuki, and J. Gomes, “An active learning
paradigm based on a priori data reduction and organization,” Expert Syst. Appl.,
vol. 41, no. 14, pp. 6086–6097, 2014.
[93] J. P. Papa, A. X. Falcão, and C. T. N. Suzuki, “Supervised pattern classification
based on optimum-path forest,” Int. J. Imag. Syst. Tech., vol. 19, no. 2, pp. 120–131,
2009.
[94] L. M. Rocha, F. A. M. Cappabianco, and A. X. Falcão, “Data clustering as an
optimum-path forest problem with applications in image analysis,” Int. J. Imag.
Syst. Tech., vol. 19, no. 2, pp. 50–68, 2009.
[95] G. Wyszecki and W. Stiles, Color Science: Concepts and Methods, Quantitative
Data and Formulas. J. Wiley and Sons, 1982.
[96] L. A. C. Mansilla, “Image foresting transform with non-smooth connectivity func-
tions: adaptive weights, boundary polarity, and shape constraints,” Master’s thesis,
Institute of Mathematics and Statistics, University of São Paulo (SP), 2014.
[97] R. B. Dial, “Algorithm 360: Shortest-path forest with topological ordering,” Com-
mun. ACM, vol. 12, no. 11, pp. 632–633, 1969.
[98] S. Beucher and F. Meyer, “The morphological approach to segmentation: The wa-
tershed transformation,” in Mathematical Morphology in Image Processing. Marcel
Dekker, 1993, ch. 12, pp. 433–481.
[99] R. Audigier, R. A. Lotufo, and A. X. Falcão, “3D visualization to assist iterative
object definition from medical images,” Comp. Med. Imag. Grap., vol. 30, no. 4, pp.
217–230, 2006.
[100] J. C. Mazziotta, A. W. Toga, A. Evans, P. Fox, and J. Lancaster, “A Probabilistic
Atlas of the Human Brain: Theory and Rationale for Its Development: The Inter-
national Consortium for Brain Mapping (ICBM),” NeuroImage, vol. 2, no. 2, pp.
89–101, 1995.
[101] P. C. Vos, I. Is˘gum, J. M. Biesbroek, B. K. Velthuis, and M. A. Viergever, “Combined
Pixel Classification and Atlas-based Segmentation of the Ventricular System in
Brain CT Images,” in SPIE, vol. 8669, 2013, pp. 1–6.
[102] V. Grau, A. Mewes, M. Alcaniz, R. Kikinis, and S. Warfield, “Improved watershed
transform for medical image segmentation using prior information,” IEEE Trans.
Med. Imag., vol. 23, no. 4, pp. 447–458, april 2004.
BIBLIOGRAPHY 149
[103] R. Phellan, A. X. Falcão, and J. K. Udupa, “Medical image segmentation using
object atlas versus object cloud models,” in SPIE, vol. 9415, Orlando, USA, 2015,
pp. 94 151M–94 151M–11.
[104] L. Rittner, J. K. Udupa, and D. A. Torigian, “Multiple fuzzy object modeling im-
proves sensitivity in automatic anatomy recognition,” in SPIE, vol. 9034, San Diego,
USA, 2014, pp. 90 342U–90 342U–7.
[105] R. Phellan, A. X. Falcão, and J. K. Udupa, “Improving atlas-based medical image
segmentation with a relaxed object search,” in CompIMAGE, Pittsburgh, USA,
2014, vol. 8641, pp. 152–163.
[106] R. Minetto, T. V. Spina, A. X. Falcão, N. J. Leite, J. P. Papa, and J. Stolfi, “IFTrace:
Video segmentation of deformable objects using the Image Foresting Transform,”
Comput. Vis. Image Underst., vol. 116, no. 2, pp. 274–291, Feb. 2012.
[107] C. Tomasi and T. Kanade, “Detection and tracking of point features,” Carnegie
Mellon University, Tech. Rep. CMU-CS-91-132, 1991.
[108] R. A. Lotufo, A. X. Falcão, and F. A. Zampirolli, “IFT-Watershed from gray-scale
marker,” in SIBGRAPI, 2002, pp. 146–152.
[109] P. Salembier, A. Oliveras, and L. Guarrido, “Antiextensive connected operators for
image and sequence processing,” IEEE Trans. Image Process., vol. 7, no. 4, pp.
555–570, Apr 1998.
[110] E. B. Alexandre, A. S. Chowdhury, A. X. Falcão, and P. A. V. Miranda, “IFT-
SLIC: A general framework for superpixel generation based on simple linear iterative
clustering and Image Foresting Transform,” in SIBGRAPI, Salvador, Brazil, Aug
2015, pp. 337–344.
[111] R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and S. Süsstrunk, “SLIC Su-
perpixels Compared to State-of-the-art Superpixel Methods,” IEEE Trans. Pattern.
Anal. Mach. Intell., vol. 34, no. 11, pp. 2274 – 2282, 2012.
[112] F. Galasso, N. S. Nagaraja, T. J. Cárdenas, T. Brox, and B. Schiele, “A unified video
segmentation benchmark: Annotation, metrics and analysis,” in ICCV, Sydney,
Australia, Dec 2013.
[113] M. Tepper and G. Sapiro, “Decoupled coarse-to-fine matching and nonlinear regu-
larization for efficient motion estimation,” in ICIP, Orlando, USA, 2012.
[114] P. A. V. Miranda, A. X. Falcão, G. C. S. Ruppert, and F. A. M. Cappabianco, “How
to fix any 3d segmentation interactively via image foresting transform and its use
in mri brain segmentation,” in ISBI, Chicago, USA, March 2011, pp. 2031–2035.
[115] R. Phellan, “Medical image segmentation using statistical and fuzzy object shape
models,” Master’s thesis, Institute of Computing, University of Campinas (UNI-
CAMP), 2014.
BIBLIOGRAPHY 150
[116] R. A. Lotufo, A. X. Falcão, and F. A. Zampirolli, “Fast euclidean distance transform
using a graph-search algorithm,” in SIBGRAPI. Gramado, Brazil: IEEE Computer
Society, 2000.
[117] P. A. V. Miranda, A. X. Falcão, and G. C. S. Ruppert, “How to complete any
segmentation process interactively via image foresting transform,” in SIBGRAPI,
Gramado, Brazil, 2010, pp. 309–316.
[118] N. Moya, “Interactive segmentation of multiple 3d objects in medical images by op-
timum graph cuts,” Master’s thesis, Institute of Computing, University of Campinas
(UNICAMP), 2015.
[119] A. Criminisi, P. Perez, and K. Toyama, “Region filling and object removal by
exemplar-based image inpainting,” IEEE Trans. Image Process., vol. 13, no. 9, pp.
1200–1212, Sep 2004.
[120] T. V. Spina, J. A. Montoya-Zegarra, A. X. Falcão, and P. A. V. Miranda, “Fast
interactive segmentation of natural images using the image foresting transform,” in
DSP, Santorini, Greece, 2009, pp. 998–1005.
[121] J. Shi and J. Malik, “Normalized cuts and image segmentation,” IEEE Trans. Pat-
tern. Anal. Mach. Intell., vol. 22, no. 8, pp. 888–905, Aug 2000.
[122] D. Martin, C. Fowlkes, D. Tal, and J. Malik, “A database of human segmented natu-
ral images and its application to evaluating segmentation algorithms and measuring
ecological statistics,” in ICCV, Vancouver, Canada, July 2001, pp. 416–423.
[123] C. J. van Rijsbergen, Information retrieval, 2nd ed. London: Wiley Inter-science,
1979.
[124] P. Kohli, H. Nickisch, C. Rother, and C. Rhemann, “User-centric learning and eval-
uation of interactive segmentation systems,” Int. J. Comput. Vis., vol. 100, no. 3,
pp. 261–274, 2012.
[125] K. Li, X. Wu, D. Chen, and M. Sonka, “Optimal surface segmentation in volumetric
images: A graph-theoretic approach,” IEEE Trans. Pattern. Anal. Mach. Intell.,
vol. 28, no. 1, pp. 119–134, 2006.
[126] L. Liang, K. Rehm, R. Woods, and D. Rottenberg, “Automatic segmentation of
left and right cerebral hemispheres from MRI brain volumes using the graph cuts
algorithm,” NeuroImage, vol. 34, no. 3, pp. 1160–1170, 2007.
[127] Y. Boykov, O. Veksler, and R. Zabih, “Fast approximate energy minimization via
graph cuts,” IEEE Trans. Pattern. Anal. Mach. Intell., vol. 23, no. 11, pp. 1222–
1239, 2001.
[128] R. Bellman, Dynamic Programming. Princeton University, 1957.
BIBLIOGRAPHY 151
[129] T. V. Spina and A. X. Falcão, “Robot users for the evaluation of boundary-tracking
approaches in interactive image segmentation,” in ICIP, Paris, France, Oct 2014.
[130] K. McGuinness and N. E. O’Connor, “Toward automated evaluation of interactive
segmentation,” Comput. Vis. Image Underst., vol. 115, no. 6, pp. 868–884, 2011.
[131] J. Demšar, “Statistical comparisons of classifiers over multiple data sets,” J. Mach.
Learn. Res., vol. 7, pp. 1–30, Dec. 2006.
[132] B. Klava and N. Hirata, “A model for simulating user interaction in hierarchical
segmentation,” in ICIP, Paris, France, Oct 2014, pp. 4358–4362.
[133] V. Gangapure, S. Nanda, A. S. Chowdhury, and X. Jiang, “Causal video segmenta-
tion using superseeds and graph matching,” in GbR, Beijing, China, 2015, vol. 9069,
pp. 282–291.
[134] G. Esposito, P. Venuti, F. Apicella, and F. Muratori, “Analysis of unsupported gait
in toddlers with autism,” Brain Dev., vol. 33, no. 5, pp. 367–373, 2011.
[135] G. Dawson, “Early behavioral intervention, brain plasticity, and the prevention of
autism spectrum disorder,” Dev. Psychopathol., vol. 20, no. 03, pp. 775–803, 2008.
[136] T. V. Spina, M. Tepper, A. Esler, V. Morellas, N. Papanikolopoulos, A. X. Falcão,
and G. Sapiro, “Video human segmentation using fuzzy object models and its ap-
plication to body pose estimation of toddlers for behavior studies,” CoRR – arXiv,
Tech. Rep., May 2013, http://arxiv.org/abs/1305.6918.
[137] J. Hashemi, T. V. Spina, M. Tepper, A. Esler, V. Morellas, N. Papanikolopoulos,
and G. Sapiro, “A computer vision approach for the assessment of autism-related
behavioral markers,” in ICDL-EpiRob, San Diego, USA, Nov 2012, pp. 1–7.
[138] J. Hashemi, M. Tepper, T. V. Spina, A. Esler, V. Morellas, N. Papanikolopoulos,
H. Egger, G. Dawson, and G. Sapiro, “Computer vision tools for low-cost and non-
invasive measurement of autism-related behaviors in infants,” Aut. Res. Treat., vol.
2014, pp. 1–12, 2014, article ID 935686.
