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Abstract
Indirect dissolution is modelled using a two-component lattice Boltzmann model. A boundary condition is developed to impose
equilibrium concentrations on the interfaces. The interfaces are captured using a volume-tracking scheme. The model is applied
to a one-dimensional diffusion couple and the expected behaviour is observed. A two-dimensional situation with and without
convection is also simulated, and the behaviour under grid refinement is studied.
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1. Introduction
Dissolution phenomena are widely encountered in materials science and materials engineering. Leaching of metal
ores, corrosion of metals, degradation of refractory materials in high temperature processing or additions to liquid
metals or slags are only a few examples. Indirect dissolution, i.e. the formation of a second solid phase on the surface
of a dissolving solid, is often encountered in refractory degradation [1,2]. Similar phenomena have been observed in
liquid phase sintering [3] or incongruent reduction of carbides [4].
Concentration driven congruent solidification and melting, which are similar to direct growth and dissolution, have
been modelled with various approaches. Phase field models have been presented even for the numerically difficult
problem of dendritic growth [5,6]. A great advantage of the phase field method is the treatment of the interface and
the bulk with the same equations. However, this method has some inherent limitations, since its diffuse interfaces
require a large resolution to prevent non-physical effects, thus demanding large computational power. Sharp interface
techniques more closely approximate the real interface thickness, at the penalty of requiring a separate treatment of
the interfaces. These techniques may however be more suitable to model indirect reactions, where thin interfacial
layers are present.
For diffusion-controlled moving boundary problems in simple geometries based on thermodynamic data, numerical
solution techniques have been developed, an overview of which can be found in [7].
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Fig. 1. Fictitious isobaric phase diagram used to model the formation of a second solid phase γ on a phase α in contact with a liquid L at temperature
T0. The constant temperature section is shown on the bottom, with indication of the equilibrium concentrations at the interface. The metastable
diagram, in case γ does not form, is extended in grey.
Lattice Boltzmann methods (LBM) are powerful techniques for materials science researchers, especially for
complex geometries [8]. In LBM diffuse interface models have been developed for immiscible fluids [9,10],
where again the kinetics of e.g. wetting are largely influenced by the modelled interface width [11]. When
targeting convective dissolution problems in two or three dimensions, the capability to handle arbitrarily shaped
boundaries and multi-component liquids is appealing. Arbitrarily shaped boundaries have been used to model particle
suspensions [12] or flow through porous media [13]. Szymczak and Ladd have modelled fracture dissolution at the
pore scale using LBM for the flow field calculations and a random walk algorithm for the solute transport [14]. The
authors assumed a reaction-controlled dissolution mechanism.
Also, models have been developed for diffusion problems involving bulk reactions, which can be coupled to a flow
solver [15]. Multi-component models such as [16,17] on the other hand can treat convection and diffusion at the same
time, thus eliminating coupling schemes for the necessary interaction.
In this work, we develop a model for diffusion-controlled indirect dissolution in a convective fluid. First, we will
discuss indirect dissolution from a thermodynamic viewpoint. Next, the numerical methods and the results of the
model are presented.
2. Thermodynamic considerations
Fig. 1 shows a fictitious phase diagram for two components A and B. We consider a constant temperature section
T = T0 in which two solid phases (α and γ ) and one liquid phase (L) can exist. At T0, α contains mainly A with
considerable solubility for B, whereas L contains mainly B with considerable solubility for A. Component B can
thus be seen as the solvent, and A as the solute. The γ phase is an AxB compound with some solubility for both
components. It is assumed that all phases have the same density. We further assume local equilibrium at the interface,
i.e. the interface reaction kinetics are so fast they have no influence on the dissolution kinetics. This assumption of
diffusion-control is often made for high temperature processes [18]. When two of the phases, say α and γ , are in
contact, the concentrations at the interface are then the equilibrium concentrations. In the α phase, the concentration
of B is ξα−γB . In the γ phase, it is ξ
γ−α
B . A similar statement can be made for L in contact with γ .
Now, say some α is brought into contact with liquid. From a local equilibrium point of view, γ will form at the
interface, since it has a stability region at the considered temperature. The interfacial concentrations in the three
S. Arnout et al. / Computers and Mathematics with Applications 55 (2008) 1377–1391 1379
phases are given by the black points in Fig. 1. However, some kinetic restriction (nucleation or growth) might inhibit
the formation of γ . In that case, the metastable solidus and liquidus line need to be considered. These indicate the
equilibrium compositions when α and L are in direct contact: ξα−LB and ξ
L−α
B . Most likely, those concentrations will
not be the same as for the same phases in contact with γ (ξα−γB and ξ
L−γ
B ). In the proposed phase diagram, the
solubility of B in α and of A in L is larger. This will have an important effect on the dissolution speed.
3. Numerical methods
The diffusion and convection in the liquid is simulated using a two-component lattice Boltzmann model. The same
model is used to solve the diffusion equation in the solid phases. These phases are treated as different computational
domains with sharp phase boundaries, captured using a volume-tracking scheme. Equilibrium concentrations are
imposed on the interfaces (phase domain boundaries) using an interpolated boundary condition. For use at the
simulation domain boundaries, boundary conditions to impose no-slip or a fixed pressure, and no-flux or a fixed
concentration are derived. These various aspects will be discussed in more detail in the following paragraphs.
In the general model description the symbol σ will be used for one of the components (A or B in the binary example
case), ς is then another component (B or A in the binary case). A general phase (α, γ or L in the example) will be
indicated by φ, another phase will then be called ϕ.
3.1. Macroscopic equations
The macroscopic equations and boundary conditions, solved with the lattice Boltzmann model described below,
will be listed in this section. For each component σ , the following Navier–Stokes equation is solved, in which the last
term shows the diffusive interaction with the other component:
ρσ ∂tuσ + ρσuσ ·∇uσ = −∇pσ + ρσ νσ∇2uσ + ρσFσ − 13Dσς
nσnς
n
(uσ − uς ). (1)
Herein ρσ is the partial density, pσ = ρσ Rσ T = ρσ /3 is the partial pressure, and nσ = ρσ /mσ is the number
density of component σ , with mσ its molecular mass. Further, uσ is its velocity, νσ its viscosity and Fσ is the external
force acting on σ ; Rσ is its gas constant, T is the temperature and t is the time. Finally, Dσς is the mutual diffusion
coefficient.
In the absence of diffusion, uσ = uς , and the equation reduces to the single component Navier–Stokes equation,
ρ∂tu+ ρu ·∇u = −∇p + ρν∇2u+ ρF, (2)
now with the total density ρ and similar variables for the total fluid.
Further, for equal molar densities and external forces for both components (mσ = mς and Fσ = Fς ), the
advection–diffusion equation in term of the mass or molar concentration ξσ ≡ nσn is:
∂tξσ + u ·∇ξσ = 1
ρ
∇ · D∗∇ξσ , (3)
with the appropriate diffusion coefficient D∗, defined in [16].
In the solids, the total density ρ is constant and the total velocity u = 0, which yields the diffusion equation,
∂tξσ = 1
ρ
∇ · D∗ξ∇ξσ . (4)
The equations in every phase domain are closed by boundary conditions. We assume all phases have the same
density; therefore, on the phase interfaces in the phase φ, the total velocity is zero,
u(X) = 0. (5)
The concentration is given by the contact with an other phase ϕ, as illustrated in the next section:
ξσ (X) = ξφ−ϕσ . (6)
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Diffusion fluxes J at the interface result in a change of the interface location X:
∂tX = J
φ
σ − Jϕσ
ρ
φ
σ − ρϕσ
, (7)
where Jφσ is the flux of σ in the phase φ.
On the computational domain boundaries a fixed pressure p = p0 or velocity u = u0 is given. Also the
concentrations ξ = ξ0 or the fluxes J = 0 are given.
3.2. Two-component lattice Boltzmann model
Diffusion and convection in two-component liquids can be simulated using the lattice Boltzmann model by Luo
and Girimaji [16]. In the solid domains only the diffusion equation has to be solved. To simplify the interface tracking,
the same LBM model is used, thus treating the solid domains as stationary liquids.
Given a discrete velocity set ek , a set of distribution functions f σk is defined for every component σ . In the case of
two components, the following lattice Boltzmann equation gives the evolution of one set of distribution functions:
f σk (xi + ekδt , t + δt )− f σk (xi , t) = Jσσk + Jσςk (8)
with ς the other component, xi the grid node, and δt the time step. Jσσk and J
σς
k are the self-collision term and the
cross-collision term, describing respectively the effect of collision of like and different particles. These terms are given
by:
Jσσk = −
1
τσ
[
f σk − f σ(0)k
]
(9)
Jσςk = −
3
τD
ρς
ρ
f σ(eq) (ek − u) ·
(
uσ − uς
)
. (10)
The relaxation parameters τD and τσ determine the simulated diffusion coefficient and viscosity, respectively.
When they are equal to each other this model is identical to the model presented in [17]. The mass densities ρσ and ρς
and the flow velocities uσ and uς for the components σ and ς , are defined as the velocity moments of the distribution
functions:
ρσ =
∑
k
f σk =
∑
k
f σ(0)k (11)
ρσuσ =
∑
k
f σk ek =
∑
k
f σ(0)k ek . (12)
The total density and velocity are:
ρ = ρσ + ρς (13)
ρu = ρσuσ + ρςuς . (14)
The equilibrium distribution function f σ(0)k has the following form:
f σ(0)k = [1+ 3 (ek − u) · (uσ − u)] f σ(eq)k (15)
f σ(eq)k = wkρσ
[
1+ 3ek · u+ 92 (ek · u)
2 − 3
2
u · u
]
(16)
with the weight factors wk dependent on the choice of the discrete velocity set ek . Our model will be presented
using a D2Q9 discrete velocity set, numbered as shown in Fig. 2. However, extension to three-dimensional sets is
straightforward. In our case,
wk =
4/9, k = 01/9, k = 1− 41/36, k = 5− 8. (17)
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Fig. 2. D2Q9 velocity set.
3.3. Boundary conditions
To impose equilibrium concentrations on the interfaces, a boundary condition is developed. First, a simple halfway
version will be discussed, and afterwards the interpolation scheme will be explained. Inlet and outlet conditions,
imposing a pressure drop over the domain and a known concentration at the inlet, have also been defined for the
multicomponent model.
3.3.1. Halfway bounce-back concentration boundary condition
Suppose the node xi is a fluid node, and the neighbouring node xi +ekδt is a solid node. The incoming populations
f σ
k¯
(t + δt), with ek¯ = −ek , are unknown. The following equation imposes a concentration ξσ in the fluid halfway
between the solid and the fluid node [19]:
f σ
k¯
(t + δt) = 2ξσ
(
f σk + f ςk
)− f σk . (18)
The distribution functions at the right-hand side are taken at the time step t , after collision.
Summing Eq. (18) over σ yields exactly the halfway bounce-back condition, hence the imposed velocity on the
wall is zero [20]:∑
σ
f σ
k¯
(t + δt) =
∑
σ
f σk . (19)
3.3.2. Interpolated concentration boundary condition on a link
Since in general the interface will not be located halfway between two nodes, an interpolation scheme has been
developed [21]. This scheme is very similar to the one developed in [22] for single-component bounce-back and can
be explained using Fig. 3. We consider a fluid node xi with a solid neighbour xs in the direction k. For quadratic
interpolation the following equations describe the boundary condition.
f σ
k¯
(xi , t + δt) = 1q(2q + 1) f
σ
k¯
(x f , t + δt)+ 2q − 1q f
σ
k¯
(xi , t)+ 1− 2q1+ 2q f
σ
k¯
(xi ′ , t), q >
1
2
(20)
f σk (x f , t) = q(2q + 1) f σk (xi , t)+ (1+ 2q)(1− 2q) f σk (xi ′ , t)− q(1− 2q) f σk (xi ′′ , t), q <
1
2
. (21)
For the ease of the discussion, the direction k is scaled by ‖ek‖, so that the distance between two grid nodes on the
link is 1. If the (scaled) distance q from xi to the interface is larger than 1/2, the populations f σk¯ (t + δt) are reflected
according to Eq. (18) to a fictitious node x f , located at 1− q away from the interface. Subsequently, the populations
f σ
k¯
(t + δt) are interpolated from the reflected populations and the known populations after advection, according to
Eq. (20).
If q < 1/2, again a node x f is thought to lie at 1 − q away from the interface. First, the populations f σk (x f , t)
before advection are constructed by interpolation according to Eq. (21). These can be then reflected to xi according to
Eq. (18).
Unlike in [22], no correction for the speed is needed, since in this model the solid is stationary, and the fluid
and solid have the same density. This means the interface can be displaced without generating any velocity in the
fluid.
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Fig. 3. Concentration boundary condition: (a) halfway, (b) and (c) interpolated.
3.3.3. Pressure and concentration inlet condition
To impose a pressure drop over the domain and a fixed concentration at the inlet, boundary conditions have been
derived. At the inlet, imposing the pressure and concentration means imposing the density of both components.
Following the approach of Zou and He [23], this can be done as follows. Consider a node at the west side of the
domain, where the six populations f σ1 , f
σ
5 and f
σ
8 are unknown. The x-component of the component velocity uσ is
determined by the density:
uxσ = 1− 1
ρσ
(
f σ0 + f σ2 + 2 f σ3 + f σ4 + 2 f σ6 + 2 f σ7
)
. (22)
It is assumed that the y-component u yσ is zero. Bounce-back of the non-equilibrium part of f σ3 closes the set of
equations in the unknown populations f σ1 , f
σ
5 and f
σ
8 .
ρσuxσ = f σ1 + f σ5 + f σ8 − f σ3 − f σ6 − f σ7 (23)
ρσu yσ = 0 = f σ2 + f σ5 + f σ6 − f σ4 − f σ7 − f σ8 (24)
f σ1 − f σ(0)1 = f σ3 − f σ(0)3 . (25)
We define Qσ ≡ f σ(0)1 − f σ(0)3 as the reflected non-equilibrium part. It can be calculated using Eq. (16). Solving
Eqs. (23)–(25) yields the following equations for every component σ , which can be used to calculate the populations
after streaming:
f σ1 = f σ3 + Qσ (26)
f σ5 = f σ7 −
1
2
(
f σ2 − f σ4
)+ ρσuxσ
2
− Qσ
2
(27)
f σ8 = f σ6 +
1
2
(
f σ2 − f σ4
)+ ρσuxσ
2
− Qσ
2
. (28)
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Fig. 4. Discretization of the interfaces with a volume-tracking method.
3.3.4. Pressure and zero diffusion flux outlet condition
Since the concentration at the outlet is not known, the total density is imposed, and diffusion fluxes are set to zero
(u = uσ ). For a node at the east side of the domain, f σ3 , f σ6 and f σ7 are unknown. It is again assumed that u y = 0.
The x-component is determined by the total density. This in turn determines the component density:
ux = 1− 1
ρ
∑
σ
(
f σ0 + 2 f σ1 + f σ2 + f σ4 + 2 f σ5 + 2 f σ8
)
(29)
ρσ = 11+ ux
(
f σ0 + 2 f σ8 + f σ2 + 2 f σ1 + f σ4 + 2 f σ5
)
. (30)
Very similar equations to Eqs. (23)–(25) can be obtained, and solving them for f σ3 , f
σ
6 and f
σ
7 yields:
f σ3 = f σ1 − Qσ (31)
f σ6 = f σ8 −
1
2
(
f σ2 − f σ4
)− ρσux
2
+ Qσ
2
(32)
f σ7 = f σ5 +
1
2
(
f σ2 − f σ4
)− ρσux
2
+ Qσ
2
. (33)
3.4. Interface tracking
Several phases are considered in the model: the liquid phase, and two solid phases α and γ . To track the interfaces
between these phases, the domain is divided into cells, similar to the Volume of Fluid (VOF) approach for fluid flow
simulations. The volume fraction of every phase φ in the cell is attached to the node in the center of the cell, and is
denoted by aφ , ranging from 0 to 1. The calculation domain is divided into phase domains: a node is considered a
calculation node of the phase for which aφ > 1/2 on that node, as Fig. 4 shows. In the current model, only two phases
are allowed in a cell, hence γ -layers thinner than one lattice unit cannot be resolved.
3.4.1. Application of concentration boundary condition
The boundary condition described in Section 3.3.2 is used to impose the concentration on both sides of the
interfaces. Suppose the node xi is located near the interface, and in the phase φ. The boundary condition is applied for
the directions in which the neighbouring nodes belong to another phase. Two possibilities exist: either the cell xi is
filled with the phase φ (aφ = 1), or there is also some other phase in the cell (aφ < 1). In the first case (aφ(xi ) = 1),
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Fig. 5. Examples for the application of the boundary condition on two nodes. Left: aγ < 1, right: aγ = 1. The length of the thick solid lines
indicates the value of q used for the interpolation in the boundary condition.
the distance to the interface is set to:
q = 1
2
+ aφ(xs). (34)
Since the neighbouring node xs has by definition aφ(xs) < 1/2, it is known that 1/2 < q < 1. Hence, Eq. (20) is
applied. In the second case (aφ(xi ) < 1) q is set to:
q = aφ(xi )− 12 . (35)
Here it is known that 0 < q < 1/2, and Eq. (21) is used. Fig. 5 shows some examples for both situations. When
not enough nodes of the same phase are available for the interpolation procedure, the boundary condition is simplified
to the halfway case of Eq. (18).
3.4.2. Interface movement
Suppose a phase φ is in contact with a phase ϕ. In a one-dimensional situation, the movement of the interface
location X is a function of the diffusion fluxes on both sides:
dX
dt
= J
φ
σ − Jϕσ
ρ
φ
σ − ρϕσ
(36)
in which Jφσ and J
ϕ
σ are the mass diffusion fluxes of σ in the phase φ under consideration and the neighbouring phase
ϕ. ρφσ and ρ
ϕ
σ are the partial densities of the component σ . This is a generalized Stefan condition [24]. In the discrete
system explained above, mass conservation yields the following calculation for the change of the phase volumes aφ :
∆aφ =
∑
xnb∈ϕ
(
f σ
k¯
(t + δt)− f σk (t)
)
xi
−
(
f σ
k¯
(t + δt)− f σk (t)
)
xnb
ρ
φ
σ − ρϕσ
. (37)
The distribution functions at t + δt are again pre-collision, the ones at t are post-collision. The influence of both
fluxes is now the influence of the boundary condition at both sides of the interface, being at the node itself and at the
neighbouring nodes. In simple terms, every time the boundary condition is applied, a small change is made to the new
value of aφ and aϕ , in the cell containing more than one phase.
3.4.3. Empty or full cells
When changing the fractions of the phases in a cell, these can end up higher than one or below zero. Since the
sum always remains one, a value aφ > 1 means there is an aϕ < 0. For such a cell, the excess of φ is divided over
neighbouring cells with 0 ≤ aφ < 1 by exchanging it with ϕ, so that the sums remain one. A few remarks are to
be made here. First, it is important to redistribute the excesses symmetrically. In our current approach, the excess is
distributed in equal amounts to the neighbours which had 0 ≤ aφ < 1 before redistribution. When the new value of aφ ,
already updated by the ongoing redistribution procedure, is used, symmetry is not guaranteed: when a row of excesses
has to be distributed, the situation for the second cell may be changed by the first cell. However, our approach implies
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Fig. 6. Concentration after t = 104 time steps (solid line) of A for the one-dimensional growth test. The initial concentration (dashed line) is
plotted for comparison.
that during redistribution some new excesses may be formed. These can be detected, and redistributed. Second, it
can be important to set the fractions exactly to zero or one after redistribution, since those cells might be regarded as
interface cells if some rounding error occurred.
3.4.4. Change of node type
When a volume fraction changes from aφ < 1/2 to aφ > 1/2, the node under consideration becomes a node in the
phase φ. New distribution functions need to be constructed, since the ones present on the node belong to another phase
domain, where concentration, flux and velocity are different. This is done by extrapolation in the φ domain, as in [25]
for single phase flow. From the directions with enough nodes of the same phase, the one closest to the normal on the
interface is chosen for extrapolation. The (pseudo)gradient n in aφ is used to estimate the normal on the interface. It
is calculated as the general gradient defined in [26]:
n =
4∑
k=1
aφ(xi + ek)ek − 14
8∑
k=5
aφ(xi + ek)ek . (38)
The direction eke which maximizes eke ·n/‖eke‖ is used. For quadratic extrapolation, the following equation is used
for every f σk [25]:
f σk (xi ) = 3 f σk (xi + eke )− 3 f σk (xi + 2eke )+ f σk (xi + 3eke ). (39)
If not enough nodes are available to enable quadratic or linear extrapolation, equilibrium distribution functions
with the equilibrium concentrations ξφσ at the interface are constructed.
4. Results
In this section, numerical results will be presented for a one-dimensional problem, and for a two-dimensional
problem without convection under grid refinement. Finally, a problem with convection will be simulated.
4.1. One-dimensional diffusion couple
A one-dimensional diffusion couple is simulated with the two-dimensional model. At the start of the simulation,
the left-hand side of the domain is liquid (100% B), the right-hand side is α (100% A). A layer of γ is initialized at
the center. The domain is 400 by 3 nodes and τD is set to 0.75. At both edges, the initial composition is imposed. In
the Y -direction periodic boundary conditions are used.
Fig. 6 shows the initial concentration of A and the concentration after t = te = 104 time steps. The diffusion length√
(Dt) at this time is used to yield a dimensionless length. The chosen equilibrium concentrations of A can be seen
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Fig. 7. Thickness of the γ layer in the one-dimensional growth test. The result of the numerical model is compared with the expected parabolic
growth law, and an analytical approximation.
Fig. 8. Thickness of the γ layer in the one-dimensional growth test, on a logarithmic scale. A dashed line with slope 1/2 is shown for comparison.
on the interfaces: ξ L−γA , ξ
γ−L
A , ξ
γ−α
A and ξ
α−γ
A are 20%, 40%, 60% and 90%, respectively. It is clear that the edges
cannot have any effect at this time, and the size of the α and L domains can be approximated by half-infinity. Fig. 7
shows the thickness d of the γ -layer as a function of time. A small initial decrease is observed, due to the presence
of a thin layer between α and L with flat concentration profiles. After some 100 time steps, the boundary layers have
been created, and the growth catches up with the expected parabolic behaviour [27]:
d = c√t − t0 (40)
in which t0 is the time at which d = 0. On the logarithmic scale of Fig. 8, the transient is enlarged, and the 1/2-power
law is confirmed. The dimensionless constants c = 1.065 and t0 = −0.005415 have been fitted in Fig. 7, since
they cannot be calculated analytically. An approximation for c can however be found. As in [28], we assume error
functions λierf(x/
√
Dt)+ λ j for the concentrations in the half-infinite phases, and parabolic evolution λk
√
Dt of the
interface positions. Next, the concentration profile in the γ -layer is assumed to remain linear at all times. At t = 0,
the thickness d = 0 (t0 = 0) and the concentrations are constant. The concentration and Stefan boundary conditions
yield equations, from which the constants λ can be solved. The eventual solution for the thickness is:
d = ca
√
Dt . (41)
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Fig. 9. Change in shape of a square through direct dissolution. The interface is reconstructed at different time steps, indicated above the interface.
x and y are shown in dimensionless units and lattice units, respectively.
With D the diffusion coefficient (in our case 1/12) and ca numerically determined as 1.098. A linear concentration
profile in the layer would however require the fluxes to change infinitely fast in the center of the layer. Therefore,
this approximation overestimates the fluxes at the interfaces and hence the growth speed. The approximation can be
compared with the numerical results in Fig. 7.
4.2. Two-dimensional symmetric problem under grid refinement
On a domain of 93 by 93 nodes, a square of 54.3 lattice units (l.u.) is initialized. On the edges of the simulation
box no-flux is imposed using regular halfway bounce-back. Two situations are considered: either the square consists
completely of α, and γ cannot form, or the outside layer (9.3 l.u.) consists of γ , which will grow into the other
phases. The initial compositions of liquid, γ and α are 0%, 50% and 100% A. The solubilities in the presence of γ are
ξ
L−γ
A = 20%, ξγ−LA = 40%, ξγ−αA = 60% and ξα−γA = 90%. In the absence of γ , the solubilities are ξ L−αA = 70%
and ξα−LA = 80%. The relaxation constant τD is set to 0.75.
Figs. 9 and 10 show the change in shape of the interfaces in both cases. The time te at which the solid disappears
in the case of direct dissolution is used to yield dimensionless length and time scales. The interface has been
reconstructed from the aφ values, and shows some irregularity due to the finite grid size. It can be noticed that the
results remain perfectly symmetric. A comparison between the volumes of solid in both cases is shown in Fig. 11. The
dissolution of α is much faster in the case without γ . The higher mutual solubilities provide a higher driving force
for diffusion. In the case with γ , the total amount of solid only increases. This is due to the growth of γ , not only
replacing α but also growing into the liquid. The amount of solid stabilizes after all α is transformed, since the liquid
saturates and the source of A in the center is dried up. Both liquid and solid now have the equilibrium concentrations.
The same simulation is now performed for different grid sizes to evaluate the effect of grid refinement. The grid
size M is chosen 31, 93, 155, 217, 279 and 341 nodes to include the nodes of the coarser grids in the finer ones.
Further, the simulations are performed for τD = 0.75 and τD = 1. As illustrated by the profile of the density of A
around the center of the α-phase in Fig. 12, the solutions clearly converge.
Next the evolution of the error on this profile is evaluated. Since there is no analytical solution, the root mean
squared error (RMSE) is calculated on the common nodes, compared to the finest grid for τD = 1. These errors are
plotted on Fig. 13, where it can be seen that the results for both values of τD converge to the same solution. As usual,
deviations from τ = 1 induce larger errors. A Richardson extrapolation is used to find the ‘error’ for δx = 0, or rather
the remaining error for the finest grid. This value is added to the all errors when plotted on the logarithmic scale of
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Fig. 10. Change in shape of a square through indirect dissolution. Phases are indicated by grayscale. Labelled contours indicate the concentration
of A.
Fig. 11. Amounts of the solid phases (indicated between brackets) in the case of direct and indirect dissolution for the first 1000 time steps.
Fig. 14. A clear first order convergence is observed for τD = 0.75. Here, least square fitting yields a slope of 1.0099.
For τ = 1, the errors are smaller for the smaller grids, but this advantage is lost when increasing the grid size.
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Fig. 12. Convergence of the solutions under grid refinement. The shown profile is the value of ρA around the center of the α phase on t = 50M2.
Fig. 13. Root mean squared error compared to finest grid solution as a function of the grid spacing δx .
Fig. 14. Logarithm of the root mean squared error under grid refinement, after correction by Richardson extrapolation.
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Fig. 15. Indirect dissolution of a square box in a channel for Sc = 6.7 after (a) 1200 and (b) 5000 time steps.
Fig. 16. Indirect dissolution of a square box in a channel for different Sc numbers and constant Re. Horizontal and vertical dimension of the
dissolving shape are indicated by solid and dashed lines.
4.3. Two-dimensional problem with convection
A solid square box 27.6 l.u. consisting of an outside γ -layer of 2.4 l.u. and a core of α is placed in the center of
a domain of 81 by 81 nodes. Using the inlet and outlet boundary conditions defined in Sections 3.3.3 and 3.3.4, a
dimensionless pressure difference of 0.02 is imposed over the domain. The initial and inlet concentration is 5% A.
At the top and bottom of the simulation domain, no-flux is imposed using halfway bounce-back. To initialize the
flow field, 1000 steps are performed without imposing the concentration on the walls of the solid. With this approach
pressure waves are eliminated before the actual dissolution simulation starts.
The relaxation parameters τσ are equal to 1.5. The diffusion parameter τD is chosen 0.65, 0.80 and 1.5. This makes
the Schmidt number Sc = ν/D = 6.7, 3.3 and 1. The convection at the start is equal in the three cases, with an initial
Reynolds number Re ≈ 5. Hence the initial Peclet number Pe = Re.Sc is about 33, 17, and 5. Fig. 15 shows the
resulting shape for Sc = 6.7. In Fig. 16 a comparison is made between the evolution in the three cases. It can be noted
that, as expected, the higher the diffusion (and the lower Sc and Pe), the faster the structure dissolves, and the smaller
the aspect ratio of the resulting shape.
5. Conclusion
We proposed a model for diffusion-controlled indirect dissolution. In a two-component lattice Boltzmann
framework, an off-grid boundary condition to impose the equilibrium concentration has been developed. This
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boundary condition is coupled with a description of the interface movement by the volumes of the phases. The
model is applied to a one-dimensional problem with an approximate analytical solution, and the expected behaviour is
observed. The behaviour of the model under grid refinement is studied for a two-dimensional problem. Convergence
of first order in the grid size is observed. It is shown that this model can be used to simulate indirect dissolution of
arbitrarily shaped structures in a convective fluid.
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