An increasing number of recent applications rely on the solution of nonlinear semidenite programs. First and second order optimality conditions for nonlinear programs are widely known today. This paper presents a self-contained generalization of these optimality conditions to nonlinear semidenite programs, highlighting some parallels and some dierences. It starts by discussing a constraint qualication for both programs. First order optimality conditions are presented for the case where this constraint qualication is satised. For the second order conditions, in addition, strict complementarity is assumed.
Introduction
Recent applications in areas such as free material optimization [6] , robust control [4] , passive reduced order modeling [5] , combinatorial optimization [9] , and others rely on the solution of nonlinear semidenite programs. An implementation for solving such problems is presented in [7] , for example.
We derive a generalization of the optimality conditions for nonlinear programs to nonlinear semidenite programs, highlighting some parallels and some dierences. Aim of this paper is to condense and simplify the more general results in the book by Bonnans and Shapiro [2] .
In Section 2.1 the problems and notation are introduced. Then, constraint qualications for both programs are introduced. First order optimality conditions are presented for the case where a constraint qualication is satised.
Finally, second order conditions are presented, where in addition, strict complimentarity is assumed.
First order conditions 2.1 NLSDPs and NLPs
This paper concerns nonlinear semidenite optimization problems of the form minimize f (x) | F (x) = 0, (1) G(x) 0. For comparison we also consider nonlinear optimization problems of the form
G(x) ≤ 0, with componentwise 1 inequalities G(x) ≤ 0.
This section will emphasize the dierences between NLSDPs of the form (1) and NLPs of the form (2) . In particular, we emphasize two major points:
• First, the relation of tangential and linearized cones does not translate in a straightforward fashion from (2) to (1).
• And second, at an optimal solution, the curvature in the Lagrangian differs substantially in (2) and in (1).
The derivatives of f and F at a point x are, as usual, represented by a row vector Df (x) and the m × n Jacobian matrix DF (x). The entries of the vector F (x) will be denoted by F ν (x) for 1 ≤ ν ≤ m and the rst and second derivatives of F ν by DF ν (x) and D 2 F ν (x). Thus, DF ν (x) is the ν-th row of DF (x).
The derivative of G at a point x is a linear map DG(x) : IR n → S 
1 Assuming that G(x) is a symmetric matrix, and that the o-diagonal inequalities are thus listed twice among the inequalities G(x) ≤ 0, introduces some complication in the discussion of nondegeneracy for (2) . Below, we will work with Lagrange multipliers being symmetric as well, thus counting the o-diagonal inequalities just once. To make things short, we may simply ignore the fact that formally, (2) contains redundant constraints.
DG(x) satises the characteristic equation
The matrix entries of G i (x) will be referred to by (G i (x)) k,l . As a short hand notation we will write
where (DG(x)) k,l is a row vector with entries (G i (x)) k,l .
Linearized subproblems
Assume that some pointx ∈ IR n is given. Linearizing f, F , and G in (1) about
x yields the linearized semidenite programming problem:
Here, we maintain the cone constraint 0 and do not use a linearization involving the tangential cone to the set of negative semidenite matrices. This allows a direct analysis of SQP type methods and of optimality conditions as discussed below.
Likewise, for (2), we obtain the linearized problem
We recall that the rst order optimality conditions of (1) or of (2) simply refer to the problems (3) or (4). It is therefore crucial to understand the relation of (1) and (3).
Tangential and linearized cones
We denote the feasible set of the NLSDP (1) by F 1 and recall that the tangential cone of F 1 at a pointx ∈ F 1 is given by
Loosely speaking, if the feasible set is smooth in a neighborhood ofx, the set T 1 may be viewed as the set of all directions ∆x such thatx + ∆x is feasible for small > 0 or almost feasible. It is straightforward to verify that Df (x)∆x ≥ 0 must hold true for all ∆x ∈ T 1 ifx is a local minimizer of (1). We denote the tangential cone of (3) at ∆x = 0 by L 1 . L 1 is the linearized cone of the NLSDP (1) atx. As before, Df (x)∆x ≥ 0 must hold true for all ∆x ∈ L 1 ifx is a minimizer of (3).
Thus, the relation of the rst order optimality conditions of (1) and (3) depends on the relation of T 1 and L 1 .
For illustration we return to the NLP (2) and denote the feasible set of (2) by F 2 and the tangential cone at a pointx ∈ F 2 by T 2 . Likewise, let L 2 be the linearized cone of the NLP (2) at a pointx. The linearized cone is thus given by
A key argument in nonlinear optimization is based on the fact that T 2 ⊂ L 2 always holds true. This fact can be established by a simple argument: For ∆x ∈ T 2 we have by denition (5)
Dividing this by α k > 0 and using the fact that F (x) = 0 yields
and taking the limit as k → ∞ yields 0 = DF (x)∆x, i.e. ∆x satises the equality constraints in the denition of L 2 . Applying the same argument to the
for NLPs of the form (2).
Constraint qualications for NLP
• The converse direction L 2 ⊂ T 2 can be shown, for example, when the MFCQ-constraint qualication for (2), DF (x) has linearly independent rows (8) ∃∆x such that DF (x)∆x = 0 and
is satised (see [8, 12, 13] or [11] Denition 12.5). In this case, since the above characterization of L 2 is polyhedral, also the set T 2 is polyhedral.
• For later reference we also recall the linear independence constraint qualication LICQ for problem (2), DF ν (x) and (DG(x)) k,l are linearly independent (10) for 1 ≤ ν ≤ m and (k, l) with k ≤ l and (G(x)) k,l = 0. It is easy to see that (10) implies (8), (9) .
Note that the semidenite constraint G(x) 0 can be represented by an exponential (but nite!) number of smooth nonlinear inequality constraints, namely that the determinants of all principal submatrices of −G(x) be nonnegative. Thus, one might expect, that the tangential cone T 1 is also a polyhedral cone.
As we will see, this is not the case! (The determinant will not satisfy MFCQ (9) when zero is an eigenvalue of multiplicity more than one.)
We derive a representation of T 1 : Letx ∈ F 1 be given and, as in Denition (5), a sequence α k > 0 with α k → 0, and a sequence s k → ∆x, such that
As before it follows that DF (x)∆x = 0. Let
T be the eigenvalue decomposition of G(x) where Λ
(1) is negative denite. Using the Schur complement it is straightforward to verify that the tangential cone of
is given by all matrices of the form
whereW (2) 0 and * can be anything. We keep U xed and deneG(
conforming the partition in (11) . (Thus,G
(1) (x) and Λ
(1) coincide andG
Dividing by α k > 0 and taking the limit as k → ∞, we get
in analogy to (7) . By linearizing the equality constraints and the active part of the inequalities, the set on the right hand side appears to be a straightforward generalization of the denition of L 2 in (6). It turns out, however, that the set on the right hand side is not necessarily L 1 :
The example x ∈ IR,
shows that F 1 = IR, and thus, also T 1 = IR, while the feasible set of (3) 
Hence, also the linearized cone is given by L 1 = {0} and does not contain T 1 in contrast to (7).
A constraint qualication for NLSDP
We return to the NLSDP (1). The MFCQ condition (8), (9) allows a straightforward extension: Problem (1) satises Robinson's constraint qualication [12] (or a generalized MFCQ) at a pointx ∈ F, if DF (x) has linearly independent rows, and there exists a vector d such that
The last two lines of (15) coincide with Slater's condition for (3).
The modied example x ∈ IR 2 , and 
KKT conditions
For the remainder of this paper we assume that the constraint qualication (15) atx is always satised. We assume thatx is a local minimizer of (1). Lemma 1 implies that the KKT conditions of (3) for ∆x = 0 can be translated to (1).
This yields the following rst order conditions:
Theorem 1 Letx be a local minimizer of (1) and let (1) be regular atx in the sense of (15) . Then there exists a matrixȲ ∈ S d + and a vectorȳ ∈ IR m such that
The Lagrangian function underlying Theorem 1 is given by
with Y ∈ S 
Second order conditions
In this section we assume that f, F , and G are all twice continuously dierentiable. Here, the second derivative D 2 G at a point x ∈ IR n is a symmetric bilinear mapping,
where H = H(x, Y ) is the symmetric n×n-matrix with matrix entries Y • G i,j (x).
Cone of critical directions
Letx be a local minimizer of the NLSDP (1) and let the generalized MFCQ condition (15) be satised atx.
Then, the KKT conditions state that Df (x)∆x ≥ 0 for all ∆x ∈ T 1 . Clearly, if Df (x)∆x > 0, then ∆x is an ascent direction for f . The cone of critical directions is given by
Let ∆x ∈ C 1 (∆x = 0) be given. By the generalized MFCQ (15) there exist differentiable curves x(t) ∈ F 1 with x(0) =x andẋ(0) = ∆x. Since Df (x)ẋ(0) = 0 the question whether f is locally increasing or decreasing along such a curve depends on the second order terms in the constraints and in the objective function.
For the case of an NLP of the form (2) the cone of critical directions (short: critical cone) depends on three conditions: 
Let U (2) have q columns, i.e. U (2) is a d × q matrix. It turns out that C 1 is the linearized cone of the following boundary manifold of the feasible set
atx. Locally, nearx, this is a subset of F 1 (since the negative eigenvalues of G(x) remain negative for small x −x ). In order to guarantee coincidence of the tangential cone of F bd 1 with C 1 we require that F bd 1 satises some constraint qualication atx. Yet, on rst sight, it might not be quite obvious how to dene a constraint qualication for the rank condition.
A second order constraint qualication
Recall the denitionG(x) := U T G(x)U and its partition (12) and note that
The condition that G(x) (and thus alsoG(x)) has rank d − q (see (22)) therefore translates to the condition that the Schur complement
equals zero (for small x −x ). Keeping U and the partition ofG xed, the above representation of the constraint rank(G(x)) = d − q is simply a system of q(q + 1)/2 nonlinear equations. Hence, MFCQ (8), (9) coincides with LICQ (10), and the tangential cone of F bd 1 atx always is a subset of C 1 . SinceG (1,2) (x) = 0, the derivative of (23) at x =x is given by
Regularity of F bd 1 follows, for example, if the q(q + 1)/2 gradients of the constraints in (24) and the m gradients of
This requirement, however, may be too strong; in particular, in the case that G is diagonal or block diagonal. In this case, also the matrix U can be chosen as a block diagonal matrix, and it suces to check linear independence of the gradients associated with F ν (1 ≤ ν ≤ m) and with the U (2) -parts of the diagonal blocks of G.
Likewise, for example, when G is a congruence transformation of a block diagonal matrix, the requirement of linear independence can also be restricted to a smaller subset of active gradients, but if the transformation is not known explicitly, this subset may be dicult to identify. In order not to exclude such cases we generalize the requirement above and simply dene that problem (1) satises the second order constraint qualication if the linearized cone of F bd 1 coincides with the right hand side of (21).
A second example
For problem (2), ifx is a local minimizer satisfying LICQ (10), then the Hessian of the Lagrangian is positive semidenite on C 2 , and conversely, if a KKT point x of (2) is given such that the Hessian of the Lagrangian is positive denite on C 2 , thenx is a strict local minimizer of (2).
Again, this property does not translate to (1) . As an example by Diehl et.al.
[3] illustrates, the Hessian of the Lagrangian may be negative denite even if the cone of critical directions contains nonzero elements: Consider the problem of two variables
The semideniteness constraint is satised if, and only if, x (25) is given by the Hessian of f and is thus negative denite everywhere, also the cone of critical directions which is given by all vectors of the form (x 1 , 0)
T with x 1 ∈ IR.
As pointed out in [3] , this lack of semideniteness has implications: A 
Second order necessary and sucient conditions
The main result of this section is stated in the following theorems:
Theorem 2 Letx be a local minimizer of (1) and letx,ȳ,Ȳ be a strictly complementary complementary KKT-point. Assume that problem (1) satises the second order constraint qualication of Section 3.2. Then
where K(x,Ȳ ) 0 is a matrix depending on the curvature of the semidenite cone at G(x) and the directional derivatives of G atx, and is given by its matrix entries
The converse direction also holds without assuming regularity of F bd 1 :
Theorem 3 Letx be a strictly complementary KKT-point of (1) and assume
Then,x is a strict local minimizer of (1) that satises the second order growth condition,
A stronger second order sucient condition requiring that D 2 x L(x,ȳ,Ȳ ) be positive denite on C 1 was already given in [13, Denition 2.1], while the weaker form above is due to [14] .
The weak form complementing the necessary condition includes the extra term h T K(x,Ȳ )h which explains the observation in (25) that the Hessian of the Lagrangian may be negative denite at the optimal solution, even if C 1 contains nonzero elements. For completeness we present a self-contained proof of both results:
Proof of Theorem 2: Assume thatx is a local minimizer of (1) and that (1) satises the second order constraint qualication of Section 3.2. Let ∆x ∈ C 1 be given. Then there exist
for all suciently large k. Observe that the right hand side above equals
Inserting the KKT conditions, namely,
into this expression, and canceling a factor α k , we obtain
Inserting this in (26) yields
In analogy to the transformationG(x) = U T G(x)U , we deneỸ = U TȲ U .
Note that by complementarity, onlyỸ (2) is nonzero. Using (23) (in line 5, below) it follows that
In line 6 above (the last line) we used that fact thatG
(1,2) (x) = 0, so that
order conditions makes it dicult to live up to this goal. We have outlined regularity conditions and contrasted optimality conditions for NLP and NLSDP in nondegenerate cases. Under standard nondegeneracy assumptions, the tangential cone of an NLP is polyhedral, but the same is generally not true for the tangential cone of an NLSDP. At an optimal solution the Hessian of the Lagrangian of an NLP is positive semidenite along directions in the critical cone, but this is generally not the case for NLSDPs. In particular, the latter observation has impact on the design of Sequential Semidenite Programming approaches. A very detailed discussion (also in case that strict complementarity or some regularity conditions are violated) can be found in the monograph by Bonnans and Shapiro [2] .
