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1. INTRODUCTION
 .Let X, A, m , i s 1, . . . , n be measure spaces. In this paper we consideri
integral inequalities of the form
n
y x F f x q g x y dm , 1 .  .  .  . Hi i
 .S xis1
 .where f and g , i s 1, . . . , n are real-valued functions on X and S x g Ai
 .for every x g X. We note explicitly the case of 1 in which n s 1:
y x F f x q g x y dm . 2 .  .  .  .H1 1
 .S x
 .The inequality 2 is usually known as a Gronwall-Bellman type integral
 .  .  .inequality. Special cases of 1 and 2 both continuous and discrete have
 w x.been studied by many authors for example, see 1]4, 6, 7, 9 , and they
have important applications.
 .First, we give an explicit upper bound for the solutions of 2 . Then, by
 .using this result, we obtain estimates for the solutions of 1 . At the same
time, we deduce a method to get various explicit upper bounds for the
 .solutions of 2 . By applying this method, we can obtain much better
estimates than the first one. Finally, we consider the integral equation
 .corresponding to 1 . We prove the existence and the uniqueness of the
solution, and we show that this solution is the best possible estimate for
 .the solutions of 1 .
We give some examples to illustrate the results.
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2. PRELIMINARIES
 .For every set X, the power set of X is denoted by P X , and the n-fold
Cartesian product of X is denoted by X n.
For every positive integer n, P denotes the set of permutations of then
numbers 1, . . . , n.
 .Let X, A, m be a measure space. A always denotes a s algebra in X.
The m integrable functions over A g A are considered to be almost
measurable on A the function f is said to be almost measurable on A if
 .there exists a measurable subset H of A such that m A _ H s 0 and f is
.measurable on H.
 .Suppose we are given finitely many measure spaces X , A , m , i si i i
 .1, . . . , n n G 2 . Let X s X = ??? = X , let R s A = ??? = A , and let1 n 1 n
 . n  .the set function m be defined on R by m A = ??? = A s  m A .1 n is1 i i
It is well known that R is a semiring in X and m is a measure on R. Then
 .m can be extended to an outer measure on P X which is denoted by m
 .too. Let A be the m measurable in the Charatheodory sense subsets of
 .  .X. The measure space X, A, m is called the product of X , A , m ,i i i
i s 1, . . . , n. In this concept of the product of the measures m , . . . , m , the1 n
s algebra A depends very strongly on the given measures, not only the s
algebras A , . . . , A . In the sequel, when we say that a subset A of X is1 n
 n .m = ??? = m measurable n measurable if m s ??? s m s n , we take1 n 1 n
it as understood that A g A.
 w x.  .DEFINITION 2.1. See 7 Let X, A, m be a measure space, and let S:
 .  .  .X ª A. S is said to satisfy the condition C if C1 x f S x , x g X,
 .  .  .  .C2 if y g S x , then S y ; S x , x g X,
 .  . 2 <  .4 2C3 x , x g X x g S x is m measurable.1 2 2 1
This concept plays an important role in the further development, so we
give another characterization. Thus, we can get new insight into the
meaning of the previous concept.
 .THEOREM 2.1. Let X, A, m be a measure space.
 .  .a Let S: X ª A satisfy the condition C . We define a binary relation
- on X in the following wayS
y - x if and only if y g S x . 3 .  .S
Then - is a strict partial ordering on X such thatS
 .  < 4P1 y g X y - x g A, x g X,S
 .  . 2 < 4 2P2 x , x g X x - x is m measurable.1 2 2 S 1
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 .b Con¨ersely, let - be a strict partial ordering on X with the
 .  .properties P1 and P2 . Then the function
< 4S : X ª A, S x s y g X y - x 4 .  .- -
 .satisfy the condition C , and - s- .S-
 .  .  .Proof. a By C1 , - is irreflexive, and by C2 , - is transitive.S S
 .  < 4  .  .Since S x s y g X y - x for every x g X, P1 therefore holds. P2S
 .comes from C3 .
 .  .  .b P1 shows that S x g A, x g X. Since - is a strict partial-
 .  .  .  .ordering on X, S therefore satisfies C1 and C2 . P2 implies C3 .-
- s- is obvious.S-
 .DEFINITION 2.2. Let X, A, m be a measure space. We say that the
 .  .  .strict partial ordering - on X satisfies the condition P if P1 and P2
hold.
 .  .Let X, A, m be a measure space. Let F m denote the set of functions
 .  .from X to A satisfying the condition C , and let R m denote the set of
 .strict partial orderings on X satisfying the condition P . Since the map-
 .  .  .ping T : F m ª R m , defined by 3 , is one-to-one, it follows from
y1  .Theorem 2.1 that T is bijective and T is given by 4 . We can see that
 .  .  .F m and R m can be naturally identified, and for an element S of F m ,
 .  < 4S x can be regarded as the interval y g X y - x , where - denotesS S
 .T S . Some results will be simpler to formulate and easier to understand
 .using the intervals generated by the elements of R m . In the further
 .development, if we consider an element S of F m , then it will always be
 .denoted by - the corresponding element of R m .S
 .We need the following generalization of the notion of condition C .
 .DEFINITION 2.3. Let X, A, m , i s 1, . . . , n be measure spaces. We sayi
 .  .that the function S: X ª A satisfies the generalized condition C if C1 ,
 .  .  . 2 <  .4C2 , and C4 x , x g X x g S x is m = m measurable, i, j s1 2 2 1 i j
1, . . . , n hold.
 . 2 <  .4It should be noted that if the set x , x g X x g S x is an1 2 2 1
2  .element of the s algebra generated by A , then C4 is satisfied.
 .DEFINITION 2.4. For each function S from a set X to P X , the
 .function S*: X ª P X is defined by
<S* x s y g X x g S y . 4 .  .
Although the next result is elementary, it will be fundamental for the
following.
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 .THEOREM 2.2. Let X, A, m , i s 1, . . . , n be measure spaces, and let S:i
 .X ª A satisfy the generalized condition C .
 .a For e¨ery A g A, the function
S : X ª A, S x s S x l A .  .A A
 .satisfies the generalized condition C .
 .b The range of S* may not be a subset of A.
 .  .  .  .  .c S*: X ª P X satisfies C1 , C2 , and C4 .
 .  .  .  .Proof. a It is easily verified that S satisfies C1 , C2 , and C4 .A
 .  4b To illustrate this, consider the case where X s x , x , x , x ,1 2 3 4
 .  4  44the s algebra A ; P X is generated by x , x , the measure m on A1 4
is given by
 4  4  4m x s m x s 1, m x , x s 0, .  .  .1 4 2 3
and
 4  4S : X ª A, S x s S x s B, S x s x , S x s x , x , x . .  .  .  .1 2 3 1 4 1 2 3
 .  .  4Then S satisfies the condition C , and S* x s x , x f A.1 3 4
With later results in mind, we remark that
 4S x l S* x s x f A, .  .4 1 3
and
<  4m x g X S x l S* x f A s m x ) 0. 4 .  .  . .4 1
 .  .  .c C1 follows immediately from x f S x , x g X.
 .  .  .  .To prove C2 , let y g S* x and u g S* y . Then x g S y and y g
 .  .  .  .  .S u . Hence, x g S y ; S u , so that S* y ; S* x .
 .C4 follows from the observation that the set
2 < 2 <x , x g X x g S* x s x , x g X x g S x .  .  .  . 4  41 2 2 1 1 2 1 2
is the image of the set
2 <x , x g X x g S x .  . 41 2 2 1
under the function
p: X 2 ª X 2 , p x , x s x , x . .  .1 2 2 1
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 .Remark 2.1. Let X, A, m be a measure space, and let S: X ª A
 .  .satisfy the condition C . We observe that, if S* satisfies the condition C
  . .so that S* x g A, x g X , then the corresponding strict partial ordering
 .  .on X is ) and, x , x g X with x - x , the set S x l S* x is theS 1 2 1 S 2 2 1
x wopen interval x , x .1 2
The following results are technical preliminaries to the main theorems.
We remark that these results can be strengthened easily, they are stated
here in suitable forms.
 .THEOREM 2.3. Let X, A, m , i s 1, 2 be measure spaces, let S: X ª Ai
 .  .  . 2 <  .4satisfy C1 and C2 , and let x , x g X x g S x be m = m1 2 2 1 1 2
measurable.
 .  .a Let A be an element of A such that S x ; A for e¨ery x g A.
Suppose that the function f : X 2 ª R is m = m integrable o¨er A2. Then the1 2
function
x ª f x , x dm x .  .H1 1 2 2 2
 .S x1
is defined m -a.e. on A, and it is m integrable o¨er A.1 1
 .  .b Let A be an element of A such that S x ; A for e¨ery x g A.
Suppose that each of the functions f : X ª R and f : X ª R is m and m1 2 1 2
integrable o¨er A, respecti¨ ely. Then the function
x ª f x f dm , x g A .H1 1 1 2 2 1
 .S x1
is m integrable o¨er A.1
 .  .c Suppose that S* x g A for all x g X, and suppose that each of the
 .functions f : X ª R and f : X ª R is m and m integrable o¨er S x for1 2 1 2
e¨ery x g X, respecti¨ ely. Then for fixed a g X, the function
h: X ª R, h x s f x exp f dm .  . H1 1 1 2 2 / .  .S a lS* x1
 .is m integrable o¨er S x for e¨ery x g X.1
 .Proof. a The set
2 <H A s x , x g X x g A , x g S x .  .  . 41 2 1 2 1
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is a m = m -measurable subset of A2, and the function1 2
f x , x if x , x g H A .  .  .1 2 1 22f : X ª R, f x , x s .1 2 2 0 if x , x g X _ H A .  .1 2
is m = m integrable over A2. The assertion now follows by application of1 2
2Fubini's theorem to the integral H f dm = m .A 1 2
 . 2b Since f = f is m = m integrable over A , this is a special1 2 1 2
 .case of a .
 .c Let
SU : X ª A, SU x s S a l S* x . .  .  .a a
 .  . U  .  .By Theorem 2.2 c and a , S satisfies C1 and C2 , and the seta
2 < Ux , x g X x g S x .  . 41 2 2 a 1
is m = m measurable. First, we prove by induction on n that the1 2
functions
n
h : X ª R, h x s f x f dm , n g N .  . Hn n 1 1 1 2 2
U / .  .S a lS x1
 .are m integrable over S x for every x g X. The case n s 0 is obvious.1
 .Let n be a nonnegative integer for which the assertion holds. Then by b
U  .with S s S , A s S a , f s h and f s f , the function h isa 1 n 2 2 nq1
 .  .m integrable over S a . This implies that h is m integrable over S x1 nq1 1
 .  .  .for every x g X since for all x f S a , S a l S x s B and thus,1 1
 . `h x s 0. Next, since h s  h rn!, andnq1 1 ns0 n
kn nh 1k
< < < < < < < <F f f dm F f exp f dm , n g N,  H H1 2 2 1 2 2 /  /k! k!  .  .S a S aks0 ks0
the result follows from the dominated convergence theorem.
 .THEOREM 2.4. Let X, A, m , i s 1, 2 be measure spaces, let S: X ª Ai
 .  .  . 2 <  .4satisfy C1 and C2 , and let x , x g X x g S x be m = m and1 2 2 1 1 2
2  .m measurable. Suppose that S* x g A for all x g X, and suppose that f2 i
i s 1, 2 are real-¨ alued functions on X such that f is m and m , and f is1 1 2 2
 .m integrable o¨er S x for e¨ery x g X. Then2
 .a For each A g A, the set
3 <E A s x , x , x g X x , x g A , x g S x l S* x .  .  .  . 41 2 3 1 2 3 1 2
is m = m = m measurable.1 2 2
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 .b The function
x ª f x f x exp f dm dm x , x g X .  .  .H H1 1 1 2 2 1 2 2 2 1 / / .  .  .S x S x lS* x1 1 2
 .is m integrable o¨er S x for e¨ery x g X.1
 .Proof. a Let
p: X 3 ª X 3 , p x , x , x s x , x , x . .  .1 2 3 1 3 2
Since
2 <E X s p x , x g X x g S x = X .  .  . 4 .1 2 2 1
2 <l X = x , x g X x g S x , .  . 4 .2 3 3 2
  ..  .it follows see Theorem 2.2 c that E X is m = m = m measurable.1 2 2
We can now obtain the result from the identity
E A s E X l A = A = X . .  .  .
 .  .b By Theorem 2.3 c , the function to be considered here is defined and
 .real valued on X. By Theorem 2.3 a , it is enough to prove that the
function
h: X 2 ª R, h x , x s f x f x exp f dm .  .  . H1 2 1 1 2 2 1 2 / .  .S x lS* x1 2
  ..2is m = m integrable over S x for every x g X. To prove this, let1 2
n
2h : X ª R, h x , x sf x f x f dm , ngN. .  .  . Hn n 1 2 1 1 2 2 1 2 / .  .S x lS* x1 2
We argue by induction on n that the functions h , n g N are m = mn 1 2
  ..2integrable over S x for every x g X. This is true by definition if n s 0.
Let n be a nonnegative integer for which the assertion holds. For all
  ..   ..3  .   ..x g X, E S x ; S x , and, by a , E S x is m = m = m measur-1 2 2
able, and hence, by the induction hypothesis, the function
f : X 3 ª R, f x , x , x .x x 1 2 3
h x , x f x if x , x , x g E S x .  .  .  . .n 1 2 1 3 1 2 3s 3 0 if x , x , x g X _ E S x .  . .1 2 3
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  ..3is m = m = m integrable over S x for every x g X. Then if we apply1 2 2
Fubini's theorem to the integrals
f d m = m = m , x g X , .H x 1 2 2
3  ..S x
  ..2we have that h is m = m integrable over S x for every x g X.nq1 1 2
Next, since h s ` h rn!, and for each x g Xns0 n
kn nh x , x 1 .k 1 2
< <F f x f x f dm .  .  H1 1 2 2 1 2 /k! k!  .S xks0 ks0
< <F f x f x exp f dm , x , x .  .  .H1 1 2 2 1 2 1 2 / .S x
2g S x , n g N, . .
the result follows from the dominated convergence theorem.
w xWe need the following results which come from 7 .
 .THEOREM 2.5. Let X, A, m be a measure space, let S: X ª A satisfy
 .  .the condition C , and let A g A such that S x ; A for e¨ery x g A. If f is a
nonnegati¨ e, m integrable function on A, then
??? f x ??? f x dm x ??? dm x dm x .  .  .  .  .H H H 1 n n 2 1 / / / .  .A S x S x1 ny1
n1
F f dm , n s 2, 3, . . . .H /n! A
 .THEOREM 2.6. Let X, A, m be a measure space, and let S: X ª A
 .satisfy the condition C . Suppose f and g are real-¨ alued functions on X and
 .  .they are m integrable o¨er S x for e¨ery x g X. Then a the integral
equation
y x s f x q g x y dm .  .  .H
 .S x
has one and only one solution s on X,
 . `b s can be written in the form  s , wherens0 n
s s f and s x s g x s dm , x g X , n g N. .  .H0 nq1 n
 .S x
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 .c Suppose g is nonnegati¨ e. If w is a real-¨ alued function on X such
 .that w is m integrable o¨er S x for e¨ery x g X, and
w x F f x q g x w dm m y a.e. on X , 5 .  .  .  .H
 .S x
 .  .  .then w x F s x whene¨er 5 holds at x g X.
3. MAIN RESULTS
The first result of this section can be regarded as an essential general-
 wization of the classical Gronwall-Bellman type integral inequalities see 1,
x.2, 9 .
 .THEOREM 3.1. Let X, A, m be a measure space, and let S: X ª A
 .  .satisfy the condition C such that S* x g A for e¨ery x g X. Suppose f , g,
and w are real-¨ alued functions on X, f , and g are nonnegati¨ e, they are m
 .integrable o¨er S x for e¨ery x g X, and
w x F f x q g x w dm , x g X . .  .  .H
 .S x
Then
w x F f x q g x f u exp g dm dm u , x g X , .  .  .  .  .H H / / . x wS x u , x
6 .
and this explicit upper bound for the solutions of the considered integral
 .inequality is m integrable o¨er S x for e¨ery x g X.
 .Proof. By Theorem 2.3 c , the function
b: X ª R, b x s f x q g x f u exp g dm dm u .  .  .  .  .H H / / . x wS x u , x
 .  .is well defined, and, by Theorem 2.4 b , b is m integrable over S x for
every x g X.
 .  .We now deduce the inequality 6 . By Theorem 2.6 a , the integral
equation
y x s f x q g x y dm .  .  .H
 .S x
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 .has a unique solution s on X, and, by Theorem 2.6 c , it is enough to
verify that
s x F b x , x g X . .  .
 . `By Theorem 2.6 b , s s  s , wherens0 n
s s f and s x s g x s dm , x g X , n g N, .  .H0 nq1 n
 .S x
it remains therefore to be shown that
n
s x F b x , x g X , n g N. .  . k
ks0
 .It follows from Theorem 2.3 b by an easy induction argument that s is mn
 .integrable over S x for every x g X, and n g N, and
s x s g x ??? f x g x ??? g x dm x ??? .  .  .  .  .  .H H Hn 1 2 n 1 / / .  .  .S x S x S xn 2
=dm x dm x , .  .ny1 n/
x g X , n s 2, 3, . . . . 7 .
Let
h : X n ª R, h x , . . . , x s f x g x ??? g x , .  .  .  .n n 1 n 1 2 n
let
p : X n ª X n , p x , . . . , x s x , . . . , x , .  .n n 1 n n 1
and for A ; X let
n <H A s x , . . . , x g X x g A , x g S x , k s 2, . . . , n , 4 .  .  .n 1 n 1 k ky1
w x  . nwhere n s 2, 3, . . . . By Lemma 2.1 in 7 , H A is m measurable ifn
  ..   ..nA g A, and obviously H S x ; S x for every x g X and n sn
 .2, 3, . . . . Since f and g are m integrable over S x for every x g X, it
n   ..n nfollows that h is m integrable over S x , whence h is m integrablen n
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  ..over H S x whenever x g X and n s 2, 3, . . . . Fubini's theorem andn
 .the transformation theorem for integrals imply, by 7 , that
s x s g x h ( p dmn s g x h dmn , .  .  .H Hn n n n
  ..    ...H S x p H S xn n n
x g X , n s 2, 3, . . . . 8 .
For fixed x g X let
SU : X ª A, SU y s S x l S* y , .  .  .x x
and for A ; X let
n < UH A s x , . . . , x g X x g A , x g S x , k s 2, . . . , n , 4 .  .  .n , x 1 n 1 k x ky1
n s 2, 3, . . . .
 .  .  .Since S* y g A for every y g X, it follows from Theorem 2.2 c and a
U  .that S satisfies the condition C for every x g X. Given x g X, it is easyx
to see that y - U z if and only if z - y - x. We observe now that forS S Sx
each x g X and n s 2, 3, . . . .
n <p H S x s x , . . . , x g X x - ??? - x - x 4 .  . . .n n 1 n 1 S S n S
n < U Us x , . . . , x g X x - ??? - x s H S x . .  . . 41 n n S S 1 n , xx x
 .Then by 8 and Fubini's theorem,
s x s g x h dmn .  .Hn n
  ..H S xn , x
s g x ??? f x g x ??? g x dm x ??? .  .  .  .  .H H H 1 2 n n
U U / / .  .  .S x S x S xx 1 x ny1
=dm x dm x .  .2 1/
s g x f x ??? g x ??? g x .  .  .  .H H H1 2 n
U U .  .  .S x S x S xx 1 x ny1
=dm x ??? dm x dm x , .  .  .n 2 1/ / /
x g X , n s 2, 3, . . . .
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Next, by applying Theorem 2.5 to the expression in square brackets, we
  . .obtain see the proof of Theorem 2.3 c for the integrability that
ny11
s x F g x f x g dm dm x , x g X , .  .  .  .H Hn 1 1
U / /n y 1 ! . .  .S x S xx 1
n s 2, 3, . . . .
 .It therefore follows see Remark 2.1 that
n
s x F f x .  . k
ks0
ky1n 1
qg x f dm q f u g dm dm u .  .  .H H H / / /k y 1 ! . .  . x wS x S x u , xks2
F f x q g x f u exp g dm dm u , .  .  .  .H H / / . x wS x u , x
x g X , n g N,
and this gives the required result.
Remark 3.1. The conditions of the theorem are less restrictive than the
 w x.conditions of previous results in this direction see 1, 2, 9, 11, 12 , even if
n  .X is a subset of R . We stress that the sets S x , x g X may be not only
bounded intervals in R n, abstract Lebesgue integral is used, and the
 .functions are locally integrable continuity properties are not required .
We note that both continuous and discrete inequalities can be obtained
from the result.
 .  .Theorem 2.2 b shows that the condition ``S* x g A for every x g X ''
is important in the previous result.
In order to be able to study more general inequalities, we introduce a
method of constructing new functions from given ones.
 .DEFINITION 3.1. Let X, A, m , i s 1, . . . , n be measure spaces, and leti
 .  .S: X ª A satisfy the generalized condition C such that S* x g A for
every x g X.
 .a A function f : X ª R is said to belong to L if f is m integrablen i
 .over S x for every x g X and i s 1, . . . , n.
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 . pb Let g g L , i s 1, . . . , n, and let p g P . The operators R ,i n n i
i s 1, . . . , n q 1 are defined inductively by the formulae
Rp f s f , f g L ; Rp f x s Rp f x .  .  .  .  .1 n iq1 i
qRp g x Rp f u .  .  .  .Hi p  i. i .S x
=exp Rp g dm dm u , .  .H i p  i. p  i. p  i. / /x wu , x
f g L , x g X , i s 1, . . . , n.n
When p is the identical permutation we write R in place of Rp ,i i
i s 1, . . . , n q 1.
We have not yet justified the existence of the operators Rp, i s 1, . . . ,i
n q 1. This will now be done. Further, some essential properties will be
given.
 .THEOREM 3.2. Let X, A, m , i s 1, . . . , n be measure spaces, and leti
 .  .S: X ª A satisfy the generalized condition C such that S* x g A for e¨ery
x g X. Let g g L , i s 1, . . . , n, and let p g P . Theni n n
 . pa R maps L into L , i s 1, . . . , n q 1,i n n
 . pb R is additi¨ e on L , i s 1, . . . , n q 1.i n
Suppose g is nonnegati¨ e, i s 1, . . . , n.i
 . p  .c Then for all nonnegati¨ e f g L , R f is nonnegati¨ e, i s 1, . . . ,n i
n q 1.
 .d Let f g L be nonnegati¨ e, and let a : X ª R be a nonnegati¨ en
 .  .function such that a f g L and a is increasing in the sense that a x F a yn
if x - y. ThenS
Rp a f F aRp f , i s 1, . . . , n q 1. .  .i i
Proof. In proving the theorem, we may obviously suppose that p is the
identical permutation. For each positive integer n we can prove by
induction on i.
 .a The case i s 1 is true. Suppose then that i is a positive integer
 .between 1 and n inclusive for which the assertion holds. Then R f g Li n
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 .  .whenever f g L , specially R g g L . Theorem 2.3 c implies that forn i i n
each f g L the functionn
y ª R g y R f u exp R g dm dm u .  .  .  .  .  .H Hi i i i i i i / / . x wS y u , y
 .is defined on the whole set X, and, by Theorem 2.4 b , it is m integrablej
 .over S x for every x g X and j s 1, . . . , n. It now follows from the
 .  .definition of R f that R f g L , and this completes the proof ofiq1 iq1 n
 .a .
 .  .b and c are obvious.
 .d The result is true for i s 1. Let i be a positive integer less than
n q 1 for which the assertion holds. Then for u - xS
R a f u F a u R f u F a x R f u , .  .  .  .  .  .  .  .i i i
 .and therefore, by the definition of R f ,iq1
R a f x F a x R f x q R g x a x R f u .  .  .  .  .  .  .  .  .  .Hiq1 i i i i .S x
=exp R g dm dm u s a x R f x , x g X , .  .  .  .  .H i i i i iq1 / /x wu , x
as required.
p  .Remark 3.2. For a fixed f g L , the functions R f , p g P may ben nq1 n
different. This is easily seen by considering concrete examples. For exam-
w wple, let X s 0, ` , let A be the Borel sets of X, let m be the Lebesgue1
measure on A, and let m be the unit mass at 1 on A. The function2
 . w wS: X ª A given by S x s 0, x then clearly satisfies the generalized
 .  . x wcondition C and S* x s x, ` g A for every x g X. If now we take the
 .  .functions f , g , and g defined on X by f x s 3, g x s 1, and1 2 1
 .g x s 2, then they lie in L , and a formal computation shows that2 2
3e x if 0 F x F 1
R f x s .  .3 x xq1 3e q 6e if 1 - x
and
3e x if 0 F x F 12, 1.R f x s .  .3 3 xy2 9e if 1 - x
The next result is an extension of Theorem 3.1.
LASZLO HORVATHÂ Â Â292
 .THEOREM 3.3. Let X, A, m , i s 1, . . . , n be measure spaces, and leti
 .  .S: X ª A satisfy the generalized condition C such that S* x g A for e¨ery
x g X. Suppose f , g , i s 1, . . . , n and w are nonnegati¨ e elements of L suchi n
that
n
w x F f x q g x w dm , x g X . 9 .  .  .  . Hi i
 .S xis1
Then
w F min Rp f . .nq1
pgPn
Proof. Since for every p g Pn
n n
f x q g x w dm s f x q g x w dm , x g X , .  .  .  . H Hi i p  i. p  i.
 .  .S x S xis1 is1
 .it is enough to show that w F R f .nq1
We prove by induction on n, the case n s 1 being a special case of
Theorem 3.1. Let n be a positive integer such that the result holds for
every functions satisfying the stated hypothesis, and let f , g , i s 1, . . . ,i
n q 1 and w be nonnegative elements of L with the property thatnq1
n
w x F f x q g x w dm q g x w dm , x g X . .  .  .  .H Hnq1 nq1 i i
 .  .S x S xis1
 .By Theorem 2.3 b , the nonnegative function
x ª g x w dm , x g X .Hnq1 nq1
 .S x
lies in L , and hence, the induction hypothesis shows thatnq1
Ãw F R f , .nq1
where
Ã Ãf : X ª R, f x s f x q g x w dm . .  .  .Hnq1 nq1
 .S x
INTEGRAL INEQUALITIES 293
 .  .By Theorem 3.2 b and d with
a : X ª R, a x s w dm , . H nq1
 .S x
Ãw x F R f x F R f x q R g x w dm , .  .  .  .  .  . . Hnq1 nq1 nq1 nq1 nq1
 .S x
x g X . 10 .
 .  .  .  .It follows from Theorem 3.2 a and c that R f and R g arenq1 nq1 nq1
 .nonnegative elements of L . Applying Theorem 3.1 to 10 , we thusnq1
obtain
w x F R f x q R g x R f u .  .  .  .  .  .  .Hnq1 nq1 nq1 nq1 .S x
=exp R g dm dm u s R f x , x g X , .  .  .  .H nq1 nq1 nq1 nq1 nq2 / /x wu , x
and this completes the proof.
Remark 3.3. The preceding result both generalizes and improves Theo-
w x w xrem 2.2 in 10 . Similar results for Stieltjes integrals in R are given in 5 .
In fact more is true than is asserted in the previous theorem see
.Remark 3.5 .
It is worthwhile to mention the following companion to Theorem 3.1,
which is an immediate consequence of the previous theorem.
 .THEOREM 3.4. Let X, A, m be a measure space, and let S: X ª A
 .  .satisfy the condition C such that S* x g A for e¨ery x g X. Suppose f , g,
 .and w are nonnegati¨ e functions on X, they are m integrable o¨er S x for
e¨ery x g X, and
w x F f x q g x w dm , x g X . 11 .  .  .  .H
 .S x
Suppose further that g s n g , where g , . . . , g are nonnegati¨ e functionsis1 i 1 n
 .on X, and they are m integrable o¨er S x for e¨ery x g X. Then
w F min Rp f . 12 .  .nq1
pgPn
Remark 3.4. Since there may be a lot of different representations of g
as the sum of functions of the type described in the theorem, we can get an
 .infinity of explicit upper bounds for the solutions of 11 .
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 .Using a suitable decomposition of g, the estimate 12 may be sharper
 .than 6 . This can be seen from the following.
 .EXAMPLE 3.1. a Let I be a nonempty interval in R, and let x - ???1
 .- x n G 1 be interior points of I. Let « , i s 1, . . . , n be the unit massn i
 .at x on P I , and let a , i s 1, . . . , n be nonnegative numbers. Consideri i
  . . n  .the measure space I, P I , m , where m s  a « . Let S: I ª P I beis1 i i
 . x w  .defined by S x s y `, x lI. Then S satisfies the condition C and
 . x w  .S* x s x, ` lI g P I for every x g I. Suppose f , g and w are nonneg-
ative functions on I such that
w x F f x q g x w dm s f x q g x a w x , x g I. .  .  .  .  .  .H i i
 .S x x -xi
It follows from Theorem 3.1 that
w x F f x q g x f u exp g dm dm u .  .  .  .  .H H / / . x wS x u , x
s f x q g x a f x exp a g x , x g I. .  .  .  . i i j j / /x -x x -x -xi i j
 w x.This is not the best result. The best possible result is the next see 8
w x F f x q g x a f x 1 q a g x , x g I. .  .  .  .  . . i i j j /
x -x -xx -x i ji
13 .
  ..Of course see Theorem 2.6 c the function s: I ª R given by the
 .expression on the right of 13 is the solution of the integral equation
y x s f x q g x y dm s f x q g x a y x . 14 .  .  .  .  .  .  .H i i
 .S x x -xi
 .We show now that 13 can be proved by the application of Theorem 3.4.
The interval I has the representation I s D nq1 I as the union ofis1 i
pairwise disjoint intervals corresponding to the points x , . . . , x , where1 n
I , . . . , I are left half open. Let the function g , i s 1, . . . , n q 1 be2 n i
defined on I by
g x if x g I . ig x s . .i  0 if x g I _ Ii
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 .Then R g s g if k s 1, . . . , n q 1 and i s k, . . . , n q 1. The case k s 1k i i
follows from the definition of R , and we complete the proof by induction1
on k. We omit the details. We observe next that
ky1¡
s x if x g I . D i~R f s f and R f x s .  .  . is11 k ¢f x otherwise, .
k s 2, . . . , n q 2. 15 .
In fact, this result is true for k s 1, and we again complete the proof by
induction on k. Let k be an integer between 1 and n q 1 inclusive for
 .which the result holds. We have shown that R g s g , and hence, byk k k
the induction hypothesis,
R f x F R f x .  .  .  .kq1 k
q g x R f u exp g dm dm u .  .  .  .H Hk k k / / . x wS x u , x
¡R f x if x f I .  .k k~s f x q g x a s x if x g I . .  .  . i i k¢ x -xi
 .This implies the result for k q 1 since s is the solution of 14 . By using
Theorem 3.4, we obtain that
w x F R f x , x g I , .  .  .nq2
 .  .and this is equivalent to 13 , by 15 .
 . w wb Let X s 0, ` , let A be the Borel sets in X, and let m be the
x wLebesgue measure on A. For a fixed a g 0, 1 let S: X ª A be defined by
 . w w  .S x s 0, a x . It follows easily that S satisfies the condition C , and
 .S* x g A for every x g X. Suppose w is a nonnegative function on X, w
 .is m integrable over S x for every x g X, and
w x F 1 q w dm , x g X . . H
 .S x
From Theorem 3.1 we now have that
w x F 1 y a q a y a 2 x q a ea x , x g X . 16 .  .  .
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For each a ) 0, by using the decomposition of g s 1 intoX
w w1 if x g 0, a
g : X ª R, g x s and g s g y g , .1 1 2 1 w w0 if x g a, `
we obtain from Theorem 3.4 that
3 4a y a a22 2 a xw x F R 1 x s a y a x q x q e , x g a, , .  .  .  .3 X 2 a
17 .
 . w was it is easily verified. Since R 1 does not depend on a on a, ara , it3 X
 .follows from 17
a 3 y a 4 22 2 a xw x F a y a x q x q e , x g X . 18 .  .  .
2
 .  .We can check that 18 is sharper than 16 for every x g X. Moreover,
 .  .18 is much better than 16 for all sufficiently large x g X.
We conclude by studying the integral equation corresponding to the
 .integral inequality 9 . The result is a generalization of Theorem 2.6.
 .THEOREM 3.5. Let X, A, m , i s 1, . . . , n be measure spaces, and leti
 .  .S: X ª A satisfy the generalized condition C such that S* x g A for e¨ery
x g X. Suppose f , g g L , i s 1, . . . , n. Theni n
 .a the integral equation
n
y x s f x q g x y dm 19 .  .  .  . Hi i
 .S xis1
has one and only one solution s on X this means that s g L and y s sn
 . .satisfies 19 for e¨ery x g X ,
 . `b s can be written in the form  s , wherens0 n
n
s s f and s x s g x s dm , x g X , n g N. .  . H0 nq1 i n i
 .S xis1
 .c Suppose g , i s 1, . . . , n are nonnegati¨ e. If w g L such thati n
n
w x F f x q g x w dm , x g H , 20 .  .  .  . Hi i
 .S xis1
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 .where H g A and m X _ H s 0, i s 1, . . . , n, theni
w x F s x , x g H . .  .
 .Proof. a To prove the uniqueness of the solutions of the equation
 .  .19 , let s and s be solutions of 19 . Then1 2
n
< <s y s x F g x s y s dm , x g X . .  .  . H1 2 i 1 2 i
 .S xis1
Using Theorem 3.3, we thus obtain
< <s y s F R 0 s 0 .1 2 nq1 X X
and hence s s s .1 2
Consider now the proof of the existence of the solutions of the equation
 .19 . An easy induction argument shows that s g L , k g N. We setk n
k `
w s s and s s s . k i i
is0 is0
Then w is an L function for all k g N.k n
We show that s g L . Suppose first the nonnegativity of f and g ,n i
i s 1, . . . , n. We verify now that
n
w x F f x q g x w dm , x g X , k g N. .  .  . Hk i k i
 .S xis1
Indeed, since the functions s , k g N are nonnegative,k
n
f x q g x w dm .  . Hi k i
 .S xis1
k n
s f x q g x s dm .  .  Hi j i
 .S xjs0 is1
k
s f x q s x .  . jq1
js0
s w x q s x G w x , x g X , k g N. .  .  .k kq1 k
 .It therefore follows from Theorem 3.3 that w F R f , k g N, andk nq1
 .hence, by Theorem 3.2 a , s g L . In the general case letn
n
< <s s f and s x s g x s dm , x g X , k g N. .  .Ã Ã Ã H0 kq1 i k i
 .S xis1
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` < <We already know that  s g L . By induction, s F s , k g N. ClearlyÃ Ãks0 k n k k
s g L now follows fromn
k `
< < < <w F s F s , k g N.Ã k i i
is0 is0
It can be verified by direct substitution that s is a solution of the integral
 .Eq. 19 . Indeed, by the dominated convergence theorem,
n ` n
f x q g x s dm s f x q g x s dm .  .  .  .  H Hi i i k i
 .  .S x S xis1 ks0 is1
` `
s f x q s x s s x s s x , .  .  .  . kq1 k
ks0 ks0
x g X .
 .  .We have thus proved a and b .
 .To prove c , let
<B s x g H w x ) s x , 4 .  .
and let
w x y s x if x g B .  .
c : X ª R, c x s .  0 if x f B.
 .Then c g L obviously holds. Since s is the solution of 19 , it followsn
 .from 20 that
n n
c x s w x y s x F g x w y s dm F g x c dm , .  .  .  .  .  . H Hi i i i
 .  .S x S xis1 is1
x g B ,
and hence
n
0 F c x F g x c dm , x g X . .  . Hi i
 .S xis1
 .By Theorem 3.3, c F L 0 s 0 , so that c s 0 , and this impliesnq1 X X X
B s B. The proof of the theorem is now complete.
 .  .Remark 3.5. By Theorem 3.5 b , the solution s of 19 is nonnegative if
the functions f and g , i s 1, . . . , n are nonnegative. It follows now fromi
 .Theorem 3.3 and Theorem 3.5 c that the result of Theorem 3.3 continues
to hold if the nonnegativity of the function w is not required.
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To illustrate the previous theorem, consider the following example.
EXAMPLE 3.2. Let I be a nonempty interval in R, and let x - ??? -i1
 .x i s 1, . . . , n; n and m are positive integers be interior points of I.im ii
 .  .Let « i s 1, . . . , n; j s 1, . . . , m be the unit mass at x on P I , andi j i i j
 .let a i s 1, . . . , n; j s 1, . . . , m be nonnegative numbers. Consider thei j i
  . . m imeasure spaces I, P I , m , i s 1, . . . , n where m s  a « . Let S:i i js1 i j i j
 .  . x wI ª P I be defined by S x s y `, x lI. Then S satisfies the general-
 .  . x w  .ized condition C and S* x s x, ` lI g P I for every x g I. Suppose f
and g , i s 1, . . . , n are real-valued functions on I. We study the followingi
integral equation
n
y x s f x q g x y dm s f x q g x a y x . 21 .  .  .  .  .  .  . Hi i i i j i j
 .S x x -xis1 i j
 .By Theorem 3.5 a , this equation has exactly one solution s on I. Using
 .Theorem 3.5 b we deduce that
s x s f x q a f x g x .  .  .  . i j i j i0 0 0 0 0x -xi j0 0
` k
q g x a g x , x g I. 22 .  .  .  i i j i i jk l l ly1 l l / / /ls1x - ??? -x -xks1 i j i j0 0 k k
We note that the sum of an empty set of numbers is taken to be zero. This
 .  n .implies that there are only finite nonzero terms in 22 k -  m .is1 i
 .  .Consider now the proof of 22 . By Theorem 3.5 b , it is enough to show
that
s s f , s x s a f x g x , x g I .  .  .0 1 i j i j i0 0 0 0 0
x -xi j0 0
and
ky1
s x s a f x g x a g x , .  .  .  .  k i j i j i i j i i j0 0 0 0 ky1 l l ly1 l l / /ls1x -x x - ??? -x -xi j i j i j0 0 0 0 ky1 ky1
x g I , k s 2, 3, . . . .
This can be obtained by an easy induction argument on k. We remark that
 .  .the equation 21 is a generalization of the Eq. 14 .
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