We prove an existence and uniqueness result for Neumann boundary problem of a parabolic partial differential equation (PDE for short) with a singular nonlinear divergence term which can only be understood in a weak sense. A probabilistic approach is applied by studying the backward stochastic differential equations (BSDEs for short) corresponding to the PDEs, the solution of which turns out to be a limit of a sequence of BSDEs constructed by penalization method.
Introduction
We consider the following partial differential equation
∂ t u(t, x) + 1 2 ∆u(t, x) + b, ∇u − divg(t, x, u, ∇u) + f (t, x, u, ∇u) = 0, (t, x) ∈ [0, T ] × D u(T, x) = Φ(x), x ∈ D, ∂u ∂ n (t, x) − 2 g(t, x, u, ∇u), n + h(t, x, u) = 0, (t, x) ∈ [0, T ] × ∂D,
(1) where D is a smooth bounded domain in R N endowed with the inner product , . n is the unit inward normal vector field of D on the boundary ∂D. f , g and h are nonlinear measurable functions. b is a Lipschitz continuous R N -valued function.
This article is devoted to solving the nonlinear PDE with Neumann boundary condition by studying the BSDE corresponding to the PDE, for which the underlying process is a reflecting diffusion in domain D. A singular term ′′ divg ′′ involved in the equation will be understood as a distribution, and a classic weak solution is considered in this paper.
The theory of nonlinear BSDEs was firstly introduced by Pardoux and Peng ([15] ) who gave a probabilistic formula, known as generalized Feymann-Kac formula, for solving nonlinear PDEs ( [14] ). Subsequently, BSDEs as useful tools in solving nonlinear problems were further studied by Pardox and Peng ( [16] , [17] ), El Karoui ( [10] ) et al.. Elliptic PDEs defined on a domain with Dirichlet and Neumann boundary conditions were studied by Darling, Pardoux ([4] ) and Hu ([8] ) respectively. In [8] , the boundary condition was homogeneous, and the nonlinear case was studied by Pardoux and Zhang in [18] in which a new class of BSDEs involving an integral with respect to a continuous increasing process was studied. Pardoux and Zhang's work is one of the motivations of our present paper. We also want to mention the work of Boufoussi and Casteren ([3] ). In [3] , they provided an approximation result of the solution of semilinear PDEs with nonlinear Neumann boundary conditions via BSDEs, and the convergence happened in S-topology ( [9] ). But both of the two works ( [18] , [3] ) focused on the viscosity solutions of the corresponding PDEs while we are interested in obtaining the weak solutions for the PDEs.
Not only to the viscosity solutions, BSDEs were applied to the weak solutions of PDEs, under additional regularity assumptions, by Barles and Lesigne ( [1] ), Lejay ([11] , [12] ), Stoica([20] ), Rozkosz([19] ) et al.. The notion of weak solutions provides a natural framework for BSDEs, and the Sobolev space in which weak solutions live or converge can be treated as a Dirichlet space, so that the decomposition and stochastic calculus can be used in the framework of Dirichlet forms ( [7] ).
In this article, we deal with the reflecting diffusion in domain D as underlying process, which can be approximated by a sequence of penalized diffusions ( [13] ). According to this penalization method, we construct a sequence of penalized PDEs which are not restricted by any boundary conditions but still involve the divergence terms. Thanks to [5] , the existence of weak solutions for these PDEs has been proved, but it is not easy to obtain the convergence of this sequence of solutions in the Sobolev space by analytic method. According to this observation, the BSDEs involving forward-backward martingale integration ( [20] ) connecting to the penalized PDEs are considered. This approximation result of Neumann boundary problem with probabilistic approach is also a contribution of this article.
Dealing with this singular term is a difficult point in our study, which is actually substituted by a function in Dirichlet space in our paper, so that the Fukushima decomposition can be applied. This transformation supplies an equivalent PDE without the divergence term so that the penalization method we mentioned before can be applied. The convergence of BSDEs connecting to be penalized PDEs gives us a candidate solution for the PDE with Neumann boundary conditions. By the theory of Dirichlet form, we find that the candidate is a mild solution, and prove that this mild solution is also a weak solution.
In this paper, the Neumann boundary problem with nonlinear coefficients is proved by two steps. We firstly solve the linear PDE by penalization method. Based on this linear result, the nonlinear case is solved by Picard iteration. We use both analytic and probabilistic methods independently to calculate this approximation.
The paper is organized as follows. In Section 2, we recall the decomposition of the reflecting diffusions, the penalization approximation, and some estimate results. Section 3 gives the probabilistic interpretation of the divergence term when the underlying process is a reflecting diffusion. Section 4 is devoted to studying the BSDEs containing the integration w.r.t. local time and forward-backward martingale integration, which are associated with the PDEs with Neumann boundary conditions. In Section 5, we prove the sequence of BSDEs associated with penalized PDEs is convergent and solve the linear PDE. Nonlinear Neumann problem is finally solved in Section 6.
Preliminaries

Notations
The domain D ⊂ R N is bounded with smooth boundary and we assume there is a smooth function ψ such that
On ∂D, n := ∇ψ coincides with the unit vector pointing inward the interior of D.
is the space of square integrable functions on D with the inner product and norm as follows 
For two vector valued functions
where F is the closure of C ∞ (D) under the norm · 2
Then F is a Hilbert space with the norm · E 1 . It is well known that F = H 1 (D) is the first order Sobolev space. Let L 2 (∂D) be the space of square integral functions on ∂D with respect to Lebesgue measure dσ(x). We denote the trace operator T r : H 1 (D) → L 2 (∂D) with the norm T r .
Suppose the measurable functions
satisfy the following conditions: there exist positive constants α, β, K, C, for any
Suppose the measurable vector valued function
satisfies the Lipschitz condition: there exists a positive constant γ, for any y,
We also assume the following integrability conditions hold
When variables (x, y, z) do need to be specified, we use g t , f t , h t to denote the coefficients sometimes for simplicity in the following discussion.
The following analytic result will be used in the later discussion (see Chapter 8 in [6] ).
, where O ⊂ R N is bounded and q > N , there exists a unique weak solution G ∈ H 1 0 (O) for the following equation 
By the uniqueness of Reisz representation theorem, we find G ∈ H 1 (D) restricted on D such that div(∇G) − G = div(g) in weak sense and G ∈ C 1,1 (D).
Approximation of a reflected diffusion process
Brownian motion on a probability space (Ω, F, P ). For t ∈ [0, T ], F t is the σ−field σ(B s , s ≤ t) augmented with the P −null sets of F.
Let b : R N → R N be uniformly bounded and satisfy the Lipschitz condition, i.e. there exists a constant
For n ∈ N * , the diffusion process {X n t , t ∈ [0, T ]} taking values in R N satisfies the following equation dX
It is well known that (see [13] ), when n tends to +∞, {X n t , t ∈ [0, T ]} converges to the reflected diffusion {X t , t ∈ [0, T ]} with the local time
The following propositions will be used later. One can refer to Proposition 3.1 and 3.2 in [18] .
Interpretation of the Divergence Term
In this section, we will give a stochastic representation for the divergence term in (1) expressed as a measurable field. The second order operator in (1) is nonsymmetric with Neumann boundary condition, then it is associated with a reflecting diffusion. The bilinear form
is associated with the generator L 0 = 1 2 ∆ satisfying the Neumann boundary condition
Then L generates a semigroup (P t ) t≥0 which possesses continuous densities {p(t, x, y), t ≥ 0, x, y ∈D}. It is well known that the reflecting diffusion (5) is associated with operator L, and for any u ∈ H 1 (D), the Fukushima decomposition( [7] ) is as follows
where M u| t s := t s ∇u(X r ), dB r is the martingale additive functional and N u| t s is the zero-energy additive functional.
where L t is the additive functional corresponding to the Lebesgue measure σ(x) on ∂D. It follows that
Consider the reverse process (X T −t ) t∈[0,T ] under the probability P o , for o ∈D, with the non-homogenous transition function
We denote the density of Q 0,t by p Q (t, x, y) =
. By the methods in Propostion 3.1 of [13] , we obtained the following results associated with reflecting diffusions.
Proof.
where the second equality is derived by integration by parts,
, and the last equality is obtained by
Proposition 4. Fix o ∈D and set the following process
is a martingale with respect of the filtration
The following relation holds:
it follows that
Therefore, we get the forward-backward martingale decomposition
where the limit is over the partition s = t 0 < t 1 < · · · < t n = t and δ = max j (t j+1 − t j ). Define
Proposition 5. For G ∈ H 1 (D), then we have the decomposition
The following lemma, which can be proved similarly as Lemma 3.1 of [20] , is very important in interpretation of the divergence term divg in PDE (1).
Backward stochastic differential equations with * − integral
In this section, we suppose the divergence term g only depends on (t, x). We will prove that under certain conditions, the following BSDE admits a unique solution (Y, Z),
In the following discussion, we simply assume b = 0 in PDE (1), and consider the symmetric reflecting diffusions correspondingly. Actually, we can combined the drift term b, ∇u and nonlinear term f (t, x, u, ∇u) into a new nonlinear term F (t, x, u, ∇u) := b, ∇u + f (t, x, u, ∇u), so that this assumption is realized, without weakening our result.
The following lemma is obtained by Reisz representation theorem and Proposition 1.
Proof. We only need to prove the second part of this lemma. If g(t, x) = g 1 (t)g 2 (x), then it is easy to know that G(t, x) = g 1 (t)G 2 (x) where divG 2 − G 2 = divg 2 in weak sense. Then by Proposition 1 and Remark 1, the lemma is proved.
Remark 2. Lemma 3 means that divg = div(∇G) − G on D and g = ∇G on ∂D in weak sense. Therefore, the weak solution u of PDE (1) also satisfies the following equation
By the same approximation method in Theorem 3.2 in [20] , the following proposition is obtained, which gives a probabilistic interpretation of the solution .
Proposition 6. If u is the weak solution of Neumann boundary problem (1), the process u(t, X t ) satisfies the following differential equation, for 0 ≤ s ≤ t ≤ T ,
Proof. Firstly, we'll give an estimate on the weak solution u of PDE (1). With the Lipschitz and integrability conditions, we have
where T r is the norm of trace operator. By further calculation, we obtain
Since β < 1 T r 2 , we chose ǫ 1 , ǫ 2 , ǫ 3 such that ǫ 1 + α 2 ǫ 2 + T r 2 ǫ 3 + β T r 2 < 1. Then by Gronwall's inequatily, there is a constant C > 0 depending on T, α, β, such that
(10) Secondly, we prove the representation (6) . Let a sequence of smooth function G n approximate G ∈ L 2 ([0, T ]; H 1 (D)) obtained in Lemma 3. We denote the solution of (8) corresponding to G n as u n and obtain the following representation:
s ∇G n * dX r , u n satisfies the decomposition:
By the estimate in (10), we know that u n approaches to u in L 2 ([0, T ]; H 1 (D)). Passing limits on both sides of (11), it is easy to check that
Therefore, the representation (6) is prove, since
Remark 3.
(1) In the following discusstion, we always assume that
, following the same approximation method in Proposition 6, we will get the same result in the general case.
(2) Proposition 6 holds for general g = g(t, x, u, ∇u) by setting g u (t, x) = g(t, x, u(t, x), ∇u(t, x)).
If u is the weak solution of (1), then by Proposition 5 and 6, we have the following decomposition, for 0 ≤ s ≤ t ≤ T ,
Then, this observation gives us an idea to find the solution for (1) by solving the following BSDE:
withf (t, X t , y, z) = f (t, X t , y + 2G(t, X t ), z + 2∇G(t, X t )) + 2∂ t G(t, X t ) + G(t, X t ) andh (t, X t , y) = h(t, X t , y + 2G(t, X t )).
By [18] , the following theorem is obtained.
Theorem 1.
Assume that (H1) ∼ (H4) hold and Φ is a continuous function onD.
(1)There exists a unique solution (Ỹ ,Z) satisfying the following equation:
and
is the unique solution for the BSDE
(1) From (H1), we know
:=φ(t, X t ) + K and |h(t, X t , y)| ≤ K :=ψ.
By Corollary 1 and the boundedness of ∂ t G, ∇G and G, we have
Then, with Proposition 1.1 and Theorem 1.7 in [18] , we get the desired result.
(2) BSDE (14) is easily be obtained by adding the decomposition of G(t, X t ) in Proposition 5 to BSDE (13) and considering the relation in Lemma 2. If (U, V ) is another solution for (14) , then (U t − 2G(X t ), V t − 2∇G(X t )) is the solution for (13) . Therefore, by the uniqueness in (1), we conclude U = Y and V = Z.
Combining Proposition 6 and Theorem 1, we obtain the following corollary.
is the unique solution for BSDE (14) .
In the discussion of following sections, we will prove the converse argument of the last corollary and build the bi-directional relationship between BSDE (14) and PDE (1).
Existence and uniqueness of solution for linear Neumann boundary problem
In this section, we consider the PDE with linear coefficients,
The penalization method is applied in the following discussion. We approximate the Neumann boundary problem by a sequence of PDEs without any boundary conditions, which is constructed by the classic penalization sequence of the reflecting diffusions.
The penalization method and approximation result
In this section, we will construct a sequence of (Y n , Z n ), which corresponds to the weak solution of penalized PDE (16), turning out to converge to the pair of solution (Y, Z) corresponding to the solution for (15) . Let H := L 2 (R N ) be the space of square integrable functions on R N endowed with the norm
is the closure of C ∞ (R N ) with respect to the norm u 2 F := u 2 + ∇u 2 . Since the penalization sequence consists of the solutions defined on R N without boundary conditions, we extend the functions g to R N by a smooth 0-extension. As the discussion in Lemma 3, we denote the function corresponding to the extended g byḠ, satisfying that,
By the uniqueness of Reisz representation theorem, it is easily to know that G =Ḡ on D. Let u n be the solution of the following penalized equation:
with f n (t, x) = f (t, x) − nh(t, x) δ(x), n(x) + 2n δ(x), ∇Ḡ(t, x) . It is easy to check that u n also satisfies the following equation:
The coefficientf n is defined as follows:
It is easy to checkf n satisfy the following Lipschitz condition:
By [5] , the following theorem is obtained.
Theorem 2.
There exists a unique solution u n for the following PDE
Moreover, u n satisfies the following estimate
Theorem 3. Let u n be the solution of PDE (16) and {X n t } be the diffusion satisfying (4).
Proof. (1) is proved in Proposition 4.2 [20] and then BSDE (19) is estabilished by decomposition of G(t, X n t ). Set
is an increasing process. Applying Itô's formula to |Ỹ n t | 2 , we have
Taking expectation in the above equation, we get
(21) Then, thanks to Gronwall's lemma, we obtain
By B-D-G's inequality, combining (20), (21) and (22), we have
where C is a constant dependent on α, β, T, µ. By the boundedness of f (t, x),Ḡ and ∂ tḠ , we get the desired uniformly boundedness.
We now turn to prove {(Ỹ n ,Z n )} n≥1 is a Cauchy Sequence.
applying Itô's formula to (Ỹ n −Ỹ m ) 2 , we obtain
Firstly, it follows that
By Gronwall's inequality and standard calculation, there is a constant C ′ > 0 depending on C, α, β, T, K, such that
where the limit is obtained by the Hölder continuity of G, ∂ t G and uniform boundedness in Theorem 3 and Proposition 2.
The linear Neumann boundary problem
In this section, we will prove the existence and uniqueness of solution for PDE (15) . For fixing starting point (t, x) ∈ [0, T ] ×D, the reflecting diffusion is defined as follows
r ∈∂D} dr. By Theorem 1, the following BSDẼ
. Furthermore, by [17] and [2] , {Z t,x s } s∈[t,T ] has an a.s. continuous version which is given bỹ
By the estimate in Theorem 1, for every t ∈ [0, T ],
where the first inequality is proved in [2] 
The approximating process
Let {P n,t s } s≥t be the semigroup and L n = 1 2 ∆ − n δ, ∇· be the generator corresponding to
From the last section, we know that the solution (Ỹ n,t,x ,Z n,t,x ) of the following BSDẼ
)dr, satisfies the following relationships
Since, for t ≤ s ≤ T ,
Specially, taking expectation on both sides of (25) and letting s = t, we obtain
which means u n is also a mild solution of PDE (16) . By Corollary 4, we deduce
Furthermore, for every t ∈ [0, T ], (1) u n (t, x) is a Cauchy sequence in L 2 (D) and
Proof. Since G =Ḡ on D, andḠ is Lipschitz continuous,
Similarly, by the standard calculus in Corollary 4, we find that (Ỹ n,t,x ,Z n,t,x ) is a Cauchy sequence and the limit is (Ỹ t,x ,Z t,x ) which is shown in (27).
This shows that (u n ) n is a Cauchy sequence and we denote the limit asū. On the other hand, (27) implies
By the uniqueness of limit of Cauchy sequence,ū(t, x) =Ỹ t,x t +2G(t, x) for every t ∈ [0, T ]. Then (1) and (2) are proved. The Hölder continuity ofḠ provides
The third conclusion is obtained.
is the unique weak solution of the Neumann boundary problem (15).
Proof. Existence: Taking limit on both sides of (26), by Proposition 7, we have
Furthermore,
Therefore,
This impliesū is a mild solution, and we will prove that it is also a weak solution. Firstly, we know that, for v ∈ H 1 (D), t → (P t s φ s , v) is differentiable on [0, s], and
Then it follows that
where (−Lu(t, ·), v) = 
which provides thatû =ū and ∇û = ∇ū.
Existence and uniqueness of solution for nonlinear Neumann boundary problem
Now we will prove the result in the nonlinear case by Picard iteration. Let us consider the Picard sequence (u n ) n defined by u 0 = 0 and for all n ∈ N * we denote by u n+1 the solution of the linear PDE:
(28) By the result in last section, we know there exists a unique solution of linear PDE (28) for every n ∈ N. In the following discussion we will prove the convergence of {u n } in both analytic and probabilistic method independently.
Analytic Method
has a unique weak solution.
Proof. For simplicity, in this section, we set g n (t, x) = g(t, x, u n , ∇u n ), h n (t, x) = h(t, x, u n ) and f n (t, x) = f (t, x, u n , ∇u n ). Choosing θ > 0, we have 
is the trace operator and T r is the norm of the operator satisfying v L 2 (∂D) ≤ T r v H 1 . Therefore, it follows that Note that for fixed positive number θ, the norm is defined as 
Probabilistic Method
Let m denote the Lebesgue measure on D and set the pobability space Ω ′ = D ⊗ Ω and probability P m = m ⊗ P . {X t } is the reflecting Brownian motion in domain D X t − X s = B t − B s + t s n(X r )dL r .
It is known that, {X t } is a symmetric diffusion with initial distribution m.
By the symmetricalness, we know that B(s, t) = 2X s − 2X t + B t − B s = B s − B t − 2 t s n(X r )dL r , is a backward martingale under P m w.r.t. the backward filtration F ′ s = σ{X r |r ∈ [s, ∞)}. For g = (g 1 , · · · , g N ) : R N → R N , as in Section 3 we define the backward stochastic integral as follows g(X t j+1 )B i (t j , t j+1 ),
where the limit is over the partition s = t 0 < t 1 < · · · < t n = t and δ = max j (t j+1 − t j ).
In this case, one has which implies that Y t =Ỹ t , Z r =Z r . Hence u = v and ∇u = ∇v.
