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Abstract
We show the details of the calculation of the hadronic thermal corrections to the two-point functions
in the effective field theory of QCD for pions and vector mesons based on the hidden local symmetry
(HLS) in hot matter using the background field gauge. We study the temperature dependence of
the pion velocity in the low temperature region determined from the hadronic thermal corrections,
and show that, due to the presence of the dynamical vector meson, the pion velocity is smaller than
the speed of the light already at one-loop level, in contrast to the result obtained in the ordinary
chiral perturbation theory including only the pion at one-loop. Including the intrinsic temperature
dependences of the parameters of the HLS Lagrangian determined from the underlying QCD through
the Wilsonian matching, we show how the vector manifestation (VM), in which the massless vector
meson becomes the chiral partner of pion, is realized at the critical temperature. We present a new
prediction of the VM on the direct photon-pi-pi coupling which measures the validity of the vector
dominance (VD) of the electromagnetic form factor of the pion: We find that the VD is largely
violated at the critical temperature, which indicates that the assumption of the VD made in several
analyses on the dilepton spectra in hot matter may need to be weakened for consistently including
the effect of the dropping mass of the vector meson.
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1. INTRODUCTION
Spontaneous chiral symmetry breaking is one of the most important features in low energy
QCD. The phenomena of the light pseudoscalar mesons (the pion and its flavor partner),
which are regarded as the approximate Nambu-Goldstone bosons associated with the symmetry
breaking, are well described by the symmetry property in the low energy region. This chiral
symmetry is expected to be restored in hot and/or dense matter and properties of hadrons will
be changed near the critical point of the chiral symmetry restoration [1, 2, 3, 4, 5, 6, 7]. It
is important to investigate the physics near the phase transition point both theoretically and
experimentally. In fact, the CERN Super Proton Synchrotron (SPS) observed an enhancement
of dielectron (e+e−) mass spectra below the ρ/ω resonance [8]. This can be explained by the
dropping mass of the ρ meson (see, e.g., Refs. [3, 6, 9]) following the Brown-Rho scaling
proposed in Ref. [10]. Furthermore, the Relativistic Heavy Ion Collider (RHIC) has started to
measure several physical processes in hot matter which include the dilepton energy spectra.
This will further clarify the properties of vector mesons in hot matter. Therefore it is interesting
to study the properties of the pion and vector mesons near the critical temperature, especially
associated with the dropping mass of the vector meson.
There is no strong restriction concerning vector meson masses in the standard scenario of
chiral symmetry restoration, where the pion joins with the scalar meson in the same chiral
representation [see for example, Refs. [1, 11, 12]]. However there is a scenario which cer-
tainly requires the dropping mass of the vector meson and supports the Brown-Rho scaling: In
Ref. [13], it was proposed that there can be another possibility for the pattern of chiral sym-
metry restoration, named the vector manifestation (VM). The VM was proposed as a novel
manifestation of the chiral symmetry in the Wigner realization, in which the chiral symmetry
is restored by the massless degenerate pion (and its flavor partners) and the longitudinal ρ me-
son (and its flavor partners) as the chiral partner. In terms of the chiral representations of the
low-lying mesons, there is a representation mixing in the vacuum [13, 14]. When we approach
the critical point, there are two possibilities for the pattern of the chiral symmetry restoration:
One possible pattern is the standard scenario and another is the VM. Both of them are on an
equal footing with each other in terms of the chiral representations. It is worthwhile to study
the physics associated with the VM as well as that with the standard scenario of the chiral
symmetry restoration.
It has been shown that the VM is formulated at a large number of flavor [13], critical tem-
perature [15] and critical density [16] by using the effective field theory including both pions
and vector mesons based on the hidden local symmetry (HLS) [17, 18], where a second order
or weakly first order phase transition was assumed. In the VM at finite temperature and/or
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density, the intrinsic temperature and/or density dependences of the parameters of the HLS
Lagrangian played important roles to realize the chiral symmetry restoration consistently: In
the framework of the HLS the equality between the axial vector and vector current correla-
tors at the critical point can be satisfied only if the intrinsic thermal and/or density effects
are included. The intrinsic temperature and/or density dependences are nothing but the in-
formation converted from the underlying QCD through the Wilsonian matching [15, 19]. In
Ref. [20], the predictions of the VM were made on the pion velocity and the vector and axial
vector susceptibilities. It was stressed that the vector mesons in addition to the pseudoscalar
mesons become relevant degrees of freedom near the critical temperature.
In this paper we shed some light on the validity of the vector dominance (VD) in hot matter.
In several analyses such as the one on the dilepton spectra in hot matter carried out in Ref. [6],
the VD is assumed to be held even in the high temperature region. There are several analyses
resulting in the dropping mass consistent with the VD, as shown in Refs. [21, 22]. On the
other hand, the analysis done in Ref. [23] shows that the thermal vector meson mass goes
up if the VD holds. Thus, it is interesting to study what the VM predicts on the VD. In the
present analysis we present a new prediction of the VM in hot matter on the direct photon-π-π
coupling which measures the validity of the VD of the electromagnetic form factor of the pion.
We find that the VM predicts a large violation of the VD at the critical temperature. This
indicates that the assumption of the VD may need to be weakened, at least in some amounts,
for consistently including the effect of the dropping mass of the vector meson.
This paper is organized as follows: In section 2, we show the HLS Lagrangian which we use in
the present analysis. In section 3, we present an entire list of the hadronic thermal corrections
to the two-point functions including the vector and pseudoscalar meson loop contributions in
the background field gauge. We think that it is useful to summarize the entire list of the
hadronic thermal corrections since only the relevant part of them was listed in Ref. [20]. In
section 4, we first give an account of the general idea of the intrinsic thermal and/or dense
effects, which was not explicitly stated before. Then, following Ref. [20], we briefly review
how to extend the Wilsonian matching to the version at non-zero temperature to incorporate
the intrinsic thermal effect. In section 5, we show the explicit forms of the pole masses of the
longitudinal and transverse modes of the vector meson at non-zero temperature. Including the
intrinsic thermal effect through the Wilsonian matching, we show how the VM is formulated at
the critical temperature. In section 6, we study the temperature dependences of the temporal
and spatial pion decay constants and the pion velocity in the low temperature region. The
estimation of the value of the critical temperature is also carried out in wider range of input
parameters than the one used in Ref. [15]. In section 7, we study the validity of the VD in hot
matter, and show that the VD is largely violated near critical temperature. In section 8, we
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give a summary and discussions. Several functions and formulas used in this paper are listed
in Appendices A-D.
2. HIDDEN LOCAL SYMMETRY
In this section, we show the Lagrangian based on the hidden local symmetry (HLS) which
we use in the present analysis.
The HLS model is based on the Gglobal×Hlocal symmetry, where G = SU(Nf )L×SU(Nf )R
is the chiral symmetry and H = SU(Nf )V is the HLS. The basic quantities are the HLS gauge
boson and two matrix valued variables ξL(x) and ξR(x) which transform as
ξL,R(x)→ ξ′L,R(x) = h(x)ξL,R(x)g†L,R , (2.1)
where h(x) ∈ Hlocal and gL,R ∈ [SU(Nf )L,R]global. These variables are parameterized as
ξL,R(x) = e
iσ(x)/Fσe∓ipi(x)/Fpi , (2.2)
where π = πaTa denotes the pseudoscalar Nambu-Goldstone bosons associated with the spon-
taneous symmetry breaking of Gglobal chiral symmetry, and σ = σ
aTa denotes the Nambu-
Goldstone bosons associated with the spontaneous breaking of Hlocal. This σ is absorbed into
the HLS gauge boson through the Higgs mechanism. Fpi and Fσ are the decay constants of the
associated particles. The phenomenologically important parameter a is defined as
a =
Fσ
2
Fpi
2 . (2.3)
The covariant derivatives of ξL,R are given by
DµξL = ∂µξL − iVµξL + iξLLµ,
DµξR = ∂µξR − iVµξR + iξRRµ, (2.4)
where Vµ is the gauge field of Hlocal, and Lµ and Rµ are the external gauge fields introduced
by gauging the Gglobal symmetry.
The HLS Lagrangian with the lowest derivative terms in the chiral limit is given by [17, 18]
L(2) = Fpi2tr[αˆ⊥µαˆµ⊥] + Fσ2tr[αˆ‖µαˆµ‖ ]−
1
2g2
tr[VµνV
µν ] , (2.5)
where g is the HLS gauge coupling, Vµν is the field strength of Vµ and
αˆµ⊥ =
1
2i
[DµξR · ξ†R −DµξL · ξ†L] ,
αˆµ‖ =
1
2i
[DµξR · ξ†R +DµξL · ξ†L] . (2.6)
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In the HLS, as first pointed in Ref. [24] and developed further in Refs. [14, 19, 25, 26],
thanks to the gauge symmetry, a systematic loop expansion can be formally performed with
the vector mesons included in addition to the pseudoscalar mesons. In this chiral perturbation
theory (ChPT) with HLS the vector meson mass is considered as small compared with the
chiral symmetry breaking scale Λχ, by assigning O(p) to the HLS gauge coupling [24, 26]:
g ∼ O(p). (2.7)
According to the entire list shown in Ref. [26], there are 35 counter terms at O(p4) for general
Nf . However, only three terms are relevant when we consider two-point functions in the chiral
limit:
L(4) = z1tr[VˆµνVˆµν ] + z2tr[AˆµνAˆµν ] + z3tr[VˆµνV µν ], (2.8)
where
Aˆµν = 1
2
[ξRRµνξ†R − ξLLµνξ†L] , (2.9)
Vˆµν = 1
2
[ξRRµνξ†R + ξLLµνξ†L] , (2.10)
with Rµν and Lµν being the field strengths of Rµ and Lµ.
In Ref. [19], based on the ChPT with HLS, the Wilsonian matching was proposed, through
which the parameters of the HLS Lagrangian are determined by the underlying QCD at the
matching scale Λ. (For a review of the ChPT with HLS, the Wilsonian matching and VM at
zero temperature, see Ref. [14].) The Wilsonian matching at T = 0 with Nf = 3, where the
validity of the ChPT with HLS is essential, was shown to give several predictions in remarkable
agreement with experiments [14, 19]. This strongly suggests that the ChPT with HLS is valid
even numerically. In Ref. [15], we applied the ChPT with HLS combined with the Wilsonian
matching to finite temperature. There the expansion parameter is T/Fpi(Λ) instead of T/Fpi(0)
used in the standard ChPT. Since Fpi(Λ) > Fpi(0), we think that the present formalism can be
applied in the higher temperature region than the standard ChPT.
3. TWO-POINT FUNCTIONS IN BACKGROUND FIELD GAUGE
In the present approach hadronic thermal effects are included by calculating loop contribu-
tions of the pseudoscalar and vector meson. In Ref. [15] we used hadronic thermal corrections
to the pion decay constant and vector meson mass calculated within the framework of the
chiral perturbation theory with HLS in the Landau gauge. While in Ref. [20] hadronic ther-
mal corrections were calculated in the background field gauge. (For the application of the
background field gauge to the HLS, see, e.g., Ref. [14].) In this section we show details of the
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calculation of the hadronic thermal corrections to the two-point functions in the background
field gauge.
Let us consider the loop corrections to the two-point functions at non-zero temperature. As
was done in Ref. [20] (see also section 4), we neglect the possible Lorentz symmetry violating
effects caused by the intrinsic temperature dependences of the bare parameters in the present
analysis. So we calculate loop corrections at non-zero temperature from the bare Lagrangian
with Lorentz invariance shown in Eq. (2.5). For this purpose it is convenient to introduce the
following functions:
A0(M
2;T ) ≡ T
∞∑
n=−∞
∫
d3k
(2π)3
1
M2 − k2 , (3.1)
B0(p0, p¯;M1,M2;T ) ≡ T
∞∑
n=−∞
∫ d3k
(2π)3
1
[M21 − k2][M22 − (k − p)2]
, (3.2)
Bµν(p0, p¯;M1,M2;T ) ≡ T
∞∑
n=−∞
∫
d3k
(2π)3
(2k − p)µ (2k − p)ν
[M21 − k2][M22 − (k − p)2]
, (3.3)
where p¯ = |~p| and the 0th component of the loop momentum is taken as k0 = i2nπT , while
that of the external momentum is taken as p0 = i2n′πT [n, n′: integer]. Using the standard
formula (see, e.g., Ref. [27]), these functions are divided into two parts as
A0(M ;T ) = A
(vac)
0 (M) + A0(M ;T ) , (3.4)
B0(p0, p¯;M1,M2;T ) = B
(vac)
0 (p;M1,M2) +B0(p0, p¯;M1,M2;T ) , (3.5)
Bµν(p0, p¯;M1,M2;T ) = B
(vac)µν(p;M1,M2) +B
µν
(p0, p¯;M1,M2;T ) , (3.6)
where A
(vac)
0 , B
(vac)
0 and B
(vac)µν express the quantum corrections given in Eqs. (C.1)–(C.3),
and A0, B0 and B
µν
the hadronic thermal corrections. We summarize the explicit forms of the
functions A0, B0 and B
µν
in various limits relevant to the present analysis in Appendix B. Note
that the 0th component of the momentum p0 in the right-hand-sides of the above expressions
is analytically continued to the Minkowski variable: p0 is understood as p0 + iǫ (ǫ → +0) for
the retarded function and p0 − iǫ for the advanced function. Then, A(vac)0 , B(vac)0 and B(vac)µν
have no explicit temperature dependence, while they have intrinsic temperature dependence
which is introduced through the Wilsonian matching as we will see later. In the following we
write the two-point functions of Aµ-Aν , Vµ-Vν , V µ-V ν and V µ-Vν as Πµν⊥ , Πµν‖ , ΠµνV and ΠµνV ‖,
respectively.
At non-zero temperature there are four independent polarization tensors, which we choose
as defined in Appendix A. We decompose the two-point functions Πµν⊥ , Π
µν
V Π
µν
V ‖ and Π
µν
‖ as
Πµν⊥ = u
µuνΠt⊥ + (g
µν − uµuν)Πs⊥ + P µνL ΠL⊥ + P µνT ΠT⊥ , (3.7)
ΠµνV = u
µuνΠtV + (g
µν − uµuν)ΠsV + P µνL ΠLV + P µνT ΠTV , (3.8)
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FIG. 1: Diagrams for contributions to Πµν⊥ at one-loop level. The circle (◦) denotes the momentum-
independent vertex and the dot (•) denotes the momentum-dependent vertex.
ΠµνV ‖ = u
µuνΠtV ‖ + (g
µν − uµuν)ΠsV ‖ + P µνL ΠLV ‖ + P µνT ΠTV ‖ , (3.9)
Πµν‖ = u
µuνΠt‖ + (g
µν − uµuν)Πs‖ + P µνL ΠL‖ + P µνT ΠT‖ , (3.10)
where uµ = (1,~0) and P µνL and P
µν
T are defined in Eq. (A.1). Similarly, we decompose the
function Bµν as
Bµν = uµuνBt + (gµν − uµuν)Bs + P µνL BL + P µνT BT . (3.11)
Furthermore, similarly to the division of the functions into one part for expressing the quantum
correction and another for the hadronic thermal correction done in Eqs. (3.4)–(3.6), we divide
the two-point functions into two parts as
Πµν(p0, p¯;T ) = Π
(vac)µν(p0, p¯) + Π
µν
(p0, p¯;T ) . (3.12)
Accordingly each of four components of the two-point functions defined in Eqs. (3.7)–(3.10)
is divided into the one part for the quantum correction and another for the hadronic thermal
correction. We note that all the divergences are included in the zero temperature part Π(vac).
Now, let us present the entire list of the hadronic thermal corrections to the two-point
functions. (For the explicit forms of the quantum corrections Π(vac), see Appendix C.)
We show the diagrams for contributions to Πµν⊥ at one-loop level in Fig. 1. The temperature
dependent parts are obtained as
Π
t
⊥(p0, p¯;T ) = −NfaM2ρB0(p0, p¯;Mρ, 0;T ) +Nf
a
4
B
t
(p0, p¯;Mρ, 0;T )
+Nf (a− 1)A0(0;T ), (3.13)
Π
s
⊥(p0, p¯;T ) = −NfaM2ρB0(p0, p¯;Mρ, 0;T ) +Nf
a
4
B
s
(p0, p¯;Mρ, 0;T )
+Nf (a− 1)A0(0;T ), (3.14)
Π
L
⊥(p0, p¯;T ) = Nf
a
4
B
L
(p0, p¯;Mρ, 0;T ), (3.15)
Π
T
⊥(p0, p¯;T ) = Nf
a
4
B
T
(p0, p¯;Mρ, 0;T ). (3.16)
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FIG. 2: Diagrams for contributions to ΠµνV at one-loop level.
As we will see later in section 5, we define the vector meson mass as the pole of longitudinal
or transverse component of the vector meson propagator. The diagrams for contributions to
ΠµνV are shown in Fig. 2. We obtain the hadronic thermal corrections to Π
µν
V as
Π
t
V (p0, p¯;T ) = 2NfA0(Mρ;T )−M2ρNfB0(p0, p¯;Mρ,Mρ;T )
+
a2
8
NfB
t
(p0, p¯; 0, 0;T ) +
9
8
NfB
t
(p0, p¯;Mρ,Mρ;T ) , (3.17)
Π
s
V (p0, p¯;T ) = 2NfA0(Mρ;T )−M2ρNfB0(p0, p¯;Mρ,Mρ;T )
+
a2
8
NfB
s
(p0, p¯; 0, 0;T ) +
9
8
NfB
s
(p0, p¯;Mρ,Mρ;T ) , (3.18)
Π
L
V (p0, p¯;T ) = −4p2NfB0(p0, p¯;Mρ,Mρ;T )
+
a2
8
NfB
L
(p0, p¯; 0, 0;T ) +
9
8
NfB
L
(p0, p¯;Mρ,Mρ;T ), (3.19)
Π
T
V (p0, p¯;T ) = −4p2NfB0(p0, p¯;Mρ,Mρ;T )
+
a2
8
NfB
T
(p0, p¯; 0, 0;T ) +
9
8
NfB
T
(p0, p¯;Mρ,Mρ;T ). (3.20)
Another two-point function associated with the vector current correlator is ΠµνV ‖. We also
show the one-loop diagrams for contributions to ΠµνV ‖ in Fig. 3. We get the temperature
dependent parts as
Π
t
V ‖(p0, p¯;T ) =
a
2
NfA0(0;T ) +
1
2
NfA0(Mρ;T ) +NfM
2
ρB0(p0, p¯;Mρ,Mρ;T )
+
1
8
NfB
t
(p0, p¯;Mρ,Mρ;T ) +
a(2− a)
8
NfB
t
(p0, p¯; 0, 0;T ), (3.21)
Π
s
V ‖(p0, p¯;T ) =
a
2
NfA0(0;T ) +
1
2
NfA0(Mρ;T ) +NfM
2
ρB0(p0, p¯;Mρ,Mρ;T )
8
pi^
pi
^
pi
^
σ
^
σ
^
σ
^
σ
^
ρα
^
(a) (b) (c)
(d) (e)
FIG. 3: Diagrams for contributions to ΠµνV ‖ at one-loop level.
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FIG. 4: Diagrams for contributions to Πµν‖ at one-loop level.
+
1
8
NfB
s
(p0, p¯;Mρ,Mρ;T ) +
a(2− a)
8
NfB
s
(p0, p¯; 0, 0;T ), (3.22)
Π
L
V ‖(p0, p¯;T ) =
1
8
NfB
L
(p0, p¯;Mρ,Mρ;T ) +
a(2− a)
8
NfB
L
(p0, p¯; 0, 0;T ), (3.23)
Π
T
V ‖(p0, p¯;T ) =
1
8
NfB
T
(p0, p¯;Mρ,Mρ;T ) +
a(2− a)
8
NfB
T
(p0, p¯; 0, 0;T ). (3.24)
In section 7, we will define the parameter a from the direct γππ coupling using the two-point
function Πµν‖ . We show the diagrams for contributions to Π
µν
‖ at one-loop level in Fig. 4. We
get the temperature dependent parts as
Π
t
‖(p0, p¯;T ) = −(a− 1)NfA0(0;T )−NfM2ρB0(p0, p¯;Mρ,Mρ;T )
+
1
8
NfB
t
(p0, p¯;Mρ,Mρ;T ) +
(2− a)2
8
NfB
t
(p0, p¯; 0, 0;T ) , (3.25)
Π
s
‖(p0, p¯;T ) = −(a− 1)NfA0(0;T )−NfM2ρB0(p0, p¯;Mρ,Mρ;T )
9
+
1
8
NfB
s
(p0, p¯;Mρ,Mρ;T ) +
(2− a)2
8
NfB
s
(p0, p¯; 0, 0;T ) , (3.26)
Π
L
‖ (p0, p¯;T ) =
1
8
NfB
L
(p0, p¯;Mρ,Mρ;T ) +
(2− a)2
8
NfB
L
(p0, p¯; 0, 0;T ), (3.27)
Π
T
‖ (p0, p¯;T ) =
1
8
NfB
T
(p0, p¯;Mρ,Mρ;T ) +
(2− a)2
8
NfB
T
(p0, p¯; 0, 0;T ). (3.28)
At the end of this section, using the relations shown in Eq. (B.14), we obtain
Π
t
V = −ΠtV ‖ = Πt‖
= Π
s
V = −ΠsV ‖ = Πs‖
= −Nf 1
4
[
A0(Mρ;T ) + A0(0;T )
]
−NfM2ρB0(p0, p¯;Mρ,Mρ;T ) . (3.29)
Since the quantum corrections to the corresponding components are identical as we have shown
in Eq. (C.14), the above relation implies that the components ΠtV , Π
t
V ‖, Π
t
‖, Π
s
V , Π
s
V ‖ and Π
t
‖
agree:
ΠtV = −ΠtV ‖ = Πt‖ = ΠsV = −ΠsV ‖ = Πs‖ . (3.30)
This relation is important to prove the conservation of the vector current correlator as shown
in Ref. [20]. #1
4. INTRINSIC THERMAL EFFECTS
In this section, we first give an account of the general idea of the intrinsic temperature
and/or density dependences of the bare parameters. Next, following Ref. [20], we briefly
review how to extend the Wilsonian matching to the version at non-zero temperature in order
to incorporate the intrinsic thermal effect into the bare parameters of the HLS Lagrangian.
There we discuss the effect of Lorentz symmetry violation at bare level, and summarize the
conditions for the bare parameters obtained in Ref. [15] through the Wilsonian matching at
the critical temperature.
4.1. General Concept of the Intrinsic Thermal and/or Density Effects
In this subsection, we give a general idea of the matching between the effective field theory
(EFT) and QCD. Green’s functions have important information of system, which is generated
#1 Actually, for the conservation of the vector current correlator, ΠtV = −ΠtV ‖ = Πt‖ and ΠsV = −ΠsV ‖ = Πs‖ are
enough, and ΠtV and Π
s
V can be generally different.
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by the following functional of a set of source fields denoted by J :
Z[J ] =
∫
DqDq¯DGeSQCD[J ], (4.1)
where q (q¯) denotes quark or antiquark field, G is gluon field and SQCD represents the action
expressed in terms of the quarks and gluons. The basic concept of the EFT is that the effective
Lagrangian, which has the most general form constructed from the chiral symmetry, can give
the same generating functional as in Eq. (4.1):
Z[J ] =
∫
DUeSeff [J ], (4.2)
where U denotes the relevant hadronic fields such as the pion fields and Seff is the action
expressed in terms of these hadrons. Corresponding to each Green’s function derived from
Eq. (4.1), we have the same Green’s function obtained from the EFT through Eq. (4.2). Per-
forming the matching between these two Green’s functions, we can determine the parameters
of the EFT.
In some matching schemes, the renormalized parameters of the EFT are determined from
QCD. On the other hand, the matching in the Wilsonian sense is performed based on the
following general idea: The bare Lagrangian of the EFT is defined at a suitable matching scale
Λ and the generating functional derived from the bare Lagrangian leads to the same Green’s
function as that derived from Eq. (4.1) at Λ. Then the bare parameters of the EFT are
determined through the Wilsonian matching. In other words, we obtain the bare Lagrangian
of the EFT after integrating out the high energy modes, i.e., the quarks and gluons above
Λ. The information of the high energy modes is included in the parameters of the EFT.
Thus when we integrate out high energy modes in hot and/or dense matter, the parameters
are in general dependent on temperature and/or density. The intrinsic temperature and/or
density dependences are nothing but the signature that the hadron has an internal structure
constructed from the quarks and gluons. This is similar to the situation where the coupling
constants among hadrons are replaced with the momentum-dependent form factor in the high
energy region. Thus the intrinsic thermal and/or dense effects play more important roles in
the higher temperature region, especially near the critical temperature.
4.2. Wilsonian Matching
The Wilsonian matching proposed in Ref. [19] is done by matching the axial vector and vec-
tor current correlators derived from the HLS with those from the operator product expansion
11
(OPE) in QCD at the matching scale Λ #2.
Here it should be noticed that there is no longer Lorentz symmetry in hot matter, and the
Lorentz non-scalar operators such as q¯γµDνq may exist in the form of the current correlators
derived from the OPE [28]. This leads to a difference between the temporal and spatial bare
pion decay constants. However, we neglect the contributions from these operators since they
give a small correction compared with the main term 1+ αs
pi
[15]. This implies that the Lorentz
symmetry breaking effect in the bare pion decay constant is small, F tpi,bare ≃ F spi,bare [20]. Thus to
a good approximation we determine the pion decay constant at non-zero temperature through
the matching condition at zero temperature, putting possible temperature dependences into
the gluonic and quark condensates [15, 20]:
F 2pi (Λ;T )
Λ2
=
1
8π2
[
1 +
αs
π
+
2π2
3
〈αs
pi
GµνG
µν〉T
Λ4
+ π3
1408
27
αs〈q¯q〉2T
Λ6
]
. (4.3)
Through this condition the temperature dependences of the quark and gluonic condensates
determine the intrinsic temperature dependences of the bare parameter Fpi(Λ;T ), which is then
converted into those of the on-shell parameter Fpi(µ = 0;T ) through the Wilsonian RGEs.
Now, let us consider the Wilsonian matching near the chiral symmetry restoration point.
Here we assume that the order of the chiral phase transition is second or weakly first order,
and thus the quark condensate becomes zero continuously for T → Tc. First, note that the
Wilsonian matching condition (4.3) provides
F 2pi (Λ;Tc)
Λ2
=
1
8π2
[
1 +
αs
π
+
2π2
3
〈αs
pi
GµνG
µν〉Tc
Λ4
]
6= 0 , (4.4)
which implies that the matching with QCD dictates
F 2pi (Λ;Tc) 6= 0 (4.5)
even at the critical temperature where the on-shell pion decay constant vanishes by adding the
quantum corrections through the RGE including the quadratic divergence [19] and hadronic
thermal corrections, as we will show in section 6. As was shown in Ref. [16] for the VM in
dense matter, the Lorentz non-invariant version of the VM conditions for the bare parameters
are obtained by the requirement of the equality between the axial vector and vector current
correlators in the HLS, which should be valid also in hot matter [20]:
atbare ≡
(
F tσ,bare
F tpi,bare
)2
T→Tc→ 1, asbare ≡
(
F sσ,bare
F spi,bare
)2
T→Tc→ 1, (4.6)
gT,bare
T→Tc→ 0, gL,bare T→Tc→ 0, (4.7)
#2 For the validity of the expansion in the HLS the matching scale Λ must be smaller than the chiral symmetry
breaking scale Λχ.
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where atbare, a
s
bare, gT,bare and gL,bare are the extensions of the parameters abare and gbare in the
bare Lagrangian with the Lorentz symmetry breaking effect included as in Appendix A of
Ref. [16].
When we use the conditions for the parameters at,s in Eq. (4.6) and the above result that
the Lorentz symmetry violation between the bare pion decay constants F t,spi,bare is small, we
can easily show that the Lorentz symmetry breaking effect between the temporal and spatial
bare sigma decay constants is also small, F tσ,bare ≃ F sσ,bare [20]. While we cannot determine the
ratio gL,bare/gT,bare through the Wilsonian matching since the transverse mode of vector meson
decouples near the critical temperature. #3 However this implies that the transverse mode is
irrelevant for the quantities studied in this paper. Therefore in the present analysis, we set
gL,bare = gT,bare for simplicity and use the Lorentz invariant Lagrangian at bare level. In the
low temperature region, the intrinsic temperature dependences are negligible, so that we also
use the Lorentz invariant Lagrangian at bare level as in the analysis by the ordinary chiral
Lagrangian in Ref. [30].
At the critical temperature, the axial vector and vector current correlators derived in the
OPE agree with each other for any value of Q2. Thus we require that these current correlators
in the HLS are equal at the critical temperature for any value of Q2 around Λ2. As we discussed
above, we start from the Lorentz invariant bare Lagrangian even in hot matter, and then the
axial vector current correlator G
(HLS)
A and the vector current correlator G
(HLS)
V are expressed
by the same forms as those at zero temperature with the bare parameters having the intrinsic
temperature dependences:
G
(HLS)
A (Q
2;T ) =
F 2pi (Λ;T )
Q2
− 2z2(Λ;T ),
G
(HLS)
V (Q
2;T ) =
F 2σ (Λ;T )[1− 2g2(Λ;T )z3(Λ;T )]
Mρ
2(Λ;T ) +Q2
− 2z1(Λ;T ). (4.8)
By taking account of the fact F 2pi (Λ;Tc) 6= 0 derived from the Wilsonian matching condition
given in Eq. (4.4), the requirement G
(HLS)
A = G
(HLS)
V is satisfied only if the following conditions
are met [15]:
g(Λ;T )
T→Tc→ 0, (4.9)
#3 In Ref. [16], the analysis including the Lorentz non-invariance at bare HLS theory was carried out. Due to
the equality between axial vector and vector current correlators, (gL,bare, gT,bare) → (0, 0) is satisfied when
we approach the critical point. This implies that at the bare level the longitudinal mode becomes the real
NG boson and couples to the vector current correlator, while the transverse mode decouples. Furthermore
gL → 0 is a fixed point for the RGE [29]. Thus in any energy scale the transverse mode decouples from the
vector current correlator.
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a(Λ;T ) = F 2σ (Λ;T )/F
2
pi (Λ;T )
T→Tc→ 1, (4.10)
z1(Λ;T )− z2(Λ;T ) T→Tc→ 0. (4.11)
Note that the intrinsic thermal effects act on the parameters in such a way that they become
the values of Eqs. (4.9)-(4.11).
Through the Wilsonian matching at non-zero temperature mentioned above, the parame-
ters appearing in the hadronic thermal corrections calculated in section 3 have the intrinsic
temperature dependences: Fpi, a and g appearing there should be regarded as
Fpi ≡ Fpi(µ = 0;T ) ,
a ≡ a (µ = Mρ(T );T ) ,
g ≡ g (µ = Mρ(T );T ) , (4.12)
where Mρ is determined from the on-shell condition:
M2ρ ≡M2ρ (T ) = a(µ =Mρ;T )g2(µ = Mρ;T )F 2pi (µ = Mρ;T ) . (4.13)
From the RGEs for g and a in Eqs.(C.29) and (C.28), we find that (g, a) = (0, 1) is the fixed
point. Therefore, Eqs. (4.9) and (4.10) imply that g and a at the on-shell of the vector meson
take the same values:
a (µ =Mρ(T );T )
T→Tc−→ 1 ,
g (µ =Mρ(T );T )
T→Tc−→ 0 , (4.14)
where the parametric vector meson mass Mρ(T ) is determined from the condition (4.13). The
above conditions with Eq. (4.13) imply that Mρ(T ) also vanishes:
Mρ(T )
T→Tc−→ 0 . (4.15)
5. VECTOR MESON MASS
In Ref. [15] we have shown that the vector manifestation (VM) in hot matter can actually be
formulated by using the hadronic thermal correction to the vector meson pole mass calculated
in the Landau gauge [31]. In Ref. [20] the background field gauge was used to calculate the
hadronic thermal corrections. There the vector meson pole mass was not explicitly studied.
In this section we first define the vector meson pole masses of both the longitudinal and
transverse modes at non-zero temperature from the vector current correlator in the background
field gauge and show the explicit forms of the hadronic thermal corrections from the vector
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and pseudoscalar meson loop. Then, including the intrinsic temperature dependences of the
parameters near the critical temperature determined in the previous section, we show that the
vector meson mass vanishes at the critical temperature.
Let us define pole masses of longitudinal and transverse modes of the vector meson from
the poles of longitudinal and transverse components of the vector current correlator in the rest
frame [20]:
GµνV = P
µν
L G
L
V + P
µν
T G
T
V , (5.1)
where
GLV =
ΠsV (Π
L
V + 2Π
L
V ‖)
ΠsV −ΠLV
+ΠL‖ ,
GTV =
ΠsV (Π
T
V + 2Π
T
V ‖)
ΠsV −ΠTV
+ΠT‖ . (5.2)
Then, the pole masses are obtained as the solutions of the following on-shell conditions:
0 = Re
[
ΠsV (p0 = m
L
ρ (T ), 0;T )− ΠLV (p0 = mLρ (T ), 0;T )
]
,
0 = Re
[
ΠsV (p0 = m
T
ρ (T ), 0;T )−ΠTV (p0 = mTρ (T ), 0;T )
]
, (5.3)
where mLρ (T ) and m
T
ρ (T ) denote the pole masses of the longitudinal and transverse modes,
respectively. As we have calculated in section 3, ΠsV (p0, p¯;T ), Π
L
V (p0, p¯;T ) and Π
T
V (p0, p¯;T ) in
the HLS at one-loop level are expressed as
ΠsV (p0, p¯;T ) = F
2
σ (Mρ) + Π˜
S
V (p
2) + Π
s
V (p0, p¯;T ) ,
ΠLV (p0, p¯;T ) =
p2
g2(Mρ)
+ Π˜LTV (p
2) + Π
L
V (p0, p¯;T ) ,
ΠTV (p0, p¯;T ) =
p2
g2(Mρ)
+ Π˜LTV (p
2) + Π
T
V (p0, p¯;T ) , (5.4)
where the explicit forms of the finite renormalization effects Π˜SV (p
2) and Π˜LTV (p
2) are given in
Eqs. (C.31) and (C.32), and those of the hadronic thermal effects Π
s
V (p0, p¯;T ), Π
L
V (p0, p¯;T ) and
Π
T
V (p0, p¯;T ) are given in Eqs. (3.29), (3.19) and (3.20). Substituting Eq. (5.4) into Eq. (5.3),
we obtain [
mLρ (T )
]2
= M2ρ + g
2(Mρ)
[
Re Π˜SV (p
2
0) + ReΠ
s
V (p0, 0;T )
− Re Π˜TV (p20)− ReΠLV (p0, 0;T )
]
p0=mLρ (T )
,
[
mTρ (T )
]2
= M2ρ + g
2(Mρ)
[
Re Π˜SV (p
2
0) + ReΠ
s
V (p0, 0;T )
− Re Π˜TV (p20)− ReΠTV (p0, 0;T )
]
p0=mTρ (T )
. (5.5)
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We can replace mLρ (T ) and m
T
ρ (T ) with Mρ in the hadronic thermal effects as well as in
the finite renormalization effect, since the difference is of higher order. Then, noting that
Re Π˜SV (p
2 =M2ρ ) = Re Π˜
LT
V (p
2 =M2ρ ) = 0 as shown in Eq. (C.19), we obtain[
mLρ (T )
]2
= M2ρ − g2(Mρ) Re
[
Π
L
V (Mρ; 0;T )−ΠsV (Mρ; 0;T )
]
, (5.6)[
mTρ (T )
]2
= M2ρ − g2(Mρ) Re
[
Π
T
V (Mρ; 0;T )−ΠsV (Mρ; 0;T )
]
. (5.7)
Let us compute the explicit form of the pole mass using the expression of Π
s
V , Π
L
V and Π
T
V
calculated in section 3. Here we note that Eqs. (B.24) and (B.25) imply that B
L −Bs agrees
with B
T −Bs in the rest frame. Then in the rest frame ΠLV −ΠsV agrees with ΠTV −ΠsV . Thus
the longitudinal pole mass is the same as the transverse one:
mLρ (T ) = m
T
ρ (T ) ≡ mρ(T ) . (5.8)
By using the low momentum limits of the functions shown in Eqs. (B.23) and (B.24), Π
L
V −ΠsV
in the rest frame is expressed as
Π
L
V (p0, p¯ = 0;T )−ΠsV (p0, p¯ = 0;T )
= Nf
[a2
24
G˜2(p0;T )− J˜21 (Mρ;T ) + (
M2ρ
4
− p20)F˜ 23 (p0;Mρ;T ) +
3
8
F˜ 43 (p0;Mρ;T )
]
, (5.9)
where the functions I˜n, J˜
n
m, F˜
n
m and G˜
n
m are defined in Appendix D. Substituting the above
expression into Eq. (5.6) and using the relation
− 1
3M2ρ
F˜ 43 (Mρ;Mρ;T ) =
1
4
F˜ 23 (Mρ;Mρ;T )−
1
3M2ρ
J˜21 (Mρ;T ) , (5.10)
we find that the vector meson pole mass is expressed as
m2ρ(T ) = Mρ
2 +Nf g
2
[
−a
2
12
G˜2(Mρ;T ) +
4
5
J˜21 (Mρ;T ) +
33
16
M2ρ F˜
2
3 (Mρ;Mρ;T )
]
. (5.11)
The contribution in this expression agrees with the result in Ref. [15] which is derived from the
hadronic thermal correction calculated in the Landau gauge in Ref. [31] by taking the on-shell
condition (5.6). #4
Before going to the analysis near the critical temperature, we study the behavior of the
pole mass in the low temperature region, T ≪Mρ. In this region the functions F nm and Jnm are
suppressed by e−Mρ/T , and thus give negligible contributions. Since G2 ≈ −pi415 T
4
Mρ2
, the vector
#4 The functions used in this paper are related to the ones used in Ref. [15] as J˜21 =
1
2pi2J
2
1 , G˜2 =
1
2pi2 G¯2, and
so on.
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meson pole mass increases as T 4 in the low temperature region, dominated by the π-loop
effects:
mρ
2(T ) ≈Mρ2 + Nfπ
2a
360Fpi
2T
4 for T ≪Mρ. (5.12)
Note that the lack of T 2-term in the above expression is consistent with the result by the
current algebra analysis [32].
Now, let us study the vector meson pole mass near the critical temperature. As shown
in section 4, the intrinsic temperature dependences of the parameters of the HLS Lagrangian
determined through the Wilsonian matching imply that the parametric vector meson mass
Mρ vanishes at the critical temperature. Then, near the critical temperature we should take
Mρ ≪ T in Eq. (5.11) instead of T ≪Mρ which was taken to reach the expression in Eq. (5.12)
in the low temperature region. Thus, by noting that
G˜2(Mρ;T )
Mρ→0→ I˜2(T ),
J˜21 (Mρ;T )
Mρ→0→ I˜2(T ),
Mρ
2F˜ 23 (Mρ;Mρ;T )
Mρ→0→ 0, (5.13)
the pole mass of the vector meson at T <∼ Tc becomes
mρ
2(T ) = Mρ
2 +Nf g
215− a2
12
I˜2(T )
= Mρ
2 +Nf g
215− a2
144
T 2. (5.14)
In the vicinity of a ≃ 1 the hadronic thermal effect gives a positive correction, and then the
vector meson pole mass is actually larger than the parametric mass Mρ. However, the intrinsic
temperature dependences of the parameters obtained in section 4 lead to g → 0 and Mρ → 0
for T → Tc. Then, from Eq. (5.14) we conclude that the pole mass of the vector meson mρ
also vanishes at the critical temperature:
mρ(T )→ 0 for T → Tc . (5.15)
This implies that the VM is realized at the critical temperature, which is consistent with the
picture shown in Refs. [3, 4, 10, 33].
6. PION PARAMETERS AND THE CRITICAL TEMPERATURE
In this section we first study the temperature dependences of the temporal and spatial pion
decay constants and pion velocity in the low temperature region, and briefly review how the
two decay constants vanish at the critical temperature following Ref. [20]. We also estimate
the value of the critical temperature in a wider range of input parameters than the one used
in Ref. [15].
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6.1. Pion Decay Constant and Pion Velocity
Since the Lorentz symmetry is violated at non-zero temperature, there exist two pion decay
constants f tpi and f
s
pi [12]. These f
t
pi and f
s
pi are associated with the temporal and spatial
components of the axial vector current, respectively. In the present analysis, they are expressed
as [20]
f tpi(p¯;T ) =
Πt⊥(E, p¯;T )
F˜ (p¯;T )
=
F 2pi +Π
t
⊥(p¯, p¯;T )
F˜ (p¯;T )
,
f spi(p¯;T ) =
Πs⊥(E, p¯;T )
F˜ (p¯;T )
=
F 2pi +Π
s
⊥(p¯, p¯;T )
F˜ (p¯;T )
, (6.1)
where E denotes the pion energy and we replaced E by p¯ in the hadronic thermal corrections
Π
t
⊥(E, p¯;T ) and Π
s
⊥(E, p¯;T ) since the difference is of higher order. F˜ (p¯;T ) is the wave function
renormalization constant of the π field given by [20, 34]
F˜ 2(p¯;T ) = ReΠt⊥(E, p¯;T )
= F 2pi + ReΠ
t
⊥(p¯, p¯;T ) . (6.2)
By using the above decay constants, the pion velocity at one-loop level is expressed as [12, 20]
#5
v2pi(p¯;T ) = 1 +
F˜ (p¯;T )
F 2pi
[
Ref spi(p¯;T )− Ref tpi(p¯;T )
]
. (6.3)
In Ref. [15], following Ref. [11], we defined the pion decay constant fpi as the pole residue of
the axial vector current correlator. It is related to the above f tpi and f
s
pi at one-loop order as
f 2pi(p¯;T ) = f
t
pi(p¯;T )f
s
pi(p¯;T ) . (6.4)
Furthermore we have
F˜ (p¯;T ) = Re f tpi(p¯;T ) . (6.5)
Substituting Eqs. (B.1) and (B.2) into Eqs. (3.13) and (3.14), we obtain Π
t
⊥ and Π
s
⊥ for the
on-shell pion as
Π
t
⊥(p0 = p¯+ iǫ, p¯;T ) = Nf(a− 1)I˜2(T )
+
Nf
2
a
[
1
2
B
t
(p¯+ iǫ, p¯;Mρ, 0;T )− 2M2ρB0(p¯+ iǫ, p¯;Mρ, 0;T )
]
, (6.6)
Π
s
⊥(p0 = p¯+ iǫ, p¯;T ) = Nf(a− 1)I˜2(T )
+
Nf
2
a
[
1
2
B
s
(p¯+ iǫ, p¯;Mρ, 0;T )− 2M2ρB0(p¯+ iǫ, p¯;Mρ, 0;T )
]
, (6.7)
#5 This form of the pion velocity looks slightly different from the one used in Ref. [20]. However, this is
actually equivalent to the one in Ref. [20] at one-loop order, and more convenient to study the temperature
dependence of the pion velocity in the low temperature region.
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where we put ǫ→ +0 to make the analytic continuation for the frequency p0 = i2πnT to the
Minkowski variable. We show the explicit forms of the functions B
t
, B
s
and B0 in Eqs. (B.3),
(B.5) and (B.6).
In general the pion velocity in medium does not agree with the value at T = 0 due to the
interaction with the heat bath. Below Tc, since the temporal component does not agree with
the spatial one due to the thermal vector meson effect, Π
t
⊥ 6= Πs⊥, the pion velocity vpi(p¯;T )
is not the speed of light. As we will see below, in the framework of HLS the pion velocity
receives a change from the ρ-loop effect for 0 < T < Tc. When we take the low temperature
limit (T ≪ Mρ) and the soft pion limit (p¯≪ Mρ and p¯≪ T ), the real parts of Πt⊥ and Πs⊥ are
approximated as
ReΠ
t
⊥(p0 = p¯+ iǫ, p¯;T ) ≃ −Nf I˜2(T ) +Nf
a
M2ρ
I˜4(T )−Nf a
√
Mρ
8π3
e−Mρ/TT 3/2, (6.8)
ReΠ
s
⊥(p0 = p¯+ iǫ, p¯;T ) ≃ −Nf I˜2(T )−Nf
a
M2ρ
I˜4(T ) +Nf a
√
Mρ
8π3
e−Mρ/TT 3/2. (6.9)
By using Eqs. (6.8) and (6.9) and neglecting the terms proportional to the suppression factor
e−Mρ/T , the pion velocity is expressed as
v2pi(p¯;T ) ≃ 1−Nf
2a
F 2piM
2
ρ
I˜4(T )
= 1− Nf
15
aπ2
T 4
F 2piM
2
ρ
< 1 . (6.10)
This shows that the pion velocity is smaller than the speed of light already at one-loop level
in the HLS due to the ρ-loop effect. This is different from the result obtained in the ordinary
ChPT including only the pion at one-loop [see for example, Ref. [12] and references therein].
Generally, the longitudinal ρ contribution to Π
t
⊥ expressed by B
t
in Eq. (6.6) differs from that
to Π
s
⊥ by B
s
in Eq. (6.7), which implies that, below the critical temperature, there always
exists a deviation of the pion velocity from the speed of light due to the longitudinal ρ-loop
effect:
v2pi(p¯;T ) < 1 for 0 < T < Tc . (6.11)
Next, we study the temporal and spatial pion decay constants in hot matter defined by
Eq. (6.1). The imaginary parts of Π
t
⊥ and Π
s
⊥ in the low temperature region are given by
ImΠ
t
⊥(p0 = p¯+ iǫ, p¯;Mρ, 0;T )
p¯≪T≃ Nf
4
a ImB
t
(p0 = p¯+ iǫ, p¯;Mρ, 0;T )
T≪Mρ≃ Nf
8π
aM2ρ e
−Mρ/T , (6.12)
ImΠ
s
⊥(p0 = p¯+ iǫ, p¯;Mρ, 0;T )
p¯≪T≃ Nf
4
a ImB
s
(p0 = p¯+ iǫ, p¯;Mρ, 0;T )
T≪Mρ≃ − Nf
8π
aM2ρ e
−Mρ/T . (6.13)
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Thus the contributions from the imaginary parts ImΠ
t,s
⊥ are small because of the suppression
factor e−Mρ/T . From Eqs. (6.8) and (6.9) with I˜2(T ) = T
2/12 and I˜4(T ) = π
2T 4/30, we obtain
the following results for the real parts of f tpi and f
s
pi:
[Ref tpi]F˜ ≃ F 2pi −Nf
[
T 2
12
− a π
2
30M2ρ
T 4 + a
√
Mρ
8π3
e−Mρ/TT 3/2
]
,
[Ref spi]F˜ ≃ F 2pi −Nf
[
T 2
12
+
a π2
30M2ρ
T 4 − a
√
Mρ
8π3
e−Mρ/TT 3/2
]
. (6.14)
We note that F˜ = Ref tpi as shown in Eq. (6.5). Then, neglecting the terms suppressed by
e−Mρ/T , we obtain the difference between (f tpi)
2 and f tpif
s
pi as
(f tpi)
2 − f tpif spi ≃
Nf
15
aπ2
T 4
M2ρ
> 0. (6.15)
This implies that the contribution from the ρ-loop (the second and third terms in the brackets)
generates a difference between the temporal and spatial pion decay constants in the low tem-
perature region. Similarly, at general temperature below Tc, there exists a difference between
f tpiF˜ and f
s
piF˜ due to the ρ-loop effects: [Ref
t
pi]F˜ > [Ref
s
pi]F˜ . Since we can always take F˜ to be
positive, we find that Ref tpi is larger than Ref
s
pi:
Ref tpi(p¯;T ) > Ref
s
pi(p¯;T ) for 0 < T < Tc . (6.16)
This result is consistent with Eq. (6.11) because v2pi − 1 = (F˜ /F 2pi )[Ref spi − Ref tpi] by definition.
The difference between (f tpi)
2 and f tpif
s
pi shown in Eq. (6.15) is tiny, and the hadronic thermal
corrections to them are dominated by the first term (T 2/12) in the bracket in Eq. (6.14). Then,
in the very low temperature region, the above expressions are further reduced to
f 2pi = (f
t
pi)(f
s
pi) ∼ (f tpi)2 ∼ Fpi2 −
Nf
12
T 2, (6.17)
which is consistent with the result obtained in Ref. [30].
Now we study how f tpi and f
s
pi behave near Tc. As we have shown in Eq. (4.4), the Wilsonian
matching determines the bare pion decay constant in terms of the parameters appearing in the
OPE. Furthermore, as we discussed around Eq. (4.14), at the critical temperature the intrinsic
thermal effects lead to (g, a) → (0, 1) which is a fixed point of the coupled RGEs. Then the
RGE for Fpi becomes
µ
dFpi
2
dµ
=
Nf
(4π)2
µ2. (6.18)
This RGE is easily solved and the relation between Fpi(Λ;Tc) and Fpi(0;Tc) is given by
F 2pi (0;Tc) = F
2
pi (Λ;Tc)−
Nf
2(4π)2
Λ2. (6.19)
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Finally we obtain the pion decay constants as follows:
f tpiF˜ = F
2
pi (0;T ) + Π
t
⊥(p¯, p¯;T ),
f spiF˜ = F
2
pi (0;T ) + Π
s
⊥(p¯, p¯;T ), (6.20)
where the second terms are the hadronic thermal effects. In the VM limit (g, a) → (0, 1) the
temperature dependent parts become
Π
t
⊥(p¯, p¯;T )
T→Tc→ − Nf
24
Tc
2, Π
s
⊥(p¯, p¯;T )
T→Tc→ − Nf
24
Tc
2. (6.21)
From Eqs. (6.4), (6.20) and (6.21), the order parameter fpi becomes
f 2pi(p¯;T )
T→Tc→ f 2pi(p¯;Tc) = F 2pi (0;Tc)−
Nf
24
T 2c . (6.22)
Since the order parameter fpi vanishes at the critical temperature, this implies
F 2pi (0;T )
T→Tc→ F 2pi (0;Tc) =
Nf
24
T 2c . (6.23)
Thus we obtain
(f tpi)
2 T→Tc→ 0, f tpif spi T→Tc→ 0. (6.24)
From Eq. (6.16) or equivalently Eq. (6.11), the above results imply that the temporal and
spatial pion decay constants vanish simultaneously at the critical temperature [20]:
f tpi(Tc) = f
s
pi(Tc) = 0. (6.25)
Comparing Eq. (6.22) with the expression in the low temperature region in Eq. (6.17) where
the vector meson is decoupled, we find that the coefficient of Tc
2 is different by the factor
1
2
. This is the contribution from the σ-loop (longitudinal ρ-loop). In the low temperature
region the π-loop effects give the dominant contributions to fpi(T ) and the ρ-loop effects are
negligible. However by the vector manifestation the ρ-loop contributions are also incorporated
into fpi(T ) near the critical temperature.
6.2. Critical Temperature
In this subsection we estimate the value of the critical temperature Tc where the order
parameter f 2pi vanishes.
We first determine Tc by naively extending the expression (6.17) to the higher temperature
region to get T (hadron)c = 180MeV for Nf = 3. However this naive extension is inconsistent with
the chiral restoration in QCD since the axial vector and vector current correlators do not agree
21
ΛQCD 0.30 0.35 0.40 0.45
Λ 0.8 0.9 1.0 1.1 0.8 0.9 1.0 1.1 0.8 0.9 1.0 1.1 0.8 0.9 1.0 1.1
Tc 0.20 0.20 0.22 0.23 0.20 0.21 0.22 0.24 0.21 0.22 0.23 0.25 0.22 0.23 0.24 0.25
TABLE I: Values of the critical temperature for several choices of ΛQCD and Λ. The units of
ΛQCD,Λ and Tc are GeV.
with each other at that temperature. As is stressed in Ref. [15], the disagreement between two
correlators is cured by including the intrinsic thermal effect. As can be seen from Eq. (4.3),
the intrinsic temperature dependence of the parameter Fpi is determined from 〈αspi GµνGµν〉T
and 〈q¯q〉T , and gives only a small contribution compared with the main term 1+ αspi . However
it is important that the parameters in the hadronic corrections have the intrinsic temperature
dependences as (a, g)→ (1, 0) for T → Tc, which carry the information of QCD. Actually the
inclusion of the intrinsic thermal effects provides the formula (6.22) for the pion decay constant
at the critical temperature, in which the second term has an extra factor of 1/2 compared with
the one in Eq. (6.17).
In Ref. [15] we determined the critical temperature from fpi(Tc) = 0 and estimated the value
which is dependent on the matching scale Λ: From Eq. (6.23) we obtain
Tc =
√
24
Nf
Fpi(0;Tc). (6.26)
Using Eqs.(4.4) and (6.19) we get [15]
Tc
Λ
=
√
3
Nfπ2
[
1 +
αs
π
+
2π2
3
〈αs
pi
GµνG
µν〉Tc
Λ4
− Nf
4
] 1
2 . (6.27)
We would like to stress that the critical temperature is expressed in terms of the parameters
appearing in the OPE. We evaluate the critical temperature for Nf = 3. The gluonic conden-
sate at Tc is about half of the value at T = 0 [4, 35] and we use 〈αspi GµνGµν〉Tc = 0.006GeV4.
We show the predicted values of Tc for several choices of ΛQCD and Λ in Table I. Note that
the Wilsonian matching describes the experimental results very well for ΛQCD = 0.4GeV
and Λ = 1.1GeV at T = 0 [14]. At non-zero temperature, however, the matching scale Λ
may be dependent on temperature. The smallest Λ in Table I is determined by requiring
(2π2/3) 〈αs
pi
GµνG
µν〉/Λ4 < 0.1. Here we note that the critical temperature may be changed by
including the higher order corrections.
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7. PARAMETER a AND VIOLATION OF VECTOR DOMINANCE
In this section we study the validity of vector dominance (VD) of electromagnetic form
factor of the pion in hot matter. In Ref. [36] it has been shown that VD is accidentally
satisfied in Nf = 3 QCD at zero temperature and zero density, and that it is largely violated
in large Nf QCD when the VM occurs. At non-zero temperature there exists the hadronic
thermal correction to the parameters. Thus it is nontrivial whether or not the VD is realized
in hot matter, especially near the critical temperature. Here we will show that the intrinsic
temperature dependences of the parameters of the HLS Lagrangian play essential roles, and
then the VD is largely violated near the critical temperature.
We first study the direct γππ interaction at zero temperature. We expand the La-
grangian (2.5) in terms of the π field with taking the unitary gauge of the HLS (σ = 0)
to obtain
L(2) = tr [∂µπ∂µπ] + ag2F 2pi tr [ρµρµ] + 2i
(
1
2
ag
)
tr [ρµ [∂µπ , π]]
− 2
(
agF 2pi
)
tr [ρµVµ] + 2i
(
1− a
2
)
tr [Vµ [∂µπ , π]] + · · · , (7.1)
where the vector meson field ρµ is introduced by
Vµ = gρµ , (7.2)
and vector external gauge field Vµ is defined as
Vµ ≡ 1
2
(Rµ + Lµ) . (7.3)
At the leading order of the derivative expansion in the HLS, the form of the direct γππ
interaction is easily read from Eq. (7.1) as
Γµγpipi(tree) = e(q − k)µ(1−
a
2
) , (7.4)
where e is the electromagnetic coupling constant and q and k denote outgoing momenta of the
pions. This shows that, for the parameter choice a = 2, the direct γππ coupling vanishes (the
VD of the electromagnetic form factor of the pion).
At the next order there exist quantum corrections. In the background field gauge adopted
in the present analysis the background fields Aµ and Vµ include the photon field Aµ and the
background pion field π¯ as
Aµ = 1
Fpi(0)
∂µπ¯ +
i e
Fpi(0)
Aµ [Q , π¯] + · · · ,
Vµ = eQAµ − i
2F 2pi (0)
[∂µπ¯ , π¯] + · · · , (7.5)
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where Fpi(0) is the on-shell pion decay constant (residue of the pion pole) in order to identify
the field π¯ with the on-shell pion field, and the charge matrix Q is given by
Q =

2/3
−1/3
−1/3
 . (7.6)
The direct γππ interaction including the next order correction is determined from the two-
point functions of Vµ-Vν and Aµ-Aν and three-point function of Vµ-Aα-Aβ. We can easily show
that contribution from the three-point function vanishes in the low energy limit as follows: Let
Γµαβ
VAA
denote the Vµ-Aα-Aβ three-point function. Then the direct γππ coupling derived from
this three-point function is proportional to qαkβΓ
µαβ
VAA
. Since the legs α and β of Γµαβ
VAA
are
carried by q or k, qαkβΓ
µαβ
VAA
is generally proportional to two of q2, k2 and q · k. Since the loop
integral does not generate any massless poles, this implies that qαkβΓ
µαβ
VAA
vanishes in the low
energy limit q2 = k2 = q · k = 0. Thus, the direct γππ interaction in the low energy limit can
be read from the two-point functions of Vµ-Vν and Aµ-Aν as
Γµγpipi = e
1
F 2pi (0)
[
qνΠ
µν
⊥ (q)− kνΠµν⊥ (k)−
1
2
(q − k)νΠµν‖ (p)
]
, (7.7)
where pν = (q+k)ν is the photon momentum. Substituting the decomposition of the two-point
function given in Eq. (C.12) and taking the low-energy limit q2 = k2 = p2 = 0, we obtain
Γµγpipi = e(q − k)µ
1− 1
2
Π
(vac)S
‖ (p
2 = 0)
F 2pi (0)
 , (7.8)
where we used Π
(vac)S
⊥ (q
2 = 0) = F 2pi (0). Comparing the above expression with the one in
Eq. (7.4), we define the parameter a(0) at one-loop level as
a(0) =
Π
(vac)S
‖ (p
2 = 0)
F 2pi (0)
. (7.9)
We note that, in Ref. [13], a(0) is defined by the ratio F 2σ (Mρ)/F
2
pi (0) by neglecting the finite
renormalization effect which depends on the details of the renormalization condition. While
the above a(0) in Eq. (7.9) defined from the direct γππ interaction is equivalent to the one
used in Ref. [20]. In the present renormalization condition (C.16), Π
(vac)S
‖ (p
2 = 0) is given by
Π
(vac)S
‖ (p
2 = 0) = F 2σ (Mρ) +
Nf
(4π)2
M2ρ (2−
√
3 tan−1
√
3) . (7.10)
By adding this, the parameter a(0) is expressed as
a(0) =
F 2σ (Mρ)
F 2pi (0)
+
Nf
(4π)2
M2ρ
F 2pi (0)
(2−
√
3 tan−1
√
3) . (7.11)
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Using Mρ = 771.1MeV, Fpi(µ = 0) = 86.4MeV estimated in the chiral limit [37, 38, 39]
#6 and
F 2σ (Mρ)/F
2
pi (0) = 2.03 obtained through the Wilsonian matching for ΛQCD = 400MeV and the
matching scale Λ = 1.1GeV in Ref. [14], we estimate the value of a(0) at zero temperature as
a(0) ≃ 2.31 . (7.12)
This implies that the VD is well satisfied at T = 0 even though the value of the parameter a
at the scale Mρ is close to one [36].
Now, let us study the direct γππ coupling in hot matter. In general, the electric mode and
the magnetic mode of the photon couple to the pions differently in hot matter, so that there
are two parameters as extensions of the parameter a. Similarly to the one obtained at T = 0
in Eq. (7.7), in the low energy limit the direct γππ interaction derived from Aµ-Aν and Vµ-Vν
two-point functions is expressed as
Γµγpipi(p; q, k)
=
1
F˜ (q¯;T )F˜ (k¯;T )
[
qν Π
µν
⊥ (q0, q¯;T )− kν Πµν⊥ (k0, k¯;T )
− 1
2
(q − k)ν Πµν‖ (p0, p¯;T )
]
, (7.13)
where q and k denote outgoing momenta of the pions and p = (q+k) is the photon momentum.
F˜ is the wave function renormalization of the background π¯ field given in Eq. (6.2). Note that
each pion is on its mass shell, so that q0 = vpi(q¯)q¯ and k0 = vpi(k¯)k¯. To define extensions of the
parameter a, we consider the soft limit of the photon: p0 → 0 and p¯ → 0. #7 Then the pion
momenta become
q0 = −k0 , q¯ = −k¯ . (7.14)
Note that while only two components Πt⊥ and Π
s
⊥ appear in qν Π
µν
⊥ or kν Π
µν
⊥ , (q − k)ν Πµν‖
includes all four components Πt‖, Π
s
‖, Π
L
‖ and Π
T
‖ . Since the tree part of Π
L
‖ and Π
T
‖ is −2z2 p2
which vanishes at p2 = 0, it is natural to use only Πt‖ and Π
s
‖ to define the extensions of the
parameter a. By including these two parts only, the temporal and the spatial components of
Γµγpipi are given by
Γ0γpipi(0; q,−q) =
2q0
F˜ 2(q¯;T )
[
Πt⊥(q0, q¯;T )−
1
2
Πt‖(0, 0;T )
]
,
#6 In Ref. [14], it was assumed that the scale dependent Fpi(µ) agrees with the scale-independent parameter Fpi
in the ChPT at µ = 0 to obtain Fpi(µ = 0) = 86.4± 9.7MeV. Here, we simply use this value to get a rough
estimate of the value of the parameter a(0) as done in Ref. [14].
#7 Note that we take the p0 → 0 limit first and then take the p¯ → 0 limit for definiteness. We think that this
is natural since the form factor in the vacuum is defined for space-like momentum of the photon.
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Γiγpipi(0; q,−q) =
−2qi
F˜ 2(q¯;T )
[
Πs⊥(q0, q¯;T )−
1
2
Πs‖(0, 0;T )
]
. (7.15)
Thus we define at(T ) and as(T ) as
at(q¯;T ) =
Πt‖(0, 0;T )
Πt⊥(q0, q¯;T )
,
as(q¯;T ) =
Πs‖(0, 0;T )
Πs⊥(q0, q¯;T )
. (7.16)
Here we should stress again that the pion momentum qµ is on mass-shell: q0 = vpi(q¯)q¯.
In the HLS at one-loop level the above at(q¯;T ) and as(q¯;T ) are expressed as
at(q¯;T ) = a(0)
[
1 +
Π
t
‖(0, 0;T )− a(0)Πt⊥(q¯, q¯;T )
a(0)F 2pi (0;T )
]
, (7.17)
as(q¯;T ) = a(0)
[
1 +
Π
s
‖(0, 0;T )− a(0)Πs⊥(q¯, q¯;T )
a(0)F 2pi (0;T )
]
, (7.18)
where a(0) is defined in Eq. (7.9). From Eq. (3.29) together with Eq. (B.9) we obtain Π
t
‖ and
Π
s
‖ in Eqs. (7.17) and (7.18) as
Π
t
‖(0, 0;T ) = Π
s
‖(0, 0;T )
= −Nf
4
[
a2I˜2(T )− J˜21 (Mρ;T ) + 2J˜0−1(Mρ;T )
]
. (7.19)
Before going to the analysis near the critical temperature, let us study the temperature
dependence of the parameters at(q¯;T ) and as(q¯;T ) in the low temperature region. At low
temperature T ≪ Mρ the functions J˜21 (Mρ;T ) and J˜0−1(Mρ;T ) are suppressed by e−Mρ/T .
Then the dominant contribution is given by I˜2(T ) = T
2/12. Combining this with Eq. (6.8)
and (6.9), we obtain
at ≃ as ≃ a(0)
[
1 +
Nf
12
(
1− a
2
4a(0)
)
T 2
F 2pi (0;T )
]
, (7.20)
where a is the parameter renormalized at the scale µ =Mρ, while a(0) is defined in Eq. (7.9).
We think that the intrinsic temperature dependences are small in the low temperature region,
so that we use the values of parameters at T = 0 to estimate the temperature dependent
correction to the above parameters. By using Fpi(0) = 86.4MeV, a(0) ≃ 2.31 given in Eq. (7.12)
and a(Mρ) = 1.38 obtained through the Wilsonian matching for (ΛQCD , Λ) = (0.4 , 1.1)GeV
and Nf = 3 [14], a
t and as in Eq. (7.20) are evaluated as
at ≃ as ≃ a(0)
[
1 + 0.066
(
T
50MeV
)2]
. (7.21)
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This implies that the parameters at and as increase with temperature in the low temperature
region. However, since the correction is small, we conclude that the vector dominance is well
satisfied in the low temperature region.
At higher temperature the intrinsic thermal effects become more important. As we have
shown in section 4, the parameters (g, a) approach (0, 1) for T → Tc by the intrinsic tempera-
ture dependences, and then the parametric vector meson massMρ vanishes. As we have shown
in section 6, near the critical temperature Πt⊥ and Π
s
⊥ in Eqs. (7.17) and (7.18) approach the
following expressions:
Π
t
⊥(q¯, q¯;T )
T→Tc→ − Nf
24
T 2,
Π
s
⊥(q¯, q¯;T )
T→Tc→ − Nf
24
T 2. (7.22)
On the other hand, the functions Πt‖ and Π
s
‖ in Eq. (7.19) at the limit of Mρ/T → 0 and a→ 1
become
Π¯t‖(0, 0;T ) = Π¯
s
‖(0, 0;T )→ −
Nf
2
I˜2(T ) = −Nf
24
T 2 . (7.23)
Furthermore, from Eq. (7.11), the parameter a(0) approaches 1 for Mρ → 0 and
F 2σ (Mρ)/F
2
pi (0)→ 1:
a(0)→ 1 . (7.24)
From the above limits in Eqs. (7.22), (7.23) and (7.24), the numerators of at(q¯;T ) and as(q¯;T )
in Eqs. (7.17) and (7.18) behave as
Π
t
‖(0, 0;T )− a(0)Πt⊥(q¯, q¯;T )→ 0,
Π
s
‖(0, 0;T )− a(0)Πs⊥(q¯, q¯;T )→ 0. (7.25)
Thus we obtain
at(q¯;T ), as(q¯;T )
T→Tc→ 1 . (7.26)
This implies that the vector dominance is largely violated near the critical temperature.
8. SUMMARY AND DISCUSSIONS
In this paper we first showed the detailed calculations of the two-point functions in the
background field gauge. Then, we showed how to extend the Wilsonian matching to the version
at non-zero temperature. Throughout this paper, we assume that the chiral phase transition
is of second or weakly first order so that the current correlators agree with each other at the
critical temperature. Thus the Wilsonian matching leads to the following conditions:
g(Λ;T )
T→Tc→ 0, a(Λ;T ) T→Tc→ 1. (8.1)
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It is important that these conditions for the bare parameters are realized by the intrinsic
thermal effect only, and further (g, a) = (0, 1) is a fixed point of RGEs. In order to be
consistent with the chiral symmetry restoration in QCD, the axial vector current correlator
must agree with the vector current correlator in the limit T → Tc. This agreement is satisfied
when we incorporate not only the hadronic corrections but also intrinsic effects into the physical
quantities.
In section 5, we studied the vector meson pole mass including the hadronic thermal cor-
rections calculated in the background field gauge. In the low temperature region T ≪ Mρ,
the vector meson mass increases as T 4 dominated by the pion loop. When we take the limit
T → Tc, it is crucial that the parameter Mρ goes to zero by the intrinsic thermal effect. Then
we showed that the pole mass of the vector meson vanishes:
mρ(T )
T→Tc→ 0.
This implies that the vector manifestation is realized in hot matter as was first shown in
Ref. [15] where we used the hadronic thermal corrections calculated in the Landau gauge [31].
We should stress that the conditions in Eq. (8.1) realized by the intrinsic thermal effects,
which we call “the VM conditions in hot matter”, are essential for the VM to take place in hot
matter. One might think that the VM is same as Georgi’s vector realization [24], in which the
order parameter fpi is non-zero although the chiral symmetry is unbroken. However in the VM
the order parameter certainly becomes zero by the quadratic divergence and chiral symmetry
is restored by massless vector meson. Therefore the VM is consistent with the Ward-Takahashi
identity since it is the Wigner realization [40].
In section 6, we studied the temperature dependence of the pion velocity together with
those of the temporal and spatial pion decay constants in the low temperature region. In hot
matter, the pion velocity vpi is not the speed of light because of the lack of Lorentz invariance.
Actually we confirmed that
v2pi(p¯;T ) ≃ 1−
Nf
15
aπ2
F 2piM
2
ρ
T 4 < 1 for T ≪Mρ.
We briefly reviewed how the temporal and spatial pion decay constants vanish at the critical
point simultaneously following Ref. [20]. Then we estimated the value of the critical tem-
perature. From the order parameter fpi including the intrinsic thermal effect as well as the
hadronic correction, we obtained the following values for several choices of the matching scale
(Λ = 0.8 - 1.1GeV) and the scale of QCD (ΛQCD = 0.30 -0.45GeV):
Tc = 200 - 250 MeV.
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We should note that the above values may be changed when we adopt a different way to
estimate the matrix elements of operators in the OPE side, e.g., an estimation with the dilute
pion gas approximation [28] or that by the lattice QCD calculation [41]. Even when we choose
one way to estimate the matrix elements in the OPE, some temperature effects are supposed
to be left out due to the truncation of the OPE to neglect higher order operators, inclusion of
which will cause a small change of the above values of the critical temperature. The important
point is that as a result of the Wilsonian matching, Tc is obtained as in Eq. (6.27) in terms of
the quark and gluonic condensates, not hadronic degrees of freedom. It is expected that the
value of Tc may become smaller than that obtained in this paper by including the higher order
corrections.
Finally in section 7, we presented a new prediction associated with the validity of vector
dominance (VD) in hot matter. In the HLS model at zero temperature, the Wilsonian matching
predicts a ≃ 2 [14, 19] which guarantees the VD of the electromagnetic form factor of the pion.
Even at non-zero temperature, this is valid as long as we consider the thermal effects in the low
temperature region, where the intrinsic temperature dependences are negligible. We showed
that, as a consequence of including the intrinsic effect, the VD is largely violated at the critical
temperature:
at(p¯;T )
T→Tc→ 1, as(p¯;T ) T→Tc→ 1.
In general, full temperature dependences include both hadronic and intrinsic thermal effects.
Then there exist the violations of VD and universality of the ρ-coupling at generic temperature,
although at low temperature the VD and universality are approximately satisfied.
In several analyses such as the one on the dilepton spectra in hot matter done in Ref [6],
the VD is assumed to be held even in the high temperature region. Our result indicates that
the assumption of the VD may need to be weakened, at least by some amount, for consistently
including the effect of the dropping mass of the vector meson into the analysis.
Several comments are in order:
The unitarity of the scalar channel of π-π scattering will be broken around 400-500 MeV
in the present model although the existence of the ρ meson helps a little, as was studied in
Ref. [46]. The unitarity of the vector sector, on the other hand, is not violated due to the
existence of the vector mesons. Then, we do not consider the scalar sector in the present
analysis, and we restrict ourselves to the quantities related to the vector and axial vector
sector. In Ref. [14], it was discussed that in the limit approaching the critical point, the scalar
meson may decouple from the theory since the scalar meson belongs to the different chiral
representation from both the pion and the longitudinal vector meson.
In section 5, we studied the pole mass of the vector meson at the critical temperature. It
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is also important to study the screening mass of the vector meson which is determined from
the vector current correlator as done in the lattice calculation. It is not necessary that the
correlation function of vector current be divergent at the critical temperature since 〈q¯γµq〉 is not
the order parameter of the spontaneous chiral symmetry breaking. The vector susceptibility
χV is related to the correlation length of the vector current in the static limit and is in fact
finite at the critical temperature as studied in Ref. [20], which is consistent with the result by
the lattice QCD calculation [42, 45]. This may imply that the screening mass of the vector
meson is finite at the critical temperature.
In the present analysis we neglected the Lorentz symmetry violating effects at bare level
since they are small as was shown in Ref. [20] (see also section 4). It is interesting to include
such small corrections at bare level and study their effects to the physical quantities (see e.g.,
Refs. [29, 47]).
It is important to study which universality class the VM belongs to. The analysis of critical
exponents gives the answer of this problem. We will study this in a future publication.
In this paper, we studied the physical quantities including both hadronic and intrinsic
thermal effects at the limit T → Tc as well as in the low temperature region, T ≪ Mρ. It
is important to study the behavior away from Tc since the properties of vector mesons in the
temperature region from 100 MeV to 200 MeV are needed for the analysis of RHIC data. This
will be done in future works.
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Appendices
APPENDIX A: POLARIZATION TENSORS AT FINITE TEMPERATURE
At non-zero temperature there exist four independent polarization tensors, uµuν , (gµν −
uµuν), P µνL and P
µν
T . The rest frame of medium is shown by u
µ = (1,~0). P µνL and P
µν
T are
given by [27]
PTµν = gµi
(
δij − ~pi ~pj
p¯2
)
gjν,
PLµν = −
(
gµν − pµpν
p2
)
− PTµν , (A.1)
where we define pµ = (p0 , ~p) and p¯ = |~p|. They have the following properties:
P µLµ = −1, P µTµ = −2,
PLµαP
αν
L = −PLµν , PTµαP ανT = −PTµν ,
PLµαP
αν
T = 0. (A.2)
Let us decompose a tensor Πµν(p0, p¯) into
Πµν = uµuνΠt + (gµν − uµuν)Πs + P µνL ΠL + P µνT ΠT . (A.3)
Each component is obtained as
Πt = Π00 +
~pi
p0
Πi0,
Πs = −~pi
p¯
Πij
~pj
p¯
− p0~pi
p¯2
Πi0,
ΠL − Πs = ~pi
p¯
Πij
~pj
p¯
+
~pi
p0
Πi0,
ΠT − Πs = 1
2
PTµνΠ
µν . (A.4)
APPENDIX B: LOOP INTEGRALS AT FINITE TEMPERATURE
In this appendix we list the explicit forms of the functions appearing in the hadronic thermal
corrections, A0, B0 and B
µν
[see Eqs. (3.1)–(3.6) for definitions] in various limits relevant to
the present analysis.
The functions A0, which are independent of external momentum pµ, is given by
A0(Mρ;T ) = J˜
2
1 (Mρ;T ) , (B.1)
A0(0;T ) = I˜2(T ) , (B.2)
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where J˜21 and I˜2 are defined in Eqs. (D.1) and (D.2).
We list the relevant limits of the functions B0(p0, p¯;Mρ, 0;T ) and B
µν
(p0, p¯;Mρ, 0;T ) which
appear in the two-point function of Aµ. When the pion momentum is taken as its on-shell,
the function B0 becomes
B0(p0 = p¯+ iǫ, p¯;Mρ, 0;T )
=
∫
d3k
(2π)3
[−1
2ωρ
1
eωρ/T − 1
{
1
(ωρ − p¯)2 − (ωppi)2 − 2iǫ(ωρ − p¯) +
1
(ωρ + p¯)2 − (ωppi)2 + 2iǫ(ωρ + p¯)
}
+
−1
2ωppi
1
eω
p
pi/T − 1
{
1
(ωppi − p¯)2 − ω2ρ − 2iǫ(ωppi − p¯)
+
1
(ωppi + p¯)2 − ω2ρ + 2iǫ(ωppi + p¯)
}]
,
(B.3)
where we put ǫ → +0 to make the analytic continuation of the frequency p0 = i2πnT to the
Minkowski variable, and we defined
ωρ =
√
|~k|2 +M2ρ , ωppi = |~k − ~p| . (B.4)
Two components B
t
and B
s
of B
µν
in the same limit are given by
B
t
(p0 = p¯+ iǫ, p¯;Mρ, 0;T )
=
∫
d3k
(2π)3
[−1
2ωρ
1
eωρ/T − 1
{
(2ωρ − p¯)2
(ωρ − p¯)2 − (ωppi)2 − 2iǫ(ωρ − p¯) +
(2ωρ + p¯)
2
(ωρ + p¯)2 − (ωppi)2 + 2iǫ(ωρ + p¯)
− ~p · (2
~k − ~p)
p¯
(
2ωρ − p¯
(ωρ − p¯)2 − (ωppi)2 − 2iǫ(ωρ − p¯) −
2ωρ + p¯
(ωρ + p¯)2 − (ωppi)2 + 2iǫ(ωρ + p¯)
)}
+
−1
2ωppi
1
eω
p
pi/T − 1
{
(2ωppi − p¯)2
(ωppi − p¯)2 − ω2ρ − 2iǫ(ωppi − p¯)
+
(2ωppi + p¯)
2
(ωppi + p¯)2 − ω2ρ + 2iǫ(ωppi + p¯)
+
~p · (2~k − ~p)
p¯
(
2ωppi − p¯
(ωppi − p¯)2 − ω2ρ − 2iǫ(ωppi − p¯)
− 2ω
p
pi + p¯
(ωppi + p¯)2 − ω2ρ + 2iǫ(ωppi + p¯)
)}]
,
(B.5)
B
s
(p0 = p¯+ iǫ, p¯;Mρ, 0;T )
=
∫
d3k
(2π)3
[
1
2ωρ
1
eωρ/T − 1
×
{
(2~k · ~p− p¯2)2
p¯2
(
1
(ωρ − p¯)2 − (ωppi)2 − 2iǫ(ωρ − p¯) +
1
(ωρ + p¯)2 − (ωppi)2 + 2iǫ(ωρ + p¯)
)
− ~p · (2
~k − ~p)
p¯
(
2ωρ − p¯
(ωρ − p¯)2 − (ωppi)2 − 2iǫ(ωρ − p¯) −
2ωρ + p¯
(ωρ + p¯)2 − (ωppi)2 + 2iǫ(ωρ + p¯)
)}
+
1
2ωppi
1
eω
p
pi/T − 1
×
{
(2~k · ~p− p¯2)2
p¯2
(
1
(ωppi − p¯)2 − ω2ρ − 2iǫ(ωppi − p¯)
+
1
(ωppi + p¯)2 − ω2ρ + 2iǫ(ωppi + p¯)
)
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+
~p · (2~k − ~p)
p¯
(
2ωppi − p¯
(ωppi − p¯)2 − ω2ρ − 2iǫ(ωppi − p¯)
− 2ω
p
pi + p¯
(ωppi + p¯)2 − ω2ρ + 2iǫ(ωppi + p¯)
)}]
.
(B.6)
We further take the Mρ → 0 limits of the above expressions. The limit of B0(p0 =
p¯ + iǫ, p¯;Mρ, 0;T ) includes the infrared logarithmic divergence lnM
2
ρ . However, it appears
multiplied by M2ρ in Π
t
⊥ and Π
s
⊥, and the product M
2
ρB0(p0 = p¯ + iǫ, p¯;Mρ, 0;T ) vanishes at
Mρ → 0 limit:
lim
Mρ→0
M2ρB0(p0 = p¯+ iǫ, p¯;Mρ, 0;T ) = 0 . (B.7)
As for B
t,s
(p0 = p¯+ iǫ, p¯;Mρ, 0;T ), we obtain
lim
Mρ→0
B
t
(p0 = p¯+ iǫ, p¯;Mρ, 0;T ) = −2I˜2(T ) ,
lim
Mρ→0
B
s
(p0 = p¯+ iǫ, p¯;Mρ, 0;T ) = −2I˜2(T ) . (B.8)
In the static limit (p0 → 0), the functions M2ρB0(p0, p¯;Mρ, 0;T ) and Bt(p0, p¯;Mρ, 0;T ) −
B
L
(p0, p¯;Mρ, 0;T ) become
lim
p0→0
M2ρB0(p0, p¯;Mρ, 0;T )
= M2ρ
∫
d3k
(2π)3
−1
ω2ρ − (ωppi)2
[
1
ωρ
1
eωρ/T − 1 −
1
ωppi
1
eω
p
pi/T − 1
]
, (B.9)
lim
p0→0
[
B
t
(p0, p¯;Mρ, 0;T )− BL(p0, p¯;Mρ, 0;T )
]
=
∫ d3k
(2π)3
−4
ω2ρ − (ωppi)2
[
ωρ
eωρ/T − 1 −
ωppi
eω
p
pi/T − 1
]
. (B.10)
Taking the low momentum limits of these expressions, we obtain
lim
p¯→0
M2ρB0(p0 = 0, p¯;Mρ, 0;T ) = I˜2(T )− J˜21 (Mρ;T ), (B.11)
lim
p¯→0
[
B
t
(p0 = 0, p¯;Mρ, 0;T )− BL(p0 = 0, p¯;Mρ, 0;T )
]
= − 4
M2ρ
[
J˜2−1(Mρ;T )− I˜4(T )
]
. (B.12)
Moreover, in the VM limit (Mρ → 0), these are reduced to
lim
p¯→0
M2ρB0(p0 = 0, p¯;Mρ, 0;T )
Mρ→0→ 0,
lim
p¯→0
[
B
t
(p0 = 0, p¯;Mρ, 0;T )−BL(p0 = 0, p¯;Mρ, 0;T )
] Mρ→0→ 2I˜2(T ) . (B.13)
33
We consider the functions B0 and B
µν
appearing in the two-point functions of Vµ and V µ.
B
t
and B
s
are calculated as
B
t
(p0, p¯; 0, 0;T ) = B
s
(p0, p¯; 0, 0;T ) = −2A0(0;T ) = −2I˜2(T ),
B
t
(p0, p¯;Mρ,Mρ;T ) = B
s
(p0, p¯;Mρ,Mρ;T ) = −2A0(Mρ;T ) = −2J˜21 (Mρ;T ).
(B.14)
The function B0 is expressed as
B0(p0, p¯;Mρ,Mρ;T )
=
∫
d3k
(2π)3
[−1
2ωρ
1
eωρ/T − 1
{
1
(ωρ − p0)2 − (ωpρ)2 +
1
(ωρ + p0)2 − (ωpρ)2
}
+
−1
2ωpρ
1
eω
p
ρ/T − 1
{
1
(ωpρ − p0)2 − ω2ρ
+
1
(ωpρ + p0)2 − ω2ρ
}]
, (B.15)
where we define
ωpρ =
√
|~k − ~p|2 +M2ρ . (B.16)
In the static limit (p0 → 0), the functions B0 and BL are expressed as
lim
p0→0
M2ρB0(p0, p¯;Mρ,Mρ;T )
=M2ρ
∫
d3k
(2π)3
−1
ω2ρ − (ωpρ)2
[
1
ωρ
1
eωρ/T − 1 −
1
ωpρ
1
eω
p
ρ/T − 1
]
, (B.17)
lim
p0→0
B
L
(p0, p¯;Mρ,Mρ;T )
=
∫ d3k
(2π)3
1
~p · (2~k − ~p)
[
1
ωρ
1
eωρ/T − 1
{
4ω2ρ − ~p · (2~k − ~p)
}
− 1
ωpρ
1
eω
p
ρ/T − 1
{
4(ωpρ)
2 + ~p · (2~k − ~p)
}]
. (B.18)
Taking the low momentum limit (p¯→ 0), these expressions become
lim
p¯→0
M2ρB0(p0 = 0, p¯;Mρ,Mρ;T ) =
1
2
[
J˜0−1(Mρ;T )− J˜21 (Mρ;T )
]
, (B.19)
lim
p¯→0
B
L
(p0 = 0, p¯;Mρ,Mρ;T ) = − 2
[
M2ρ J˜
0
1 (Mρ;T ) + 2J˜
2
1 (Mρ;T )
]
. (B.20)
In the VM limit (Mρ → 0), these are reduced to
lim
p¯→0
M2ρB0(p0 = 0, p¯;Mρ,Mρ;T )
Mρ→0→ 0, (B.21)
lim
p¯→0
B
L
(p0 = 0, p¯;Mρ,Mρ;T )
Mρ→0→ − 4I˜2(T ). (B.22)
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On the other hand, the functions B0, B
L − Bs and BT − Bs in the low momentum limit
(p¯→ 0) are given by
lim
p¯→0
B0(p0, p¯;Mρ,Mρ;T ) =
1
2
F˜ 23 (p0;Mρ;T ) , (B.23)
lim
p¯→0
[
B
L
(p0, p¯;Mρ,Mρ;T )− Bs(p0, p¯;Mρ,Mρ;T )
]
=
2
3
F˜ 43 (p0;Mρ;T ), (B.24)
lim
p¯→0
[
B
T
(p0, p¯;Mρ,Mρ;T )− Bs(p0, p¯;Mρ,Mρ;T )
]
=
2
3
F˜ 43 (p0;Mρ;T ), (B.25)
where the function F˜ n3 is defined in Appendix D.
APPENDIX C: QUANTUM CORRECTIONS
In this appendix we briefly summarize the quantum corrections to the two-point functions.
Let us define the functions B
(vac)
0 , B
(vac)µν and A
(vac)
0 by the following integrals [14]:
A
(vac)
0 (M) =
∫
dnk
i(2π)4
1
M2 − k2 , (C.1)
B
(vac)
0 (p;M1,M2) =
∫
dnk
i(2π)4
1
[M21 − k2][M22 − (k − p)2]
, (C.2)
B(vac)µν(p;M1,M2) =
∫
dnk
i(2π)4
(2k − p)µ(2k − p)ν
[M21 − k2][M22 − (k − p)2]
. (C.3)
In the present analysis it is important to include the quadratic divergences to obtain the
RGEs in the Wilsonian sense. Here, following Refs. [14, 19, 48], we adopt the dimensional
regularization and identify the quadratic divergences with the presence of poles of ultraviolet
origin at n = 2 [49]. This can be done by the following replacement in the Feynman integrals:∫
dnk
i(2π)n
1
−k2 →
Λ2
(4π)2
,
∫
dnk
i(2π)n
kµkν
[−k2]2 → −
Λ2
2(4π)2
gµν . (C.4)
On the other hand, the logarithmic divergence is identified with the pole at n = 4:
1
ǫ¯
+ 1→ ln Λ2 , (C.5)
where
1
ǫ¯
≡ 2
4− n − γE + ln(4π) , (C.6)
with γE being the Euler constant.
By using the replacements in Eqs. (C.4) and (C.5), the integrals in Eqs. (C.1), (C.2) and
(C.3) are evaluated as
A
(vac)
0 (M) =
Λ2
(4π)2
− M
2
(4π)2
ln
Λ2
M2
, (C.7)
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B
(vac)
0 (p
2;M1,M2) =
1
(4π)2
[
ln Λ2 − 1− F0(p2;M1,M2)
]
, (C.8)
B(vac)µν(p;M1,M2)
= −gµν 1
(4π)2
[
2Λ2 −M21 ln
Λ2
M21
−M22 ln
Λ2
M22
− (M21 −M22 )FA(p2;M1,M2)
]
−
(
gµνp2 − pµpν
) 1
(4π)2
[
1
3
lnΛ2 − F0(p2;M1,M2) + 4F3(p2;M1,M2)
]
, (C.9)
where F0, FA and F3 are defined by
F0(s;M1,M2) =
∫ 1
0
dx ln
[
(1− x)M21 + xM22 − x(1 − x)s
]
,
FA(s;M1,M2) =
∫ 1
0
dx (1− 2x) ln
[
(1− x)M21 + xM22 − x(1− x)s
]
,
F3(s;M1,M2) =
∫ 1
0
dx x(1− x) ln
[
(1− x)M21 + xM22 − x(1 − x)s
]
. (C.10)
We consider the quantum corrections denoted by Π(vac)µν [see Eq. (3.12)]. At tree level the
two-point functions of Aµ, Vµ and V µ are given by
Π
(tree)µν
⊥ (p) = F
2
pi,bareg
µν + 2z2,bare(p
2gµν − pµpν) ,
Π
(tree)µν
‖ (p) = F
2
σ,bareg
µν + 2z1,bare(p
2gµν − pµpν) ,
Π
(tree)µν
V (p) = F
2
σ,bareg
µν − 1
g2bare
(p2gµν − pµpν) ,
Π
(tree)µν
V ‖ (p) = − F 2σ,baregµν + z3,bare(p2gµν − pµpν) . (C.11)
Thus the one-loop contributions to Π
(vac)µν
⊥ give the quantum corrections to F
2
pi and z2. Simi-
larly, each of the one-loop contributions to Π
(vac)µν
‖ , Π
(vac)µν
V and Π
(vac)µν
V ‖ includes the quantum
corrections to two parameters shown above. For distinguishing the quantum corrections to two
parameters included in the two-point function, it is convenient to decompose each two-point
function as
Π(vac)µν(p) = Π(vac)S(p)gµν +Π(vac)LT (p)(gµνp2 − pµpν). (C.12)
It should be noticed that, since we use the Lagrangian with Lorentz invariance, the form of the
quantum corrections is Lorentz invariant. Then, the relation between four components given
in Eqs. (3.7)-(3.10) and two components shown above are given by
Π(vac)t = Π(vac)s = Π(vac)S,
Π(vac)L = Π(vac)T = Π(vac)LT . (C.13)
Using the decomposition in Eq. (C.12), we identify Π
(vac)S
⊥(1-loop)(p
2) with the quantum correction
to F 2pi , Π
(vac)LT
⊥(1-loop)(p
2) with that to z2, and so on. It should be noticed that the following relation
is satisfied [14, 19]:
Π
(vac)S
V (p
2) = Π
(vac)S
‖ (p
2) = −Π(vac)SV ‖ (p2) . (C.14)
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Then the quantum correction to F 2σ can be extracted from any of Π
µν
‖ , Π
µν
V and Π
µν
V ‖.
We note that in Refs. [14, 19] the finite corrections of Π
(vac)µν
(1-loop) are neglected by assuming
that they are small. In this paper we include these finite contributions in addition to the
divergent corrections. As in Refs. [15, 31], we adopt the on-shell renormalization condition.
They are expressed as #8:
Re
[
Π
(vac)S
⊥ (p
2 = 0)
]
= F 2pi (µ = 0) , (C.15)
Re
[
Π
(vac)S
V (p
2 =M2ρ )
]
= F 2σ (µ = Mρ), (C.16)
Re
[
Π
(vac)LT
V (p
2 =M2ρ )
]
= − 1
g2(µ = Mρ)
, (C.17)
where µ denotes the renormalization point. Using the above renormalization conditions, we
can write the two-point functions as
Π
(vac)S
⊥ (p
2) = F 2pi (0) + Π˜
S
⊥(p
2) ,
Π
(vac)S
V (p
2) = F 2σ (Mρ) + Π˜
S
V (p
2) ,
Π
(vac)LT
V (p
2) = − 1
g2(Mρ)
+ Π˜LTV (p
2) , (C.18)
where Π˜S⊥(p
2), Π˜SV (p
2) and Π˜LTV (p
2) denote the finite renormalization effects. Their explicit
forms are listed below. From the above renormalization conditions they satisfy
Π˜S⊥(p
2 = 0) = Re Π˜SV (p
2 = M2ρ ) = Re Π˜
LT
V (p
2 =M2ρ ) = 0 . (C.19)
Thus in the present renormalization scheme, all the quantum effects for the on-shell parameters
at leading order are included through the renormalization group equations.
In the following, using the above functions, we summarize the quantum corrections to
two components Π(vac)S and Π(vac)LT of the two-point functions Π
(vac)µν
⊥ , Π
(vac)µν
‖ , Π
(vac)µν
V and
Π
(vac)µν
V ‖ which are defined in Eq. (C.12). For Aµ-Aν two-point function, we obtain
Π
(vac)S
⊥(1-loop)(p
2) = − Nf
(4π)2
[2− a
2
Λ2 +
3
4
aM2ρ ln Λ
2 +
1
4
aM2ρ lnM
2
ρ
#8 In the framework of the ChPT with HLS, the renormalization point µ should be taken as µ ≥Mρ since the
vector meson decouples at µ = Mρ. Below the scale Mρ the parameter Fpi, which is expressed as F
(pi)
pi (µ)
in Refs. [14, 19], runs by the quantum correction from the pion loop alone. Then F 2pi (µ = 0) in the right-
hand-side of the renormalization condition Eq. (C.15) is defined by [F
(pi)
pi (µ = 0)]2. Due to the presence
of the quadratic divergence Fpi(Mρ) is not connected smoothly to F
(pi)
pi (Mρ). The relation between them is
expressed as [14, 19] [F
(pi)
pi (Mρ)]
2 = F 2pi (Mρ) + [Nf/(4pi)
2][a(Mρ)/2]M
2
ρ , where a(µ) for µ > Mρ is defined as
a(µ) ≡ F 2σ (µ)/F 2pi (µ). By using this relation, the renormalization condition (C.15) determines the condition
for F 2pi (Mρ). Strictly speaking, we should use Fpi(Mρ) in the calculations in the present analysis. However,
the difference between Fpi(0) and Fpi(Mρ) inside the loop correction coming from the finite renormalization
effect is of higher order, and we use Fpi(0) inside one-loop corrections in this paper.
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− aM2ρ
{
1 + F0(p
2;Mρ, 0) +
1
4
FA(p
2;Mρ, 0)
}]
,
Π
(vac)LT
⊥(1-loop)(p
2) = − Nf
(4π)2
a
4
[1
3
lnΛ2 − F0(p2;Mρ, 0) + 4F3(p2;Mρ, 0)
]
. (C.20)
Corrections to Vµ-Vν two-point function are given by
Π
(vac)S
‖(1-loop)(p
2) = − Nf
(4π)2
[a2 + 1
4
Λ2 +
3
4
M2ρ lnM
2
ρ +M
2
ρ
{1
4
lnM2ρ − 1− F0(p2;Mρ,Mρ)
}]
,
Π
(vac)LT
‖(1-loop)(p
2) = − Nf
(4π)2
1
8
[a2 − 4a+ 5
3
lnΛ2 − F0(p2;Mρ,Mρ)
+ 4F3(p
2;Mρ,Mρ)− 4(2− a)2 lnM2ρ
]
. (C.21)
As for V µ-V ν we have
Π
(vac)S
V (1-loop)(p
2) = Π
(vac)S
‖(1-loop)(p
2),
Π
(vac)LT
V (1-loop)(p
2) = − Nf
(4π)2
[a2 − 87
24
lnΛ2 + 4 +
23
8
F0(p
2;Mρ,Mρ)
+
9
2
F3(p
2;Mρ,Mρ)− a
2
8
{
F0(p
2; 0, 0)− 4F3(p2; 0, 0)
}]
. (C.22)
Finally, corrections to V µ-Vν two-point function are expressed as
Π
(vac)S
V ‖(1-loop)(p
2) = −Π(vac)S‖(1-loop)(p2),
Π
(vac)LT
V ‖(1-loop)(p
2) = − Nf
(4π)2
1
8
[1 + 2a− a2
3
lnΛ2 − a(2− a) lnM2ρ
− F0(p2;Mρ,Mρ) + 4F3(p2;Mρ,Mρ)
]
. (C.23)
The renormalization conditions in Eqs. (C.15)- (C.17) lead to the following relations among
the bare and renormalized parameters:
F 2pi,bare −
Nf
4(4π)2
[2(2− a)Λ2 + 3aM2ρ ln Λ2]
= F 2pi (0)−
Nf
4(4π)2
aM2ρ [3 lnM
2
ρ +
1
2
], (C.24)
F 2σ,bare −
Nf
4(4π)2
[(a2 + 1)Λ2 + 3M2ρ ln Λ
2]
= F 2σ (Mρ)−
Nf
4(4π)2
M2ρ [3 lnM
2
ρ − 4(1−
√
3 tan−1
√
3)], (C.25)
1
g2bare
− Nf
(4π)2
87− a2
24
lnΛ2
=
1
g2(Mρ)
− Nf
8(4π)2
[
87− a2
3
lnM2ρ −
147− 5a2
9
+ 41
√
3 tan−1
√
3]. (C.26)
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From these relations, we obtain the RGEs for the parameters Fpi, g and a as [19]
µ
dFpi
2
dµ
=
Nf
2(4π)2
[
3a2g2Fpi
2 + 2(2− a)µ2
]
, (C.27)
µ
da
dµ
= − Nf
2(4π)2
(a− 1)
[
3a(a + 1)g2 − (3a− 1) µ
2
Fpi
2
]
, (C.28)
µ
dg2
dµ
= − Nf
2(4π)2
87− a2
6
g4. (C.29)
The finite renormalization effects of the two-point functions are expressed as
Π˜S⊥(p
2) =
Nf
(4π)2
aM2ρ
[
−
(
1− M
2
ρ
4p2
){
1−
(
1− M
2
ρ
p2
)
ln
(
1− p
2
M2ρ
)}
− 1
8
]
, (C.30)
Π˜SV (p
2) =
Nf
(4π)2
M2ρ
[
−
√
3 tan−1
√
3 + 2
√√√√4M2ρ − p2
p2
tan−1
√√√√ p2
4M2ρ − p2
]
, (C.31)
Π˜LTV (p
2) =
Nf
8(4π)2
[a2
3
ln
(−p2
M2ρ
)
− 24
(
1− M
2
ρ
p2
)
+ 41
√
3 tan−1
√
3
− 2(12M
2
ρ + 29p
2)
p2
√√√√4M2ρ − p2
p2
tan−1
√√√√ p2
4M2ρ − p2
]
. (C.32)
APPENDIX D: FUNCTIONS
In this appendix, we list the integral forms of the functions which appear in the expressions
of the physical quantities and the several limits of the loop integrals shown in Appendix B.
The functions I˜n(T ) and J˜
n
m(M ;T ) (n, m: integers) are given by
I˜n(T ) =
∫
d3k
(2π)3
|~k|n−3
ek/T − 1 =
1
2π2
IˆnT
n ,
Iˆ2 =
π2
6
, Iˆ4 =
π4
15
, (D.1)
J˜nm(M ;T ) =
∫
d3k
(2π)3
1
eω/T − 1
|~k|n−2
ωm
, (D.2)
where
ω =
√
k2 +M2 . (D.3)
The functions F˜ n3 (p0;M ;T ) and G˜n(p0;T ), which appear in the vector meson pole mass in
section 5, are defined as
F˜ n3 (p0;M ;T ) =
∫
d3k
(2π)3
1
eω/T − 1
4|~k|n−2
ω(4ω2 − p02) ,
G˜n(p0;T ) =
∫
d3k
(2π)3
|~k|n−3
ek/T − 1
4|~k|2
4|~k|2 − p02
. (D.4)
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