Abstract. Many problems involving internal interfaces can be formulated as partial differential equations with singular source terms. Numerical approximation to such problems on a regular grid necessitates suitable regularizations of delta functions. We study the convergence properties of such discretizations for constant coefficient elliptic problems using the immersed boundary method as an example. We show how the order of the differential operator, order of the finite difference discretization, and properties of the discrete delta function all influence the local convergence behavior. In particular, we show how a recently introduced property of discrete delta functions -the smoothing order -is important in the determination of local convergence rates.
Introduction.
There are many problems in applied mathematics in which the field variables of interest (velocity field, temperature field, etc.) possess discontinuities within its domain of definition. Problems of fluid structure interaction, two phase fluid flow, phase transition and image analysis are prime examples. Such problems can often be recast in terms of partial differential equations (PDE) with singular sources. The PDE is often discretized on a uniform grid using standard methods. The singular source terms are regularized in an appropriate way so that its presence can be felt by the underlying grid. This strategy, first introduced in the immersed boundary method by Peskin [18, 17, 14] , has since been adopted as an essential component in numerous interface computations including front-tracking methods [23, 19] and level-set methods [16, 20] .
The convergence properties of such methods have been the topic of many papers [15, 22, 24, 3, 10, 12] but a theoretical understanding is still largely lacking. This is in contrast to the immersed interface method, a closely related method, for which a detailed theoretical understanding is emerging [2, 13] . The goal of this paper is to analytically study this problem extending previous results that were confined to the two-dimensional Stokes problem with spectral discretization [15] . Here, we study the multi-dimensional case for general elliptic problems with general discretizations of the differential operators and focus on the pointwise convergence properties. This study was in part motivated by observations in [15] of better-than-expected convergence rates for particular choices of discrete delta functions (see Section 5) .
Consider the following model problem:
where L is some elliptic operator, f is a singular source term and u is the solution. The singular source term f is given as a measure, often supported on a manifold (or immersed structure) of non-zero codimension. In the above, the immersed structure has a global coordinate system θ, and the position of this structure is given by X(θ).
The quantity F (θ) gives the strength of the measure at each given point on the manifold and δ(x − X(θ)) is the delta function centered at X(θ). Let
be the numerical approximation to this problem where h is the grid spacing, L h is the finite difference discretization of L, f h is a suitable regularization of the singular measure f and u h is the approximate solution. One way of discretizing f h is to let
where disc ·dθ is some discretization of the integral and δ h is a suitable regularization of the delta function. In this paper, we perform a careful analysis on how the order of the differential operator, the order of the finite difference discretization and properties of the regularized or discrete delta functions influence convergence properties of numerical approximations.
In section 2 we introduce the model problem. We consider the constant coefficient elliptic problem (1.1) in a periodic domain. Periodicity will allow us to use Fourier methods to estimate the error. Consider the Green's function G(x − X) = G x (X). for (1.1). The exact solution u can be written as:
u(x) = G x (X(θ))F (θ)dθ.
(1.4)
In a similar fashion, we may write u h as: 5) where G h,x (X) is the discrete analogue of the continuous Green's function G x (X) (see (2.10) , where G h,x = IG h,x ). We may thus write the error u − u h as follows:
u(x) − u h (x) = E Q (x) + E IB (x),
(1.6)
We shall call the term E Q the quadrature error and E IB the immersed boundary error. The quadrature error E Q depends on the discretization used to describe the immersed structure. For points x not on the immersed structure, a bound on the quadrature error can often be easily obtained by elementary considerations. Indeed, in [22] , the authors do not consider the error E Q at all, and simply examine the difference:
The estimation of E IB (or E IB ) is far more subtle. Indeed, the technical contribution of this paper is in the estimation of the quantity:
(1.8)
We point out that our analysis is also closely related to the method of regularized Stokeslets, as proposed in [6, 7] . In section 3, we discuss properties of discrete delta functions that are important in examining the error E IB . The discrete delta function is required to satisfy discrete moment condition, the importance of which has been discussed by many authors [22, 15] . We shall see that the smoothing order, first introduced in [4] is also important in establishing error bounds for E IB . The smoothing order is a generalization of the even-odd condition that has been imposed on discrete delta functions to avoid the checker-board instability associated with central-differencing operators [17] . As we shall see, the smoothing order has the effect of "smoothing out" the high frequency errors and preventing Gibbs-type phenomena from corrupting convergence.
Section 4 is the technical core of this paper. Here, we establish bounds on E IB depending on the order of the finite difference discretization q, the moment order m, the smoothing order s, the order the differential operator n 0 and the dimension n. We shall see that the estimate for E IB depends strongly on whether x and X share the same coordinate values (i.e., if x = (x 1 , · · · , x n ) and X = (X 1 , · · · , X n ), x k = X k for some values of k). This grid line effect is diminished if the discrete delta function has high smoothing order.
In Section 5, we consider the two-dimensional Stokes problem and see that the estimates that we obtain for pointwise convergence are optimal by examining the convergence rates for different choices of discrete delta functions, some of which are newly introduced in this paper.
Model problem. Let U = (R/2πZ)
n , where each coordinate runs from 0 to 2π. Consider a connected bounded domain in R d , d ≤ n whose closure we denote by Θ. We consider the following problem:
Here L is a constant coefficient linear elliptic differential operator. We shall later specify the exact scope of differential operators we consider. X(θ) is a continuous map from Θ to R n and F (θ) is a function defined on Θ with values in R. We denote the image of X : Θ → U by Γ which we shall refer to as the immersed structure or boundary, although Γ may not necessarily be a (hyper)surface of codimension 1. The constant factor 1/(2π) n is subtracted to make sure that the above problem has a solution, given that it is posed on a periodic domain. We seek the unique solution that satisfies U u(x)dx = 0. We write the solution u as an integral over Θ:
In the above, the Green's function G(x) can be written as
where A(k) is the Fourier multiplier corresponding to the operator L. We have assumed that A(k) = 0 for k = 0, and here, we are using the ellipticity of L. When L is the Laplacian, for example, A(k) = − |k| 2 where |k| is the Euclidean norm of k. Note that, in general, the above expression for G is only valid in the sense of distribution.
We discretize the problem by laying a uniform Cartesian grid with mesh width h on U. The discretization of the immersed structure Γ can be performed in many ways, and much of the subsequent analysis does not depend the choice of discretization. For definiteness, we shall adopt the following discretization on Γ: we lay a uniform Cartesian grid with mesh width ∆θ on Θ to obtain a curvilinear coordinate system on Γ. The discretized equations can be written as follows:
Here L h is a finite difference discretization or spectral discretization of L, and x ∈ G h , the set of Cartesian grid points on U. For definiteness, we have chosen a simple quadrature rule to discretize the integral representation of f . The resulting sum is over grid points in Θ which we denote by G θ . We shall refer to a point X(θ), θ ∈ G θ as an immersed boundary point. The function δ h (x) is a regularization of the Dirac delta function, which we shall refer to as a discrete delta functions whose properties are the topic of section 3. We write u h as
where G h (x) is given by:
Here, A h (k) is the Fourier multiplier corresponding to the operator L h . We have assumed that the operator L h is translation invariant so that such a Fourier representation is possible (translation invariance is true for practically all finite difference discretizations of constant coefficient PDEs). If L h is the five point Laplacian in two dimensions, for example,
. We point out that, if (2.4) is uniquely solvable under the constraint x∈G h u h (x)h n = 0, then k = 0 is the only point in K h for which A h (k) = 0, and thus, the above is indeed the solution to (2.4) under this constraint.
We shall make one technical modification to (2.6). We assume that
This amounts to replacing −π ≤ k l h < π with −π < k l h < π in the definition of Q h in (2.6). This modification will not make any difference if the number of grid points in each coordinate direction is odd (2π/h is odd) or if the smoothing order of the discrete delta function is greater than or equal to 1 (see below). We note that it is indeed possible to state all results to follow even if we do not make this modification, and the results will be essentially the same. Without this modification, however, some statements and proofs to follow will be longer and more laborious without addition of new ideas.
Our convergence results to follow will pertain to conditions on Q(k) and Q h (k) and not on A(k) or A h (k). Note also that (2.5) and (2.6) make sense for any x ∈ U, not just grid points G h . We shall henceforth view u h and G h as functions of x ∈ U.
Let us further rewrite (2.5). Substitute the expression for f h in (2.4) into (2.5). After changing the order of summation, we find
where we used the notation G h,x (y) = G h (x − y). For a function q defined on the grid G h , define
where Y ∈ U. The function Iq defined on U may be seen as an interpolant of the grid function q obtained using the discrete delta function δ h . With this, we may write (2.8) as:
The function IG h,x corresponds to G h,x in (1.5). We would like to estimate the difference u − u h . Write u − u h as follows:
(2.11)
In the above, we used the notation G x (y) = G(x − y). The first term E Q is the quadrature error . Since G x (y) is just the (continuous) Green's function whose properties are well-known, the estimation of the error E Q falls within the purview of the (classical) theory of numerical quadrature, and will not be the focus of this paper. When x / ∈ Γ, the estimation of this error is particularly simple, as we shall see in Section 5. The second term E IB is the error that comes from the Cartesian discretization of U and the regularization of the delta function. We call E IB the immersed boundary error . The main technical contribution of this paper is to estimate E IB (X, x). Before we proceed, we discuss relevant properties of discrete delta functions.
3. Discrete delta function and smoothing order. In this section, we discuss properties of delta function regularizations. In particular, we introduce the smoothing order of discrete delta functions. We assume that δ h has the form
for some function φ defined on the real line. Functions φ commonly used satisfy a subset of the following conditions.
• φ has compact support. We let r φ > 0 be the smallest real number such that the following holds:
• φ satisfies moment conditions. When φ satisfies
for all r ∈ R, φ is said to satisfy the j-th order moment condition. If φ has compact support, the above sums contain only finitely many terms. If φ satisfies moment conditions up to order m − 1, we shall say, following [22] , that φ is of moment order m.
• We shall say that φ is of smoothing order s ≥ 1 if the following condition is met. There is a function ψ(r) of compact support such that
where s l is the binomial coefficient. In other words, φ is of smoothing order s if it is a discrete convolution of a compactly supported function ψ against the binomial distribution B(s, 1/2), generated by tossing a fair coin s times. We shall say that φ is of smoothing order 0 if it has compact support.
• φ satisfies the sum of squares condition:
• φ is continuous. The first condition is for computational efficiency and is satisfied by all discrete delta functions used in practice. It ensures that each immersed boundary point only communicates with a finite number of grid points independent of the mesh spacing h. This condition also implies that the sums appearing in the definitions of moment and smoothing order contain only finitely many terms. In addition to r φ , it is useful to introduce the following constant. Denote by a φ the smallest half integer (i.e. 2a φ is an integer) such that
If φ is right continuous, then a φ is just the smallest half integer such that a φ ≥ r φ . The constants r φ and a φ are, of course, different in general. However, for most functions φ used in practice r φ = a φ . We shall always assume that φ is compactly supported. The sum of squares condition and the continuity condition will not play a big role in this paper. We shall assume φ is continuous nevertheless, which, together with the assumption of compact support, implies that φ is bounded. The motivation for the sum of squares condition is discussed in [17] , and there is interesting numerical evidence to suggest its importance in specific contexts [4, 5] .
The moment condition ensures accuracy of interpolation operations performed with discrete delta functions. This is expressed in the following result, which can be found in many places (for example [22] ).
Lemma 3.1. Denote by P m the set of polynomials of degree less than m. A function φ of compact support is of moment order m ≥ 1 if and only if it satisfies the following condition:
Proof. Assume φ is of moment order m. Then,
.
Since φ is compactly supported, we may change the order of summation in the second equality. We used the moment conditions (3.3) and (3.4) in the last equality. If φ satisfies (3.8), one may take g(k) = (k − r) j , 0 ≤ j ≤ m − 1 to obtain the moment conditions (3.3) and (3.4).
We now turn to the third condition. This condition has not received much discussion in the literature (but see [4] ). As will be seen in Section 4, the smoothing order has the effect of removing high frequency errors. This can be roughly explained as follows. Equation (3.5) states that a discrete delta function of smoothing order s is a linear combination of translates of the binomial distribution B(s, 1/2). The binomial distribution B(s = 1, 1/2), seen as a grid function, is equal to 1/2 at two grid points and is zero elsewhere. As s increases, the binomial distribution B(s, 1/2) approaches a Gaussian (central limit theorem). The binomial distribution thus becomes "smoother" with larger s; its discrete Fourier transform has smaller contributions from high frequency components (see Lemma 4.3 and the remarks following its proof). The smoothing order thus suppresses high frequency errors. This effect is loosely analogous to the difference between the Dirichlet kernel and the Fejér kernel in the convergence of Fourier series. Use of the Dirichlet kernel suffers from the Gibbs phenomenon, whereas the Fejér kernel does not.
Note first that if φ is of smoothing order s ≥ 1, it is also of smoothing order s ′ < s since:
(3.10) We now state the following characterization of smoothing order. Define
where we take ψ (0) = φ. Lemma 3.2. Suppose φ has compact support. The function φ is of smoothing order s if and only if ψ (k) , 0 ≤ k ≤ s are compactly supported. If φ is of smoothing order s ≥ 1, the function ψ in (3.5) is equal to ψ (s) , and its support is contained in the interval [−r φ , r φ − s]. In particular, ψ is uniquely determined by φ. If φ is continuous (or bounded) so is ψ.
Proof. When s = 0, the claim is trivial.
Suppose s = 1. Let ψ (1) be compactly supported. It is easy to see that φ(r) = ψ (1) (r) + ψ (1) (r − 1). The function φ is therefore of smoothing order 1. Suppose in turn that φ is of smoothing order 1. If r < −r φ , ψ
(1) (r) is clearly equal to 0. If r > r φ − 1, we have
where we used the fact that φ(r) = 0 for r > r φ in the second equality and (3.5) with s = 1 in the third equality. We now show that ψ(r) = ψ (1) (r). The function
is of compact support, and satisfies the following:
Suppose the smallest closed interval on which ϕ(r) is supported is a ≤ r ≤ b. Then, the support of ϕ(r − 1) is contained in a + 1 ≤ r ≤ b + 1, and therefore, ϕ(r) = 0 for a ≤ r < a + 1. This contradicts the minimality assumption of a ≤ r ≤ b unless ϕ(r) is identically equal to 0. Suppose φ is of smoothing order s ≥ 2. Then, it is of smoothing order 1, so there is a function ψ (1) such that
(3.14)
By uniqueness of this decomposition for functions of smoothing order 1, we have
This shows that ψ (1) (r) is of smoothing order s − 1. We now iterate this argument k ≤ s times to conclude that ψ (k) is of smoothing order s − k and
This shows that ψ = ψ (s) and ψ is therefore uniquely determined by φ. The statement about the support of ψ is clear from the above proof. Equation (3.11) shows that ψ s = ψ can be written as a linear combination of integer translates of φ. Therefore, ψ is continuous (bounded) if and only if φ is continuous (bounded).
According to the above lemma, φ is of smoothing order 1 if and only if the following holds:
This can be written as
In this sense, we can view the smoothing order as being a generalization of the above even-odd condition. This condition was originally introduced to avoid the "checkerboard" type instability that manifests itself when using the central difference operator for the discretization of divergence and gradient operators in the Navier Stokes equations [17] . Our main motivation for introducing the smoothing order, however, is that it plays an important role in determining the error E IB . In Appendix A, we discuss an equivalent characterization of the smoothing order due to [4] We say that φ is of class (m, s) if it is of moment order m and smoothing order s. We shall always assume m ≥ 1 and that φ is compactly supported and bounded. This raises the question as to whether such φ exist. We can prove the following. Recall that r φ was defined in (3.2).
Lemma 3.3. There are no functions φ of class (m, s) such that 2r φ < m + s. There is a unique right continuous function of class (m, s) such that 2r φ = m + s.
Proof. We first prove a statement in terms of a φ of (3.7) instead of r φ . By Lemma 3.1, a function φ of compact support is of moment order m if and only if the following holds:
Here, P m is the space of polynomials of degree less than m. We shall often regard P m as a vector space over R. For convenience, we have changed the sign in the argument of φ, and the equivalence of the above with (3.8) is trivial. We may rewrite the above as follows: ∀0 ≤ r < 1 and ∀g ∈ P m ,
If s ≥ 1 substitute (3.5) in the above sum,
In rearranging this sum, we used the fact that
If s = 0, we let ψ = φ in the above expression. For s ≥ 1, define the linear operator L s mapping P m to itself:
For s = 0, we let L s be the identity. Using (3.21), (3.22) and (3.23), we may write (3.20) in the following fashion: ∀0 ≤ r < 1 and ∀g ∈ P m ,
The operator L s is invertible on P m . This can be seen as follows. Take m polynomials g 0 , · · · , g m−1 such that g l is a degree l polynomial. These m polynomials form a basis of P m . It is clear from (3.23 ) that the polynomial L s g l is a degree l polynomial as well. Therefore, L s maps a set of basis vectors to a set of basis vectors, and thus, L s is invertible. We may thus further rewrite (3.24).
∀0 ≤ r < 1 and ∀g ∈ P m ,
In order for the above to hold, we need only check this relation for m linearly independent polynomials in P m . Let
The above condition is equivalent to
This can be rewritten in the following matrix form:
where G is a m × (2a φ − s) matrix. It is easy to see that G is an upper triangular matrix with non-zero diagonal entries. Let us view (3.28) as an equation for ψ. Now, suppose 2r φ < m + s, which implies that 2a φ ≤ m + s. We know that there are no functions of class (m, s) such that 2a φ ≤ m + s − 1. We therefore assume that 2a φ = m + s. But if this is so, 2r φ = m + s as we saw above, which is a contradiction.
Finally, suppose 2r φ = m + s and that φ is right continuous. Then, 2a φ = m + s, and we have already seen that there is only one function φ of class (m, s) such that 2a φ = m + s.
It is straightforward to modify the above proof to show that there are at most two functions of class (m, s) such that 2r φ = m + s, one right continuous and the other left continuous. It is not necessarily true that these functions are continuous (in which case the two functions will coincide).
Let us say that a function φ of class (m, s) is of class (m, s, σ, 2r φ ), σ = 1(0) if the sum of squares condition is (not) satisfied and φ has support of 2r φ . We have written a MATLAB routine that automatically generates a continuous function of class (m, s, σ, m + s + σ) if such a function exists. Experimentation suggests that there is at most one such continuous function for any m, s, σ (when σ = 0, this is a direct consequence of Lemma 3.3). We conjecture that there is a unique continuous function of class (m, s, σ, m + s + σ) if and only if m is even. When m is odd, there is no such continuous function. Similar observations have been made in the case of s = 0, 1 and/or σ = 0, 1 [22, 17, 21, 4] . It is not difficult to show that the unique function of class (m, 0, 0, m) is indeed continuous if m is even, the proof of which we omit (although this result seems to be new). We shall test various discrete delta functions that belong to these classes in our computational convergence study, many of which are new. (X, x) . In this section, we estimate E IB (X, x) defined in (2.11). In [15] and [22] , the authors estimate this error by writing
Estimate of E IB
and estimating the two errors separately. We have found that there is a cancellation of errors that cannot be captured if we estimate E IB in this way. We shall instead estimate E IB directly. Let us first rewrite (IG h,x )(X). Let X = (X 1 , · · · , X n ). Write X i as follows:
Consider a Cartesian grid point y = (y 1 , · · · , y n ).
Now, consider the expression (IG h,x )(X). Using (2.6), (2.9) and (3.1), we have
We may further simplifyρ as follows:
where k = (k 1 , · · · , k n ) and l = (l 1 , · · · , l n ). In replacing the summation in G h to Z n in the second equality, we assumed that h is small enough so that the support of δ h is smaller than U. Define
where r = (r 1 , · · · , r n ), a ± = ±(a φ + 1/2) if 2a φ is an odd number and a ± = ±a φ if 2a φ is an even number. From (4.4), (4.5) and (4.6) it follows that
We shall often suppress the dependence of ρ r on r and simply write ρ, since all of our estimates will be independent of r.
Recalling the definition of G x in (2.3), we see that
where z = x − X. Our task is thus to estimate the above quantity. In order to estimate E IB , we must specify properties satisfied by Q and Q h . For this purpose, we introduce the following grid operators. Let Y(t) be a function of t = (t 1 , · · · , t n ) ∈ R n . For i = 1, · · · , n, letê i denote the i th unit coordinate vector in R n . Let
The operator T i is the i-th translation operator and D i the i-th difference operator. Let α = (α 1 , · · · , α n ) be a multi-index so that the α i are nonnegative integers. Define 10) with the understanding that T 0 i and D 0 i are the identity. Note that the operators T and D are commutative. We also have the following product formula. Let X (t) and Y(t) be two functions of t ∈ R n . Then,
where α = (α 1 , · · · , α n ), β = (β 1 , · · · , β n ) and γ are n-dimensional multi-indices. We record the following elementary relation between differencing and differentiation. To state this, we introduce the following notation:
(4.12)
We shall say that α ≥ β if for all i, α i ≥ β i . Lemma 4.1. Let V(t) be defined on an open set Σ ⊆ R n . Let y ∈ Σ and σ = (σ 1 , · · · , σ n ) be a multi-index such that I y,σ ⊆ Σ. Furthermore, suppose that for any x ∈ I y,σ and for any multi-index α ≤ σ, the α partial derivative
where ζ y is an interior point in I y,σ .
Proof. This is a direct consequence from the mean value theorem.
We can now state our assumptions on Q and Q h For Q(k) we let
where n 0 is some constant. The constant n 0 corresponds to the order of the differential operator in question. In the case of the Laplacian, n 0 = 2. Take a n-dimensional multi-index β and let q > 0. We say that Q h is of order (β, q) if, for any n-dimensional multi-index α ≤ β and sufficiently small h, we have
where C α are positive constants that do not depend on h or k, and the set J c , c > 0 is given by
We shall denotes its closure byJ c . The exponent q is the order of the finite difference scheme. Indeed, the above condition says that if k is small in magnitude, the difference between Q and Q h is proportional to h q . The presence of the factor |k| −|α|−n0 implies that Q h must behave like Q when |k| is on the order of 1/h when α ≤ β.
This condition is satisfied by many, if not most finite difference discretization L h of L. For example, if L is homogeneous, Q h (k)/Q(k) is usually a function only of hk, which we denote by Λ(hk). In this case a sufficient condition for Q h to be of order (β, q) is
where C > 0 is a constant that only depends on Λ and α. It can be shown that Q h corresponding to many finite difference schemes used in practice are of order (β, q) for any β (i.e., (4.15) is satisfied by all α). In this case, we could simply say that Q h is of order q. The results to follow will nonetheless be stated in terms of the order (β, q) since this condition can be checked easily by performing a finite number of calculations. Consider the Laplacian L in two dimensions and let L h be the standard fivepoint discretization of L. For this problem,
2 . In this case we have
We thus have
Thus, q = 2 and this is the same as the order of discretization of L h . It is not difficult to check that (4.17) holds for any multi-index β.
We would now like to estimate E IB . In view of (4.8), the most straightforward way to estimate this quantity would be
The right hand side, unfortunately, is usually not convergent. In the case of the Laplacian, for example, the right hand side is a lattice sum of terms that behave like 1/ |k| 2 for large |k|, and if n ≥ 2, this is not convergent. The non-convergence of the right hand side is not all that surprising. Indeed, when z = x − X = 0, E IB = G x (X) − IG h,x (X) cannot be convergent since G x (X) = G(x − X), the continuous Green's function, is infinite, whereas the numerical approximation, IG h,x (X) is finite. If a meaningful estimate of E IB can be obtained at all, such an estimate will only be valid if z = x − X = 0. This implies that we must take advantage of cancellations of oscillatory of complex exponentials.
We first introduce a smooth cut-off of the continuous Green's function G. Let χ 0 (t), t ∈ R be a smooth function such that
. Pick a positive integer N > 0 and letG
Instead of E IB , we shall obtain an estimate for
This expression is easier to handle since E N IB is now a finite sum in terms of Fourier series and we thus do not have to worry about questions of summability. For this to work, we must show thatG N (z) → G(z) as N → ∞.
Lemma 4.2. Assume that Q satisfies (4.14). Then for any z ∈ R n , z = 0,
Proof. We first prove that {G N (z)} is a Cauchy sequence. Pick a multi-index α = (α 1 , · · · , α n ) such that −n 0 + n − |α| < 0 and if z i = 0 let α i = 0 for all i = 1, 2, · · · , n. At least one of the z i is not zero since z = 0, and thus, |α| can be made as large as we want. Take the difference betweenG M (z) andG N (z), M > N and use summation by parts in the α direction.
where C is a constant that depends only on z. We used 1 − e izi αi = 0. The sets A M,N , B N are given by
From the definition of χ and Lemma 4.1, for any n-dimensional multi-index τ ≤ α, we have
where c τ ,χ > 0 is a constant that depends only on the C |τ | norm of χ. Then from (4.14) and the product formula (4.11), for k ∈ A M,N , we have
where c α > 0 is a constant that does not depend on k. Similarly, when k ∈ B N , we have
where c α > 0 is a constant that does not depend on k. Then
where the constants C may be different. We shall hence forth choose not to keep track of constants if not necessary. Since −n 0 + n − |α| < 0 by assumption, {G N (z)} is a Cauchy sequence for all z = 0. Hence it must converge pointwise to a function denoted byG(z). On the other hand, from we know thatG N (z) converges to G(z) in the sense of distribution. Thus,G(z) = G(z). Our next task is to establish bounds on E N IB . Like the proof of the above lemma, our main tool is summation by parts. It is thus important to examine the the differences of ρ(hk)Q h (k). We first examine the derivatives of ρ r defined in (4.6). Lemma 4.3. Consider φ in (4.6). Suppose φ has compact support. We have
Suppose φ is of moment order m. We have
Suppose φ is of smoothing order s. We have
In the above, C 0 , C k and C π are positive constants that depend only on φ.
Proof. Inequality (4.29) is immediate from the definition of ρ r in (4.6). For any |t| ≤ π, we have, We thus have
From the boundedness of φ and the expression for R m in (4.32), we see that the constant C 0 may be chosen independent of |r| < 1. This is the first inequality in (4.30). Differentiating (4.33) k times and proceeding in a similar fashion, we obtain the rest of (4.30). Substituting (3.5) into (4.6), we have, for |t| ≤ π,
In the second equality, we used Lemma 3.2 (ψ has support between [−r φ , r φ − s] and thus the summation bounds are a − and a + − s). Hence ρ r (t), t ∈ R can be written as ρ r (t) = ϕ r (t)σ(t), ϕ r (t) = Before we proceed, we comment on the significance of the above result. In view of (4.7), ρ(hk) may be viewed as a cutoff function for Q h (k). Note that Q h (k) has, in general, a jump discontinuity at k i = ±π/h (see (2.6) ). A cutoff function should ideally be equal to 1 for small values of the frequency k, and smooth out the discontinuity at k i = ±π/h. The above lemma states that this is indeed the case. Close to k = 0, ρ(hk) is close to 1 given (4.30). Close to k i = ±π/h, multiplication by ρ(hk) will eliminate any discontinuity given (4.31). The moment order, therefore, controls the accuracy in the low frequency range, and the smoothing order suppresses Gibbs type phenomena that may corrupt convergence.
We now state two lemmas, Lemma 4.4 and Lemma 4.5 that state the above intuition in precise terms. The first deals with the difference Q(k) − ρ(hk)Q h (k) for small values of the wave number k. Here, the difference is dictated by the order of Q h and the moment order of φ.
Lemma 4.4. Suppose Q satisfies (4.14), Q h is of order (α, q) (see (4.15) ) and φ in the definition of (4.6) is of moment order m. Take k ∈ Z n such that I k,α ⊂ J π/h . Then, for sufficiently small h, we have
where C is a constant that does not depend on h or k.
Proof. We first show that, for any n-dimensional multi-index β,
where C β only depends on β and not on h or k. When β = 0 = (0, · · · , 0), the above is an immediate consequence of (4.30). Let β = 0. Then,
where k = (k 1 , · · · , k n ) and β = (β 1 , · · · , β n ). It suffices to show that Write Q(k) − ρ(hk)Q h (k) as follows:
Now, from (4.14) and (4.15), so long as β ≤ α, we have
where C β is a constant that does not depend on h or k and we used the fact that |hk| ≤ √ nπ by the assumption that I k,α ⊂ J π/h . Given (4.38) and the product formula, we have
Using (4.41), (4.15) and the above inequality, we obtain the desired inequality. The next lemma examines the effect of the smoothing order on the error for wave numbers in the vicinity of k i = ±π/h. To state this lemma, we define the following. For any k ∈ Z n and a multi-index α, consider I k,α = I k1,α1 × · · · × I kn,αn . Let j = i 1 , · · · , i l be all the coordinate directions for which
We denote this integer l by ζ h (k, α) (see (4.12)). Clearly, 0 ≤ ζ h (k, α) ≤ n. It is also clear that ζ h (k, α) = 0 if and only if .15)) and φ (used to define ρ) be of smoothing order s.
where C is a constant that depends only on α and not on h or k.
Proof. Without loss of generality, we assume that j = 1, · · · , l are the coordinate directions for which (4.44) holds.
We have
In the equality, we used the fact that ρ 1 does not depend on the last n − l coordinates. The inequality follows from the definition of the differencing operator, where C α is a combinatorial coefficient that only depends on α.
Therefore, from (4.31) and (4.47),
Note that
If the latter is true,
where we used (4.29) and Lemma 4.1. Combining this with (4.42) using the product formula and noting that 1/(2h) < |k|, we get
Combining this with (4.50) and noting that |α ′ | ≤ l(s + 1) by the assumption that α ≤ α 0 , we obtain the desired inequality.
Theorem 4.6. Assume that φ is of class (m, s) for some integer m ≥ 1 and s ≥ 0. Let Q satisfy (4.14) and let Q h be of order (α, q) (see (4.15)) where α = (α 1 , · · · , α n ) satisfies α ≤ α 0 = (s + 1, · · · , s + 1) and |α| > n − n 0 . For sufficiently small h, we have
where µ = n 0 + |α| − n and C > 0 is a constant that does not depend on h, k or
We assume α i = 0 if z i = 0. Otherwise the inequality is trivial. We shall obtain an estimate for E N IB defined in (4.23) . Take N > 4/h in (4.23). Using summation by parts in the direction indicated by α, and taking absolute values, we have
(4.56)
We divide the above summation over Z n into the following disjoint sets:
It is clear that Z n is a disjoint union of S 0 , S 1 , S 2 and S 3 . Note first that the sum over S 0 is 0 since χ (k/N ) = 0 and ρ(hk)Q h (k) = 0 when k ∈ S 0 .
Let us now consider the sum over S 1 . When k ∈ S 1 , for any n-dimensional multi-index τ ≤ α, we have, similarly to (4.25),
where we used the fact that k is of magnitude at most order N . Using (4.14) and the product formula, we have
where we used ρ(hk)Q h (k) = 0 given I k,α ⊂ R n \J π/h . Let us now consider the sum over S 2 .
where we used the fact that χ(k/N ) = 1 for k ∈ J π/h and Lemma 4.4 in the first inequality. We finally consider the sum over S 3 . As we saw in the discussion preceding Lemma 4.5, the set S 3 can be characterized as the subset of k ∈ Z n for which ζ h (k, α) = 0. Let
Clearly S 3 is the disjoint union of the sets S l 3 , l = 1, · · · , n. Now, Given (4.14) and the fact that |k| > 1/(2h) for k ∈ S 3 , we have |D α Q(k)| ≤ Ch |α|+n0 . Combining this with Lemma 4.5, we have
where S l 3 is the number of k lattice points that belong to S
(4.62)
Combining (4.57), (4.58), (4.62) and (4.56), we obtain (4.55) except that we have E N IB in place of E IB . By Lemma 4.2, we may take the limit as N → ∞ to obtain the desired estimate.
5. Application to the 2D stationary Stokes problem. In this section we consider the problem of a one-dimensional force generator immersed in a two-dimensional periodic Stokes fluid. We shall consider two discretization schemes, a second order discretization and a spectral discretization. We address local convergence properties of the velocity field. This problem was discussed previously in [15] . The theory in [15] was developed only for the spectral discretization. The theory was only able to explain pointwise convergence rates up to order 2, a significant underestimate for certain choices of discrete delta function as we shall see below.
5.1. Theory. We consider the problem on a periodic domain U = (R/2πZ) 2 . The immersed boundary X(θ) parametrized by θ ∈ Θ = R/(2πZ) defines a simple closed curve Γ in U. The equations are
where u is the velocity field and p is the pressure. Here F is the force along the boundary and δ is the Dirac delta function. This problem is different from the model problem described in Section 2 in that the unknowns functions are vector-valued. We shall apply our theory componentwise. The discretized equations using Immersed Boundary discretization are
3)
where L h and D h are discretizations of the Laplacian and the gradient/divergence operators respectively and δ h is the discrete delta function. We lay a uniform grid in Θ = [−pi, π] so that θ m = m∆θ. As in the scalar model problem, the velocity field for the continuous problem can be written as follows:
where k = (k, l). The matrix valued function G(x) is nothing other than the Stokeslet for the two-dimensional periodic domain. The discrete solution can be written as
The Fourier multiplier Q h is different depending on the discretization scheme. For the spectral discretization, we take
For the second order discretization of the Stokes problem, we take L h to be the standard five-point discretization of the Laplacian and D h to be the central differencing operator. In this case, the discrete matrix problem has a four dimensional null-space (if 2π/h is even) that correspond to checkerboard patterns. In order to make the problem solvable, f h must be in the range of the discretized operator. The standard way to accomplish this in the immersed boundary context is to use a discrete delta function that satisfies the even-odd condition, i.e., smoothing order 1. The discretized solution is further constrained not to contain Fourier components that correspond to the null space. This allows us to uniquely solve the problem. The corresponding discrete Green's function has the following form: 8) when 0 < |k| < π/h and 0 < |l| < π/h and 0 otherwise. We want to estimate the error between u and u h at a certain point x / ∈ Γ. In order to do so, we split this error into two parts, the quadrature error and the immersed boundary error.
The only difference between (2.11) and the above is that F has values in R 2 and that the Green's function G, G h are matrix valued. The interpolation operator I acts componentwise. Assume F(θ) and X(θ) are C k functions. Note that the quadrature rule we use, the trapezoidal rule, is a k-th order quadrature rule for C k periodic functions [1, 11, 9, 25] . When x / ∈ Γ, the integrand in the integral in (5.9) is a C k function (note that it is not a C k function if x ∈ Γ since the Green's function has a singularity there). The quadrature error E Q (x),
where C is a constant that depends on the k-th derivative of the integrand, and thus on X(θ), F(θ) and x. The immersed boundary error can be bounded by
The estimation of this error thus rests on the estimation of |E IB |, for which we can use the results of the previous section. In the case of the spectral scheme, we can directly apply Theorem 4.6 componentwise with q = ∞, n = 2, n 0 = 2. In the case of the second order scheme, we cannot directly apply Theorem 4.6. This is due to the fact that Q 2nd h has a singularity as k = (k, l) → ±(π/h, π/h), ±(π/h, −π/h). These four singularities correspond to null spaces of the second order discretization of the Stokes problem. We can obtain the following bound nonetheless thanks to the fact that the smoothing order is greater than or equal to 1.
Proposition 5.1. Consider E 2nd IB (X, x), the difference E IB for the second order differencing scheme. Suppose the discrete delta function is class (m, s) where both m and s are greater than or equal to 1. Suppose z = x − X = (z 1 , z 2 ) = (0, 0). We have the following estimate. For multi-index α = (α 1 , α 2 ), |α| = 2, we have
where the above is understood in the same sense as Theorem 4.6 Proof. We only sketch the proof. Note that in the proof of Theorem 4.6, The conditions on Q h and ρ were used only insofar as they imply (4.37) and (4.46) of Lemma 4.4 and 4.5. It can be shown that ρ(hk)Q 2nd h (k) satisfies (4.37) and (4.46) nevertheless. Note that
where we used expression (4.36). If s ≥ 1, the factor (cos(kh/2)) s (cos(lh/2)) s tames the singularity introduced by D k and
This may be used to show that (4.37) and (4.46) are satisfied. The rest of the proof is the same as Theorem 4.6.
We may now obtain an estimate for u(x) − u h (x), x / ∈ Γ. We start with the second order scheme. For any point X(θ m ), according to Proposition 5.1, we have
where x = (x, y) and X = (X, Y ) and C, C ′ are positive constants that do not depend on h or θ m . From (5.9), (5.10), (5.11) and (5.14), we have
where the constants depend on X, F and x. In fact, the same argument shows the following. Suppose U ⊂ U is an open set such that its closure has no intersection with Γ. Then,
where L ∞ (U ) denotes the L ∞ norm in U . If we take ∆θ = Ch (i.e., refine ∆θ proportionally to h), then we get second order for any point x ∈ Γ if F and X are C 2 functions. Now, consider convergence for the spectral scheme. Let the discrete delta function be of class (m, s). In Theorem 4.6, we must take q = ∞, n = n 0 = 2. Thus, the convergence rate of E spec IB (E IB for the spectral scheme) is dictated by the smaller of µ = |α| and m where α is under the restriction that α ≤ (s + 1, s + 1).
Let us consider the case s = 0. We have the restriction α = (α 1 , α 2 ) ≤ (1, 1). We thus have two kinds of bounds for E spec IB :
The first bound can be obtained by combining the bounds for α = (0, 1) and α = (1, 0) and the second comes from the bound for α = (1, 1). Take any point x / ∈ Γ. When m = 1, we can only obtain a first order bound. The error estimate is
Let m ≥ 2. We would like to use the second bound in (5.17) since this would give us a faster convergence rate. However, we cannot do this in general because there may be points X(θ m ) on the immersed boundary for which x = X(θ m ) or y = Y (θ m ). Therefore, we are forced to use the first bound in (5.17) and thus, our bound remains first order. Thus, when s = 0, we can only obtain a first order bound whatever the moment order may be.
We can obtain better bounds, however, if x is located in a favorable place with respect to the immersed structure. Suppose x happens to be a corner point: there are no points X(θ m ) for which x = X(θ m ) or y = Y (θ m ). For such points, we can obtain the bound (5.17). It is also possible to obtain better bounds when x / ∈ Γ is a non-tangent point: the two lines parallel to the coordinate axes going through the point x is not tangent to the curve Γ. In this case, the error u − u h behaves like h(h + ∆θ) + (∆θ) k up to possible logarithmic factors [15] . Now suppose m ≤ s + 1. Then, we can obtain the following bounds for any point in x / ∈ Γ:
What these considerations suggest is that when m > s + 1, we may see differences in convergence rate depending on the location of x ∈ Γ relative to the grid and the immersed boundary Γ. In other words, if there is a mismatch in m and s (m > s + 1), we expect to see grid effects.
Computational demonstration.
In this section we demonstrate computational results for the velocity field of the 2-D Stokes problem discussed above. We perform computational experiments for different choices of discrete delta functions.
We must specify our model problem. Take the coordinates in U to be [0, 2π) × [0, 2π). We let X(θ) and F(θ) to be the following: The position of the immersed boundary and the resulting velocity field is plotted in Figure 5 .1.
The discrete delta functions we use are plotted in Figure 5 .2, each of which is the unique continuous discrete delta function of class (m, s, σ, 2r φ ) (see end of Section 3). Of the discrete delta functions listed, those of class (4, 3, 0, 7), (4, 2, 1, 7), (4, 3, 1, 8) , (6, 5, 0, 11) and (6, 5, 1, 12) seem to be new. We do not list the explicit formulae for all of these discrete delta functions, since the algebraic expressions are long and tedious.
In order to examine local convergence rates, we compute the following quantity at x on the N × N grid:
We let M = 4N, M ∆θ = 2π so that ∆θ is refined proportionally to h. We take N = 256 in all our calculations. In Figure 5 .3, we plot the computed pointwise convergence rate r N (x) as a function of x for a few of the discrete delta functions when the spectral discretization is used. We see that for the cases (m, s, σ, 2r φ ) = (2, 1, 1, 4) and (4, 3, 1, 8 ) the pointwise convergence rate is uniformly 2 or 4 if the point is away from the immersed boundary. When (m, s, σ, 2r φ ) = (4, 0, 0, 4) and (4, 1, 1, 6 ), however, we see that there are prominent grid effects. At corner points, which do not share the x or y coordinate with any immersed boundary point, we see convergence of order approximately 2 and 4 respectively, which again is in agreement with our theory.
In Table 5 .1, we examine all 16 discrete delta functions. For the discrete delta functions of classes (2, 1, 1, 4) and (4, 1, 1, 6) we test convergence both for the second order and spectral schemes. We calculate the mean of r N over points in the N × N grid that are at least two mesh points away from the support of the discrete delta function. We denote this quantity byr N . Also listed is the mean deviation σ N r , the average of r N (x) −r N over tested grid points x. Along with the computed rate, we also list the theoretically predicted rate, modulo logarithmic factors, at general points, non-tangent points and corner points. We see a broad agreement with the theory we developed. The average rate of convergence is approximately in between the theoretical rate for the non-tangent points and the corner points, since these two classes of points, together, make up almost all of the grid points. When m < s + 1, σ N r is large indicating a large grid effect as was seen in Figure 5 .3. When m = s + 1, we observe clean m-order pointwise convergence.
6. Conclusion. In this paper, we have established bounds for the error E IB and discussed how this quantity depends on the properties of the discrete delta function and the discretization of the differential operator. The moment order and the order of the discretization determines accuracy for low frequency components whereas the high frequency errors were controlled by the smoothing order. The optimality of the somewhat elaborate expressions obtained in Section 4 were tested for the twodimensional Stokes problem. The observed convergence rates are in line with the predicted rates. We observe prominent grid effects when there is a mismatch between the moment order and smoothing order. This result highlights the role played by the smoothing order in determining the rate of convergence of immersed boundary type methods. This also says that the smoothing order is potentially important in suppressing grid effects in immersed boundary computations, a hitherto unrecognized role.
It has been conjectured in [22, 8] that a finite difference scheme with order q 1, 1, 6 ) cases, we see prominent grid effects, although at corner points, we see approximate 2nd and 4th order convergence respectively.
Proof. We first rewrite condition (A.1). Define φ k (r) = φ(−a φ + k + r), 0 ≤ k ≤ 2a φ − 1, 0 ≤ r < 1.
(A.2)
where a φ was defined in (3.7). We may now rewrite the condition (A.1) as ∀0 ≤ r < 1 and ∀g ∈ P s , The above polynomials clearly form a basis of P s . We thus consider the s relations:
for all r ∈ R. It is immediate from the above lemma that a non-zero function φ of compact support is of smoothing order s ≥ 1 if and only if it satisfies the alternating moment conditions up to order s − 1.
