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Dynamical typicality of isolated many-body quantum systems
Peter Reimann
Fakulta¨t fu¨r Physik, Universita¨t Bielefeld, 33615 Bielefeld, Germany
Dynamical typicality refers to the property that two pure states, which initially exhibit (almost)
the same expectation value for some given observable A, are very likely to exhibit also very similar
expectation values when evolving in time according to the pertinent Schro¨dinger equation. We unify
and generalize a variety of previous findings of this type for sufficiently high dimensional quantum
mechanical model systems. Particular emphasis is put on the necessary and sufficient conditions,
which the initial expectation value and the spectrum of A have to fulfill.
I. INTRODUCTION
The following quite remarkable feature of isolated, high
dimensional quantum systems has been discovered and
named “dynamical typicality” in a hallmark paper by
Bartsch and Gemmer [1]: The vast majority of all pure
states with very similar expectation values of some ob-
servable at a given initial time, will yield very similar ex-
pectation values of the same observable also at any later
time. Most notably, this prediction does not depend on
any details of the Hamiltonian which governs the time
evolution. However, the restrictions in Ref. [1] regarding
the initial expectation value and also the considered ob-
servable itself were still quite significant. In an entirely
unrelated work, Mu¨ller, Gross, and Eisert explored by
means of concentration of measure concepts the typical
properties of random pure states with a fixed expectation
value of some observable [2]. Somewhat similar investi-
gations were independently carried out even earlier by
Fine in Ref. [3]. Yet another related finding is contained
in the last paragraph of Ref. [4]: If pure initial states are
randomly sampled according to any statistical ensemble
that corresponds to a density operator of low purity, then
most of them exhibit very similar expectation values at
any later time. A less general version of the same result
was also established and numerically exemplified in Ref.
[5].
The main objective of the present work is to unify and
extend all those previously independent approaches and
results. In particular, Ref. [2] closes with “the hope that
methods similar to the ones established here help assess-
ing questions of typicality in the context of quantum dy-
namics and addressing key open problems in the theory
of relaxation of non-equilibrium complex quantum sys-
tems.” Progress along these lines is exactly at the focus
of our present explorations.
II. GENERAL FRAMEWORK
We consider an isolated quantum system, which is de-
scribed by means of some Hilbert space H of large but
finite dimension N , and whose dynamics is governed
by an arbitrary Hamiltonian H : H → H. Choosing
any normalized |φ〉 ∈ H as initial state (at t = 0), its
time evolution can be written as |φ(t)〉 = Ut|φ〉, where
Ut := e
−iHt/~. Going over from the Schro¨dinger to the
Heisenberg picture of quantum mechanics, the resulting
expectation value for an arbitrary observable O at time
t thus follows as
〈φ(t)|O|φ(t)〉 = 〈φ|Ot|φ〉 , (1)
Ot := U
†
tOUt . (2)
The main objective of our paper is to establish dynam-
ical typicality in the following sense: For the vast major-
ity of all initial states |φ〉 ∈ H, which exhibit (almost)
identical expectation values 〈φ|A|φ〉 for some given ob-
servable A, also the expectation values for any arbitrary
but fixed observable O and time point t in (1) will be
very similar to each other. Unlike in Ref. [1], the two
observables A and O are thus not any more required to
be identical. A more precise meaning of the term “vast
majority” will be provided later. We also note that for
any given t and O, there may still be a small set of “un-
typical” initial states |φ〉, entailing significantly different
expectation value in (1). Moreover, this set will usually
be different for different time points t and/or different
observables O.
Quantitatively, the temporal evolution of the expecta-
tion values in (1) as well as the above mentioned t- and
O-dependent sets of “untypical” |φ〉’s are determined in
a very complicated way by many details of the Hamilto-
nian H . Given that H can still be chosen arbitrarily (see
above (1)), it is obvious that apart from establishing dy-
namical typicality per se, no further conclusion regarding
the actual time evolution and the untypical sets will be
possible.
Note that a priori, the pertinent Hilbert space H0 of a
given model system is often of infinite dimension, and the
actual Hamiltonian and observables are Hermitian oper-
ators on that Hilbert space H0. Our above introduced,
N dimensional Hilbert space H then represents, for in-
stance, an energy shell, i.e., it is spanned by N eigen-
vectors of the original Hamiltonian, whose eigenvalues
are contained in an energy interval, which is microscop-
ically large (thus N is large) but macroscopically small
(well defined system energy). Since we are only inter-
ested in vectors |φ〉 with support in H, also the support
of the Hamiltonian and the observables can be readily
projected (restricted) from H0 to H without any change
of the dynamics and expectation values. More generally,
H may be any high but finite dimensional subspace of
2H0 which is invariant under the original system Hamilto-
nian. The straightforward and well known formal details
of such a transition from H0 to H are provided, e.g., in
Ref. [6].
III. MAIN IDEA AND RESULT
A. Basic definitions and properties
The observable A introduced below (2) can be rewrit-
ten in terms of its eigenvalues an and eigenvectors |n〉
as
A =
N∑
n=1
an |n〉〈n| . (3)
Furthermore, the largest and smallest eigenvalues of A
will be denoted as amax and amin, respectively. Their
difference
∆A := amax − amin (4)
thus represents the measurement range of the observable
A. Finally, we define the microcanonical ensemble as
ρmc :=
1
N
N∑
n=1
|n〉〈n| (5)
and the concomitant microcanonical expectation value of
A from (3) as
amc := Tr{ρmcA} = 1
N
N∑
n=1
an . (6)
From now on, we tacitly exclude the trivial case amin =
amax. It thus follows that amin < amc < amax.
The main objective of the present Sec. III will be to
construct an ensemble of normalized vectors |φ〉 ∈ H,
most of which exhibit expectation values of A very close
to some preset value a, and which furthermore entail
dynamical typicality properties. Our starting point in
constructing this ensemble consists in the following key
observation: Given an arbitrary but fixed real number
a ∈ (amin, amax) , (7)
there exists a unique y ∈ R so that the quantities
pn :=
1
N
1
1 + y (a− an) (8)
have the properties that
pn > 0 for all n = 1, ..., N , (9)
N∑
n=1
pn = 1 , (10)
N∑
n=1
anpn = a . (11)
The derivation of these properties is provided in full
detail in Appendix A, and can be summarized as follows:
Considering the function
g(x) :=
1
N
N∑
n=1
1
1 + x(a− an) , (12)
one readily verifies that g(x) → ∞ as x approaches
xmax := 1/(amax − a) > 0 from below, and likewise as
x approaches xmin := 1/(amin − a) < 0 from above.
Moreover, one can show that g′′(x) > 0 for all x ∈
(xmin, xmax), i.e., g(x) is a convex function. Upon ob-
serving hat g(0) = 1, g′(0) = amc− a it thus follows that
the equation g(x) = 1 is solved by x = 0 for any given a
in (7). In the case a = amc, there can be no further solu-
tion of g(x) = 1, hence we set y := 0, and (9)-(11) readily
follow. In the case a 6= amc, there must exist exactly one
further x ∈ (xmin, xmax) \ {0} which solves g(x) = 1, and
this x-value is now identified with y. Again, (9) and (10)
are easily verified, while (11) is recovered upon conclud-
ing from (8) that
∑N
n=1[1+ y (a− an)]pn = 1. With (10)
this yields 1 + y [a −∑Nn=1 an pn] = 1 and due to y 6= 0
we arrive at (11).
Note that the value of y depends on the choice of a
in (7). It is thus sometimes more appropriate to view y
as a function y(a) of a. On the other hand, a is often
considered as arbitrary but fixed, hence it is justified to
omit the a dependence of y.
From (9) and (10) one can infer that
ρ :=
N∑
n=1
pn |n〉〈n| (13)
is a well defined density operator and that
ρ1/2 :=
N∑
n=1
√
pn |n〉〈n| (14)
is Hermitian and satisfies (ρ1/2)2 = ρ. Adopting the
usual definition
f(A) :=
N∑
n=1
f(an) |n〉〈n| (15)
for an arbitrary function f(x) : R → R, Eq. (13) can be
rewritten by means of (8) and (15) as
ρ =
1
N
1
1 + y (a−A) . (16)
Next we consider an ensemble of uniformly distributed
and normalized random vectors |ψ〉 ∈ H. In other words,
the probability distribution of those vectors |ψ〉 is invari-
ant under arbitrary unitary transformations and thus all
vectors |ψ〉 are equally likely. For any given Hermitian
operator B : H → H it follows that the “Hilbert space
3average” (HA), i.e., the average of 〈ψ|B|ψ〉 over the above
ensemble of vectors |ψ〉, amounts to [1, 7, 8]
HA [〈ψ|B|ψ〉] = Tr{B}
N
. (17)
Likewise, the corresponding “Hilbert space variance”
(HV) is given by [1, 7, 8]
HV [〈ψ|B|ψ〉] := HA [(〈ψ|B|ψ〉 −HA [〈ψ|B|ψ〉])2]
=
1
N + 1
(
Tr{B2}
N
−
(
Tr{B}
N
)2)
. (18)
The appearance of the denominator N + 1 on the right
hand side of (18) will play a key role in what follows.
A simple intuitive explanation of its origin is not know
to this author, while the formal mathematical derivation
can be found, e.g., in Appendix C.1 of Ref. [7] or in the
Appendix of Ref. [8].
Next we consider (not necessarily normalized) vectors
|ϕ〉 ∈ H of the form
|ϕ〉 :=
√
Nρ1/2|ψ〉 (19)
with ρ1/2 from (14). For the ensemble of random vectors
|ψ〉 as defined above, we thus obtain a modified ensemble
of vectors |ϕ〉 via (19). Denoting their ensemble average
by an overbar, we thus can conclude that
〈ϕ|B|ϕ〉 = HA
[
〈ψ|N ρ1/2Bρ1/2|ψ〉
]
(20)
and with (17) that
〈ϕ|B|ϕ〉 = Tr{ρ1/2B ρ1/2} = Tr{ρB} . (21)
Likewise, the corresponding variance
σ2B :=
(
〈ϕ|B|ϕ〉 − 〈ϕ|B|ϕ〉
)2
(22)
can be rewritten with the help of (18) as
σ2B = HV
[
〈ψ|N ρ1/2Bρ1/2|ψ〉
]
=
N Tr{(ρB)2} − (Tr{ρB})2
N + 1
. (23)
It readily follows that
σ2B ≤ Tr{(ρB)2} . (24)
Considering Tr{C†1C2} as a scalar product between two
arbitrary (not necessarily Hermitian) linear operators
C1,2 : H → H, the Cauchy-Schwarz inequality takes
the form |Tr{C†1C2}|2 ≤ Tr{C†1C1}Tr{C†2C2}. Choosing
C2 = C
†
1 = ρB it follows that
Tr{(ρB)2} ≤ Tr{(ρB)(Bρ)} = Tr{ρ2B2} . (25)
Evaluating the trace by means of the eigenbasis of B, one
finds that
Tr{ρ2B2} ≤ ‖B‖2Tr{ρ2} , (26)
where ‖B‖ indicates the operator norm of B (largest
eigenvalue in modulus). Combining (24)-(26) thus yields
σ2B ≤ ‖B‖2 P , (27)
P := Tr{ρ2} =
N∑
n=1
p2n (28)
=
1
N2
N∑
n=1
1
[1 + y (a− an)]2 (29)
=
1
N2
Tr
{
[1 + y (a−A)]−2} (30)
where we have exploited (8), (13), and (16).
B. Establishing dynamical typicality
Throughout this section we take for granted that P
from (28) satisfies
P ≪ 1 . (31)
A more detailed discussion of this assumption is post-
poned to the following sections.
Choosing for B the identity operator, it follows from
(21)-(23) and (28) that
〈ϕ|ϕ〉 = 1 , (32)
(〈ϕ|ϕ〉 − 1)2 = NP − 1
N + 1
≤ P . (33)
Invoking the Chebyshev inequality from probability the-
ory, one thus can infer that
Prob
(
|〈ϕ|ϕ〉 − 1| ≤ P 1/3
)
≥ 1− P 1/3 , (34)
where the left hand side denotes the probability that
|〈ϕ|ϕ〉 − 1| ≤ P 1/3 when randomly sampling vectors |ϕ〉
according to (19). Due to (31), the overwhelming major-
ity of all vectors |ϕ〉 in (19) thus have norms very close
to unity.
Choosing for B the operator A from (3), it follows with
(11), (13), and (21) that
〈ϕ|A|ϕ〉 = a (35)
and with (22) and (27) that
(〈ϕ|A|ϕ〉 − a)2 ≤ ‖A‖2 P . (36)
Clearly, adding an arbitrary constant c ∈ R to A and
simultaneously to a does not change the variance on the
left hand side of (36), while A on the right hand side is
replaced by A + c1. The best possible upper bound is
4thus obtained by minimizing ‖A+ c1‖ over all c ∈ R. A
straightforward calculation shows that this minimal value
will be given by ∆A/2, where ∆A is the measurement
range of A from (4). Invoking Chebyshev’s inequality
once more, one thus can deduce from (36) that
Prob
(
|〈ϕ|A|ϕ〉 − a| ≤ P 1/3∆A/2
)
≥ 1− P 1/3 . (37)
In view of (31), the overwhelming majority of all vec-
tors |ϕ〉 in (19) thus exhibit expectation values 〈ϕ|A|ϕ〉,
whose deviations from the preset value a in (7) are very
small compared to full range ∆A over which those expec-
tation values in principle could vary.
Finally, by choosing for B the operator Ot in (2) and
observing that ‖Ot‖ = ‖O‖, one can infer from (22),
(27), and (31) along the very same line of reasoning as
before that most vectors |ϕ〉 in (19) exhibit very similar
expectation values 〈ϕ|Ot|ϕ〉.
So far, the initial states |ϕ〉 in (19) are in general not
normalized. But, as mentioned below (34), the vast ma-
jority among them is almost of unit length. Hence, if we
replace for every given |ψ〉 the concomitant |ϕ〉 in (19)
by its strictly normalized counterpart
|φ〉 := |ϕ〉√〈ϕ|ϕ〉 =
ρ1/2|ψ〉√
〈ψ|ρ|ψ〉 , (38)
then the “new” expectation values 〈φ|A|φ〉 will mostly
remain very close to the “old” ones, i.e., to 〈ϕ|A|ϕ〉. Es-
sentially, this is a consequence of the relation
〈φ|A|φ〉 = 〈ϕ|A|ϕ〉〈ϕ|ϕ〉 (39)
following from (38) and of the fact that 〈ϕ|ϕ〉 is very close
to unity for most |ϕ〉’s according to (34). More precisely,
with the help of (39) and
q(ϕ) := |1− 〈ϕ|ϕ〉| , (40)
we can rewrite |〈φ|A|φ〉 − 〈ϕ|A|ϕ〉| as q(ϕ)|〈φ|A|φ〉|. Ex-
ploiting the triangle inequality, it follows that
|〈φ|A|φ〉 − a| ≤ q(ϕ)|〈φ|A|φ〉| + |〈ϕ|A|ϕ〉 − a| . (41)
Since |〈φ|A|φ〉| ≤ ‖A‖, an argument analogous to the one
below (36) then yields
|〈φ|A|φ〉 − a| ≤ q(ϕ)∆A/2 + |〈ϕ|A|ϕ〉 − a| . (42)
According to (37), the probability that |〈ϕ|A|ϕ〉 − a| ≤
P 1/3∆A/2 is at least 1− P 1/3, and due to (34), (40) the
probability that q(ϕ) ≤ P 1/3 is at least 1−P 1/3. There-
fore, the probability that both |〈ϕ|A|ϕ〉−a| ≤ P 1/3∆A/2
and q(ϕ) ≤ P 1/3 are simultaneously fulfilled must be at
least 1−2P 1/3. Together with (42) we thus can conclude
that
Prob
(
|〈φ|A|φ〉 − a| ≤ P 1/3∆A
)
≥ 1− 2P 1/3 . (43)
In conclusion, by sampling random initial conditions
according to (38), the vast majority of them exhibits ex-
pectation values 〈φ|A|φ〉 very close the preset value a
from (7). Along the same line of reasoning one sees that
for most of them also the expectation values 〈φ|Ot|φ〉
in (1) will be very similar. Altogether, we thus recover
dynamical typicality as announced below (2).
As an aside, we note that the possible values of 〈φ|A|φ〉
are bounded by the smallest and largest eigenvalues of
A, hence the restriction of admissible a-values in (7) still
covers all physically meaningful cases.
C. Necessary and sufficient conditions
According to (28), P is the purity of ρ and thus satisfies
0 ≤ P ≤ 1. The demonstration of dynamical typicality
in the preceding subsection is based on the additional
assumption (31). In the opposite case that P is not small
(but still taking for granted N ≫ 1, as required above
Eq. (1)), also the left hand side of (33) is not any more
a small quantity. As a consequence, one expects that
the norm of most |ϕ〉’s is not any more close to unity
and the arguments below Eq. (38) are no longer valid.
In particular, the denominator on the right hand side
of (39) now exhibits non-negligible random fluctuations,
hence the same property will be inherited by the left
hand side, since there is no reason why the numerator
should (almost) exactly compensate the fluctuations of
the denominator. It is therefore reasonable to expect that
(31) is in fact not only a sufficient but also a necessary
prerequisite for dynamical typicality, provided the quite
trivial cases with P -values very close to unity are tacitly
excluded. Without providing the details we mention that
this conjecture can also be confirmed more rigorously.
One readily concludes from (9), (10), and (28) that
p2max ≤ P ≤ pmax , (44)
pmax := max
n
pn . (45)
The two relations in (44) imply that P is small if and
only if pmax is small. As a consequence, (31) is equiv-
alent to the following necessary and sufficient condition
for dynamical typicality:
pmax ≪ 1 . (46)
In passing we note that (10) implies pmax ≥ 1/N , hence
the condition N ≫ 1 (see above (1)) is automatically
guaranteed if (46) is fulfilled.
IV. COMPARISON WITH REF. [2]
We recall that the ensemble of random vectors |φ〉 on
the left hand side of (38) derives from a uniformly dis-
tributed ensemble of normalized |ψ〉’s on the right hand
side. This specific ensemble of initial states |φ〉 was
5demonstrated in Sec. III to exhibit dynamical typicality,
provided condition (46) is fulfilled. In particular, the ex-
pectation value 〈φ|A|φ〉 turned out to be almost equal to
the preset value a from (7) for most of those |φ〉’s. Apart
from that, the actual properties of the ensemble at hand
are not very clear. Specifically, it is not at all obvious
how these findings for the ensemble (38) can be trans-
lated into statements about the more natural but quite
different ensemble, where all normalized vectors, whose
expectation value is strictly equal to a, are realized with
equal probability (and all other vectors are excluded). It
is exactly the latter ensemble which is at the focus of
the explorations by Mu¨ller, Gross, and Eisert in Ref. [2].
Accordingly, our subsequent resolution of the above issue
will be largely based on their results.
To begin with we note that the set of all possible vec-
tors |ψ〉 on the right hand side of (19) amounts to a unit
sphere in CN , or equivalently, to a 2N−1 sphere in R2N .
Accordingly, the set of vectors |ϕ〉 on the left hand side
of (19) may be viewed as a 2N − 1 dimensional ellipsoid
in R2N . After an additional normalization of each vec-
tor, see (38), the latter ellipsoid is deformed back into a
2N−1 sphere, henceforth denoted as Sa, where the index
a refers to the preset a-value from (7).
As mentioned above, the main focus in Ref. [2] is put
on a different set of vectors |φ〉, namely (in our present
notation)
Ma := {|φ〉 | 〈φ|A|φ〉 = a and 〈φ|φ〉 = 1} . (47)
Due to the presence of two constraints on the right hand
side, the set Ma generically amounts to a 2N − 2 dimen-
sional submanifold of R2N , namely the intersection of an
ellipsoid and a sphere. In other words, the two sets Sa
and Ma are quite different.
To go over from those two sets to the corresponding
statistical ensembles, we also need to specify the proba-
bility measures on each set.
The probability measure on Ma considered in Ref. [2]
is the natural “Hausdorff measure” inherited from R2N ,
i.e., the probability measure of any 2N − 2 dimensional
“surface element” on Ma is proportional to its “size”. In
other words, the distribution may be viewed as “uniform”
on Ma: Every vector |φ〉 ∈ Ma is “equally likely” in a
very natural sense.
In contrast, the uniformly distributed vectors |ψ〉 in
(38) generally induce a quite non-trivial (far from uni-
form) probability measure on the above specified 2N − 1
dimensional submanifold Sa.
From now on, the symbols Sa and Ma refer not only
to the corresponding submanifolds (sets) but also to the
above specified probability measures for each of them,
i.e., they amount to full fledged statistical ensembles of
normalized random vectors |φ〉.
Given dynamical typicality as detailed in the previous
section is fulfilled for the ensemble Sa, does a similar
property also hold for the ensemble Ma, and vice versa?
The answer to this highly non-trivial question is “yes”, as
can be inferred from Section 6 of Ref. [2]. However, the
detailed arguments and calculations are quite tedious and
are therefore postponed to Appendix B. In particular, it
can be shown that the main prerequisite in the previous
section, namely the condition (46), is at the same time
the crucial prerequisite in the pertinent Theorem 1 of Ref.
[2]. Moreover, the average of 〈φ|B|φ〉 over the ensemble
Sa agrees very well with the corresponding average over
the ensemble Ma for arbitrary B and any given a-value,
for which ρ in (13) satisfies condition (46).
In conclusion, the two ensembles Sa andMa are largely
equivalent as far as their dynamical typicality properties
are concerned. Since the ensemble Ma is in some sense
considerably more “natural” than Sa, this equivalence
notably enhances the physical significance of the findings
in the remainder of our paper.
The intuitive picture is that – in spite of the fact that
the two sets Sa andMa are very different – the extremely
non-uniform probability measure on Sa essentially only
leaves over vectors |φ〉 “close to Ma”.
It should be emphasized that the physical motivation
and the interpretation of the results in Ref. [2] are
very different from our present dynamical typicality view-
point. Accordingly, our above conclusions are not at all
immediate consequences of the actual findings in Ref. [2]
itself, but rather should be considered as significant new
insights of the present paper (see also Appendix B).
Technically speaking, the above mentioned typicality
result for the ensemble Ma were established in Ref. [2]
by means of concentration of measure concepts, and may
be viewed as an extension of Levy’s Lemma [9, 10]. In
particular, since Ma in (47) does not amount to a hyper-
sphere, one cannot directly apply Levy’s Lemma itself to
this case.
V. EXPLORING THE CONDITIONS FOR
DYNAMICAL TYPICALITY
A. General considerations
In principle, once the observable A in (3) and the value
of a in (7) have been fixed, y is uniquely determined
according to the discussion below (12). Hence, all pn in
(8) and their maximum in (45) follow, and one can decide
whether or not the necessary and sufficient condition for
dynamical typicality in (46) is fulfilled. In practice, it
is usually impossible to “directly” solve all the necessary
equations, hence one has to figure out “indirect criteria”
whether or not the given A and a satisfy (46). This is
the main goal of the present section.
A first important special case arises by considering the
microcanonical ensemble from (5) and the concomitant
microcanonical expectation value from (6). Namely, for
the particular choice a = amc we have y = 0 (see below
(12)), and hence ρ from (16) must coincide with ρmc. In
other words, we find that
a = amc ⇔ y = 0⇔ ρ = ρmc ⇔ pn = 1/N ∀n . (48)
6Hence, (46) is satisfied if an only if N is large. Moreover,
(19) and (38) simplify to |φ〉 = |ϕ〉 = |ψ〉, i.e., we re-
cover the original “non-dynamical” or “microcanonical”
typicality results from [8–14] (see also [4, 7]).
From now on, we mainly focus on a-values with
amc < a < amax . (49)
The corresponding results for amin < a < amc are quite
obvious (consider −A instead of A) and will only be
briefly mentioned.
Denoting by Dmax the multiplicity of the largest eigen-
value of A (i.e., there areDmax indices n with an = amax),
we can infer from (49) and Eq. (A15) in Appendix A that
0 < y ≤ 1−Dmax/N
amax − a . (50)
With the help of the first relation, y > 0, in (50), one can
conclude from (8) and (45) that
pmax =
1
N
1
1− y (amax − a) . (51)
So far, a in (7) was considered as arbitrary but fixed.
Next, we are interested in how things change upon vari-
ation of a, hence y and thus pmax in (51) become func-
tions of a (see also the discussion above Eq. (13)). A
first general picture of how pmax depends on a within
the range (49) is provided by the following three obser-
vations: First, pmax is an increasing function of a, as
shown in Appendix C. Second, pmax approaches 1/N for
a→ amc, see (48). Third, one readily confirms that when
a approaches amax, the unique y-value in (8) compatible
with (9)-(11) approaches (1−Dmax/N)/(amax−a). With
(51) it follows that
pmax → 1/Dmax for a→ amax. (52)
If Dmax ≫ 1 we can conclude [15] that the condition
(46) is satisfied for any a within the range (49). (If amin <
a < amc the same conclusion holds on condition that the
smallest eigenvalue of A is highly degenerate.)
From now on, we restrict ourselves to cases, for which
Dmax ≫ 1 is not satisfied, including the most common
case Dmax = 1. In view of (52), a-values sufficiently close
to amax thus inevitably must lead to a violation of (46).
“How closely” a may approach amax without violating
(46) depends on many details of the spectrum of A, as
we will see in the following.
B. Eigenvalue density approximation
To begin with, we assume that the spectrum of A gives
rise to an approximately constant density of eigenvalues
close to its upper limit amax. More precisely, when rewrit-
ing (8), (10) as∫
dx w(x)
1
1 + y (a− x) = 1 , (53)
w(x) :=
1
N
N∑
n=1
δ(an − x) (54)
we assume that w(x) can be approximated by some con-
stant, positive value w0 for x close to amax. Moreover,
we assume that a is sufficiently close to amax so that the
latter approximation applies to all x ∈ [a, amax]. Note
that the function w(x) is normalized to unity and thus
may be viewed as an eigenvalue probability distribution.
A more rigorous approach, which does not exploit the
above assumptions, is worked out in Appendix D, see
also Sec. VD below.
As a first consequence of the above assumptions, the
number of eigenvalues of A which are larger than (or
equal to) a is given by
Na := N
∫ amax
a
dx w(x) (55)
and can be approximated as
Na ≃ N (amax − a)w0 . (56)
Second, upon restricting the integration domain in (53)
to x ≥ a and observing that w(x) = 0 for x > amax we
can conclude that∫ amax
a
dx w(x)
1
1 + y (a− x) ≤ 1 . (57)
Approximating w(x) by w0 and performing the integra-
tion yields
w0
y
ln
(
1
1− y (amax − a)
)
≤ 1 . (58)
With (51) it follows that
w0
y
ln(pmaxN) ≤ 1 (59)
and with (56) that
Na
N
ln(pmaxN)
y (amax − a) ≤ 1 . (60)
By taking into account (50), the inequality (60) implies
ln(pmaxN) ≤ N
Na
. (61)
Observing that α, β ∈ R satisfy α ≤ β if and only if
eα ≤ eβ it follows that
pmax ≤ 1
N
exp
{
N
Na
}
. (62)
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FIG. 1: Dependence of pmax from (51), (64) on the parameter
a in (7), (8) by numerically solving (10) for y (see also Sec.
VI) with N = 102, N = 103, and N = 104 (top down). In
each case, the N eigenvalues an in (8) were randomly gener-
ated so that the difference between neighboring eigenvalues
are Wigner distributed [16] and amin = −1, amax = 1.
Under the assumption that
Na ≫ N
lnN
(63)
one readily concludes that (1/N) exp{N/Na} ≪ 1 and
with (62) that pmax ≪ 1.
Altogether we find that (46) is guaranteed under the
following sufficient conditions: The number Na of eigen-
values an larger than a must satisfy (63) and the density
of levels between a and amax must be (approximately)
constant. For large N one expects that in many cases
there will be a-values close to amax which satisfy both
conditions. Recalling that pmax is an increasing function
of a (see Appendix C), it follows that if the above condi-
tions are met by some a close to amax, then (46) remains
valid also for all smaller a-values down to amc. A similar
conclusion applies for a < amc provided the eigenvalues
an of A are sufficiently numerous and of approximately
constant density near amin.
Referring to Appendix D for the detailed calculations,
we remark that when a approaches amax so closely that
(63) is no longer satisfied then one can show that pmax
is no longer small. In other words, if the eigenvalue
probability distribution w(x) assumes a constant, posi-
tive value near amax, then (63) (together with an analo-
gous property near amin) is not only a sufficient but also
a necessary condition for (46).
A numerical illustration of these analytical predictions
is provided in Fig. 1. It exemplifies the case when
w(x) can be well approximated by w0 = 1/2 for all
x ∈ (amin, amax) = (−1, 1) in the sense explained be-
low (54). Note that amc in (6) is always very close to
zero in these examples. For a-values close to amax = 1,
we see that pmax in Fig. 1 becomes small only for
very large N (and likewise for a close to amin = −1).
To better understand this numerical finding, we tem-
porarily consider the inequalities in (57)-(62) as approx-
imate equalities. With (56) we thus can rewrite (62) as
pmax ≃ N−1 exp{2 (1− a)−1}. For a given (fixed) value
of pmax (e.g. pmax = 0.01) the corresponding value of
1 − a thus scales as 1/ lnN , i.e., a approaches amax = 1
only very slowly upon increasing N . Closer inspection
shows that (57)-(62) indeed become approximate equal-
ities in the above considered case that both pmax and
1 − a are small. We may also recall that it is the purity
P which actually counts in the dynamical typicality con-
siderations in Sec. III B, and that P is bounded by pmax
according to (44). Quantitatively, P may thus be con-
siderably smaller than pmax. However, also P will still
decrease very slowly with N (at most as (1/ lnN)2).
In passing we note that pmax is given by (51) for a ≥
amc, while for a ≤ amc the corresponding formula reads
pmax =
1
N
1
1− y (a− amin) . (64)
As a consequence, pmax turns out to be a continuous but
not differentiable function of a at a = amc, see Fig. 1.
C. Large N limit
So far we considered the Hilbert space dimension N as
large but fixed. In order to draw conclusions about how
things (in particular pmax) change upon variations of N ,
it is necessary (and sufficient) to specify how the spec-
trum of the observable A in (3) changes with N , which
a priori appears to be a quite subtle problem in itself.
A physically natural way would be to model how the
“same” measurement device acts on different systems.
Here, we adopt an alternative approach which is physi-
cally somewhat abstract but mathematically quite com-
mon: Namely, we are mainly interested in the large N
limit and we assume that the eigenvalue probability dis-
tribution from (54) approaches a well-defined limit for
asymptotically large N (with slightly washed-out delta
functions on the right hand side of (54)). In particular,
amax and amin are assumed to become (asymptotically)
N -independent. Moreover, the symbol w(x) is henceforth
used for this limiting function, and likewise for w0 in (56)
and (59). For an example, see also Fig. 1.
For any given a close to amax, the solution y of (53)
is thus (asymptotically) N -independent. From (59) it
follows that pmax approaches zero as N tends to infinity.
Since pmax is monotonically increasing with a (see above
or Appendix C), we thus find that (46) will be satisfied
for any given a-value from (49) when N →∞.
Yet another conclusion is mentioned here without de-
tailed proof since it is quite plausible in view of the so
far results: If the eigenvalue probability distribution w(x)
tends to zero for x → amax then (46) is violated for all
a beyond some threshold ath < amax. Analogous con-
clusions apply to the lower end of the spectrum of A.
8Closely related rigorous results are derived in Appendix
D.
A particularly prominent example arises when the
spectrum satisfies a so-called semicircle law, e.g. due
to a corresponding random matrix character of A [16].
It seems reasonable to expect that after the projection
(restriction) of the original observable to an energy shell
as described at the end of Sec. II, the resulting reduced
observable A may possibly exhibit such features reminis-
cent of a random matrix.
Further instructive examples are obtained by consid-
ering any model of M identical subsystems with negli-
gible interactions and finite dimensional Hilbert spaces.
Namely, when choosing any observable of the form A =
(1/M)
∑M
m=1Am, where the Am act on the single sub-
systems but are otherwise identical, one can infer that
w(x) approaches δ(amc − x) for M → ∞ by exploiting
the central limit theorem. It follows that (46) is violated
for any a 6= amc. A particular example of this type is
originally due to Ref. [2] (see Sec. 3 therein). However,
it should be emphasized that the energy of the system is
not confined to some non-trivial energy window in these
examples, in contrast to the physical setup we mainly
have in mind in the present paper (see end of Sec. II).
D. Outlook
Generally speaking, the idea to replace the exact dis-
tribution in (54) by a “washed out” approximation ap-
pears quite reasonable and also the so obtained results
seem decent. However, in cases where the levels an are
very far from being approximately equally spaced (at
least locally), such a smooth local eigenvalue probabil-
ity distribution may still be well-defined, but the con-
clusions may become questionable. An extreme example
arises when the levels an can be partitioned into groups,
so that each group contains the same number D of ele-
ments and the eigenvalues an are equal within each group
(D-fold degeneracies). If the levels belonging to differ-
ent groups are still approximately equally spaced, then
a smoothened distribution w(x) still appears to be rea-
sonably well-defined (D possibly large but fixed, N suffi-
ciently large so that the gaps are still small). However, if
D ≫ 1 we know from the discussion below (52) that (46)
will be satisfied without any further restriction regarding
a and an, in contradiction to the above conclusions under
the assumption of a smooth w(x).
In view of such concerns, some further results are de-
rived in Appendix D by means of more rigorous, but
technically also more involved calculations.
In summary, the range of a-values, for which dynam-
ical typicality applies, crucially depends on the detailed
spectral properties of A, in particular near the upper and
lower ends of the spectrum.
VI. FURTHER REMARKS AND COMPARISON
WITH REF. [1]
Conceptually, a dynamical typicality result is partic-
ularly satisfying when referring to the set of normal-
ized vectors from (47), i.e., when it amounts to a state-
ment about all initial states |φ〉 whose expectation values
〈φ|A|φ〉 are exactly equal to a.
As detailed in Ref. [2] and in Sec. III, the set of vectors
|φ〉 arising via (38) is very different from the set (47), and
also the probability measures on the two sets are very
different. Nevertheless, the typicality statements for the
two ensembles of random vectors are largely equivalent.
In turn, the main virtue of (38) is its constructive char-
acter: It is an explicit recipe to generate “typical initial
states” |φ〉. The only remaining disadvantage is that all
eigenvalues and eigenvectors of A are explicitly needed,
see (8) and (14). Moreover, in order to determine y, the
transcendental equation g(x) = 1 has to be solved as
discussed below (12). Since g(x) in (12) consists of N
summands, the numerical effort to solve g(x) = 1 scales
linearly with N . Generically, the diagonalization of A is
thus numerically much more expensive than the deter-
mination of y. At least for a-values sufficiently close to
amc, this diagonalization of A as well as the numerical
determination of y can be circumvented as follows.
Considering y = y(a) as a function of a, our first goal
is to expand y(a) about amc. From (48), we can infer
that y(amc) = 0. Focusing on small δa := a − amc, it
follows that y(a) is small and (8) can be rewritten as
pn =
1
N
∞∑
k=0
[−y(a) (a− an)]k . (65)
Replacing a by amc+δa and introducing the expansion of
y(a) about amc on the right hand side of (65), plugging in
the resulting expressions for the pn into (10), and finally
comparing terms with equal powers of δa, one obtains
equations for the derivatives of y(a) at a = amc which
can be iteratively solved. The resulting series expansion
of y(a) reads
y(a) =
1
m2
(a− amc)− m3
m32
(a− amc)2 + ... , (66)
mk :=
1
N
N∑
n=1
(an − amc)k = 1
N
Tr{(A− amc)k} , (67)
where we exploited (3) and (15) in the last identity. In
the same vein, one can deduce from (8) for small values
of y = y(a) the expansion
√
pn =
1− 1
2
y(a) (a− an) + 38 [y(a) (a− an)]2 + ...
N1/2
.(68)
Accordingly, (14) takes the form
ρ1/2 =
1 + 1
2
y(a) (A− a) + 3
8
[y(a) (A− a)]2 + ...
N1/2
. (69)
9For a-values sufficiently close to amc, one can introduce
(66) into (69) and truncate the series after a few terms,
yielding very good approximations for the exact ensemble
in (38) without the need to diagonalize the operator A.
The latter expansions amounts to a systematic general-
ization of the original dynamical typicality explorations
by Bartsch and Gemmer in Ref. [1]. Indeed, as they
pointed out below their formula (3), their approach is
meant to be restricted to small values of their so-called
disequilibrium parameter d, which in turn is essentially
equivalent to our present expansion parameter δa [17].
Accordingly, beyond the linear approximation of (66) and
(69) adopted by Bartsch and Gemmer [1], notable dif-
ferences may generically arise between their ensemble of
initial states |φ〉 and either of the two ensembles from
(38) and (47), as considered in our present work and in
Ref. [2], respectively.
VII. SUMMARY
By unifying and extending previous works (mainly
Refs. [1, 2], but also Refs. [3–5]), dynamical typicality
has been established in the sense that the vast major-
ity of all pure states, which initially exhibit the same
expectation value a of some given observable A, also
exhibit very similar expectation values of the same or
some different observable O after evolving according to
the Schro¨dinger equation up to some later time point
t. More precisely, our main focus was on the precondi-
tions under which such a dynamical typicality property
holds true. In general, we found that those conditions
depend in a very complicated way on the spectrum of
A and on the value of a, but not on O or t, nor on the
Hamiltonian H which governs the dynamics. In particu-
lar, the range of a-values, for which dynamical typicality
applies, depends crucially on the spectral properties of
A near the largest and smallest eigenvalues, denoted as
amax and amin, respectively. For instance, if the eigenval-
ues amax and amin are both highly degenerate, then the
entire range [amin, amax] of physically reasonable a-values
is admitted. As the density of eigenvalues near amax and
amin decreases, larger and larger neighborhoods of amax
and amin no longer belong to the interval of admitted
a-values. However, for sufficiently large dimensions N
of the considered Hilbert space, those excluded vicinities
of amax and amin may still become arbitrarily small in
many cases. In other cases, for instance if the spectrum
of A obeys a semi-circle law, those excluded vicinities of
amax and amin may remain finite even for asymptotically
large dimensions N . In any case, for sufficiently large
(but finite) N , there always exists at least some small
interval of admitted a-values around the microcanonical
expectation value of A, or equivalently, the average over
all eigenvalues of A.
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Appendix A
As in the main text, we consider an observable A of
the form (3), and we denote by amc its microcanonical
expectation value from (6), by amax and amin its largest
and smallest eigenvalues, and by Dmax and Dmin the de-
generacy of amax and amin, respectively (i.e., there are
Dmax indices n with an = amax, and likewise for Dmin).
Introducing the open interval
IA := (amin, amax) , (A1)
we choose an arbitrary but fixed a ∈ IA and define the
interval
Ia :=
( −1
a− amin ,
1
amax − a
)
. (A2)
From now on, the symbol x indicates a real variable and
we always silently take for granted that its value is re-
stricted according to
x ∈ Ia . (A3)
It follows that the
qn(x) :=
1
1 + x(a− an) (A4)
are well defined, positive functions for all x ∈ Ia, and
likewise for the function g(x) defined in (12). From these
definitions, one readily can infer that
g(0) = 1 , (A5)
g′(0) = amc − a , (A6)
g(x) → ∞ for x ↑ 1
amax − a , (A7)
g(x) > 1 for x >
1−Dmax/N
amax − a , (A8)
g(x) → ∞ for x ↓ − 1
a− amin , (A9)
g(x) > 1 for x < −1−Dmin/N
a− amin , (A10)
g′′(x) =
2
N
N∑
n=1
(a− an)2q3n(x) > 0 for all x ∈ Ia, (A11)
where x ∈ Ia is tacitly assumed in (A8) and (A10).
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Next we consider the equation
g(x) = 1 (A12)
for an arbitrary but fixed a ∈ IA. According to (A5), one
solution is x = 0. If a 6= amc, then (A5)-(A11) imply that
there exists exactly one further solution of (A12) within
the interval Ia, henceforth denoted as y(a). Moreover,
this solution y(a) satisfies
−1−Dmin/N
a− amin ≤ y(a) ≤
1−Dmax/N
amax − a (A13)
and the sign of y(a) must agree with the sign of a −
amc. In particular, if a = amc then y(a) := 0 is the only
solution of (A12).
In summary, for any given a ∈ IA there exists a unique
real number y(a) ∈ Ia with the properties
a = amc ⇔ y(a) = 0 , (A14)
a ∈ (amc, amax) ⇒ 0 < y(a) ≤ 1−Dmax/N
amax − a , (A15)
a ∈ (amin, amc) ⇒ 0 > y(a) > −1−Dmin/N
a− amin ,(A16)
pn(a) :=
1
N
1
1 + y(a) (a− an) > 0 for all n , (A17)
N∑
n=1
pn(a) = 1 . (A18)
It follows that
1 =
N∑
n=1
[1 + y(a)(a− an)] pn(a)
= [1 + y(a)a]
N∑
n=1
pn(a)− y(a)
N∑
n=1
anpn(a)
= 1 + y(a)
[
a−
N∑
n=1
anpn(a)
]
. (A19)
If y(a) 6= 0, we can conclude that
N∑
n=1
anpn(a) = a . (A20)
If y(a) = 0, the same result follows from (6) and (A14).
In turn, one readily sees that there exists no further
real number y(a) so that all three properties (A17),
(A18), and (A20) are still satisfied. Omitting the ar-
gument a in y(a) and in pn(a), one thus recovers the
statement from Eqs. (7)-(11) in the main text.
Appendix B
This appendix provides the omitted details in the com-
parison at the end of Sec. IV between our present ap-
proach and the one from Ref. [2].
We start out from the submanifolds Sa and Ma and
the probability measure on each of them, see Sec. IV. In
our present work, we demonstrate that dynamical typi-
cality, as specified in Sec. III, holds for Sa if condition
(46) is satisfied. In Ref. [2] it is shown that the same
kind of typicality holds for Ma on conditions which are
specified in Theorem 1 therein. Moreover, one can infer
from Section 6 of Ref. [2] that dynamical typicality for
Ma implies the same for Sa. In particular, the ensemble
averaged expectation values of any given observable B
are very close to each other for the two ensembles Ma
and Sa. Strictly speaking, three additional steps are re-
quired to arrive at this conclusion: (i) The notation in
Ref. [2] has to be translated into our present notation.
This will be done in the second succeeding paragraph.
(ii) Rather than the ensemble Sa, which is generated via
(38), the ensemble generated via (19) is actually consid-
ered in Ref. [2]. Their equivalence has been pointed out
below Eq. (38). (iii) One has to show that the map-
ping of a vector |ϕ〉 ∈ H to its expectation value 〈ϕ|B|ϕ〉
amounts to a Lipschitz continuous function (see p. 820
in [2]). This has been demonstrated, e.g., in Ref. [10]
(see Lemma 5 therein).
In the remainder of this appendix we show that the
prerequisites and/or the applicability of Theorem 1 in
Ref. [2] are essentially tantamount to the condition (46)
required by our present approach. The details of the
pertinent Theorem 1 in Ref. [2] are quite involved and
therefore not reproduced here. Most of the subsequent
discussion can be followed without knowledge of those
details.
To begin with, we point out the main notational dif-
ferences: Our present A =
∑N
n=1 an |n〉〈n| corresponds
to H =
∑n
k=1 Ek |k〉〈k| in Ref. [2]. Likewise, our amax,
amin, and a correspond to Emax, Emin, and E, respec-
tively. Furthermore, ME and EA in Ref. [2] correspond
to Ma from (47) and amc from (6), respectively. Simi-
larly to Theorem 1 in [2], only a < amc are considered
from now on (the case a ≥ amc then readily follows, see
also below Eq. (49)). Finally, the definitions E′ := E+ s
and E′k := Ek + s from [2] are translated into a + s and
an + s, respectively.
According to Equation (2) in Ref. [2], the parameter
s is defined as the solution of the equation
E′ = (1 + δE)
[
1
n
n∑
k=1
(E′k)
−1
]−1
, (B1)
δE :=
1
n
+
ǫ√
n
(
1 +
1
n
)
, (B2)
where ǫ will be specified later. Furthermore, s must sat-
isfy s > −Emin. Introducing
y(a, δ) := − 1
a+ s
, (B3)
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these conditions translate into
g(y(a, δ)) = (1 + δ) , (B4)
δ :=
1
N
+
ǫ√
N
(
1 +
1
N
)
, (B5)
0 > y(a, δ) > − 1
a− amin , (B6)
where g(x) is defined in (12). For δ → 0 we thus recover
(A12) and hence y(a, δ) goes over into y(a) from (A13)-
(A18).
The most important condition in Theorem 1 of Ref. [2]
reads ǫ > E′/E′Q with E
′
Q :=
(
1
n
∑n
k=1[E
′
k]
−2
)−1/2
and
translates along the same lines as above into
1
N
N∑
n=1
[qn(y(a, δ))]
2 < ǫ2 (B7)
with qn(x) from (A4). This condition suggests that
the so far unspecified parameter ǫ should be chosen as
large as possible. Since ǫ also enters via (B4), (B5),
a somewhat more elaborate consideration is needed to
show that the latter statement remains true nevertheless.
Finally, the definition c := 3E′min/(32E
′) in [2] trans-
lates into c = 3/[32Npmax(a, δ)], where pmax(a, δ) :=
maxn qn(y(a, δ))/N . Since y(a, δ) < 0, see (B6), it fol-
lows that pmax(a, δ) = N
−1[1+ y(a, δ)(a− amin)]−1. The
largest possible choice of ǫ so that the exponential term
in Equation (1) of Ref. [2] is – as requested – a large
positive number even for quite small t-values turns out
to be ǫ = ǫ˜/[
√
Npmax(a, δ)], where ǫ˜ is N independent
and satisfies ǫ˜≪ 1. For large N it follows that δ in (B5)
can be approximated as zero, hence y(a, δ) ≃ y(a) (see
above) and pmax(a, δ) ≃ pmax(a) (see (64) and (C7)). Ac-
cordingly, by exploiting (16), (28), (A4), and (A17) the
condition (B7) can be rewritten as
N2p2maxP ≪ 1 . (B8)
With (44) it follows that
pmax ≪ 1/N2/3 (B9)
will be a somewhat stronger condition (i.e., a sufficient
but possibly not necessary condition for (B8) to hold
true). For large N , this is a slightly (but not dramati-
cally much) stronger condition than the requirement (46)
of our present approach. In turn, when pmax is not small
then it immediately follows with (44) that (B8) is not
satisfied.
Comparing (46) and (B9) shows that the present ap-
proach is actually valid under slightly more general con-
ditions than the corresponding Theorem 1 in Ref. [2],
but for practical purposes this generalization seems only
of minor relevance.
Appendix C
In this appendix, we show that pmax is a monotonically
increasing function of a for a > amc, and monotonically
decreasing for a < amc.
By differentiating (A18) with respect to a and intro-
ducing (A17) one can infer that
N∑
n=1
1
N
y′(a)(a− an) + y(a)
[1 + y(a) (a− an)]2 = 0 . (C1)
Multiplying this equation by y(a) and rewriting the re-
sulting numerator on the left hand side as y′(a)[1 +
y(a)(a− an)− 1] + y2(a) yields
N∑
n=1
1
N
y′(a)
1 + y(a) (a− an) = [y
′(a)− y2(a)]S(a) , (C2)
S(a) :=
N∑
n=1
1
N
1
[1 + y(a) (a− an)]2 . (C3)
With (A17) and (A18) we can rewrite (C2) as
y′(a)[S(a)− 1] = y2(a)S(a) . (C4)
From (A17) and (C3) we can conclude that
S(a) = N
N∑
n=1
p2n(a) = N P , (C5)
where P is the purity of ρ from Eqs. (28) of the main text.
Observing (A17) and (A18) one can infer that S(a) = 1 if
y(a) = 0 and S(a) > 1 in any other case. (Equivalently,
the purity P takes its minimal possible value 1/N if an
only if ρ is the microcanonical density operator.) With
(A14) we thus can conclude that
y′(a) = y2(a)
S(a)
S(a)− 1 > 0 for all a 6= amc. (C6)
For continuity reason it follows that y′(amc) ≥ 0 (see also
(66)).
Next we address the dependence of the quantity
pmax(a) := max
n
pn(a) (C7)
on the argument a ∈ IA. We first focus on a-values so
that (A15) is fulfilled. Exploiting (A17) it follows that
pmax(a) =
1
N
1
1− y(a)(amax − a) . (C8)
Differentiating and introducing (C6) yields
p′max(a) =
1
N
y′(a)(amax − a)− y(a)
[1− y(a)(amax − a)]2
=
N p2max(a) y(a)h(a)
S(a)− 1 , (C9)
h(a) := y(a)S(a)(amax − a)− (S(a)− 1)
= 1− S(a)[1− y(a)(amax − a)] . (C10)
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With (C3) we can conclude that
S(a)[1− y(a)(amax − a)] =
N∑
n=1
pn(a) bn(a) , (C11)
bn(a) :=
1− y(a)(amax − a)
1− y(a)(an − a)
=
pmax(a)
pmax(a) + y(a)(amax − an)/N , (C12)
where we exploited (C8) in the last step. Observing
that y(a) > 0, pmax(a) > 0, and amax − an ≥ 0 for
all n it follows that 0 ≤ bn(a) ≤ 1 and with (A18) that∑N
n=1 pn(a) bn(a) ∈ [0, 1]. With (C10) and (C11) we can
conclude that h(a) ≥ 0 and with (C9) that
p′max(a) ≥ 0 for all a ∈ (amc, amax) , (C13)
i.e., pmax(a) is a monotonically increasing function of a.
For a-values so that (A16) is fulfilled, one finds in the
same way that
p′max(a) ≤ 0 for all a ∈ (amin, amc) , (C14)
i.e., pmax(a) is a monotonically decreasing function of a.
Appendix D
In this Appendix, the necessary and sufficient condi-
tion (46) for dynamical typicality is explored by means of
more rigorous calculations than those presented in Sec.
VB.
Without loss of generality we assume that the eigen-
values an of A from (3) are ordered by magnitude:
a1 ≤ a2 ≤ . . . ≤ aN =: amax . (D1)
As in Sec. VA, we can and will focus on a-values within
the range from (49), implying (50) and (51).
Similarly as below Eq. (52), we furthermore disregard
the trivial case that Dmax ≫ 1, i.e., we take for granted
that the largest eigenvalue of A is not highly degenerate.
As a consequence, the case a→ amax is then also trivial:
(46) is always violated according to (52). We thus can
and will restrict ourselves to the case
∆a := amax − a > 0 . (D2)
From (50) and (D2) it follows that
δ := y∆a > 0 . (D3)
Moreover, (51) can be rewritten as
pmax =
1
N
1
1− δ . (D4)
Finally, we restrict ourselves to cases where a coincides
with one of the eigenvalues an, say
a = aν . (D5)
Since pmax is an increasing function of a (see Appendix
C), this is a quite minor restriction: If we can show that
(46) is fulfilled for a = aν , then the same conclusion
remains true for all a ≤ aν (as long as (49) is fulfilled).
Likewise, if (46) is violated for a = aν , then the same
applies for all a ≥ aν .
D1. Derivation of a sufficient condition
Our first goal will be to derive a sufficient criterion
under which (46) is fulfilled. To begin with, we define
the linear function
f(x) := amax − b (N − x) , (D6)
where the slope b is chosen as follows
b := max
ν≤n<N
bn , (D7)
bn :=
aN − an
N − n . (D8)
One thus can conclude that
f(n) ≤ an for all n ∈ {ν, ..., N} (D9)
and that (D7) is the smallest possible slope in (D6) which
exhibits this property. In other words, f(n) represents a
tight linear lower bound for all eigenvalues an ≥ a with
the extra constraint that f(N) = amax.
Note that the slope of a linear function through the
two points a = aν and amax = aN would be given by bν .
The ratio between the two slopes,
β := b/bν (D10)
quantifies how well the true an’s (with ν ≤ n ≤ N) can
be approximated by a linear function in the above sense
of a rigorous lower bound. In particular, one readily sees
that β ≥ 1. On the other hand, not too large β’s may be
expected in many cases.
In the following, we will show that
Na ≫ β N
lnN
(D11)
is a sufficient condition for (46), where β is defined in
(D10) and where, analogously as in (55),
Na := N − ν (D12)
is the number of eigenvalues an which are larger than a.
This is the rigorous counterpart of the heuristic condition
(63) in the main text.
In order to prove this claim, we exploit (8)-(10) to
conclude
1 ≥ S :=
N∑
n=ν
pn =
1
N
N∑
n=ν
1
1 + y (a− an) . (D13)
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Defining an auxiliary function a(x) via
a(x) := an for x ∈ (n− 1, n], n = 1, ..., N . (D14)
it follows that
S =
1
N
∫ N
ν−1
dx
1
1 + y (a− a(x)) . (D15)
Since all summands on the right hand side of (D13) are
positive (see (9)), the same applies to the integrand on
the right hand side of (D15), implying that
S ≥ 1
N
∫ N
x0
dx
1
1 + y (a− a(x)) (D16)
for any
x0 ∈ [ν − 1, N ] . (D17)
From (D9) and (D14) one can deduce that f(x) ≤ a(x)
for all x ∈ (ν − 1, N ]. Since y > 0 (see (50)) it follows
that 1 + y (a − f(x)) ≥ 1 + y (a − a(x)). Hence we can
conclude from (D16) that
S ≥ 1
N
∫ N
x0
dx
1
1 + y (a− f(x)) . (D18)
Recalling that f(x) in (D6) is a linear function, the in-
tegral on the right hand side can be readily evaluated.
Choosing x0 so that f(x0) = a one can infer from (D6)
that x0 is uniquely fixed in this way and from (D5), (D9)
that (D17) is satisfied. By means of a straightforward
but somewhat lengthy calculation and exploiting the re-
lations (D2), (D3), (D6), (D8), (D10), (D12) one finally
obtains
S ≥ Na
Nβδ
ln
(
1
1− δ
)
. (D19)
It remains to be shown that if (D11) is taken for
granted, then (46) follows: Given (D11) is valid, and ob-
serving that Na < N and β ≥ 1, it follows that N ≫ 1.
If δ is not close to unity, say δ ≤ 1 − 1/√N , then (D4)
implies that pmax ≤ 1/
√
N , i.e., (46) is fulfilled. Hence
we are left with the case δ > 1− 1/√N . Exploiting (D4)
in the argument of the logarithm in (D19) and approxi-
mating the remaining factor δ by unity, we can conclude
with (D13) and (D19) that
1 ≥ Na
Nβ
ln (pmaxN) =: Q . (D20)
Solving for pmax yields
pmax =
1
N
exp {QNβ/Na} . (D21)
It follow that pmax ≪ 1, i.e. (46), is fulfilled if and
only if exp {QNβ/Na} ≪ N . Taking logarithms on both
sides, and exploiting that N ≫ 1, this is tantamount to
QNβ/Na ≪ lnN and hence to QNβ/ lnN ≪ Na. Since
Q ≤ 1 according to (D20), the latter relation is guaran-
teed by our premise (D11).
D2. Lower bound for pmax
We consider the following subsets of G := {1, .., N}:
G1 := {n ∈ G | an ≤ a−∆a} , (D22)
G2 := {n ∈ G | an > a−∆a and an ≤ a} , (D23)
G3 := {n ∈ G | an > a} . (D24)
Hence, G is the disjoint union of the subsets Gκ, κ =
1, ..., 3. Denoting the number of elements contained in
the subset Gκ as
Nκ := |Gκ| , (D25)
it follows that
N1 +N2 +N3 = N . (D26)
In particular, N3 is identical to Na from (55) and (D12),
N3 = N − ν = Na . (D27)
Moreover, defining
Sκ :=
∑
n∈Gκ
pn (D28)
we can conclude with (10) that
S1 + S2 + S3 = 1 . (D29)
Finally, (8), (D2), (D3), and (D22)-(D24) can be ex-
ploited to conclude
pn ≤ 1
N
1
1 + δ
for all n ∈ G1 , (D30)
pn ≤ 1
N
for all n ∈ G2 , (D31)
pn ≤ 1
N
1
1− δ for all n ∈ G3 . (D32)
With (D25) and (D28) it follows that
S1 ≤ N1
N
1
1 + δ
, (D33)
S2 ≤ N2
N
, (D34)
S3 ≤ N3
N
1
1 + δ
. (D35)
In combination with (D26) and (D29) this yields after a
short calculation the result
S1 + S2 + S3 = 1 ≤ 1 + δ
N(1− δ2) R , (D36)
R := δ(N1 +N3)−N1 +N3 . (D37)
With (D3) and (D4) it follows that R in (D36) must be
non-negative and with (D37) that
δ ≥ N1 −N3
N1 +N3
. (D38)
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For instance, if a is sufficiently close to amax so that
N3 ≤ N1/3 then (D38) implies δ ≥ 1/2 and with (D4) we
obtain the lower bound pmax ≥ 2/N . Upon further in-
creasing a towards amax, the ratio N3/N1 decreases, and
the lower bounds for δ and pmax increase towards limits
not too far from their largest possible values compatible
with (50) and (52).
D3. Derivation of a necessary condition
The lower bound for pmax implied by (D38) implicitly
amounts to a necessary criterion for (46), which, however
does not substantially go beyond the findings around (52)
in the main text. The basic idea in the following consid-
erations is to proceed like in the previous Sec. D2, except
that a better upper bound for S3 than in (D35) will be
derived. The latter in turn is achieved by similar argu-
ments as in Sec. D1.
To begin with, we define the function
f(x) := amax − b (N − 1− x)γ (D39)
with an arbitrary but fixed exponent
γ > 0 , (D40)
and where the prefactor b is chosen as follows
b := min
ν≤n<N
bn , (D41)
bn :=
aN − an
(N − n)γ . (D42)
It follows that
f(n) ≥ an+1 for all n ∈ {ν − 1, .., N − 1} (D43)
and hence
f(x) ≥ a(x) for all x ∈ [ν − 1, N − 1] , (D44)
where a(x) is defined in (D14). Similarly as in (D10) we
define
σ := b/bν (D45)
but now it follows from (D41) and (D42) that σ ≤ 1. For
the rest, the intuitive meaning of f(x) and σ is analogous
to the discussion below (D9).
With (8) and (45) it follows that pN = pmax and with
(D1), (D5), (D24), and (D28) that
S3 = pmax + S
′
3 , (D46)
S′3 :=
1
N
N−1∑
n=ν+1
1
1 + y (a− an) . (D47)
Similarly as in (D15)-(D18) one can exploit (D44) to con-
clude
S′3 ≤
1
N
∫ N−1
x0
dx
1
1 + y (a− f(x)) (D48)
for any x0 ≤ ν. In particular, we can choose x0 so that
f(x0) = a. Replacing the integration variable x via sub-
stitution by u := (N − 1− x)/η, where
η := N3
(
1− δ
σδ
)1/γ
, (D49)
it follows with (D2), (D3), (D27), (D39), (D42), (D45)
that
S′3 ≤
η
N(1− δ) I
([
δ
1− δ
]1/γ)
, (D50)
I(v) :=
∫ v
0
du
1
1 + uγ
. (D51)
For γ = 1, i.e., the function f(x) from (D39) amounts
to a linear upper bound in (D43), one finds with (D49)-
(D51) that
S′3 ≤
N3
Nσδ
ln
(
1
1− δ
)
. (D52)
Introducing (D26), (D33), (D34), (D46), (D49) into
(D29) implies
N1 +N2 +N3
N
= S1 + S2 + S3
≤ N1
N
1
1 + δ
+
N2
N
+ pmax +
N3
Nσδ
ln
(
1
1− δ
)
.(D53)
By means of (D4) we thus obtain
pmax ≥ N1
N
δ
1 + δ
+
N3
N
(
1− ln(pmaxN)
σδ
)
. (D54)
In the following, we restrict ourselves to the case
N2, N3 ≤ N1/3 . (D55)
With (D26) and (D38) it follows that
N1 ≥ 3N/5 , (D56)
δ ≥ 1/2 . (D57)
One readily verifies that this implies δ/(1− δ) ≥ 1/3 and
with (D54) and pmax ≤ 1 (see (10)) that
pmax ≥ 1
5
− N3
N
2 lnN
σ
= (1−R)/5 , (D58)
R :=
N3
N
10
σ
lnN . (D59)
It follows that a necessary prerequisite for (46) is R ≥ 1/2
and thus
N3 ≥ σ
2
N
lnN
. (D60)
Upon comparison of the sufficient condition (D11) for
(46) with the necessary condition (D60) (and recalling
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(D27)), we see that not much room is left in between the
two conditions, provided the an’s near amax allow for a
reasonable linear approximation, i.e., β in (D10) is not
much larger than unity and σ in (D45) (with γ = 1)
not much smaller than unity. In other words, the break-
down of (46) is expected to happen when Na = N3 is
roughly comparable to N/ lnN . The extra condition for
N3 in (D55) is then automatically fulfilled, and usually
the same is expected to apply for N2 in (D55). In other
words, our above derivation of (D60) is self consistent in
the non-trivial regime, i.e., whenever the stronger condi-
tion (D11) is violated.
Finally, we turn to exponents γ in (D39) with 1 > γ >
0 (see also (D40); exponents γ > 1 are of minor interest).
As before, we focus on the case (D56). Hence, δ satisfies
(D57) and the argument of I in (D50) is lower bounded
by unity. Observing that in (D51) the integrand is upper
bounded by unity for u ≤ 1 and by u−γ for u ≥ 1 then
yields
I(v) ≤ 1 + v
1−γ − 1
1− γ =
v1−γ − γ
1− γ ≤
v1−γ
1− γ . (D61)
Introducing (D49) and (D61) into (D50) results in
S′3 ≤
N3
N(1− γ)σ1/γδ ≤
N3
N
2
(1− γ)σ1/γ , (D62)
where we exploited (D57) in the last step. Similarly as
in (D53)-(D58) one can conclude that
pmax ≥ (1−R′)/5 , (D63)
R′ :=
N3
N
10
(1− γ)σ1/γ . (D64)
It follows that a necessary prerequisite for (46) is R′ ≥
1/2 and thus
N3 ≥ (1− γ)σ
1/γ
2
N . (D65)
In contrast to the result (D60) for γ = 1, the result (D65)
for γ < 1 predicts a violation of (46) at a certain frac-
tion N3/N of eigenvalues an near amax, which does not
approach zero even in the limit N →∞.
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