Abstract-We present a solution to the terminal-hitting stochastic reach-avoid problem for a Markov control process. This solution takes advantage of a nonparametric representation of the stochastic kernel as a conditional distribution embedding within a reproducing kernel Hilbert space (RKHS). Because the disturbance is modeled as a data-driven stochastic process, this representation avoids intractable integrals in the dynamic recursion of the reach-avoid problem since the expectations can be calculated as an inner product within the RKHS. We demonstrate this approach on a high-dimensional chain of integrators and on Clohessy-Wiltshire-Hill dynamics.
I. INTRODUCTION
Verification is an established tool to provide assurances that a system will remain "safe" over some time horizon. Typically, desired system properties are posed as hard constraints on the state. Probabilistic safety addresses the problem of maintaining such constraints with at least a desired likelihood. One approach to computing probabilistic safety is stochastic reachability, which, unlike many formal methods, is amenable to controller synthesis. The solution to stochastic reachability problems are typically described using a dynamic programming based solution [1, 2] , and significant progress has been made to solve this problem in a computationally tractable manner. Solutions have been presented using approximate dynamic programming [3] , chance constraints [4, 5] , sampling methods [6] - [8] , and convex optimization with Fourier transforms [9, 10] .
However, in many dynamical systems, presumption of accurate knowledge of dynamics and uncertainty is unrealistic. Historically, such uncertainty is handled through approximations and introduction of error terms that bound unknown elements [11, 12] . With the rapid increase in the use of learning elements that are resistant to traditional models for control and formal methods, as well as the involvement of humans, such traditional approaches may either be overly conservative or even simply inaccurate. For example, human inputs may be highly heterogeneous, may not follow a known distribution, and are often data-driven processes that may be biased when analyzed through sampling methods.
We propose a method for stochastic reachability analysis based on conditional distribution embeddings within a reproducing kernel Hilbert space (RKHS). Kernel methods
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are an established learning technique [13] - [15] , which have been used for data and functional analysis, as well as for analyzing probability measures and their statistical features. As a nonparametric technique, kernel methods do not suffer from biases or prior assumptions on the system model, and are computationally efficient because they are convergent and non-iterative [13] . Recent kernel methods capture the features of arbitrary statistical distributions in a data-driven fashion [16, 17] . These methods broadly enable nonparametric inference using kernel embeddings of distributions. These techniques have been applied to several problems in dynamical systems, including dynamic programming problems [18] , controller synthesis for partially-observable dynamical system models [19] , and estimation of graphical models [20] . Furthermore, kernel methods do not suffer from the curse of dimensionality [21] , that precludes analysis of even moderate-dimensional systems. The primary computational challenge arises in the inversion of a matrix that scales with the number of data points, leading to computational complexity that is exponential in the size of the data.
The main contribution of this paper is the use of conditional distribution embedding to compute the stochastic reachability probability measure, to enable model-free verification without invoking a statistical approach. This is particularly relevant for systems with black-box elements, such as autonomous or human-in-the-loop systems, which have traditionally been resistant to formal verification techniques. We apply kernel methods to compute the stochastic reachability probability measure, by representing the stochastic kernel as a conditional distribution embedding within an RKHS. One of the key features of this approach is that it is agnostic to state dimensionality, the typical bottleneck for computational feasibility of the stochastic reachability problem.
The paper organization is as follows. Section II formulates the problem. Section III applies conditional distribution embeddings to compute the stochastic reachability probability measure. Section IV demonstrates our approach on three examples: a double integrator to enable validation with a "truth" model via dynamic programming, a 10,000-dimensional integrator to demonstrate scalability, and spacecraft rendezvous and docking.
II. PROBLEM FORMULATION
For sets A and B, the set of all elements of A which are not in B is denoted as A\B. We denote the indicator function as 1 A (x) = 1 if x ∈ A and 1 A (x) = 0 if x / ∈ A. Let Ω denote a sample space and F (Ω) denote the σ-algebra relative to Ω. A probability measure Pr assigned to the measurable space (Ω, F (Ω)) is defined as the probability space (Ω, F (Ω), Pr). When Ω ≡ ℜ, the σ-algebra of Ω is denoted as B(Ω), and is the Borel σ-algebra associated with Ω. A random variable x is a measurable function on the probability space (Ω, F (Ω), Pr x ). A random vector
⊤ of n random variables is defined on the induced probability space (Ω n , F (Ω n ), Pr x ), where Pr x is the induced probability measure. A stochastic process is defined as a sequence of random vectors {x k : k ∈ [0, N ]}, N ∈ N, where x k are defined on the probability space (Ω n , F (Ω n ), Pr x ). See [22, 23] for more details. The expectation operator is denoted as E[ · ], where for some function f , E x∼Prx{ · } [f (x)] denotes the expectation operator with respect to the probability measure Pr x .
A. Terminal-Hitting Time Problem
Consider a Markov control process H, which is defined in [1] as a 3-tuple,
where X ⊆ ℜ n is the state space, U ⊆ ℜ m is the control space, and Q : B(X ) × X × U → [0, 1] is a stochastic kernel, which is a Borel-measurable function that maps a probability measure Q( · | x, u) to each x ∈ X and u ∈ U on the Borel space (X , B(X )). Further, let X and U be compact Borel spaces. The system evolves over a finite horizon k ∈ [0, N ] with inputs chosen according to a Markov policy [24, 25] , a sequence π = {α 0 , α 1 , . . . , α N −1 } of universally-measurable maps α k : X → U. The set of all Markov control policies π is denoted as M.
We define K, T ∈ B(X ) as the safe set and target set, respectively. We define the terminal-hitting time safety probability r π x0 (K, T ) [1] as the probability that a system H controlled by a policy π ∈ M will reach T at k = N while avoiding X \K for all
then
the maximal reach-avoid policy in the terminal sense if and only if
Then, V *
then π * is maximal in the terminal sense [1, Theorem 11] .
B. Problem Statement
Consider a set S of M samples of the form
We denote sample vectors with a bar to differentiate them from time-indexed vectors.
Problem 1 Without direct knowledge of Q, use samples S to construct an efficient approximation of (4) that converges in probability.
Problem 2 Without direct knowledge of Q, use samples S to construct an efficient approximation of (6) that converges in probability in order to compute an approximation of π * .
Kernel mean embeddings provide a solution to the problem of computing the stochastic reach-avoid probability for high-dimensional, non-Gaussian systems. The unique computational efficiencies afforded by reproducing kernel Hilbert spaces transforms computation of (4) and (6) into simple matrix operations and inner products.
III. KERNEL DISTRIBUTION EMBEDDINGS FOR STOCHASTIC REACHABILTY
For some set X , let H X denote the unique reproducing kernel Hilbert space [13] with the positive definite [26, Definition 4.15] kernel K X : X ×X → ℜ, which is a Hilbert space of real-valued functions on X with inner product ·, · HX and the induced norm
A reproducing kernel Hilbert space has two important properties [15] :
′ ) of H X satisfies the reproducing property such that ∀f ∈ H X and x ∈ X ,
This means that the evaluation of a function f ∈ H X can be viewed as an inner product in H X . Alternatively, an element K X (x, ·) can be viewed as a nonlinear feature map φ : X → H X , such that
Because constructing the feature map φ( · ) and computing φ(x), φ(x ′ ) HX explicitly can be computationally expensive, the inner product can be computed using K X (x, x ′ ) directly for a K X that is positive definite. This is known as the kernel trick [14] .
Essentially, by choosing K X , we effectively choose a basis to represent the functions in H X . With the reproducing property, we can then write the function f as f (x) = w ⊤ φ(x), a weighted sum of basis functions for some possibly infinitedimensional weight vector w. We wish to solve for the particular w which, based on the samples S, minimizes the difference between the observations and the kernel based estimate.
Let P denote the set of all probability measures on X . The kernel distribution embedding [17, 27] of a probability measure Pr x ∈ P, given by µ : P → H X , is defined as
Let H X denote the unique RKHS for the state space X with the positive definite kernel K X : X ×X → ℜ. Similarly, let H X ×U denote the RKHS for X × U with the positive definite kernel K X ×U : (X , U)× (X , U) → ℜ. We define the conditional distribution embedding of the stochastic kernel Q ∈ P as µ (x,u) . Then, the expectation of f with respect to the probability measure Q is given by
This means we can evaluate the expectation of a function with respect to Q as an inner product in H X . We can construct an estimateμ (x,u) of µ (x,u) [17] from samples S to approximate (12) ,
According to the Riesz representation theorem, the element µ (x,u) can be viewed as the solution to a regularized leastsquares problem that minimizes the error of the expectation operator over the samples [28, 29] ,
where H Υ is a vector-valued RKHS [28] . The solution is unique and has the form
The problem admits a closed-form solution for the weightŝ β i (x, u) ∈ ℜ in (15) . To findβ i (x, u), we first define
where W ij is the (i, j) th element of W , a regularized weight matrix for samples S given by
where λ is a regularization parameter to avoid overfitting [28] . The Gram matrix G has the (i, j) th element
As in [18] , we then normalize (16) to obtain
such thatβ i (x, u) ∈ [0, 1]. By the reproducing property of K X in H X , ∀f ∈ H X , we can rewrite (13) as 
Computeβ i (x, α k (x)) using Algorithm 1 4 :
This means an approximation of the value function expectation
E y∼Q( · | x,α k (x)) V π k+1 (y) in (4) can be evaluated as a linear operation in H X .
A. Terminal-Hitting Time Problem
With the conditional distribution embedding µ (x,u) , the value functions in (4) can be written as
With the estimateμ (x,u) (15), we define the approximate value functions V
An approximation for the reach-avoid probability r π x0 (K, T ) computed via backward recursion is described in Algorithm 2, such that
We now seek to characterize the quality of the approximation and the conditions for its convergence. As in [30] - [32] , we define a pseudometric that characterizes the accuracy of the estimateμ (x,u) .
Definition 1 (Distance Pseudometric).
The distance pseudometric in H X between the conditional distribution embedding µ (x,u) ∈ H X and the estimateμ (x,u) ∈ H X is defined as µ (x,u) −μ (x,u) HX .
It is shown in [33] that if K X is a characteristic, bounded kernel, then µ (x,u) −μ (x,u) HX = 0 if and only if µ (x,u) =μ (x,u) . A kernel is characteristic if the kernel embedding is injective, meaning the embeddings for any two different conditional distributions are represented by different elements within the RKHS. Thus, as µ (x,u) −μ (x,u) HX converges [17, 18] , the estimate converges in probability to the conditional distribution embedding within H X . Proof: By subtracting (22) from (21), and using the parallelogram law, we define the absolute value function error E k (x) at time k,
Lemma 1. [18, Lemma 2.2] For any
We can rewrite (26) using Cauchy-Schwarz to obtain
| also converges in probability with the probabilistic error bound ε.
Using this, the value function approximation in (22) converges in probability for some probabilistic error bound ε as the number of samples increases.
Corollary 1.
For any ε > 0, the error in the reachavoid probability computed using Algorithm 2 converges in probability to
Proof: By subtracting (22) from (21), we obtain the absolute value function error E N −1 (x) at time k = N − 1,
Using Proposition 1, if the error in the approximate value function converges in probability to at most ε, then the error in (29) converges in probability to ε, i.e. E N −1 (x) ≤ ε. Because the error in the approximate value function for k = N − 1 converges in probability to ε, then by approximating and recursively substituting V π k (x) for k < N −1, the error at time k converges in probability to (N − k)ε. Thus, by induction, the error obtained by the backward recursion in Algorithm 2 converges in probability to at most N ε,
which concludes the proof.
B. Maximal Reach-Avoid Policy in the Terminal Sense
As in (21), we write the optimal value functions V * k from (6) using the conditional distribution embedding µ (x,u) .
With the estimateμ (x,u) from (15), we define the approximate optimal value functions V *
. .} is the approximate maximal reachavoid policy in the terminal sense. The approximate optimal reach-avoid probability under policyπ * initialized with
IV. NUMERICAL RESULTS
We implemented Algorithm 2 on two well-known stochastic systems for the purpose of validation and error analysis. We first generated M = 1024 samples according to the the known transition kernel, then presumed no knowledge of the system dynamics or the stochastic disturbance in computing r π x0 (K, T ). We used a Gaussian radial basis function kernel,
2 ), with σ = 0.1, and regularization parameter λ = 1. All computations were done in Matlab on a 2.7GHz Intel Core i7 CPU with 16 GB RAM. Code to generate all figures is available at https://github.com/unm-hscl/stochastic-reachability-kme.
A. n-D Stochastic Integrator System
We considered a n-D stochastic integrator [10] , x k+1 = Ax k + Bu k + w k , with i.i.d. disturbance w k defined on the probability space (W, B(W), Pr w ). We consider two distributions: 1) a Gaussian distribution with variance Σ = 0.01I such that w k ∼ N (0, Σ), and 2) a beta distribution such that
, described in terms of Gamma function Γ and positive shape parameters α = 0.5, β = 0.5. The control policy π is α 0 (x) = α 1 (x) = . . . = 0. The target set and safe set are
n . We first consider a 2D system, with approximate safety probabilities computed using Algorithm 2 for time horizon N = 3 with the Gaussian distribution in Fig. 1(a) and the beta distribution in Fig. 3(a) . We compared the RKHS solution for the Gaussian distribution with a dynamic programming solution implemented in [35] . The absolute error (26) (Fig. 1(b) ) has a maximum value of 0.074. We consider the region strictly within K to account for Matlab rounding errors. The error is highest along the ridges on the upper right and lower left corners. Fig. 2 shows that as the number of samples increases, the error decreases, as expected.
Next, we considered a 10,000-dimensional system, which is beyond the computational capabilities of any existing methods for stochastic reachability. Computation of (23) took 30.53 seconds for x 0 = 0 (Table I) . Computation time, evaluated from the the same initial condition for all systems of dimension 2 through 10,000 (Fig. 2) , appears to increase linearly because computation of the norm in the Gaussian kernel function scales linearly with state dimension. 
B. Clohessy-Wiltshire-Hill System
Lastly, we considered the more realistic example of spacecraft rendezvous and docking, in which a spacecraft must dock with another spacecraft while remaining within a line of sight cone. The Clohessey-Wiltshire-Hill dynamics,
, and parameters ω, m d can be written as a discrete-time LTI system z k+1 = Az k + Bu k + w k with an additive Gaussian disturbance [4] with variance Σ = diag(1 × 10
The target set and safe set are defined as in [4] : T = {z ∈ ℜ 4 : |z 1 | ≤ 0.1, −0.1 < z 2 < 0, |z 3 | ≤ 0.01, |z 4 | ≤ 0.01}, and K = {z ∈ ℜ 4 : |z 1 | < |z 2 |, |z 3 | ≤ 0.05, |z 4 | ≤ 0.05}. We generate samples using [35] with a chance-affine controller. Fig. 3(b) shows the approximate safety probabilities for time horizon N = 5, with a precomputed safety controller from [35, 36] . The safety probabilities for the entire region were computed in 0.48 seconds (Table I) , almost two orders of magnitude less than the chance constrained approach [36] , which computes the set of initial conditions where the safety probability is above a certain threshold (0.8 in this case).
C. Sample Size and Parameter Tuning
The number of samples used to create the estimatē µ (x,u) is the most significant computational bottleneck for Algorithm 2 and is generally O(M 3 ). As the number of samples increases, the absolute error in the approximate safety probabilities decreases. However, methods have been developed recently to reduce the computational complexity [29, 37, 38] . Additionally, for high-dimensional systems, the number of samples needed to fully characterize the system dynamics and disturbance increases as the system dimensionality increases, which is prohibitive for analysis over large regions of the state space. However, due to the sample-based nature of Algorithm 2, we can choose samples within a local region of interest in order to approximate the safety probabilities.
The bandwidth parameter and the regularization parameter are tunable parameters which can affect the quality of the estimate obtained using Algorithm 2; a cross-validation to empirically choose these parameters is in [28, Section 6].
V. CONCLUSIONS & FUTURE WORK
We present a sample-based method to compute the stochastic reachability probability measure for Markov control systems with arbitrary disturbances, that does not require a known model of the transition kernel. Our approach employs efficient computation associated with a reproducing kernel Hilbert space to approximate conditional distributions via simple matrix operations. The method is demonstrated on a 10,000 dimensional integrator as well as a realistic model of relative spacecraft motion. We plan to extend this to sample-based controller synthesis, with application to systems with autonomous and human elements.
