Abstract: Most studies in real time change-point detection either focus on the linear model or use the CUSUM method under classical assumptions on model errors. This paper considers the sequential change-point detection in a nonlinear quantile model. A test statistic based on the CUSUM of the quantile process subgradient is proposed and studied. Under null hypothesis that the model does not change, the asymptotic distribution of the test statistic is determined. Under alternative hypothesis that at some unknown observation there is a change in model, the proposed test statistic converges in probability to ∞. These results allow to build the critical regions on open-end and on closed-end procedures. Simulation results, using Monte Carlo technique, investigate the performance of the test statistic, specially for heavy-tailed error distributions. We also compare it with the classical CUSUM test statistic.
Introduction
Models with heavy-tailed errors are commonly encountered in applications. To address this problem, a very interesting possibility is the quantile method, which has as a particular case, the least absolute deviation (median) method. Quantile framework is also useful for regressions when the model errors don't meet the classical conditions: zero mean and bounded variance. On the other hand, in applications, it is possible that the model changes to unknown observations. We so obtain a change-point model. There are two types of change-point problem: a posteriori and a priori (sequential). A posteriori change-point problem arises when the data are completely known at the end of the experiment to process. In the sequential change-point problem, which will be presented here, the change detection is performed in real time. In order to detect a possible change in model under classical suppositions on the errors, the most used technique is the CUSUM method.
For the two types of change-point models, the number of publications in the last years is very extensive. Given the contribution of the present paper, we prefer to only mention references concerning either the change-point detection in the quantile models or the sequential detection of a change-point in a model. Oka and Qu (2011) consider the estimation of multiple structural changes in a linear regression quantile, while in Su and Xiao (2008) a test statistic is proposed. Several tests are also considered by Qu (2008) , Furno (2012) for structural change in linear regression quantiles. Recently, new contributions to the change-point estimation in quantile linear models were made by Aue et al. (2014) , Zhang et al. (2016) . The CUSUM method can also used in a posteriori change-point model. So, Zhang et al. (2014) proposed a test based on the CUSUM of the subgradient of the quantile objective function for testing a posteriori presence of a change-point due to a covariate threshold. Wang and He (2007) give a possible application of a quantile framework for detecting the differential expressions in GeneChip microarray studies by proposing a rank test in a posteriori change-point linear model. Another application of a posteriori change-point quantile regression for longitudinal data is given in Li et al. (2015) for a study of cognitive changes in Alzheimer's disease.
The sequential detection of a change-point in a linear model based on CUSUM of the least squares (LS) residuals was considered by Horváth et al. (2004) . Their results are improved later by bootstrapping in Hušková and Kirch (2012) . We find the same method in Xia et al. (2009) for a generalized linear model. The CUSUM with adaptive LASSO residuals is used by Ciuperca (2015) for real time change-point detection in a linear model with a large number of explanatory variables. Zhou et al. (2015) propose and study a test statistic in a linear model based on subgradient of the quantile process.
While most of the contributions to change-point model have been focused on the linear models, Ciuperca (2013) considers the sequential detection of a change-point in a nonlinear model based on CUSUM of the least squares residuals. For a posteriori change-point nonlinear model, Boldea and Hall (2013) consider the least square method, Ciuperca and Salloum (2015) consider the empirical likelihood test and Ciuperca (2016) the quantile method. In this paper, the sequential change-point detection in a nonlinear model is studied, when the errors don't satisfy the classical conditions. The rest of this article is organized as follows. In Section 2, we introduce the model assumptions and the nonlinear model under the null and alternative hypotheses. We propose and study the asymptotic behavior of the test statistic. The test statistic is the CUSUM of the subgradient of the quantile objective function. For detecting the change location in model, we propose a stopping time from which the null hypothesis is rejected. In Section 3, simulation results illustrate the performance of the proposed test statistic. Two lemmas and the proofs of the main results are given in Section 4.
Models and main results
In this section, we propose and study a test statistic for detecting in real time a change in a nonlinear quantile model. The asymptotic distribution of the test statistic under null hypothesis will allow to build the asymptotic critical region. Notations and assumptions are also given.
We begin by some general notations. Throughout the paper, C denotes a positive generic constant not dependent on m, which may take different values in different formulas or even in different parts of the same formula. All vectors and matrices denoted by bold symbols and all vectors written column-wise. For a r-vector v = (v 1 , · · · , v r ), v is its euclidean norm, v 1 is its L 1 -norm and v ∞ = max(|v 1 |, · · · , |v r |). For a matrix M, we denote by M 1 the subordinate norm to the vector norm . 1 .
Let us consider the following nonlinear parametric model with independent observations
For observation i, Y i denotes the response variable, X i is a q-vector of explicative variables and ε i is (unobserved) model error. For simplicity, we suppose that the regressors X i are non random, although the results will typically hold for random X i 's independent of the ε i 's and if X i independent of X j for i = j. If X i is random, then, the conditional distribution with respect to X i must be considered. The regression function g : Υ × B → R is known up to the parameters β i , with
We suppose that the set B is compact (see Koenker (2005) ). We suppose that on the first m observations, no change in the model parameter has occur:
with β 0 the true value of the parameter on the observations i = 1, · · · , m. The observations 1, · · · , m are called historical observations and (Y i , X i ) 1 i m are historical data. We test null hypothesis that, at each observation i ≥ m + 1 we have the same model as the m first observations:
against alternative hypothesis that, at some (unknown) observation k 0 m there is a change, called also change-point, in model:
The values of β 0 , β 1 are unknown and the parameter β 1 can depend on m. For the sample size, two cases are possible, which will give different results, for the test statistics under the null hypothesis:
• the open-end procedure: T m = ∞;
• the closed-end procedure: T m < ∞, lim m→∞ T m = ∞, with lim m→∞ Tm m = T > 0, with the possibility T = ∞.
We introduce now the quantile model. For a fixed quantile index τ ∈ (0, 1), the τ th conditional quantile regression of Y , given x, is g(x, β) + F −1 (τ ), with F −1 (τ ) the τ th quantile (F −1 is the inverse of the distribution function F ) of error ε. We suppose that F (0) = τ . The density of ε is denoted by f . For a fixed quantile index τ ∈ (0, 1), consider the check function ρ : R → R given by
The quantile estimator of parameter β, calculated on the historical observations 1, · · · , m, is defined as the minimizer of the corresponding quantile process:
We now state the assumptions on the errors, the design and on the regression function. For the errors ε i we suppose that: (A1) The errors (ε i ) 1≤i≤n are supposed independent identically distributed (i.i.d.) random variables. We denote by f the density and by F the distribution function of ε. (A2) f is continuous, uniformly bounded away from zero and infinity and has a bounded first derivative in the neighbourhood of ± g x; β 0 +m −1/2 u −g(x; β 0 ) , for all x ∈ Υ and any bounded p-vector u.
For a bounded p-vector u ∈ R p , let V m (u) ≡ {β ∈ B; β − β 0 ≤ m −1/2 u } be the neighbourhood of β 0 .
The regression function g(x, β) is supposed continuous on Υ, twice differentiable in β, continuous twice differentiable for β ∈ V m (u), for any u bounded. In the following, for x ∈ Υ and β ∈ Γ we use notation
2 . Moreover, for the function g, following assumptions are considered:
The design (X i ) 1≤i≤Tm and the function g satisfy the following assumptions: (A4) There exist two positive constants C 1 , C 2 > 0 and natural m 0 , such that, for all β 1 , β 2 ∈ Γ and m ≥ m 0 : 
..
Assumptions (A1), (A4) and the fact that the density f is bounded are considered also in Koenker (2005) . They are necessary to have the consistency and asymptotic normality of β m . In the linear case, assumption (A6) becomes
, assumption also considered by Koenker and Portnoy (1987) and by Zhou et al. (2015) for linear quantile regression. Assumption (A2) is considered by Zhou et al. (2015) for real time detection of a change in a linear quantile model, when f ′ is bounded in the neighbourhood of X t i β 0 . Obviously, assumption (A5) is needed only in nonlinear models, so, it is for example in multiple structural change-point nonlinear quantile model, considered by Ciuperca (2016) , but in a stronger assumption: for all β ∈ B, x ∈ Υ, it is imposed that ..
g(x; β) 1 is bounded.
For a vector β ∈ B, let be the following p-square matrix:
and for the quantile estimator β m , let be the following random p-vector:
The statistic S(m, k) is the similar to the cumulative sum (CUSUM) of quantile residuals
3) is the CUSUM of the subgradient of the quantile objective function. The common principle of the CUSUM method and of the test statistic considered in present paper, is to assume that there is the same model as for historical data, in each observation m + k, for k ≥ 1. In order to construct a test statistic for H 0 against H 1 , we consider, for a given constant γ ∈ [0, 1/2), the normalisation function z(m, k, γ) ≡ m 1/2 1 + k m k k+m γ and the following random variable:
The function z(m, k, γ), proposed by Horváth et al. (2004) , is used as a boundary function.
For testing H 0 , given by (2.1), against H 1 , given by (2.2), we will consider the following test statistic:
is the test statistic studied by Zhou et al. (2015) for sequential change-point detection in a linear quantile model.
In order to study the asymptotic behaviour of statistic Z m (γ), that depends on quantile estimator β m , one needs a similar expression to the Bahadur representation for the linear quantile model. For this, by assumption (A4), the following matrix can be considered:
On the other hand, assumption (A3) implies that max 1≤i≤m m −1/2 . g(X i ; β 0 ) → 0 as m → ∞. This implies the uniqueness of β m and the following representation (see Koenker (2005) , page 100) for β m :
This representation implies that, in order to show results where β m appears, we can use instead of estimator β m , some parameter β 0 + m −1/2 u, with u a bounded vector of size p.
Remark 2.2 For real time detection in a nonlinear model by CUSUM method with LS residuals, considered by Ciuperca (2013), we must calculate the LS estimators of the model parameters. Numerically, it can cause problems, since the algorithm should start with a point in a neighbourhood of the unknown true value. If the algorithm starts with a bad starting point, than it can not converge. For the test statistic proposed in the present paper, the quantile estimator and then the test statistic Z m (γ) can always be calculated.
The following theorem establishes the limiting distribution of the test statistic under null hypothesis. This distribution depends on the value of γ ∈ [0, 1/2). Will be studied by numerical simulations, in Section 3, the most appropriate values of γ. The proof of Theorem 2.1 is given in Subsection 4.2.
. For the two statements, {W(t), t ∈ [0, ∞)} is a Wiener process of dimension p.
Remark 2.3
Beside the linear quantile model considered by Zhou et al. (2015) , in our case, in order to obtain relations (4.14) and (4.15) in the proof of Theorem 2.1, one must use the K-M-T approximation and not relation (3) of Leisch and Hornik (2000) which gives a version of FCLT and not uniform approximations for the two sums of relations (4.11) and (4.12).
In order to have a test statistic, thus, to build a critical region, it is necessary to study the behaviour of Z m (γ) under alternative hypothesis H 1 . For this, we suppose that, under hypothesis H 1 , the (unknown) change-point k 0 m is not very far from the last observation of historical observations. Obviously, this supposition poses no problem for practical applications, since if hypothesis H 0 was not rejected until an observation k m of order m s , we reconsider as historical periode, all observations of 1 to k m . Consider then the following assumption on k 0 m of (2.2).
, with the constant s:
for closed-end procedure.
Obviously, an identifiability assumption is also necessary, that is, if the parameters before and after the change are different, then the model is also different. On the other hand, the jump in the parameters must be strictly greater than the convergence rate of the quantile estimator β m . Then, the following assumption is considered on the regression function g and on the parameter 
for any sequence (a m ) m∈N converging to infinity as m → ∞. Assumption (A7) is very natural and typically used in sequential change-point detection works (see Ciuperca (2013) , Hušková and Kirch (2012) ). Concerning assumption (A8) for linear models, assumption (b) becomes assumption (A3), while assumption (a) is true for all β 1 such that β 1 − β 0 > c 1 > 0 by assumption (A4). For nonlinear random models under classical assumptions on errors, in papers of Ciuperca (2013) and of Boldea and Hall (2013) , where sequential and a posteriori change-point detection is considered, respectively, the imposed identifiability assumption is IE[g(X;
By the following theorem, we prove that under alternative hypothesis H 1 , the test statistic Z m (γ) converges in probability to infinity, as m → ∞, for all γ ∈ [0, 1/2). Its proof is given in Subsection 4.2.
Theorem 2.2 Suppose that alternative hypothesis H 1 holds, assumptions (A1)-(A6) are satisfied. Then, we have that:
Consequence of Theorem 2.1 and Theorem 2.2, we deduce that the statistic Z m (γ) can be considered for testing H 0 against H 1 . So, the asymptotic critical region is {Z m (γ) > c α (γ)}, where c α (γ) is the (1 − α) quantile of the distribution of sup 0<t<1
On the other hand, for a fixed α ∈ (0, 1), the proposed test statistic has the asymptotic type I error probability (size) α and the asymptotic power 1.
Remark 2.4 The sequential detector statistic, built as the cumulative sum of the LS residuals, considered by Ciuperca (2013) , always in a nonlinear model, has an asymptotic distribution depending on regression function g and on true value β 0 of the parameter before the change-point. Then, for this test statistic, one must calculate the value of critical value for each function g and value β 0 . In the present work case, the asymptotic distribution of the proposed test statistic, and then the asymptotic critical value, don't depend on g or β 0 . In contrast, them must be calculated for each value of p.
The stopping time for the proposed test statistic is the first observation k for which Γ(m, k, γ) is greater than c α (γ):
Then, hypothesis H 0 is rejected in k m .
Simulations
In this section, Monte Carlo simulation studies are carried out to assess the performance of the proposed test statistic and to compare it with another real time detection method for nonlinear models. All simulations were performed using the R language. The program codes can be requested from the author. The Brownian motions are generated using the BM function in R package 'sde". The following R packages were also used: package "quantreg" for functions nlrq (nonlinear quantile model), rq (linear quantile model), package "MASS" for function ginv which calculates the generalized inverse of a matrix, package "expm" for function sqrtm which computes the matrix square root of a square matrix. Firstly, the critical values for a model with two parameters are given, in open-end and in closed-end procedure. In Table 1 and α, we give the critical values in Table 2, 
Linear model
In this subsection, we present the case already considered by Zhou et al. (2015) , where only standardized Gaussian errors were considered, for the simple linear regression function g(x; β) = a + bx, with β = (a, b). We consider in addition of N (0, 1) law for the errors, two Cauchy distributions: C(0, 2) and C(0, 1). The results are given in Table 3 for the open-end procedure and in Table 4 for the closed-end procedure. For the historical period, we consider β 0 = (1, 1). For the model after the change k 0 m , we consider two possible values for β 1 : the first possible value has been considered in the paper Zhou et al. (2015) : β 1 = (1, 2), the second considered value is β 1 = (2, 3). Compared to Zhou et al. (2015) , we give empirical powers when the change occurs in k 0 m = 5. Concerning the empirical sizes, for ε ∼ N (0, 1), we find the results given in Zhou et al. (2015) .
Comparing the results of Tables 3 and 4 , for the two Cauchy laws C(0, 1) and C(0, 2), we deduct that for C(0, 2), if β 1 = (1, 2), "only" 495 observations were not sufficient to detect the change, when the distribution of the errors ε has very heavy tails. If β 1 = (2, 3), thus the difference between β 0 and β 1 is bigger, then the empirical powers are very close to 1. As argument that T m = 500 is not large enough to detect change when ε ∼ C(0, 2), we see improved results when T m = 1500 observations are considered after m = 200. We got, for the open-end procedure, the following empirical powers: In the open-end procedure (see Table 3 ), for all cases, the empirical sizes α are inferior to the corresponding nominal sizes α. In the closed-end procedure (see Table 4 ), for γ ∈ {0, 0.15, 0.25, 0.35} the empirical sizes are slightly higher than the nominal sizes for the three laws. For γ ∈ {0.45, 0.49} the empirical sizes α are lower to α.
Nonlinear model: growth model
Let us consider now the growth function g(x; β) = b 1 − exp(−b 2 x), which models many phenomena, with the parameters β = (b 1 , b 2 ) ∈ R 2 and x ∈ R. We consider the following values for the true parameters: β 0 = (1, 1) and β 1 = (1, 2). The results are given in Table 5 for the closed-end procedure and in Table 6 for the open-end procedure.
For the open-end procedure, we compared our results with the results obtained by Ciuperca (2013) using CUSUM method for the least squares (LS) residuals. Recall that for the CUSUM method for the LS residuals, in addition to γ and α, the critical values must be calculated for each regression function g(x, β), each value of β 0 and each law of the design (X i ) 1≤i≤m . The proposed test statistic Z m (γ) given by (2.5), have asymptotic distribution under hypothesis H 0 and then the critical values, only depend on the value of γ ∈ (0, 1/2) and on the nominal size α ∈ (0, 1). We will study by simulations if there are more appropriate values of γ than other. The influence of error distribution on the results is also studied. We will consider the standard normal distribution and the Cauchy distribution, a law which does not have finite moments, with heavy tails.
For the open-end procedure, the empirical sizes are inferior to α, for any considered value of γ, α and for the two error distributions N (0, 1) and C(0, 1).
For the closed-end procedure, we have considered three distributions for the errors: N (0, 1), C(0, 1) and C(0, 2). For errors C(0, 2), we have that α are slightly superior to α. If ε ∼ N (0, 1) or C(0, 1), then α ≤ α for γ ∈ {0.45, 0.49}.
On empirical powers π, in the all cases, for both types of procedure, they are either g(x, β) depend on β and therefore changes appear earlier in the test statistic. In the linear case, changes occur only in ψ τ , which lengthens change-point detection.
In Table 7 are given descriptive statistics of the detected stopping times k m , given by (2.8), for two values of k 0 m : 5 and 50. The value "Inf" for "max" means that there has been at least one Monte Carlo realization for which no changes were detected under hypothesis H 1 (corroborating with the empirical power results for error law C(0, 1) in Table 6 ). We observe that the shortest delay time is achieved for γ = 0.45. This delay time is longer than that obtained by CUSUM method for LS normal errors (see Ciuperca (2013) ).
Conclusion on simulations
For linear model, in the open-end procedure case, the empirical sizesα are inferior to the nominal sizes α. In the closed-end procedure case, for γ ∈ {0, 0.15, 0.25, 0.35}, the empirical sizes are slightly than the nominal size and for γ ∈ {0.45, 0.49} we haveα ≤ α. For very heavy-tailed errors, if T m is not large enough and β 1 − β 0 is small, then the proposed test statistic does not detect the change.
In contrast, for models with derivatives dependent on parameter β, the empirical powers are either 1 or very close to one. All values of γ between 0 and 1/2 can be considered, with a slight advantage for the values close to 0.49, since there are fewer false alarms for heavy-tailed errors. The preference for value γ = 0.45 is given by the shortest delay for detecting the change.
Not least, the proposed test statistic gives very good results in comparison to the CUSUM method for the LS residuals. 
Lemmas
In order to prove the main results, we need two lemmas. By Hoeffding's inequality (see Hoeffding (1963) , Wang and He (2007)) we have the following result:
Lemma 4.1 Let (Z in ) 1 i n be a sequence of bounded independent random variables. Denote by S n ≡ n i=1 Z in . Let (δ n ) n∈N be a given sequence and suppose that
Then, for all L > 0, there exists N 0 ∈ N, such that for any n ≥ N 0 , we have:
For a p-vector u, observations i = m + 1, · · · , m + T m , let us consider the following random p-vectors, which will be used in the following Lemma and in the proofs of Theorems 2.1 and 2.2.
and, for k = 1, · · · , T m ,
Lemma 4.2 Suppose that assumptions (A1), (A2), (A3), (A5) are satisfied. Let C 1 > 0 be some constant. For all constant L > 0 and any k ∈ N sufficiently large, under hypothesis H 0 , we have:
Proof of Lemma 4.2
In order to prove the lemma, we show that all conditions of Lemma 4.1 are satisfied for the sequence of independent random variables R ij (u) m+1 i m+k , for any j = 1, · · · , p, with R ij (u) the jth coordinate of R i (u).
By assumption (A3), since the function g is continuous twice differentiable in any neighbourhood V m (u) of β 0 , with u a bounded p-vector, we have that the random vectors R i (u) m+1 i m+k are bounded with probability one:
We study now
. For this, we write R i (u), defined by (4.1), under the form:
For all j ∈ {1, · · · , p} and i = m + 1, · · · , m + k, we have:
Thus, we have for its variance,
By the Taylor's expansion at β 0 of
, we obtain, applying also the Cauchy-Schwarz inequality:
with the vector
and the vector u = (
Using assumption (A5) and u ≤ C 1 , we obtain, uniformly in u and in j:
For the term A ij (u) of relation (4.3), using the identity that, for all real numbers a and b, we have with probability one, that, 1 1
We have used the notation sgn(.) for the sign function. We assume, without loss of generality that,
. Thus, by two Taylor expansions, first for F and after for g, we have:
with the scalar b i between g(X i ; β 0 + m −1/2 u) − g(X i ; β 0 ) and 0, the p-vector w i,m between β 0 + m −1/2 u and β 0 . For the last inequality, we have used the Cauchy-Schwarz inequality. The vector w i,m is such that there exists a constant C 4 , which does not depend on i, j, m, such that, w i,m ≤ C 4 for any i and u. Then, taking into account assumption (A2), we get
Thus, using assumption (A3) and the fact that u is bounded, we obtain, uniformly in u:
Taking into account relations (4.4), (4.5), (4.6) together with assumption (A1), we get:
Thus we can apply Lemma 4.1 for the random variable R ij (u), for any j = 1, · · · , p and for δ k = km −1/2 . Therefore, for all L > 0, u ≤ C 1 , for k ∈ N sufficiently large, we get:
On the other hand, we have, the following inequalities, for all L > 0, any observation i = m + 1, · · · m + k, all vector u bounded and enough large k, m, that:
For the last inequality we have used relation (4.7). The lemma is proved.
Proofs of Theorems
Here we present the proofs of Theorem 2.1 and Theorem 2.2.
Proof of Theorem 2.1 Statements (i) and (ii) are shown at the same time. Case k small. Under assumptions (A1)-(A4), we have that the quantile estimator β m is consistent (see Koenker (2005) 
. By Taylor expansions, we have:
with the scalar b i between g(X i ; β 0 + m −1/2 u) − g(X i ; β 0 )) and 0, the vector β between β 0 and β 0 + m −1/2 u. Thus, for k large enough, using assumptions (A1)-(A6), we have
On the other hand, using relation (2.7), we consider for u the following value:
Then, replacing in (4.8), taking into account of (4.9), we have:
On the other hand, by assumption (A4), for k large enough, we have:
with the matrix Ω defined by (2.6). Hence
which implies, taking into account (4.1) and (4.2), that
(4.10) By K-M-T approximation (see Komlós et al. (1975) , Komlós et al. (1976) , for each m there exists two independent p-dimensional Wiener processes on [0, ∞), {W 1,m (t), t ∈ [0, ∞)} and {W 2,m (t), t ∈ [0, ∞)} such that, as m → ∞:
(4.11) and 
(4.13)
By a similar way as in the proof of Theorem 2.1 of Horváth et al. (2004) , we have that (see also the proof in the linear case, Theorem 1 of Zhou et al. (2015) ):
15) with {W 1 (t), t ∈ [0, ∞)} and {W 2 (t), t ∈ [0, ∞)} two independent p-dimensional Wiener process on [0, ∞). On the other hand, by Lemma 2 of Zhou et al. (2015) , we have that for all γ ∈ [0, 1/2) and ν > 2:
The theorem follows by taking into account relations (4.13), (4.14), (4.15) and by the fact that by assumptions (A4) and (A5) we have the following decomposition:
Proof of Theorem 2.2 The theorem is shown if we prove that there exists an observation k depending on m, denoted k, for which we have convergence in probability of Γ(m, k, γ), as m → ∞, to infinity. (i) Open-end procedure case. We suppose, without loss of generality that k 0 m ≤ m s /2, with s > 1. We consider k ≡ k 0 m + m s . Then, for the statistic defined by (2.3), we have:
(4.16) Similar as for Theorem 2.1, we have that there exists a constant 0 < C < ∞, such that:
with probability converging to 1, as m → ∞.
Since the function h(x) = (1 + x)
x 1+x γ , is increasing in x > 0, we have: 17) with probability converging to 1, as m → ∞. We will study
; β m )) of relation (4.16). For this, we consider, for any p-vector u = O(1), the following random process:
Since for i = m + k 0 m + 1, · · · , m + k, hypothesis H 1 is true, we have that:
For continuing the study of g(X i ; β 0 +m −1/2 u)
Since m 1/2 β 1 − β 0 → ∞ as m → ∞, taking into account assumptions (A2), (A4) and (A5), we have, uniformly in u bounded: (ii) Closed-end procedure case. The proof is similar to that of (i), taking k = k 0 m + m. 
