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a b s t r a c t 
The emptying of a bottle is one of the most common two-phase ﬂows encountered in everyday’s life
ﬂuid mechanics. We report on a detailed experimental analysis of this ﬂow conﬁguration covering a wide
range of neck-to-bottle diameter ratios, d ∗, and initial ﬁlling ratios, F . The joint use of a pressure sensor 
at the top of the bottle and a shadowgraph technique to track the evolution of the upper liquid surface
allows the average gas volume fraction in the ﬂuid column to be computed throughout the discharge.
Variations of the bottle emptying time, gas content, and characteristics of the pressure signal as a func- 
tion of d ∗ and/or F are analyzed, and scaling or evolution laws are derived. A speciﬁc focus is put on 
the initial transient stages following the neck opening, especially on the nature and growth of the ﬁrst
bubble that reaches the upper free surface. Over a wide range of d ∗, this bubble takes the form of a large 
spherical cap or Taylor bubble, the rise speed of which is controlled by the bottle diameter. Such a bub- 
ble directly emerges from the neck for large enough d ∗, but rather results from successive coalescence of 
smaller bubbles for small d ∗ . Whatever d ∗, the volume of this leading bubble increases over time, since 
a fraction of the small bubbles swarm trailed in its wake merges with its back face. This coalescence- 








































Liquid-gas two-phase ﬂows are ubiquitous in Nature and ev-
ryday’s life ﬂuid mechanics. Who has never been amazed by
he formation of bubble trails in a glass of Champagne or by
he frothy foam sitting on top of a beer? Some of the physical
henomena at stake in bubbly drinks were recently reviewed by
enit and Rodríguez-Rodríguez (2018) . However bubbles are not
nvolved only in alcoholic drinks and one of the ﬁrst bubbly two-
hase ﬂows encountered in a human life probably stands in the
mptying of a water bottle. Despite its commonness and apparent
implicity, this ﬂow exhibits rich physics and can be seen either
s a complex nonlinear oscillator ( Kohira et al., 2012 ) or a com-
lex multi-scale gas-liquid ﬂow ( Mer et al., 2018 ), or even a liquid
andglass - as the liquid discharge remains almost constant dur-
ng the whole process ( Schmidt and Kubie, 1995 ). Indeed, all along
he discharge, large air bubbles with diameters of the order of the
ottle neck are periodically generated and rise within the bottle,
ntil they burst at the free surface beneath its top. While ascend-
ng, these large bubbles undergo successive break-up sequences,
ielding swarms of smaller bubbles, part of which may coalesce∗ Corresponding author.
E-mail addresses: samuel.mer@imft.fr (S. Mer), magnau@imft.fr (J. Magnaudet).
T  gain and participate into the regeneration and reconﬁguration of
he large bubble population. 
The ﬁrst studies of this ﬂow conﬁguration reported in the liter-
ture assessed the inﬂuence of geometrical parameters such as the
ottle shape and neck diameter (or shape) on the global emptying
ime (e.g. Whalley, 1987; Whalley, 1991; Schmidt and Kubie, 1995;
ordestani and Kubie, 1996; Tang and Kubie, 1997 ). These contri-
utions showed that: (i) the liquid discharge rate remains con-
tant during the whole emptying process whatever the initial ﬁll-
ng ratio; (ii) the averaged pressure difference between the top air
uffer and the ambient medium scales well with the hydrostatic
ead corresponding to the height of the water column; (iii) the
mptying time is inﬂuenced by the bottle inclination angle, neck
hape, and liquid temperature. Previous studies were extended by
éraud (2002) , Clanet et al. (2004) and Clanet and Searby (2004) ,
ereinafter referred to as CS, to cover a wide range of bottle shapes
nd dimensions. In particular, CS derived a general scaling law for
he emptying time T e of cylindrical bottles with length L and di-
meter D in the form 
 e ≈ 3 . 0 L√ 
gD 
d ∗




















































































































t  where d ∗ = d/D is the normalized neck diameter and g denotes
gravity. This scaling law emphasizes the fact that the geometrical
ratio d ∗ plays an essential role in the emptying dynamics. 
A second class of studies analyzed the emptying process as a
non-linear oscillator, the liquid mass and top air buffer playing the
role of a mass and a spring, respectively. These studies focused
on small d ∗, a condition under which the ﬂow exhibits an on-off
oscillatory behavior. Tehrani et al. (1992) proposed a model aimed
at predicting the pressure ﬂuctuation amplitude in the top air
buffer in an idealized conﬁguration. In their work, the bottle is
reduced to a cubic tank, with a typical size of 25 cm, and the
neck to a 60 cm long straw with a diameter up to 25 mm, i.e.
d ∗ < 0.1. The straw-like neck geometry results in a large pressure
loss at the bottle neck, which triggers the occurrence of on-off
oscillations. Under these conditions, four stages were identiﬁed
during one oscillation period: (i) liquid downﬂow; (ii) bubble
formation and rise in the neck; (iii) bottle re-pressurization, and
(iv) neck reﬁll. Results provided by the model revealed good
agreement with the experiments. Kohira et al. (2012) carried
out an experimental and theoretical study of single and coupled
on-off plastic bottle oscillators. They observed the emergence of
in- and anti-phase synchronization, depending on the nature of
the coupling. Jia et al. (2016) modeled these two distinct syn-
chronization scenarios by considering time-dependent nonlinear
terms resulting from the asymmetry between the liquid ejection
and bubble admission processes. CS predicted the evolution of
the oscillation period during the emptying process by integrating
the Euler equation throughout the ﬂow, assuming a schematic
variation of the velocity distribution close and far from the neck.
Their approach is not limited to the on-off oscillating behavior
and can be applied to larger d ∗. Its predictions reveal a fairly
good agreement with experimental data over a broad range of d ∗,
suggesting that it captures the dominant mechanisms by which
the neck diameter inﬂuences the oscillation period. 
In a recent work, we highlighted how rich the bottle emp-
tying process is from the point of view of multi-scale gas-liquid
ﬂow processes ( Mer et al., 2018 ). In particular, we showed that
this conﬁguration provides a complete and diﬃcult test case for
validating multi-scale modeling approaches currently under devel-
opment ( Deendarlianto et al., 2011; Hansch et al., 2012; Montoya
et al., 2015; Gada et al., 2017; Mimouni et al., 2017 ). The rigorous
validation of such modeling approaches, and of the computational
codes in which they are implemented, requires detailed and
reliable experimental databases in which the gas phase within
the water column is properly characterized. Local gas volume
fraction measurements make use of optical probes ( Suzanne et al.,
1998; Raimundo et al., 2016 ), image processing ( Lau et al., 2013 )
or LDA techniques ( Kulkarni et al., 2001; Gandhi et al., 2008 ).
However, given the highly intermittent nature of the ﬂow in the
present case, extracting relevant indicators from local gas fraction
measurements with the goal of validating multi-scale models is
not straightforward. Conversely, coupling a local pressure determi-
nation with an optical technique, such as shadowgraph, may give
access to the average gas volume fraction in the water column.
More precisely, assuming the pressure to be uniform within the
air buffer at the top of the bottle, and equal to the atmospheric
pressure outside the bottle, the coupling of a differential pressure
sensor located within this buffer with an optical detection of the
upper surface of the liquid column allows the space-averaged gas
volume fraction to be determined. 
The present paper reports on an experimental investigation of
the emptying process in water ‘bottles’ with various neck diam-
eters, based on the latter approach. By considering contrasting
ﬂow conditions, it aims at clarifying the role of the time-evolving
two-phase ﬂow that develops within the bottle on the emptying
dynamics. Under some of these ﬂow conditions, the ﬂuid regions merely crossed by bubbles rising almost in line. Conversely, it
ather looks as a dense and strongly agitated gas-liquid mixture
nder other conditions. Last, the ﬂow conﬁguration may evolve
long the emptying process, from a quiescent liquid with large ris-
ng bubbles in the early stage, to a dense and strongly agitated
ubbly ﬂow when the liquid content has decreased signiﬁcantly.
he common thread of this investigation is to gain some insight
nto the inﬂuence of this complex two-phase ﬂow on the oscilla-
ory behavior of the overall system and vice versa . 
The experimental facility along with the measurement tech-
ique are presented in Section 2 . Section 3 reports qualitative
bservations of the ﬂow structure and evolution, ﬁrst describ-
ng the successive stages encountered during the emptying pro-
ess within the top air buffer and the two-ﬂuid column. Then,
n overview of the two-phase ﬂow structure and gas content is
rovided in Section 3.2 . Global results are discussed in Section 4 ,
tarting with variations of the emptying time with the bottle ge-
metry in Section 4.1 , while some features of the pressure signal
re analyzed in Section 4.2 . The coupled measurement technique
s used to determine the evolutions of the free surface and the
as content in the water column; these evolutions are discussed
n Sections 4.3 and 4.4 , respectively. Section 5 focuses on the early
tages of the emptying process, with a special emphasis on the ini-
ial pressure transient ( Section 5.1 ) and the characteristics of the
rst rising gas entity ( Section 5.2 ). Section 6 summarizes the main
ndings of the study and draws some prospects, especially with
espect to modeling issues. 
. Experimental set-up and measurement techniques
The device, measurement techniques and experimental protocol
re similar to those employed by Mer et al. (2018) . Their descrip-
ion is summarized below for the sake of self-consistency. 
.1. Experimental set-up 
The experimental set-up ( Fig. 1 ) consists of a Plexiglas TM cylin-
rical vessel with diameter D = 114 mm and height L = 800 mm.
he top end of the cylinder is closed with a blank ﬂange, while
ts bottom section has a central circular thin-walled hole with a
iameter d . The hole was manufactured with a beveled edge mak-
ng a sharp 20 ◦ angle with the cylinder base. This bottom part is
nterchangeable and allows the neck diameter to be varied from
3 to 80 mm. The bottle neck is closed with a gate mounted
n two hinges and equipped with ﬁve electromagnets ensuring a
ast opening. Before a test, the gate is closed, the valves v in and
 out are opened and the bottle is ﬁlled up to an altitude z = z 0 
ith tap water, using the circulation pump. Once ﬁlling is com-
leted, the pump is turned off and the two valves are closed. As
 out remains opened during the ﬁlling process, the initial pres-
ure at the top of the bottle is the atmospheric pressure, p atm .
he gate is quickly opened at time t = 0 . Water starts to ﬂow out
f the bottle in a succession of jets separated by the generation
f large air bubbles at the neck. Then, these bubbles rise within
he water column and reach the free surface after a sequence of
omplex topological changes. In what follows, the tank normal-
zed outlet diameter, d ∗, and initial ﬁlling ratio, F = z 0 /L, are var-
ed in the range 0.18 ≤ d ∗ ≤0.7 and 0 . 24 ≤ F ≤ 1 , respectively. The
ensity and kinematic viscosity of the water used in the experi-
ents, performed at room temperature, are ρl = 997 kg m −3 and
l = 1 × 10 −6 m 2 s −1 , respectively. 
.2. Measurement techniques 
The air pressure at the center of the top end of the bot-
le, p top , is monitored thanks to a pressure sensor (Keller, PR-23).
Fig. 1. Schematic of the experimental set-up and measurement means.
Fig. 2. The three successive steps in the image processing procedure for d ∗ = 0 . 22 
and F = 0 . 75 . (a) Raw image; (b) image obtained after background removal; (c) ver- 
tical intensity proﬁle (in red) obtained by averaging horizontally the pixel intensity
between the two green lines in ( b ). The detection of the dominant peak makes it
possible to follow the displacement of the upper free surface, indicated by the cyan
line. (For interpretation of the references to colour in this ﬁgure legend, the reader










































t  orresponding data are acquired at a frequency f p = 10 0 0 Hz. Im-
ges of the emptying process are simultaneously recorded with a
CO TM Dimax camera with a full resolution of 20 0 0 ×20 0 0 pix-
ls operating at a frequency f im = 200 Hz. The cylindrical bottle is
ack-lighted by means of a LED panel (see Fig. 1 ). The camera and
ressure sensor are synchronized through a TTL signal which also
riggers the electromagnet, thus the gate opening. 
Recorded images are post-processed to extract the vertical po-
ition, h int , of the upper free surface. Fig. 2 displays each step of
he image processing algorithm. First, a reference image, recordedefore the beginning of the experiment, is subtracted from the
aw image ( a ) to obtain the image ( b ). The latter displays a black
ackground on which optical diopters, materializing gas-liquid in-
erfaces, appear as gray shades since they are associated with a
igher pixel intensity. The pixel intensity is averaged horizontally
etween the two green lines indicated on image ( b ) to construct
he vertical intensity proﬁle, displayed in red on image ( c ). Start-
ng from the top, the ﬁrst peak pinpoints the upper air-water in-
erface. Thanks to an adaptive thresholding technique, the vertical
osition of this interface, indicated by the cyan line on image ( c ),
s detected. At the beginning of the emptying process, when the
ree surface is ﬂat and well deﬁned (such as in Fig 2 ), the uncer-
ainty in the determination of h int is approximately 2 mm. Later,
hen large bubbles burst at the free surface, they generate a sig-
iﬁcant sloshing of the latter (e.g. in the right panel of Fig. 6 ). The
ncertainty then increases signiﬁcantly and is estimated, for late
imes and large openings, to be of the order of 20 mm. 
A typical evolution of h int ( t ) is shown in Fig. 3 for d 
∗ = 0 . 22 and
 = 0 . 75 . This evolution reveals that the upper free surface moves
own with a nearly constant speed throughout the emptying pro-
ess, as previously observed by Kordestani and Kubie (1996) and
S. As shown in the inset of Fig. 3 , the free surface position ac-
ually exhibits small oscillations superimposed on a regular evolu-
ion, owing to periodic ejection of liquid and bubble generation at
he neck. The free surface position cannot be reliably detected at
he very end of the process, owing to optical constraints. For this
eason, all evolutions of h int ( t ) presented in the paper are truncated
t a minimum value, h int /L = 0 . 06 . 
. Qualitative observations of the emptying process and
wo-phase ﬂow structure
.1. Successive stages of the emptying process 
The emptying-generated ﬂow may be seen as resulting from
he coupling between two ﬂuid systems triggered by the periodic
Fig. 3. Evolution of the position of the upper free surface during the emptying pro- 
cess for d ∗ = 0 . 22 and F = 0 . 75 . The inset provides a closer view at the oscillations 
of the free surface position during the time interval 22 s ≤ t ≤25 s. 
Fig. 4. Characteristic time scales of the three successive stages of the emptying pro- 
cess as a function of d ∗ for F = 0 . 77 . Green squares: τ / T e ; blue dots: T os / T e ; purple 
diamonds: T fb / T e . Based on measurements, T os was taken to be 0.2 s in all cases. (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred



















































































o  generation of air bubbles at the neck. The two systems, the top air
buffer and the aerated water column, experience two successive
transients before their coupling leads to a slowly-varying regime
during which the pressure in the top air buffer oscillates periodi-
cally. Before the very ﬁrst bubble generated at the neck reaches the
top of the liquid column, the air buffer forms a closed gas volume.
During this initial stage, a fast pressure transient with a charac-
teristic decay time τ is detected within the buffer. Then, the ﬁrst
bubble reaches the water-air interface at time T fb . After these tran-
sients, a slowly varying two-phase ﬂow sets in and lasts until the
emptying process is completed at time T e . Throughout this ‘fully-
developed’ stage, regular oscillations with period T os are detected
in the pressure signal recorded at the top of the bottle. 
In the range of initial ﬁlling ratios investigated in the present
study ( F ≥ 0 . 24 ), all successive stages described above were al-
ways observed. Depending on the control parameters d ∗ and F ,
the characteristic time ratios τ / T e , T fb / T e and T os / T e may vary by
more than one order of magnitude, as shown in Fig. 4 . Selecting
T e as the reference time allows the relative duration of each stage
of the evolution to be compared with the duration of the wholemptying sequence; any other choice did not provide a better scal-
ng. Considering these large variations of the time ratios, it is likely
hat varying d ∗ and F yields contrasting ﬂow dynamics. Whatever
 
∗, the period T os is much smaller than the emptying duration T e ,
mplying that an oscillatory behavior takes place throughout the
ischarge, even with the largest necks. The characteristic time T fb 
orresponding to the rise of the ﬁrst bubble is approximately one
rder of magnitude larger than T os whatever d 
∗. Hence, for large
nough F , before the ﬁrst bubble reaches the upper free surface,
everal bubbles have entered the liquid column and may even have
lready broken up or coalesced. As d ∗ increases, T fb may be up to
0% of T e . Consequently, the transient stage lasts for nearly half
f the total emptying time under such circumstances, and cannot
e neglected. During such long transients, the ﬁrst rising bubble
s a large Taylor bubble, as shown in the right panel in Fig. 5 . In
ontrast, short transients corresponding to small d ∗ involve much
maller, regularly spaced rising bubbles (left panel in Fig. 5 ). The
peciﬁcities of these transients are discussed in more detail in
ection 5 . In Fig. 4 , the damping time τ of the very ﬁrst pressure
ransient is seen to vary from one-tenth to one-half T fb when d 
∗
ncreases. The various stages of the emptying process exist for all
as long as the initial volume of liquid is much larger than the
olume of the ﬁrst bubble emitted at the neck. However their rel-
tive duration may depend on the initial ﬁlling ratio, since their
espective characteristic times vary differently with F . 
.2. Overall evolution of the two-phase ﬂow content 
Fig. 6 displays images of the gas content in the water column at
 = 2 . 5 s for normalized neck diameters ranging from d ∗ = 0 . 18 to
 
∗ = 0 . 7 . This time instant is typical of the slowly-varying regime
hat succeeds the initial transient. The cyan marker on each im-
ge corresponds to the detected free surface position. As expected,
he larger the diameter of the opening is, the faster the cylinder
mpties. The ﬂow dynamics may be characterized by a Reynolds
umber, Re = V e d/νl , based on the mean liquid velocity at the exit,
 e , and neck diameter, d . Since mass conservation implies that the
mptying time, T e , satisﬁes the equality d 
2 V e T e = FLD 2 , the cor-
esponding Reynolds number is Re = FLD 2 / (νl T e d) . In Fig. 6 , Re
anges from 30 0 0 for d ∗ = 0 . 18 to 22,500 for d ∗ = 0 . 7 . Alterna-
ively, one may deﬁne the Reynolds number Re D = d ∗Re based on
he cylinder diameter, D , and average emptying velocity, FL/T e .
his Reynolds number ranges from 540 for d ∗ = 0 . 18 to 15,750
or d ∗ = 0 . 7 . The Bond number, Bo = ρl gd 2 /σ, with σ the water-
ir surface tension, of the large bubbles with a size of the order
f d that form periodically at the neck is in the range 85–970,
hile their Weber number, W e = ρl V 2 e d/σ, is in the range 380–
1200. Such bubbles are highly deformable and may break up eas-
ly, owing to the agitation of the high-Reynolds-number ﬂow in the
uid column. It must be noticed that the dimensionless numbers
e, Bo and We characterizing the ﬂow dynamics are independent
n the initial ﬁlling ratio, F . 
Depending on the neck diameter, a broad variety of two-phase
ow conﬁgurations is observed, ranging from isolated bubbles ris-
ng in a relatively quiescent ambient ﬂuid - for small openings - to
 ﬂow which, qualitatively, looks like a chaotic foam when d ∗ gets
lose to unity. We did not observe any clear sharp transition from
ne ﬂow regime to the other but rather a smooth and continuous
ariation with d ∗. For a given d ∗, we did not notice any signiﬁcant
ffect of F on the observed ﬂow regime provided T e > > T fb . For
mall opening diameters, typically d ∗ = 0 . 18 and 0.22, bubbles pe-
iodically generated at the bottom of the tank rise toward the free
urface along oscillatory paths and only exhibit weak size varia-
ions. As the neck diameter increases, larger bubbles are generated.
lthough some of them may maintain their integrity through-
ut their rise, the majority undergoes successive ‘catastrophic’
Fig. 5. Visualization of the gas content in the bottle during the initial transient ( t = 1 . 5 s) for ﬁve different normalized neck diameters and the same initial ﬁlling, F = 0 . 77 . 
From left to right: d ∗ = 0 . 18 , 0 . 26 , 0 . 39 , 0 . 53 , 0 . 70 . The cyan marker in each panel indicates the detected free surface position. The computed mean gas volume fractions 〈 α〉 
are 3, 6, 12, 17 and 41% , respectively.
Fig. 6. Visualization of the gas content in the bottle in the fully-developed regime ( t = 2 . 5 s) for the same ﬁve experiments as in Fig. 5 . The corresponding computed mean 
gas volume fractions 〈 α〉 are 3, 5, 11, 16 and 35% , respectively. 
Fig. 7. Variation of the normalized emptying time, T e / (FL/ 
√
gD ) , with respect to
the normalized neck diameter d ∗ for different initial ﬁlling ratios, F . Each point 
gathers results obtained in several independent experiments. The color scale refers
to the initial ﬁlling, with from dark to light: F = 1 . 0 , 0 . 74 , 0 . 5 and 0.26. The solid 
line corresponds to the ﬁt T e / (FL/ 
√ 
































Fig. 8. Evolution of the pressure in the top air buffer for d ∗ = 0 . 22 and F = 0 . 75 , 
along with the TTL signal triggering the gate opening. The inset provides a closer
view to the pressure oscillations during the time interval 22 s ≤ t ≤25 s. Green: raw 
signal; yellow: Gaussian smoothing of the raw signal yielding the equilibrium pres- 
sure p top (t) . (For interpretation of the references to colour in this ﬁgure legend, the




































Areconﬁgurations and their average size decreases, owing to frag-
mentation. This yields a chaotic bubble swarm characterized by a
broad bubble size distribution, as observed in Fig. 6 for d ∗ ≥0.39. It
is expected that this distribution broadens as Re is increased. Nev-
ertheless, how its width and peak value vary with Re is unclear,
since these characteristics are controlled by a complex combina-
tion of break-up and coalescence events. Despite the limitations of
visual observation, Fig. 6 suggests that large bubbles and/or strong
spatial modulations of the gas volume fraction, the extent of which
increases with d ∗, are present in the ﬂow, at least up to d ∗ = 0 . 53 .
This provides evidence that the two-phase ﬂow structure keeps
some memory of the periodic gas injection at the neck. 
Experimental observations at t = 2 . 5 s suggest that the aver-
age gas volume fraction in the ﬂuid column increases with the
diameter of the opening. The quantitative determination of the
space-averaged gas volume fraction, 〈 α〉 , conﬁrms this visual ob-
servation. More speciﬁcally, we ﬁnd 〈 α〉 = 3 , 5 , 11 , 16 and 35% for
d ∗ = 0 . 18 , 0 . 26 , 0 . 39 , 0 . 53 and 0.70, respectively. Time variations
of 〈 α〉 are analyzed in Section 4.4 . 
4. Macroscopic ﬂow characteristics
4.1. Variations of the emptying time with the neck diameter and 
bottle ﬁlling ratio 
The emptying time, T e , deﬁned as the time beyond which the
measured pressure in the top air buffer, p top , remains constant and
equal to p atm , decreases with both the neck diameter and the ini-
tial volume of water, as may be seen in Fig. 7 . This ﬁgure gathers
results obtained with various initial water heights and neck diam-
eters (one point represents the result of several experiments). The
theoretical prediction by CS is found to be in good agreement with
observations. Hence, the model initially developed for F = 1 may
be extended to arbitrary initial ﬁlling ratios in the form 
T e 
3 . 0 FL/ 
√ 
gD 
≈ d ∗−5 / 2 , (2)
where 3 . 0 L/ 
√ 
gD corresponds to the emptying time under condi-
tions d ∗ = 1 and F = 1 ( Dumitrescu, 1943 ). Remarkably, the power
law (2) holds from d ∗ ≈0.25 to d ∗ = 0 . 7 , and even down to d ∗ =
0 . 11 provided the initial ﬁlling ratio is large enough, typically
F  0 . 75 . That this simple prediction holds throughout this wideange of relative openings and initial ﬁlling ratios indicates that
he physical mechanisms governing the emptying process remain
nchanged, despite the large differences in the ﬂow structure ob-
erved in Fig. 6 . For a given relative opening in that range, the
mptying time increases linearly with the initial water volume in
he bottle, itself proportional to FLD 2 . This observation suggests
hat no memory effect is involved in the overall emptying process,
t least in the range of F investigated here. This trend is also con-
istent with the fact that the mean mass ﬂux (which may be de-
ned by applying a suitable sliding time average to the instanta-
eous liquid ﬂow rate, see Section 4.2 ) remains constant through-
ut the discharge, as observed by Schmidt and Kubie (1995) . 
Deviations from linearity are noticed for d ∗ 0.25 and F  0 . 75 .
or such small d ∗, the smaller F the shorter the normalized emp-
ying time, suggesting that T e increases faster with F in that pa-
ameter range. As pointed out by CS, this is because the model
eglects the liquid acceleration close to the opening and the non-
inearity of the pressure and velocity oscillations, both of which
ecome increasingly important in the momentum balance as d ∗
nd FL (i.e. the oscillating liquid mass) become small. As d ∗ fur-
her decreases, capillary effects come into play. Close to the block-
ng limit (observed to take place for d ∗ ≈0.07, i.e. d = 3  c , where
 c = (σ / (ρl g)) 1 / 2 ≈ 2 . 7 mm is the capillary length), the emptying
rocess exhibits an intermittent behavior due to the stabilizing in-
uence of surface tension. While liquid ejection and bubble en-
rance alternate regularly most of the time, resting periods may
ake place without any regularity. Owing to this intermittency, the
mptying time slightly varies from one experiment to another. 
.2. Evolution of the pressure in the top air buffer 
The evolution of the pressure p top in the air buffer is dis-
layed in Fig. 8 for d ∗ = 0 . 22 and F = 0 . 75 . Starting with the ini-
ial value p top = p atm , the pressure immediately drops after the
ate is opened. The pressure drop is close to the hydrostatic pres-
ure variation corresponding to the height of the liquid column,
l gFL . Then, p top increases almost linearly over time, until it re-
overs its initial value p top (0) = p atm at the end of the discharge.
 close view to the pressure signal (inset in Fig. 8 ) reveals that p top 
Fig. 9. Evolution of the pressure difference, p top (t) − p atm , vs. the normalized 
air volume in the bottle, for F = 0 . 74 and various neck diameters. Each color 
line corresponds to a different neck diameter, with from dark to light: d ∗ = 
0 . 7 , 0 . 53 , 0 . 44 , 0 . 39 , 0 . 35 , 0 . 31 , 0 . 26 , and 0.22. The dashed line represents the ref- 







































Fig. 10. Evolution of the pressure in the top air buffer, p top ( t ), vs. the normalized air
volume in the bottle, for a normalized neck diameter d ∗ = 0 . 31 and various initial 
ﬁlling ratios. Each color line corresponds to a different initial ﬁlling ratio, with from






































b  scillates about a slowly increasing value, p top , with a characteris-
ic period T os ∼0.2 s, much shorter than the emptying time (the
rder of magnitude of which is T e ∼75 s in this case). 
The slowly varying contribution p top (t) is obtained by convo-
uting the pressure signal with a Gaussian kernel with a stan-
ard deviation σG = 10 / f p = 0 . 01 s . This pressure component cor-
esponds to the equilibrium hydrostatic pressure, p atm − ρl gh int (t) ,
nd obeys the relation 
p top (t) − p atm = −
4 
π
g M w (t) 
D 2 
, (3) 
here M w ( t ) is the remaining mass of water in the bottle at time
 . In the present case, p top (t) is found to evolve linearly, which
ndicates that the mean mass ﬂow rate −d M w /dt stays constant
hroughout the discharge. 
As Fig. 6 revealed, the neck diameter has a deep inﬂuence on
he structure of the two-phase ﬂow throughout the emptying pro-
ess. However, Fig. 9 shows that all pressure evolutions collapse
n a master curve whatever d ∗, provided time is rescaled appro-
riately. The suitable dimensionless time is 1 − F(1 − t ∗) , with
 
∗ = t/T e , which corresponds to the normalized volume of air in
he bottle at time t . Indeed this dimensionless time vanishes when
he bottle is initially full of water and becomes unity at the end
f the process when it is entirely ﬁlled with air. Existence of this
aster curve indicates that the slowly varying contribution p top (t)
rows linearly over time whatever d ∗, and suggests that the phys-
cal mechanisms driving the long-term evolution of the emptying
rocess are independent of d ∗, in contrast with the average gas vol-
me fraction 〈 α〉 which strongly depends on d ∗. As Fig. 10 shows,
he overall evolution of the slowly varying pressure component is
lso independent of the initial ﬁlling ratio. Nevertheless, the col-
apse is not perfect just after the opening. For all F , p top (0) = p atm 
ut the return to the equilibrium pressure is essentially governed
y effects of compressibility and depends on the initial volume of
he air buffer, 1 − F . The duration of the transient (analyzed in
ore detail in Section 5.1 ) increases with the opening diameter,
s already seen in Fig. 4 . After this transient, the ﬂow evolution no
onger depends on the initial conditions. 
The pressure oscillations that subsist at larger times represent
he rapidly-varying contribution to the pressure signal. They are
ssociated with the repeated occurrence of bubbles at the necknd crucially depend of the gas compressibility ( Mer et al., 2018 ).
e found the measured frequency, f os , to be close to 5 Hz in all
ases, with only a weak dependence on d ∗. Moreover, f os is in good
greement with the prediction of CS under all experimental con-
itions we considered. According to this prediction, the oscillation
requency depends on the gas thermodynamic characteristics and
urrent water height as 
f CS = 
√ 
γpv p atm 
ρg L 2 

√
h int (t) 
L
(
1 − h int (t) 
L 
) , (4) 
here 
 is a function that depends on h int ( t )/ L , d 
∗ and D / L, ρg and
pv denoting the gas density and adiabatic index, respectively. That
 os is close to f CS in all cases is noticeable, as part of our exper-
ments are performed with opening ratios well beyond the max-
mum value d ∗ = 0 . 44 considered by CS. With such large open-
ngs, large Taylor bubbles dominate the initial transient, as seen
n Fig. 5 . A dense unsteady bubbly ﬂow resulting from the quick
reak-up of the air volume entering the neck takes place in their
ake. Despite this speciﬁc ﬂow structure, which strongly differs
rom those observed with smaller d ∗, f os is still correctly approx-
mated by (4) and remains in between 4 Hz and 5 Hz throughout
he discharge. 
Beyond the initial transient, pressure ﬂuctuations gradually lose
heir left-right symmetry over a time period. This is especially true
ear the end of the discharge, in which the system involves strong
onlinear couplings. For this reason, we found appropriate to in-
roduce a root mean square (rms) pressure ﬂuctuation. This time-
ependent ﬂuctuation is deﬁned as p ′ = 〈 (p top − p top ) 2 〉 1 / 2 1 , where
 · 〉 1 stands for a local time average over a 1 s window, i.e. approx-
mately ﬁve oscillation periods. The evolution of p ′ beyond the ini-
ial transient is shown in Fig. 11 for neck diameters ranging from
 
∗ = 0 . 18 to d ∗ = 0 . 39 and an initial ﬁlling ratio F = 0 . 74 . For large
nough d ∗, the emptying time becomes of the same order as the
ime window over which the average is performed. For this rea-
on, the evolution of p ′ becomes meaningless for d ∗ 0.39. For
ower d ∗, the amplitude of pressure ﬂuctuations is seen to increase
ith the neck diameter. This is because pressure oscillations in the
ir buffer are associated with the alternation of liquid ejections
nd bubble admissions through the neck ( Mer et al., 2018 ), which
akes their amplitude depend on the size of the generated bub-
les, hence on d . Two successive stages may be identiﬁed in the
Fig. 11. Evolution of the rms pressure ﬂuctuation p ′ for an initial ﬁlling ratio F = 
0 . 74 and various neck diameters. Each color line corresponds to a different neck


































Fig. 12. Evolution of the normalized vertical position h int / L of the upper free surface
for various normalized neck diameters d ∗ and an initial ﬁlling ratio F = 0 . 77 . Each 
color line corresponds to a different neck diameter, with from light to dark: d ∗ = 



































d  evolution of p ′ for a given d ∗. The ﬁrst of them, up to t ∗ ≈0.8, cor-
responds to a fully-developed regime characterized by a periodic
generation of bubbles at the neck. During this stage, the amplitude
of p ′ decreases almost linearly over time at a rate which increases
with the neck diameter. For instance, p ′ decreases from 0.2 kPa at
 
∗ = 0 . 2 to 0.1 kPa at t ∗ = 0 . 8 for d ∗ = 0 . 22 , while it goes from 0.6
kPa to 0.35 kPa during the same time period for d ∗ = 0 . 39 . The
origin of this linear decrease is still unclear. 
A second stage takes place for t ∗ 0.8, during which a rapid
decrease of p ′ toward zero is observed. At the very end of the
discharge, all p ′ evolutions collapse onto a single curve, indicating
that the amplitude of pressure ﬂuctuations no longer depends on
the size of the opening. In this late stage, the separation of scales
between the water height, h int , and the neck diameter, d , no longer
holds. A strong coupling between the bubble release at the neck
and the displacement of the free surface takes place (see movies
accompanying the paper). 
4.3. Descent of the free surface 
The evolution of the upper free surface position is shown in
Fig. 12 for various neck diameters and an initial ﬁlling ratio F =
0 . 77 . Two distinct stages are observed when d ∗ ≥0.26. In the ﬁrst
of them, the position of the free surface remains roughly constant,
i.e. the water height does not vary. Small-amplitude oscillations
about this position are nonetheless observed but these oscillations
are quickly damped. This ﬁrst stage coincides with the rise of the
ﬁrst air bubble through the water column. The volume of this lead-
ing bubble, together with that of the swarm of smaller bubbles in
its wake (see Fig. 5 ), compensates for the volume of liquid that ex-
its from the bottle, leaving h int unchanged. When the ﬁrst bubble
reaches the free surface and becomes part of the air buffer, the
volume of the latter increases suddenly. Consequently, h int ( t ) ex-
hibits a downward step right at this instant, as Fig. 12 conﬁrms.
This event does not affect the exiting liquid ﬂow rate. The dura-
tion of this ﬁrst stage is determined by the time T fb required for
the ﬁrst bubble to reach the free surface, which, in a ﬁrst approxi-
mation, increases linearly with F , similar to T e . For F = 0 . 77 , this
time is found to be constant and of the order of 1.9 s for d ∗ ≥0.31,
which shows that the rise speed of the corresponding bubble is in-
dependent of d ∗ when the diameter of the opening is large enough.
Lower d ∗ yield slightly larger T bf . The height of the h int -step isoverned by the bubble volume and is of the order of 30 mm for
 
∗ = 0 . 39 , increasing to 200 mm for d ∗ = 0 . 70 . The height of the
tep is expected to increase with F , since increasing the initial
lling rate increases the time available for coalescence events to
ccur at the back face of the leading bubble (see Section 5.2 ). This
rst stage exists for all neck diameters. However, for d ∗ 0.2, its
uration and the height of the step become much smaller than T e 
nd FL, respectively, which makes them too small to be identiﬁed
n Fig. 12 . 
In the next stage, the free surface descent is characterized by a
onstant velocity. Its evolution follows the simple law 
 int (t) /L = F (1 − t ∗) . (5)
Using (2) , the vertical velocity of the free surface is then found
o obey 




d ∗2 . (6)
It increases with the relative diameter of the opening, from
 mm s −1 for d = 20 mm to 145 mm s −1 for d = 80 mm. 
.4. Mean gas volume fraction in the ﬂuid column 
From the equilibrium pressure and the position of the free sur-
ace, we can estimate the mean gas volume fraction in the ﬂuid
olumn as 
 α〉 = 1 − p atm − p top 
ρl g h int 
, (7)
here h int is the equilibrium height of the column determined by
onvoluting the signal h int ( t ) with a Gaussian kernel. The accuracy
n the determination of 〈 α〉 is directly related to that in the detec-
ion of the free surface height, i.e. α ∼ αh int / h int . We quantiﬁed
he corresponding uncertainty by examining the interfacial region
n a selection of raw images and considering how h int is affected
y local ﬂuctuations. The estimated uncertainty was found to be
egligible at the beginning of the emptying process but increases
igniﬁcantly when the interface gets closer to the neck. For t ∗ ≈0.8,
onsidering h int ≈ 2 cm, h int ≈ 16 cm and α ≈0.3, the uncertainty
n α is estimated to be of the order of 0.04, i.e. α/ α ≈12%.
e used the measurement technique described in Section 2.2 to

































































Fig. 13. Evolution of the space-averaged air volume fraction, 〈 α〉 , in the 
ﬂuid column for F = 0 . 77 and various normalized neck diameters, d ∗ . Each 
color line corresponds to a neck diameter, with from light to dark: d ∗ = 
0 . 7 , 0 . 53 , 0 . 44 , 0 . 39 , 0 . 31 , 0 . 26 , 0 . 22 and 0.18.
Fig. 14. Assesment of the space-averaged air volume prediction (8) for the four

















s  hotographs displayed in Figs. 5 and 6 provide snapshots of the
orresponding ﬂows). This evolution is shown in Fig. 13 , using the
ormalized time t ∗. Again we identify the two distinct regimes ob-
erved in Fig. 12 . That is, the gas volume fraction ﬁrst increases
inearly, which corresponds to the liquid being ejected from the
ottle and replaced by an equivalent volume of gas. Once the ﬁrst
ubble has reached the free surface, less gas remains entrapped
ithin the ﬂuid column, which leads to a sudden decrease of 〈 α〉 .
or d ∗ = 0 . 7 , the burst of the ﬁrst bubble occurs at t ∗ = 0 . 4 and
ields a 50% reduction of 〈 α〉 . This phenomenology takes place for
ll neck diameters, as testiﬁed by the presence of a kink in all four
volutions of 〈 α〉 corresponding to d ∗ ≥0.39 in Fig. 12 . Neverthe-
ess, for d ∗ 0.3 the volume of the bubble that ﬁrst reaches the
ree surface is too small to leave a signature in Fig. 13 . 
Beyond this ﬁrst stage, the mean gas volume fraction contin-
ously increases over time at a rate which also goes on increas-
ng. This is because most of the large bubbles contained within
he ﬂuid column break up into a large number of smaller bub-
les as they rise. Small bubbles having a signiﬁcantly lower rise
peed than large ones, the volume occupied by the gas phase in-
reases during the emptying process. In addition, as the discharge
oes on, the overall agitation in the ﬂuid increases. Indeed, the
rst bubbles generated at the neck rise in a relatively quiet wa-
er column in which the fragmentation rate is low. In contrast, the
ubsequent large air bubbles evolve within a much more agitated
edium in which fragmentation is more likely to occur. This en-
anced agitation concurs to produce smaller bubbles which stay
onger within the ﬂuid column, making the rate of change of 〈 α〉
ncrease throughout the process. 
Fig. 13 indicates that 〈 α〉 is an increasing function of the rel-
tive neck diameter whatever t ∗. This feature is a direct conse-
uence of the relative volume of bubbles generated at the neck
ith frequency f os , which grows like d 
∗3 . Nevertheless, rescaling
he experimental curves by d ∗3 does not make them collapse on
 single master curve. The reason for this may be revealed by set-
ing up a simple model allowing the observed evolutions to be pre-
icted beyond the initial transient, assuming negligible compress-
bility of the gas within the two-ﬂuid column. The evolution of the
as volume fraction within the column is driven by the difference
etween the air ﬂux entering through the neck, q , and the one
eaving through the upper free surface, Q = πD 2 U f s / 4 . The gas ﬂux
t the neck is approximately q = ζπd 3 / (6 T os ) , where ζ is an O(1)
re-factor characterizing the actual size of bubbles detaching from
he neck. For a given discharge, we keep ζ constant, just as T os 
see Section 4.2 ). Beyond the initial transient, the volume of the
wo-phase column evolves as V t p (t) = πD 2 / 4 
(
FL −U f s t 
)
. Equat-
ng the time rate-of-change of the gas volume within the column,
 α〉 m (t) V t p (t) , with the difference between the entering and leav-
ng gas ﬂuxes and integrating over time yields the predicted gas
olume fraction 〈 α〉 m as
 α〉 m = α0 +
2 
3 
ζd ∗3 D/T os −U f s 
FL −U f s t 
(t − t 0 ) , (8)
here α0 is the initial volume fraction which we set to the mea-
ured 〈 α〉 at t = t 0 = 2 s , since the model does not account for
he formation of the bubble swarm during the initial stage t < t 0 .
he pre-factor ζ is obtained through a least-square ﬁt of the ex-
erimental data. Model predictions are compared with experimen-
al evolutions in Fig. 14 , revealing a good agreement for d ∗ < 0.35.
or larger diameters, the predictions deteriorate, presumably as a
onsequence of the higher level of agitation within the ﬂuid col-
mn. More speciﬁcally, owing to this intense agitation, fragmenta-
ion produces a larger number of small bubbles. A signiﬁcant frac-
ion of them never reaches the top air buffer, as the corresponding
ubbles are entrained downwards by the outgoing liquid and even-
ually ejected through the neck. . Early times of the discharge
.1. Pressure transient 
The transition from the initial state in which the pressure in
he air buffer equals the atmospheric pressure, to the regime in
hich it gradually oscillates around a slowly-evolving equilibrium
ydrostatic component, is illustrated in Fig. 15 for d ∗ = 0 . 44 and
 = 0 . 75 . This transient is characterized by an exponential decay
f the amplitude of oscillations, until they reach a slowly-varying
mplitude of the order of 1 kPa. This initial transient may be seen
s the impulse response of the system to the pressure disturbance
enerated by the initial condition, here the sudden gate opening. 
As shown in Fig. 15 , the amplitude of pressure oscillations is
ccurately ﬁtted with an exponential function of the form Ae −t/τ +
, where τ is the characteristic decay time, A the initial ampli-
ude of oscillations and B their amplitude at the beginning of the
lowly-evolving regime. Care must be taken when applying such a
Fig. 15. Pressure oscillations during the initial transient for d ∗ = 0 . 44 and F = 0 . 75 . 
Solid line: recorded amplitudes; diamonds: extrema of oscillations; dots: abso- 
lute value of the extrema used in the ﬁtting procedure; dotted line: ﬁtting curve
























































wnonlinear ﬁtting procedure on a scarce data set. For small neck di-
ameters, below d ∗ ≈0.26, the damping time is of the same order
as the oscillations period and therefore can not be accurately es-
timated. This is why only neck diameters d ∗ ≥0.26 are considered
in this section. Values of B agree qualitatively with the experimen-
tal determinations of p ′ reported in Section 4.2 at the beginning of
the slowly-evolving regime. 
The amplitude of oscillations, normalized by the hydrostatic
pressure difference, ρl gFL, is displayed in Fig. 16 (left). This ﬁg-
ure shows that A is entirely determined by the initial conditions -
the pressure p top (0) = p atm in the air buffer and the ﬁlling ratio F
- and does not depend on d ∗. In contrast, the neck diameter deeply
inﬂuences τ , which increases from 0.18 s for d ∗ = 0 . 26 to 0.92 s for
d ∗ = 0 . 7 . Considering a power law τ∝ d n , n is found to vary from
n ≈1.3 for d ∗ 0.4 to n ≈1.7 for d ∗ = 0 . 7 . which suggests that τ
is approximately proportional to d 3/2 throughout the whole range
of neck diameters. Note that this exponent is clearly lower than
n = 2 , ruling out the intuitive idea that the decay might be relatedFig. 16. Variation of the normalized amplitude A ρl gFL of pressure oscillations (left), and de
diameter d ∗ . o viscous effects in the neck region, in which case τ would scale
s d 2 / ν l . The d 
3/2 -scaling may be understood by considering that
he deformability of the ﬁrst bubbles entering the water column
amps the initial pressure oscillation by converting part of the cor-
esponding energy into interfacial energy of gas-liquid interfaces.
o put this scenario on a ﬁrmer basis, consider the isolated system
ade of the air buffer+liquid column, before the very ﬁrst bubble
etaches from the neck and the very ﬁrst liquid jet is ejected out-
ards. Assuming the liquid to be incompressible, the mechanical
ork in this system results solely from the action of the pressure
ithin the air buffer with volume V ab (t) , and makes the bulk in-
ernal energy vary by −p top (t) dV ab when the buffer volume varies
y dV ab . Assuming that the upper free surface remains ﬂat, i.e. its
rea does not vary, the surface energy σA b (t) associated with air-
ater interfaces involved in the system varies by σdA b , owing to
he work of surface tension resulting from interfacial area varia-
ions in the neck region. If dissipation were negligible in this sys-
em, the internal energy of the whole system would be conserved,
mplying that the negative work corresponding to an expansion of
he air buffer would be exactly balanced by a positive work re-
ulting from an increase of the interfacial area in the neck, such
hat σdA b (t) = p top (t) dV ab . This is where the neck diameter en-
ers the scaling of the decay time τ . Keeping in mind that the cap-
llary time at the neck scales as ρ l d 
3 / σ , we normalize τ by 2 π / ω 2 ,
here ω 2 stands for the radian frequency of the lowest mode
f capillary oscillations of a nearly-spherical bubble with diame-
er d (so-called l = 2 mode), known to be ω 2 = 
(
96 σ/ (ρl d 
3 ) 
)1 / 2 
 Lamb, 1932 ). As Fig. 16 (right) shows, τ is adequately re-scaled
n this way, although some scatter remains, and the dimensionless
ecay time ω 2 τ /2 π is of O(1) as expected. 
The initial transient may be considered to end at t ≈2.5 τ , for
hich e −t/τ ≈ 0 . 08 . According to Fig. 4 , the time T fb at which the
ﬁrst bubble reaches the upper free surface exceeds 2.5 τ for all
eck diameters such that d ∗ 0.5. For t < T fb , the air buffer be-
aves as a closed thermodynamic system with a constant mass.
ts volume, V ab (t) = πD 
2 
4 (L − h int (t)) , is known from the record of
he free surface position h int ( t ). Taking into account the initial con-
ition p top (0) = p atm and assuming that air behaves as an ideal
as, we computed pressure variations in the air buffer during the
hole transient using the recorded variations of V ab (t) , after pos-
ulating either an isothermal or an isentropic evolution, the latter
ith an adiabatic index γpv = 1 . 4 . cay time ω 2 τ
2 π of the pressure transient (right), with respect to the normalized neck
Fig. 17. Evolution of the pressure in the air buffer during the ﬁrst two seconds for
d ∗ = 0 . 44 and F = 0 . 75 . Black: recorded signal; green and blue: predicted evolution 
assuming isentropic and isothermal evolutions, respectively. (For interpretation of
the references to colour in this ﬁgure legend, the reader is referred to the web









































aAs Fig. 17 reveals, the actual pressure evolution stands in be-
ween these two extreme assumptions, but signiﬁcantly closer to
he isothermal evolution. A similar comparison was carried out
or all exit diameters, leading to the same conclusion. This implies
hat, following the scenario discussed above, only part of the work
esulting from the displacement of the upper free surface is con-
erted into surface energy at the neck, while the rest is dissipatedig. 18. Visualization of the ﬁrst rising gas entity (FRGE) by the time its apex reaches t
equired for the FRGE to reach h/L = 0 . 5 is speciﬁed in each image. The cyan, red and m
espectively. The conﬁguration corresponding to d ∗ = 0.18 was not reported because the c
 spherical cap bubble.n the bulk and at the walls. As an aside, the fact that the pres-
ure prediction based on the experimental determination of h int ( t )
s consistent with the recorded signal p top ( t ) also provides an in-
irect check of the consistency of the pressure and free surface
eight measurements. 
.2. First rising gas entity 
The evolution of the gas volume fraction discussed in
ection 4.4 revealed the inﬂuence of the ﬁrst rising gas entity
hereinafter abbreviated as FRGE) on the global evolution of the
ystem, most notably for large d ∗. This entity differs from all bub-
les subsequently emitted at the neck, as it is the only one that
ises in a quiescent liquid. This distinctive condition deeply af-
ects its shape, stability and rise speed. To get more insight into
hese features, the interface height detection algorithm described
n Section 2.2 was adapted to also detect the second peak present
n the vertical pixel intensity distribution, as it corresponds to the
pex of the FRGE. The position of the tail of the FRGE was also
etected in conﬁgurations with d ∗ ≥0.44. Fig. 18 shows how the
eometry of the FRGE varies with the neck diameter by the time
ts apex reaches the median horizontal plane of the bottle. In this
gure, the initial ﬁlling rate is kept ﬁxed, with F = 0 . 77 . 
Whatever d ∗ > 0.18, it turns out that the FRGE takes the
orm of a spherical cap bubble or a Taylor bubble, the vol-
me of which signiﬁcantly increases with d ∗. When d ∗ ≥ 0.39,
he length-to-diameter ratio of the Taylor bubble is of O(1) or
ore. The apex rise speed, V ap , was calculated for vertical po-
itions 0.44 ≤ z / L ≤0.69, then averaged over this range. Fig. 19
hows that V ap ≈ 0 . 36 m s −1 whatever d ∗. Based on this estimate,
he characteristic Reynolds number of the FRGE, Re ap = V ap D/ (2 νl ) ,
s approximately 2 ×10 4 . Spherical cap bubbles rising in anhe vertical position h/L = 0 . 5 , for F = 0 . 77 and various neck diameters. The time 
agenta lines indicate the detected free surface, FRGE apex and back face position, 
oalescence rate is too low for bubbles periodically emitted at the neck to generate 
Fig. 19. Rise speed of the FRGE apex for various normalized neck diameters. Solid
line: V ap = 0 . 34 
√ 
gD . Inset: shape of the front part of the corresponding FRGE in 
Fig. 18 with, in black, the leading-order term r = 
√ 
Dz ap in the potential ﬂow so- 
lution (lines have been shifted vertically to improve readability, and horizontally
to make the apex coincide with the tube axis in all cases). Colors specify the cor- 
respondence between the front shape (inset) and the rise speed (top curve), with
































































































p  unbounded domain or in tubes have been widely studied since
Dumitrescu (1943) and Davies and Taylor (1950) (who considered
bubble sizes yielding Reynolds numbers up to Re ap ≈1.2 ×10 4 ); see
the reviews by Wegener and Parlange (1973) and Fabre and Liné
(1992) . The bubble rise speed is known to scale with the square
root of the curvature radius at the apex. That V ap is independent
of d ∗ suggests that all bubbles have a similar curvature in present
experiments. This is conﬁrmed in the inset of Fig. 19 , where we
superimposed all front shapes corresponding to bubbles shown in
Fig. 18 , extracted by a contour detection algorithm. The crucial role
of conﬁnement by the lateral wall is emphasized by the leading-
order potential ﬂow solution, which predicts the shape in the apex
region to be close to r = 
√ 
Dz ap , with z ap the vertical distance from
the apex ( Davies and Taylor, 1950; Héraud, 2002; Clanet et al.,
2004 ). This solution makes it clear that the bubble shape, hence
V ap , does not depend on d 
∗. 
A minimum gas volume must be present in the two-phase col-
umn for a spherical cap or Taylor bubble to form. This critical vol-
ume is available since the very ﬁrst bubble forms at the neck for
large enough d ∗. Conversely, it is reached only after several coa-
lescence events for small neck diameters (see the accompanying
movies and compare those corresponding to d ∗ = 0 . 18 and 0.31).
This is why no spherical cap bubble was observed with d ∗ = 0 . 18 ,
owing to the insuﬃcient number of such events allowed by the
limited height of the device. That successive coalescence events
are required to generate a spherical cap bubble has an inﬂuence
on the time required for the FRGE to reach a given vertical posi-
tion. As Fig. 18 indicates, this time increases with decreasing d ∗, in
line with the smaller coalescence rate observed for small d ∗. 
A simple model may be set up to get some insight into the
growth of the Taylor bubble due to the coalescence of small
bubbles at its back. The idea is to consider the ﬂuid column with
volume V t p = πD 2 FL/ 4 at the bottom of which small bubbles are
injected periodically, and examine the gas ﬂow rate exchanged
between the two markedly different bubbles populations present
in this column, namely the large spherical cap or Taylor bubble
and the swarm of small bubbles. The large bubble is character-
ized by the vertical position of its apex, h ap ( t ), and back face,
h ( t ). As shown in Fig. 20 (left), these positions evolve withba ifferent speeds, depending on d ∗. Based on these two positions,
he volume of the large bubble, V T , may be approximated by
onsidering that it consists of a half sphere and a cylinder, so that
 T = πD 2 / 4 
(
h ap − h ba − D/ 2 
)
+ πD 3 / 12 . Small bubbles are located
n the rear volume, V r = πD 2 h ba / 4 , and occupy an actual volume
 sw = 〈 αsw 〉V r , where 〈 αsw 〉 denotes the gas volume fraction in
he swarm. Knowing the two positions, h ap ( t ) and h ba ( t ), the total
olume of the column, V t p (t) , and the global gas volume fraction,
 α〉 ( t ), makes it possible to determine V sw = 〈 α〉V t p − V T , hence
 αsw 〉 = V sw / V r . The evolution of 〈 αsw 〉 ( t ) is reported in Fig. 20 ,
here it may be compared with that of 〈 α〉 ( t ) which rises linearly
uring this stage. As time proceeds, the swarm volume fraction
xhibits a clear decrease on which oscillations resulting from
uctuations (especially along the lateral wall) in the position of
he back face of the large bubble superimpose. These ﬂuctuations
eﬂect the chaotic sloshing of this back face induced by the burst
f trailing bubbles. To overcome the corresponding large potential
ncertainty in the measurement of h ba ( t ), we ﬁtted the data so as
o retain only the dominant trend in each series. It is noteworthy
hat for t → T fb , 〈 αsw 〉 ( t ) consistently decreases down to values
lose to those measured for 〈 α〉 ( t ) right after t = T f b ( Fig. 13 ), as
onservation of the gas volume requires. Assuming that bubbles
eriodically injected at the neck feed the swarm of small bubbles
ut not the large bubble itself because its back face stands al-
eady far from the neck during the sequence under consideration
 h ba ≥15 cm according to Fig. 20 ), we may write 
dV T 
dt 
= C sw → T , (9)
dV sw 
dt 
= S e − C sw → T , (10)
here S e is the source term resulting from the periodic admission
f air at the neck, and C sw → T is the volume ﬂow rate exchanged
etween the swarm and the large bubble, owing to coalescence
nd break-up events happening in the wake of the latter. Using
inear or cubic polynomial ﬁts of h ap ( t ), 〈 α〉 ( t ) and h ba ( t ), espe-
ially to remove ﬂuctuations in the latter, (9) and (10) may be
mployed to determine the source/sink terms S e (t) and C sw → T (t) .
orresponding predictions are reported in Fig. 20 . The prediction
or S e is found to be within 10% of the expected theoretical value,
d 3 /(6 T os ), giving credit to the post-processing procedure. The
xchange term C sw → T (t) is always positive, which ensures the
rowth of the Taylor bubble. In all cases, C sw → T is initially larger
han S e . Presumably, the reason why the coalescence rate is so
arge during this very early stage stands in the strong acceleration
xperienced by small bubbles entrapped in the wake of the large
ubble and sucked toward its back face. Due to the imbalance
etween C sw → T (t) and S e (t) at early time, the gas volume in the
warm decreases, despite the gas ﬂow rate entering the column.
s the large bubble rises, C sw → T (t) decreases, making 〈 αsw 〉 vary
uch more slowly. As Fig. 20 shows, the larger d ∗, the higher the
nitial value of C sw → T (t) is. This is why the ﬁnal volume of the
aylor bubble increases with the normalized neck diameter, as
oes the magnitude of the jump experienced by the free surface
nd the gas volume fraction at t = T f b ( Figs. 12 and 13 ). 
. Summary and concluding remarks
This study provides new experimental insights into the ﬂow re-
ulting from the emptying of a vertical cylindrical bottle initially
lled with water up to a certain level. The oscillatory nature of
his ﬂow, resulting from the coupling between the compressible
op air buffer and the two-phase column crossed by gas bubbles
enerated at the neck, was examined in detail by CS. Present ex-
eriments were performed with similar neck-to-cylinder diameter
Fig. 20. Inﬂuence of the coalescence of small bubbles on the growth of the initial Taylor bubble ( t ≤ T fb ) for the largest three neck diameters, with from light to dark: d ∗ = 
0 . 7 , 0 . 53 and 0.44. Left: evolution of the apex position, h ap ( t ) (dashed line), and back face position, h ba ( t ) (dots) (as h ap does not depend on d 
∗ , its evolution is only reported 
for d ∗ = 0 . 7 ); solid line: ﬁt used to determine the sink and source terms involved in the model. Center: evolution of the total gas volume fraction, 〈 α〉 ( t ) (dashed line), and 
swarm volume fraction, 〈 αsw 〉 ( t ) (dots); solid line: ﬁt of experimental data. Right: ﬁt-based estimates of the sink and source terms involved in the model, normalized by 
πd 3 /(6 T os ); solid line: source term S e (t) due to the periodic admission of bubbles at the neck; dashed line: volumetric ﬂow rate C sw → T (t) exchanged between the Taylor 














































































tatios d ∗, but smaller cylinder height-to-diameter ratios, L / D , com-
ared to these reference experiments. The initial ﬁlling ratio, F ,
as varied over a wide range. The operating conditions selected
or L / D and F allowed us to magnify the relative duration of the
nitial transient stage of the discharge. 
We conﬁrmed the robustness of the ﬂow oscillatory behavior.
hat is, whatever the neck diameter, the dominant response of the
ow to the neck opening is periodic, even during transients involv-
ng the rise of large Taylor bubbles. Although the pressure signal
ecomes more complex when d ∗ increases, the period T os remains
orrectly predicted by the model derived by CS. Provided d ∗ 0.25,
he global emptying time, T e , is also well predicted by (2) what-
ver the initial ﬁlling ratio, which extends the original prediction
y the same authors to arbitrary values of F . 
The initial stage of the ﬂow involves two distinct but partly (or,
or large exit diameters, almost entirely) superimposed transients.
he ﬁrst of them, also the fastest in most cases, results from the
nitial expansion of the top air buffer, the volume of which has to
dapt instantaneously to a new pressure condition when the gate
pens. We showed that, during this ﬁrst transient, the evolution
f the pressure disturbance in the air buffer results from the com-
ined effect of the hydrostatic pressure head, ρl gFL (which gov-
rns its amplitude), and the deformability of bubbles that form
t the neck (which governs its decay and imposes a d ∗3/2 -scaling
o the characteristic damping time). Thus the pressure disturbance
nsures a complete coupling of the ﬂow, from the neck to the
op air buffer, and its dynamics involves gravity and capillary ef-
ects, together with two widely different spatial scales, FL and d .
s the mass enclosed in the air buffer remains unchanged dur-
ng this early stage, the upper free surface and the pressure ad-
ust themselves, so as to ensure an approximate isothermal evo-
ution. The second transient results from the rise of the ﬁrst gas
ntity within the ﬂuid column. This entity may take the form of a
tring of wobbling bubbles or a large Taylor bubble, depending on
 
∗. As this gas entity rises, the relative gas volume within the ﬂuid
olumn progressively increases while liquid is ejected through the
eck, allowing the total volume of the column to remain almost
nchanged. For d ∗ 0.2, the ﬁrst rising gas entity exhibits a spher-
cal cap shape, eventually turning into a large Taylor bubble, after auﬃcient number of coalescence events have taken place. As soon
s its front radius of curvature becomes of the order of the cylin-
er radius, this bubble rises with a constant speed whatever d ∗.
uring its growth, and for large enough d ∗, we could determine
he gas volume fraction 〈 αsw 〉 in the bubble swarm trailed by the
arge bubble. We set up a simple model to explain the growth of
he Taylor bubble volume, using a simple mass conservation argu-
ent giving access to the rate at which air is transferred from the
warm to the large leading bubble. The corresponding exchange
olume ﬂux, C sw → T , is always positive and its magnitude increases
ith d ∗, reﬂecting the larger number of topological changes that
ake place when the exit-to-cylinder diameter ratio increases. 
Beyond this initial transient, a slowly-evolving discharge pro-
ess takes place. The mean pressure in the top buffer increases lin-
arly over time, while the mean liquid mass decreases with a con-
tant rate. High-frequency oscillations induced by periodic bubble
ormation at the neck superimpose on these linear dynamics. Their
mplitude decreases linearly over time during most of the dis-
harge. However, during the very last stage, this amplitude tends
o zero at a d ∗-independent rate, presumably because the remain-
ng oscillations result from a direct coupling between the neck and
he local ﬂuctuations of the free surface position. For a given F ,
ontrasting gas-liquid ﬂows typologies were observed in the liq-
id region, depending on d ∗. The ﬂow structure was also found
o strongly evolve over time, with marked differences between the
ransient stage and the subsequent slowly-evolving stage. 
A natural extension of this work would consist in examining
n detail the bubble formation process at the neck throughout
he discharge. It would in particular shed light on the sensitiv-
ty of this process to the internal agitation of the two-phase col-
mn, which gradually increases during the discharge, owing to the
haotic motion within the bubble swarm and the sloshing of the
ree surface. Another aspect worthy of investigation would con-
ist in examining the inﬂuence of the neck’s length. As shown by
ehrani et al. (1992) , increasing this length may change the dy-
amics of oscillations by adding a large pressure loss in the sys-
em. How these changes are reﬂected in the dynamics of bubbles
eleased from the neck is unknown and could be investigated with























































ZWe expect results obtained in the course of this investigation
to be useful for further validation of multi-scale gas-liquid ﬂow
models; see Mer et al. (2018) for a discussion of issues related to
predictions of some of these models in this physical conﬁguration.
Indeed, the broad variety of gas-liquid ﬂows revealed by present
observations represents a real challenge for ‘large-eddy’ simulation
techniques. In such approaches, the two-phase ﬂow structure is di-
rectly resolved only down to a certain scale dictated by the com-
putational grid, while the dynamics of the subgrid-scale dispersed
phase and its interactions with the resolved scales is modeled with
the help of closure laws. The phenomenologies observed here for
‘small’ and ‘large’ d ∗ give insight into the mechanisms that need
to be captured by these closure laws. For small d ∗, bubbles period-
ically emitted at the neck undergo a few successive coalescences
resulting in the creation of a swarm of bubbles with a limited size
dispersion. For larger d ∗, they rather undergo a large number of
break-ups close to the neck, which yields the formation of bubble
swarms with a high gas volume fraction and a broad size disper-
sion. During the initial transient stage, large spherical cap or Taylor
bubbles form, thanks to the eﬃciency of coalescence of small bub-
bles ‘sucked’ in the wake of a larger bubble. Are current interface
tracking numerical techniques combined with subgrid-scale clo-
sure models capable of dealing properly with the above ‘small-to-
large’- d ∗ transition? For instance, can advanced two-phase ‘large-
eddy’ simulation approaches produce quantitative predictions for
well-deﬁned quantities involved in the sequence corresponding to
Figs. 5 and 6 , such as ( i ) the critical d ∗ beyond which the ﬁrst
rising gas entity turns into a Taylor bubble; ( ii ) the life time and
maximum length reached by this bubble as a function of d ∗; ( iii )
the volume-averaged gas fraction 〈 α〉 left in the bottle just after
the Taylor bubble has burst at the free surface? These are only
a few examples of simple, albeit challenging, predictions that any
two-phase software aimed at predicting complex gas-liquid ﬂows
of engineering or environmental relevance should provide. 
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