Introduction
Vehicle information (i.e., position, velocity, and direction) is very important for transportation management, security surveillance, and military applications. In order to extract vehicle information, a sequence of vehicle positions is normally acquired in a fixed time interval. These vehicle positions and time intervals are then used to calculate vehicle velocity and direction. The equipment that is usually used for vehicle information extraction includes radar (Liu et al., 2001; Nag et al., 2003; Liu and Jen, 1992) , SAR (Dias et al., 2003; Sun et al., 2002; Pettersson, 2004; Soumekh, 2002) , and video cameras (Munno et al., 1993) . The system platforms are almost always ground-based (Castellano et al., 1999; Nag et al., 2003; Munno et al., 1993; Pettersson, 2004) or aircraft based (Liu et al., 2001; Sun et al., 2002; Soumekh, 2002) . To date, satellites have seldom been used.
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Radar, SAR, and video cameras can acquire a sequence of images over a relatively long duration (i.e., several seconds to several hours). Each image has the same resolution. Typically the images are registered, and then the vehicle's position change is calculated. Therefore, for Radar, SAR, and video cameras, geometric processing is not a problem. The research focus for such equipment is on automatic target detection and extraction. Some researchers have used a generalized likelihood ratio as a threshold to judge which target is in motion (Liu et al., 2001; Dias et al., 2003; Pettersson, 2004) . Others have used a filter (Nag et al., 2003) , or have applied a fractional Fourier transformation (Sun et al., 2002) for digital target detection. Munno et al.(1993) utilized Victo's frequency domain spatiao-temporal filtering and spatio-temporal constraint error of image frame pairs to detect and track vehicles or people in natural scenes in spite of challenges such as low image contrast, changes in the target's infra-red image pattern, sensor noise, or background clutter (Munno et al., 1993) .
The method presented here is completely different, and is based on information obtained from high-resolution imagery provided by a single satellite pass. Some highresolution satellites such as Ikonos and QuickBird have two sensors. These sensors can therefore acquire two sets of images for the same target area in one pass. For example, the QuickBird satellite can acquire one panchromatic (PAN) image and one multispectral (MS) image in a single pass. The time that the PAN sensor passes through the nadir point is different from that of MS sensor. Therefore, there is a time interval between the PAN image and the MS image (less than one second). If the target vehicle is in motion, the PAN image and MS image will record two different positions of the same vehicle. So theoretically, from a single satellite pass, two different positions of a vehicle can be extracted from the PAN image and MS image, respectively. Thus the vehicle's velocity and direction can be calculated.
This method presents challenges for image processing. First, unlike radar, SAR, and video cameras, QuickBird satellites can only acquire one image pair (a PAN image and a MS image) during each pass, and each image has a different resolution. This makes image registration more difficult than usual. Second, the time interval between the PAN image and MS image is very short. A very small error in registering the vehicle's position will cause a very large error in calculating its velocity. Third, traditional equipment can acquire many images and the vehicle's velocity can therefore be adjusted using the image sequence, but for the QuickBird satellites, only one pair of images can be used to calculate vehicle's position and velocity. Without redundant data, the velocity error is very difficult to find and correct.
Our focus is on how to reduce the error in registering the vehicle's position. Traditionally, the image change detection technique is used for vehicle information extraction. But the accuracy of this technique is directly affected by image scale, ground relief, and image resampling. In order to avoid this problem, a direct location algorithm to calculate vehicle's ground position from its image position based on a Digital Elevation Model (DEM) is developed below.
We believe that this technique offers a new choice for extracting vehicle information. We begin this paper by describing traditional methods and discussing their limitations for use with QuickBird images. We then present our new methodology and test it using QuickBird satellite imagery. Finally, we discuss the results and present our conclusions.
Traditional Methods
Fundamentally there are two different ways to extract vehicle information from images. One is to extract vehicle information in the image domain, and the other is to extract vehicle information in the object domain. These methods use a change detection algorithm to extract the change in the vehicle's position, but as shown below, if these methods are used to process the high-resolution satellite images, there will be many difficulties. These two traditional methods are described in more detail in the following sections, and their limitations for extracting vehicle information from QuickBird satellite imagery are described.
Vehicle Information Extraction in Image Domain (Method 1)
In this method, images are first registered, and then the change detection method is used to extract vehicle's position change. Finally, the vehicle's position, velocity, direction, and acceleration/deceleration are calculated and adjusted (Munno et al., 1993; Nag et al., 2003) ; Figure 1 shows the flowchart.
After acquiring a sequence of images, the vehicle's speed between two neighboring images can be calculated.
Using this information, the vehicle's acceleration or deceleration can be calculated. From all the vehicle's positions and the time interval, the vehicle's average speed can be calculated (Figure 2 (Figure 3) , in image space, the distance S that vehicle has moved during the time interval is calculated as:
( 1) where S is distance (pixels), (I A , J A ) and (I B , J B ) are image coordinates (pixels); J A is the column of point A, I A is the row of point A, J B is the column of point B, and I B is the row of point B.
Then, the velocity can be calculated as following:
where v is speed (pixels/second) and t is time (seconds);
where is the moving direction angle (degrees) (See Figure 3) .
Vehicle Information Extraction in the Object Domain (Method 2)
In this method, the images are first registered, then the PAN and MS images are orthorectified to the same resolution. Next, the change detection method is used to extract
Figure 3. Image specifications (In Image Space, each pixel has a different scale; the nadir point is the smallest pixel.). Figure 5 . The relationship between ground distance and ground elevation (For image distance a-b, its corresponding ground distance A-B is inverse proportional to the ground height h.) (Wolf, P.R., and C.D. Ghilani, 2002) . the vehicle's position change. Finally, the vehicle's velocity, direction, and acceleration/deceleration are calculated and adjusted. Figure 4 shows the flowchart of Method 2.
The Drawbacks of the Traditional Methods
If Method 1 is used to extract vehicle information from QuickBird images, three factors affect the accuracy of the final result: scale change, ground relief variation, and image resampling error. Because Method 2 includes a process of image orthorectification, it can effectively avoid the error of scale change and ground relief variation, but Method 2 is still affected by the image resampling error. Each of the three types of error is described below.
Scale Change
Before orthorectification, each image pixel on a QuickBird image has a different scale. The nadir point on the image is the smallest pixel. The farther the pixel is from the nadir point, the bigger it is. For QuickBird, the nadir point resolution on the PAN image is 0.61 meters and the 25°off-nadir point resolution is 0.72 meters. The nadir point resolution on the MS image is 2.44 meters and the 25°off-nadir point is 2.88 meters (QuickBird Product Guide, 2003) . Therefore, if vehicle C (in Figure 3 ) moves at a speed of five pixels per second at the nadir point and vehicle D (in Figure 3 ) also moves at five pixels per second at the off-nadir point, vehicle D is moving faster than vehicle C.
Ground Relief Variation
Before orthorectification, the pixel size on a QuickBird image changes with the ground relief. In Figure 5 , from similar triangles ⌬LCa and ⌬LDA, we can get Equation 4:
From similar triangles ⌬LCb and ⌬LDB, we can get Equation 5:
From Equation 4 and Equation 5
, we can get:
From Equation 4 and Equation 6, we can get:
From Equation 7, we can get Equation 8:
For a satellite image, the focal length f and flying height H are constants. For a line ab on the image, its distance AB on the ground is inversely proportional to the ground height h. The greater the ground height h, the smaller the ground distance AB.
Image Resampling Error
Image resampling error can reach 0.5 pixels and directly affects the accuracy of a vehicle's position, velocity and direction. Such an error will result in a 0.3 m position error (for PAN image) and 1.22 m position error (for MS image), respectively.
The Proposed Method for Vehicle Information Extraction
Because the time interval between the PAN and MS images is so small, even a small error in the image position will result in a very large error in the ground position, velocity, and direction. Therefore, every factor that can reduce error and improve accuracy should be considered. In order to avoid the error from image scale, ground relief, and image resampling, a Direct Location Algorithm (DLA) is suggested. This method extracts vehicle information in the object domain, but it does not require image resampling. This method consists of three main components: the DLA, sensor model refinement, and vehicle image position refinement ( Figure 6 ). 
Developing the Direct Location Algorithm (DLA)
In photogrammetry, space intersection can be used to calculate a tie point's ground position. In the current example, this is not feasible. First, the air base is too short (about 7.5 km) compared to the flight height (450 km), and the intersection angle is therefore too small, about two degrees (QuickBird Product Guide, 2003 ; http://www.digitalglobe.com). This means that a small error with an intersection angle will result in very large error in the ground position. Second, the target vehicle is in motion. Therefore, the two points on the PAN and MS images are not tie points. They are actually two different points. In this research, an algorithm is developed to calculate a vehicle's ground position from its image position based on a DEM. Figure 7 is the flowchart of the DLA.
The steps used to develop this direct location algorithm are described below: 
. If these differences are less than the threshold, perhaps 0.0001 pixel, stop the iterations and output the ground position (X, Y, Z); 10. Otherwise, use ⌬I, ⌬J to correct the ground coordinates (X, Y).
11. Go to step 6. rational polynomial coefficient (RPC) as their geometric sensor model, such as the following:
Sensor Model Refinement
where (I, J) are the image coordinates, (X, Y, Z) are the ground coordinates, and a ijk is the polynomial coefficient.
Both the physical sensor model and RPC have a definite value of absolute positioning error. For example, according to the test we conducted, before refinement with ground control points (GCPs), the sensor model provided with SPOT1, SPOT2, and SPOT4 has about a 300-meter absolute positioning error, and the sensor model for SPOT5 has about a 50-meter absolute positioning error. The sensor models for Ikonos and QuickBird each have about a 20-pixel absolute positioning error. If these sensor models are used to calculate a vehicle's ground position, the error of the sensor model will be propagated to the position. Therefore, the sensor model error will affect the final result.
Many researchers have done substantial work on sensor model refinement. Di et al. (2003) have proposed two methods to improve the geopositioning accuracy of Ikonos GEO products. One method is to use a large number of GCPs to compute new RPCs. Another method is to use a linear polynomial to correct RPCs in the object domain. Grodeki and Dial (2003) have also proposed the use of a polynomial to correct RPCs in the image or object domain.
Generally, the polynomial correction method can effectively correct the satellite sensor model and provide a relatively good result. For Ikonos imagery, Di et al. (2003) improved the ground position accuracy to one to two meters after the sensor model refinement and Grodeki and Dial's results also showed that ground position accuracy had been improved to one to two meters (2003) .
In the present research, vehicle velocity and direction are the most important information data to be extracted. Therefore, relative position accuracy is our focus. Other than GCPs, only tie points are used to refine the sensor models. An iteration algorithm was therefore developed to refine the linear polynomial. Finally this polynomial is used to correct the RPCs: where (X, Y, Z) are the ground coordinates after correction, (X RF , Y RF , Z RF ) are ground coordinates derived from RPC, and (a i , b i , c i ) are correction coefficients. Figure 9 shows the flowchart of sensor model refinement.
The steps used to refine the polynomial coefficients are described below:
1. Use the DLA (Figure 8) 
Refinement of Vehicle Image Position
Because the vehicle's ground position is calculated from its image position, a "region growing" method is used to refine the vehicle's image position, so as to improve its accuracy. In order to use the vehicle's central image position to calculate its ground position, a "region growing" method is used to collect all the vehicle pixels. The average value of the vehicle's image position is then used as the vehicle's central position.
When the region growing method is used to collect pixels, a threshold should be set up to judge whether or not a pixel represents the vehicle. Here a 5 by 5 window is used for a statistical calculation. The minimum and maximum gray values are searched within this window. The average value of these two gray values is used as the threshold.
Different vehicles may be in close proximity and, therefore, the vehicle pixels may be overlapping (Plate 1c and 1d). In order to avoid mixing two or more vehicles together, only the connected pixels are considered as belonging to the same vehicle. Some vehicles are very long (Plate 1a), so another threshold corresponding to the long vehicle is used. For example, for a threshold of 20 pixels, if the vehicle length is greater than 20 pixels, then stop region growing and output non-vehicle information.
Test Using QuickBird Images
A pair of level 1A (basic) QuickBird images, which includes a 2.44 meter resolution multispectral image (Plate 2) and a 0.61 meter resolution panchromatic image (Figure 11) , was used to test our program. These images were acquired on 26 July 2002 in Gagetown, New Brunswick, Canada. Only a portion of each image was used. Table 2 shows the detailed data clipping information. Because the sensor model RPB is for the whole image, the local image coordinates must include the upper left coordinates of each image before we use the sensor model to calculate a vehicle's ground position from its image position.
The direct location algorithm requires a Digital Elevation Model (DEM) to deliver the third dimension height (Z). In our experiment, a free Global DEM was used, having a resolution of 30 seconds (about 1,000 meters). Figure 12 shows the DEM corresponding to the images, interpolated using a cubic sampling algorithm.
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Because the QuickBird level 1A (Basic) PAN and MS images are not registered, 15 tie points were used to refine the sensor models and register the images together. Table 3 shows image coordinates of the 15 tie points. Table 4 shows the relative position deviation before sensor model refinement, and Table 5 shows the relative position deviation after sensor model refinement. These tables show that after sensor model refinement, the mean deviation of the tie points has been reduced from 3.47 meters to 1.33 meters (Figure 13) . Figure 14 shows 24 vehicles we selected for testing on the panchromatic imagery. Each vehicle's image position was first manually measured. The region growing method was then used to collect all vehicle pixels. Next, these pixels were used to calculate each vehicle's average image coordinates. Table 6 shows each vehicle's initial image coordinates and their final image coordinates after refinement. These refined vehicle image coordinates were then used to calculate their ground coordinates, velocity, and direction. Table 7 shows the result. Figure 15 shows the position, velocity, and direction of motion of the vehicles. Table 7 and Figure 15 show that the mean speed is about 100 km/h. We noted that some vehicles were moving at speeds quite different from the mean. We investigated these vehicles in more detail (Table 8) . Most of the slow vehicles were found to be either on the road shoulder (vehicle 6) or in the slow lane. In the latter cases, the slow vehicle had either just been passed by another vehicle (vehicle 8 and 15) or was being passed (vehicle 13). For the fast vehicles, they either were passing other vehicles (vehicle 12) or had just passed on other vehicle (vehicle 9 and 18). Some vehicles were in the slow lane, but moving at high speed (vehicles 4, 9, 11, 16, 18, 19, 20, and 22) . It is interesting to note that vehicle 24 is in the fast lane, but its speed is only 77.5 km/h. In a real time transportation management or security screening, vehicle 24's speed might be worthy of investigation. 
Error Analysis and Discussion
The accuracy of vehicle information is dependent on the DEM, vehicle image position, the satellite sensor model, and the time interval between capture of the PAN and MS images. The time interval can be considered as constant, since it cannot be changed. A DEM is used in our method to deliver the third dimension, i.e., height. The DEM's accuracy will directly affect the accuracy of vehicle position. For example, vehicle P's ground position is calculated using its PAN and MS image positions. Then, we can obtain its ground position A. If the DEM has error h, the vehicle's ground position is calculated with height 0, and the vehicle's ground position B and C can then be obtained (Figure 16) .
From Figure 16 , we can obtain the following equations: (18) where S AC is the vehicle's position error caused by DEM error, and S BC is the relative deviation caused by the DEM error. In this experiment, a Global DEM with a resolution of 30 seconds was used. We assume that the error of this DEM is 10-meters. Here, if the incidence angle is 25 degrees and intersection angle is one degree, then the position error will be 4.66 m and relative deviation will be 0.18 m. Obviously, the position error is much greater than the relative deviation. Because it is the relative deviation, not the ground position that directly affects the vehicle's velocity calculation, the effect of DEM error on the vehicle's ground position is much more severe than that of the vehicle's velocity.
Besides the DEM, another factor that affects the accuracy of the vehicle position is the satellite sensor model. In our method, a linear polynomial was used to correct the sensor model. After refinement, the mean relative deviation of tie points was reduced from 3.47 m to 1.33 m.
The third factor affecting accuracy is the vehicle's image position. If the vehicle's image position has a 0.5 pixel error, the vehicle's ground position will be 0.3-meters (for the PAN image) and 1.22-meters (for the MS image). Although a region growing method is used to collect all the vehicle pixels and all these pixels are used to calculate the vehicle's central position because a threshold for image segmentation is used to judge whether a pixel is a vehicle or not, the image segmentation is pixel accuracy. If a sub-pixel segmentation method is used here, the accuracy of the vehicle image position will be improved. Table 9 shows the vehicle's error caused by DEM, satellite sensor model, and the vehicle's image position. Compared these three error sources, it is very obvious that the vehicle error mainly comes from the satellite sensor model, and the vehicle image position, especially the vehicle image position on the MS image. The DEM error contributes the smallest part to the vehicle error.
Conclusions
A new method of vehicle information extraction from a single pass of QuickBird imagery is presented. It includes three major components: (a) A new approach using tie points to refine sensor models, (b) a method to refine vehicle's image position, and (c) a new direct location algorithm to calculate a vehicle's ground position from its image position. The experimental results show that this technique can effectively extract a vehicle's position, velocity, and direction. Most of the high-resolution satellites can now acquire both PAN and MS images. So this technique potentially offers a new cost-effective choice to extract vehicle information.
We also recognize that there is still potential for further improvement in the vehicle image coordinates calculation and sensor model refinement. A more precise DEM is another way to improve the accuracy. Because the satellite time interval is very small, even a marginal improvement in the vehicle image coordinates, say 0.1-pixel, will yield a very large contribution to the accuracy of vehicle information. This will be the focus of our future research.
