Given a random word of size n whose letters are drawn independently from an ordered alphabet of size m, the fluctuations of the shape of the random RSK Young tableaux are investigated, when n and m converge together to infinity. If m does not grow too fast and if the draws are uniform, then the limiting shape is the same as the limiting spectrum of the GUE. In the non-uniform case, a control of both highest probabilities will ensure the convergence of the first row of the tableau toward the Tracy-Widom distribution.
Introduction and results
Let A m = {α 1 < α 2 < · · · < α m } be an ordered alphabet of size m and let a word be made of the random letters X m 1 , . . . , X m n (independently) drawn from A m . Recall that the RobinsonSchensted-Knuth (RSK) correspondence associates to a (random) word a pair of (random) Young tableaux of the same shape, having at most m rows (see, e.g., [Fu] or [St] ). It is then well known that the length, V 1 (n, m), of the top row of these tableaux coincides with the length of the longest (weakly) increasing subsequence of X m 1 , . . . , X m n . The behavior of V 1 (n, m) when n and/or m go to +∞ and its connections to various areas of mathematics (e.g., random matrices, queueing theory, percolation theory) have been investigated in numerous papers ( [BDJ] , [BS] , [BM] , [GW] , [ITW1] , [ITW2] , [Jo] , [TW3] , . . . ). For instance, appropriately renormalized and for uniform draws, V 1 (n, m) converges in law, as n goes to infinity and m is fixed, to the largest eigenvalue of an m × m matrix from the traceless Gaussian Unitary Ensemble (GUE). More generally (see [Jo] ), when n → +∞ (and m is fixed), the shape of the whole Young tableaux associated to a uniform random word converges, after renormalization, to the law of the spectrum of an m × m traceless GUE matrix. For different random words, such as non-uniform or Markovian ones, the situation is more involved ([ITW1] , [ITW2] , [HL3] , [HX] , [CG] ).
For independently and uniformly drawn random words, the following result holds, where, below and in the sequel, "⇒" stands for convergence in distribution. 
where (B 1 , . . . ,B m ) is a multidimensional Brownian motion with covariance matrix having diagonal terms equal to 1 and off-diagonal terms equal to −1/(m − 1), and where I k,m is defined by I k,m = t = (t j,l : 1 ≤ j ≤ k, 0 ≤ l ≤ m) : t j,j−1 = 0, t j,m−k+j = 1, 1 ≤ j ≤ k, t j,l−1 ≤ t j,l , 1 ≤ j ≤ k, 1 ≤ l ≤ m − 1; t j,l ≤ t j−1,l , 2 ≤ j ≤ k, 1 ≤ l ≤ m − 1 .
Here, and in the sequel, the rows beyond the height of the tableau are considered to be of length zero. If we let Θ k : and C m = (2π) m/2 m j=1 j! (see [Me] ). An important fact (see [Ba] , [BJ] , [Do] , [GTW] , [HL3] , [OCY] ) asserts that 
In fact, if λ 1 GUE,m , λ 2 GUE,m , . . . , λ m GUE,m is the (ordered) spectrum of an m × m element of the GUE, then
where Z m is a centered Gaussian random variable with variance 1/m, independent of the vector λ
GUE,m , and where e m = (1, 1, . . . , 1); see [HX] for simple proofs of (2) and (3).
Finally, recall that, as m → +∞, the asymptotic behavior of the spectrum of the GUE has been obtained by Tracy and Widom (see [TW1] , [TW2] and also Theorem 1.4 in [Jo] , with a slight change of the notation):
Theorem 2 For each r ≥ 1, there is a distribution F r on R r such that
Remark 3 The distribution F r is explicitly known (see (3.48) in [Jo] ) and its first marginal coincides with the Tracy-Widom distribution.
Since Z m m 1/6 ⇒ 0 as m → +∞, taking successively the limits in n and then in m, (1)-(4) entail, for each r ≥ 1, that
Following universality argument in percolation models developed by Bodineau and Martin ([BM] ), we show below that the limits in n and m in (5) can be explicitly taken simultaneously when the size m of the alphabet does not grow too fast with respect to n. Doing so, we are dealing with growing ordered alphabets and at each step, the n letters X m i , 1 ≤ i ≤ n, are redrawn (and not just the nth letter as in the case with the model studied in [HL2] ). In a way, we are thus giving the fluctuations of the shape of the Young tableau of a random word when the alphabets are growing and are reshuffled. In the sequel, m will be a function m(n) of n. However, in order to simplify the notation, we shall still write m instead of m(n). A main result of this note is the following:
Theorem 4 Let m tend to infinity as n → +∞ in such a way that m = o(n 3/10 (log n) −3/5 ). Then, for each r ≥ 1,
Remark 8, below, briefly discusses the growth conditions on m. Since, again, the length of the first row of the Young tableau is the length V 1 (n, m) of the longest increasing subsequence and since the first marginal of F r is the Tracy-Widom distribution F T W , we have the following result:
Corollary 5 Let m tend to infinity as n → +∞ in such a way that m = o(n 3/10 (log n)
When the independent random letters are no longer uniformly drawn, a similar asymptotic behavior continues to hold for V 1 (n, m) as explained next. Let the X . Now, from [HL1] and as n → +∞, the behavior of the first row of the Young tableau in this non-uniform setting is given by
For the limiting behavior in m of the right-hand side of (6), as explained next, two cases can arise, depending on the number of most probable letters in A m . Setting
and combining (2), (3) and (4), as well as Remark 3, when k = 1, and since, clearly,
First, let k(m) be bounded. Eventually extracting a subsequence, we can assume that k(m) is equal to a fixed k ∈ N \ {0} and since p m max ∈ [0, 1], we can also assume that p m max → p max . In this case, taking the limit first in n and next in m yields
The limiting distribution on the right-hand side of (8) depends on k. For instance, for k = 1, we recover a Gaussian distribution, while for k > 1 and specific choice of the p m max for which lim m→+∞ p m max = 0, we recover (8) without the Gaussian term. Thus, in general, when k(m) is bounded, there is no global asymptotics, but only convergence (to different distributions) along subsequences.
Next, let k(m) → +∞. In this case, in (6), the Gaussian contribution is negligible. Indeed,
Hence, plugging the convergence result (7) into (6) leads to
where the limit is first taken as n → +∞ and then as m → +∞. In this non-uniform setting, we have the following counterpart to Corollary 5 with an additional control on the second largest probability for the letters of A m . More precisely, let p
Let the size m of the alphabets vary with n and assume that k(m(n)), the number of most probable letters in A m , goes to infinity when n → +∞, in such a way that k(m(n)) = o(n 3/10 (log n) −3/5 ). Assume, moreover, that
Then
Let us again stress the fact that in the previous result, m is a function of n, with the only requirement beeing that k(m(n)) = o(n 3/10 (log n) −3/5 ). Note that in the uniform case, k(m) = m and p Let us now put our results in context, relate them to the current literature and also describe the main steps in the arguments developed below.
Bodineau and Martin [BM] showed that the fluctuations of the last-passage directed percolation model with Gaussian i.i.d. weights actually extend to i.i.d. weights with finite (2 + r)th moment, r > 0. Their arguments rely, in part, on a KMT approximation which was already used by Glynn and Whitt [GW] in a related queueing model.
Here, we closely follow [BM] and take advantage of the representation (2) of the spectrum of a matrix in the GUE. Using Brownian scaling in those Brownian functionals, we can mix together n and m in the corresponding limit (4) (see (14) below). Then, exhibiting an expression similar to (2), but with dependent Bernoulli random variables, for the shape of the Young tableau (see (17)), we show via a Gaussian approximation that the Bernoulli functionals stay close to the Brownian functionals (see (19)), so as to share the same asymptotics.
Since we apply a Gaussian approximation to Bernoulli random variables with a strong integrability property, the strong approximation can be made more precise than in [BM] . However, this is not enough to obtain the fluctuations for m of larger order. Actually the Gaussian approximation is responsible for the condition m = o n 3/10 (log n) −3/5 , which falls short of the corresponding polynomial order condition m = o(n 3/7 ) obtained in [BM] . However, in contrast to [BM] , the stronger integrability property of the Bernoulli random variables and the stronger condition on m are required to control the constants appearing in the Gaussian approximation applied to a triangular scheme of different distributions.
Using Skorokhod embedding, Baik and Suidan [BS] derived, independently of [BM] , similar convergence results (see Theorem 2 in [BS] ), under the condition m = o n 3/14 . See also [Su] for related results (under m = o n 1/7 ) in percolation models using functional methods in the CLT. Finally, note that [BM, BS, Su] deal with percolation models with i.i.d. random variables under enough polynomial integrability. In our setting, the lengths of the rows of the Young tableaux associated to random words are expressed in terms of dependent (exchangeable in the uniform case) Bernoulli random variables. We are thus working with much more specific random variables, but without complete independence.
The paper is organized as follows: Section 2 is devoted to the proof of Theorem 4, while we sketch the changes needed to prove Theorem 6 in Section 3. We conclude in Section 4 with some remarks on the convergence of whole shape of Young tableaux when the draws are non-uniform.
Proof of Theorem 4
Brownian scaling.
where
coincides with the Brownian percolation model used in [BM] ; see also [GW] for a related queueing model. For
) has the same law as the spectrum of an m × m GUE matrix; see [Do] and [HX] .
. . , B m , which are independent, Brownian scaling entails that
Plugging (13) into (4) yields, as m → +∞,
Combinatorics. Let 
with the convention that S m,1 0 = 0. More involved combinatorial arguments yield the following expression for V k (n, m) (see Theorem 5.1 in [HL3] ):
which is to be compared with (12) for Brownian functionals.
Centering and reducing. Let
Note that σ
and that m 1/6 m 1/2 σ m ∼ m 1/6 , and so the limit under study is the same as that of
Bound. Next, and as in [BM] , we bound the difference between V k (n, m) and L k (n, m). This bound holds true for any Brownian motions (B m,j t ) t≥0 but it will only be correctly controlled for a special choice of the Brownian motions and for copies of the random variables X m i,j given by a coupling (using a strong approximation result, see Proposition 7 below).
where we set
Gaussian approximation. From now on, we assume that for each n and l ∈ [1, m] (recall that m = m(n)), the random variables X Proposition 7 Let (X n ) n≥1 be a sequence of i.i.d. random variables with common distribution F having finite exponential moments. Then, on a common probability space and for every N , one can construct a sequence ( X n ) 1≤n≤N having the same law as (X n ) 1≤n≤N , and independent Gaussian variables (Y n ) 1≤n≤N having the same expectations and variances as (X n ) 1≤n≤N , such that for every x > 0:
where c 1 (F ) and c 2 (F ) are positive constants (depending on F ). Moreover c 1 (F ) = c 3 λ(F ) and c 2 (F ) = λ(F ) Var(X 1 ) 1/2 , where c 3 is an absolute constant and λ(F ) is given by
The strong approximation entails the following bound for the tail of Y m,l n :
while, since |X
Thus, c 1 (m) and c 2 (m) behave like 1/ √ m. Also, note that the bound in (20) is non-trivial for x ≥ã n := log(1 + c 2 (m)n 1/2 )/c 1 (m).
Approximating sets. Let
> a n }, for some a n = Cc 1 (m) −1 (log n) 2 ) ≥ a n where C is some finite constant. We have
Standard estimates (including reflection principle, Brownian scaling and Gaussian tail estimates) lead to 
Final bound. From (14), the approximation of ( V k (n, m)) 1≤k≤r by (L k (n, m)) 1≤k≤r will imply the theorem if
for some c n = o(n 1/2 m −1/6 ).
Since lim n→+∞ P(A n 1 ) + P(A n 2 ) = 0, it is enough to prove that
But
Finally,
A choice of c n ensuring that the bound in (25) goes to zero as n → +∞ and also compatible with (23) is possible when m 3/2 log n = o(n 1/2 m −1/6 ), that is, when m = o(n 3/10 (log n) −3/5 ). Finally, (22) and (24) hold true, completing the proof of Theorem 4.
Remark 8
• In the above proof, the condition m = o(n 3/10 (log n) −3/5 ) is needed only once, to ensure the compatibility of (23) with the bound (25). However, this is essential to make the Gaussian approximation work.
• When m = [n a ], the growth condition m = o(n 3/10 (log n) −3/5 ) can be rewritten as a < 3/10 and this growth condition remains true, in particular, when m is of subpolynomial order. The condition a < 3/10 is stronger than its counterpart a < 3/7 in [BM] and this seems to be due to the fact that we work with a triangular array of random variables.
• For the top line of the tableau, our result falls short of a result of Johansson in [Jo] , which asserts the convergence of V 1 (n, n a ) (properly scaled and normalized) toward the TracyWidom distribution. More precisely, setting a n ≪ b n for a n = o(b n ), Theorem 1.7 in [Jo] actually gives, in our notation, for
and, for
In the middle limit above, [Jo, Th. 1.7] requires (log n) 2/3 = o(m), while we do not require a lower bound condition on m. Besides, our Theorem 4 applies to the shape of the whole Young tableau.
Proof of Theorem 6
In this section, we sketch the changes needed in the previous arguments in order to prove Theorem 6. Note that in the uniform setting, the representation (16) for V k (n, m) is a maximum taken over the most probable letters. This is trivially true since, in this case, all the letters have the same probability. But this property, which appears to be fundamental when we center and normalize the X m i,j , is no longer true in the non-uniform setting. However, we shall approximate V 1 (n, m) below by a random variable V ′ 1 (n, m) defined as a maximum taken over only the most probable letters, as in (16); see (28). Part of the remaining work is then to show that we can suitably control this approximation, and this is done in Lemma 9. This control is at the root of the extra condition (10) in Theorem 6.
Let us revise our notation for the non-uniform setting. In this section, X 
Recall that L 1 (1, k(m)) has the same law as the largest eigenvalue of a k(m) × k(m) GUE matrix (see (2), (3), (4) and Remark 3 for k = 1) and so
Combinatorics revisited. Let corresponding to the most probable letters, that is, letting
we have, with large probability, V 1 (n, m) = V ′ 1 (n, m). However, it is not always true that V 1 (n, m) = V ′ 1 (n, m), for instance, in the case where the n letters drawn are letters with associated probability strictly less than p
In the sequel, we prove Theorem 6 by first showing that the statement of the theorem is true for V 
which is to be compared to (26). Since V
Since σ m ∼ √ p m max and
it remains to show that
for which we shall use (27).
Sketch of proof of (29). Roughly speaking, the proof of (29) follows along the same lines as the corresponding proof of the convergence of (18), changing only m to k(m). We show that if k(m(n)) = o(n 3/10 (log n) −3/5 ), then for some Brownian motions given via strong approximation, we have
From (27), the approximation of V 1 (n, k(m(n))) by L 1 (n, k(m(n)))) will imply the theorem if
for some
Since lim n→+∞ P(A n 1 ) + P(A n 2 ) = 0 and
a choice of c n , ensuring that the bound in (32) goes to zero and is compatible with (31), is possible since k(m(n)) = o(n 3/10 (log n) −3/5 ). This proves (29) and thus the statement (11) of Theorem 6, but for V ′ 1 (n, m) instead of V 1 (n, m).
Control of the error
and is, in fact, zero with a large probability, so that we expect E[V 1 (n, m) − V ′ 1 (n, m)] to be small. Actually, we show the following:
Lemma 9 For some absolute constant C > 0, we have
where p m 2nd stands for the second largest probability for the letters of A m . The conclusion in (11) holds true when
However, with the help of (33), the conclusion in (34) is then valid when lim n→+∞
and, since k(m(n)) = o(n 3/10 (log n) −3/5 ), this will follow from (10). It remains to prove Lemma 9, that is, to give an explicit bound on
* (m) = {l ∈ I(m) : l j−1 = l j for j ∈ J(m)} and 
, where B(n, p) stands for the binomial distribution with parameters n and p.
wherel ∈ I * (m) and R(l) is an error term. Indeed, let J l = {j ∈ J(m) : l j−1 < l j } and for j ∈ J l , define
where A j = {k ∈ J(m) : k ≤ j} and where B j = {k ∈ J(m) : k ≥ j}. Now,
Definel ∈ I * (m) byl j =l j−1 if j ∈ J(m) andl j = l k−1 for j ∈ J(m), where k = min{l > j : l ∈ J(m)}, with the conventions that min ∅ = m + 1 and thatl j0−1 = 0 for j 0 = min J(m). We then have 
Next, observe that for l ∈ I * (m), R(l) = 0. However, since the event { R(l) < 0, ∀l ∈ I * (m)} is non-negligible, we cannot change max l∈I(m) R(l) into max l ∈I * (m) R(l). We obtain
We are now interested in bounding E max 1≤k≤n have the same distribution and we have This completes the proof of Lemma 9.
Concluding remarks
A natural question to consider next would be to derive a result similar to Theorem 4 for nonuniformly distributed letters. The special case of the longest increasing subsequence (i.e., r = 1) is dealt with in Theorem 6. Let us investigate what happens for the whole shape of the Young tableau.
First, let us slightly expand our notation. In this section, X [HL3] , when m is fixed and n → +∞, we have for each 1 ≤ r ≤ m that
