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Does Stochastic Disorder Conform to Configurational Disorder?
Shouno Ohta1 and Koretaka Yuge1
1 Department of Materials Science and Engineering, Kyoto University, Sakyo, Kyoto 606-8501, Japan
In alloy thermodynamics, stochastically disordered state (SDS), where each lattice point is stochastically oc-
cupied by constituents according to given composition, is typically referred to investigating physical properties
for homogeneously substitutional state: The so-called special quasirandom structure (SQS) of a single micro-
scopic structure, that mimics multisite correlation function for SDS, is amply, widely used for bulk, surface,
interface and nano-cluster properties. Despite the widely-used concept for SDS, it has not been clear whether
the SDS should conform to configurationally disordered state (CDS) for discrete system, i.e., average over all
possible configuration. Here we quantitatively discuss the difference between SDS and CDS for multisite cor-
relation, and show the condition where SDS conforms to CDS. The results show that when practical system
size contains below ∼ 100,000 atoms, differences in multisite correlation between SDS and CDS remains few
percent depending on the geometry of lattice as well as of figure, indicating that SQS for subsystem of surface
and interface, and for isolated clusters, should be carefully applied to investigate high-temperature properties as
CDS.
I. INTRODUCTION
In alloy thermodynamics, expectation value of dynamical
variables (e.g., internal energy, vibrational free energy and
elastic modulus) in equilibrium state at given composition is
typically given by the canonical average,
〈C〉= Z−1∑
i
Ci exp(−β Ei), (1)
where summation is taken over possible microscopic states on
configuration space, and Z denotes partition function. Since
the number of microscopic states exponentially increases with
increase of system size, exact estimation of macroscopic
property is typically far from practical. Therefore, variety
of theoretical approaches has been developed to effectively
sample important states for macroscopic property, including
Metropolis algorithm, entropic sampling and Wang-Landau
sampling.1–4
An alternative approach has been proposed to investigate
the properties at homogeneously substitutional state (i.e.,
there is no short- or long-range order), where corresponding
disordered state is mimicked by a single microscopic state,
spesial quasirandom structure (SQS).5 SQS has been widely
used for investigating bulk, surface, interface and nano-cluster
properties refered as homogeneous substitutional state, corre-
sponding to configurationally disordered state (CDS), while
the concept of SQS is based on stochastically disordered state
(SDS), i.e., its multisite correlation is determined where each
lattice point is occupied according to given probability for
composition. Although the difference between CDS and SDS
is expected to be negligible at thermodynamic limit of sys-
tem size N → ∞, it is unclear whether application of SQS
to mimic homogeneous state for practical finite-size system,
or locally-equilibrium sub-system including surface and in-
terface, is justified: It has not been clarified to what extent
SQS should conform to CDS in terms of the system size and
of geometry for underlying lattice and considered figure. Here
we theoretically demonstrate that for classical discrete system
on periodic lattice under constant composition, how SQS (or
SDS) exactly differs from CDS, and the condition where SDS
conforms to CDS. The details are shown below.
II. DERIVATION AND DISCUSSIONS
A. SDS and CDS: Differences at thermodynamic limit
1. Binary system with conventional basis functions
We first individually define the correlation function for SDS
(or SQS) and CDS for A(1− x)Bx binary system. We employ
generalized Ising model7 (GIM) to quantitatively describe all
possible atomic configuration, where its basis function for m-
body figure c is given by the linear average of spin product
contains in the figure:
φc =
〈
∏
i∈c
σi
〉
lattice
, (2)
where σi = +1 (-1) when site i is occupied by A (B) atom.
With this definition, on-site correlation (i.e., figure has a single
lattice point) can be relates to the composition x, φo = 1− 2x.
Therefore, multisite correlation function of m-body figure for
SQS can be simply given by
φ
(m)
SQS = (1− 2x)m , (3)
corresponding to independent, random occupation of each lat-
tice point according to given composition, x. Meanwhile, mul-
tisite correlation function for CDS is not trivially estimated,
since it is a linearly-averaged value over all microscopic states
on configuration space under given system size, N. Our recent
study provides exact formulation of multisite correlation func-
tion for CDS, given by8
2〈ξ 〉= 1
NCxN
m
∑
k=1
mCk ·N−mCxN−k · (−1)k
=
(1− x)N! · xN!
N!
m
∑
k=1
(N−m)! ·Nm ·mCk (−x)k (1− x)m−k
((1− x)N− (m− k))! · {(1− x)N}(m−k) · (xN− k)! · (xN)k
(4)
At thermodynamic limit of N →∞, terms included in the sum- mation of Eq. (4) can be given by
(N−m)! ·Nm = N! ·
(
1 · N
N− 1 · · ·
N
N− (m− 1)
)
−→
N→∞
N! (5)
((1− x)N− (m− k))! · {(1− x)N}(m−k)
= (1− x)N! ·
(
1 · (1− x)N
(1− x)N− 1 · · ·
(1− x)N
(1− x)N− (m− k− 1)
)
−→
N→∞
(1− x)N!
(6)
(xN− k)! · (xN)k = xN! ·
(
1 · xN
xN− 1 · · ·
xN
xN− (k− 1)
)
−→
N→∞
xN!, (7)
which directly leads to
〈ξ 〉 −→
N→∞
(1− x)N! · xN!
N!
m
∑
k=1
N!
(1− x)N! · xN! ·mCk (−x)
k (1− x)m−k =
m
∑
k=1
mCk (−x)k (1− x)m−k = (1− 2x)m . (8)
Therefore, we can clearly see that SDS of Eq. (3) conforms to
CDS at thermodynamic limit for binary system at any order of
multisite correlations at any composition, x.
2. Generalization to multicomponent system with any basis
functions
Now let us generalize the differences between SDS and
CDS on binary system, to multicomponent systems with
any choice of orthonormal basis functions. Here we con-
sider r-component system with individual composition of
x0, · · · ,xr−1 and number of atoms, N. Orthonormal basis func-
tions at a single lattice point is given by θ (0), · · · ,θ (r−1) where
we always choose θ (0) = 1 without lack of generality. Value
of spin variables for individual components X0, · · · ,Xr−1 are
given by s0, · · · ,sr−1. For instance, when a given lattice point
p is occupied by Xk, the value for corresponding chosen ba-
sis function is θ (l) (σp) = θ
(l) (sk). Basis functions for whole
lattice points can therefore be obtained by taking tensor prod-
uct of vector space spanned by basis functions on individual
lattice point. Then, correlation function (basis function) for
given combination of basis functions on all lattice points at
given atomic configuration ~σ = {σ1, · · · ,σN} can be given by
ξ{l}
(−→σ )= θ (l1) (σ1) · · ·θ (lN ) (σN) , (9)
where number of θ (l) included in the r.h.s. of Eq. (9) is defined
as m(l). (e.g., correlation function with number of θ (1) to be
m is called m-body correlation for binary system). For gener-
alized Ising systems, correlation function is generally defined
as linear average of the above equation over all symmetry-
equivalent figures on latice, i.e., ξ
(−→σ ) = 〈ξ{l}〉{l} (−→σ ) for
given atomic configuration. 1-order moment is given by tak-
ing average of ξ
(−→σ ) over all possible configurations, 〈ξ 〉 =〈
ξ
(−→σ )〉−→σ . For our purpose to provide exact formulation of
1-order moment for CDS, this can be written by
3〈ξ 〉= (x0N)! · · · (xr−1N)!
N!
∑
⋆1
[
r−1
∏
l=0
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
{
θ (l) (s0)
}m(l)0 · · ·{θ (l) (sr−1)}m(l)r−1
}]
, (10)
where m
(l)
k denotes number of lattice points occupied by com-
ponent Xk with basis function θ
(l), and summation of ⋆1 is
taken for all possible combination of
{
m
(k)
l
}
satisfying the
following condition:
⋆1 :
r−1
∑
l=0
m
(l)
k = xkN,
r−1
∑
k=0
m
(l)
k = m
(l), m
(l)
k ≥ 0. (11)
Eq. (10) can be further rewritten by explicitly considering the
number of ways for lattice points with θ (0) = 1 and other lat-
tice points with other basis functions of non-unity, namely
∑
⋆2

 (x0N)! · · ·(xr−1N)!
N!
(
N−∑r−1l=1 m(l)
)
!(
x0N−∑r−1l=1 m
(l)
0
)
! · · ·
(
xr−1N−∑r−1l=1 m
(l)
r−1
)
!
·
r−1
∏
l=1
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
(
r−1
∏
k=0
{
φ (l) (sk)
}m(l)
k
)}]
,
(12)
where summation of ⋆2 is taken for m
(k)
l satisfying the follow-
ings:
⋆2 :
r−1
∑
l=1
m
(l)
k ≤ mk,
r−1
∑
k=0
m
(l)
k = m
(l), m
(l)
k ≥ 0. (13)
When we define that 1-order moment of point correlation
function y(l
′) as a product of a single θ (l
′) and N−1 functions
of θ (0), we can obtain y(l
′) by simply substituting m(l
′) =
1, m(l) = 0(l 6= 0, l′) into Eq. (12):
y(l
′) =
(x0N)! · · ·(xr−1N)!
N!
∑
⋆2

 (N− 1)!(
x0N−m(l
′)
0
)
! · · ·
(
xr−1N−m(l
′)
r−1
)
!
· 1
m
(l′)
0 ! · · ·m(l
′)
r−1!
{
θ (l
′) (s0)
}m(l′)0 · · ·{θ (l′) (sr−1)}m(l
′)
r−1
]
=
(x0N)! · · ·(xr−1N)!
N!
r−1
∑
k=0
[
(N− 1)!
(x1N)! · · · (xkN− 1)! · · ·(xr−1N)!
{
θ (l
′) (sk)
}]
=
r−1
∑
k=0
{
θ (l
′) (sk)
}
· xk.
(14)
Then, we consider more general case of 1-order moment of
m(1) + · · ·+m(r−1)-body correlation including
{
m(l)
}
basis
functions of
{
θ (l)
}
, which is given by
4〈ξ 〉= (x0N)! · · · (xr−1N)!
N!
∑
⋆2


(
N−∑r−1l=1 m(l)
)
!(
x0N−∑r−1l=1 m
(l)
0
)
! · · ·
(
xr−1N−∑r−1l=1 m
(l)
r−1
)
!
·
r−1
∏
l=1
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
{
θ (l) (s0)
}m(l)0 · · ·{θ (l) (sr−1)}m(l)r−1
}]
=
(x0N)! · · · (xr−1N)!
N!
·∑
⋆2


(
N−∑r−1l=1 m(l)
)
! ·N∑r−1l=1 m(l)(
x0N−∑r−1l=1 m
(l)
0
)
! · (x0N)∑
r−1
l=1 m
(l)
0 · · ·
(
xr−1N−∑r−1l=1 m
(l)
r−1
)
! · (xr−1N)∑
r−1
l=1 m
(l)
r−1
·
(
r−1
∏
k=0
xk
∑r−1l=1 m
(l)
k
)
·
r−1
∏
l=1
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
{
θ (l) (s0)
}m(l)0 · · ·{θ (l) (sr−1)}m(l)r−1
}]
.
(15)
The last equation, we artificially introduce additional terms in
analogy to taking thermodynamic limit for binary system, i.e.,
Eqs. (4)-(8). Therefore, in a similar fashion to derivation in
binary system, we can see the thermodynamic limit for terms
in Eq. (15):
(
N−
r−1
∑
l=1
m(l)
)
! ·N∑r−1l=1 m(l) = N! ·
(
1 · N
N− 1 · · ·
N
N− (∑r−1l=1 m(l)− 1)
)
−→
N→∞
N! (16)
(
xkN−
r−1
∑
l=1
m
(l)
k
)
! · xkN∑
r−1
l=1 m
(l)
k
= (xkN)! ·

1 · xkN
(xkN− 1)!
· · · xkN
xkN−
(
∑r−1l=1 m
(l)
k − 1
)

 −→
N→∞
xkN!.
(17)
Using these results, we can derive that multisite correlations
for multicomponent system with any basis functions in CDS
conform to the product of 1-order moment for point correla-
tion (i.e., SDS) at thermodynamic limit, as followings:
5〈ξ 〉 −→
N→∞
(x0N)! · · · (xr−1N)!
N!
·∑
⋆2
[
N!
(x0N)! · · · (xr−1N)!
·
(
r−1
∏
k=0
xk
∑r−1l=1 m
(l)
k
)
·
r−1
∏
l=1
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
{
θ (l) (s0)
}m(l)0 · · ·{θ (l) (sr−1)}m(l)r−1
}]
= ∑
⋆2
[(
r−1
∏
k=0
xk
∑r−1l=1 m
(l)
k
)
·
r−1
∏
l=1
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
{
θ (l) (s0)
}m(l)0 · · ·{θ (l) (sr−1)}m(l)r−1
}]
= ∑
⋆2
[
r−1
∏
l=1
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
({
θ (l) (s0)
}
x0
)m(l)0 · · ·({θ (l) (sr−1)}xr−1)m(l)r−1
}]
=
r−1
∏
l=1
[
∑
⋆2
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
({
θ (l) (s0)
}
x0
)m(l)0 · · ·({θ (l) (sr−1)}xr−1)m(l)r−1
}]
=
r−1
∏
l=1
(
r−1
∑
k=0
{
θ (l) (k)
}
· xk
)m(l)
=
r−1
∏
l=1
(
y(l)
)m(l)
.
(18)
B. CDS: Exact formulation of lower-order moments for
CDOS
As shown, although we see that value of correlations for
SDS conform to CDS at thermodynamic limit, whether and/or
how their differences converge more rapidly (or slowly) than
decrease of width of the configurational density of states
(CDOS): If the former is not satisfied at certain conditions,
SDS cannot reach majority of microscopic states correspond-
ing to at (or near) CDS. Therefore, in order to confirm
this convergence, we should first derive exact formulation of
system-size dependence of 1-order and 2-order moment of
CDOS (especially, for pair correlation) for multicomponent
systems.
1. Exact formulation of 1-order moments for products of any
functions of spin variables
Let us first consider r-component system with number of
atoms N, where composition for component Xk is respec-
tively given by xk. Then we introduce any function (not nec-
essarily basis function) of spin variable σp at lattice point
p, φ(lp) (σp). When we prepare such q different functions{
φ (1), · · · ,φ (q)
}
where φ (l) is defined on m(l) different lat-
tice points, 1-order moment (i.e., trace over all symmetry-
equivalent set of lattice point and over all possible configura-
tion) of the product of these function on m = ∑
q
l=1 m
(l) lattice
points can be given in analogy to the previous section by
〈
φ (1) (σ1) · · ·φ (1)
(
σ
m(1)
) ·φ (2) (σ
m(1)+1
) · · ·φ (q) (σm)〉= (x0N)! · · ·(xr−1N)!
N!
∑
⋆1
[
q
∏
l=0
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
(
r−1
∏
k=0
{
φ (l) (sk)
}m(l)
k
)}]
, (19)
where m
(l)
k denotes number of lattice points occupied by com-
ponentXk with function of φ
(l), and sk represents value of spin
variable for Xk. φ
(0) and m(0) are additionally introduced just
6for convenience, which satisfies φ (0) = 1 and m(0) = N −m.
Summation ⋆1 is taken over m
(k)
l satisfying the following:
⋆1 :
q
∑
l=0
m
(l)
k = xkN,
r−1
∑
k=0
m
(l)
k = m
(l), m
(l)
k ≥ 0 (20)
For instance, when we explicitly choose a set of φ as a
set of orthonormal basis function θ , Eq. (19) exactly corre-
sponds to 1-order moment for conventional correlation func-
tions. Eq. (19) can be further simplified by dividing contribu-
tion from combination of φ (0) from other functions:
∑
⋆2

 (x0N)! · · ·(xr−1N)!
N!
(N−m)!(
x0N−∑ql=1 m
(l)
0
)
! · · ·
(
xr−1N−∑ql=1 m
(l)
r−1
)
!
·
q
∏
l=1
{
m(l)!
m
(l)
0 ! · · ·m(l)r−1!
(
r−1
∏
k=0
{
φ (l) (sk)
}m(l)
k
)} , (21)
where summation ⋆2 is taken for m
(l)
k satisfying the following:
⋆2 :
q
∑
l=1
m
(l)
k ≤ mk,
r−1
∑
k=0
m
(l)
k = m
(l), m
(l)
k ≥ 0. (22)
Based on the above, we can now provide exact formulation
of 1-order moment for product of a given set of φ on from 1 to
4 lattice points. For convenience, we first define the following
linear combinations:
Φ(l) = ∑r−1k=0 xk
{
φ (l) (sk)
}
(23)
Φ(l1,l2) = ∑r−1k=0 xk
{
φ (l1) (sk)
}{
φ (l2) (sk)
}
(24)
Φ(l1,l2,l3) = ∑r−1k=0 xk
{
φ (l1) (sk)
}{
φ (l2) (sk)
}{
φ (l3) (sk)
}
(25)
Φ(l1,l2,l3,l4) = ∑r−1k=0 xk
{
φ (l1) (sk)
}{
φ (l2) (sk)
}{
φ (l3) (sk)
}{
φ (l4) (sk)
}
(26)
Using these results, we can express 1-order moment for given φ (l) (σ1) at a given lattice point σ1 as
〈
φ (l) (σ1)
〉
= ∑
⋆2

 (x0N)! · · · (xr−1N)!
N!
(N− 1)!(
x0N−m(l)0
)
! · · ·
(
xr−1N−m(l)r−1
)
!
·
{
1!
m
(l)
0 ! · · ·m(l)r−1!
(
r−1
∏
k=0
{
φ (l) (sk)
}m(l)
k
)}]
=
r−1
∑
k=0
[
xk
{
φ (l) (sk)
}]
= Φ(l)
(27)
In a similar fashion, 1-order moment for products of functions
on from 2 to 4 lattice points can be given by
7〈{
φ (l1) (σ1)
}{
φ (l2) (σ2)
}〉
=
NΦ(l1)Φ(l2)−Φ(l1,l2)
N− 1 (28)
〈{
φ (l1) (σ1)
}{
φ (l2) (σ2)
}{
φ (l3) (σ2)
}〉
=
N2Φ(l1)Φ(l2)Φ(l3)−N ∑ j Φ( j1)Φ( j2, j3)+ 2Φ(l1,l2,l3)
(N− 1)(N− 2) (29)
〈{
φ (l1) (σ1)
}{
φ (l2) (σ2)
}{
φ (l3) (σ2)
}{
φ (l4) (σ2)
}〉
=
1
(N− 1)(N− 2)(N− 3)
[
N3Φ(l1)Φ(l2)Φ(l3)Φ(l4)
−N2∑
j
Φ( j1)Φ( j2)Φ( j3, j4)+N
{
2∑
j
Φ( j1)Φ( j2, j3, j4)+∑
j
Φ( j1, j2)Φ( j3, j4)
}
− 6Φ( j1, j2, j3, j4)
]
,
(30)
where summation j is taken for all possible combination of a
set of l excluding their duplicate permutation, e.g., Φ(l1,l2) and
Φ(l2,l1).
2. Formulation of 1- and 2-order moments on binary system
Now we are ready to paractically provide exact formulation
of 1- and 2-order moments for point and pair correlations on
binary and ternary system with conventional basis functions,
where 1- and 2-order moments on binary system specific to
certain basis functions has been given by our recent study. We
first prepare spin variable σp = +1 for A and σp = −1 for B
occupation for binary A(1−x)Bx system. Then conventional,
orthonormal basis functions for generalized Ising system can
be obtained by applying Gram-Schmidt technique to linearly
independent functions of spin variable, which leads to
θ (0) (σp) = 1, θ
(1) (σp) = σp. (31)
Then we define function φ as
φ (1) (σp) = θ
(1) (σp) , φ
(11) (σp) =
{
θ (1)
}2
(σp) . (32)
Hereinafter ms denotes a figure composed of lattice points in
the system, where m and s respectively specifies the number
of lattice points included in the figure and the shape of figure.
When we also define y = 1− 2x, 1-order moment of point
correlation can be immediately given by
〈ξ1〉=
〈
φ (1) (σ1)
〉
= 1− 2x := y, (33)
and 1-order moment for pair correlation can be given by
〈ξ2〉=
〈{
φ (1) (σ1)
}{
φ (1) (σ2)
}〉
=
Ny2− 1
N− 1 . (34)
Particularly at equiatomic composition, this can be simplified
to
〈ξ2〉=− 1
N− 1 . (35)
In a similar fashion, 2-order moment for pair correlation is
given by
〈
ξ 22s
〉
=
1
(DsN)
2
{
F (◦–◦◦–◦)
〈{
φ (11) (σ1)
}{
φ (11) (σ2)
}〉
+F ( ◦–◦◦–◦)
〈{
φ (1) (σ1)
}{
φ (11) (σ2)
}{
φ (1) (σ3)
}〉
+F ( ◦–◦◦–◦)
〈{
φ (1) (σ1)
}{
φ (1) (σ2)
}{
φ (1) (σ3)
}{
φ (1) (σ4)
}〉}
=
1
Ds (N− 1)(N− 2)(N− 3)
{
y4DsN
3+
(−4Dsy4+ y4− 2Dsy2− 2y2+ 1)N2
+
(
12Dsy
2+ 4y2−Ds− 4
)
N− 8Dsy2− 4y2+ 2Ds+ 4
}
,
(36)
where F denotes number of diagrams consisting of two
symmetry-equivalent pairs to considered pair, whose argu-
ment denotes number of shared lattice points between the two
8pairs. For equiatomic composition, this can also be simplified
to
〈
ξ 22s
〉
=
N− (Ds + 2)
Ds (N− 3)(N− 1) . (37)
3. Formulation of 1- and 2-order moments on ternary system
In a similar fashion to binary system, we prepare spin vari-
able σp = +1,0,−1 for A, B and C occupation for ternary
system. Then conventional, orthonormal basis functions can
be given by
θ (0) (σp) = 1, θ
(1) (σp) =
√
6
2
σp, θ
(2) (σp) =
3
√
2
2
σ2p −
√
2.
(38)
Then functions φ are defined as
φ (1) (σp) = θ
(1) (σp) , φ
(2) (σp) = θ
(2) (σp)
φ (11) (σp) =
{
θ (1)
}2
(σp) , φ
(22) (σp) =
{
θ (2)
}2
(σp) , φ
(12) (σp) =
{
θ (1)
}{
θ (2)
}
(σp) .
(39)
Hereinafter ms (i1, · · · , im) denotes a figure composed of lat-
tice points in the system, where m and s respectively spec-
ifies the number of lattice points included in the figure and
the shape of figure, and specific to ternary (as well as multi-
component) system, (i1, · · · , im) denotes a set of basis function
index included in the considered figure. Then 1-ordermoment
for point correlatioins are given by
〈
ξ1(1)
〉
=
〈
φ (1) (σ1)
〉
=
√
6(1− xB− 2xC)
2
:= y1 (40)
〈
ξ1(2)
〉
=
〈
φ (2) (σ1)
〉
=
√
2(1− 3xB)
2
:= y2 ,(41)
and 1-order moment for pair correlations are given by
〈
ξ2(1,1)
〉
=
〈{
φ (1) (σ1)
}{
φ (1) (σ2)
}〉
=
2Ny1
2−√2y2− 2
2N− 2 (42)
〈
ξ2(2,2)
〉
=
〈{
φ (2) (σ1)
}{
φ (2) (σ2)
}〉
=
2Ny2
2+
√
2y2− 2
2N− 2 (43)
〈
ξ2(1,2)
〉
=
〈{
φ (1) (σ1)
}{
φ (2) (σ2)
}〉
=
(
2Ny2−
√
2
)
y1
2N− 2 , (44)
where at equiatomic composition, this can be rewritten as
〈
ξ2(1,1)
〉
=
〈
ξ2(2,2)
〉
=− 1
N− 1 ,
〈
ξ2(1,2)
〉
= 0. (45)
When extending the formulation for binary system above, 2-
order moment for pair correlations are given by
9〈
ξ 22s(1,1)
〉
=
1
(DsN)
2
{
F (◦–◦◦–◦)
〈{
φ (11) (σ1)
}{
φ (11) (σ2)
}〉
+F ( ◦–◦◦–◦)
〈{
φ (1) (σ1)
}{
φ (11) (σ2)
}{
φ (1) (σ3)
}〉
+F ( ◦–◦◦–◦)
〈{
φ (1) (σ1)
}{
φ (1) (σ2)
}{
φ (1) (σ3)
}{
φ (1) (σ4)
}〉}
=
1
4Ds (N− 1)(N− 2)(N− 3)
{
4y1
4DsN
3
+
(
−4Ds
√
2y1
2y2− 16Dsy14− 4y12
√
2y2+ 4y1
4− 8Dsy12+ 4
√
2y2− 8y12+ 2y22+ 4
)
N2
+
(
24Ds
√
2y1
2y2− 4Ds
√
2y2+ 48Dsy1
2− 2Dsy22− 15
√
2y2+ 24y1
2− 6y22− 4Ds− 18
)
N
+6Ds
√
2y2− 48Dsy12+ 15
√
2y2− 24y12+ 6y22+ 12Ds+ 18
}
(46)
〈
ξ 22s(2,2)
〉
=
1
(DsN)
2
{
F (◦–◦◦–◦)
〈{
φ (22) (σ1)
}{
φ (22) (σ2)
}〉
+F ( ◦–◦◦–◦)
〈{
φ (2) (σ1)
}{
φ (22) (σ2)
}{
φ (2) (σ3)
}〉
+F ( ◦–◦◦–◦)
〈{
φ (2) (σ1)
}{
φ (2) (σ2)
}{
φ (2) (σ3)
}{
φ (2) (σ4)
}〉}
=
1
4Ds (N− 1)(N− 2)(N− 3)
{
4y2
4DsN
3
+
(
4Ds
√
2y2
3− 16Dsy24+ 4y23
√
2+ 4y2
4− 8Dsy22− 4
√
2y2− 6y22+ 4
)
N2
+
(
−24Ds
√
2y2
3+ 4Ds
√
2y2+ 46Dsy2
2+ 9
√
2y2+ 18y2
2− 4Ds− 18
)
N
+6Ds
√
2y2− 48Dsy22− 9
√
2y2− 18y22+ 12Ds+ 18
}
(47)
〈
ξ 22s(1,2)
〉
=
1
(2DsN)
2
{
F (◦–◦◦–◦)
(
2
〈{
φ (11) (σ1)
}{
φ (22) (σ2)
}〉
+ 2
〈{
φ (12) (σ1)
}{
φ (12) (σ2)
}〉)
+F ( ◦–◦◦–◦)
(
2
〈{
φ (1) (σ1)
}{
φ (12) (σ2)
}{
φ (2) (σ3)
}〉
+
〈{
φ (1) (σ1)
}{
φ (22) (σ2)
}{
φ (1) (σ3)
}〉
+
〈{
φ (2) (σ1)
}{
φ (11) (σ2)
}{
φ (2) (σ3)
}〉)
+4F ( ◦–◦◦–◦)
〈{
φ (1) (σ1)
}{
φ (2) (σ2)
}{
φ (1) (σ3)
}{
φ (2) (σ4)
}〉}
=
1
4Ds (N− 1)(N− 2)(N− 3)
{
4y1
2y2
2DsN
3
+
(
−4Ds
√
2y1
2y2− 16Dsy12y22− y12
√
2y2− y23
√
2+ 4y1
2y2
2− y12− 3y22+ 2
)
N2
+
(
18Ds
√
2y1
2y2+ 2Ds
√
2y2
3− 3y12
√
2y2+ y2
3
√
2
+4Dsy1
2+ 6Dsy2
2+ 3
√
2y2+ 3y1
2+ 9y2
2− 4Ds− 8
)
N
−6Ds
√
2y2− 12Dsy12− 12Dsy22− 3
√
2y2− 6y22+ 12Ds+ 6
}
,
(48)
where at equiatomic composition, this can be simplified to〈
ξ 2
2s(1,1)
〉
=
2N− (2Ds + 3)
2Ds (N− 1)(N− 2) (49)
〈
ξ 2
2s(2,2)
〉
=
2N− (2Ds + 3)
2Ds (N− 1)(N− 2) (50)
〈
ξ 2
2s(1,2)
〉
=
N− (2Ds + 1)
2Ds (N− 1)(N− 2) . (51)
C. SDS and CDS: Difference w.r.t. Landscape of CDOS
Using all the results discussed above, we can finally esti-
mate the difference in pair correlations between SDS and CDS
10
w.r.t. the width of CDOS, as functions of system size and ge-
ometric character of underlying lattice, ε2, defined as
ε2 =

 ξSDS−〈ξCDS〉√〈
ξ 2CDS
〉−〈ξCDS〉2

2 . (52)
Detailed derivation of the landscape of ε2 and its maxi-
mum and minimum values is significantly complicated, which
therefore is given in Appendix.
For binary system, minimum and maximum value of ε21 at
thermodynamic limit are given by
min
(
ε21
)∼ Ds
N
, (xA,xB) =
(
1
2
,
1
2
)
(53)
max
(
ε21
)∼ 2Ds
N
, (xA,xB)∼ (1,0) ,(0, 1) (54)
For ternary system, we have three kinds of ε2, correspond-
ing to basis index set of (11), (22) and (12). At thermody-
namic limit and for index set of (11), we have
min
(
ε211
)∼ Ds
N
, (xA,xB,xC)∼
(
0,
1
2
,
1
2
)
,
(
1
2
, 0,
1
2
)
,
(
1
2
,
1
2
, 0
)
(55)
max
(
ε211
)∼ 50Ds
33N
, (xA,xB,xC)∼ (1, 0, 0) ,(0, 0, 1) , (56)
for set of (2), we have
min
(
ε222
)∼ Ds
N
, xB =
1
2
(57)
max
(
ε222
)∼ 2Ds
N
, xB ∼ 0 , (58)
and for set of (12), it is given by
min
(
ε212
)
= 0, xA = xC (59)
max
(
ε212
)∼ Ds
N
, (xA,xB,xC)∼
(
1
2
,
1
2
, 0
)
,
(
0,
1
2
,
1
2
)
.
(60)
From above results, we can clearly see that differences in pair
correlation, ε2, between SDS and CDS is maximally the order
of ∼ Ds/N for all pairs on binary as well as ternary system,
which exhibits convergence at thermodynamic limit.
We finally note that practically important points are (i) for
a moderate system size typically found in e.g., treating alloy
nanoparticles and locally-equilibrium region in subsystem in-
cluding surface and interface, the difference in SDS and CDS
for pair correlations still remains several percents for whole
composition, and (ii) significant D- and x-dependence of the
deviations severely enhance error in constructing CDS based
on the concept of SDS especially for the system where coordi-
nation number depends on the spatial position, e.g., nanoclus-
ters and bumpy surfaces with defects. For such systems, CDS
should be constructed based on our derived expressions.
III. CONCLUSIONS
Difference in stochastically disordered state (SDS) and con-
figurationally disordered state (CDS) for discrete system un-
der constant composition is quantitatively investigated based
on exact expression of 1- and 2-order moments for config-
urational density of states (CDOS). We show that although
SDS conforms to CDS at thermodynamic limit for any compo-
sition, there remains non-negligible difference between SDS
and CDS (above few percents) for a moderate system size of a
several ten thouthands of atoms, whose deviation significantly
depends on the geometry of the figure in the system.
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Appendix: Derivation of maximum and minimum value for ε2
We here show detailed derivation of differences between
SDS and CDS w.r.t. width of CDOS, ε2.
Binary system
For binary system, we consider large system where our
derivation shown above exactly holds, which just satisfies
N ≥ 27 and number of A and B atoms are both greater or
equal to 2. With these preparations, we introduce variable y
11
as
y = 1− 2xB (61)
−1+ 4
N
≤ y ≤ 1− 4
N
. (62)
Using y and formulation for 1- and 2-order moments, ε21 for
considered pair 2s is given by
ε21 =
Ds (N− 2)(N− 3)
N− 2Ds− 1 ·
(1− y)(1+ y)
(N (1− y)− 2)(N (1+ y)− 2)︸ ︷︷ ︸
f
(63)
Differenciation of f in Eq. (63) w.r.t. y leads to
∂ f
∂y
=
8(N− 1)y
(Ny−N + 2)2 (Ny+N− 2)2 . (64)
Therefore, ε21 (y) takes local minimum at y = 0, and can take
maximum at y =−1+4/N, 1−4/N. Their individual values
are given by
Ds (N− 3)
(N− 2Ds− 1)(N− 2) , (xA,xB) =
(
1
2
,
1
2
)
(65)
2Ds (N− 2)2
N2 (N− 2Ds− 1) , (xA,xB) =
(
2
N
, 1− 2
N
)
,
(
1− 2
N
,
2
N
)
(66)
From Eqs. (65) and (66), minimum and maximum value of ε21
at thermodynamic limit becomes
min
(
ε21
)∼ Ds
N
, (xA,xB) =
(
1
2
,
1
2
)
(67)
max
(
ε21
)∼ 2Ds
N
, (xA,xB)∼ (1,0) ,(0, 1) . (68)
Ternary system
1. Basis index set of (11)
Next, we proceed to derivation for ternary system. 1-order
moment of point correlation, y1,y2, should satisfy the condi-
tions of
y1 =
√
6(1− xB− 2xC)
2
(69)
y2 =
√
2(1− 3xB)
2
(70)
y2 ≤
√
2
2
− 3
√
2
N
:= l1 (71)
y2 ≥
√
3y1−
√
2+
6
√
2
N
:= l2 (72)
y2 ≥−
√
3y1−
√
2+
6
√
2
N
:= l3, (73)
where y1,y2 can be defined inside the area S framed by three
lines l1, l2, l3, as shown in Fig. 1, and corresponding vertices
are respectively
p1 :
(√
6
2
− 3
√
6
N
,
√
2
2
− 3
√
2
N
)
p2 :
(
−
√
6
2
+
3
√
6
N
,
√
2
2
− 3
√
2
N
)
p3 :
(
0, −
√
2+
6
√
2
N
)
. (74)
Inside the area S, we determine maximum and mini-
mum value of ε2 for pair figures with basis indices of
2s (1,1) ,2s (2,2) ,2s (1,2). For pair figure 2s (1,1), ε
2
11 is
straightforwardly
12
p1p2
p3
l1
l2
l3
FIG. 1: Possible area inside which y1,y2 can be defined.
l1, l2, l3, p1, p2, p3 denotes constituent lines and vertices at minimum
system size, N = 27.
ε211 =
Ds (N− 2)(N− 3)
N− 2Ds− 1
·
{(√
2y2− 2y12+ 2
)2/
4N2
√
2y2− 15N
√
2y2+ 18+ 4N
2− 18N + 6y22− 24y12
+15
√
2y2− 4N2
√
2y1
2y2+ 4N
2y1
4− 8N2y12+ 24y12N + 2N2y22− 6Ny22
}
︸ ︷︷ ︸
f
(75)
When we define denominator of f in the above equation as fden, differenciation of f w.r.t. y1 and y2 are given by
∂
∂y1
f =
48
√
2(N− 1)
f 2den
{
y2−
(
−3√2+
√
32y12+ 2
4
)}
︸ ︷︷ ︸
(i)
{
y2−
(
−3√2−
√
32y12+ 2
4
)}
︸ ︷︷ ︸
(ii)
·
{
y2−
(√
2y1
2−
√
2
)}
︸ ︷︷ ︸
(iii)
y1︸︷︷︸
(iv)
:= f1
(76)
∂
∂y2
f =
−6√2(N− 1)
f 2den
(
4y21+ 1
){
y2−
√
2
(
3y1
2− 1)
4y12+ 1
}
︸ ︷︷ ︸
(v)
{
y2−
(√
2y1
2−
√
2
)}
︸ ︷︷ ︸
(iii)
:= f2.
(77)
From Fig. 2, we can see that conditions for f1 = f2 = 0
inside the area S are restricted to the points satisfying both
(i) = 0 and (v) = 0, namely,
(y1,y2) =
(
±
√
3
4
,−
√
2
4
)
(78)
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y
y
FIG. 2: Relationship between y1 and y2 for terms (i)-(v) in Eqs. (76)
and (77). Black and red dashed lines respectively denotes area of S
for N → ∞ and N = 27.
We determine whether these points provide extremum by em-
ploying the sign of Hessian for f (y1,y2), h(y1,y2). The points
in Eq. ((78)) provides the negative value for h:
h
(
±
√
3
4
,−
√
2
4
)
=− 524288(N− 1)
2
27(3N− 4)4 (N− 4)4 < 0, (79)
which corresponds to the saddle points, i.e., they do not take
extremum.
Then, we examine extremum conditions for borders of S,
i.e., points on lines of l1, l2, l3. Function f for y2 = l1 is given
by
f (y2 = l1) =
(
2y1
2N− 3N+ 6)2
4N4y14− 12N4y12+ 48N3y12+ 9N4− 24N2y12− 72N3+ 198N2− 234N+ 108 . (80)
Differentiating f (y2 = l1) w.r.t. y1, we get
∂
∂y1
f (y2 = l1) =
192N3 (N− 1)
(
y1
2− 3
2
+
6
N
)(
y21−
3
2
+
15
2N
− 9
N2
)
y1
{ f (y2 = l1)den}2
. (81)
Here, since we have the following conditions:
y1
2− 3
2
+
6
N
≤
{√
6
2
− 3
√
6
N
}2
− 3
2
+
6
N
= − 6(2N− 9)
N2
< 0 (82)
y21−
3
2
+
15
2N
− 9
N2
≤
{√
6
2
− 3
√
6
N
}2
− 3
2
+
15
2N
− 9
N2
= − 3(7N− 30)
2N2
< 0, (83)
f (y2 = l1) has the following local minimum value at y1 = 0:
Ds (N− 2)2 (N− 3)
(N3− 6N2+ 10N− 6)(N− 2Ds− 1) , (xA,xB,xC) =
(
1
2
− 1
N
,
2
N
,
1
2
− 1
N
)
(84)
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In a similar fashion, f for y2 = l2 is given by
f (y2 = l2) =
(
Ny1
√
6− 2y12N + 12
)2/
4N4y1
3
√
6− 4N4y14− 6N4y12− 21N3y1
√
6
+ 42N3y1
2+ 69N2y1
√
6+ 6N2y1
2− 72Ny1
√
6− 108N2+ 396N− 432.
(85)
Differentiating f (y2 = l2) w.r.t. y1, we get
∂
∂y1
f (y2 = l2) =
48N4 (N− 1)
{ f (y2 = l2)den}2
(
y1−
√
6N +
√
6N2+ 96N
4N
)(
y1−
√
6N−
√
6N2+ 96N
4N
)
·
(
y1
3− 3
√
6(N + 24)y1
2
4N
+
(
3N2+ 48N− 576)y1
4N2
+
3
√
6
2N
)
︸ ︷︷ ︸
g
.
(86)
Since we have the conditions of
√
6N−
√
6N2+ 96N
4N
< 0 ≤ y1 ≤
√
6
2
− 3
√
6
N
<
√
6N +
√
6N2+ 96N
4N
, (87)
we get(
y1−
√
6N +
√
6N2+ 96N
4N
)(
y1−
√
6N−
√
6N2+ 96N
4N
)
< 0.
(88)
Since at endpoints of g, we have
g(y1 = 0) =
3
√
6
2N
> 0 (89)
g
(
y1 =
√
6
2
− 3
√
6
N
)
=− 3
√
6
(
29N2− 342N+ 936)
4N3
< 0,
(90)
it crosses with y1 axes only once. When we explicitly consider
discrete composition for g, we have
g
(
y1 =
√
6(N− 24)
4N
)
=
216
√
6(N− 20)
N3
> 0 (91)
g
(
y1 =
√
6(N− 23)
4N
)
=−3
√
6
(
N2− 2192N+ 41423)
32N3
< 0.
(92)
Therefore, we individually consider ε211 (y2 = l2) for odd
and even number of atoms, where g can take mini-
mum value at y1 =
√
6(N− 25)
/
4N,
√
6(N− 24)
/
4N,
√
6(N− 23)
/
4N,
√
6(N− 22)
/
4N for large N, respec-
tively:
15
Ds (N− 2)(N− 3)
(
N2+ 16N− 625)2
N2 (N4+ 28N3− 1246N2− 13212N+ 384093)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
1
2
− 21
2N
,
1
2
+
17
2N
,
2
N
) (93)
Ds (N− 2)(N− 3)
(
N2+ 16N− 576)2
N2 (N4+ 28N3− 1148N2− 12032N+ 325632)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
1
2
− 10
N
,
1
2
+
8
N
,
2
N
) (94)
Ds (N− 2)(N− 3)
(
N2+ 16N− 529)2
N2 (N4+ 28N3− 1054N2− 10908N+ 274077)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
1
2
− 19
2N
,
1
2
+
15
2N
,
2
N
) (95)
Ds (N− 2)(N− 3)
(
N2+ 16N− 484)2
N2 (N4+ 28N3− 964N2− 9840N+ 228864)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
1
2
− 9
N
,
1
2
+
7
N
,
2
N
) (96)
Final consideration is f for y2 = l3, given by
f (y2 = l3) =
(
Ny1
√
6+ 2y1
2N− 12
)2/
4N4y1
3
√
6+ 6N4y1
2+ 4N4y1
4− 42N3y12
− 21N3y1
√
6− 6N2y12+ 69N2y1
√
6+ 108N2− 72Ny1
√
6− 396N+ 432.
(97)
Differentiating f (y2 = l3) w.r.t. y1 becomes
∂
∂y1
f (y2 = l3) =
48N4 (N− 1)
{ f (y2 = l3)den}2
(
y1+
N
√
6−
√
6N2+ 96N
4N
)(
y1+
N
√
6+
√
6N2+ 96N
4N
)
·
(
y1
3+
3
√
6(N + 24)y1
2
4N
+
(
3N2+ 48N− 576)y1
4N2
− 3
√
6
2N
)
︸ ︷︷ ︸
g
.
(98)
Since we have the conditions of
−
√
6N +
√
6N2+ 96N
4N
< −
√
6
2
+
3
√
6
N
≤ y1 ≤ 0 < −
√
6N−
√
6N2+ 96N
4N
, (99)
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we get(
y1+
√
6N +
√
6N2+ 96N
4N
)(
y1+
√
6N−
√
6N2+ 96N
4N
)
< 0.
(100)
At the endpoints of g, we have
g
(
y1 =−
√
6
2
+
3
√
6
N
)
=
3
√
6
(
29N2− 342N+ 936)
4N3
> 0
g(y1 = 0) =−3
√
6
2N
< 0, (101)
which means it crosses with y1 axes only once. Considering
discrete composition for g leads to
g
(
y1 =−
√
6(N− 23)
4N
)
=
3
√
6
(
N2− 2192N+ 41423)
32N3
> 0
g
(
y1 =−
√
6(N− 24)
4N
)
=−216
√
6(N− 20)
N3
< 0. (102)
Thus, in a similar fashion, considering even and odd
number of atoms for ε211 (y2 = l3), and it can take mini-
mum value at y1 = −
√
6(N− 22)
/
4N, −√6(N− 23)
/
4N,
−√6(N− 24)
/
4N, −√6(N− 25)
/
4N for large N as fol-
lows:
Ds (N− 2)(N− 3)
(
N2+ 16N− 484)2
N2 (N4+ 28N3− 964N2− 9840N+ 228864)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
2
N
,
1
2
+
7
N
,
1
2
− 9
N
) (103)
Ds (N− 2)(N− 3)
(
N2+ 16N− 529)2
N2 (N4+ 28N3− 1054N2− 10908N+ 274077)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
2
N
,
1
2
+
15
2N
,
1
2
− 19
2N
) (104)
Ds (N− 2)(N− 3)
(
N2+ 16N− 576)2
N2 (N4+ 28N3− 1148N2− 12032N+ 325632)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
2
N
,
1
2
+
8
N
,
1
2
− 10
N
) (105)
Ds (N− 2)(N− 3)
(
N2+ 16N− 625)2
N2 (N4+ 28N3− 1246N2− 13212N+ 384093)(N− 2Ds− 1) ,
(xA,xB,xC) =
(
2
N
,
1
2
+
17
2N
,
1
2
− 21
2N
) (106)
We finally consider ε211 at vertices of S, p1, p2, p3, given by
2Ds (N− 2)(N− 3)(5N− 18)2
N2 (N− 2Ds− 1)(33N2− 277N+ 582) , (xA,xB,xC) =
(
1− 4
N
,
2
N
,
2
N
)
(107)
4Ds (N− 2)(N− 3)
(N− 2Ds− 1)(3N2− 11N+ 12) , (xA,xB,xC) =
(
2
N
, 1− 4
N
,
2
N
)
(108)
2Ds (N− 2)(N− 3)(5N− 18)2
N2 (N− 2Ds− 1)(33N2− 277N+ 582) , (xA,xB,xC) =
(
2
N
,
2
N
, 1− 4
N
)
(109)
From above Eqs. (84), (93), (94), (95), (96), (103), (104), (105), (106), (107), (108) and (109), maximum and minimum
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values for ε2 are given by
min
(
ε211
)∼ Ds
N
, (xA,xB,xC)∼
(
0,
1
2
,
1
2
)
,
(
1
2
, 0,
1
2
)
,
(
1
2
,
1
2
, 0
)
(110)
max
(
ε211
)∼ 50Ds
33N
, (xA,xB,xC)∼ (1, 0, 0) ,(0, 0, 1) . (111)
2. Basis index set of (22)
ε222 for a certain pair figure 2s (2,2) is given by
ε222 =
2Ds (N− 2)(N− 3)
N− 2Ds− 1 ·
(
−2y2+
√
2
)(
y2+
√
2
)
(√
2N− 2Ny2− 3
√
2
)(
2
√
2N + 2Ny2− 3
√
2
)
︸ ︷︷ ︸
f
. (112)
Differentiating f w.r.t. y2 leads to
∂
∂y2
f =
72(N− 1)
(
y2+
√
2
4
)
(√
2N− 2Ny2− 3
√
2
)2(
2
√
2N + 2Ny2− 3
√
2
)2 ,
(113)
which means it takes local minimum at y2 =−
√
2
/
4:
Ds (N− 3)
(N− 2)(N− 2Ds− 1) , xB =
1
2
. (114)
At the endpoints of defined y2, ε
2
22 takes
2Ds (N− 2)2
N2 (N− 2Ds− 1) ,xB =
2
N
(115)
4Ds (N− 2)(N− 3)(N− 4)
3N2 (N− 5)(N− 2Ds− 1) ,xB =
N− 4
N
. (116)
From Eqs. (114), (115) and (116), maximum and minimum
values for ε222 are given by
min
(
ε222
)∼ Ds
N
, xB =
1
2
(117)
max
(
ε222
)∼ 2Ds
N
, xB ∼ 0. (118)
3. Basis index set of (12)
ε212 is given by
ε212 =
4Ds (N− 2)(N− 3)
N− 2Ds− 1
· y12
(
y2−
√
2
2
)/(
N2
√
2y1
2−
√
2N2y2
2+ 4N2y1
2y2− 3
√
2Ny1
2
+
√
2Ny2
2− 2N2
√
2− 4N2y2+ 8
√
2N + 10Ny2− 6
√
2− 6y2
)
︸ ︷︷ ︸
f
(119)
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Differentiating f w.r.t. y1 and y2 leads to
∂
∂y1
f =
−2√2N (N− 1)
(
y2+
√
2− 3
√
2
N
)(
y2+
√
2
)(
y2−
√
2
2
)
y1
f 2den
:= f1 (120)
∂
∂y2
f =
√
2N (N− 1)
f 2den
·
{(
y2−
√
2N + 3
√
2N2− 4N
2N
)(
y2−
√
2N− 3
√
2N2− 4N
2N
)
+ 3y1
2
}
y1
2 := f2.
(121)
In Eq. (120), f1 = 0 is satisfied only when y1 = 0, and we have the conditions of
√
2N− 3
√
2N2− 4N
2N
<
√
2N− 3
√
2 (N− 4)2
2N
= −√2+ 6
√
2
N
≤ y2 (122)
√
2N + 3
√
2N2− 4N
2N
>
√
2
2
≥ y2, (123)
both f1 = 0 and f2 = 0 are satisfied only when y1 = 0, whose
Hessian takes
h(y1 = 0) = 0 (124)
that cannot determine whether it corresponds to extremum.
Meanwhile, since we have f (y1 = 0) = 0, it is not extremum.
Therefore, there is no extremum inside the area of S.
Next, we examine extremum condition for borders of
l1, l2, l3. f for y2 = l1 is given by
f (y2 = l1) =− 2y
2
1
2N3y12− 10N2y12− 3N3+ 21N2− 42N + 24 . (125)
Differentiating f (y2 = l1) w.r.t. y1 leads to
∂
∂y1
f (y2 = l1) =
12(N− 1)(N− 2)(N− 4)y1
(2N3y12− 10N2y12− 3N3+ 21N2− 42N+ 24)2
. (126)
Therefore, ε212 (y2 = l1) takes minimum value at y1 = 0:
0, (xA,xB,xC) =
(
1
2
− 1
N
,
2
N
,
1
2
− 1
N
)
. (127)
Then, f for y2 = l2 is given by
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f (y2 = l2) =
(√
6N− 2Ny1− 4
√
6
)
y1
2
4N3
√
6y12− 8N3y13− 16
√
6y12N2+ 36N2y1+ 24N
√
6− 36Ny1− 24
√
6
. (128)
Differentiating f (y2 = l2) w.r.t. y1 leads to
∂
∂y1
f (y2 = l2) =
−9N2 (N− 1)y1(
N3
√
6y12− 2N3y13− 4
√
6y12N2+ 9N2y1+ 6N
√
6− 9Ny1− 6
√
6
)2
·

y12−
(
N2
√
6− 8N√6
)
y1
4N2
− 2N− 8
N2


︸ ︷︷ ︸
g
.
(129)
At the endpoints for g, we have
g(y1 = 0) =
−2N+ 8
N2
< 0 (130)
g
(
y1 =
√
6
2
− 3
√
6
N
)
=
(N− 4)(3N− 26)
4N2
> 0, (131)
which means it crosses with y1 axes only once. Considering
discrete compositions for g, we get
g
(
y1 =
√
6(N− 3)
4N
)
=
−N + 19
8N2
< 0 (132)
g
(
y1 =
√
6(N− 2)
4N
)
=
N + 14
4N2
> 0. (133)
Thus, we consider ε212 (y2 = l2) for even and odd number
of atoms respectively, which can take maximum value at
y1 =
√
6(N− 4)
/
4N,
√
6(N− 2)
/
4N,
√
6(N− 3)
/
4N,
√
6(N− 1)
/
4N for large N:
Ds (N− 3)(N− 4)3
(N− 2Ds− 1)(N2+ 2N + 24)N2 , (xA,xB,xC) =
(
1
2
,
1
2
− 2
N
,
2
N
)
(134)
Ds (N− 5)(N− 3)(N− 2)3
(N− 2Ds− 1)(N3+N2+ 23N− 41)N2 , (xA,xB,xC) =
(
1
2
+
1
2N
,
1
2
− 5
2N
,
2
N
)
(135)
Ds (N− 6)(N− 3)(N− 2)3
(N− 2Ds− 1)(N3+ 2N2+ 24N− 32)N2 , (xA,xB,xC) =
(
1
2
+
1
N
,
1
2
− 3
N
,
2
N
)
(136)
Ds (N− 7)(N− 3)(N− 2)(N− 1)
(N− 2Ds− 1)(N2+ 4N+ 27)N2 , (xA,xB,xC) =
(
1
2
+
3
2N
,
1
2
− 7
2N
,
2
N
)
. (137)
Finally, f for y2 = l3 becomes
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f (y2 = l3) =
(√
6N + 2Ny1− 4
√
6
)
y1
2
4N3
√
6y12+ 8N3y13− 16
√
6y12N2− 36N2y1+ 24N
√
6+ 36Ny1− 24
√
6
. (138)
Differentiating f (y2 = l3) w.r.t. y1 leads to
∂
∂y1
f (y2 = l3) =
−9N2 (N− 1)y1(
N3
√
6y12+ 2N3y13− 4
√
6y12N2− 9N2y1+ 6N
√
6+ 9Ny1− 6
√
6
)2
·

y12+
(
N2
√
6− 8N√6
)
y1
4N2
− 2N− 8
N2


︸ ︷︷ ︸
g
.
(139)
At the endpoints of g, we have
g
(
y1 =−
√
6
2
+
3
√
6
N
)
=− (N− 4)(3N− 26)
4N2
> 0
g(y1 = 0) =
−2N + 8
N2
< 0, (140)
which means it crosses with y1 axes only once. Considering
discrete composition fo g, we get
g
(
y1 =−
√
6(N− 2)
4N
)
=
N + 14
4N2
> 0 (141)
g
(
y1 =−
√
6(N− 3)
4N
)
=
−N + 19
8N2
< 0. (142)
Thus, in a similar fashion, ε212 (y2 = l3) can take maximum
value at y1 = −
√
6(N− 1)
/
4N, −√6(N− 2)
/
4N, y1 =
−√6(N− 3)
/
4N, −√6(N− 4)
/
4N for large N:
Ds (N− 7)(N− 3)(N− 2)(N− 1)
(N− 2Ds− 1)(N2+ 4N+ 27)N2 , (xA,xB,xC) =
(
2
N
,
1
2
− 7
2N
,
1
2
+
3
2N
)
(143)
Ds (N− 6)(N− 3)(N− 2)3
(N− 2Ds− 1)(N3+ 2N2+ 24N− 32)N2 , (xA,xB,xC) =
(
2
N
,
1
2
− 3
N
,
1
2
+
1
N
)
(144)
Ds (N− 5)(N− 2)(N− 3)3
(N− 2Ds− 1)(N3+N2+ 23N− 41)N2 , (xA,xB,xC) =
(
2
N
,
1
2
− 5
2N
,
1
2
+
1
2N
)
(145)
Ds (N− 3)(N− 4)3
(N− 2Ds− 1)(N2+ 2N+ 24)N2 , (xA,xB,xC) =
(
2
N
,
1
2
− 2
N
,
1
2
)
(146)
Finally, at vertices of S, p1, p2, p3, ε
2
12 is given by
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2Ds (N− 2)(N− 3)(N− 6)2
N2 (5N2− 41N+ 86)(N− 2Ds− 1) , (xA,xB,xC) =
(
1− 4
N
,
2
N
,
2
N
)
(147)
0 , (xA,xB,xC) =
(
2
N
, 1− 4
N
,
2
N
)
(148)
2Ds (N− 2)(N− 3)(N− 6)2
N2 (5N2− 41N+ 86)(N− 2Ds− 1) , (xA,xB,xC) =
(
2
N
,
2
N
, 1− 4
N
)
. (149)
From above Eqs. (127), (136), (134), (135), (137), (143),
(144), (145), (146), (147), (148) and (149), maximum and
minimum values for ε212 are given by
min
(
ε212
)
= 0, xA = xC (150)
max
(
ε212
)∼ Ds
N
, (xA,xB,xC)∼
(
1
2
,
1
2
, 0
)
,
(
0,
1
2
,
1
2
)
. (151)
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