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Abstract
We introduce the notion of partial group algebra with projections
and relations and show that this C*-algebra is a partial crossed prod-
uct. Examples of partial group algebras with projections and relations
are the Cuntz-Krieger algebras and the unitization of C*-algebras of
directed graphs.
1 Introduction
In [1] it was introduced the notion of partial group algebra with relations.
This algebra is an universal C*-algebra where the generators are the elements
of a group and the relations are, among other, the relations of a partial
representation of the group. It was shown in the same paper that these
algebras are examples of partial crossed products.
In this paper we introduce the partial group algebras with relations and
projections. We define this algebra in terms of generators and relations,
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where the generators are a family of projections and the elements of a group.
We show that the algebras so defined are also partial crossed products.
We show that the unitization of graph C*-algebras are examples of partial
group algebras with relations and projections. Another class of examples of
partial group algebras with projections and relations are the C*-algebras
(denoted by OA,B) which we introduce in subsection 5.1. These algebras are
obtained by considering two n× n matrices A,B with entries in {0, 1}, and
are such that if one of the matrices A or B is a permutation matrix then the
algebra OA,B is the Cuntz-Krieger algebra of one matrix.
2 Partial group algebra with projections
In this section we define the partial group algebra with projections, which
is an universal C*-algebra, and we show that this algebra is a partial crossed
product of a group by a commutative C*-algebra.
Let us first define the partial group algebra with relations and projections.
Definition 2.1. Let G be a group and J be a set. The partial group algebra
with projections, denoted C∗pr(G), is the universal C*-algebra generated by
the set {[g] : g ∈ G} and a family of projections {Pi}i∈J with the relations:
• [e] = 1;
• [r−1] = [r]∗ for each r ∈ G;
• [r][s][s−1] = [rs][s−1] for each r, s ∈ G;
• Pi is a projection, that is, P
∗
i = Pi = P
2
i for each i ∈ J ;
2
• [r][r]∗ and [s]Pj[s]
∗ commute, for all r, s ∈ G and i ∈ J ;
• [r]Pi[r]
∗ and [s]Pj[s]
∗ commute, for all r, s ∈ G and i, j ∈ J ;
The first, second and third relations mean that the map G ∋ g 7→ [g] ∈
C∗pr(G) is a partial representation of G. So, following [2], [r][r]
∗ and [s][s]∗
commute for all r, s ∈ G. Also, considering r = s = e, by the last relation
the projections Pi and Pj commute, for all i, j ∈ J . In C
∗
pr(G) the relation
[r]∗[r][s] = [r]∗[rs] (similar to the third relation) also holds for each r, s ∈ G,
since [r]∗[r][s] = ([s−1][r−1][r])∗ = ([s−1r−1][r])∗ = ([rs]∗[r])∗ = [r]∗[rs].
3 The partial group algebra as a partial crossed
product
Another way to look to the partial group algebra with projections is via
the partial crossed product theory (in the sense of [2], [6]). From now on
to the end of this section, we will concentrate our attention to show that
the algebra C∗pr(G) is a partial crossed product of G by a commutative C*-
algebra.
Let us begin by defining the topological space which gives rise to the
desired commutative C*-algebra.
First add a new element to J , called 0, that is, consider the new set I as
the disjoint union I = J
⊔
{0}. We will use the symbol
⊔
for disjoint unions.
For each i ∈ I consider a distinct copy Gi of G and consider the disjoint
union
⊔
i∈I
Gi. Given i ∈ I with i 6= 0 (that is, i ∈ J) we denote the elements
of Gi by gi. The set G0 will be identified with G and the elements of G0 will
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be denoted by g. Consider the topological space
{0, 1}
⊔
i∈I
Gi
with the product topology. This is a compact Hausdorff space. The elements
of this space may be identified with the subsets of
⊔
i∈I
Gi via the identification
{0, 1}
⊔
i∈I
Gi
∋ ξ˜ = (ξ˜x)x∈ ⊔
i∈I
Gi ←→ ξ ∈
⊔
i∈I
Gi
where ξ = {x ∈
⊔
i∈I
Gi : ξ˜x = 1}.
Consider the set
XG =
ξ ∈ {0, 1}
⊔
i∈I
Gi
:
−e ∈ ξ
− if ri ∈ ξ then r ∈ ξ
 .
Note that XG is closed in {0, 1}
⊔
i∈I
Gi
and so XG is compact.
The C*-algebra C(XG) is the commutative C
∗-algebra which will be used
to define a partial action to obtain the partial crossed product. The partial
action will be introduced later.
To show that the algebra C∗pr(G) is a partial crossed product of G by
a commutative C*-algebra, it is important to identify a commutative C*-
algebra in C∗pr(G). Note that the subalgebra of C
∗
pr(G) generated by [r][r]
∗
and [r]Pi[r]
∗, with r ∈ G and i ∈ J is commutative, by definition.
With this subalgebra in mind, let us consider the universal C*-algebra B
generated by elements {Qri}ri∈ ⊔
i∈I
Gi with the relations:
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• Qri are commutative projections;
• Qe = 1, where e ∈ G is the neutral element;
• QriQr = Qri for each r ∈ G and i ∈ I.
Note thatB is commutative and let B̂ be the spectrum of B, which is compact
since B is unital.
Lemma 3.1. B̂ and XG are homeomorphic.
Proof. Given an element ξ ∈ XG, define Tξ on the generators of B by
Tξ(Qri) = [r
i ∈ ξ] (the notation [ri ∈ ξ] means: [ri ∈ ξ] = 1 if ri ∈ ξ
and [ri ∈ ξ] = 0 if ri /∈ ξ). By the universal property of B, Tξ may be
extended to B, and so Tξ ∈ B̂. So we obtain an injective function
T : XG → B̂
ξ 7→ Tξ
.
For each ψ ∈ B̂ define
νψ = {r
i ∈
⊔
i∈I
Gi : ψ(Qri) = 1}.
Note that e ∈ νψ because ψ(Qe) = ψ(1) = 1, and if r
i ∈ νψ then ψ(Qri) = 1,
and since ψ(Qri) = ψ(Qri)ψ(Qr), it remains that ψ(Qr) = 1, from where
r ∈ νψ. So νψ ∈ XG and Tνψ = ψ, and this shows that T is surjective. To see
that T is continuous, let (ξm)m∈M ⊆ XG be a net such that ξm → ξ ∈ XG
(M is a directed set). Then, given ri ∈
⊔
i∈I
Gi, there exists m0 ∈M such that
for each m ≥ m0, r
i ∈ ξm if and only if r
i ∈ ξ. Therefore, for each m ≥ m0,
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Tξm(Qri) = [r
i ∈ ξm] = [r
i ∈ ξ] = Tξ(Qri),
and this shows that Tξm(Qri) → Tξ(Qri). Then Tξm(d) → Tξ(d) for d in
a dense set in B. Since Tξm are uniformly limited it follows that Tξm → Tξ
in B̂. So, T is bijective and continuous. Since B̂ and XG are compact and
Hausdordff then T is a homeomorphism.
By using the homeomorphism introduced in the previous lemma, we ob-
tain the *-isomorphism Φ0 : C(B̂) → C(XG) defined by Φ0(f) = f ◦ T for
each f ∈ C(B̂). Let Γ : B → C(B̂) be the Gelfand *-isomorphism, that is,
Γ(b)(ψ) = ψ(b) for each b ∈ B and ψ ∈ B̂. Now, let Φ : B → C(XG) be the
*-isomorphism Φ0 ◦ Γ, and note that
Φ(Qri)(ξ) = (Φ0(Γ(Qri))(ξ) = Γ(Qri)(T (ξ)) = Tξ(Qri) = [r
i ∈ ξ],
where [ri ∈ ξ] = 1 if ri ∈ ξ and [ri ∈ ξ] = 0 if ri /∈ ξ. Denoting by 1ri the
characteristic function 1ri(ξ) = [r
i ∈ ξ], we get Φ(Qri) = 1ri.
Let ϕ0 : C(XG)→ B be the inverse *-isomorphism of Φ. By the universal
property of B there exists a *-homomorphism ϕ1 : B → C
∗
pr(G) such that
ϕ1(Qri) = [r]Pi[r]
∗ for each r ∈ G and i ∈ J and ϕ1(Qr) = [r][r]
∗ for each
r ∈ G. Let
ϕ : C(XG)→ C
∗
pr(G) (1)
be the composition ϕ1 ◦ ϕ0. Note that ϕ(1ri) = [r]Pi[r]
∗ for each r ∈ G
and i ∈ J and ϕ(1r) = [r][r]
∗ for each r ∈ G.
6
Let us now introduce the necessary partial action of G in C(XG) to obtain
a partial crossed product.
For each t ∈ G, consider Xt ⊆ XG,
Xt = {ξ ∈ XG : t ∈ ξ}
which is clopen in XG. Given an element ξ ∈ Xt−1 we define the set tξ by
tξ = {(tr)i : ri ∈ ξ}. Note that in this case tξ is an element of Xt. Then
we define the map
θt : Xt−1 → Xt
ξ 7→ tξ
which is a homeomorphism.
For each t ∈ G define the *-isomorphism
αt : C(Xt−1) → C(Xt)
f 7→ f ◦ θt−1
.
Then ({C(Xt)}t∈G, {αt}t∈G) is a partial action of G on C(XG) (in the sense
of [2], [6]).
In the following lemma, which is a technical but a useful result,
∏
1ri
means a product of finitely many characteristic functions, where ri ∈
⊔
i∈I
Gi.
These characteristic functions are elements of C(XG). Recall that since r
0 is
identified with r, in the product
∏
1ri, characteristic functions like 1r, with
r ∈ G are also allowed.
Lemma 3.2. 1. span{1t
∏
1ri} is a dense *-algebra in C(Xt).
7
2. αt(1t−11ri) = 1t1(tr)i .
Proof. The first item follows from the Stone-Weierstrass theorem. For the
second one, consider ξ ∈ XG. If ξ ∈ Xt then
αt(1t−11ri)(ξ) = (1t−11ri)(t
−1ξ) = 1t−1(t
−1ξ)1ri(t
−1ξ) = [ri ∈ t−1ξ] =
= [(tr)i ∈ ξ] = 1(tr)i(ξ) = 1t(ξ)1(tr)i(ξ) = (1t1(tr)i)(ξ).
If ξ /∈ Xt then αt(1t−11ri)(ξ) = 0 = (1t1(tr)i)(ξ).
Define the map pi : G → C∗pr(G) by pi(g) = [g] and note that (by the
definition of C∗pr(G)) pi is a partial representation of G.
Proposition 3.3. The pair (ϕ, pi) is a covariant representation of (C(XG), α, G),
that is, pi is a partial representation of G, ϕ is a *-homomorphism of C(XG),
and ϕ(αt(a)) = pi(t)ϕ(a)pi(t)
∗ for each a ∈ C(Xt) and t ∈ G.
Proof. All we need to do is to show that ϕ(αt(a)) = pi(t)ϕ(a)pi(t)
∗ for each
a ∈ C(Xt) and t ∈ G.
Let t ∈ G. Then, given ri ∈
⊔
i∈I
Gi,
ϕ(αt(1t−11ri)) = ϕ(1t1(tr)i) = [t][t]
∗[tr]Pi[tr]
∗ = [t][t]∗[tr]Pi[tr]
∗[t][t]∗ =
= [t][r]Pi[r]
∗[t]∗ = [t][t]∗[t][r]Pi[r]
∗[t]∗ = pi(t)ϕ(1t−11ri)pi(t)
∗.
By Lemma 3.2, ϕ(αt(b)) = pi(t)ϕ(b)pi(t)
∗ for each b in a dense subset of
C(Xt). The result follows by continuity of ϕ and αt.
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We recall that the partial crossed product of G and C(XG) by the par-
tial action α, (see [5], [6]), denoted by C(XG) ⋊α G, is the enveloping C*-
algebra of the *-algebra
{∑
g
agδg : ag ∈ C(Xg)
}
endowed with: the point-
wise sum, the product (
∑
g
agδg)(
∑
h
bhδh) =
∑
h,g
αg(αg−1(ag)bg−1h)δh, the invo-
lution (
∑
g
agδg)
∗ =
∑
g
αg−1(a
∗
g)δg−1 and ‖
∑
g
agδg‖1 =
∑
g
‖ag‖.
Now we are ready to prove that the partial group algebra with projections
C∗pr(G) introduced at the beginning of this section is isomorphic to the partial
crossed product C(XG)⋊α G.
Theorem 3.4. There exists a *-isomorphism φ : C∗pr(G) → C(XG) ⋊α G
such that φ([r][r]∗) = 1rδe and φ(Pi) = 1eiδe.
Proof. We will prove that there exist two *-homomorphism, one from C∗pr(G)
to C(XG) ⋊α G, and other from C(XG) ⋊α G to C
∗
pr(G), and that these *-
homomorphisms are mutually inverse. First, define
ϕ× pi :
{∑
agδg : ag ∈ C(Xg)
}
→ C∗pr(G)
by (ϕ×pi)(
∑
agδg) =
∑
ϕ(ag)pi(g) where ϕ and pi are the maps of Proposition
3.3. It is easy to show, by using Proposition 3.3 and direct calculations, that
ϕ × pi is linear, multiplicative, self-adjoint and contractive, and so ϕ × pi
extends to C(XG)⋊α G.
On the other hand, by the universal property of C∗pr(G) there exists a
*-homomorphism φ : C∗pr(G) → C(XG) ⋊α G such that φ([r]) = 1rδr and
φ(Pi) = 1eiδe, for each r ∈ G and i ∈ J .
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Note that
φ([r][r]∗) = 1rδr1
−1
r δ
−1
r = 1rδe.
To show that φ is a *-isomorphism, we show that ϕ× pi is the inverse of
φ.
For each t ∈ G and i ∈ J ,
(φ ◦ (ϕ× pi))(1t1riδt) = φ(ϕ(1t1
i
r)pi(t)) =
= φ([t][t]∗[r]Pi[r]
∗[t]) = 1tδe1rδr1eiδe1r−1δr−11tδt = 1t1r1riδt.
Recall that given ξ ∈ XG, if r
i ∈ ξ then r ∈ ξ. Therefore, 1r1ri = 1ri in
C(XG). Then 1t1r1riδt = 1t1riδt. It follows from Lemma 3.2 that φ ◦ (ϕ× pi)
is the identity homomorphism of C(XG)⋊α G.
On the other hand, by direct calculations, ((ϕ × pi) ◦ φ)([r]) = [r] and
((ϕ × pi) ◦ φ)(Pi) = Pi, and so (ϕ× pi) ◦ φ is the identity homomorphism of
C∗pr(G).
4 The partial group algebra with projections
and relations
The partial group algebra with projections is, roughly speaking, a C*-
algebra generated by partial isometries and projections. One of the most
celebrated C*-algebra generated by partial isometries is the Cuntz-Krieger
algebra OA for a n×n matrix A with entries in {0, 1}. If we desire (for exam-
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ple) to show that the Cuntz-Krieger algebras are examples of our construc-
tion, we need to identify some projections in these algebras. Let {S1, ..., Sn}
be the generators of OA, and let pi be the projection SiS
∗
i . So, in OA the
relations pi = SiS
∗
i , S
∗
i Si =
n∑
j=1
ai,jpj and
n∑
i=1
pi = 1 hold. To identify OA
with some partial group algebra with projections, it seems to be reasonable
to choose the group as being the free group Fn (generated by {1, 2, ..., n}),
and n projections P1, ..., Pn, so that the partial isometries Si and the pro-
jections pi of OA identifies with the partial isometries [i] and the projections
Pi of C
∗
pr(Fn). In OA, the equalities S
∗
i Si =
n∑
j=1
pi, SiS
∗
i = pi and
n∑
i=1
pi = 1
hold, but nothing guarantees that the relation [i][i]∗ = Pi holds in C
∗
pr(Fn).
So, it is natural to consider the partial group algebra with projections and
relations. In this section, we define the partial group algebra with projections
and relations and show that this algebras are also partial crossed products
of a group by a commutative C*-algebra.
Let us begin by defining the partial group algebra with projections and
relations.
Let G be a group, J be a set and let XG be the topological space as in
Section 2. Consider a set R ⊆ C(XG) such that each element f ∈ R is of the
form f =
∑
j
λj
∏
r,i
1ri, that is, f is a linear combination of products of finitely
many characteristic functions 1ri, where r
i ∈
⊔
i∈I
Gi. Recall that I = J
⊔
{0},
and since we are identifying G0 with G, functions like 1r with r ∈ G are also
allowed in the products
∏
r,i
1ri.
Definition 4.1. Let G be a group, J be a set and let XG be the topological
space as in section 2. In C(XG), consider a set R as above. The partial
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group C*-algebra with relations R and projections {Pi}i∈J , which we denote
C∗pr(G,R), is the universal C*-algebra generated by {[g] : g ∈ G} and {Pi}i∈J
with the relations of the Definition 2.1 and the relations∑
j
λj
∏
r,i
[r]Pi[r]
∗ = 0 for all
∑
j
λj
∏
r,i
1ri ∈ R. Here, [r]P0[r]
∗ means [r][r]∗.
By definition, the algebra C∗pr(G,R) is a quotient of C
∗
pr(G). If R = ∅
then C∗pr(G,R) = C
∗
pr(G).
As in the previous section, we will show that the algebras C∗pr(G,R) are
partial crossed products of G by a commutative algebra.
First we let R ⊆ C(XG) and consider the ideal of C(XG) generated by
{αt(1t−1f) : f ∈ R, t ∈ G}.
This ideal is of the form C0(V ), for some open subset V of XG.
Proposition 4.2. Define
ΩR = {ξ ∈ XG : f(t
−1ξ) = 0 ∀ t ∈ ξ ∩G, f ∈ R}.
Then XG \ V = ΩR, (therefore C(ΩR) ≃
C(XG)
C0(V )
).
Proof. Let ξ ∈ XG \ V . Then, given t ∈ ξ ∩G and f ∈ R, since αt(1t−1f) ∈
C0(V ) then 0 = αt(1t−1f)(ξ) = (1t−1f)(t
−1ξ) = f(t−1ξ). Therefore ξ ∈ ΩR.
On the other hand, let ξ ∈ ΩR. Then, given f ∈ R, αt(1t−1f)(ξ) = 0
if t /∈ ξ, and if t ∈ ξ then αt(1t−1f)(ξ) = 1t−1f(t
−1ξ) = f(t−1ξ) = 0. So,
g(ξ) = 0 for each g ∈ C0(V ), and so ξ /∈ V .
The set ΩR is a compact set in XG and is invariant under the partial
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action defined for each t ∈ G by Xt−1 ∋ ξ 7→ tξ ∈ Xt. Then we may consider
the restriction of the partial action θ to ΩR, that is, we may consider the
partial action θt : Xt−1 ∩ ΩR → Xt ∩ ΩR, which we also call θ. Then, by
defining Dt = C(Xt ∩ ΩR), and
β : Dt−1 → Dt
f 7→ f ◦ θt
we obtain a partial action of G on C(ΩR).
From now on to the end of this section let us consider only subsets R of
C(XG) such that all the elements of R are of the form
n∑
j=1
λj
∏
r,i
1ri.
Theorem 4.3. There is a *-isomorphism φ : C∗pr(G,R)→ C(ΩR)⋊βG such
that φ([r]) = 1rδr and φ(Pi) = 1eiδe.
Proof. By the universal property of C∗pr(G,R), there is a *-homomorphism
φ : C∗pr(G,R) → C(ΩR) ⋊β G such that φ([r]) = 1rδr and φ(Pi) = 1riδe
for each r ∈ G and i ∈ J . We will only verify that φ(f) = 0 for each
f ∈ R. The verification of the other relations are left to the reader. Let
f =
∑
j
λj
∏
r,i
1ri ∈ R. Then,
φ(f) =
∑
j
λj
∏
r,i
φ([r])φ(Pi)φ([r])
∗ =
∑
j
λj
∏
r,i
1rδr1eiδe1r−1δr−1 =
=
(∑
j
λj
∏
r,i
1r1ri
)
δe.
Since 1r1ri = 1ri it follows that
∑
j
λj
∏
r,i
1r1ri =
∑
j
λj
∏
r,i
1ri = 0 in ΩR and so
φ(f) = 0.
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On the other hand, consider the *-homomorphism ϕ : C(XG)→ C
∗
pr(G,R)
obtained by composing the homomorphism (1) with the quotient map from
C∗pr(G) to C
∗
pr(G,R). Note that if f =
∑
j
λj
∏
r,i
1ri ∈ R then
ϕ(αt(1t−1f)) = ϕ
(∑
j
λj
∏
r,i
(1t1(tr)i)
)
=
=
∑
j
λj
∏
r,i
[t][t]∗[tr]Pi[tr]
∗ =
∑
j
λj
∏
r,i
[t][t]∗[tr]Pi[tr]
∗[t][t]∗ =
=
∑
j
λj
∏
r,i
[t][r]Pi[r]
∗[t]∗ = [t]
(∑
j
λj
∏
r,i
[r]Pi[r]
∗
)
[t]∗ = 0.
So ϕ(g) = 0 for each g in the ideal C0(V ). Since C(ΩR) ≃
C(XG)
C0(V )
, there
is a *-homomorphism ψ : C(ΩR) → C
∗
pr(G,R) such that ψ(1ri) = [r]Pi[r].
Consider the map pi : G→ C∗pr(G,R) defined by pi(g) = [g], which is a partial
representation. Then (ψ, pi) is covariant and the map
ψ × pi :
{∑
agδg : ag ∈ Dg, g ∈ G
}
→ C∗pr(G,R)
defined by (ψ×pi)(
∑
agδg) =
∑
ψ(ag)pi(g) is a contractive *-homomorphism
and extends to C(ΩR)⋊βG. The *-homomorphisms φ and ψ×pi are inverses
of each other.
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5 Examples
5.1 The Cuntz-Krieger C*-algebras
Recall that the celebrated Cuntz-Krieger C*-algebra OD of a n×n matrix
D = (di,j)i,j with entries in {0, 1}, is the universal C*-algebra generated by n
partial isometries Si with the relations
n∑
i=1
SiS
∗
i = 1 and S
∗
i Si =
∑
j:di,j=1
SjS
∗
j .
Let A = (ai,j)i,j and B = (bi,j)i,j be two matrices of order n×n such that
ai,j , bi,j ∈ {0, 1}. Let Fn be the free group with n generators.
Let OA,B be the partial group C*-algebra with relations and projections
C∗pr(Fn, R) generated by the group Fn and projections P1, ..., Pn with the
relations:
•
n∑
i=1
Pi = 1.
• [i]∗[i] =
n∑
j=1
ai,jPj , for each i ∈ {1, ..., n}.
• [i][i]∗ =
n∑
j=1
bi,jPj, for each i ∈ {1, ..., n}.
• [r][r]∗[rs][rs]∗ = [rs][rs]∗ for all r, s ∈ Fn such that |rs| = |r| + |s|,
(where |r| means the length of r, that is, the quantity of generators of
r in its reduced form).
It is easy to see that OA,B and OB,A are isomorphic C*-algebras, where
one isomorphism is OA,B ∋ x 7→ x
∗ ∈ OB,A.
The celebrated Cuntz-Krieger algebras OA may be seen as algebras OA,B
following the next proposition.
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Proposition 5.1. If one of the matrices A or B is a permutation matrix
then OA,B is a Cuntz-Krieger algebra. More precisely, if B is a permutation
matrix then OA,B is *-isomorphic to the Cuntz-Krieger algebra OA˜, where
A˜ = BtA.
Proof. First write B = (bi,j)i,j and note that for each i there is a unique j
such that bi,j = 1 (and for each j there is a unique i with bi,j = 1). Moreover,
note that the line j of A˜ is equal to the line i of A, that is, a˜j,k = ai,k for
each k, where i, j are such that bi,j = 1.
Define pi : {1, ..., n} → O
A˜
by pi(i) = Sj, where i, j are such that bi,j = 1.
Here, S1, ..., Sn are the generators of OA˜. By [3, 5.2], pi extends to a partial
representation of Fn, which we also call pi. Define ϕ : Fn∪{P1, ..., Pn} → OA˜
by ϕ(r) = pi(r) for r ∈ Fn and ϕ(Pi) = SiS
∗
i . To extend ϕ to OA,B we need
to verify the relations defining OA,B. First note that the relation ϕ(rs) =
ϕ(r)ϕ(s) for r, s ∈ Fn with |rs| = |r|+ |s| follows by the definition of ϕ. The
equality
n∑
i=1
ϕ(Pi) = 1 is trivial. Let i ∈ {1, ..., n} and choose j such that
bi,j = 1 (such a j is unique). Then
ϕ(i)∗ϕ(i) = S∗jSj =
n∑
k=1
a˜j,kSkS
∗
k =
n∑
k=1
ai,kSkS
∗
k =
n∑
k=1
ai,kϕ(Pk),
and
ϕ(i)ϕ(i)∗ = SjS
∗
j = ϕ(Pj) =
n∑
k=1
bi,kϕ(Pk).
So, we obtain a *-homomorphism (which we also call ϕ) ϕ : OA,B → OA˜.
To obtain the inverse of ϕ we first define ψ : {S1, ..., Sn} → OA,B by
ψ(Sj) = [i], where i, j are such that bi,j = 1, and then extend it to OA˜ by
16
using the universal property of OA˜.
5.2 The graph algebra
Consider a directed graph E = (E0, E1, r, s) and the graph C*-algebra
C∗(E). Following the convention of [7], C∗(E) is the universal C*-algebra
generated by mutually orthogonal projections {Qv}v∈E0 and by partial isome-
tries {Sa}a∈E1 with the relations:
• S∗aSb = 0 for each a, b ∈ E
1, a 6= b, that is, the partial isometries have
orthogonal ranges,
• S∗aSa = Qs(a) for each a ∈ E
1,
• SaS
∗
a ≤ Qr(a) for each a ∈ E
1,
• Qv =
∑
b∈r−1(v)
SbS
∗
b if 0 < #{r
−1(v)} <∞.
Since the graph algebras are not always unital and the partial group
algebras are unital C∗-algebras, it is obviously not reasonable to expect that
graph algebras are *-isomorphic to partial group algebras with projections
and relations. However, we show that C∗(E) is *-isomorphic to a subalgebra
of a group partial algebra with projections and relations.
Consider the free group F generated by E1. Given an element 0 6= t ∈ F,
write t = t1...tn in his reduced form and define the element pi(t1)...pi(tn) ∈
C∗(E) where pi(ti) = Sa if ti = a ∈ E
1 and pi(ti) = S
∗
a if ti = a
−1 ∈ (E1)−1.
Define the map pi : F→ C˜∗(E) by pi(t1...tn) = pi(t1)...pi(tn) and pi(e) = 1.
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Let us show, in the next pages, that the map pi is a partial group repre-
sentation.
Let I ⊆ C∗(E) be the semigroup generated by Sa, S
∗
b : a, b ∈ E
1.
Note that for each c ∈ I, cc∗ ≤ Qu, for some u ∈ E
0. In fact, if c = Sac˜
then cc∗ ≤ SaS
∗
a ≤ Qr(a), and if c = S
∗
a c˜ then cc
∗ ≤ S∗aSa = Qs(a).
Proposition 5.2. For each c ∈ I, c is a partial isometry. Moreover, for
each c, d ∈ I, cc∗ commutes with dd∗.
Proof. First we prove the following claim.
Claim: If c, d ∈ I are such that |c| = 1 then cc∗ commutes with dd∗.
Let c = Sa. If d = Sbr then cc
∗dd∗ = SaS
∗
aSbrr
∗S∗b = [a = b]Sarr
∗S∗a =
Sbrr
∗S∗bSaS
∗
a = dd
∗cc∗. If d = S∗b r then d = S
∗
dn
...S∗d1 with di ∈ E
1, and so
dd∗ = Qs(dn) and since cc
∗ ≤ Qr(a) then cc
∗dd∗ = cc∗Qr(a)Qs(dn) = [r(a) =
s(dn)]cc
∗ = [r(a) = s(dn)]Qs(dn)Qr(a)cc
∗ = dd∗cc∗.
Let c = S∗a. Then cc
∗ = S∗aSa = Qs(a) and in this case cc
∗ and dd∗
commute for each d ∈ I because dd∗ ≤ Qu for some u ∈ E
0.
This proves the claim.
We will prove the proposition by using induction over |c|. Suppose c is a
partial isometry for each c ∈ I with |c| < n. Let d ∈ I with |d| = n. Write
d = tc, where t, c ∈ I, |t| = 1 and |c| = n− 1. By the Claim, t∗t commutes
with cc∗ and c is a partial isometry. Then
dd∗d = tcc∗t∗tc = tt∗tcc∗c = tc = d,
and so d is a partial isometry.
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It follows that each element of I is a partial isometry.
By [4, 5.4], for each c, d ∈ I, cc∗ and dd∗ commute.
Let C˜∗(E) denote the unitization of C∗(E).
By the previous proposition and by [4, 5.4] it follows that the map pi :
F → C˜∗(E) defined by pi(e) = 1
C˜∗(E)
and pi(t1...tn) = pi(t1)...pi(tn) (where
t1...tn is in the reduced form) is a partial group representation.
Consider the topological space XF as in section 2. Fix the subset RE of
C(XF) (the set of the relations) as being the set of the following functions:
• 1eu1ev : u, v ∈ E
0, with u 6= v (e is the neutral element of F);
• 1a−1 − 1es(a) : a ∈ E
1;
• 1a1b : a, b ∈ E
1 with a 6= b;
• 1ev −
∑
a∈r−1(v)
1a for v ∈ E
0 with 0 < #r−1(v) <∞;
• 1rs1r − 1rs for r, s ∈ F with |rs| = |r|+ |s|;
• 1a1er(a) − 1a : a ∈ E
1.
Theorem 5.3. The partial group C*-algebra with projections and relations
C∗(F, RE) generated by {[s] : s ∈ F} and {Pi}i∈E0∪{0} with relations
∑∏
[r]Pi[r]
∗ =
0 for all
∑∏
1ri ∈ RE is *-isomorphic to C˜∗(E).
Proof. First note that C∗(F, RE) is the universal C
∗-algebra generated by
{[a] : a ∈ F} and {Pi}i∈E0∪{0} with the following relations:
• [e] = 1, [a−1] = [a]∗, and [r][s][s−1] = [rs][s−1] for all r, s ∈ F;
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• [r]Pi[r]
∗ and [s]Pj[s]
∗ commute, for all r, s ∈ F and i, j ∈ E0 ∪ {0};
• P0 = 1 and {Pu}u∈E0 are orthogonal projections;
• [a]∗[a] = Ps(a) for all a ∈ E
1;
• {[a][a]∗}a∈E1 are mutually orthogonal;
• Pv =
∑
a∈r−1(v)
[a][a]∗ if 0 < #r−1(v) <∞;
• [rs][rs]∗[r][r]∗ = [rs][rs]∗ if r, s ∈ F with |rs| = |r|+ |s|;
• [a][a]∗Pr(a) = [a][a]
∗ for all a ∈ E1.
By the universal property of C∗(E) there is a *-homomorphism ψ0 : C
∗(E)→
C∗(F, RE) such that ψ0(Sa) = [a] and ψ0(Qv) = Pv. So, there is a *-
homomorphism
ψ : C˜∗(E) → C∗(F, RE)
x+ α1
C˜∗(E)
7→ ψ0(x) + α1C∗(F,RE)
.
On the other hand define
φ : {[a] : a ∈ F} ∪ {Pi}i∈E0∪{0} → C˜∗(E)
by φ([r]) = pi(r) if r ∈ F, φ(Pv) = Qv if v ∈ E
0 and φ(P0) = 1C˜∗(E).
We need to verify that φ satisfies the relations which define C∗(F, RE).
By the previous proposition, φ|{[r]:r∈F} satisfies the relations which define a
partial group representation. To see that φ([c])φ(Pu)φ([c])
∗ commutes with
φ([d])φ(Pv)φ([d])
∗ (where u, v ∈ E0 and c, d ∈ F), it is enough to see that
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φ([c])φ(Pv)φ([c])
∗ = δφ([c])φ([c])∗ for each c ∈ F, where δ ∈ {0, 1}, because
φ([c])φ([c])∗ commutes with φ([d])φ([d])∗, by [5.2]. So, given c ∈ F (c in its
reduced form), write c = c˜t, with |t| = 1. If φ([t]) = Sa then
φ([t])φ(Pv) = SaQv = SaS
∗
aSaQv =
= [s(a) = v]SaS
∗
aSa = [s(a) = v]Sa = [s(a) = v]φ([t]).
If φ([t]) = S∗b then
φ([t])φ(Pv) = S
∗
bQv = S
∗
bSbS
∗
bQv = S
∗
bSbS
∗
bQr(b)Qv =
= [r(b) = v]S∗bSbS
∗
bQr(b) = [r(b) = v]S
∗
bSbS
∗
b = [r(b) = v]S
∗
b = [r(b) = v]φ([t]).
So, if |t| = 1 then φ([t])φ(Pv)φ([t])
∗ = δφ([t])φ([t])∗ for some δ ∈ {0, 1}.
Then φ([c])φ(Pv)φ([c])
∗ = φ([c˜])φ([t])φ(Pv)φ([t])
∗φ([c˜])∗ = δφ([c˜])φ([t])φ([t])∗φ([c˜])∗ =
δφ([c])φ([c])∗.
It is easy to show that φ satisfies the other properties which define
C∗(F, RE). So φ extends to C
∗(F, RE). The *-homomorphisms φ and ψ
are inverse each of other.
Remark 5.4. Following the previous theorem, the graph algebra C∗(E) is
*-isomorphic to the subalgebra of C∗(F, RE) generated by {Pv : v ∈ E
0} and
{[r] : r ∈ F \ {e}}.
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