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Abstract
We present a framework for constructing a structured realization of a linear time-
invariant dynamical system solely from a discrete sampling of an input and output
trajectory of the system. We estimate the transfer function of the original model at
selected frequencies using a modification of the empirical transfer function estimation
that was recently presented in [Peherstorfer, Gugercin, Willcox, SIAM J. Sci. Comput.,
39(5):2152–2178, 2017]. Our realization interpolates the transfer function estimates
and can be seen as a generalization of the Loewner framework to structured systems.
We demonstrate the presented framework by means of a delay example.
Keywords: structured realization; nonintrusive model reduction; structure-preserving
model reduction; delay differential equations; transfer function estimate
AMS(MOS) subject classification: 30E10, 37M99, 65P99, 93C05
1 Introduction
Nowadays it is common to describe a physical or chemical system by a mathematical
surrogate model. The demand for high fidelity models results in large-scale dynamical
systems, for which classical numerical methods may be too time or memory consuming.
In these cases, model order reduction (MOR) aims in reducing the computational cost by
approximating the dynamical system with a model of a smaller dimension, the so-called
reduced-order model (ROM). For an overview of existing methods we refer to the recent
books and surveys [1, 3, 8, 9, 16, 24, 33]. Most MOR schemes are intrusive in the sense
that they are formulated in a projection framework and thus require access to an internal
state-space representation of the complex physical system.
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Table 1.1: Examples of system structures and their transfer functions [38, Table 1]
state space description transfer function
second-order A1x¨(t) +A2x˙(t) +A3x(t) = Bu(t) C
(
s2A1 + sA2 + A3
)−1
B
state delay A1x˙(t) +A2x(t) +A3x(t − τ ) = Bu(t) C
(
sA1 +A2 + e
−τsA3
)−1
B
neutral delay A1x˙(t) +A2x + A3x˙(t − τ ) = Bu(t) C
(
sA1 +A2 + se
−τsA3
)−1
B
viscoelastic A1x¨(t) +
∫
t
0
h(t−τ )A2x˙(τ )dτ + A3x(t) = Bu(t) C
(
s2A1 + shˆ(s)A2 + A3
)−1
B
In practical applications the model might be available implicitly via a simulation code and
even depend on look-up tables. Thus, the model itself can be considered as a black box
providing simulation results or measurements for given inputs (cf. Figure 1.1) without the
possibility to access a state-space realization. In this case the surrogate model needs to be
built from input/output measurements only. Popular methods that are tailored to such
a data-driven setting are the Loewner framework [29], vector fitting [18, 23], or dynamic
mode decomposition (DMD) [25,36,40].
Σ
u y
Figure 1.1: The system Σ is considered a black-box.
Despite the inaccessibility of a state-space description, there may yet be a good under-
standing of the behavior of the system. Possible examples are vibration effects that are
naturally associated with second-order systems and advection effects, which are associ-
ated with state delays, cf. [38]. Further examples of relevant system structures are listed
in Table 1.1.
In these cases it is desirable to reflect such structural properties within the realization, since
structure preservation may result in ROMs of smaller dimension than what unstructured
methods produce while maintaining a comparable or even better accuracy, see [5, Section
5]. Although there is a significant body of literature dealing with structure-preserving
MOR methods [5, 13, 14, 21, 26, 30, 39], almost all of the approaches require an internal
description. Notable exceptions are provided in [20,35,37,38].
Remark 1.1. For some model problems, for instance a circuit that involves a lossless
transmission line [11], it is possible to transform a hyperbolic partial differential equation
(PDE) into a delay equation [17, 28] that is – from a computational perspective – much
easier to solve. Thus even if a state-space description is available, it may be advantageous
to choose a different structure for the surrogate model than for the original model. Notice
that many of these problems are characterized by slowly decaying Hankel singular values
or Kolmogorov n-widths [41], which prevents classical MOR methods from succeeding and
thus requires a special treatment [12,31,34]. ♦
Throughout this paper we make the assumption that the system Σ in Figure 1.1 is linear,
i.e., there exists a linear time-invariant (LTI) operator S with y = Su. For simplicity,
we additionally assume a single-input/single-output (SISO) system, that is u(t),y(t) ∈ R
for all t. According to our discussion above, we are interested in solving the following
problem.
Problem 1.2. Construct a structured LTI operator S˜ solely from input/output data such
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that
‖y − y˜‖ = ‖Su− S˜u‖ ≤ ε‖u‖
for all admissible input signals u, a small parameter ε ≥ 0, and suitable norms.
In order to solve Problem 1.2 we have to address the question what kind of data we assume
available and define precisely, what a structured LTI operator is. Recall that LTI systems
can be represented in the time domain or in the frequency domain [1]. The mapping from
the time to the frequency domain is given by the Laplace transform for continuous-time
systems and the Z-transform for discrete-time systems. Moreover, the L∞ error in the
time domain can be bounded by the H2 error in the frequency domain via
‖y − y˜‖L∞ := sup
t>0
‖y(t)− y˜(t)‖∞ ≤ ‖S − S˜‖H2 ‖u‖L2 . (1.1)
In fact, for SISO systems, the H2 norm is the L2-L∞ induced norm of the underlying
convolution operator, i.e. ‖S − S˜‖H2 is the smallest number such that (1.1) holds for all
inputs u ∈ L2 [7].
It is well-known (cf. [7] and the references therein) that if the solution operator S is the
convolution operator of a standard state-space realization, that is (assuming a zero initial
condition and no direct feed through),
(Su)(t) =
t∫
0
C exp(A(t− s))Bu(s)ds,
the H2 error ‖S − S˜‖H2 is minimized if the transfer function of S˜ interpolates the trans-
fer function of S at the mirror images of the poles of S˜. Thus our approach to solve
Problem 1.2 is to construct S˜ such that it is an interpolant of S in the frequency domain.
Since we only assume access to input/output measurements in the time domain, the trans-
fer function of S is not available and hence needs to be estimated (see the forthcoming
Section 2).
Remark 1.3. For structured systems, interpolation in the frequency domain was inves-
tigated in [5] within an projection framework and in [38] in a data-driven framework.
Although it is possible to construct H2-optimal interpolants solely from data [6], the op-
timality conditions for structured problems are much more involved [4, 19] and to our
knowledge, there exists no general computational strategy to obtain optimal interpolation
points. ♦
The remainder of the paper is structured as follows: In Section 2 we review the trans-
fer function estimation algorithm presented in [32] and adapt the theoretical analysis
to our setting (cf. Theorem 2.3). The connection between the continuous-time and the
discrete-time setting is given in Section 3. To make the paper self-contained, we review the
structured interpolation framework from [38] in Section 4 and present a simple algorithm
for estimating parameters which are associated to the specific structure – for instance, a
time delay – in Section 5. We illustrate the theoretical findings with a numerical case
study for a delay example in Section 6.
2 Least-Squares Transfer Function Estimate
Several methods, such as for instance the so-called signal generator approach [2], are
designed to use time-domain data to obtain frequency measurements. In this work, we
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use a modification of the empirical transfer function estimate (ETFE) method [27] that is
presented in [32] and does not assume periodicity of the input and output sequence. Since
the main tool of the method from [32] is the solution of a least-squares problem (see (2.3))
we refer to this approach as least-squares transfer function estimate (lsTFE).
For a given time step size δt > 0 consider the time grid 0 = t0 < t1 < . . . < tN = tf with
tj = jδt for j = 0, 1, . . . , N and N ∈ N. Moreover, we assume that measurements of the
input and the output at the time grid are available, i.e., that we have access to the data
uj := u(tj) ∈ Rm, and yj := y(tj) ∈ Rℓ for j = 0, 1, . . . , N. (2.1)
For simplicity, we assume in the following, that the data under consideration is generated
from a SISO dynamical system, that is, m = ℓ = 1, with zero initial condition. More-
over, we assume that the system is bounded-input/bounded-output (BIBO) stable, i.e., the
sequence (yj)j∈N is bounded for any bounded sequence (uj)j∈N, and make the following
crucial assumption for the remainder of this chapter.
Assumption 2.1. The data in (2.1) is generated from a causal, BIBO stable LTI system.
For the case N =∞, Assumption 2.1 guarantees that the output data yj is obtained via
the convolution of the impulse response of the system and the inputs uj . More precisely,
there exist numbers hi ∈ R such that
yj =
j∑
i=0
hiuj−i for j ∈ N.
Example 2.2. If the data (2.1) is generated from the discrete-time system
Exj+1 = Axj +Buj ,
yj = Cxj ,
x0 = 0,
with nonsingular matrix E ∈ Rn×n, then hi = C
(
E−1A
)i−1 (
E−1B
)
for i > 0 and h0 = 0.
©
Taking the Z-transforms of (uj)j∈N and
(
yj
)
j∈N
û(z) =
∞∑
i=0
uiz
−i and ŷ(z) =
∞∑
i=0
yiz
−i
implies ŷ(z) = H(z)û(z), where H is given by the formal power series
H(z) =
∞∑
i=0
hiz
−i.
In practical applications we have N <∞ and thus cannot apply the Z-transform. Instead,
we use the fast Fourier transform (FFT), which can be interpreted as a special case of the
Z-transform. More precisely, we define qk := exp
(
2πı
N
k
)
,
ûk;N :=
N−1∑
j=0
ujq
−j
k , and ŷk;N :=
N−1∑
j=0
yjq
−j
k
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for k = 0, . . . , N − 1. Using the index set
I :=
{
k ∈ {0, 1, . . . , N}
∣∣∣∣ |ûk;N | > 0} =: {k1, . . . , kr},
we can define
Hk;N :=
ŷk;N
ûk;N
for k ∈ I
as an approximation of the transfer function. This particular way of estimating the transfer
function is known as the ETFE [27]. If the sequence uj and yj are periodic with period
N , then Hk;N = H(qk). In practical applications, periodicity cannot always be assumed
and thus, we pursue a different way here. Following [32] we define the partial sum
Hj(z) :=
j∑
i=0
hiz
−i.
Using the inverse FFT, we observe
yj =
j∑
i=0
hiuj−i =
j∑
i=0
hi
(
1
N
N−1∑
k=0
ûkq
j−i
k
)
=
1
N
N−1∑
k=0
ûkHj(qk)q
j
k
=
1
N
∑
k∈I
ûkHj(qk)q
j
k.
(2.2)
Note that (2.2) provides a direct link between the time domain data yj and the frequency
data Hj(qk). In addition, we have the following convergence result, which is a generaliza-
tion of [32, Proposition 3.2].
Theorem 2.3. Suppose the data (2.1) is generated from a dynamical system that satisfies
Assumption 2.1. Then
lim
j→∞
Hj(z) = H(z) for all z ∈ S := {z ∈ C | |z| = 1}.
Proof. Let z ∈ S. Then
j∑
i=0
∣∣∣hiz−i∣∣∣ = j∑
i=0
|hi||z|−i =
j∑
i=0
|hi|.
Assumption 2.1 implies that the system is BIBO stable, which is equivalent to the absolute
convergence of the power series
∑∞
i=0 hi [43, Chapter 2.8]. Thus the formal power series
H(z) converges for every z ∈ S, which completes the proof.
Remark 2.4. If the data is generated from the linear system in Example 2.2, then the
rate of convergence depends on the spectral radius of E−1A, cf. [32, Proposition 3.2]
and [1, Theorem 5.18]. More precisely, let ρ ≥ 0 denote the spectral radius of E−1A,
i.e., the modulus of the largest eigenvalue of E−1A. Then there exists a constant c ∈ R
independent of j and ρ such that
|Hj(z)−H(z)| ≤ cρj
for all z ∈ S. ♦
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The relation (2.2) together with the convergence result given by Theorem 2.3 motivates
to solve the least-squares problem
argmin
Hˆki;N
N∑
j=jmin
(
yj −
1
N
r∑
i=1
ûkiHˆki;Nq
j
ki
)
, (2.3)
with some number jmin ∈ N that is chosen in accordance with the expected rate of conver-
gence in Theorem 2.3 and Remark 2.4, cf. [32]. For more details on the choice of jmin, we
refer to [32, Section 3.6]. The (minimum norm) solution of (2.3) is obtained by computing
the Moore–Penrose pseudo-inverse of the matrix
F :=
1
N

ûk1q
jmin
k1
. . . ûkrq
jmin
kr
...
. . .
...
ûk1q
N
k1
. . . ûkrq
N
kr
 ∈ C(N−jmin+1)×r,
which is given by F † = VΣ−1U∗, where UΣV∗ = F denotes the rank-revealing singular
value decomposition (SVD) of F . Note that inverting tiny but nonzero singular values in
Σ poses a numerical problem. Truncating small singular values during the computation
of the pseudo-inverse amounts to solving the regularized least-squares problem (cf. [10])
argmin
Hˆ∈Cr
‖F Hˆ − Y ‖22 + β‖Hˆ‖22, (2.4)
with
Hˆ =
[
Hˆk1;N . . . Hˆkr;N
]T
and Y =
[
yjmin . . . yN
]T
.
Note that the matrix F is dense and, depending on the number r of nonzero Fourier
coefficients of the input signal, the numerical solution of (2.4) may become unmanageably
expensive. If the user is free to choose the input signal uj then the numerical issues can
be reduced as follows, see also [32]: It is likely that the numerical rank deficiency of F is
avoided, if r is small, i.e., if only a small number of the Fourier coefficients of the input
sequence uj is nonzero and N − jmin is large enough. In particular, this ensures that the
least-squares problem (2.3) is overdetermined. One way to design a specific input sequence
that is sparse in the Fourier domain is to prescribe a set of interpolation points qki for
i = 1, . . . , r and define
uj :=
1
N
r∑
i=1
q
j
ki
. (2.5)
Then, the FFT implies
ûk;N =
N−1∑
j=0
ujq
−j
k =
1
N
r∑
i=1
N−1∑
j=0
exp
(
2πı
N
(ki − k)j
)
=
1
N
r∑
i=1
Nδki,k,
i.e., only the Fourier coefficients corresponding to the ki are nonzero. Note that in this
case we do not need to compute the FFT of uj and F is a generalized Vandermonde
matrix.
3 Implementation Details
The results of the previous section are formulated in a discrete-time setting. The follow-
ing observation allows us to transfer the results of Section 2 to continuous-time systems.
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Consider the system
x˙(t) = A1x(t) +Bu(t),
y(t) = Cx(t),
x(0) = x0
and the control function
u(t) =
δt
tf
r∑
i=1
exp
(
2πıki
t
tf
)
. (3.1)
Evaluating u at the time grid tj = jδt with j ∈ {0, 1, . . . , N} reveals
u(tj) =
δt
Nδt
r∑
i=1
exp
(
2πıki
jδt
Nδt
)
=
1
N
r∑
i=1
exp
(
2πı
N
kij
)
= uj,
i.e., the input signal in (3.1) can be understood as a continuous representation of the
discrete input signal in (2.5). For t > 0 we have
y(t) = C
t∫
0
exp(A1(t− s))Bu(s)ds
=
C
N
r∑
i=1
(
2πı
tf
kiIn −A1
)−1
exp(A1t)
(
exp
((
2πı
tf
kiIn −A1
)
t
)
− In
)
B.
If we assume that A1 is asymptotically stable, then for sufficiently large t, we have
exp(A1t) ≈ 0 and hence
y(t) ≈ 1
N
r∑
i=1
H
(
2πı
tf
ki
)
exp
(
2πıki
t
tf
)
.
A comparison with (2.2) suggests that using the the input signal (3.1) in combination
with the procedure in Section 2 results in an approximation of the transfer function of
the continuous-time system at the frequency 2πı
tf
ki. As a consequence, we can describe
frequency bounds fmin, fmax > 0 and choose r˜ interpolation points λ˜i in the interval
[ıfmin, ıfmax]. For a given final time tf = Nδt and given i ∈ {1, . . . , r˜}, we can thus
compute the number ki ∈ N that minimizes∣∣∣∣2πıtf ki − λ˜i
∣∣∣∣ = min
k∈N
∣∣∣∣2πıtf k − λ˜i
∣∣∣∣ . (3.2)
The transfer function is thus estimated at the frequencies
λi :=
2πı
tf
ki for i ∈ {1, . . . , r˜}. (3.3)
Note that for some choices of λ˜i, we may have λi = λj for i 6= j. Thus, we remove
redundant frequencies to obtain r unique frequencies. These frequencies are related to the
qki via
qki = exp(λiδt). (3.4)
We summarize the previous discussion and the results of Section 2 in Algorithm 1.
In our examples, we use a logarithmic sampling of the frequency interval [ıfmin, ıfmax] and
pick jmin such that 75% of the time series is used for the least-squares problem (2.3). For
details about the choice of jmin we refer to [32].
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Algorithm 1 Least-Squares Transfer Function Estimate
Input: jmin and desired interpolation frequencies λ˜i (i = 1, . . . , r˜)
Output: actual frequencies λi (i = 1, . . . , r) together with estimates of the transfer
function at these frequencies
1: Solve the minimization problem (3.2) for i = 1, . . . , r˜
2: Remove redundant frequencies to obtain unique frequencies λi according to (3.3) and
corresponding points qki , cf. (3.4), for i = 1, . . . , r
3: Construct the input signal uj according to (2.5) and obtain measurements yj
4: Compute the Fourier coefficients of uj and assemble the matrix F
5: Solve the regularized minimization problem (2.4)
4 Structured Interpolation Framework
The term structured LTI operator in Problem 1.2 may in general have wide-ranging mean-
ings. Here, according to the examples given in Table 1.1, we consider a structure which is
induced by a linearly independent function family {h1, h2, . . . , hK} and takes the form
H(s) = C
(
K∑
k=1
hk(s)Ak
)−1
B, (4.1)
where C ∈ R1×n, Ak ∈ Rn×n for k = 1, . . . ,K, and B ∈ Rn×1. We assume in all that
follows that the functions hk : C→ C are meromorphic and by standard abuse of notation,
we use H(s) to denote either the system itself or the transfer function of the system
evaluated at the point s ∈ C.
Following [38], we can enforce Kn interpolation conditions for the structure (4.1) and
hence, we assume that our estimate of the transfer function provides Kn distinct points
in the complex plane. More precisely, we assume to have the interpolation data
{(λi, ϑi := H(λi)) ∈ C2 | i = 1, . . . ,Kn} (4.2)
available.
Problem 4.1 (Structured realization problem). Given the data in (4.2) and a system
structure associated with the linearly independent function family {h1, . . . , hK}, find ma-
trices A˜k ∈ Cn×n, k = 1, . . . ,K, B˜ ∈ Cn×1, and C˜ ∈ C1×n, such that the transfer function
H˜(s) = C˜
(
K∑
k=1
hk(s)A˜k
)−1
B˜
satisfies the interpolation conditions
H˜(λi) = ϑi for i = 1, . . . ,Kn. (4.3)
In general we cannot expect that the realization in Problem 4.1 is real, i.e., that all the
matrices A˜k, B˜, and C˜ are real matrices. If we however add the complex conjugate
points (λi, ϑi) to the interpolation data (4.2), then Problem 4.1 can be solved with real
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matrices [38]. Since the ETFE framework provides only points on the imaginary axis, we
simply add the complex conjugate data and assume n to be an even number and
(λ2i−1, ϑ2i−1) = (λ2i, ϑ2i) for i = 1, . . . ,
Kn
2
. (4.4)
Problem 4.1 was solved in a more general setting in [38] and to make the presentation self-
contained, we recall the important results tailored to our specific setting. Let QF :=
⌈
K
2
⌉
,
QG =
⌊
K
2
⌋
such that QF +QG = K. Moreover, we rename the interpolation data as
µj;i := λ2(j−1)n+i, fj;i := ϑ2(j−1)n+i, for j = 1, . . . , QF , i = 1, . . . , n,
σj;i := λ(2j−1)n+i, gj;i := ϑ(2j−1)n+i, for j = 1, . . . , QG , i = 1, . . . , n,
and define the matrix
T = blkdiag
(
1√
2
[
1 −ı
1 ı
]
, . . . ,
1√
2
[
1 −ı
1 ı
])
∈ Cn×n.
Theorem 4.2. Assume that the functions hk satisfy the Haar condition [15]. the inter-
polation data (4.2) satisfies (4.4), and ϑi 6= 0 for all i = 1, . . . ,Kn. Define the matrices
Ak ∈ Cn×n entry-wise via the linear systems
f1;i
. . .
fQF ;i
g1;j
. . .
gQG ;j


h1(µ1;i) . . . hK(µ1;i)
...
...
h1(µQF ;i) . . . hK(µQF ;i)
h1(σ1;j) . . . hK(σ1;j)
...
...
h1(σQG ;j) . . . hK(σQG ;j)


[A1]i,j
[A2]i,j
...
[AK ]i,j
 =

1
1
...
1
 . (4.5)
Then the matrices A˜k := T
∗AkT for k = 1, . . . ,K, B˜ := T
∗
[
1 . . . 1
]T
, and C˜ := B˜T
are real and the structured realization satisfies the interpolation conditions, i.e.,
H˜(λi) := C˜
(
K∑
k=1
hk(λi)A˜
)−1
B˜ = ϑi for i = 1, . . . ,Kn,
provided that
∑K
k=1 hk(λi)A˜ is nonsingular for i = 1, . . . ,Kn.
Proof. The Haar condition together with ϑi 6= 0 for i = 1, . . . ,Kn ensures that the
linear system (4.5) has a unique solution. The result follows from [38, Theorem 3.12 and
Lemma 3.15].
An important aspect in Theorem 4.2 is that K˜(s) :=∑Kk=1 hk(s)A˜ is (numerically) nonsin-
gular at all interpolation points λi, which may not be true if we add more and more data.
If the condition
rank
(
K∑
k=1
hk(λi)A˜k
)
= rank
([
A˜1 · · · A˜K
])
= rank


A˜1
...
A˜K

 =: r. (4.6)
is satisfies for all driving frequencies λi, then the redundancy in the data can be removed
as follows.
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Theorem 4.3. Let the realization H˜(s) = C˜(
∑K
k=1 hk(s)A˜k)
−1B˜ be constructed as in
Theorem 4.2 and assume that the matrices satisfy the rank condition. Pick any i ∈
{1, . . . ,Kn} and let
K˜(λi) =
K∑
k=1
hk(λi)A˜k =
[
W1 W2
] [Σ 0
0 0
] [
V ∗1
V ∗2
]
(4.7)
with V1,W1 ∈ Cn×r, V2,W2 ∈ Cn×(n−r), and nonsingular matrix Σ ∈ Rr×r denote the
SVD of K˜(λi). For k = 1, . . . ,K define
A˜k;r :=W
∗
1 A˜kV1, B˜r :=W
∗
1 B˜, and C˜r := C˜V1.
Then the realization H˜r(s) = C˜r(
∑K
k=1 hk (s) A˜k;r)
−1B˜r satisfies the interpolation condi-
tions (4.3).
Proof. The rank assumptions (4.6) and
ker
([
A˜∗1 · · · A˜∗K
]∗) ⊆ ker( K∑
k=1
hk(s)A˜k)
imply A˜kV2 = 0 for all k = 1, . . . ,K. By the same reasoning we obtain W
∗
2 A˜k = 0 for all
k = 1, . . . ,K. Then, the result follows using [38, Theorem 3.19].
Summarizing Theorem 4.2 and Theorem 4.3, we can construct a structured realization,
i.e., solve Problem 4.1, via Algorithm 2.
Algorithm 2 Structured Realization
Input: Interpolation data (4.2), function family {h1, . . . , hK} with K ∈ N.
Output: Matrices A˜1, . . . , A˜K , B˜, and C˜ such that H˜(s) = C˜(
∑K
k=1 h(s)A˜k)
−1B˜
interpolates the data
1: Add the complex conjugate data as in (4.4).
2: Construct the realization H˜(s) = C˜(
∑K
k=1 h(s)A˜k)
−1B˜ as in Theorem 4.2 by solving
the linear systems (4.5).
3: Pick any i ∈ {1, . . . ,Kn} and compute V1,W1 via the singular value decomposition as
in (4.7).
4: Set A˜k :=W
∗
1 A˜kV1, B˜ :=W
∗
1 B˜, and C˜ := C˜V1
5 Estimation of Parameters
Comparing Problem 4.1 with the structured realizations in Table 1.1, we observe that
the coefficient functions hk may depend on possibly unknown parameters like the time
delay τ , which also need to be identified. Let us thus consider a linearly independent
function family
hk : C× P→ C for k = 1, . . . ,K
with a compact parameter set P ⊆ Rp. Observe that for any fixed p ∈ P we can use
Algorithm 2 to obtain a realization
H˜(s,p) = C˜(p)
(
K∑
k=1
hk(s,p)A˜k(p)
)−1
B˜(p) (5.1)
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which interpolates the data for this specific parameter. If further data
{(ζj , ψj := H(ζj)) ∈ C2 | j = 1, . . . , q} (5.2)
are available, in the following referred to as test data, we can compute the least-squares
mismatch
E : P→ R, p 7→
q∑
j=1
‖ψj − H˜(ζj,p)‖2 (5.3)
between evaluations of the transfer function (5.1) and this data. A simple strategy, as
for instance proposed in [37], is to minimize (5.3) over the parameter set P. Note that
if an optimal parameter p⋆ ∈ P is determined, one can add the test data (5.2) to the
interpolation data (4.2) and compute a realization that interpolates also the test data via
Algorithm 2.
6 A Case Study with a Delay Example
To illustrate the framework presented in this paper, we consider the delay example from [5].
More precisely, we consider the delay differential-algebraic equation (DDAE)
Ex˙(t) = A1x(t) +A2x(t− τ) +Bu(t), for t > 0,
y(t) = Cx(t), for t > 0,
x(t) = 0, for t ∈ [−τ, 0],
with N ×N matrices
E := νIN + T, A1 :=
1
τ
(
1
ζ
+ 1
)
(T − νIN ), A2 := 1
τ
(
1
ζ
− 1
)
(T − νIN ),
where T is an N ×N matrix with ones on the sub- and superdiagonal, at the (1, 1), and
at the (N,N) position and zeros everywhere else. We choose N = 12, τ = 1, ζ = 0.01,
and ν = 5. The input matrix B ∈ RN has ones in the first two components and zeros
everywhere else, and we choose C = BT .
We simulate the model twice to obtain estimates of the transfer function: once for setting
up the initial model (i.e., for collecting the interpolation data) and once for obtaining
additional test data, such that we can estimate the delay via minimizing the least-squares
mismatch in (5.3). The simulation parameters are listed in Table 6.1. Note that we use
higher frequencies to construct the input function for the test data than for the input
function for the interpolation data. These higher frequencies enforce a smaller time step
δt. In order to have a similar computational cost for both input functions, we therefore
adapted the final time tf . Consequently, Theorem 2.3 suggests that we can expect a
better accuracy for the transfer function estimates obtained from the simulation used for
the interpolation data.
The resulting transfer function estimates are compared to the true values in Tables 6.2
and 6.3 and visualized in Figure 6.1. Note that in this section, all numerical values are
rounded to two decimal places. The approximation of the transfer function at the lower
frequencies (cf. Figure 6.1a) is almost matching the true values. Indeed, the maximum
error between the estimates and the true values of the transfer function in the interpolation
data set is 9.86 × 10−5. The approximation for the higher frequencies (cf. Figure 6.1b and
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Table 6.1: Simulation parameters to obtain the transfer function estimates via lsTFE
description variable interpolation data test data
final time tf 10000 40
time step δt 5 × 10
−3 1 × 10−5
frequency sampling interval [fmin, fmax] [1 × 10
−4,1 × 100] [1 × 100.3,1 × 101]
requested number of frequency estimates r˜ 10 6
actual number of frequency estimates r 8 6
10−3 10−2 10−1 100
10−2
10−1
freq (rad/sec)
|H
(ı
ω
)|
true value
lsTFE
(a) interpolation data
100 100.5 101
10−2
10−1
100
freq (rad/sec)
true value
lsTFE
(b) test data
Figure 6.1: Estimation of the transfer function via lsTFE. The estimates are plotted with
blue dots and the true values of the transfer function with red squares.
Table 6.2: Interpolation data: estimates of the transfer function via lsTFE
frequency ω true value H(ıω) lsTFE estimate Hˆk1;N error
6.28 × 10−4 2.97 × 10−2 + ı9.05 × 10−6 2.97 × 10−2 + ı9.00 × 10−6 4.71 × 10−8
1.88 × 10−3 2.97 × 10−2 + ı2.71 × 10−5 2.97 × 10−2 + ı2.70 × 10−5 1.41 × 10−7
6.28 × 10−3 2.97 × 10−2 + ı9.05 × 10−5 2.97 × 10−2 + ı9.00 × 10−5 4.71 × 10−7
1.70 × 10−2 2.97 × 10−2 + ı2.44 × 10−4 2.97 × 10−2 + ı2.43 × 10−4 1.27 × 10−6
4.65 × 10−2 2.97 × 10−2 + ı6.70 × 10−4 2.97 × 10−2 + ı6.66 × 10−4 3.49 × 10−6
1.29 × 10−1 2.97 × 10−2 + ı1.87 × 10−3 2.97 × 10−2 + ı1.86 × 10−3 9.75 × 10−6
3.59 × 10−1 2.98 × 10−2 + ı5.24 × 10−3 2.98 × 10−2 + ı5.21 × 10−3 2.79 × 10−5
1.00 × 100 3.01 × 10−2 + ı1.58 × 10−2 3.02 × 10−2 + ı1.58 × 10−2 9.86 × 10−5
Table 6.3: Test data: estimates of the transfer function via lsTFE
frequency ω true value H(ıω) lsTFE estimate Hˆk1;N error
2.04 × 100 3.26 × 10−2 + ı4.89 × 10−2 3.11 × 10−2 + ı4.72 × 10−2 2.32 × 10−3
2.83 × 100 6.16 × 10−2 + ı2.23 × 10−1 5.93 × 10−2 + ı2.37 × 10−1 1.47 × 10−2
3.77 × 100 2.60 × 10−2 - ı8.19 × 10−2 2.06 × 10−2 - ı7.84 × 10−2 6.48 × 10−3
5.18 × 100 2.79 × 10−2 - ı1.89 × 10−2 2.89 × 10−2 - ı1.80 × 10−2 1.35 × 10−3
7.23 × 100 3.19 × 10−2 + ı1.31 × 10−2 3.23 × 10−2 + ı1.21 × 10−2 1.07 × 10−3
1.01 × 101 1.88 × 10−2 - ı7.06 × 10−2 1.84 × 10−2 - ı7.02 × 10−2 5.80 × 10−4
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Figure 6.2: The transfer function of the true model (solid blue line), the realization (dashed
red line), and the realization with estimated parameter τ⋆ (dotted yellow line) obtained
from the estimated interpolation data (orange squares) and test data (green diamonds).
Table 6.3) is – as expected – significantly worse. However, even in this frequency range,
the approximation is reasonable with a maximum error of 1.47 × 10−2.
Before we can apply Algorithm 2, we need to specify the structure via defining the function
family {h1, . . . , hK}. To this end, we first use the actual structure of the original model,
i.e., the hk’s are given by
h1(s) = s, h2(s) ≡ −1, and h3(s) = −e−s.
Note that the choice for h3 includes the true value for the delay time τ = 1. To obtain
a real realization, we add the complex conjugate data to the estimated transfer function
values given in Table 6.2 and choose QF = 2 and QG = 1. The transfer function of the
obtained realization is depicted as the red dashed line in Figure 6.2. Although we use only
approximations of the transfer function, the realization approximates the original model
(blue solid line in Figure 6.2) well, even for frequencies larger than the frequencies used to
construct the realization.
In a real application, we usually cannot compare the transfer function of the constructed
realization with the true transfer function, since we do not know the true model and hence
also do not know the transfer function. Instead, it is more reasonable to compare the
realization with the true model via simulations in the time domain (see also Problem 1.2).
As validation input functions we use
u1(t) = sin(t), u2(t) = 2
(
t− 12⌊2t+ 12⌋
)
· (−1)⌊2t+ 12 ⌋ + 1, u3(t) = t exp
(
−t2
)
.
The results are presented in Figure 6.3 and Table 6.4. The relative errors given in Table 6.4
indicate slight differences between the accuracies obtained for the three different input
signals. Nevertheless, the output trajectories of the realization agree very well with the
ones of the original model for all three inputs, as illustrated in Figure 6.3.
As already noted, all previous results have been obtained by exploiting the knowledge of
the actual time delay which is equal to one in this case. However, in practical applications
we cannot expect to have precise a priori knowledge of the time delay, but rather a rough
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Table 6.4: Error measurements for the validation inputs
input signal ‖u‖L2
‖y−y˜‖
L∞
‖u‖L2
‖y−y˜‖
L2
‖u‖L2
u1 2.18 × 100 6.96 × 10−4 1.26 × 10−3
u2 3.29 × 100 3.73 × 10−3 3.51 × 10−3
u3 3.96 × 10−1 7.69 × 10−3 1.01 × 10−2
Table 6.5: Error measurements for the validation inputs based on the estimated delay
input signal ‖u‖L2
‖y−y˜‖
L∞
‖u‖L2
‖y−y˜‖
L2
‖u‖L2
u1 2.18 × 100 1.31 × 10−3 1.77 × 10−3
u2 3.29 × 100 2.43 × 10−3 3.79 × 10−3
u3 3.96 × 10−1 1.43 × 10−2 1.04 × 10−2
estimate of it. Thus, in order to build the realization from data only, we modify the
function h3 as
h3(s, τ) = −e−τs
with free parameter τ . As discussed in Section 5, we can then use the test data to find an
optimal delay time τ⋆. A sampling of the least-squares error (5.3) is provided in Figure 6.4
and reveals a distinct minimum at around the actual time delay τ = 1.
The actual minimization of the cost function (5.3) was performed using the MATLAB
function fmincon. As start value we used τ = 0.98, which was obtained from a rough
sampling of the cost function. The minimizer determined via fmincon is τ⋆ = 0.996883
and for this time delay the cost function attains a value of E(τ⋆) = 5.99 × 10−3. To
simplify the numerical simulations, we use the rounded value τ⋆ = 0.997 for the following
results. The transfer function of the realization constructed with the estimated parameter
τ⋆ and all transfer function estimates (i.e., the interpolation data and the test data), are
depicted in Figure 6.2. It is slightly different from the realization with the true parameter,
but still approximates the original model well. This statement can be verified by the
simulation results with the test inputs u1, u2, and u3, which are presented in Figure 6.3
and Table 6.5.
It is worth to note that there is no guarantee that the realization obtained from Algorithm 2
is stable. In order to investigate the stability of the obtained realizations, we consider the
eigenvalues depicted in Figure 6.5, which are computed using the algorithm from [42].
Indeed, the realization obtained from all transfer function estimates and the estimated
delay τ⋆ is unstable with one eigenvalue in the right half plane (cf. Figure 6.5c). This
is not very surprising, since the eigenvalues of the original model (cf. Figure 6.5a) are
close to the imaginary axis, such that one can expect that a small perturbation results
in an unstable model. Still, the realization constructed only from the interpolation data
and with the true value for the delay τ is stable (see Figure 6.5b for the eigenvalues with
the largest real part). In contrast to stabilizing post-processing algorithms for rational
realizations as offered in [22], a stable–unstable decomposition of a DDAE is not possible
in general and thus stability must be enforced during the construction of the realization.
This is currently under investigation and subject to further research.
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Figure 6.3: Comparison between the output of the original model and the outputs of the
approximations. Top: u1; middle: u2; bottom: u3.
We conclude this case study with a remark about the choice of the interpolation frequen-
cies.
Remark 6.1. In our numerical simulations, we observed that including estimates of the
transfer function at smaller frequencies tends to produce less unstable realizations in the
sense that fewer eigenvalues are unstable and the real part of the unstable eigenvalues
is smaller compared to a realization obtained from estimates of the transfer function
at higher frequencies. As an example we refer to the realization obtained only from the
interpolation data (with the true delay τ = 1) and the realization obtained from all transfer
function estimates (with the estimated delay τ = τ∗), see Figure 6.5 for the corresponding
eigenvalue plots. ♦
7 Summary
We presented a framework for constructing structured realizations purely based on input
and output trajectories in the time-domain. The approach allows for a wide range of system
structures such as second-order, time-delay, and viscoelastic systems. The procedure can
essentially be subdivided into two steps: First, we estimate transfer function data in the
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Figure 6.4: Sampling of the least-squares error (5.3) over the delay time τ .
frequency domain based on given discrete-time data of the input and the output signal.
To this end, we apply the approach presented in [32] to our setting and obtain transfer
function estimates via solving a least-squares problem, cf. Algorithm 1. The second step is
the construction of a structured realization based on the given transfer function estimates,
see Algorithm 2. For this purpose, we use the framework introduced in [38] to obtain a
structured realization which interpolates the transfer function data generated in the first
step.
In practical applications it may be advantageous to not completely fix the system struc-
ture a priori, but instead to allow for some flexibility via introducing free parameters.
Considering delay systems for example, the dynamics strongly depend on the value of the
time delay, which can generally not be assumed to be known a priori. For this purpose,
we presented a simple procedure to choose these free parameters in an optimal way. This
is achieved by generating additional transfer function data and fit the parameters to these
data via minimizing the data mismatch in a least squares sense.
We applied the complete framework to a delay example and observed that the obtained
realization agrees well with the original model in terms of the transfer function and in
terms of time-domain trajectories of the output using different input signals for validation.
This good agreement cannot only be observed when the true time delay is used, but also
when we use an estimated time delay based on additional test data.
The presented results motivate for further research in this direction. For instance, so
far there is no guarantee that the realization is stable. Thus, it would be interesting to
investigate how stability of the realization can be enforced during its construction. This
is still an open problem even for standard state-space realizations as considered in the
Loewner framework.
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Figure 6.5: Eigenvalues of the realization with largest real part
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