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Тема бакалаврської роботи: «Інформаційна технологія виявлення 
мережевих атак в критичних інформаційних системах». 
Пояснювальна записка містить вступ, 4 розділи, висновки, список 
використаної літератури та додатки, включає 87 сторінок, 22 таблиці, 27 
ілюстрації, 31 джерело інформації. 
В першому розділі наведений огляд проблем, актуальність і перспективи 
розвитку систем виявлення мережевих атак. Проведено аналіз нинішнього стану 
технологій для вирішення проблем захисту інформації, проаналізовано методи, 
що застосовуються для рішення задач пов’язаних з кібербезпекою. Проведено 
огляд існуючих загроз, що впливають на працездатність інформаційних систем. 
Другий розділ розкриває мету, поставлені задачі, аналіз методів 
дослідження. Наводиться порівняльна характеристика існуючих програмних 
засобів для проведення кластеризації, обґрунтовується використання обраного 
програмного забезпечення.  
В третьому розділі наводиться опис інформаційної системи та 
розробляється функціональна модель. Наводиться діаграма варіантів 
використання інформаційної системи виявлення мережевих атак. 
В четвертому розділі описується розробка інформаційної технології 
виявлення мережевих атак. Описується алгоритми вибору атрибутів, що дають 
кращі результати виявлення аномалій. Порівнюються результати виявлення 
мережевих атак з результатами аналогічних досліджень. 
Результатом проведеної роботи є розроблена інформаційна технологія 
виявлення мережевих атак та обґрунтовано можливість використання її на 
практиці. 
Ключові слова: мережеві атаки, мережеві аномалії, аналіз даних, 
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Актуальність. Одною з найбільших загроз економіці і державності України 
є загрози, пов’язані з кібербезпекою. В останні роки збільшується кількість 
вірусів, що розповсюджуються в мережах, та мережевих атак. Незважаючи на 
велику кількість наукових робіт, задача виявлення мережевих атак в критичних 
інформаційних системах, де збитки можуть бути загрозливими, вирішена не до 
кінця.  
Задача підвищення захищеності інформаційно-телекомунікаційні систем 
від різних загроз є важливою фундаментальною проблемою. В рамках даної 
роботи передбачається розробити новий підхід, в основу якого ляже комплексна 
система аналізу, заснована на методах інтелектуальної оцінки даних, що дозволяє 
врахувати різні характеристики вторгнення і прийняти ефективне рішення на 
основі його глибокого аналізу.  
Предмет дослідження. Математична модель і інформаційна технологія 
виявлення атак. 
Об’єкт дослідження. Мережеві атаки в комп’ютеризованих системах 
управління. 
Мета. Розробити інформаційну технологію виявлення мережевих атак в 
критичних інформаційних системах та обґрунтувати  можливість використання її 
на практиці. 
Наукова новизна: На відміну від існуючих статистичних методів  та 
методів орієнтованих на використання технології навчання з вчителем, 
запропонована технологія орієнтована на використання самоорганізуючих карт 
Кохонена. 
Практична цінність. Метод може бути застосовано в системах підтримки 
прийняття рішень з питань кібербезпеки автоматизованих систем і забезпечити 
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1 АНАЛІЗ ПРОБЛЕМ ВИЯВЛЕННЯ МЕРЕЖЕВИХ АТАК  
  
1.1 Мережеві атаки 
 
 
Для організації комунікацій в неоднорідному мережевому середовищі, 
застосовуються набори протоколів TCP/IP. Вони забезпечують сумісність між 
комп'ютерами різних типів. Даний набір протоколів TCP/IP, популярний завдяки 
сумісності та наданні доступу до ресурсів глобальної мережі. Поширення стека 
протоколів TCP/IP показало його слабкі сторони. Віддаленим атакам піддаються 
розподілені системи, оскільки їх компоненти зазвичай використовують відкриті 
канали передачі даних, і порушник може не тільки проводити пасивне 
прослуховування переданої інформації, а й модифікувати переданий трафік [25]. 
Труднощі виявлення проведеної віддаленої атаки і відносна простота 
проведення (через надмірну функціональності сучасних систем), виводить цей 
вид неправомірних дій на одне з перших місць за ступенем небезпеки і заважає  
своєчасному реагуванню на здійснену загрозу, результатом чого у порушника 
збільшуються можливість успішної реалізації атаки. 
Під віддаленою мережевий атакою розуміємо вплив на програмні 
компоненти цільової системи за допомогою програмних засобів [1]. Метою атаки 
є отримання даних або здійснення проникнення. 
Мережеві атаки за характером впливу поділяють на [2]: 
 пасивні; 
 активні. 
Пасивний вплив на розподілену обчислювальну систему (РОС) представляє 
собою деяке втручання, яке надає прямого впливу на роботу обчислювальної 
системи, але й одночасно здатне втрутитися в її політику безпеки. Відсутність 





(ПВВ) складно виявити. Одним із типових прикладів ПВВ в РОС служить 
прослуховування каналів зв'язку в мережі. 
При пасивному впливі не відбувається прямого вторгнення на систему, 
через що виявлення такого виду атак складніше, ніж виявлення атак з активним 
впливом [1]. 
Активна дія на РОС – надає прямого впливу на роботу самої системи, тобто 
порушує працездатність або змінює конфігурації РОС, тобто порушує політику 
безпеки, прийняту в даній системі. Активними діями є майже всі типи віддалених 
мережевих атак. Очевидна відмінність активних впливів від пасивних – це 
принципова можливість його виявлення, так як в результаті здійснення активних 
впливів в системі відбуваються деякі зміни. При пасивному ж дії, не залишається 
абсолютно ніяких слідів (через те, що атакуючий перегляне чуже повідомлення в 
системі, в той же момент нічого не зміниться) [25]. 
При активному впливі на функціонування системи виявляється 
безпосередній вплив, яке може порушити її функціонування, змінити 
конфігурацію [31]. 
Класифікація мережевих атак за цілями впливу виділяються три типи [1]: 
 атаки розвідки; 
 атаки отримання доступу; 
 атаки відмови в обслуговуванні. 
Дані типи атак не часто застосовуються окремо, найчастіше для досягнення 
поставлених цілей зловмисники використовують їх в комплексі. 
Атаки розвідки – перший крок для підготовки атаки на будь-яку 
мережу. Вони використовуються зловмисником для збору інформації, яка може 
забезпечити його даними про можливі вразливості системи, а також необхідними 
інструментами для їх експлуатації [2]. 
Атаки типу «відмова в обслуговуванні» (Denial of Service, DoS) вважаються 
найпоширенішим видом атак. Вони відрізняються від інших типів атак, так як 





мета – виведення системи з ладу або обмеження можливості використання 
шляхом створення умов, при яких сумлінні користувачі не можуть отримати 
доступу до наданих ресурсів або послуг. Популярність DoS атак обґрунтована 
простотою реалізації і великими масштабами завдається шкоди. У разі, якщо 
атака цього типу виробляється за допомогою великої кількості пристроїв, можна 
говорити про розподіленої атаки «відмова в обслуговуванні» (Distributed Denial 
of Sendee, DDoS) [31]. 
Атаки отримання доступу ґрунтуються на використанні прихованих 
можливостей або помилок, для отримання несанкціонованого доступу до 
системи. Засоби, що використовуються зловмисником, часто залежать від типу 
використовуваної уразливості. Дані про уразливість виходять при проведенні 
розвідки. 
 




Мережеві атаки різноманітні за своєю структурою і складності 
виявлення. Завдання протидії атакам є важливою для коректного функціонування 
систем і запобігання порушенню безпеки. 
Існує безліч методів виявлення атак. За способами виявлення мережевих 
атак існує загальноприйнята класифікація, в якій виділяють два класи [3]: 
 методи виявлення зловживань; 
 методи виявлення аномалій. 
Методи виявлення зловживань базуються на порівняння поточного стану 
системи з образом, званим сигнатурою. Сигнатура – безліч умов, при задоволенні 
яких настає подія, яке визначається як атака або вторгнення [1]. Основний 





атак, до того ж, навіть невелика зміна в структурі атаки призводить до 
неможливості виявлення даними методами. 




Рисунок 1.1 – Схема роботи методів виявлення зловживань 
 
Методи виявлення зловживань можна розділити на методи на основі знань, 
методи машинного навчання і методи штучного інтелекту [3]. 
Методи на основі знань діють на основі закладених правил і механізмів 
пошуку, в яких відображаються ознаки атак. Серед цих методів можна виділити: 
 сигнатурні методи; 
 мови опису сценаріїв; 
 методи на основі кінцевих автоматів; 
 експертні системи; 
 мережі Петрі; 
 методи перевірки на моделі. 
Найчастіше для оптимальної роботи систем виявлення атак і гарантованого 
виявлення атак і порушень, методи виявлення зловживань використовуються 





Аномальна поведінка в інформаційних системах найчастіше є наслідком дій 
зловмисників. Загальновідома поняття «аномалія» з грецької – відхилення від 
норми. Поняття ж «виявлення аномалій» є відносно новим, але при цьому воно 
відразу привернуло увагу фахівців в області інформаційної безпеки [6]. 
Методи виявлення аномалій ґрунтуються на побудові образу нормальної 
поведінки системи, при відхиленні від якого поведінка буде вважатися 
аномальною, тобто буде фіксуватися факт вторгнення або атаки. Недоліком 
методів виявлення аномалій є помилкові спрацьовування, тобто не кожна 
аномалія може бути потенційною атакою або загрозою, а система розпізнає її як 
загрозу. 
Схема роботи методів виявлення аномалій наведена на рисунку 1.2 
 
 
Рисунок 1.2 – Схема виявлення аномалій 
 
Для прийняття рішення про подальші дії або протидії, слід визначити 
природу виникання аномалії, наслідки та можливі небезпеки, які вона несе. Щоб 
спростити цей процес, необхідна якась класифікація мережевих аномалій. Але в 
силу великої кількості і різновидів аномалій, немає загальноприйнятого підходу 
до цього процесу. Авторами статті [6] пропонується підхід до класифікації 





аномалії поділяють па програмно-апаратні відхилення і порушення мережевої 
безпеки (рисунок 1.3). 
 
Рисунок 1.3 – Схема класифікації мережевих аномалій 
 
До програмно-апаратних несправностей відносяться: 
 апаратні несправності; 
 помилки конфігурації; 
 помилки програмного забезпечення; 
 проблеми продуктивності обладнання. 
Апаратні несправності найчастіше пов'язані з поломкою комплектуючих, 
дефектами заводської збірки, неправильною експлуатацією або ж виникненням 






Помилки конфігурації виникають в результаті невідповідності між 
встановленими параметрами системи та обладнанням, встановленим в системі. 
Найчастіше вони виникають після додавання в систему нових пристроїв. 
Помилки програмного забезпечення тягнуть за собою аномальну поведінку, 
що, в свою чергу, тягне за собою несподіваний результат роботи. Зловмисники 
можуть застосовувати ці помилки і уразливості в своїх цілях [3]. 
В основі методів виявлення аномалій лежить модель передбачуваної 
нормальної і очікуваної поведінки користувачів або програмних засобів,  
інтерпретація відхилень, як можливі аномалії і порушення безпеки. Тобто 
основна ідея полягає в тому, що атаки – відрізняються від нормальної поведінки.  
Методи виявлення аномалій, як і методи виявлення зловживань, включають 
в себе методи штучного інтелекту, методи машинного навчання і поведінкові 
методи [4]. 
Поведінкові методи ґрунтуються на порівнянні поточного поведінки 
системи з певною моделлю нормальної поведінки. 
Поведінкові методи включають в себе [5]: 
 вейвлет-аналіз; 
 статистичний аналіз; 
 аналіз ентропії; 
 спектральний аналіз; 
 фрактальний аналіз; 
 кластерний аналіз. 








Рисунок 1.4 – Класифікація методів виявлення мережевих атак 
 
Існує поширена помилка, що єдиним і самодостатнім засобом захисту 
корпоративної обчислювальної мережі підприємства є міжмережевий екран, але 
це не так. Основна функція брандмауера - фільтрація мережевого трафіку, в 
результаті якої мережеві пакети або надходять у внутрішню мережу підприємства, 
або відкидаються відповідно до заданих правил. Сучасні системи виявлення 
вторгнень (СВВ) здатні контролювати в реальному масштабі часу корпоративну 
мережу підприємства і діяльність окремих її вузлів, виявляти несанкціоновані дії, 
і автоматично реагувати на них практично в реальному масштабі часу. Крім того, 
СВВ можуть аналізувати поточні події, беручи до уваги вже відбулися події, що 
дозволяє ідентифікувати атаки, рознесені в часі, і, тим самим, прогнозувати 
майбутні події [26]. 
Сьогодні є два основних підходи до побудови СВВ: аналіз пакетів, 
переданих по корпоративної мережі підприємства і аналіз журналів реєстрації 
операційних систем, систем управління базами даних і додатків. Також ведуться 
розробки в області експертних систем, які намагаються аналізувати мережевий 





більш складний підхід, який складніше не тільки реалізувати, а й застосовувати 
на практиці. Найбільша проблема експертних систем - велике число помилкових 
спрацьовувань. Для їх зменшення потрібна ретельна попередня настройка [28]. 
У даний час виробники пропонують досить велику кількість продуктів (як 
програмно-апаратних, так і програмних), що реалізують функції виявлення 
вторгнень в комп'ютерну систему з використанням зазначених вище підходів, 
тому проблема вибору постає досить гостро. Крім того, на відміну від 
міжмережевих екранів, основною складністю застосування яких є грамотне 
налаштування, використання систем виявлення вторгнень має ряд специфічних 
особливостей, зв’язаних з різними типами систем і способами їх застосування. 
 
1.3 Постановка задачі 
 
 
У зв’язку з описаними проблемами визначено мету і задачі роботи. 
Мета – розробити технологію виявлення мережевих атак в критичних 
інформаційних системах управління та обґрунтувати можливість використання її 
на практиці.  
Задля досягнення встановленої мети в роботі необхідно вирішити такі 
задачі: 
1) Розробити алгоритми для виявлення атак на основі застосування 
моделі кластеризації з використанням технологій Data mining. 
2) Запропонувати інформаційну технологію для виявлення атак, 
провести обчислювальні експерименти з метою оцінки ефективності 








2  АНАЛІЗ МЕТОДІВ ДОСЛІДЖЕННЯ МЕРЕЖЕВИХ АТАК 
 
2.1 Кластерний аналіз, як метод виявлення мережевих атак 
 
 
Проведений аналіз в розділі 1.2 дозволив виявити перспективність 
використання, для поставлених задач, технології кластерного аналізу. 
Кластеризацією називається процес поділу безлічі вихідних даних за 
деякими критеріями «схожості» на групи, які називаються кластерами. На відміну 
від класифікації, при якій відбувається розподіл даних по заздалегідь визначених 
класів, при кластеризації розподіл відбувається одночасно з формуванням класів, 
тобто класи не були попередньо визначені [8]. 
Кластеризація допомагає вирішити ряд завдань: 
 змістовний аналіз. За рахунок формування груп дозволяє виявити і 
відслідковувати закономірності в даних і отримати статистику; 
 прогнозування. Випливає з попереднього пункту. Відносячи об'єкт до 
певної групи, можна висунути припущення про подібний поведінці об'єкта з 
об'єктами групи (кластера); 
 виявлення аномалій. Виходячи з припущення, що аномальних даних 
значно менше нормальних, можна зробити висновок, що влучень в кластер з 
аномальними даними буде значно менше, ніж в кластер з нормальними даними. 
Самоорганізуючі карти Кохонена (Self-Organizing Map, SOM) – це різновид 
нейронних мереж, які навчаються на основі методу навчання без учителя. При 
навчанні без учителя результати навчання залежать тільки від структур вхідних 
даних, навчальна множина складається лише з вхідних векторів і перевірки з будь-
якими еталонними значеннями не проводиться [31]. 
Самоорганізуючі карти вирішують задачу кластеризації і візуалізації 






Самоорганізуючі карти представляють собою безліч нейронів, кількість 
яких збігається з кількістю кластерів [9]. Нейрони є деякий вектор-стовпець виду: 
 
    𝑤𝑗 = [𝑤𝑗1, 𝑤𝑗2, … 𝑤𝑗𝑛]
𝑇 ,                                           (2.1) 
 
де n - визначається, виходячи з розмірності вхідних векторів. Крім цього 
нейрони впорядковані в деяку структуру (найчастіше це двовимірна сітка). 
В основі алгоритму побудови систем самоорганізуючих карт лежить три 
основних процеси [7]: 
1) конкуренція. В процесі навчання при подачі вектору даних на вхід 
вибирається так званий «нейрон-переможець». Їм буде такий нейрон, вектор ваг 
якого буде мінімально відрізнятися від вхідного вектору:   
 
𝑑(𝑥, 𝑤𝑗) = min1≤i≤j𝑑(𝑥, 𝑤𝑗),                                      (2.2) 
 
де j - номер нейрона-переможця, п-кількість нейронів,  𝑑(𝑥, 𝑤𝑗) – відстань 
в деякій метриці між вектором вхідних даних і вектором нейрона; 
2) кооперація. В процесі навчання зміни зачіпають не тільки нейрон- 
переможець, а й деяку топологічну околиця, розмір якої зменшується з 





𝑘(𝑑, 𝑘) ∙ 𝑎(𝑘) ∙ [𝑥(𝑘) − 𝑤𝑖
𝑘],                  (2.3) 
 
де 𝑎(𝑘) функція швидкості навчання, спадна від номера циклу 
навчання. Найчастіше використовується функція виду 𝑎(𝑘) =
𝐴
𝑘+𝐵







𝑘(𝑑, 𝑘) функція сусідства, в якій зі зростанням  𝑑 виконується умова      
𝜂𝑖
𝑘 → 0 , де 𝑑𝑖 = ||𝑟𝑖 − 𝑟𝑐𝑗|| – відстань між i  -м  нейроном і нейроном-
переможцем Cj. 
В якості опції сусідства хороші результати виходять при використанні 
функція Гауса: 
 
      𝜂𝑖
𝑘(𝑑, 𝑘) = 𝑒
𝑑𝑖
2𝜎(𝑘),                                            (2.4) 
 
де σ - деяка функція, спадна від номера циклу; 
3) адаптація. Цей механізм дозволяє нейронам топологічного околу за 
рахунок корекції ваг посилювати відгук при аналогічних вхідних прикладах.    




Рисунок 2.1 – Структурна схема самоорганізуючої карти Кохонена 
 
Існує безліч варіантів алгоритмів побудови самоорганізуючих систем. 





прискорити процес збіжності, алгоритми побудови систем для самоорганізуючої 
карти можна описати такою послідовністю кроків [31]: 
 Ініціалізація карти, тобто початкове завдання векторів ваг для вузлів. 
 Підвибірки. Вибираємо вектор X з вхідного простору. 
 Пошук максимального подібності. Знаходимо найбільш підходящий 
нейрон (нейрон-переможець). 
 Корекція. Коригуємо ваги нейронів, що входять в топологічну 
околиця. 
 Продовження. Повертаємося до кроку 2 і продовжуємо обчислення до 
тих пір, доки на карті не припинять відбуватися помітні зміни.    
Якість одержуваних карт може відрізнятися від передбачуваних запитів і 
вимог. Для отримання «хороших» карт існує ряд прийомів, які не потребують 
будь-яких спеціальних засобів [7]. 
Для гарного візуального сприйняття карти, в разі великої кількість нейронів, 
краще використовувати гексагональну форму околів. Це обумовлено тим, що в 
разі застосування чотирикутних осередків, мають місце яскраво виражені 
горизонтальні і вертикальні напрямки (рисунок 2.2). 
 
 






У разі навчання при малій кількості даних, для отримання хорошої 
статистичної точності потрібно дуже багато кроків, але частіше кількість зразків 
даних може бути менше. У цьому випадку дані для навчання використовуються 
багаторазово. Дані можуть вибиратися різними способами (циклічно, випадково, 
випадково з деякого базового набору). Але на практиці просте циклічно-
впорядковане використання даних нічим не поступається іншим методам [9]. 
Найчастіше ситуації, такі як аномалії, можуть проявлятися вкрай рідко. У 
цьому випадку вони можуть бути взагалі не представлені на картах. Для того щоб 
підвищити вплив таких даних, в процесі навчання потрібно: або у випадковому 
порядку достатню кількість разів подати їх, або збільшити значення функцій 
швидкості навчання або функції околів [8]. 
Якщо висувається вимога про розташування даних в конкретній області 
карти, для цього можна використати еталонні вектору даних, розміщених в цих 
місцях. Далі, при навчанні, зберігати для них низьке значення коефіцієнта 
навчання [9]. 
 
2.2 Вибір комп’ютерних технологій побудови моделі кластеризації 
для виявлення мережевих атак 
 
 
Мережі Кохонена реалізовані в великій кількості програмних засобів, серед 
них: Python, R, WEKA, Knime, RapidMiner [19]. 
Python – відповідно до загального визначення є високорівнева мова 
програмування загального призначення, який орієнтований на підвищення 
продуктивності та читання коду. За роки існування, python обзавівся безліччю 
спеціалізованих бібліотек. Для аналізу даних використовують такі [22]: 
 Pandas – відповідає за обробку даних; 
 Numphy – працює з матрицями; 





 Sklearnі Pybrain – спеціалізуються на алгоритмах машинного 
навчання; 
 Matplotlib –  відповідає за візуалізацію. 
Крім добре документованих бібліотек, python відрізняється гнучкістю і 
зрозумілим синтаксисом.  
R «заточений» під статистичну обробку даних, роботу з графікою і 
алгоритмами машинного навчання. Велика перевага R – прекрасна візуалізація за 
допомогою пакета ggplot2 [23]. 
Weka - це ціла колекція інструментів і алгоритмів для аналізу даних і 
прогнозування. Серед плюсів інструменту: 
 зручний інтерфейс (наприклад, текстовий рядок для введення 
команд); 
 перетворення даних (в тому числі попередня обробка сирих даних); 
 підтримка безлічі алгоритмів машинного навчання і можливість їх 
швидкого застосування; 
 зручний висновок результатів роботи алгоритму (легко порівнювати 
точність різних моделей); 
 вибір ознак; 
 візуалізація даних; 
 можливість проведення експериментів (причому можна запускати 
відразу декілька алгоритмів на різних завданнях і отримати загальний звіт); 
 можливість подання всього процесу рішення задачі в формі графа. 
Інструменти Knime і RapidMiner [24] схожі і за формою, і за змістом (хоча 
перший, на відміну від другого, існує на повністю безкоштовній основі) – тому 
вирішено об'єднати їх в одну вкладену категорію. Обидва інструменти 
підтримують безліч стандартних завдань – що стосуються перетворення даних, 
статистики, машинного навчання та візуалізації. Весь процес аналізу даних 
представляється у вигляді інтерактивного графа – послідовності операторів, при 





Порівняльна характеристика найпопулярніших інструментів для аналізу 
даних наведено на таблиці 2.1. 
 
Таблиця 2.1 – Порівняльна характеристика програмних продуктів[22]. 
Характеристика Python R Weka Knime/RapidMiner 
Час на 
написання коду 













**** **** *** *** 
Сума 8 10 15 13 
 
В даній роботі, в зв’язку з  необхідністю використання ліцензійних програм 
і швидкістю виконання кластеризації, пропонується, для застосування 
самоорганізуючих карт Кохонена і для регресійного аналізу атрибутів тестової 
вибірки, використовувати програмний пакет WEKA [11]. 
WEKA (Waikato Environment for Knowledge Analysis) – це відкритий 
програмний продукт, що розвивається світовим науковим співтовариством, 
вільно розповсюджуваний під ліцензією GNU GPL. Система дозволяє 
безпосередньо застосовувати алгоритми до вибірок даних, а також викликати 





WEКА надає безліч реалізацій алгоритмів кластеризації. Алгоритм 
побудови систем самоорганізуючих карт Кохонена не входить в безліч 
алгоритмів, що поставляються зі стандартною складанням пакета, але його можна 
знайти серед плагінів в менеджері пакетів WEKA. 
При використанні SOM в WEKA є можливість вибору наступних 
параметрів, які впливають на роботу алгоритму: 
 height і width – розміри решітки, від яких залежить кількість кластерів 
в розглянутій карті;   
 Normalize Attributes – нормалізувати дані (false – працювати з 
вихідними даними, true – нормалізувати), функція нормалізації перетворює 
текстові дані до числовим, а все числові дані наводяться до виду [ 0 ; 1 ]; 
 Debug – якщо встановлено значення true, буде виводитися додаткова 
інформація в консоль;    
 Congence Epochs – кількість епох в фазі збіжності;    
 Order Epochs – кількість епох в фазі упорядкування.    
WEKA надає безліч різних алгоритмів вибору атрибутів, використовуючи 
які можна скоротити розмірність вихідної тестової вибірки, шляхом відкидання 
незначущих або малозначущих атрибутів [13]. Це дозволяє прискорити побудову 
карт в силу зменшення кількості обчислювальних операцій. 
Розглянемо лише частину алгоритмів вибору атрибутів, що дали найбільш 
високий відсоток виявлення мережевих атак. 
Information Gain Attribute Evaluator – алгоритм на основі оцінки взаємної 
інформації за такою формулою: 
 
𝐼𝑛𝑓𝑜𝐺𝑎𝑖𝑛 (𝑐𝑙𝑎𝑠𝑠, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒) =  Н (𝑐𝑙𝑎𝑠𝑠) −  Н (𝑐𝑙𝑎𝑠𝑠 \ 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒),      (2.1) 
 
де Н - ентропія. 
Результати розрахунків допомагають побачити силу впливу атрибутів на 





Gain Ratio Attribute Evaluator – є модифікацією Information Gain Attribute 
Evaluator , відмінність у формулі обчислення: 
 
𝐺𝑎𝑖𝑛𝑅(𝑐𝑙𝑎𝑠𝑠, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒) =
Н (𝑐𝑙𝑎𝑠𝑠) − Н (𝑐𝑙𝑎𝑠𝑠 \ 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒)
Н (𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒)
.               (2.2)      
     
Gain Attribute Evaluator нормалізує дані пропорційно їх частоті. 
OneR (скор. від One Rule) – цей алгоритм використовується для формування 
правил класифікації об'єктів. Для значень кожної незалежної змінної знаходяться 
правила, для кожного з правил обчислюється помилка –  це кількість об'єктів з 
таким же значенням незалежної змінної, але отримані значення не відповідають 
значенням залежної змінної, що зустрічається найчастіше для обраного значення 
незалежної змінної. В результаті вибираються атрибути, по яким можна 
класифікувати обрані об'єкти з найбільшою точністю [13].  
Correlation Attribute Evaluator – це метод оцінює цінність атрибута, 
вимірюючи кореляцію між ним і класом поведінки (аномальне / нормальне). 
 
2.3 Вибір навчальних даних для задачі виявлення мережевих атак 
 
 
Система виявлення атак може бути побудована і навчена тільки на даних, 
що охоплюють і моделюють різні атаки і спроби вторгнення. Одним таким 
загальновідомим і відкритим набором даних є NSL KDD, який був зібраний з 
ініціативи Управління перспективних дослідницьких проектів Міністерства 
оборони США (DARPA) [28]. Дані збиралися 7 тижнів і містили 5 мільйонів 
записів про з'єднання розміром близько 100 байт кожна. 
Вектори, що описують з'єднання, імітують чотири категорії атак [10]: 
1) DoS – атаки, при яких зловмисник робить багато запитів, 





2) U2R – зловмисник, який має доступ звичайного користувача в 
системі, може використовувати деяку уразливість для підвищення прав до root – 
доступ до системи. 
3) R2L – якщо зловмисник, має можливість відправляти пакети на 
комп'ютер мережі, але у нього немає облікового запису на цьому комп'ютері, 
використовує деяку уразливість, щоб отримати права доступу користувача цієї 
машини. 
4) Probe-атаки – спроба збору інформації про мережу комп'ютерів з 
метою обходу засобів контролю безпеки. 
Кожен вектор містять 41 атрибут. Значення атрибутів наводяться в    





3 ПРОЕКТУВАННЯ ІНФОРМАЦІЙНОЇ СИСТЕМИ ВИЯВЛЕННЯ 
МЕРЕЖЕВИХ АТАК 
 
3.1 Моделювання інформаційної системи 
 
 
Для аналізу особливості функціонування системи виявлення мережевих атак, 
необхідно створити її формальне опис у вигляді функціональної моделі. У даній 
роботі для цих цілей буде використано системне моделювання за методологією 
IDEF0, з допомогою якої можна побудувати функціональні моделі, що показують 
структуру і функції проекторів, а також потоки матеріальних об'єктів і інформації, 
що зв'язують ці функції [16]. Методологія основана на графічному підході до 
опису (моделювання) системи SADT (System Analysis and Design Technique), для 
якого характерно: 
 представлення блочного моделювання графічно: функція 
відображається у вигляді блоку, інтерфейс входу / виходу представляє 
собою дуги, які входять в блок і виходять з нього відповідно; 
 опис взаємодії блоків між собою з допомогою інтерфейсних дуг, які 
виражають "обмеження", що встановлюються, коли і як виконуються 
функції; 
 обмеження кожного рівня декомпозиції кількості блоків (3–6); 
 взаємозв'язок діаграм через номери блоків; 
 відсутність повторення найменування, унікальність міток; 
 синтаксичні правила для блоків і дуг; 
 розділення вхідних (обертових) і керуючих даних; 
 відсутність впливів організаційних структур на функціональну 
модель [17]. 
Результатом використання методології SADT стає функціональна модель, що 





посиланнями. Головними компонентами моделі є діаграми, всі функції і 
інтерфейси на яких представлені в вигляді блоків і дуг. Точка з'єднання дуги з 
блоком визначає тип інтерфейсу: 
 керуюча інформація входить в блок зверху; 
 обробляється інформація відображається з лівого боку блоку; 
 результати виконання функції показуються з правого боку блоку; 
 механізм (автоматизована система або людина), що виконує операцію, 
відображається у вигляді дуги, яка входить в блок знизу [17]. 
Модель IDEF0 являє собою сукупність ієрархічно упорядкованих і 
взаємопов'язаних діаграм. Так як система виявлення атак є складовою частиною 
інформаційної системи, то моделювання необхідно почати з неї. Контекстна 
діаграма, що описує призначення інформаційної системи (ІС) і її взаємодія з 
зовнішнім середовищем, представлена на рисунку 3.1. 
 
 





ІС можна розглядати як «чорний ящик», на входи якого поступає набір даних 
з інформацією про можливі види мережевих атак. Як механізми (ресурсів) для 
функціонування ІС виступають програмні та апаратні засоби і розробники. 
Управління здійснюється за допомогою адміністраторів на основі нормативних 
документів, правил та інструкцій, а також положень політики безпеки. 
Результатом функціонування ІС є оброблена інформація або інші повідомлення, 
що виробляються в процесі функціонування системи. 
На рисунку 3.2 зображена функціональна модель інформаційної системи, 
відповідно до якої робота ІС здійснюється за рахунок виконання відповідних 
функцій наступними підсистемами: 
 нормалізація даних: здійснює обробку даних і перетворення текстових 
даних до числових; 
 кластеризація: забезпечує обробку і представлення інформації; 
 обробка даних: представляє собою алгоритми вибору атрибутів для 
зменшення кількості обчислювальних операцій; 
 аналіз результатів: призначена для перевірки коректності роботи 
компонентів ІС; 
На практиці склад підсистеми захисту може різнитися залежно від конкретної 
реалізації, виду діяльності та відповідних вимог до інформаційної безпеки 







Рисунок 3.2 – Декомпозиція контекстної діаграми 
 
На рисунку 3.3 представлена функціональна модель підсистеми обробки 
даних, яка містить наступні компоненти: 
 ранжування атрибутів: використовуються алгоритми сортування 
даних в порядку зростання важливості; 
 відкидання зайвих атрибутів: використовуються алгоритми вибору 







Рисунок 3.3 – Декомпозиція обробки даних 
 
3.2 Моделювання варіантів використання інформаційної системи 
виявлення мережевих атак 
 
 
Наступним етапом є створення діаграми варіантів використання (use case 
diagram). В діаграмах варіантів використання зображуються взаємозв’язок між 
варіантами використання, які представляють функції системи, і діючими особами, 
які представляють людей або системи, що отримують або передають інформацію 
в дану систему. Діаграми варіантів використання відображають багато інформації 
про систему. Даний тип діаграм описує повну функціональність системи. 
Користувачі, аналітики, розробники, менеджери проектів, фахівці з контролю 
якості та всіх, кого цікавить система в цілому, можуть, переглядаючи діаграми 





Щоб зрозуміти і правильно спроектувати майбутню систему, потрібно перш 
за все визначити, що вона буде робити, тобто, необхідно створення проекції, 
званої функціональної моделлю. Першим кроком при описі функціональності 
системи є моделювання вимог до неї. 
Цілями аналізу і моделювання вимог є: 
 досягнення розуміння між розробниками, замовниками і 
користувачами про те, що має робити ПС; 
 обмеження системної функціональності; 
 досягнення кращого розуміння розробниками поведінки ПС; 
 створення бази для планування до розробки проекту; 
 визначення призначеного для користувача інтерфейсу. 
Результатом даного етапу є розробка діаграми варіантів використання для 
інформаційної системи (рисунок 3.4). 
 
 





4 РОЗРОБКА ІНФОРМАЦІЙНОЇ ТЕХНОЛОГІЇ ВИЯВЛЕННЯ 
МЕРЕЖЕВИХ АТАК 
 
4.1 Реалізація технологій кластеризації ситуацій 
 
 
Вихідна вибірка KDD містить 25192 пакетів, з яких 13449 позначені як 
нормальна поведінка, а 11743 – аномальна. 
Для визначення мережевих атак використовувалася карта Кохонена, що 
складається з двох кластерів (рисунок 4.1). За підсумками роботи 
алгоритму SOM в один кластер будуть відсортовані дані з імовірно нормальною 
поведінкою, в другий з імовірно аномальною поведінкою (рисунок 4.1). 
 
 
Рисунок 4.1 – Дані для кластеризації 
 
Для вихідної вибірки без нормалізації параметрів (функція normalize 





як нормальні, аномальні дані були визначені вірно лише в 1,8% випадків. 
Результат робота алгоритму для даних без нормалізації наводяться в таблиці 4.1. 
  
Таблиця 4.1 – Розподіл даних по кластерам без нормалізації даних 
 
Кластер 0 anomaly Кластер 1 normal 
Normal 181 13268 
anomaly 210 11533 
 
Нормалізація параметрів (рисунок 4.2) дає значний приріст до виявлення 
аномалій. Результати роботи алгоритму з нормалізацією наведені в таблиці 4.2.  
 
 
Рисунок 4.2 – Налаштування алгоритму нормалізації даних 
 
Близько 59,5% атак були розпізнані коректно, що значно краще результатів 
без нормалізації даних. При цьому загальний відсоток правильної ідентифікації 





Таблиця 4.2 – Розподіл даних по кластерам з нормалізацією даних 
  Кластер 0 anomaly Кластер 1 normal 
Normal 40 13409 
anomaly 6989 4754 
 
Для збільшення відсотка правильної ідентифікації даних 
використовувалось зменшення розмірності вихідної вибірки шляхом 
застосування алгоритмів вибору найбільш значущих параметрів, описаних 
раніше. Оптимальними параметрами при рівному відсотку загальної 
ідентифікації, вважається таке поєднання параметрів, при якому буде найбільш 
низький відсоток помилок першого роду (атака буде розпізнано як нормальна 
поведінка). Такий підхід з більшою ймовірністю збереже працездатність системи, 
ніж зменшення відсотка помилок другого роду (помилкові спрацьовування, при 
яких нормальна поведінка буде розпізнаватися як атака). 
Результати ранжування  атрибутів даних алгоритмом Gain Ratio Attribute 
Evaluator (рисунок 4.3) наведені в таблиці 4.3. 
 
 










№ у вхідній вибірці Атрибут 
1 12 logged_in 
2 26 srv_serror_rate 
3 4 Flag 
4 25 serror rate 
5 39 dst host srv serror rate 
6 6 dst_bytes 
7 30 diff srv rate 
8 38 dst host serror rate 
9 5 src_bytes 
10 29 same_srv_rate 
11 3 Service 
12 37 dst host srv diff host rate 
13 34 dst host same srv rate 
14 33 dst_host_STV_count  
15 8 wrong_fragment  
16 35 dst_host_diff_srv_rate  
17 23 Count  
18 31 srv diff host rate  
19 41 dst host srv rerror rate  
20 32 dst host count  
21 28 srv_rerror_rate  
22 27 rerror_rate  
23 36 dst_host_same_src_port_rate  
24 16 num_root  
25 15 su_attempted  
26 2 protocol_type  
27 10 Hot  
28 13 num_compromi sed 
29 19 num access fi les 
30 1 Duration 
31 40 dst_host_rerror_rate 
32 18 num shells 
33 17 num_fi! e_creations 
34 24 srv_count 
35 14 root shell 
36 22 is_guest_login 
37 7 Land 
38 11 num_failed_logins 
39 20 num_outbound_cmds 
40 9 Urgent 





На основі результатів ранжирування було побудовано 41 вибірок і 
проведено тестування алгоритму SOM, наведено в таблиці 4.4.  
 
Таблиця 4.4 – Результати розподілу даних по кластерам в залежності від кількості 















1 13449 0 0 11743 0,00 0 53,39 
2 13364 85 6972 4771 59,37 0,63 80,72 
3 13364 85 6972 4771 59,37 0,63 80,72 
4 13289 160 6998 4745 59,59 1,19 80,53 
5 13366 83 6994 4749 59,56 0,62 80,82 
6 13366 83 6994 4749 59,56 0,62 80,82 
7 13366 83 6994 4749 59,56 0,62 80,82 
8 13375 74 6993 4750 59,55 0,55 80,85 
9 13375 74 6993 4750 59,55 0,55 80,85 
10 13409 40 6991 4752 59,53 0,3 80,98 
11 13409 40 6991 4752 59,53 0,3 80,98 
12 13405 44 6993 4750 59,55 0,33 80,97 
13 13404 45 6993 4750 59,55 0,33 80,97 
14 13404 45 6993 4750 59,55 0,33 80,97 
15 13404 45 6993 4750 59,55 0,33 80,97 
16 13405 44 6992 4751 59,54 0,33 80,97 
17 13404 45 6993 4750 59,55 0,33 80,97 
18 13409 40 6991 4752 59,53 0,3 80,98 
19 13409 40 6991 4752 59,53 0,3 80,98 
20 13409 40 6991 4752 59,53 0,3 80,98 
21 13409 40 6991 4752 59,53 0,3 80,98 
22 13409 40 6991 4752 59,53 0,3 80,98 
23 13409 40 6991 4752 59,53 0,3 80,98 
24 13409 40 6991 4752 59,53 0,3 80,98 
25 13409 40 6991 4752 59,53 0,3 80,98 
26 13409 40 6991 4752 59,53 0,3 80,98 
27 13409 40 6991 4752 59,53 0,3 80,98 
28 13409 40 6991 4752 59,53 0,3 80,98 
29 13409 40 6991 4752 59,53 0,3 80,98 
30 13409 40 6991 4752 59,53 0,3 80,98 
31 13409 40 6991 4752 59,53 0,3 80,98 
32 13409 40 6991 4752 59,53 0,3 80,98 
33 13409 40 6991 4752 59,53 0,3 80,98 
34 13409 40 6991 4752 59,53 0,3 80,98 
35 13409 40 6991 4752 59,53 0,3 80,98 
36 13409 40 6991 4752 59,53 0,3 80,98 
37 13409 40 6991 4752 59,53 0,3 80,98 
38 13409 40 6991 4752 59,53 0,3 80,98 
39 13409 40 6991 4752 59,53 0,3 80,98 
40 13409 40 6991 4752 59,53 0,3 80,98 






Рисунок 4.4 – Залежності відсотка виявлення мережевих атак і помилкових 
спрацьовувань від числа параметрів, обраних алгоритмом Gain Ratio Attribute 
Evaluator 
 
В ході побудови систем  самоорганізуючих карт на основі вибірок 
атрибутів, створених за результатами роботи алгоритму Gain Ratio Attribute 
Evaluator, отримати значущі покращення в виявленні мережевих атак не 
вдалося. Кращі дані показала вибірка з чотирьох атрибутів (табл. 4.5). 
 
Таблиця 4.5 – Атрибути, що дали кращі результати, відібрані алгоритмом Gain 
Ratio Attribute Evaluator 
№ у вихідній вибірці Атрибут 
4 Flag 
12 logged in 
25 serror rate 
26 srv_serror_rate 
 
Вищеописана вибірка дала наступні результати: 
1) відсоток виявлення аномалій зріс з вихідних 59,53% до 59,6%; 
2) відсоток помилкових спрацьовувань в цьому випадку збільшився з 





3) загальний відсоток вірного визначення пакетів знизився з 80,98% до 
80,53%.  
Час роботи алгоритму побудови SOM вдалося значно знизити без втрати в 
ефективності виявлення мережевих атак (незначне зростання з 59,53% до 




Рисунок 4.5 – Залежності вірного визначення даних алгоритмом SOM від 
числа параметрів, обраних алгоритмом Gain Ratio Attribute Evaluator 
 
Результати ранжирування атрибутів в корені відрізняються від розглянутого 
раніше алгоритму Gain Ratio Attribute Evaluator. Цей факт дає підставу 
припускати, що результати роботи алгоритму SOM будуть відрізнятися. 
Результати ранжирування алгоритмом Information Gain Attribute Evaluator 











Таблиця 4.6 – Ранжування атрибутів алгоритмом Information Gain Attribute 
Evaluator 
№ за значимістю № у вхідній вибірці Атрибут 
1 5 src_bytes 
2 3 Service 
3 6 dst_bytes 
4 4 Nag 
5 30 diff srv rate 
6 29 same_srv_rate 
7 33 dst_host_srv_count 
8 34 dst_host_same_srv_rate 
9 35 dst host diff srv rate 
10 38 dst_host_serror_rate 
11 12 logged_in 
12 39 dst_host_srv_serror_rate 
13 25 serror rate 
14 23 Count 
15 26 srv_serror_rate 
16 37 dst_host_srv_diff_host_rate 
17 32 dst host count 
18 36 dst_host_samc_src_port_rate 
19 31 STV_diff_host_rate 
20 24 srv count 
21 41 dst host srv rerror rate 
22 2 protocol_type 
23 27 rerror_rate 
24 40 dst_host_rerror_rate 
25 28 srv rerror rate 
26 1 Duration 
27 10 Hot 
28 8 wrong_fragment 
29 13 num_compromised 
30 16 num root 
31 19 num_access_files 
32 22 is_guest_login 
33 17 num file creations 
34 15 su_attemptcd 
35 14 root_shell 
36 18 num_shells 
37 7 Land 
38 І num_failed_logins 
39 9 Urgent 
40 20 num_outbound_cmds 
41 21 is_host_login 
 
На основі результатів ранжирування було побудовано 41 вибірок і 
проведено тестування алгоритму SOM. У деяких випадках вдалося отримати 





мережевих атак і помилкових спрацьовувань був таким же, як і у вихідній 
вибірці. Результати наводяться в таблиці 4.7. 
 
Таблиця 4.7 – Результати розподілу даних по кластерам в залежності від кількості 
















1 13449 0 1 11742 0,01 0,00 53,39 
2 13449 0 1 11742 0,01 0,00 53,39 
3 13447 2 5 11738 0,04 0,01 53,40 
4 13447 2 5 11738 0,04 0,01 53,40 
5 12999 450 617 11126 5,25 3,35 54,05 
6 12848 601 8889 2854 75,70 4,47 86,29 
7 12855 594 8929 2814 76,04 4,42 86,47 
8 11351 2098 9944 1799 84,68 15,60 84,53 
9 11346 2103 9940 1803 84,65 15,64 84,50 
10 12005 1444 9814 1929 83,57 10,74 86,61 
11 12005 1444 9814 1929 83,57 10,74 86,61 
12 12005 1444 9814 1929 83,57 10,74 86,61 
13 12906 543 9028 2715 76,88 4,04 87,07 
14 13407 42 6998 4745 59,59 0,31 81,00 
15 13409 40 7000 4743 59,61 0,30 81,01 
16 13405 44 6992 4751 59,54 0,33 80,97 
17 13405 44 6992 4751 59,54 0,33 80,97 
18 13410 39 6991 4752 59,53 0,29 80,98 
19 13409 40 6990 4753 59,52 0,30 80,97 
20 13409 40 6990 4753 59,52 0,30 80,97 
21 13409 40 6989 4754 59,52 0,30 80,97 
22 13409 40 6989 4754 59,52 0,30 80,97 
23 13409 40 6989 4754 59,52 0,30 80,97 
24 13409 40 6989 4754 59,52 0,30 80,97 
25 13409 40 6989 4754 59,52 0,30 80,97 
26 13409 40 6989 4754 59,52 0,30 80,97 
27 13409 40 6989 4754 59,52 0,30 80,97 
28 13409 40 6989 4754 59,52 0,30 80,97 
29 13409 40 6989 4754 59,52 0,30 80,97 
30 13409 40 6989 4754 59,52 0,30 80,97 
31 13409 40 6989 4754 59,52 0,30 80,97 
32 13409 40 6989 4754 59,52 0,30 80,97 
33 13409 40 6989 4754 59,52 0,30 80,97 
34 13409 40 6989 4754 59,52 0,30 80,97 
35 13409 40 6989 4754 59,52 0,30 80,97 
36 13409 40 6989 4754 59,52 0,30 80,97 
37 13409 40 6989 4754 59,52 0,30 80,97 
38 13409 40 6989 4754 59,52 0,30 80,97 
39 13409 40 6989 4754 59,52 0,30 80,97 
40 13409 40 6989 4754 59,52 0,30 80,97 






Рисунок 4.6 –  Залежності відсотка виявлення мережевих атак і помилкових 
спрацьовувань від числа параметрів, обраних алгоритмом Information Gain 
Attribute Evaluator 
 
Варто відзначити, що при збільшеному відсотку виявлення мережевих атак, 
вдалося значно скоротити час роботи алгоритму побудови SOM. 
Кращі результати виявлення мережевих атак показала вибірка з восьми 
атрибутів (таблиця 4.8). 
 
Таблиця 4.8 – Атрибути, що дали кращі результати, відібрані алгоритмом 
Information Gain Attribute Evaluatora 
№ у вхідній вибірці Атрибут 
5 sre bytes 
3 Service 
6 dst bytes 
4 Hag 
30 diff srv rate 
29 same srv rate 
33 dst host srv count 









Дана вибірка дала наступні результати: 
1) відсоток виявлення аномалій зріс з вихідних 59,53% до 
84,68%;                
2) відсоток помилкових спрацьовувань в цьому випадку збільшився з 
0,3% до 15,6%;                 
3) загальний відсоток вірного визначення пакетів збільшився з 80,98% 
до 84,53%.                 
Загальні результати визначення даних для вибірок на основі алгоритму 
Information Gain Attribute Evaluator наведені на рисунку 4.7. 
 
 
Рисунок 4.7 – Залежності вірного визначення даних алгоритмом SOM від числа 
параметрів, обраних алгоритмом Information Gain Attribute Evaluator 
 
Проведення ранжування алгоритмом Correlation Attribute Evaluator. 
На основі ранжируваних даних (таблиця 4.9) було побудовано 40 вибірок і 
проведено тестування алгоритму SOM. У деяких випадках вдалося отримати 









Таблиця 4.9 – Ранжування алгоритмом Correlation Attribute Evaluator 
№ за значимістю № у вхідній вибірці Атрибут 
1 29 same srv rate 
2 33 dst host srv count 
3 34 dst host same srv rate 
4 12 Loggedjn 
5 39 dst host srv serror rate 
6 4 Flag 
7 38 dst host serror rate 
8 25 serror rate 
9 26 srv serror rate 
10 23 Count 
11 32 dst host count 
12 3 Service 
13 41 dst host srv rerror rate 
14 27 rerror rate 
15 40 dst host rerror rate 
16 28 srv rerror rate 
17 35 dst host diff srv rate 
18 30 diff srv rate 
19 31 srv diff host rate 
20 8 wrong_fragment 
21 36 dst host same src port rate 
22 2 protocoI_type 
23 37 dst host srv diff host rate 
24 1 Duration 
25 22 is_guest login 
26 19 num access files 
27 15 su_attempted 
28 16 num root 
29 13 num_compromised 
30 14 root shell 
31 17 num file creations 
32 18 num shells 
33 10 Hot 
34 6 dst bytes 
35 9 Urgent 
36 5 src_bytes 
37 24 srv count 
38 7 Land 
39 11 num_fai ledjogins 
40 9 Urgent 






В ході побудови системо самоорганізуючих карт на основі вибірок 
атрибутів (таблиця 4.10), створених за результатами роботи алгоритму Correlation 
Attribute Evaluator,  
 
Таблиця 4.10 – Результати розподілу даних по кластерам в залежності від 















1 12850 599 8879 2864 75,61 4,45 86,25 
2 12910 539 8926 2817 76,01 4,01 86,68 
3 12105 1344 9751 1992 83,04 9,99 86,76 
4 12105 1344 9751 1992 83,04 9,99 86,76 
5 11343 2106 9949 1794 84,72 15,66 84,52 
6 11343 2106 9949 1794 84,72 15,66 84,52 
7 12995 454 9008 2735 76,71 3,38 87,34 
8 13407 42 6998 4745 59,59 0,31 81,00 
9 13404 45 6993 4750 59,55 0,33 80,97 
10 13405 44 6992 4751 59,54 0,33 80,97 
11 13410 39 6992 4751 59,54 0,29 80,99 
12 13410 39 6992 4751 59,54 0,29 80,99 
13 13410 39 6991 4752 59,53 0,29 80,98 
14 13409 40 6991 4752 59,53 0,30 80,98 
15 13410 39 6991 4752 59,53 0,29 80,98 
16 13410 39 6991 4752 59,53 0,29 80,98 
17 13410 39 6991 4752 59,53 0,29 80,98 
18 13410 39 6991 4752 59,53 0,29 80,98 
19 13410 39 6991 4752 59,53 0,29 80,98 
20 13410 39 6991 4752 59,53 0,29 80,98 
21 13409 40 6989 4754 59,52 0,30 80,97 
22 13409 40 6989 4754 59,52 0,30 80,97 
23 13409 40 6989 4754 59,52 0,30 80,97 
24 13409 40 6989 4754 59,52 0,30 80,97 
25 13409 40 6989 4754 59,52 0,30 80,97 
26 13409 40 6989 4754 59,52 0,30 80,97 
27 13409 40 6989 4754 59,52 0,30 80,97 
28 13409 40 6989 4754 59,52 0,30 80,97 
29 13409 40 6989 4754 59,52 0,30 80,97 
30 13409 40 6989 4754 59,52 0,30 80,97 
31 13409 40 6989 4754 59,52 0,30 80,97 
32 13409 40 6989 4754 59,52 0,30 80,97 
33 13409 40 6989 4754 59,52 0,30 80,97 
34 13409 40 6989 4754 59,52 0,30 80,97 
35 13409 40 6989 4754 59,52 0,30 80,97 





Продовження таблиці 4.10 
37 13409 40 6989 4754 59,52 0,30 80,97 
38 13409 40 6989 4754 59,52 0,30 80,97 
39 13409 40 6989 4754 59,52 0,30 80,97 
40 13409 40 6989 4754 59,52 0,30 80,97 
41 13409 40 6989 4754 59,52 0,30 80,97 
 
Вдалося отримати поліпшення в виявленні мережевих атак в декількох 




Рисунок 4.8 – Залежності відсотка виявлення мережевих атак і помилкових 
спрацьовувань про т числа параметрів, обраних алгоритмом Correlation Attribute 
Evaluator 
 
Таблиця 4.11 – Атрибути, що дали кращі результати, відібрані алгоритмом 
Correlation Attribute Evaluator 
№ у вхідній вибірці Атрибут 
29 same_srv_rate 
33 dst host srv count 
34 dst host same srv rate 
12 logged_in 
39 dst host srv serror rate 
 
Дана вибірка дала наступні результати: 





2) відсоток помилкових спрацьовувань в цьому випадку збільшився з 
0,3% до 15,7%;   
3) загальний відсоток вірного визначення пакетів збільшився з 80,98% 
до 84,52%.  
В заключенні було проведення ранжування алгоритмом OneR Attribute 
Evaluator. Ранжування алгоритмом OneR Attribute Evaluator (таблиця 4.12) 
допомогло отримати найкращі результати в порівнянні з усіма вищеописаними 
алгоритмами.  
 
Таблиця 4.12 – Ранжування алгоритмом OneR Attribute Evaluator 
№ за значимістю № у вхідній вибірці Атрибут 
1 5 src_bytes 
2 3 Service 
3 6 dst_bytes 
4 4 Flag 
5 29 same srv rate 
6 30 diff srv rate 
7 34 dst host same srv rate 
8 33 dst host srv count 
9 35 dst host diff srv rate 
10 12 loggedjn 
11 23 Count 
12 25 serror rate 
13 38 dst host serror rate 
14 39 dst host srv serror rate 
15 26 srv serror rate 
16 32 dst host count 
17 36 dst_host_same_src_port_rate 
18 37 dst host srv diff host rate 
19 24 srv_count 
20 31 srv diff host rate 
21 41 dst host srv rerror rate 
22 40 dst host rerror rate 
23 27 rerror rate 
24 28 srv rerror rate 
25 2 protocoI_type 
26 8 wrong_fragment 
27 10 Hot 







Продовження таблиці 4.12 
29 1 Duration 
30 14 root shell 
31 20 num outbound cmds 
32 22 is_guest_login 
33 18 num_shells 
34 19 num access files 
35 21 is_host_Iogin 
36 9 Urgent 
37 15 su_attempted 
38 16 num root 
39 7 Land 
40 17 num file creations 
41 11 num_fai ledjogins 
 
На основі ранжируваних даних було побудовано 40 вибірок і проведено 
тестування алгоритму SOM (таблиця 4.13). 
 
Таблиця 4.13 – Результати розподілу даних по кластерам в залежності від 















1 13449 0 1 11742 0,01 0,00 53,39 
2 13449 0 1 11742 0,01 0,00 53,39 
3 13447 2 5 11738 0,04 0,01 53,40 
4 13447 2 5 11738 0,04 0,01 53,40 
5 12850 599 8879 2864 75,61 4,45 86,25 
6 12848 601 8889 2854 75,70 4,47 86,29 
7 12898 551 8941 2802 76,14 4,10 86,69 
8 11351 2098 9944 1799 84,68 15,60 84,53 
9 11346 2103 9940 1803 84,65 15,64 84,50 
10 11346 2103 9940 1803 84,65 15,64 84,50 
11 11388 2061 9973 1770 84,93 15,32 84,79 
12 12404 1045 9739 2004 82,93 7,77 87,90 
13 12404 1045 9739 2004 82,93 7,77 87,90 
14 13009 440 9030 2713 76,90 3,27 87,48 
15 13409 40 7000 4743 59,61 0,30 81,01 
16 13405 44 6992 4751 59,54 0,33 80,97 
17 12404 1045 9739 2004 82,93 7,77 87,90 
18 13409 40 6990 4753 59,52 0,30 80,97 
19 13409 40 6990 4753 59,52 0,30 80,97 
20 13409 40 6990 4753 59,52 0,30 80,97 
21 13409 40 6989 4754 59,52 0,30 80,97 
22 13409 40 6989 4754 59,52 0,30 80,97 





Продовження таблиці 4.13 
24 13409 40 6989 4754 59,52 0,30 80,97 
25 13409 40 6989 4754 59,52 0,30 80,97 
26 13409 40 6989 4754 59,52 0,30 80,97 
27 13409 40 6989 4754 59,52 0,30 80,97 
28 13409 40 6989 4754 59,52 0,30 80,97 
29 13409 40 6989 4754 59,52 0,30 80,97 
30 13409 40 6989 4754 59,52 0,30 80,97 
31 13409 40 6989 4754 59,52 0,30 80,97 
32 13409 40 6989 4754 59,52 0,30 80,97 
33 13409 40 6989 4754 59,52 0,30 80,97 
34 13409 40 6989 4754 59,52 0,30 80,97 
35 13409 40 6989 4754 59,52 0,30 80,97 
36 13409 40 6989 4754 59,52 0,30 80,97 
37 13409 40 6989 4754 59,52 0,30 80,97 
38 13409 40 6989 4754 59,52 0,30 80,97 
39 13409 40 6989 4754 59,52 0,30 80,97 
40 13409 40 6989 4754 59,52 0,30 80,97 
41 13409 40 6989 4754 59,52 0,30 80,97 
 
Зріс відсоток як виявлення мережевих атак, так і загального результату 
визначення даних (рис. 4.9). 
 
 
Рисунок 4.9 – Залежності відсотка виявлення мережевих атак і помилкових 










Таблиця 4.14 – Атрибути, що дали кращі результати, відібрані алгоритмом OneR 
Attribute Evaluator 





29 same srv rale 
30 diff srv rate 
34 dst host same srv rate 
33 dst host srv count 




Дана вибірка дала наступні результати: 
1) відсоток виявлення аномалій зріс з вихідних 59,53% до 84,93%;       
2) відсоток помилкових спрацьовувань в цьому випадку збільшився з 
0,3% до 15,32%;        
3) загальний відсоток вірного визначення пакетів збільшився з 80,98% 
до 84,93%.        
 
4.2 Аналіз результатів 
 
 
Для оцінювання результатів роботи необхідно порівняти результати 
виявлення мережевих атак, які отримано використовуючи обрану вибірку, з 
результатами аналогічних досліджень. 
Авторами статті [14] за результатами дослідження запропоновано три 
вибірки атрибутів з 12, 13 і 17 атрибутів. Вибірка з 12 атрибутів була отримана 
при ранжируванні методом незалежних компонент, з 13 атрибутів була отримана 
при вибірці методом головних компонент і їх 17 атрибутів - за допомогою 
лінійного дискримінантного аналізу. 





Використовуючи запропоновані вибірки, були отримані наступні 
результати: 
 

















12 12547 1924 9819 1924 83,62 13,30 85,32 
13 13363 86 6961 4782 59,28 0,64 80,68 
17 13337 112 6999 4744 59,60 0,83 80,72 
 
Результати виявлення, отримані в ході тестування запропонованих вибірок 
атрибутів, виявилися нижче, ніж отримані з використанням алгоритму OneR в 
ході роботи. 
В статті [15] дані вибірки атрибутів не тільки для класифікації трафіку 
на «нормальний» або «аномальний», а й вибірки атрибутів для кращого виявлення 
конкретних атак. 
Результати виявлення мережевих атак, отримані в ході тестування 
запропонованих вибірок атрибутів, виявилися нижче, ніж отримані з 
використанням алгоритму OneR в ході роботи: 
 
















Best First 13124 325 8855 2888 75,41 2,42 87,25 
Greedy 
Stepwise 
13411 38 6991 4752 59,53 0,28 80,99 
PSO Search 13124 325 8855 2888 75,41 2,42 87,25 
Tabu Search 13124 325 8855 2888 75,41 2,42 87,25 






Результати тестування алгоритму SOM на вибірці KDD для DOS атак з 
атрибутами, запропонованими в статті, виявилися нижчими, ніж отримані з 
використанням алгоритму OneR в ході роботи (таблиця 4.17). 
 















Best First 4243 34 1262 427 74,719 0,8 92,27 
Greedy 4264 13 1262 427 74,72 0,30 92,62 
PSO 
Search 
4265 12 1262 427 74,72 0,28 92,64 
Tabu 
Search 
4243 34 1262 427 74,72 0,79 92,27 
OneR 4140 137 1511 178 89,46 3,20 94,72 
 
 
Аналогічно у випадку з probe-атаки результати тестування алгоритму SOM 
на вибірці KDD для probe-атак з атрибутами, запропонованими в статті, виявилися 
нижчими, ніж отримані з використанням алгоритму OneR в ході роботи (таблиця 
4.18). 
 













Best Frist 4362 447 3474 2290 60,27 9,30 74,11 
Greedy 4492 317 3108 2656 53,92 6,59 71,88 
PSO Search 4492 317 3108 2656 53,92 6,59 71,88 
Tabu Search 4492 317 3108 2656 53,92 6,59 71,88 
OneR 4362 447 3474 2290 60,27 9,30 74,11 
 
В результаті аналізу даних. зібраних під час роботи з вибірками даних на 
основі ранжирування атрибутів, було встановлено, що можна значно прискорити 





цього, можна підвищити відсоток виявлення аномалій шляхом вибору найбільш 
значущих параметрів. 
В ході експериментів вдалося підвищити відсоток виявлення мережевих 
атак з вихідних 59.53% до 84.93% за допомогою алгоритму вибору атрибутів OneR 
Attribute Evaluator. У порівнянні з  рекомендованими вибірками атрибутів в 
подібних наукових роботах вдалося отримати більший відсоток як виявлення атак 








Мережеві атаки стають все більшою загрозою для економіки України. 
Виділяють активні та пасивні, за цілями впливу можуть бути атаки: атаки 
розвідки, атаки отримання доступу, атаки відмови в обслуговуванні. Вектори що 
описують з’єднання повинні імітувати 4 види атак: DoS – атаки перевантажує 
ресурси або пам'ять комп'ютера, U2R – може використовувати деяку уразливість 
для підвищення прав до системи, R2L – використовує деяку уразливість, щоб 
отримати права доступу користувача, рrobe-атаки – спроба обходу засобів 
контролю безпеки. 
В загальному випадку  для виявлення кібератак необхідність сформувати 
вектор, що містить 41 атрибут. Задача виявлення мережевих атак може бути 
сформована як задача кластеризації. 
Зручним інструментом вирішення завдання задачі кластеризації 
проблемних ситуацій наявності кібератак, може бути програмне забезпечення 
WEKA. Досліджено алгоритми формування навчальної вибірки. Приведені 
комп’ютерні експерименти, дозволяють визначити ефективність алгоритмів 




3. Information Gain; 
4. Gain Ratio. 
Оптимальним алгоритмом можна вважати алгоритм OneR (відсоток 
виявлення аномалій 84.93%, відсоток вірного визначення даних 84.78%). За 
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ТЕХНІЧНЕ ЗАВДАННЯ  
на розробку інформаційної системи «Інформаційна технологія виявлення 




























Призначення й мета створення інформаційної системи 
 
Призначення інформаційної системи 
Математична модель і інформаційна технологія виявлення атак. 
 
Мета створення інформаційної системи  
Розробити інформаційну технологію виявлення мережевих атак в 
критичних інформаційних системах та обгрунтувати  можливість використання 
її на практиці. 
 
Цільова аудиторія 
Метод може бути застосовано в системах підтримки прийняття рішень з 
питань кібербезпеки автоматизованих систем і забезпечити виявлення 





Вимоги до інформаційної системи 
 
Вимоги до інформаційної системи в цілому 
 
2.1.1 Вимоги до структури й функціонування інформаційної системи 
На відміну від існуючих статистичних методів та методів орієнтованих на 
використання технології навчання з вчителем, запропонована технологія 
орієнтована на використанні самоорганізуючих карт Кохонена. 
2.1.2 Вимоги до персоналу 
Для експлуатації системи виявлення аномалій, від персоналу не вимагається 
спеціальних технічних навичок, або програмних продуктів, за винятком загальних 
навичок роботи з персональним комп'ютером і знання технологій. 
2.1.3 Вимоги до збереження інформації 
Резервне копіювання потрібно робити регулярно, повинно бути не менше 
двох типів даних на різних носіях.  
2.1.4 Вимоги до розмежування доступу 
Дана технологія є загальнодоступною. 












ДОДАТОК Б. ПЛАНУВАННЯ РОБІТ 
 
Планування змісту робіт 
 
Структурна декомпозиція робіт – орієнтоване на конкретні завдання 
"дерево" робіт. Декомпозиція служить графічним відображенням усього процесу 
кінцевих цілей проекту, для розподілу великої кількості інформації за рівнями 
управління. Дана структура являє собою систему розбиття проекту на 













Планування структури виконавця для впровадження готового 
проекту 
 
Декомпозиція організаційної структури (Organisational Breakdown Structure 
- OBS) – структурна декомпозиція організації проекту, призначена для 
співвіднесення пакетів робіт з організаційними одиницями. OBS є графічної 
діаграмою організаційної структури проекту. 
Організаційна структура проекту - це інструмент планування взаємодії за 
проектом і планування повноважень команди управління проектом, який 
встановлює зв'язки між етапом, певним в структурі робіт проекту, і 
організаційною структурою компанії. 











Побудова матриці відповідальності 
 
При складанні матриці відповідальності проекту використовують, 
наприклад, методику RACI. Дана методика RACI – це зручний і наочний засіб 
планування відповідальності членів команди розробників при виконанні кожного 
етапу завдань проекту.  
 
Таблиця Б1.1 – Матриця відповідальності 
WBS\OBS Холявка Лавров 
Ознайомлення з поточним станом ринку    
Визначення потреби виявлення мережевих атак і 
аномалій 
  
Ідентифікація ідей проекту   
Аналіз документації по мережевим атакам   
Аналіз існуючих методів виявлення аномалій   
Аналіз методів пошуку закономірностей   
Аналіз даних необхідних для виявлення мережевих 
атак 
  
Визначення інструментарію   
Планування WBS, OBS    
Планування календарного плану    
Визначення бюджету    
Визначення ризиків    
Ранжування за допомогою GAE алгоритму    
Ранжування за допомогою GRAE алгоритму    
Ранжування за допомогою OneR алгоритму    







Продовження таблиці Б1.1 
Аналіз результатів   
Оформлення документації    
Архівація    
 
 
Розробка PDM мережі 
 
Головне призначення PDM-систем - управління інформацією та полегшення 
доступу до даних про виріб протягом усього його життєвого циклу. Позитивний 
ефект досягається завдяки можливості об'єднати всі дані про виріб в єдину логічну 
систему. В результаті такого об'єднання все, хто бере участь в розробці вироби, 
отримують розподілений авторизований доступ до проектної інформації та 
управління процесами проектування. Найбільш поширені завдання, які можна 
вирішити за допомогою PDM-систем, такі: 
 створення архіву креслень і іншої технічної документації; 
 автоматизація внесення змін в конфігурацію виробу.  
Методи оцінювання та аналізу програми (PERT) – це метод мережевого 
аналізу, який орієнтований на події і використовується для оцінювання тривалості 
проекту при високому ступені невизначеності оцінками тривалості окремих робіт. 
Методологія PERT застосовує методи критичного шляху для точного оцінювання 
середнього значення тривалості, це дозволяє приблизно оцінити можливий час 


















Побудова календарного графіку виконання ІТ-проекту 
 
Діаграма Ганта - це спеціальний інструмент для управління та планування 
завданнями, який розробив американський інженер Генрі Гант (Henry Gantt). Це 
інструмент у вигляді горизонтальних смуг, розташованих між двома осями: 
списком завдань по вертикалі і датами по горизонталі. 
Діаграма відображає не тільки завдання, але і послідовність їх виконання. 
Це дозволяє контролювати всі етапи і виконувати все вчасно. 
Стане в нагоді діаграма Ганта і для презентації етапів створення проекту. 
Особа, яка замовила побачить обсяги та терміни робіт і зрозуміє деякі нюанси 











ДОДАТОК В. ОПИС ДАНИХ KDD 
 
 
Таблиця В1 – Список файлів, що містяться в наборі NSL KDD 




KDDTrain + .ARFF 
Повний NSL-KDD набір даних для 




KDDTrain + .TXT 
Повний NSL-KDD набір даних 
для навчання, що включає типи 
атак, в форматі TXT 
3 KDDTrain + 
_20Percent.ARFF 
Вибірка 20% даних з 
KDDTrain + .ARFF 
4 KDDTrain + 
_20Percent.TXT 
Вибірка 20% даних з 




KDDTest + .ARFF 
Повний NSL-KDD набір 





KDDTest + .TXT 
Повний NSL-KDD набір даних 
для тестування, що включає 





Вибірка з KDDTest + .ARFF яка 
містить неправильно класифіковані 





Вибірка з KDDTest + .TXT яка 
містить неправильно класифіковані 















Основні параметри кожного мережевого з'єднання 
1 Duration Час тривалості підключення 0 
2 protocol_type Протокол, який використовується 
при підключенні 
TCP 
3 Service Мережева служба, яка 
використовується підключенням 
ftp_data 
4 src_bytes Кількість відправлених байт за одне 
з'єднання 
491 
5 dst_bytes Кількість прийнятих байт за одне 
з'єднання 
0 
6 Flag Статус з'єднання - нормальне або з 
Помилкою 
SF 
7 Land Якщо ip-адреси хоста джерела 
і призначення 
рівні, і аналогічна ситуація з 
портами, то параметр приймає 
значення 1, інакше 0. 
0 
8 wrong_fragment Загальна кількість невірних 
фрагментів за цепідключення 
0 
9 Urgent Кількість urgent-пакетів в цьому 
Підключенні 
0 





Кількість hot-індикаторів, наприклад 
таких як: вхід в системні директорії, 
створення 
програм, виконання програм. 
  
0 
11 num_failed_logins Кількість невдалих спроб входу 0 
12 logged_in Логін статус. 1 - якщо успішно 
увійшли в систему, інакше 0 
0 
13 num_compromised Число скомпрометованих станів 0 
14 root_shell 1, якщо root-права отримані, інакше 0 0 







Продовження таблиці В2 
16 num_root Число root-доступів 0 
17 num_file_creations Число операцій по створенню файлів 
під час з'єднання 
0 
18 num_shells Число викликів shell-оболонки 0 
19 num_access_files Число операцій з отримання 
контролю 
доступу до файлів 
0 
20 num_outbound_cmds Число вихідних команд в FTP-сесії 0 
21 is_hot_login 1, якщо логін належить hot-листу 
тобто якщо 
є root або адміністратором, інакше 0 
0 
22 is_guest_login 1, якщо логін є гостьовим, інакше 0 0 
Параметри, пов'язані з тимчасовими характеристиками кожного мережевого 
з'єднання 
23 Count Кількість підключень до одного і 











25 rerror_rate Відсоток з'єднань з хостом з count з 
REJ- помилками 
0 
26 same_srv_rate Відсоток з'єднань з хостом з count 
використовують одні і ті ж служби 
1 




28 srv_count Число з'єднань з однієї і тієї ж 
службою за останні дві секунди. 
2 
29 srv_serror_rate Відсоток з'єднань з SYN-помилками 
при з'єднанні по службі з srv_count 
0 
30 srv_rerror_rate Відсоток з'єднань з REJ-помилками 






Продовження таблиці В2 
31 srv_diff_host_rate Відсоток з'єднань з різними хостами 
при з'єднанні по службі з srv_count 
0 
Параметри, пов'язані з характеристиками хоста кожного мережевого з'єднання 
32 dst_host_count Число з'єднань з тим же самим ip-
адресою хоста призначення 
150 
33 dst_host_srv_count Число з'єднань з тим же самим 
номером порту 
25 
34 dst_host_same_srv_rate Відсоток з'єднань по тій же самій 
службі 
під час з'єднання з ip з dst_host_count 
0.17 
35 dst_host_diff_srv_rate Відсоток з'єднань по різних служб у 







Відсоток з'єднань до того ж самому 









Відсоток з'єднань з різними хостами 





38 dst_host_serror_rate Відсоток з'єднань з хостом з 
dst_host_count з SYN-помилками 
0 
39 dst_host_srv_serror_rate Відсоток з'єднань з SYN-помилками 
при 
з'єднанні по службі з 
dst_host_srv_count 
0 
40 dst_host_rerror_rate Відсоток з'єднань з хостом з 
dst_host_count з REJ -помилки 
0.05 
41 dst_host_srv_rerror_rate Відсоток з'єднань з REJ -помилки 
при 
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