An antimatroid is a family of sets such that it contains an empty set, and it is accessible and closed under union of sets. An antimatroid is an 'antipodal' concept of matroid.
In this paper we shall present excluded-minor characterizations for poset shelling antimatroids, node-search antimatroids on digraphs and undirected graphs.
Poset Shelling Antimatroid
Let P = (E, ) be a poset. For two elements x, y ∈ E with x y, [x, y] denotes the interval {z ∈ E : x z y}. And if x z y necessarily implies x = z or z = y, we say that x is covered by y or y is a cover of x, and write it as x ≺ y. A set A ⊆ E is an ideal of P if x ∈ A and y x necessarily imply y ∈ A.
Let L be a lattice, and K a sublattice of L. K is called an order-preserving sublattice if [14, 20] . Hence the class of antimatroids and the class of locally free lattices are equivalent. The family of all the ideals of a finite poset forms a distributive lattice, in particular, a locally free lattice, and so is an antimatroid, which we call a poset shelling antimatroid.
We introduce here two special antimatroids S 7 and D 5 of Fig.1 refer to [1, 20] . In order to describe an excluded-minor characterization of poset shelling antimatroid, we quote two lattice-theoretic results from [20] . From the two lemmas, we have Proposition 2.1 Let L be a finite locally free lattice. Then the following are equivalent.
(1) L is distributive.
(2) L is modular.
(3) L does not contain an order-preserving sublattice isomorphic to S 7 .
(4) L does not contain an interval isomorphic to S 7 .
(Proof) By Lemma 2.1, (1) and (2) 
Hereafter we assume that in a rooted digraph, every node can be reached from the root by an r-path. A rooted undirected graph and a rooted path of an undirected graph are defined analogously.
A node-search of a rooted digraph G = (V ∪ {r}, A) proceeds as: First let S = {r}. Take a node v not in S for which there exists a node u in S such that uv ∈ A, and set S ← S ∪ {v}. We repeat this procedure until S will be the entire set of nodes. The family of the underlying sets of all the selecting sequences constitutes an antimatroid on V , which we call a node-search antimatroid and denote by N(G). Equivalently, a node-search antimatroid of G can be defined as
A node-search antimatroid of a rooted undirected graph is analogously defined. Let us denote the class of node-search antimatroids of rooted digraphs and rooted undirected graphs by N D and
In a rooted digraph G, an edge is called redundant if there does not exist a straight r-path containing it, and G is called non-redundant if it has no redundant edge. Actually, a redundant edge plays no role in defining a node-search antimatroid. As is easily seen, in a non-redundant rooted digraph, there is no in-edge to the root and every atom has a unique in-edge which comes from the root. If we delete all the redundant edges of G so as to obtain G , then
and G is minimal with respect this property.
Let G = (V ∪ {r}, A) be a rooted digraph, and F = N(G) be the node-search antimatroid. Take We first state key lemmas for the proof of Theorem 3.1.
Lemma 3.1 Suppose that F is a D 5 -free antimatroid. Let X be a path set of F and e be the unique foot of X. Then if X \ e is nonempty, X \ e is again a path set of F. Hence a path set X has a unique feasible ordering of elements, say of Y 1 and Y 2 such that
On the other hand, we For example, the antimatroid S 10 of Fig. 2 We shall first prove the case of n = 2, i.e.
Then the height of interval [β(0, k, 0), β(1, k, 2)] is three, and it contains β(0, k, 1), β(1, k, 0) and β(1, k, 1). Since F does not contain D 5 as a minor, at least one of the following holds.
(
In the first case, we have β(0, k, 2) = β(0, k, 1) ∪ α ∈ F and the proof is done. Otherwise we (1, k, 0) . By the same argument, we have either
In the first case, we have ( holds from the assumption. Hence we have {y 1 , z 1 , z 2 } = {y 1 , z 1 } ∪ {y 1 , z 2 }, which contradicts the assumption that {y 1 , z 1 , z 2 } is a path set. Hence the proof for n = 2 is completed.
Next we shall prove the general case for n 3. Suppose contrarily
must not be isomorphic to D 5 , and we have either
In the first case, we have
The case (1) leads to β(0, k, n) ∈ F, a contradiction. Hence (2) holds and we can repeat this argument until we finally have β(1, k, 0) ∪ α ∈ F.
Next we consider the interval [
In case of (1), we have ( 
This completes the proof of the lemma. A rooted directed tree is a rooted digraph such that the underlying undirected graph is a tree.
A rooted directed tree is a special case of rooted digraphs and at the same time a special case of posets. Hence combining Theorem 2.1 and Theorem 3.1, we have (1) F U = F, (2) F does not contain S 10 as a minor,
does not contain G 4 as an r-minor graph.
(Proof) (1) ⇒ (2) and (2) ⇒ (3) are obvious.
We shall show that (3) implies (1). F ⊆ F U is obvious from the definition. We shall show the opposite inclusion F U ⊆ F. Take any undirected straight path N U = ra 1 · · · a n (n 1) in G U without a short-cut. Then we are to show that A = {a 1 , a 2 , . . . , a n } is a feasible set of F.
If each a i−1 a i is an edge of G for i = 1, . . . , n, then ra 1 · · · a n is a directed path of G and since
. . , a n } ∈ F is obvious. Otherwise, let k be the smallest index such that (Proof) The necessity is obvious. We show the sufficiency. Let F be an antimatroid, and suppose it does not contain D 5 nor S 10 as a minor. By Theorem 3.1, F is a node-search antimatroid of a rooted digraph G = G [F] . From Lemma 4.1, the undirected graph G U arisen from G gives rise to a node-search antimatroid which equals to F. Hence F is a node-search antimatroid of an undirected rooted graph. 
