




















On discrete time hedging in d-dimensional option pricing models
M. Hujo
1
Department of Mathematics and Statistics, University of Kuopio, Finland
Abstract
We study the approximation of certain stochastic integrals with respect to a d-dimen-
sional diffusion by corresponding stochastic integrals with piece-wise constant inte-















Xkti−1). In finance this corresponds to replacing a continuously adjusted portfolio by
discretely adjusted one. The approximation error is measured with respect to L2
and it is shown that under certain assumptions the approximation rate is n−1/2
when one optimizes over deterministic but not necessarily equidistant time-nets
0 = t0 ≤ t1 ≤ · · · ≤ tn = T .
Key Words: approximation, discrete time hedging, rate of convergence, stochastic
integral.
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1. Introduction
Assume a Borel-function f : Rd → R, T > 0 and a stochastic process (Xt)t∈[0,T ]
defined as a solution of












u , i ∈ {1, . . . , d} ,
where (Wt)t∈[0,T ] is a d-dimensional Brownian motion and the functions b and σ
satisfy certain assumptions (cf. Chapter 2).
Consider the problem that a trader has to hedge, by a self-financing strategy,
a European type option with maturity T > 0, where the pay-off of the option is
described by a random variable f(XT ). The perfect hedging strategy is determined
by the process (Nu)u∈[0,T ] in a stochastic integral representation of f(XT ),
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2where V0 is the initial capital. In practice the continuous strategy has to be replaced
















where 0 = t0 ≤ t1 ≤ t2 ≤ · · · ≤ tn = T is a deterministic but not necessarily
equidistant time-net.
We will measure and (to some extent) optimize the error of this approximation
in L2. Our interest lies in the rate of convergence of the approximation, when the
approximation error is minimized over all time-nets with at most n + 1 time-knots.























as n tends to infinity, where
Tn := {(ti)mi=0 : 0 = t0 < t1 < · · · < tm = T,m ≤ n}.
Let us recall some results from the literature. Among others, the 1-dimensional
case has been considered by Zhang [13], Gobet-Temam [8] and Geiss [5]. Geiss
considered the approximation problem for general deterministic nets, which are not
necessarily equidistant, and a closed form formula for the L2-error was obtained.
Based on this, in [7] several classes of examples were given, where the optimal rate
of convergence n−1/2 is attained by general deterministic nets (but, in general, not
by equidistant ones). The result from [5] and [7] cannot be straightforward extended
to the multi-dimensional case because part of the arguments from the 1-dimensional
case do not seem to apply in the multi-dimensional situation.
The multi-dimensional case was, for example, studied by Zhang [13] and Temam
[12] for equidistant nets. For C1-functions with derivatives of polynomial growth, cf.
[13, Proposition 3.1.6 and Corollary 3.3.3] , Zhang established the rate n−1/2. On
the other side, Temam [12] proved the rate n−1/4 for the European digital option.
The aim of this paper is to improve the approximation rate of the European digital
option in the multi-dimensional case from n−1/4 to n−1/2 by replacing the equidistant
nets by general deterministic nets.
The paper is organized as follows: In section 2 we explain the setting we are work-
ing with. Section 3 introduces Theorem 3.1 which is our main result. In Theorem
3.1 we show for a certain class of functions f , including European digital option, that
one gets the L2-approximation rate of n−1/2 by optimizing over all deterministic nets
of cardinality n+1. Our Theorem also allows a drift term in the underlying diffusion
3process (which is sometimes remarked, but not carried out, in the literature). Section
4 gives some examples illustrating Theorem 3.1.
2. Preliminaries
In this chapter we introduce the setting we are working with and recall some known
facts that are needed in order to prove our results.
We shall use the standard assumptions from stochastic calculus, i.e. we assume
a complete probability space (Ω,F ,P) and, for T > 0, a right-continuous filtration
(Ft)t∈[0,T ] generated by a standard d-dimensional Brownian motion W = (Wt)t∈[0,T ]
such that FT = F and F0 contains all null-sets of F (cf. [9]). By ||x|| we denote the
Euclidean norm of a vector x ∈ Rd. A Borel-function ϕ : B → R on some set B ⊂ R
will be extended to Bd ⊂ Rd by the notation
ϕ(x) := (ϕ(x1), ϕ(x2), . . . , ϕ(xd)), x ∈ Bd.
We consider a diffusion












u , i = 1, . . . , d, a.s.
where x0 ∈ Rd. The process X is obtained through Y given as the unique path-wise
continuous solution of (cf. [10, Corollary 2.2.1 on p. 101])












u , i = 1, . . . , d, a.s.
where
(2.3) bˆi(x), σˆij(x) ∈ C∞b (Rd)
and σˆσˆT , where (σˆσˆT )ij(x) =
∑d
k=1 σˆik(x)σˆjk(x), is uniformly elliptic i.e.
d∑
i,j=1
(σˆσˆT )ij(x)ξiξj ≥ λ ||ξ||2 , for all x, ξ ∈ Rd and some λ > 0.
Under these assumptions the process Y has a transition density Γ with appropriate
tail estimates (see Theorem 5.1 in Appendix).
We consider two cases. The first case
(C1) x0 = y0 ∈ Rd, bˆi(x) := bi(x), σˆij(x) := σij(x), Xt = Yt,
is related to the Brownian motion and the second case
(C2) x0 = e














4with the convention ey = (ey1, . . . , eyd) for y ∈ Rd, is close to the geometric Brownian




for any p > 0 (cf. [10, Corollary 2.2.1 on p. 101]).
To summarize the above, we start with the process X by choosing the matrix σ and
the vector b such that the matrix σˆ and the vector bˆ satisfy the required conditions
above. In this way we obtain the process Y and deduce properties of the process X
from the properties of Y .
To handle both of these cases simultaneously, we define functions Qi : R
d → R for
i = 1, . . . , d by
Qi(x) :=
{
1, in case (C1)
xi, in case (C2).
In what follows we assume, for some q ∈ [2,∞) and C > 0, that
(2.5) |f(x)| ≤ C (1 + ||x||q) , x ∈ E,




d, in case (C1)
(0,∞)d, in case (C2).
Through the function f we define the function g on Rd by
g(y) :=
{
f(y), in case (C1)
f(ey), in case (C2).
Applying Theorem 5.1 to the stochastic differential equation{









u , in case (C1)




















u , in case (C2)























G(t, y) = 0 (C1)(
∂
∂t
−∑di=1 (12∑dj=1 σˆ2ij(y)) ∂∂yi + 12∑dk,l=1 (σˆσˆT (y))kl ∂2∂ykyl
)
G(t, y) = 0 (C2).
Now we can define the function F on [0, T )×E by
F (t, x) :=
{
G(t, x), in case (C1)
G(t, log(x)), in case (C2).
5Assumption (2.5) together with Theorem 5.1 implies that for 0 ≤ t ≤ T ′ < T
(2.7) |Qi(x)|
∣∣∣∣ ∂∂xiF (t, x)
∣∣∣∣ ≤ Cd,T ′(1 + ||x||q), x ∈ E, i = 1, . . . , d
and
(2.8) |Qi(x)| |Qj(x)|
∣∣∣∣ ∂2∂xixjF (t, x)
∣∣∣∣ ≤ Cd,T ′(1 + ||x||q), x ∈ E, i, j = 1, . . . , d.
Let















From the definition of F and equation (2.6) it follows that
(2.11) AF (t, x) = 0 on [0, T )× E.
Moreover, Itoˆ’s formula gives that









u , a.s. t ∈ [0, T ).
Finally, Theorem 5.1 gives that
F (t, Xt)→ f(XT ) in L2 as tր T
and











In the rest of the paper we assume the setting from Chapter 2. We start this chap-
ter by stating our main result Theorem 3.1. It implies that under certain conditions
the convergence rate for the supremum of the approximation error is bounded by
n−1/2, when one optimizes over all deterministic time-nets of cardinality n+1. Two
examples where Theorem 3.1 is applied to are presented in Chapter 4.
6Theorem 3.1. Assume that for all x ∈ E∣∣∣∣ ∂s∂qxβ∂rxα σij(x)
∣∣∣∣ ≤ C1 Qi(x)Qqβ(x)Qrα(x) , where q + r = s, q, r, s ∈ {0, 1, 2} ,





























































η = 0, θ ∈ [0, 1
2
)
η ∈ (2θ − 1, 1), θ ∈ [1
2
, 1)
and D1 > 0 depends at most on η, C1, C2, d and T .
In addition, assume that
(3.2) inf
u∈(r,s)
H2(u) = CH > 0,











F (u,Xu), u ∈ [0, T ).
Then we have the following two cases:
(L1) In the case that θ ∈ [0, 3/4), we have, for any sequence of time-nets 0 = tn0 ≤




































































7The constant D2 > 0 depends at most on C1, C2, CH, d and T .
Remark 3.2. (1) In the case that the process (Xt)t∈[0,T ] does not have a drift, it

































Of course in case of (3.5) we set tni = t
η,n
i
(2) In (L2) we have the lower bound only for time-nets τ η. Compared to (L1)
this does not seem natural, since larger θ should correspond to a worse ap-
proximation. We need this restriction for technical reason (but believe that it
can be removed).
(3) Under the setting of the Chapter 2 the assumptions in Theorem 3.1 which
concern the estimates of the matrices A and σ and the vector b by the functions
Qi are always satisfied for some C1 > 0.













Now because of (2.8) we have that H2(u) ∈ [0,∞), for u ∈ [0, T ).


















considered for the upper bound in Theorem 3.1. In the 1-dimensional case
our function H is the same as the function H controlling the approximation
error in [5].
Now turn to the proof of Theorem 3.1. We deal with a multi-step approximation























u . In order to estimate the
multi-step error we need to have information about the one-step error occurring in
a time interval [ti−1, ti]. Here Proposition 3.3 and Proposition 3.4 below are needed.
Proposition 3.3 gives the upper bound for the one-step error. It is an extension of
8Temam [12] for the upper estimate and replaces the limit arguments by the inequality
(3.6), which can be applied to any fixed time-net to get an upper bound for the
approximation error. From Proposition 3.4 we get the lower bound for the one-step
error. In the proof of Proposition 3.4 we use the same principal decomposition as in
[12], but apply it to non-equidistant nets. We conclude the proof of our main result
by considering multi-step error starting on page 15.
Proposition 3.3. If for all x ∈ E∣∣∣∣ ∂s∂qxβ∂rxα σij(x)
∣∣∣∣ ≤ C3 Qi(x)Qqβ(x)Qrα(x) , q + r = s, q, r, s ∈ {0, 1, 2} ,
|bi(x)| ≤ C3Qi(x) and Aii(x) ≥ 1C3Q2i (x) for i ∈ {1, . . . , d} and for some C3 > 0,




























where D3 > 0 depends at most on C3, d and T .
Proof. To keep the notation simple, we allow in the following that the constant













F (u, x)− vka
)
σkl(x).




















































σ2kl(x) ≤ d C3Q2k(x).
















































To prove our theorem we need to compute an upper bound for Aφ2kl(u, x) and for
∂
∂xm





































































where the right-hand side is finite because of Lemma 5.5. From Gronwall’s Lemma































To continue we need to find an upper bound for the above expression. We start with













































































Now we can replace the derivative with respect to t and the third order derivatives
in the formula for Aφkl(u, x) by second order derivatives:



















































∣∣∣∣ ≤ CQα(x)Qβ(x)Qk(x) .
Now we can bound the function (Aφkl)2 (u, x) from the above by










































































∣∣∣∣ ∂∂xkF (u, x)− vka






F (u, x)− vka
)∣∣∣∣ + |σkl(x)|










∣∣∣∣ ∂∂xkF (u, x)− vka
∣∣∣∣+Qk(x)



















where we used that∣∣∣∣ ∂∂xkF (u, x)− vka
∣∣∣∣Q2k(x)Qm(x)
∣∣∣∣ ∂2∂xmxkF (u, x)
∣∣∣∣
≤










































































































and the assertion follows from (3.7). ✷
Proposition 3.4. If for all x ∈ E∣∣∣∣ ∂s∂qxβ∂rxα σij(x)
∣∣∣∣ ≤ C4 Qi(x)Qqβ(x)Qrα(x) , q + r = s, q, r, s ∈ {0, 1, 2} ,
and
|bi(x)| ≤ C4Qi(x)



































































where the function H is defined in Theorem 3.1 and D4 > 0 depends at most on C4, d
and T .
Proof.































































































































































































































u ≥ a : ∣∣φiju ∣∣ ≥ N or ||Xu|| ≥ N for some i, j ∈ {1, . . . , d}} ∧ t














































Because of the choice of the stopping time SN , the expected value of the ”dW
n
u -terms”
















































Using the assumptions on the matrix σ and the vector b we can bound these terms
































∣∣∣∣ ∂∂xkF (u,Xu)− vka
∣∣∣∣Qi(Xu)
∣∣∣∣ ∂∂xiF (u,Xu)− via
∣∣∣∣ .
Ho¨lder’s inequality and (3.14) give
EQk(Xu)





















































∣∣∣∣ ∂∂xkF (u,Xu)− vka
∣∣∣∣Qi(Xu)





























and the assertion follows by N →∞. ✷
Proof of Theorem 3.1.
Also in this proof, we use the same notation for different constants. First we
consider the upper bound for the approximation error. Let ε ∈ (0, T ). Using Doob’s













































































































































































































































































































































































































The assertion for the upper bound follows from Proposition 3.3 and Lemma 5.6 in
Appendix.
Now we continue with the lower bound of the approximation error. Let [A,B] be























(T − u)2θ dv
for A ≤ a < u ≤ B. Let us now consider the approximation error inside the interval
[A,B]. Denote In :=
{
i : A ≤ tni−1 ≤ tni ≤ B
}
and denote in both cases for the lower
estimate (cf. Theorem 3.1 cases (L1) and (L2)) the sequence of time-nets by (tni )
n
i=0.
Note that for large n the set In is not an empty set because, in both cases, we have
that supi=1,...,n(t
n
















































































































































































































































































































































(T − u)2θ dudt.
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(T − u)2θ dudt.































































This proves the estimate. ✷
20
4. Examples
In this chapter we give two examples as an application of our results. For simplicity,
we consider a diffusion









u , i = 1, . . . , d
in the case (C2). Let 0 = t0 ≤ t1 ≤ · · · ≤ tn = T be any deterministic time-net on
[0, T ]. By (tηi )
n

















η = 0, θ ∈ [0, 1
2
)
η ∈ (2θ − 1, 1), θ ∈ [1
2
, 1)
where θ is from Theorem 3.1 equation (3.1).
Example 4.1. For a European digital option with strike price K > 0,
f(x) := 1Pd
i=1 λixi≥K(x), where λ1, . . . , λd > 0,
the approximation rate is n−1/4 if equidistant time-nets are used [12, Theorem 2.1].





























































for all η ∈ (1/2, 1). Assumption (3.1) follows from [12, Proposition 3.3] for θ = 3/4
and (3.2) is due to [12, equation (4.2)].
Example 4.2. In this example we will show how our main result Theorem 3.1 applies
to the case of σ being a d × d diagonal matrix with assumption σii(x) = σii(xi) and
d ≥ 2. As a special case of mixing different type of options we also apply Theorem
3.1 to the pay-off function
f(x) := (x1 −K1)+ (x2 −K2)α+ 1[K3,∞)(x3)
and show that for this pay-off one has the approximation rate n−1/2 when approxi-
mation is optimized over deterministic time-nets of cardin
21
Let us first turn to the case of d × d diagonal matrix. If d ≥ 2, (σij)di,j=1 is a
diagonal matrix, and if σii(x) = σii(xi), then the transition density of the process Y
can be written as the product of the transition densities of the process Y i, i.e.
ΓY (t, y, ξ) =
d∏
i=1
ΓY i(t, yi, ξi).
Assume that f(x) =
∏d
i=1 fi(xi), where the functions fi are of at most polynomial
growth. The definition of F implies that








ΓY i(T − t, log xi, ξi)fi(eξi)dξi,
and the second order derivatives of the function F can be written as
∂2
∂xixj














m=1,m6=i Fm(t, xm), i = j.











(T − t)2θi .


























where δ ∈ [0, 1/2). Now we assume, without loss of generality, that θi ∈ (1/2, 1). For































































E |fm(XmT )|2 .
































(T − t)2θ .
Looking at the above computations, one can take θ := max {θ1, . . . , θd, 1/2} without
the assumption θi ∈ (1/2, 1).
Let us go back to our 3-dimensional example of mixing different type of options.
Assume that σ is a 3× 3 matrix defined by
σij(x) =
{
0, i 6= j,
xi, i = j,
and that x0 = (1, 1, 1). Define the pay-off function f as above by
f(x1, x2, x3) = f1(x1)f2(x2)f3(x3) := (x1 −K1)+ (x2 −K2)α+ 1[K3,∞)(x3),
















































This implies that one can choose θ1 =
1
4































































E |Fm(u,Xmu )|2 .
Since f1, f2 and f3 are not almost surely linear and since


















2 = Ef 2α(X
α
T ) > 0.



































































for any sequence of time-nets with supi=1,...,n(t
n
i − tni−1) ≤ C/n.
24
Appendix
Theorem 5.1 (Theorem 8. p. 263 in [1], Theorem 5.4. p. 149 in [2]). For bˆ, σˆ with
σˆσˆT uniformly elliptic, there exists a transition density Γ : (0, T ]×Rd×Rd → [0,∞) ∈
C∞ such that P(Yt ∈ B) =
∫
B
Γ(t, y, ξ)dξ, for t ∈ (0, T ] and B ∈ B(Rd), where
Y = (Yt)t∈[0,T ] is the strong solution of the SDE (2.2) starting from y: Moreover, the
following are satisfied:
(i) For (s, y, ξ) ∈ (0, T ]× Rd × Rd one has
∂
∂s

















(ii) For a ∈ {0, 1, 2, . . .} and multi-indices b and c there exist positive constants
C and D, depending only on a, b, c and d, such that∣∣∣∣ ∂a+|b|+|c|∂at ∂by ∂cξΓ(t, y, ξ)
∣∣∣∣ ≤ Ct(d+2a+|b|+|c|)/2 e−D ||y−ξ||
2
t ,
where ||·|| is the Euclidean norm.
Remark 5.2. In references [1] and [2] it is assumed that functions bˆ and σˆ are
Lipschitz continuous. Here it follows from the assumption (2.3).
Theorem 5.3 (Gronwall’s Lemma, [11]). If, for t0 ≤ t ≤ t1, φ(t) ≥ 0 is a continuous
function such that




for t0 ≤ t ≤ t1 where K,L ≥ 0, then
φ(t) ≤ KeL(t−t0)
on t0 ≤ t ≤ t1.





F (u, x)− vka
)
σkl(x), u ∈ [0, T ), x ∈ E,



































































Sn := min {Smn , m ∈ {1, . . . , d}} .






















































Lemma 5.5. If for all x ∈ E∣∣∣∣ ∂s∂qxβ∂rxα σij(x)
∣∣∣∣ ≤ C Qi(x)Qqβ(x)Qrα(x) , q + r = s, q, r, s ∈ {0, 1, 2} ,




























σkl(x), u ∈ [a, b].
Proof. This proof uses the same notation for different constants. Equation (2.7)







































































Equation (2.4) gives that E supu∈[a,b] (1 + ||Xu||q)4 is finite. In the case (C1) it is























































which is finite by (2.4) and (5.1).























































and this is finite by equations (2.4) and (2.8) and the above argument.




















































This follows from equation (3.11) and the above arguments. ✷
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Lemma 5.6. Assume that a Borel-measurable function ϕ : [0, T )→ [0,∞) satisfies
ϕ(u) ≤ C
(T − u)θ , u ∈ [0, T ),






























η = 0, θ ∈ [0, 1
2
)
η ∈ (2θ − 1, 1), θ ∈ [1
2
, 1).
Proof. Lemma follows from [4, Lemma 4.14 and Proposition 4.16]. ✷
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