Abstract-The problem of predicting the next outcome of an individual binary sequence corrupted by noise using finite memory, is considered. The conditional finite-state (FS) predictability of an infinite individual sequence given its noisy version is defined as the minimum fraction of errors that can be made by any FS predictor fed by the noisy version. It is proved that the conditional FS predictability can be attained almost surely by universal sequential prediction schemes in the case where the noisy version is the output of a binary-symmetric channel (BSC) whose input is the clean individual sequence. In particular, universal predictors of the original noise-free setting, which operate on the noisy sequence, have this property. Moreover, these universal predictors do not depend on the crossover probability characterizing the BSC. It is seen that the noisy setting gives rise to additional criteria by which the performance of prediction schemes can be assessed. Finally, a closer look is taken at the conditional FS predictability, and this quantity is proposed as an additional measure of the complexity of a sequence, perhaps finer and more informative than the predictive complexity of the noise-free setting.
I. INTRODUCTION

R
ESEARCH pertaining to the problem of sequential decision-making with an arbitrary deterministic binary sequence corrupted by noise, dates back to the 1950s and 1960s, where the compound decision problem was thoroughly investigated by statisticians, cf. [7] , [14] , [20] , [24] , [25] , [27] , [28] - [34] , [38] . This line of work, in its most general setting, involves the case where one is interested in sequentially filtering an individual sequence corrupted by noise. The goal, in that setting, is to achieve the Bayesian envelope of the empirical distribution of the individual sequence, which is equivalent to competing with the class of all constant filtering strategies.
With the dawning of the information age, the last decade has witnessed a wave of intensive interest in the problem of sequential prediction of individual sequences by researchers of many disciplines, such as information theory, learning theory, game theory, statistics, economics, control theory, and operations research. Accordingly, the literature pertaining to the work done in The authors are with the Department of Electrical Engineering, Technion-Israel Institute of Technology, Haifa 32000, Israel (e-mail: tsachy@tx.technion.ac.il; merhav@ee.technion.ac.il; anelia@tx.technion.ac.il).
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this setting over the last decade is far too plentiful to be specified briefly. Representative examples can be found in [3] , [4] , [11] , [41] , [15] , [39] , [40] , [6] , and in the many references therein.
The reader is referred to [17] for an overview of this setting and for a more comprehensive list of references. The important case, where the individual sequence is corrupted by noise, however,
has not yet received much attention in the context of individual sequences, with the exception of [1] , [42] - [45] . In order to ask meaningful questions in this deterministic setting, one must limit the freedom allowed in the choice of the predictors (cf. discussion in [17, Sec. 4] ). The class of allowable predictors is referred to as the comparison class. Roughly speaking, the idea in universal prediction is to find a single universal predictor that competes with the best predictor in the comparison class, simultaneously for every individual sequence, in the sense that its normalized cumulative loss asymptotically never exceeds that of the best predictor in the comparison class.
One of the findings for this individual sequence prediction setting was the existence of universal predictors for the case, where the comparison class consists of all strategies that are implementable by finite-state (FS) machines (FSMs) . Analogously to the FS compressibility defined in [47] , the FS predictability of an infinite individual sequence was defined in [11] as the minimum asymptotic fraction of errors that can be made by any FS predictor. This quantity takes on values between zero and a half, where zero corresponds to perfect predictability and a half corresponds to total unpredictability. While the definition of FS predictability enables a different optimal FS predictor for each sequence, the main result of [11] was to establish the existence of universal predictors, independent of the particular sequence, that always attain the FS predictability.
The purpose of this paper is to revisit the setting considered in [11] for the case where the predictors access only a noisy version of the underlying binary individual sequence. Alternatively, this can be considered an extension of the sequential compound decision problem from the filtering to the prediction framework. In particular, we consider the case where the individual sequence reaches the predictor after having passed through a binary-symmetric channel (BSC). Analogously to the FS predictability defined in [11] for the original noise-free setting, we define the conditional FS predictability of an infinite individual sequence given its noisy version as the minimum asymptotic fraction of errors that can be made by any FS predictor allowed to base its prediction for time on the past noisy bits. This quantity, as its analogue of the noise-free setting, takes on values be-0018-9448/01$10.00 © 2001 IEEE tween zero and a half. Unlike its deterministic noise-free analogue, however, it is a random variable which depends on the realization of the noise.
The main contribution of this paper is in establishing the existence of universal predictors that always attain the conditional FS predictability in the noisy setting, in a very strong, almost-sure sense. Furthermore, it will be shown that the universal predictors of the noise-free setting continue to be universal in the noisy setting. In other words, a universal predictor tailored to the noise-free setting continues to be asymptotically optimal even when the sequence is noisy. As these universal predictors do not depend on the crossover probability of the BSC that corrupts the clean sequence, they are rendered twofold universal: first, in the usual sense of universality, namely, with respect to (w.r.t.) all individual sequences (and FSMs), and secondly, w.r.t. all BSCs with crossover probabilities . In particular, the universality of the predictors presented in [11] , namely, the Markovian predictor and the incremental parsing predictor, will be assessed in much stronger and deeper sense than had previously been realized.
In a recent work [45] , the problem of prediction of individual binary sequences relative to a set of experts in the presence of noise was considered. The main focus of that work was on the case of an arbitrary but finite comparison class (expert set) and a general loss function. The are two essential differences between the setting considered in [45] and that of the present work. The first is that while in [45] the case of a general loss function was considered, here we focus, as did [11] , on randomized prediction schemes under Hamming ( ) loss. This allows us to exploit some of the properties that are distinctive of this particular loss function and that are key to the main results of this work. In particular, the most crucial observation underlying the main results of this work has been made in [45] : any predictor with a vanishing regret with respect to a finite class of reference schemes in the noise-free setting will have a vanishing regret in the noisy setting as well. The second essential difference is that in [45] , the comparison classes were limited enough to allow the existence of predictors with uniformly vanishing relative losses (redundancy rates). The comparison class considered in this work, however, namely, that of all FSMs, is clearly too rich to allow the existence of predictors with uniform redundancy rates. Hence, the target performance for a universal predictor must be appropriately modified. The results of this work join those of [45] in establishing the remarkably strong sense in which a predictor's performance can be guaranteed in the noisy setting.
The alphabet considered in this work is binary. It will be clear from the derivation of the main results, however, that predictors which are universal in the sense of the present setting can be similarly constructed for the case of any finite alphabet (cf. [45] for a discussion of general guidelines for the construction of universal predictors in the noisy setting). Yet, it is much less clear whether, for a general finite alphabet (and a reasonable generalization of a BSC for an alphabet of more than two letters), there will exist twofold universal predictors which will not depend on the channel parameters.
The outline of the paper is as follows. Section III is devoted to a brief presentation of the original noise-free setting of universal prediction for the case where the comparison class consists of the FSMs, and to a summary of the main results of [11] . Section IV is dedicated to the introduction of the noisy setting for universal prediction, of the notion of FS predictability corresponding to this setting, and to a presentation of the main results of this work. In Section V, a closer look will be taken at the FS predictability defined for the noisy setting. It will be established that this quantity is a new and meaningful complexity measure for individual binary sequences. Finally, Section VI summarizes the paper along with a few directions for future research.
II. NOTATION CONVENTIONS
Throughout the paper, for any positive integers , we let denote a deterministic binary vector
One-sided binary sequences will be denoted by boldface letters, e.g., . Random elements will be denoted by capital letters, while their sample values will be denoted by the respective lower case letters. Thus, for example, if denotes a random vector, then would designate a specific realization of . Similarly, would designate a specific realization of , which is a random element of . For any pair of finite (of the same length) or half-infinite binary vectors , , we let denote the vector obtained by componentwise addition modulo . Finally, for any family of random variables (where is an arbitrary index set), we will let denote the smallest sigma-field with respect to which all the are measurable.
III. FS PREDICTABILITY IN THE NOISE-FREE SETTING
The most convenient way to formally define the prediction problem for the noise-free setting is to introduce the notion of a predictor. A predictor is a sequence of functions : , . For any predictor and individual binary sequence , we define the noiseless per-bit loss up to time by (1) and the asymptotic noiseless per-bit loss by (2) Note that we may view the predictor's strategy as a distribution over and interpret the loss as the error probability , where the prediction is randomly drawn according to the probability . Under this interpretation, can be thought of as the fraction of prediction errors made by such a randomized prediction scheme. Turning to the predictors that are implementable by FSMs, for any individual sequence , the prediction rule of an FS predictor is defined by (3) where is the predicted value for , and is the current state which takes on values in a finite set . The state sequence of the FSM is generated recursively according to (4) where :
is called the next-state function of the FSM. Thus, an FS predictor is defined by a pair and an initial state . We will denote the noiseless per-bit loss up to time of the FSM corresponding to by . Consider first a finite sequence and suppose that the initial state and the next-state function (and hence also the state sequence) are provided. In this case, it is easy to show (cf. [10] ) that the best prediction rule for the sequence , in the sense of minimizing (1) where is the set of all prediction rules : , is the set of all prediction rules taking values in . Equation (6) is justified by the fact that, as is evident from (5), there is no loss of optimality in confining our attention to the FSMs with predictions taking values in . Thestate predictability of is defined as the minimum fraction of prediction errors with respect to all FSMs with states (8) where is the set of all next-state functions corresponding to FSMs with no more than states. Note that the initial state can be chosen arbitrarily since the search over allows for state permutations. The asymptotic -state predictability of the infinite sequence is defined as (9) Finally, the FS predictability is defined by (10) where the limit always exists as is nonincreasing with . Observe that, by its definition, is attained by a sequence of FSMs that depends on the particular sequence . The main result of [11] was to (constructively) establish the existence of two prediction schemes that are universal in the sense of being independent of and yet asymptotically achieve . For completeness and concreteness in future reference, we now present one of these prediction schemes and briefly mention the other.
A. The Increasing-Order Markov Predictor
An important subclass of FS predictors is the class of the so-called Markov predictors. A Markov predictor of order is an FS predictor with states where . Similarly to (8) , define the th-order Markov predictability of the finite sequence as (11) where is the number of times the symbol follows the binary string in , and where for the initial Markov state the cyclic convention , , is used. The asymptotic th-order Markov predictability of the infinite sequence is defined as (12) and the Markov predictability of the sequence is defined as (13) where the limit exists as clearly is monotonically nonincreasing with .
One of the important findings of [11] is that the FS predictability not only lower-bounds the Markov predictability (which is immediate from the definitions and the fact that the Markov predictors are a subclass of the FS predictors), but is also an upper bound, hence the two quantities are, in fact, equal. Specifically, the following was established.
Theorem 1 ([11, Theorem 2]): For all integers
, and for any finite sequence (14) Note that the statement of the above theorem is nonasymptotic and holds for arbitrary integers , , and . In particular, taking the limit supremum as , then the limit , and finally, the limit , one obtains , which together with the obvious fact that leads to (15) Theorem 1 suggests that any universal prediction scheme attaining is guaranteed to attain . It should be noted that, in the context of individual sequences, this finding is not at all trivial. This is because in an individual sequence setting there is no apparent analogue to mixing-type assumptions of the stochastic setting, where it is intuitively plausible that the remote past is essentially immaterial for prediction. This result is established by appealing to pure information-theoretic considerations.
We next present the sequential universal prediction scheme of [11] which exploits this fact and, by employing a Markov predictor of time-varying order, attains and, thus, . For a fixed , consider the predictor (16) where (17) is given by (18) and is taken with , where (see discussion in [11] for the motivation for defining in this way). The universal predictor is now obtained as follows: suppose that the observed data is divided into nonoverlapping segments and apply the th-order predictor (16) to the th segment . Choose a sequence such that monotonically as , and let the length of the th segment, denoted , be at least . Letting denote this universal predictor, we have the following.
Theorem 2 ([11, Theorem 3]):
For any finite , and for any (19) where as .
Actually, the derivation in [11] leading to Theorem 2 shows that (20) where is some constant independent of and is the number of segments in , so that if one takes, e.g., , then uniformly in . Note, in particular, that Theorem 2 implies that for every individual sequence 
B. The Incremental Parsing Predictor
The incremental parsing predictor presented in [11] is a prediction scheme based on the well-known incremental parsing algorithm introduced by Ziv and Lempel [47] in the context of data compression. The basic idea behind it is that the incremental parsing algorithm induces a technique for gradually changing the Markov order with time at an appropriate rate. The reader is referred to [11, Sec. V] for a full description of this prediction scheme, a heuristic explanation of why it works, and for a proof of the following result.
Theorem 3 ([11, Theorem 4]):
Let be the incremental parsing predictor, then for every sequence and any integer (22) where for a fixed , .
Clearly, Theorem 3, combined with Theorem 1, implies that with the incremental parsing predictor, as with the predictor of the previous subsection, for all , inequality (21) holds. In other words, the incremental parsing predictor is universal as well.
IV. FS PREDICTABILITY IN THE NOISY SETTING
Consider now the case where the individual sequence is passed through a BSC prior to reaching the predictor. Specifically, we assume that the predictors must base their predictions for the th clean bit on where, for each , , where is an independent and identically distributed (i.i.d.) Bernoulli( ) process for some and denotes binary (modulo ) addition. Let and denote the probability measure under which is Bernoulli( ), and the expectation under this measure, respectively. The superscript will be suppressed whenever there is no room for ambiguity. For any predictor , we let (23) denote the noisy per-bit loss up to time . Note that the noisy per-bit loss is a random variable which depends on the noise realization. Analogously to the noise-free setting, we now let (24) denote the asymptotic noisy per-bit loss. As in the noise-free case, an FS predictor is defined by (25) where is the predicted value for , and is the current state. In contrast to the noise-free case, however, as the FS predictor accesses only the noisy sequence rather than the clean one, the state sequence of the FSM is now generated recursively according to (26) Analogously to the noise-free setting, we will denote the noisy per-bit loss up to time of the FSM corresponding to by .
A. Expected Loss Performance
The first, seemingly natural, performance criterion is the expected loss. To this end, we denote the expectation of the noisy per-bit loss of any predictor up to time by (27) which is a function of the clean individual sequence and of the Bernoulli parameter which is governing the noise. The quantities , , , and , can now quite naturally be defined analogously to the definitions given for the noise-free case, by replacing everywhere with , where
We now proceed to show that the universal predictor of the noise-free setting of Theorem 2 is also universal for the noisy setting, under the above defined expected per-bit loss performance measure. To this end, let us first define the following.
For any predictor and , we define (29) where on the right-hand side of (29) is the per-bit loss of , as defined in (1), evaluated on the noisy sequence. In other words, it is the per-bit loss of when fed with the noisy sequence and judged w.r.t. the noisy sequence. Though this may not be apparent from the definition, may be thought of as our estimator for the actual unobserved . To get a feel for why can give a good estimate of , note that if , is the output of a BSC whose input is , and is a randomized prediction then A first quantitative justification of this interpretation is given in the following lemma, whose proof is deferred to the Appendix Lemma 4: For any predictor , , and we have (30) In words, is an unbiased estimator for .
We can now state the following.
Theorem 5: Let be the universal predictor of Theorem 2. Then, for any finite , for any , and all (31) where is as in Theorem 2.
Proof:
where (32) follows from Lemma 4 and (33) follows from Theorem 2.
The following corollary is immediate.
Corollary 6: Let be the universal predictor of Theorem 2. Then for all and (34) where we let (35) In words, is also universal in the expectation sense for the noisy setting.
One can note that the proof of Theorem 5 did not involve the specific structure of the universal predictor. It is therefore easy to extend the proof of Theorem 5 and to show that any universal predictor of the noise-free case, namely, one for which (36) for all is also universal, in the expectation sense, for the noisy setting, namely, such a predictor satisfies (37) for all and . Theorem 5 and its corollary serve to give us initial indication for the fact that the universal predictors from the noise-free setting remain relevant for the noisy setting as well. The expected per-bit loss of a prediction scheme seems like a reasonable measure by which to evaluate the performance of a predictor. In particular, it seems like an acceptable yardstick for a comparison between different predictors, and especially, for evaluation of the performance of a predictor w.r.t. the class of FSMs. However, a second glance reveals that it is not sufficiently strong. To see this, let be an arbitrary set of predictors, and suppose we are given a predictor for which we know that for all (38) for some constant that is independent of . Note now that (39) and, therefore, the upper bound of (38) is even less informative than (40) However, even had we known inequality (40) to hold, this would still give us relatively little information. Looking at inequality (40) alone, even for small, it is conceivable that the expectation on the left-hand side of (40) is small, yet with considerable probability, the actual quantity of interest, namely, is very large. A bound as that given in inequality (40) would be valuable if we were guaranteed to be working with the same on many repeated independent occasions. Then, combining inequality (40) with the law of large numbers would guarantee that our performance, averaged over all these occasions, is satisfactory (for small). However, such a scenario of repeated prediction sessions with the same sequence does not agree with the philosophy which is at the heart of the individual-sequence setting. The whole point in the individual-sequence setting is that, at each prediction session, we are working with a sequence on which we are willing to assume nothing, a fortiori, we cannot assume to be working with the same sequence on repeated occasions, as on each such occasion it could be an entirely different individual sequence.
Thus, statements that would really be appropriate and meaningful for the individual-sequence setting under consideration are those that would guarantee the actual performance of a predictor on each individual sequence. As will be established in the following two subsections, such statements can indeed be made and the actual performance of the predictor on each individual sequence can indeed be guaranteed in considerably strong sense.
B. Almost-Sure Asymptotic Performance
In this subsection, the actual, rather than the expected loss of the predictors will serve as the basis for comparison and evaluation of the performance of universal predictors. We first give the appropriate analogues of the predictability quantities of the noise-free setting to our noisy setting.
Note first that, as in the noise-free setting, given a next-state function , the best prediction rule for the sequence is given by if otherwise (41) where , , is the joint count of and along the sequence (only now is a random variable which depends on the evolution of the state sequence which, in turn, depends on the noisy sequence through (26)). For a given next-state function and , the minimum fraction of prediction errors, similarly to the noise-free case, is (42) where, as in the noise-free case, equality (42) is justified by (41) . Define the minimum loss incurred by the best FSM with up to states as the conditional -state predictability of given (43) The asymptotic conditional -state predictability of the infinite sequence given is defined as (44) Finally, we define the conditional FS predictability of given by (45) where the limit always exists as is clearly nonincreasing with . Observe that, for each individual sequence , the quantities defined in (42)- (45) and evaluated on the (random) noisy sequence are random variables. It turns out, however, as will be shown in Section V, that the conditional FS predictability defined in (45) is with probability one a deterministic constant for every individual sequence and for every parameter governing the noise process. The main result of this paper is the following.
Theorem 7:
Let be any predictor satisfying (46) Then for every -a.s.
In words, if is any universal predictor of the noise-free setting, then is also a universal predictor for the noisy setting in the almost-sure sense.
Discussion: The merit of this result lies first and foremost in the fact that it answers the previously open question of whether the FS predictability is at all achievable in the noisy setting by any sequential prediction scheme. Theorem 7 tells us that the answer to this question is affirmative, in a very strong almost-sure sense. It should be emphasized that the answer to this question was a priori not trivial. This is because the efficient universal predictors from the noise-free setting (not only in the context of the FSMs but for arbitrary comparison classes, cf., e.g., [3] , [15] , [21] ), including those of [11] presented in Section III, can be viewed as prediction schemes which strive to imitate the predictions of those predictors in the comparison class which have been proven "reliable" in the past. In the noisy setting, however, implementation of this approach is problematic, due to the lack of complete information on the past performance of each of the predictors in the comparison class.
Yet Theorem 7 is even deeper and more surprising. It tells us that, not only is the FS predictability achievable in the noisy setting, but that we do not have to look for new prediction schemes which achieve it. Namely, we can use the universal predictors of the original noise-free setting and be guaranteed to almost surely achieve the FS predictability. In particular, this means that the universal predictors of Section III, originally tailored for the noise-free setting, are universal in a much stronger sense than had previously been realized, namely, they are also universal w.r.t. the parameter of the noisy channel through which the clean individual sequence is passed, hence they are called twofold universal. The operative significance of this finding is that the universal predictors presented in Section III are completely robust in the sense that one can employ them being completely ignorant of the possibility that the sequence may be corrupted by a noisy channel, and still be guaranteed to achieve the FS predictability. One may argue that the significance of this result is only one of relative robustness, i.e., the universal predictors are not impaired by the noise more than the comparison class is. While this is, formally speaking, true, it should be kept in mind that the richness of the class of FSMs renders it robust to noise on many types of sequences, a robustness which, conceivably, would not be maintained by the universal predictors of the noise-free setting. For example, note that for any periodic sequence, there is an FSM which suffers zero loss in the noise-free as well as in the noisy setting. This means that the universal predictors would almost surely asymptotically suffer zero loss as well on any periodic sequence and for any noise parameter . The effect of the noise on the predictability of individual sequences will be further explored in Section V.
To gain a bit of intuition regarding the reason why the universal predictors from the noise-free setting continue to do so well in the noisy case, it may be instructive to consider the stochastic setting, where the clean sequence is generated by a probabilistic source. As is easily seen, the Bayes optimal predictor for the absolute loss function predicts or according to the more likely outcome given the noisy past. Suppose now that, based on the noisy past, one would like to predict the next noisy outcome. Clearly, the Bayes optimal predictor for this case would be that which predicts or according to the more likely outcome of the next noisy bit given the noisy past. Note, however, that we have and
Since
, it clearly follows that, given the noisy past, the more likely outcome for the clean bit is also the more likely outcome for the noisy bit . Consequently, the Bayes optimal predictor for the clean sequence based on its noisy past and that for the noisy sequence based on its noisy past are identical. Note next that a universal predictor designed for the noiseless case is one that would asymptotically compete with the Bayes optimal predictor and, roughly speaking, would have its predictions come closer and closer to those of the Bayes predictor. In particular, if such a predictor is employed on the noisy sequence, its predictions come close to those of the Bayes optimal one for prediction of the noisy outcomes. However, as observed above, the Bayes optimal predictor for the noisy outcomes is identical to that for the clean outcomes (based on the noisy past). Consequently, by employing a universal predictor tailored for the noiseless case on the noisy sequence, we obtain a predictor which tracks the Bayes optimal one for our problem (namely, that which predicts the clean bit based on its noisy past), and therefore is universal for our noisy setting as well. It is somewhat surprising that this rationale carries over to the individual sequence setting as well, where there is no apparent reason for this phenomenon to continue to hold.
Before proving Theorem 7, we state the following result (whose proof is deferred to the Appendix). The following is an immediate corollary to Lemma 8, further justifying our view of as an estimator for , which will be used in the proof of Theorem 7.
Corollary 9: For any predictor ,
, and , we have -a.s.
Proof of Theorem 7: Fix arbitrary and . It will clearly suffice to establish the fact that -a.s.
for all . To this end, fix and note first that inequality (46) assures us that for all (51) which, by subtracting from both ends of the above chain and then dividing by , gives for all
Note now that Corollary 9 implies that whatever the underlying clean individual sequence may be, we have -a.s.
Furthermore, as Corollary 9 implies also that -a.s.
Combining (53) and (54) with (52) gives (50).
Note that the proof of Theorem 7 made use of Lemma 8 only through Corollary 9. Using Lemma 8 directly, we can establish considerably finer almost sure asymptotic results of the following type. 
where the last inequality follows from (55). The last two terms in (60) are -a.s. by Lemma 8 (for the last term this is guaranteed as the maximization is over which is a finite set of cardinality ). Consequently, we have -a.s.
which concludes the proof of the first item. The second item is proven similarly.
In particular, for the universal predictors of [11] , Theorem 10 gives the following. 
C. Large Deviations Performance
The results of the previous subsection established the universality of the predictors presented in [11] (and in Section III) for the noisy setting as well as the original noise-free setting, in an almost-sure sense. We dedicate this section to a further substantiation of the universality of these predictors for the noisy setting. The introduction of noise into the model gives rise to another performance criterion-the large deviations criterion. With this new performance criterion, we establish an additional dimension of universality associated with our universal prediction schemes. The techniques used in the proof of the main result of this subsection are similar to those used for a result of a similar type in [45, Subsec. 3 .E] in the context of prediction relative to an arbitrary expert set. The asymptotic regime considered here, however, differs from that considered in [45] so as to avoid trivialities associated with very large comparison classes of the type discussed in the Introduction. Specifically, for a given predictor , we look at the asymptotic exponential decay rate that it achieves relative to all FSMs of order , and only then do we send to infinity. This is made precise in what follows.
For any predictor , define the -state relative loss exponent associated with by (64)
It should be noted that the above defined -state relative loss exponent, though giving an asymptotic exponential decay rate, is nonasymptotic in the type of information that it conveys regarding the performance of the predictor relative to the best FSM of order . Note that, for each finite , a maximum is taken over all individual binary sequences . This means that if we know, e.g., that this tells us that, for large enough, the probability that the performance of the predictor will be worse than that of the best FSM of up to states is upper-bounded by uniformly over all . Note also that, as the maximization in the definition of is taken over all sequences for each , even for a given and , the existence of a predictor for which is positive is not a trivial fact. Nevertheless, we now proceed to define the FS relative loss exponent associated with by (65) where the limit exists as is clearly nonincreasing in . Finally, let (66) denote the FS relative loss exponent, where the supremum in the definition is over all possible predictors. We then have the following lower bound to . In other words, by the definition of , this implies the existence of a predictor for which the -state relative loss exponent is uniformly lower-bounded for all . This is a highly nontrivial fact as, with increasing , the FSMs of order are a family of predictors that becomes richer and richer. Theorem 12 follows directly from the following result, which establishes the universality of the original predictors presented in Section III for the noisy case in the exponential sense, in addition to the almost-sure asymptotic sense established in the previous subsection. Remarks: Note, in particular, that it follows from Theorem 2 and the remark proceeding it that the hypothesis of Theorem 13 is satisfied by the two universal predictors presented in Section III. Theorem 13 trivially implies Theorem 12 as (70) Theorem 13, however, is a much stronger statement as it assesses the universality of our predictors in the exponential sense of this subsection as well. Observe that, whereas the definition of allows to have a different minimizing predictor for each and , Theorem 13 guarantees the performance of the universal predictors from the noise-free setting under the above defined exponential criterion, for all and , with an exponential rate being no worse than the right-hand side of (69). We merely remark here that, as may be expected, the right-hand side of (69) vanishes for and is increasing with . It is decreasing with and goes to for . Furthermore, it is a convex (upward) function of , though not of . We forbear from a further exploration of this function as, at this point, we have no claims regarding the tightness of inequality (69). Future work will be dedicated to addressing the question of the tightness of the bounds in Theorems 12 and 13. One particularly interesting question to address is whether the inequality , where is one of the universal predictors of Theorem 13, is strict or tight. This question is analogous to that asked in [18] in the context of universal coding, where it was established that the Lempel-Ziv (LZ) data compression scheme is optimal in the sense of achieving the best rate of exponential decay of the probability that the codeword length exceed a certain threshold. The analogue of this fact for our context would be the equality . The following lemma, whose proof is deferred to the Appendix, will be instrumental in the proof of Theorem 13.
Lemma 14:
For any predictor , , , and we have (71) where is as defined in (29).
Proof of Theorem 13:
Let be the increasing order Markov predictor presented in Section III-A. Fix , , , , , and . We have
where inequality (73) follows from Lemma 14. But, from (68), we know that uniformly in all and, therefore, for sufficiently large , the first term in (74) vanishes. Consequently, for sufficiently large we have 
Finally, since the on the left-hand side of (79) was arbitrary, we have
The proof for the incremental parsing predictor of Section III-B is handled similarly.
V. THE CONDITIONAL FS PREDICTABILITY AS A NEW COMPLEXITY MEASURE
The conditional FS predictability defined in Section IV-B, , is a function of both and . Therefore, is a random variable which depends on the noise realization. As it turns out, however, is almost surely a deterministic constant for every individual sequence and for every parameter which may be governing the noise process. More precisely, we have the following. 
Theorem 15 will be proven by combining Kolmogorov's zero-one law with the following result (proof of which is deferred to the Appendix).
Lemma 16: For any
such that (82) we have
In words, is invariant to finitely many substitutions of coordinates of .
Proof of Theorem 15:
Let and (the tail -field). Lemma 16 implies that for all , (as, clearly, the value of is invariant to changes in the first bits of ). Therefore, . Now, under , is an i.i.d. Bernoulli( ) process, a fortiori of independent components. It, therefore, follows from the Kolmogorov zero-one law (cf., e.g., [9, Theorem 7] or [2, Theorem 3.12]) that there exists some constant such that -a.s.
As is now justified by Theorem 15, we define the -conditional FS predictability of as . In [11] , the (noisefree) FS predictability was suggested as a complexity measure, analogously to the complexity definitions of Solomonoff [35] , Kolmogorov [16] , and Chaitin [5] . The -conditional FS predictability may be seen as a new complexity measure, generalizing the predictive complexity suggested in [11] , interpreted as the minimum fraction of errors made by a universal Turing machine in sequentially predicting the future of the sequence, based on its noisy past.
The relationship between the original noiseless predictability and the -conditional predictability is an interesting and nontrivial question. Observe that, for a given , is not even necessarily increasing with . Let, for example, be any periodic sequence of period . Clearly, the -state predictability of such a sequence in the noise-free as well as in the -conditional noisy sense is zero. Therefore, for such a sequence, we have for all (84) This observation excludes the possibility of a meaningful lower bound on in terms of alone, in the spirit of "Mrs. Gerber's Lemma" [46] which upper-bounds the entropy rate of the output of a BSC in terms of the entropy rate of its input.
One may hastily argue that, although not necessarily strictly, is increasing for for the following reason. Suppose the contrary is true. Namely, that there exist and such that . This, one may argue, would lead to a contradiction as the noisy sequence emitted from the BSC with parameter can be passed through another BSC, prior to prediction, which will make it equivalent to a sequence that had been passed through a BSC with parameter . Note that this line of argumentation takes the possibility of generating an i.i.d. Bernoulli sequence (which is what passing the noisy sequence through another BSC really means) for granted. The validity of this assumption in the FSM context, however, is questionable, as an FSM (of the deterministic type that we consider in this framework) cannot really generate anything random. Thus, as can be seen, the attempt to quantify and characterize the -conditional FS predictability is not a trivial task, which gives rise to questions and considerations of notable depth.
The following result gives initial indication for the fact that is indeed a meaningful and nondegenerate generalization of the original noiseless predictive complexity . In particular, it establishes the fact that the consideration of for gives a finer resolution and a better ability to separate and order individual sequences than the consideration of alone.
Claim 17: For any there exist sequences for which (85) (86) and (87) In particular, and have the same noiseless predictive complexity yet have different values for their -conditional FS predictability.
Actually, it will be established that for any there exist "many" pairs of sequences which satisfy Claim 17, where the meaning of "many" will be made precise in what follows. To set and formalize the scene for the proof, we let denote the probability measure on : (equipped with the product sigma algebra , where ) under which is an i.i.d. Bernoulli sequence. Similarly, let denote the probability measure on : under which is an i.i.d. Bernoulli( ) sequence 1 (where is fixed throughout). We will be working with the probability space , under which and 1 The script n is used here in the notation for the probability measure and the sample space, P and , of the process N N N and should not be confused with a sequence length (as we henceforth deal with infinite sequences only).
are independent. Using , we construct two sequences and We further let and . As will be clear from the proof of Claim 17, not only does there exist an for which the pair satisfies (85)-(87), but, this holds true for -almost every . Appendix C is dedicated to establishing -a.s.
and -a.s.
Equipped with (88) and (89) 
VI. CONCLUSION AND FUTURE DIRECTIONS
The problem of prediction of noisy versions of individual binary sequences was studied for the comparison class of all FS predictors. It was shown that the universal predictors of the noise-free setting remain valid for the noisy setting in surprisingly strong meanings. It was also seen how the introduction of a stochastic noise process into a setting which had originally been deterministic gives rise to questions concerning performance criteria, as the large deviations performance criterion, which have no analogues from the noise-free setting.
The conditional FS predictability of a binary individual sequence was defined as the best asymptotic performance achievable by any FSM in predicting the sequence when observing the output of a BSC whose input is the sequence. Though defined in a stochastic setting, this quantity was shown to essentially be a deterministic constant , depending on the noise parameter and on the individual sequence. It was then argued that , termed "the noisy predictive complexity of " is a new meaningful complexity measure. In particular, it was shown that has a finer resolution in the sense of having a better ability to separate and order individual sequences than the predictive complexity of [11] . One of the directions for future work is an investigation of the tightness of the large deviations upper bound established in Section IV-C. Another interesting direction is to complete the picture associated with prediction of binary sequences in the noisy setting by addressing the case of probabilistic rather than individual sequences, as was done in [47, Theorem 4] in the context of data compression and in [19, Theorem 3] in the context of noise-free prediction.
Finally, it would be interesting to consider a purely individual sequence setting including the noise as well. That is, answering the basic question of how well can one predict when observing , for arbitrary individual sequences , . It may be tempting at first glance to hope that the main result of this work, Theorem 7, which essentially tells us that the universal predictors do well for almost all noise sequences under all noise parameters, can be generalized to account for all noisy sequences. This hope is immediately discarded once one realizes that the intersection of the -negligible sets of the noise sequences under all noise parameters is far from being negligible when the noise is considered an individual sequence. As one example for this, out of an uncountably infinite spectrum of examples, note that any noise sequence for which the ratio between the zeros and ones does not converge to a limit is a member of the intersection of the -negligible sets over all values of . In fact, it is not hard to see that the goal of competing with all FSMs up to, say, order , for arbitrary individual sequences , , is overly ambitious. This reference class would suffer zero loss on any which is periodic with period no greater than , and there clearly does not exist a competing predictor which would have to suffer zero loss on any periodic sequence with period no greater than for all possible sequences with which it may be fed. Hence, such a purely deterministic setting would require a fundamentally different problem formulation, which will have to wait for future investigation. Lemmas 4, 8, and 14 : Throughout this section, we fix a predictor , , and . As there is no room for ambiguity, we omit the superscripts from and . Define first . Consequently, we have established the fact that (with and being the trivial -algebra) is a zero-mean martingale. A similar argument establishes the same for the second term on the right-hand side of (A3), which, in turn, establishes the fact that is a zero-mean martingale.
APPENDIX A
Proofs of
Proof of Lemma 4:
The fact that is a zero-mean martingale implies, in particular, that , which is precisely Lemma 4 as it implies (A7)
Proof of Lemma 8: By (A3), the triangle inequality, and the fact that the of a sum is not greater than the sum of the 's we have for all sample path:
Consider the first term on the right-hand side of (A8) and let
where (A10) follows by the fact that is independent of and that, as is easily verifiable from (A4), we have
Now, since the magnitude of each of the summands in the first sum on the right-hand side of (A3) where (B16) follows from the preceding chain. Taking in (B15) and (B17) completes the proof of II).
APPENDIX C
For convenience, we start by stating a (rather weak) version of a strong law of large numbers for bounded martingale differences which will be used in the proofs of (88) and (89). where the last equality follows from the strong law of large numbers and those preceding it by the definition of and the construction of . Consequently, we have -a.s.
Turning to establish the reverse inequality, we note that Theorem 7 implies the existence of a predictor (we shall use here instead of so as not to confuse with the notation for probability measures) for which -almost surely. Consequently, it will suffice to show that, for any predictor , we have -a.s.
To this end, fix any predictor and for let and . Clearly, for each , is measurable w.r.t. . Furthermore, we have -almost surely (C6)
where (C6) follows since clearly Equality (C7) follows since, conditioned on , is a constant and is Bernoulli (as, clearly, is independent of ). Therefore, the inner expectation in (C6) gives Thus, we have established as a (clearly bounded) martingale difference sequence. Equation (C2) now assures us that -a.s.
which, plugging in the specific form of the 's for our case, translates into -a.s.
Finally, we have -almost surely (C11)
where the last equality follows from (C10). This establishes (C5), which, in turn, establishes the reverse inequality to (C4) and completes the proof.
Proof of (89): Let here denote the predictor which, at all odd times predicts , regardless of past input and at all even times predicts the same value as the previous noisy input. Since such a predictor is implementable by an FSM (with three states), we clearly have , -almost surely. But we have -almost surely (C12)
where the last equality follows from the strong law of large numbers and those preceding it by the definition of and the construction of . Consequently, we have -a.s.
Turning to establish the reverse inequality, we note that it follows from the same line of argumentation as in the proof of (88), that it will suffice to show that for any predictor , we have -a.s.
To this end, we note that for any predictor (C15)
For the first term in (C15), letting and can be shown to be a bounded martingale difference sequence very similarly to the way was shown to be one in the proof of (88). This, in turn, leads to -a.s.
(C16) similarly as (C10) was obtained in the proof above. This finally establishes the fact that the first term in (C15) equals -almost surely. To handle the second term in (C15) we let and . Since is clearly bounded and measurable with respect to , Theorem 19 gives us -almost surely (C17)
We can now write -almost surely (C18) (C19) The first equality follows from (C17). The second equality follows since, conditioned on , is almost surely a constant. The inequality follows by the fact that a convex combination of any two reals is lower-bounded by their minimum. To see why equality (C18) holds, observe that (C20) where (C20) holds since it clearly follows from the construction of that the distribution of , conditioned on , is Bernoulli( ) when and Bernoulli( ) when . Therefore, -almost surely (C21) justifying (C18) and, consequently, establishing the fact that for any predictor -a.s.
(C22) This joins (C16) in establishing the fact that (C15) is lowerbounded -almost surely by which, in turn, implies inequality (C14) and completes the proof.
