We formally define and prove the correctness of a transformation from conditional rewrite systems (CTRS) into unconditional ones. The main result states that this transformation applies to any kind of CTRS (including extra variables in conditions) without any restrictions, and that derivations are preserved up to a mapping between terms. We also prove that termination and confluence of the original system are preserved in the transformed one under some natural assumptions.
Introduction
Conditional rewrite rules appear in many specification frameworks, where they allow more natural specifications. They are also used in logic-functional languages to specify non-equational deduction.
However, conditional rules are more difficult to manage theoretically than unconditional ones, and also pose implementation problems, especially for parallel implementations, where conditions should be evaluated without restricting the potential parallelism: this work was first motivated by the need of a formal proof for the implementation of concurrent rewriting in the conditional case (Kirchner and Viry, 1992) . One would like to find for every conditional rewrite system (CTRS) an equivalent unconditional rewrite system (TRS), i.e. inducing the same derivations. This is not possible in general if we demand to keep the signature unchanged (Bergstra and Meyer, 1984) , but becomes possible if we allow a looser correspondence between the two systems: conditional rules do not add "expressivity" to TRSs, namely they do not add any more decidable algebra to those already expressible by TRSs (Bergstra and Tucker, 1983) .
Defining a constructive transformation from an original CTRS to an equivalent TRS is an old recurrent idea, but only weak results have been obtained, with strong restrictions on the original CTRS (see next section). Finding the "right" definition of a transformation is very subtle and of major importance for preserving properties such as confluence, termination or "amount of parallelism". Then, proving correctness results is much more involved than it may seem at first sight, because it relies on properties of derivations which are objects with a complex structure, making the proofs quite technical.
The transformation we present here applies to any CTRS of the three types commonly identified in the literature, including extra variables in conditions, without any kind of restriction such as non-superposition, left-linearity, termination, etc.
After a short review of the literature, we first define this transformation formally, then prove that it preserves derivations modulo a simple mapping between terms. We also prove the preservation of confluence and termination under some mild sufficient conditions, providing counterexamples when these conditions are not met.
From a practical point of view, the existence of this transformation means that an interpreter for unconditional rewriting can handle as well conditional rules, without loss of efficiency or parallelism.
From a theoretical point of view, it is interesting to note that deduction is usually encoded by conditional rules (Martì-Oliet and Meseguer, 1993) . The existence of this transformation shows that unconditional rules are sufficient to encode deduction, thus putting it on the same ground with other interpretations of rewrite steps, such as equational computations or transitions between states.
PREVIOUS WORK
The first published reference to a transformation of conditional systems seems to go back to Bergstra and Klop (1986) . The technique proposed therein makes use of an applicative identity operator I (such that Ix → x), transforming a rule
into two rules ρ : l → δ(c 1 , . . . , c n )r ρ : δ(d 1 , . . . , d n ) → I This transformation is restricted to normal CTRS whose underlying unconditional TRS is left-linear and without superposition. It is shown that any derivation in the original CTRS is simulated by a derivation in the transformed TRS, but a general equivalence result is not given (the part (2) of our Theorem 2.1 is claimed to hold, but no proof is given). Nothing is said about preservation of confluence and termination.
The transformation suggested in Dershowitz and Plaisted (1988) has been formalized and studied in Giovannetti and Moisi (1987) . It generalizes the idea of replacing a conditional if . . . then . . . else rule f (x) −→ if c(x) then g(x) else h(x) into three unconditional rules
The original CTRS must be without superposition and simply terminating (there must exist a simplification ordering), and conditions should not overlap with left-hand sides.
It is proved in Giovannetti and Moisi (1987) that the transformed system is confluent and terminating, and that the transformation preserves normal forms of terms. This technique is not able to produce an equivalent TRS when the above conditions are not verified.
The transformation proposed in Aida et al. (1990) is the main source of inspiration for the one defined here, but it is only briefly sketched using an example and no results are proved.
A quite different approach is taken in Hintermeier (1994) . The transformation proposed there is rather a meta-description of an interpreter for conditional term rewriting, with explicit (meta) rewrite rules for specifying matching and application of rewrite rules. The conditional system is transformed into one rule for each function symbol, whose righthand side is a sequence of if . . . then . . . else . . . making explicit matching, evaluation of conditions and application of a rule. The original CTRS is supposed to be confluent and terminating, without extra variables in conditions. It is shown that the transformation preserves normal forms, that confluence is preserved (note that the transformed system simulates a bottom-up evaluation) and that the transformed system terminates if the original one is decreasing (called "strictly terminating" there).
Being in some sense more explicit, this transformation is well suited as a specification of a rewrite interpreter. But its "complexity" (the fact that it encodes explicitly all the basic steps needed for finding a match and applying a rule) does not make it very helpful for understanding the relationship between conditional and unconditional systems.
Compared with these works, the solution we propose here does not impose assumptions on the original CTRS, neither semantic ones like confluence or termination, nor syntactic ones like non-superposition or left-linearity. Rather than imposing strong restrictions on the original CTRS and then show confluence and termination results, we give a general transformation with a general correspondence result, and then show under which conditions confluence and termination are preserved, providing counterexamples when these conditions are not verified.
Our correspondence result states an equivalence between derivations of the original CTRS and the transformed TRS, whereas the existing literature only state preservation of normal forms or a one-way only simulation of derivations. Namely, we are not aware of any study of how derivations of the transformed TRS correspond to derivations of the original CTRS (the part (2) of our Theorem 2.1): this is however important in order to guarantee that the transformed TRS does not do any illegal reductions, and it may also serve as the basis for lifting results and algorithms from unconditional to conditional systems. Having a close look at the proof of this result seems also very useful for understanding all the subtleties of the transformation.
PRELIMINARIES
The reader is referred to Klop (1990) or Dershowitz and Jouannaud (1990) for surveys on term rewriting.
terms and positions
A term t ∈ T Σ,X (over a signature Σ and with variables in X) can be seen as a partial function t : N * −→ Σ ∪ X. If t(p) is defined, then p is a position in t. The empty position is denoted ε and concatenation p · q. If p and q are positions, p ≥ q means q is a prefix of p, or p is below q. p#q means that the positions are incomparable, i.e. neither p ≥ q nor q ≥ p (we reserve the word "disjoint" for rewrite steps, in order to avoid confusion between "disjoint steps" and "steps at incomparable positions"). If p is a position in u, u| p is the subterm at position p.
unconditional rewrite steps
For each (unconditional) rule ρ( x) : l −→ r ∈ R (where x = Var(l) ∪ Var(r) is the set of all variables appearing in l or r), for each context C(.) p (a term with a single "hole" at position p) and each sequence of terms u, there is a rewrite step
where u/ x denotes the multiple substitution u 1 /x 1 , . . . , u n /x n . C(.) p and u will be omitted when evident from the context. s and t are uniquely defined by δ and are respectively called the source and target of δ. For instance, with a rule ρ(x) : f (x) −→ g(x), we have the following rewrite steps:
Denoting a rewrite step as C(ρ( s)) p may appear to be not very usual and thus not very easy to decipher. This definition is inspired by the proof terms of rewriting logic (Meseguer, 1992) , except that we do not allow parallelism and congruence over a composition. The reason for using it is that it provides an algebraic structure for rewrite steps and derivations, allowing us to put them in context: if α is a rewrite derivation, then C(α) p also is. This property is used extensively in the proofs. In order to facilitate reading for readers not familiar with this notation, we try to stick to the "arrow notation" whenever possible.
Derivations are possibly empty sequences of rewrite steps δ 1 ; . . . ; δ n such that the target of δ i is equal to the source of δ i+1 . An arbitrary sequence of terms is said well-formed when this condition is verified. Derivations are written with a double arrow → → when using the arrow notation. Composition is denoted by ";" or by juxtaposition of arrows and the empty derivation is denoted ε. We write α ∼ β if α and β are two derivations with the same source and target. As for single steps, a whole derivation can also be "put in context" according to the rule
where δ 1 , . . . , δ n are single steps.
disjoint rewrite steps
If δ = C(ρ( u)) p : s −→ t is a rewrite step applying the rule ρ( x) : l( x) → r( x) at the position p, we write q ¤ δ if there exist a position p of a variable in l such that q ≥ p · p (i.e. q is in the "substitution part" of the rewrite step).
Two rewrite steps δ 1 = C 1 (ρ 1 ) p1 and δ 2 = C 2 (ρ 2 ) p2 are disjoint if either p 1 #p 2 , p 1 ¤ δ 2 or p 2 ¤ δ 1 . Note again that this is different from the notion of two rewrite steps at incomparable positions.
residuals and antecedents
The notion of residuals allows us to keep track of positions in a term after a reduction. If δ = C(ρ( s)) q : u −→ v is a rewrite step applying a rule ρ at position q, then for any position p of u, the set of residuals of p after δ is defined as: This definition extends to residuals of rewrite steps. In a derivation δ 1 ; δ 2 , the residual of δ 1 after δ 2 is a derivation (more precisely an equivalence class of derivations) defined as
where {q 1 , . . . , q n } = p 1 \δ 2 . Note that any two steps of δ 1 \δ 2 are at incomparable positions: if i = j, then q i #q j .
Dually, if q is a residual of p after some derivation, we say that p is an antecedent of q. If all rules are left-linear then each position has at most one antecedent, and exactly one if additionally the variables of the right-hand side of a rule are included in its left-hand side.
the permutation lemma (see Boudol, 1985 , for left-linear systems, or Viry, 1992 , for the general case).
The general form of the permutation lemma requires identifying "symmetrical" redexes and is too complex to be really useful here. Rather, we will use instances of it in three cases. Let δ 1 = C 1 (ρ 1 ) p1 and δ 2 = C 2 (ρ 2 ) p2 be two disjoint rewrite steps, then: if p 1 #p 2 , then δ 1 ; δ 2 ∼ δ 2 ; δ 1 ; if p 1 ¤ δ 2 and ρ 2 is left-linear, then δ 1 ; δ 2 ∼ δ 2 ; (δ 1 \δ 2 ); if p 2 ¤ δ 1 and ρ 1 is right-linear, then δ 1 ; δ 2 ∼ (δ 2 \δ 1 ); δ 1 .
In the last case, δ 2 \δ 1 denotes the antecedent of δ 2 before δ 1 . In all three cases, the linearity conditions ensure that composition is defined. conventions R, R and Σ, Σ will denote respectively the original and transformed rewrite system and the signatures they are based upon, s, t denote terms over Σ, u, v, w terms over Σ , p, q denote positions, δ, γ denote single rewriting steps, α, β denote derivations.
CONDITIONAL SYSTEMS
Conditional rewrite systems (CTRS) have been extensively studied, used for the specification of abstract data types (see e.g. Bergstra and Klop, 1986) or for the integration of functional and logic programming (see e.g. Dershowitz and Plaisted, 1988) .
Different types of CTRS are identified in the literature. Rules are all of the form l → r if s 1 = t 1 , . . . , s n = t n , but the equality sign in the conditional part is interpreted in different ways:
(1) In normal CTRS, t is a ground normal form, and s = t denotes reachability s → → t.
(2) In join CTRS, s = t denotes joinability s → →← ← t. (3) In semi-equational CTRS, s = t denotes conversion s ←→ ←→ t.
The systems considered in conditional rewriting logic (Meseguer, 1992) are similar to normal CTRS, but without the normal form requirement.
Join CTRS can be mapped to normal ones by use of an extra variable, or by adding an equality rule x = x −→ true (where = and true are new symbols) if one does not want to introduce variables that do not appear in the left-hand side of the rule. Using this equality rule, any condition s → → t of a normal CTRS can be written in the form (s = t) → → true, giving an equivalent system in the following sense: for two terms u and v not containing the new symbol "=", u −→ v in the original system iff u −→ v in the transformed system.
We will consider here normal CTRS with conditions of the form s → → true, hence handling the cases of normal and join CTRS. Semi-equational systems, because of the bidirectional use of rules in the conditional part, may be difficult to implement effectively.
The CTRSs considered here for transformation have the two usual restrictions: the left-hand side of a rule is not a variable, and all variables appearing in a right-hand side also appear in the corresponding left-hand side or in the condition, namely Var(r) ⊆ Var(l)∪Var(s 1 )∪· · ·∪Var(s n ). Note that the transformed unconditional systems, however, may have extra variables in the right-hand sides of rules.
conditional rewrite steps and derivations
Compared with the unconditional case, a conditional rewrite step also takes as parameters the derivations evaluating the conditions. For each conditional rule ρ( x) : l −→ r if c 1 , . . . , c n , for each context C(.) p and each sequence of terms u, if there are (conditional) derivations α 1 : c 1 ( u) → → true, . . ., α n : c n ( u) → → true, then there is a conditional rewrite step
Conditional derivations are built from conditional steps as before.
The Transformation

AN EXAMPLE
Consider the CTRS over the signature Σ
Construct a new signature Σ by adding to each symbol f a new position for each conditional rule where f is at the top of the left-hand side. Here f will take three arguments, the last two corresponding to the rules ρ 1 and ρ 2 . We will write f (x | y 1 , y 2 ) to distinguish easily between "original positions" and "conditional positions", but the vertical bar | is nothing other than a comma as in f (x, y 1 , y 2 ).
Construct a new rewrite system R with two rules ρ i and ρ i for each conditional rule ρ i in R. The first one will start the evaluation of a condition when a match is detected, the second will actually apply the rule if the condition evaluates to true.
The conditional positions will contain either ⊥, a special symbol indicating that no evaluation of a condition has started, or a pair [c, (s 1 , . . . , s n )] where c is the condition to be evaluated and (s 1 , . . . , s n ) are the substitutions of the variables at the time a match was detected. Carrying the substitutions is necessary, as nothing prevents rewrites under the original positions during the evaluation of a condition, making it impossible to find the right substitution to use when actually applying the rule.
Continuing the example, the transformed system over Σ is
c(a) −→ true.
is simulated by the following unconditional one, starting from the
The three steps needed to apply a conditional rule are exhibited here: matching, evaluation of the condition, and application. Note that:
(1) A ρ rule only applies when a ⊥ is present in the corresponding position. If there were a variable instead, the same ρ rule could be applied again and again at the same position, causing non-termination problems, but helping preserving confluence (see the discussion in Section 4). (2) The substitution used in the right-hand side of a ρ rule is the one previously recorded in the corresponding conditional position. (3) The left-hand side of a ρ rule is used for matching and contains as non-variable subterms the subterms of the left-hand side of the original rule (e.g. f (g(x) | . . .)).
On the contrary, the left-hand side of a ρ rule contains only variables at the nonconditional positions (e.g. f (x | . . .)). It may be the case for instance that the subterms at non-conditional positions are rewritten between the application of ρ and that of ρ . (4) Parallelism: at the same position, different conditions can be evaluated concurrently, together with the original term. When some condition becomes true, the corresponding ρ rule can be applied. If no condition ever evaluates to true, no special action has to be taken, the rewriting of the original term will simply continue. It is of course possible to follow a strategy that will try all conditions in sequence, "removing" any condition that has been evaluated to a normal form different from true. The trade-off is between memory usage and amount of parallelism. (5) Extra variables in the conditional part become extra variables in the right-hand side.
When a rule ρ of R has zero or more than one condition, there should be as many conditional positions as there are conditions, and ρ should check that they have all evaluated to true. However, to try to keep notations concise, we will only formalize the case when each rule has exactly one condition. The extension to the general case is straightforward, for instance by considering a conjunction of conditions. This conjunction reduces to true in the case of a rule with no condition (i.e. an unconditional rule l → r is replaced by l → r if true → → true).
Call f -rule a rule with f as a top symbol of its left-hand side. With this notation all rules of R can be labelled as ρ f,i , denoting the ith f -rule (remember that no rule has a single variable as its left-hand side).
correspondence between original and extended terms
The function u → u : T Σ −→ T Σ discards all conditional positions in u:
In the other direction, we have to choose what to put in the new conditional positions. The function s → s ⊥ : T Σ −→ T Σ fills these positions with ⊥, and s → s * : T Σ −→ T Σ (defined up to isomorphism) fills them with new variables:
Xn n | y 1 , . . . , y k ) where k is the number of f -rules and X = {y 1 , . . . , y k } X 1 · · · X n any set of variables not appearing in f (t 1 , . . . , t n ).
A term u ∈ T Σ ,X is called a ⊥-term if all its conditional positions contain the symbol ⊥. This is equivalent to saying that u = u ⊥ .
DEFINITION
First of all, we want to consider only left-linear rules in the correctness proof, except for the lone equality rule x = x −→ true. This restriction can be handled by replacing any non-left-linear rule in the original system by an equivalent left-linear one making explicit the equality checks in the conditional part. For instance, f (x, x) −→ g(x) becomes f (x 1 , x 2 ) −→ g(x 1 ) if x 1 = x 2 −→ true. This assumption is fundamental for the correctness proof, as it implies the following properties: (p1) the permutation lemma applies to any sequence of disjoint steps Note that this trick is used only for the correctness proof, and not relevant when actually performing the transformation. However, it may also be convenient to use it systematically, in order to isolate the treatment of non-linearity in a rewrite interpreter.
Our starting point is thus a conditional rewrite system R over Σ consisting of the non-left-linear equality rule ρ = (x) : x = x −→ true and of rules of the form:
where l = f (l 1 , . . . , l n ) is a non-variable linear term, with Var(r) ⊆ Var(l) ∪ Var(c).
The transformed signature Σ contains a symbol f with parity n + m for each symbol f of Σ with arity n, where m is the number of f -rules in Σ, plus the new symbols =, true, [ , ] (pairs) and ( , . . . , ) (tuples).
The transformed system R over Σ consists of the rule for equality ρ = (x) : x = x −→ true (which will be the only non-left-linear rule) and the following two rules for each ρ f,i ( x) : l( x) −→ r( x) if c( x) −→ true ∈ R, where l = f (l 1 , . . . , l n ) and m is the number of f -rules:
where t = l X | 1 , . . . , l X | n is the vector of the immediate subterms of l where fresh variables have been put in all conditional positions, and z = z 1 , . . . , z n are fresh variables. The notation ⊥ i states that the symbol ⊥ is present at the ith conditional position. Note that the ρ f,i rule may have extra variables in its right-hand sides, because ρ f,i may have extra variables in the condition part.
During the correctness proof, it will be convenient to use ρ symbols for "collecting" bit by bit the derivation evaluating the corresponding condition, so we extend the notation ρ f,i ( u) as follows
Intuitively, α is a derivation α : u → → true being the second half of a longer derivation β : c → → u → → true evaluating the condition c introduced previously by the ρ step corresponding to this ρ f,i step.
When all of α has been "collected", namely α : c → → true, we introduce a new symbol ρ * for "packing" the derivation ρ f,i [α] and the corresponding initial ρ f,i step:
These ρ * symbols are used during intermediate stages of the correctness proof as constructor of derivations, but the ρ * rules will never actually appear in the transformed system R . The corresponding extended system is denoted R * = R ∪ {ρ * f,i |ρ f,i ∈ R}.
CORRECTNESS
Definition 2.1. An R -derivation is called conservative if it starts with a ⊥-term and extra variables in the right-hand sides of rules are only instantiated with ⊥-terms.
Lemma 2.1. Conservative derivations are preserved by applications of the permutation lemma not introducing new variables.
The restriction to conservative derivations is necessary if we want to preserve the intuitive meaning of conditional positions, namely that a symbol true appears at a conditional position if and only if the corresponding condition has been verified. If instantiation of extra variables by non-⊥-term were allowed, we may have true symbols appearing arbitrarily at conditional positions.
Our main theorem states that:
Theorem 2.1. Let R be a CTRS and R the corresponding unconditional system as defined above:
(1) For each derivation α : s → → t in R, there is a derivation α :
Proof (1). As in the example above, replace every conditional step s
Proof (2). The idea is to identify subsequences
− − − → as above in α, and show that there is a corresponding ρ f,i step in R.
Firstly, we will identify these subsequences and "pack" them into ρ * steps, obtaining an equivalent derivation α * no longer containing ρ steps. Then, we will show how to find a derivation α in R corresponding to α * . The two following sections describe these two stages.
REMOVING ρ STEPS
Proposition 2.1. Consider a conservative R -derivation
(where by definition u is a ⊥-term). Then there is a step in α applying ρ f,i at a position antecedent of p.
Proof. In order for α to be a well-formed derivation, v must contain a [. . .] symbol at the ith conditional position, namely it must be of the form
Since u is a ⊥-term, it does not contain any [. . .] symbol, by definition. The only way to introduce a [. . .] is by the application of a ρ rule, either as the [. . .] symbol introduced explicitly by the ρ f,i rule, or in the term substituted for an extra variable. In the latter case, extra variables can be instantiated with terms containing [. . .] but only at original positions (conditional positions must contain ⊥ by definition of a conservative derivation), and a symbol at an original position cannot be moved to a conditional position by any rule ρ f,i or ρ f,i , hence the [. . .] symbol in v cannot have been introduced by the instantiation of an extra variable.P Now, given a conservative derivation α : u → → v in R , define α 0 = α and construct a sequence α 0 → α 1 → · · ·, where α i+1 is obtained from α i as follows. If α i contains a ρ step, decompose α i as:
→ → with for all 1 ≤ i ≤ n, for all q being an antecedent of p 2 before γ i+1 . . . γ n , q ≥ p 2 (no step of β 2 is below an antecedent of p 2 ); there exists p ∈ p 1 \β 2 such that p ≥ p 2 (p 1 is below an antecedent of p 2 ).
By Proposition 2.1, such a decomposition is always possible (α i is obtained from α 0 by repeated applications of the permutation lemma not introducing new variables, hence Lemma 2.1 guarantees that α i is a conservative derivation).
Using the permutation lemma, we can "push forward" the δ 1 step until right next to the δ 2 step. We have q 1 ≥ p 1 , i.e. either p 1 #q 1 or p 1 ≥ q 1 . The permutation lemma always applies in the former case. In the latter case, the rule π 1 cannot be ρ = (its right-hand side is true and no residual of it could be ever rewritten by a ρ rule), thus it is a left-linear rule and the permutation lemma applies as well, hence we have:
where {r 1 , . . . , r m } = p 1 \γ 1 . Exactly one of the σ steps at p 1 \γ 1 is under an antecedent of p 2 (m ≥ 1 since p 1 has a successor, and the r i 's are pairwise incomparable positions), and we can again push it to the right in a similar manner. Eventually, one of the residuals of the initial σ step will be next to the ρ step:
with p ≥ p 2 . We can now transform this sequence by "pushing forward" the σ step, using the permutation lemma, in order to get α i+1 :
according to the following rules. If p = p 2 then σ is necessarily a ρ rule, there are two cases according if it is the one corresponding to ρ f,i or not:
(1) (p = p 2 ). Non-corresponding ρ and ρ next to each other, remove the useless ρ step:
(2) (p = p 2 ). Corresponding ρ and ρ next to each other, "pack" these two steps into a unique ρ * step:
Otherwise, p is strictly below p 2 , there are four cases depending on the relative position of p and p 2 (note that here we make the first step relative to the position p 2 by putting it in a context): (3) (p > p 2 ). The first step rewrites a non-conditional position, discard it: 
(5) (p > p 2 ). The first step rewrites the kth substitution variable used by ρ , move it after the ρ step:
r ⊥ (C(σ)/x k ) denotes the term r ⊥ where x k has been substituted by C(σ); since x k may appear more than once in r ⊥ , this is not necessary a single rewrite step, but a set of steps at incomparable positions that can be performed in any order. (6) (p > p 2 ). The first step rewrites an unused condition or substitution, remove it: Proof (a). (α i+1 ∼ α i ) Rules 1-6 are applications of the permutation lemma.
Proof (b). (the transformation terminates)
A step is of depth n + 1 if it is "part" of the evaluation of a condition for a step at level n. More formally, the depth D α (δ) of a step δ at position p in a derivation α is defined as D α (δ) = D α (δ ) + 1 if there is a step δ applying a ρ rule in α before δ such that the antecedent of p is at or below a conditional position, otherwise D α (δ) = 0.
Note that the depth of a given step is not modified by the application of the permutation lemma anywhere in a derivation, hence the depth of a step in α i or α i is bounded by the maximal depth of steps in α 0 , which we denote k.
In a derivation α, for each step δ applying a ρ rule at position p, define M α (δ) as the number of steps rewriting antecedents of p or their subterms. Now define the sequence N (α) = N 0 (α) · · · N k (α), where N i (α) is the sum of all M α (δ) such that δ is of depth i.
Denote > lex the lexicographic ordering on integers: > lex is well-founded over strings of identical lengths. The transformation α i → α i may increase
Proof (c). (α N does not contain any ρ step) By Proposition 2.1, one of the antecedents of p 2 must be a ρ step. Either no subterm of an antecedent of p 2 is rewritten in β 2 , in which case rule (1) or (2) applies, or there exists such an antecedent, in which case one of the rules (3), (4), (5) or (6) applies.P We are not finished yet, since the derivations evaluating conditions have not yet been transformed. This is done by induction on the "conditional level" of derivations, i.e. the number of ρ * [. . .] symbols above a derivation. This induction terminates since the conditional level is bounded by the height of Σ terms being rewritten. The last term of the induction corresponds to the application of an unconditional rule, whose derivation evaluating the condition is the empty derivation ε : true → → true.
BACK TO THE ORIGINAL SYSTEM
In the previous section, we have shown the first stage of the proof of Theorem 2.1, namely how to obtain from α a derivation α * no longer containing ρ steps, by "packing" them into ρ * steps together with the derivation evaluating the corresponding condition. In this second stage of the proof, we show how to obtain from this derivation α * in R an equivalent derivation α in R.
Define recursively the transformation α * → α as:
w where p is an original position:
Case (2) of this definition discards any unused evaluation of condition that may still be present in α * , in the sense that there may still be ρ steps not followed by a corresponding ρ step.
Proof. Check the source and target of α * and α for each case in the definition of α * → α. By induction over the nesting of conditions: suppose that it is true for all derivations β evaluating conditions in α * , then
Case (1): trivial. Case (2): v = w since p is a conditional position.
Case (3a):
Case (3b):
Case (3c): If the original rewrite rule corresponding to ρ * is ρ f,i ( x) : l −→ r if c −→ true, then β : c ⊥ → → true by induction hypothesis and
This completes the proof of Theorem 2.1.P
Preservation of Termination
Even if R is terminating, R may not be. One has to evaluate conditions before deciding whether a rule applies, and it may be the case that the rewrite relation itself is terminating, but the process of evaluating conditions is not, as in the example
The rewrite relation is empty, but in order to see if a can be rewritten, one has to evaluate a. . . . A notion guaranteeing the termination of this evaluation process is decreasingness: Definition 3.1. (Dershowitz and Okada, 1990 ) A CTRS R is decreasing if there exists a well-founded extension > of the rewrite relation R −→ which satisfies the two additional properties -> contains the proper subterm relation £ (u £ v if v is a proper subterm of u) -for each rule l → r if c 1 → → true, . . . , c n → → true, for each substitution σ and index i, lσ > c i σ.
In particular, decreasingness implies that the rewrite relation is decidable. Note however that a CTRS with extra variables in conditions cannot be decreasing; a possible fix to this problem suggested in Dershowitz and Okada (1990) is to change slightly the definition of the rewrite relation, instantiating extra variables in conditions only with irreducible substitutions.
Preservation of termination is thus formulated as:
Theorem 3.1. If R is decreasing, then R is terminating.
Proof. Suppose that given a decreasing order > for R. Define a valuation of Σ terms as follows:
where {. . .} denotes a multiset, with
where l f,i is the left-hand side of rule ρ f,i ( x) : l f,i → r f,i if c f,i → → true (note that Σ i and C i are terms over Σ).
Multisets are compared using the multiset extension > mul of >, and sequences (of identical length) of multisets using the left-to-right lexicographic extension of > mul . In the case of = and true, we define |u = u| true iff. u = u > true. If > is well-founded then also is. We prove the termination of R by showing that u −→ v implies |u| |v|. By construction, the valuation |.| is stable by context: if one of the subterms u i , c i or s i is replaced by a smaller one with respect to , then the whole term becomes smaller with respect to . Now suppose that a R -rule is applied at the top of a term, there are three cases:
(1) Application of a ρ rule ρ f,i ( x) with the substitution σ:
σ by the decreasingness hypothesis, and all others terms of the valuation are equal, hence |t| |t |. (2) Application of a ρ rule ρ f,i ( x) with the substitution σ: Thus, in any R -step u −→ v, we have |u| |v| and since is well-founded, R is terminating.P
Preservation of Confluence
Confluence is not preserved in general. We can identify three reasons.
(1) It may occur that a condition evaluation is being launched at position p with some substitution, but does not evaluate to true. However, through rewrites below p (in the "redex" part), the substitution may become different (not simply a reduct of the previous substitution), and in this context the condition would have evaluated to true. The following example illustrates such a case:
R is confluent, and the transformed system is
but R is not confluent as shown by the following critical peak:
A solution to this problem is to use some kind of "conditional eager" strategy, allowing us to check the conditions in a term f (t 1 , . . . , t n | ⊥, . . . , ⊥) only when all the t i s are in normal form.
(2) Confluence is only preserved for terms originating from a ⊥-term. When this is not the case, it is possible to have in the conditional parts conditions not making sense for the original system. An example is
R is confluent, but the following critical peak is not confluent in R :
Similarly, extra variables in the right-hand side of a rule should only be instantiated by ⊥-terms. (3) Although I have not been able to provide a counterexample, it seems that confluence is preserved only up to the mapping to the original system u → u, i.e. if u → → v 1 and u → → v 2 , then there exist w 1 and w 2 such that v 1 → → w 1 , v 2 → → w 2 and w 1 = w 2 .
[h]
However, since our aim of transforming a conditional system in an unconditional one is to implement the former one, this is all that we need.
Based on these three remarks, preservation of confluence is stated as follows (remember that u ⊥ denotes the term u where all subterms at conditional positions have been replaced by ⊥, and that u is called a ⊥-term if u = u ⊥ ).
Definition 4.1. A derivation α in R is conditional eager if whenever it contains a ρ step such that
then α 2 does not apply any ρ or ρ * rule at a non-conditional position in any residual of the u's. This is true in particular if all the u's are in normal form.
Intuitively, this property ensures that conditions are evaluated in the "right" context, i.e. the critical peak of the first example above would not be possible. In fact, that example suggests that any sound interpreter for conditional rewriting should implement a similar strategy in order to avoid backtracking on the evaluation of conditions.
Requesting conditional eagerness is a reasonable assumption, as it does not affect derivability up to the mapping to initial terms:
Proof. The derivation corresponding to a R step s ρ f,i −→ t shown in the first part of the proof of Theorem 2.1 can be encoded using the ρ * notation of Section 2.4:
Such a derivation does not contain ρ steps and is thus conditional eager. P Definition 4.2. R is ⊥-confluent if for any u being a reduct of a ⊥-term via a conservative conditional eager derivation, if there are conditional eager derivations u → → v 1 and u → → v 2 , then there exist conditional eager derivations v 1 → → w 1 and v 2 → → w 2 such that w 1 = w 2 (Figure 1 ).
Theorem 4.1. If R is confluent, then R is ⊥-confluent.
We will need the following lemma.
Lemma 4.1. If α : u → → v is a conditional eager derivation starting from a ⊥-term u, then there exist derivations α 1 : u → → v ⊥ and α 2 : v ⊥ → → v, where α 2 only contains ρ steps at conditional positions (but any kind of steps at or below conditional positions).
Proof of Lemma 4.1. Consider a conditional eager derivation δ : t → → w with t = t ⊥ .
First transform it into a derivation δ * where all ρ steps are replaced with ρ * , using the transformation given in Section 2.4. The derivation δ * is still conditional eager, since during the transformation two steps Now the idea is to construct a sequence of derivations
such that (a) α i contains only ρ * steps and only at non-conditional positions, (b) β i contains only ρ steps at conditional positions (but any kind of steps at or below conditional positions) and (c) δ i is a conditional eager derivation.
Start with δ 0 = δ * , α 0 and β 0 being the empty derivations. Then at step i, construct δ i+1 as follows.
(1) If π is a step at or below a conditional position, then no step of α i is at or below a residual of π by hypothesis (a), and α i applies only ρ * rules which are left-linear, hence the permutation lemma applies and π can be moved forward until the end α i , giving
In all the remaining cases, π is a step at a non-conditional position.
(2) If π applies a ρ * rule, then put it into α i+1 :
(3) The case of a ρ = rule applied at a non-conditional position is not possible, since the = symbol in the left-hand side of ρ = can only be introduced by some ρ rule at a conditional position (t being a ⊥-term), which is not possible by hypothesis (a). (4) If π applies a ρ rule, then no step of α i is at or below a residual of π by the conditional eager hypothesis (c), and α i applies only ρ * rules which are left-linear, hence the permutation lemma applies and π can be moved forward until the end α i , giving
After each step of the transformation, properties (a) and (b) are preserved by construction, and (c) is preserved because no step is ever moved from the left to the right of a ρ step.
This transformation eventually terminates with
Since t is a ⊥-term and α N only contains ρ * steps, that do not introduce symbols in conditional positions other than ⊥, then v N is also a ⊥-term. And by hypothesis (b), β N only contains ρ steps at conditional positions.P Proof of Theorem 4.1. Let u be a reduct of a ⊥-term via a conditional eager derivation, i.e. there exists u ⊥ such that u ⊥ → → u. Suppose that there are conditional eager derivations u → → v 1 and u → → v 2 . Then we have the following diagram:
(2) u with w 1 = w 2 . ⊥ → → w ⊥ consists only of ρ * steps. Hence there exists a derivation v 1 → → w 1 , such that w 1 = w, and by transitivity w 1 = w 2 .P
Conclusion
Given a conditional system R over a signature Σ, we have proved that there exists an unconditional system R over Σ equivalent to R in the sense that for any derivation α : s −→ t in R, there exists α : s ⊥ −→ t ⊥ in R , and reciprocally for each conservative derivation α : u → → v in R , there exists an α : u → → v in R.
We also showed under which conditions termination and confluence of the original are preserved, and provided counterexamples when these conditions are not met.
On a practical aspect, this transformation can be used to implement directly and quite efficiently any CTRS using an unconditional rewrite interpreter. It is particularly efficient in the case of a parallel interpreter since different conditions can be evaluated concurrently.
On a theoretical aspect, note that deduction is often represented as application of conditional rules, as in Martì-Oliet and Meseguer (1993) . This transformation shows that even unconditional systems are able to formalize deduction steps.
As a final remark, it may be interesting to investigate in some future work whether it is possible to derive properties of the original system by looking at the unconditional transformed system. This would allow us to use directly all theoretical and practical tools developed for unconditional systems, such as completion and termination orderings.
