In the study of phase transitions a very few models are accessible to exact solution. In the most cases analytical simplifications have to be done or some numerical technique has to be used to get insight about their critical properties. homopolymer system. Our choice cover systems with first order, continuous and Berezinskii-Kosterlitz-Thouless transitions as well as the homopolymer that has two pseudo-transitions. The strategy can easily be adapted to any model, classical or quantum, once we are able to build the corresponding energy probability distribution.
Numerically, the most common approaches are those based in Monte Carlo simulations together finite size scaling analysis. The use of Monte Carlo techniques requires the estimate of quantities like the specific heat or susceptibilities in a wide range of temperature or the construction of the density of states in large intervals of energy. Although many of these techniques are well developed they may be very time consuming when the system size becomes large enough. It should be suitable to have a method that could surpass those difficulties. In this work we present an iterative method to study the critical behavior of a system based on the partial knowledge of the complex Fisher zeros set of the partition function. The method is general with advantages over most conventional techniques since it does not need to identify any order parameter a priori. The critical temperature and exponents can be obtained with great precision even in the most unamenable cases like the two dimensional XY model. To test the method and to show how it works we applied it to some selected models where the transitions are well known: The 2D Ising, Potts and XY models and to a
Introduction
The study of phase transitions is of particular interest due to its practical importance and theoretical richness. Its understanding is the holy grail of thermodynamics with implications in almost all areas of physics. Unfortunately, only a few special cases are accessible to a complete analytical description. In face of that, many approximated techniques devoted to obtain the transition temperature and exponents were developed over the time. Mean field approximations and the renormalization group [1, 2] technique are two of those approaches which have set remarkable advances in the field. Yang and Lee [3] introduced an alternative way to look to phase transitions by using the concept of zeros of the partition function that has shown to be a worthwhile ground to understand phase transitions. Considering the complex fugacity plane, they showed that the partition function zeros density contains all the relevant information about the thermodynamic behavior of system. In particular they showed that in the thermodynamic limit the density of zeros completely determine its critical behavior. In 1964 Fisher [4] extended their idea to the complex temperature plane (Fisher zeros) .
Beside that, the use of numerical techniques like Molecular Dynamics, Spin Dynamics and Monte Carlo grew dramatically following the accelerated development of fast computers and mainly due to the discovery of new algorithms.
Of particular importance are the works of Swendsen and Wang [5, 6] developed to reduce critical slowing down in continuous transitions and multicanonical methods (MUCA) [7, 8, 9, 10, 11] developed to overcome the barrier between two coexisting phases in a first order transition. In addition, the use of histograms to obtain the density of states, g(E), have achieved an inconceivable level of sophistication as compared to a few decades ago. These advances have made it possible to obtain quite reliable estimates for thermodynamical quantities in a wide range of energies allowing a step forward in the description of phase transitions. The Broad Histogram [12, 13] and the Replica Exchange Wang-Landau [14, 15] are among the state of the art techniques leading those researches. Working together with finite size scaling it is possible to approach the thermodynamic limit in a systematic and efficient way. Nevertheless, the study of phase transitions requires the identification a priori of an order parameter. Quantities like the specific heat or susceptibilities have to be evaluated in a wide range of temperature or the density of states has to be built in large intervals of energies.
In this paper we introduce a new, general and efficient method based on the partial knowledge of the energy probability distribution (EPD) conjugated with an analogue of the Fisher zeros expansion of the partition function that allow us to precisely determine the transition temperature and exponents for a given system. The method has shown to be robust to be successfully extended to any model and has great potential to evoke further rigorous developments in our understanding of phase transitions. In the following we first describe the Fisher's zeros approach. Next we describe how it can be combined with the EPD to obtain the critical behavior of a given system. We demonstrate the method's reliability by comparing our calculations with the exact results for the 2d Ising model [16] . Its power is showed by obtaining the critical properties of the 3 and 6 states Potts model in two dimensions [17] , the 2d anisotropic Heisenberg model (XY model) [18, 19, 20, 21] , and an elastic flexible polymer model [22] . Those applications cover the most relevant types of transitions, since the 6 states Potts model have a first order transition, 3 states Potts model has a continuous transition and the XY model has an infinity order transition, also called Berezinskii-Kosterlitz-Thouless (BKT) transition [18, 19] . Besides that, the method has shown to be reliable to quest for multiple transitions in a richer system, a 13-monomers polymer. This polymer has two pseudo transitions, solid-globule and globule-coil, which can be identified as first and second order transitions respectively [23] .
Fisher zeros
In the Fisher's zeros approach [4] a phase transition is characterized by a positive real zero of the partition function in the thermodynamic limit. To make it clear we recall that the partition function is given by [24] 
were β = 1/T is the inverse temperature, g (E) is the density of states and we assumed a discrete set of energies E n = ε 0 + nε with n = 0, 1, 2, · · · [25] . Here, temperature is measured in units of the Boltzmann constant, k B . This equation
can be rewritten as a polynomial in z ≡ e −βε
For a finite system of volume L d all zeros, {z j (L)} N , are complex numbers.
Because the polynomial coefficients are real, complex roots always appear as conjugated pairs. If the system undergoes a phase transition at T c the zero
) moves toward the positive real axis as the system size grows. In general if the system undergoes M transitions we expect that the corresponding
. These zeros characterizing the phase transitions will be named dominant or the leading zeros. In Fig. 1 it is shown a partial view of the distribution of zeros for the 2d
Ising model in a square lattice of size L = 32. The dominant zero is generally the nearest zero to the real positive axis. As discussed above, the zeros must appear as conjugated pairs. However, the Fig. 1 surprisingly does not show this symmetry. The reason for that will be clear in the following. Although g(E)
can be calculated exactly in few exceptional cases [26] and methods like WangLandau [14, 15] and Multicanonical [7, 8, 9, 10, 11] can give quite good estimates of g(E), the main problem concerning the use of Fisher zeros with those results is that in order to extract the possible transition temperatures we have to build the entire zeros map. This demands one to construct the density of states in the whole energy range. For simpler models and moderate system sizes this is not deterrent. However, as the volume of the system grows, the computer time However, these coefficients are generally related to very high energy states, unlikely to play any important role in the phase transition. Then, it should be interesting if we could "filter" the region where the dominant zero is located and still have the relevant information about the phase transition. This, in fact, is possible to be done in a systematic way as we will show in the following.
Energy Probability Distribution Zeros
To introduce the method note that if we multiply Eq. 1 by 1 = e −β0E e β0E it can be rewritten as
where h β0 (E) = g (E) e −β0E and ∆β = β − β 0 . Defining the variable x = e −∆βε
we get the partition function
where h β0 (n) = h β0 (E n ) is nothing but the unnormalized canonical energy probability distribution (EPD), hereafter referred to as the energy histogram at temperature β 0 . There is a one to one correspondence between the Fisher zeros and the EPD zeros since they are related through a trivial conformal transformation.
Constructing the histogram at the transition temperature, i.e., β 0 = β c , the dominant zero will be at x c = 1, i.e., Z = 0 at the critical temperature (∆β = 0)
in the thermodynamic limit. For finite systems a small imaginary part of x c is expected. Indeed, we may expect that the dominant zero is the one with the smallest imaginary part on the real positive region regardless β 0 . Once we locate the dominant zero its distance to the point (1, 0) gives ∆β and an estimate for In all our numerical results it seems that the choice of the starting temperature is irrelevant. To build the single histogram we follow the recipe given by Ferrenberg and Swendsen [27, 28] . To specify the energy subspace, the procedure is straightforward dealing with continuous transitions. In a first order transition the probability distribution is bi-modal. The energy distribution between the two peaks may reach low values, even lower than our cutoff criteria (h cut ).
In this case the procedure to define the relevant energy interval is subtler. A general way for dealing with this is to cut the low and high energy tails of the probability density preserving the important intermediate region as shown in 
Testing the 2D Ising Model
The convergency and accuracy of the method can be tested by using the well known Ising model in a square lattice defined by the following Hamiltonian
where J is a ferromagnetic coupling constant, < i, j > means that the summation runs over nearest neighbors on a regular lattice and σ i = ±1 is a classical spin variable at site i. The model has a continuous phase transition at In Tab. 1 we show the results of the application of our method to the Ising model in a square lattice for several lattice sizes (4 ≤ L ≤ 96). The results were obtained by using the exact density of states calculated using the Mathematica R software with the code developed in Ref. [26] . The interval of energy used was [E min , E max ] chosen in such way that for the rescaled histogram h β (n) > h cut = 10 −2 (see Fig. 2 ). The zeros of the polynomial were calculated using the Mathematica R function Solve. In the last two lines of Tab. 1 we show the critical temperature result obtained from finite size scaling and the exact value up to 5
figures. The error is smaller than 0.5%. The zeros distribution is shown in Fig. 3 .
Another important quantity that can readily be obtained is the critical exponent 
2D Potts Model
The q states Potts Model [17] is defined by the Hamiltonian,
where J is a ferromagnetic coupling constant, < i, j > stands for nearest neighbors, δ α,β is the Kronecker delta (δ αβ = 1 if α = β, 0 otherwise) and In what follows we detail the calculations for each q value studied.
3 states
Initial scans for the critical temperature were done for L = 20 using N term = 50, 000 and N MCS = 500, 000. To show the final estimate independence of the initial guess we used three different starting temperatures T (1) gives an exponent 1/ν = 1.19(1), in excellent agreement with the exact value, 6/5 = 1.2 [17] . Using this value, we plotted T c (L) versus L −1/ν to obtain T c (∞) = 0.99491(7), again, in excellent agreement with the exact value, 0.99497.
6 states
For the 6 states model we used the same procedure as before. To refine the final results we have used the multiple histogram reweighting [28] technique, which allowed a better sampling near the weak first order transition. Table 3 shows in detail our results. The finite size scaling in this case has shown to be more subtle. For this weak first order transition the scaling functions need to be considered in more details [29] . In Figs The critical temperature encountered (0.80797 (7)) agrees up to 5 figures with the exact value (0.80761).
Anisotropic Heisenberg or XY Model
Another test to our algorithm is the 2d anisotropic Heisenberg model, also known as XY model, which has a BKT transition [18, 19] . In this model the spin variable at site i is a classical 3D vector, S i = (S 
For this model we have used the Replica-Exchange-Wang-Landau algorithm [14, 15] to estimate the histograms. Details of its implementation can be found in reference Ref. [25] . This model has a continuum energy spectrum. To overcome this we have used a discretized energy spectrum E n = nε + ε 0 with ε = 1J [32, 25] . The last column in Tab 
13 monomer homopolymer Model
As a final test to our algorithm we considered a 13 monomer flexible homopolymer, which is an intrinsically finite system with two pseudo-transitions, a first order transition at T 1st ≈ 0.33520 followed by a continuous transition at T 2nd ≈ 1.1292 [32] . In this model, we considered that unbounded monomers interacts via a truncated and shifted Lennard-Jones potential, 
where r ij is the distance between monomers i and j, r c is the cutoff distance and
is the standard Lennard-Jones potential. We choose ε LJ = 1, σ = 2 −1/6 r 0 and r c = 2.5σ. The elastic bonds between adjacent monomers is modeled by the finitely extensible nonlinear elastic (FENE) potential,
This potential possesses a minimum at r 0 and diverges for r → r 0 ± R. K is a spring constant. We follow Ref. [32] to set the parameters to R = 0.3, r 0 = 0.7, and K = 40. The histograms were obtained from the density of states by using the conventional Wang-Landau algorithm [14] . The flatness criteria was set to 0.7 and the final actualization factor was ln f = 10 −9 . A discretized set of energies with ε = 1 was used. Our results are in complete accordance with those obtained in Ref. [32] and are depicted in Tab. 5. It is noteworthy that if we start the iteration at T 0 > T 2nd or T 0 < T 1st they always converge to T 2nd or T 1st respectively. If we use an intermediate value it can converge to one or another. The borders of the basin of convergence were not studied in this work. The first order character of the transition at T 1st is evident in the double peak structure of the histogram (not shown here). 
Closing Remarks
In summary, we introduced a novel method to study phase transitions based on the zeros of the energy probability distribution. The method has shown to be fully applicable to any model allowing accurate determination of the critical temperatures and the exponent ν as demonstrated by our results in the Ising, Potts, Heisenberg and polymer models. The only criteria we have used was the fact that at the transition temperature the partition function zero goes to the real positive axis in the thermodynamic limit. No a priori knowledge of an order parameter is necessary. The method is iterative, so that, the transition temperature can be approached at will. Besides that, the knowledge of the complete density of states is not required since we work in a restricted range of energy. The advantage is that the polynomial representing the partition function has fewer roots with its coefficients ranging in a civilized, narrow region. Other advantage of the method is that ambiguities in the determination of pseudocritical temperatures existing in canonical analysis in intrinsically finite systems is removed as evidenced by the polymer model studied here. 
