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The interest in material science grows out of a desire to contribute to the
solution of very basic problems in the science community, such as improving trans¬
port and energy efficiency. Many of today’s problems can be addressed through
advances in material science that lead to improvements in properties, such as
strength and density in structural materials, power losses and switching speed
in electronic materials, and cost in systems. It is thus necessary to study these
properties in detail in order to improve their efficiency when we use them in the
modern industry or technology.
Since the usefulness of the results often depends directly on the quality
of the interatomic potential employed in the simulation, the development of ac¬
curate potential is of considerable interest. The increase in the computer speed
encourages most researchers to use reliable interatomic potential simulations for
large systems.
Empirical potentials have good performance. This is because they have
good computation efficiency, which allows the treatment of large systems of thou¬
sands to millions of atoms [1]. The first principle method allows the treatment
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of only systems of 100 to 1000 atoms [2, 3]. Because of the limitations in com¬
puting power, empirical potentials are required to model atomic level properties
involving a very large number of atoms. The validity of the calculated result using
such potentials is dependent on the range of information to which the potential is
fitted. That is because a potential fit for a pure metal may not necessarily provide
good results if the same metal is used in an alloy and vice versa. It is necessary
to develop a specific empirical potential for a chosen material.
Gold is one of the noble materials used in modern technology. So the
understanding of its interatomic behavior is very helpful in improving its effec¬
tiveness in today’s industry. Gold has been subjected to extensive experimental
and theoretical investigations for many years. Parallel to this, our knowledge of
the detailed atomic structure of this material has advanced considerably in re¬
cent years. In particular, results from X-ray diffraction [4], Low Energy Electron
Diffraction (LEED) [5], Low Energy Ion Scattering (LEIS) [6], Medium Energy Ion
Scattering (MEIS) [7], High Energy Ion Scattering (HEIS) [8], and first principle
calculation [9] have provided a strong motivation for further theoretical investi¬
gations of this structure .
With the advent of massively parallel machines, simulations on the atomic
scale appear feasible, allowing us to address a whole new range of problems in
the physics of defects, surfaces, clusters, liquids and glasses. However, obtaining
accurate and realistic interatomic potentials constitutes a very challenging task.
In the past, interatomic potentials almost invariably had a two-body nature. One
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well-known example is the Lennard-Jones potential. However, pairwise interac¬
tions fail miserably to describe the most common materials we ordinarily deal
with, such as metals and semiconductors. The basic reason is that in a two-body
potential the strength of each bond is by definition dependent only on the dis¬
tance between the two atoms involved: the positions of all the other atoms are
not relevant. In practice, however, the strength of the bond between two atoms is
affected by the environment as determined by the other atoms in the proximity.
As a site becomes more crowded, the bond strength generally decreases as a result
of Pauli repulsion between electrons. The modeling of many important physical
and chemical properties depends crucially on the ability of the potential to “adapt
to the environment.”
Research carried on in the last two decades has clearly shown that, by giv¬
ing up the two-body approximation and working with more complex analytical
forms, it is feasible to model metals and semiconductors using classical potentials.
To do that, fairly elaborate analytical expressions involving density dependent
terms are necessary for a realistic description under different conditions. A typical
potential is thus constituted using a number of functions combined in a complex
way, and often nested one into another. The analytical form is, however, only the
starting point: one has to fit it to the material at hand.
The objective of this thesis is, then, to design and develop a density de¬
pendent “pair-functional” potential. This potential consists of the traditional two
body interaction and a density dependent many-body term. A parameterized
4
analytical form of “pair-functional” is used to fit the potential. The potential
was finally tested to both bulk and surface properties, which show much more
improvement relative to previously reported potentials.
In Chapter 2, a hterature review of the various models is presented. We
first start with a simple approach based on the pair-wise potentials, which have
been around for many years. In this picture, the bonds between atoms are as¬
sumed independent of one another such that the strength of one bond is unaffected
by the presence of the other bonds. Its simphcity can be found in its applicability
to Molecular Dynamics (MD) simulations. The simplicity of such a model is ap¬
pealing but falls short as a reliable tool, since there are several major drawbacks
which wiU be discussed in great detail later in this paper.
The hmited range of apphcabihty of Pair Wise (PW) potentials has prompted
the development of many-body interatomic potentials. In this section (Chapter
2), we discuss, in detail, the ‘glue’ model which consists of the pair potential and
a many-body term. It is a semi-empirical, many-atom potential for computing
the total energy of a metallic system. The local atomic coordination plays an
important role in the development of the glue model. It is worth noting that this
theory treats the bulk, surfaces, and clusters on the same footing.
The Effective-Medium Theory (EMT) of Norskov and co-workers [22] is
briefly discussed to show the developments of the many-body potentials. The
EMT is an approximate theory of the total energy change connected with the
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embedding of an atom in an inhomogeneous host. The primary effect of the in¬
homogeneous environment is included by replacing it with a homogeneous electron
gas of a density equal to that of the host at the atom site. However, it remains to
be seen if this method could be applicable to inhomogeneous molecules. The cal¬
culations from first principles of the heats of solution and heats of chemisorption
of hydrogen in metals register as one of its great successes.
The basis of the Embedded Atom Method [28] is the realization that the
cohesive energy of a metallic system can be expressed in terms of embedding
functions. A detailed analysis of this many-body potential form reveals that the
essence of this many-body scheme is to model the interatomic interaction by incor¬
porating a volume-dependent embedding function in addition to the conventional
pair potentials. The many-body embedding function is constructed in order to
correct for the deficiency in the pair potentials, notably the surface energy and
the Cauchy relation which is not satisfied in real materials.
Chapter 3 discusses a detailed description of the calculation of material
properties. We start with the many-body potential that consists of pair-wise
potential and ‘glue’ part [17]. We derive the forms for elastic constants, vacancy
formation energy, stacking fault energy, and phonon frequencies. In Chapter 4,
we discuss the choice of the analytical forms of the pair function and density
functions. Having specified the forms for these two functions, we then describe
the fitting procedure and the results. In Chapter 5, the effect of our potential on
Au(lll) and Au(llO) surfaces and the herringbone structure is discussed.
Chapter 2
Pair-Punct ional
2.1 Methods of Simulation
Atomic bonding has been simulated with either quantum mechanical or
empirical models [13]. The quantum mechanical models involve empirical models
and incorporate the solution to the Schrodinger equation within certain approx¬
imations. These approximations determine electronic properties of atoms. Em¬
pirical models involve models of interatomic bonding in which the bond energy
is only a function of distance between atoms. The potentials for the empirical
models are fitted to experimental data, such as bond lengths, bond energies and
elastic constants. Rapid improvements in empirical methods for metallic and co¬
valent systems have been made during the past few years. Although quantum
mechanical methods tend to be more reliable than empirical methods, they are
currently limited to small systems. These systems are less than 50 atoms for
quantum mechanical methods versus 10® atoms for empirical methods [13].
Atomic level calculations for the chemical bond are simulated through sev¬
eral simulation methods. These simulation models include energy minimization,
molecular dynamics, Monte Carlo and the lattice Monte Carlo method [13]. The
6
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energy minimization method seeks to reduce the net force acting on the atoms
by moving the atoms to lower energy configurations. This process is ideal for
determining the lowest energy structures at zero Kelvin. The molecular dynamics
model imitates the vibrations of atoms by solving Newton’s equation of motion.
Through this process, systems are simulated at finite temperatures. The Monte
Carlo method involves the random sampling of a system’s states. This method is
useful in determining equilibrium structures and properties at finite temperatures.
Finally, the lattice Monte Carlo method is useful to model systems over long time
periods. This method ignores atomic vibrations and considers events that involve
atomic motion from one lattice site to another.
2.2 Interatomic Potentials
In a classical mechanics approximation, a molecule is composed of atoms
with nuclei and electrons which interact by covalent bonds and non-covalent van
der Waals and electrostatic interactions. Atoms interact with one another by
a variety of forces which are conservative in the sense of being derived from a
potential energy function. That is,
Fi = - (2.1)
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This leads to the description of the molecule in terms of a molecular mechanics
potential energy function, made up of several terms introduced to represent the
covalent and non-covalent interactions among the atoms.
The potential energy V contains the information regarding the intermolec-
ular interactions, it is possible to construct, from the Hamiltonian, an equation
of motion which governs the entire time-evolution of the system and all of its me¬
chanical properties [14]. Generally, it is V that is the basic input to a computer
simulation program. The approach is used almost universally in a computer sim¬
ulation, i.e., to break up the potential energy into terms involving pairs, triplets,
etc. of molecules.
2.3 The Lennard-Jones Potential
The simplest choice for V is to write it as a sum of pairwise interactions:
= (2.2)
« j>i
where r^- = |ri — is the inter-particle distance, <f> is the pair wise potential. The
clause j > i in the second summation has the purpose of considering each atom
pair only once. It has been recognized [17] that the two-body approximation is
very poor for many relevant systems (we wiU come back to this later), such as
metals and semiconductors. One of the commonly used two-body interactions is
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the Lennard-Jones pair potential. This potential is given by the following expres¬
sion for the interaction potential between a pair of atoms.
4'Lj{r) = ie Y<7y2 /cry\r) [ r) (2.3)
This potential has an attractive tail at large r, it reaches a minimum at
1.122(7 [15], and it is strongly repulsive at shorter distance passing through zero
at r=a and increasing steeply as r is decreased further.
The term 1/r^^, dominating at short distance, models the repulsion be¬
tween atoms when they are brought very close to each other. Its physical origin is
related to the Pauli principle: when the electronic clouds surrounding the atoms
overlap, the energy of the system increases abruptly.
The term 1/r®, dominating at large distance, constitutes the attractive
part. This is the term which gives cohesion to the system. The l/r® attraction is
Van der Waals dispersion forces, originated by dipole-dipole interactions. These
are rather weak interactions, which however dominate the bonding character of
closed-shell systems. The parameters e and a are chosen to fit the physical prop¬
erties of the material. Even though the Lennard-Jones (LJ) potentials are not
adequate to model situations with open shells, they helped us to understand ba¬
sic points in many areas of condensed matter physics, and for this reason their
importance cannot be underestimated.
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Figure 2.1: The energy versus distance for a typical LJ.
Another advantage of the Lennard-Jones potential is its simple appHcabil-
ity to Molecular Dynamics (MD) or Monte-Carlo (MC) simulations. Since the
potential is only dependent upon the relative distance of the particles, the resul¬
tant MD/MC implementation is easy, i.e., the forces are of simple form such that
they can be analytically derived. When compared with three-body interactions,
that may be necessary to characterize the chemical bonding in semi-conductor
systems, pair-wise potentials are far more economic in the MD/MC simulation
technique. For this reason, MD/MC calculations use mostly pair-wise potentials.
From Fig. (2.1) we note that the minimum occurs at the nearest neighbor
distance. Note the steepness of the curve inside the minimum which is due to the
term. The cohesive energy is technically provided by the summation of the
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LJ potential over all pairs of atoms in the crystal, evaluated at the nearest neigh¬
bor distance, i.e., the depth of the potential at the neighbor distance is related to
the cohesive energy.
The potential in Eq. (2.3) has an infinite range. In practical applications, it
is customary to estabhsh a cutoff radius Vc and disregard the interactions between
atoms separated by more than Tc. This results in simpler programs and enormous
savings of computer resources, because the number of atomic pairs separated by
a distance r grows as and becomes quickly huge.
The bare pair potential between two atoms in a vacuum is a poor starting
point for studying the sohd state. Let us see this by taking Ni as an example. A
description by radial pair potentials would have the form
E. = (2-4)
where Ec is the configurational energy of the system and (j>{Rij) is the pair poten¬
tial. If only nearest neighbor interactions are included, and lengths are fixed, then
Eq. (2.4) would predict a hnear dependence of Ec on the coordination number
Z [16]. However, the observed dependence is far from the linear. The measured
values of Ec for Ni are, in fact, fitted much better by a dependence than by
a linear dependence. This implies that the configurational energy per bond, or
bond strength, decreases with increasing Z.
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2.4 The Problems with Two-Body Potentials
The Lennard-Jones potential is a typical pair wise potential and probably
the most commonly used one. In spite of that, the class of materials which can
be realistically modeled using this approach is in practice Hmited to rare gases,
where no electrons are available for bonding and atoms are attracted to each other
only through the weak van der Waals forces.
Systems of more practical interest such as metals and semiconductors can¬
not be modeled with pairwise forces. Considering, for instance, noble metals, one
can easily identify a few indicators ofmany-atom effects. Let us briefly summarize
the most important failures of two body interactions in the case of noble metals,
focusing particular on gold [17]:
1. In a two-body system, the ‘Cauchy relations’ C12 = C44 holds between two
of the elastic constants. In noble metals the ratio (712/(^44 is around 2,
reaching a spectacularly high 3.7 in Au.
2. In a two-body system, the vacancy formation energy is equal to the
cohesive energy Ec, minus the relaxation energy (which is usually rather
small). In Au, however, E^jEc ~ 0.25 [18]. When forming a vacancy in
a crystal structure with coordination number Z, one has to pay the energy
El to decrease coordination from Z to Z-1 for Z atoms. In contrast, Ec is
the energy to pay to decrease the coordination of a single atom from Z to
zero. In a two-body model, where a fixed energy contribution is attached to
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bonds between pairs of atoms, these two energies are the same as they are
both associated with the breaking of Z bonds. But this is not what happens
in metals!
3. In a two-body system, the melting temperature Tm is usually near O.lEcfkB
[18]. In Au, on the other hand, Tm ~ 0.03Ec/kB- This result indicates
that metals exhibit some “extra cohesion” with respect to pairwise systems,
which is less effective than two-body forces in keeping the system in the
crystalline state.
4. Surface properties of a two-body system are very different from those of a
metal. First-layer relaxations are usually outward instead of inward, and
reconstructions (which occur on many nobel-metal surfaces) cannot be ex¬
plained. Moreover, the low Ec/kBTm ratio causes an unrealistically high
evaporation rate to take place at two-body surfaces near the melting point.
If one considers semiconductors, deviations from a two-body behavior are
even worse. For instance, siHcon undergoes a series of structural phase transitions
under pressure: this indicates that the energy difference between these structures
is not too large. In other words, the cohesive energy is nearly independent of
coordination, while a two-body model should favor the more packed structures.
which have more bonds.
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Due to these and others problems, since the mid 1980s researchers [28]
started to figure out how to improve realism by incorporating many-atom effects
in potentials.
2.5 Many-Body Potentials for Metals
From the 1950s to the 1980s, metals were primarily modeled with simple
pair potentials [13], such as the Lennard-Jones, Mores, and empirical pair poten¬
tials constructed from cubic (or other) splines [19]. These potentials were used
because they could be fitted to several physical properties. Although this was
acceptable for modehng small elastic distortions, it was unacceptable for major
changes in the bonding environment, so that potentials that describe bulk bonds
could not reliably describe surface bonds, and vice versa. The basic problem is
that the loss of some bonds is partially compensated by increasing the strength of
the remaining bonds. In other words, a metallic bond between two atoms depends
on the surrounding atoms.
A possible form for the attractive part of the potential (the repulsive one
being stiff conveniently treated by a pairwise law) can be qualitatively obtained
by working out a connection with the tight-binding formalism [20]. The result of
this (non-rigorous) argument suggests a form for the energy of an atom i
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where hij = h{rij) = are the overlap integrals between i and its neighbors.
In the tight-binding formalism the orbitals are localized and these functions vanish
beyond a certain cutoff distance.
The key result contained in Eq. (2.5) is that the energy is proportional
to the square root of the coordination, rather than to the coordination itself as
in two-body models. One can easily verify that such a scheme goes in the right
direction by solving the problems associated with pairwise potentials in metals.
Following this and other considerations, several schemes to construct many-
atom potentials for metals were developed, aU essentially based on an analytical
form.
2.6 Overview of the Existing Many-Body
Potentials
2.6.1 The Glue Model
Ercolessi and co-workers [17] developed the ‘glue’ model, in which a many-
body force (the ‘glue’) augments a pair potential to coax the metal towards the
correct coordination number. Their motivation was to obtain a good description of
Au, which has a strong propensity toward surface reconstructions that maximize





where (f>(r) is the two-body interaction, and the second term is the new many-body
term. Here is the coordination of atom i, and the function U{n) associates an
energy value of this coordination. Wj for a given atom is in turn constructed as
superpositions of neighboring atoms as
= (2-7)
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where p(r) is a short-ranged, decreasing function of distance.
Taking a purely empirical approach up to first neighbor distance, the func¬
tional shapes were fitted to a host of properties, including the lattice constant,
cohesive energy, surface energy, bulk modules, X-point transverse phonon fre¬
quency, vacancy formation energy, Cauchy pressure, melting temperature, latent
heat of fusion, and the thermal expansion coefficient.
Because the many-body potential is a central potential, third-neighbor in¬
teractions are required to distinguish face centered cubic (fee) and hexagonal
closed packed (hep) crystal structures, just as with pair potentials. This first
neighbor glue-model for Au thus cannot distinguish fee from hep, but this disad¬
vantage is offset by the fact that the first-neighbor cutoff makes the energy and
derivative evaluation very fast.
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2.6.2 EfFective-Medium Theory
Norskov and co-workers [21] developed an approximate theory of the total
energy change, AE, connected with the embedding of an atom in an inhomoge¬
neous (low symmetry) host metal. It is shown in detail that the heat of solution
of a hght, interstitial impurity (e.g., H and He) in a host metal could be calculated
by replacing the host with a suitable effective (high symmetry) medium, which
in this case was the jeUium (electron gas with a uniform, neutralizing positive
background).
The basic idea is to approximate the energy change AE by AE^°^{po{r^),
the energy of the atom embedded in a homogeneous electron gas of a density
equal to that of the host at the atom position, po{f). The effect of the true
inhomogeneous environment on the atom is thus simulated by the introduction of
a homogeneous medium. The effect of the host therefore enters only through its
electron density distribution, poi^), and atomic properties (hke spherical symme¬
tries) are included through AE^°^{po{f^).
Since the introduction of the homogeneity in the electron density does
not simulate the exact situation, an external perturbation (to second order) is
introduced which changes the homogeneous electron density po{r) to that of the
inhomogeneous system.
This method had great success in calculating from first principles the heats
of solution [22] and heats of chemisorption of hydrogen in metals. The optimal
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density of the jellium was determined by weighting the background metallic elec¬
tron by the Hartree potential of the metal ions. It is important to note that Stott
and Zaremba [27] arrived at a similar idea, based on viewing the impurity as a
quasi-atom in a nearly uniform electron gas.
2.6.3 Embedded Atom Method (EAM)
The basis of the EAM, based on the quasi-atom concept, is the realization
that the cohesive energy of a metallic system can be expressed in terms of embed¬
ding energies. In this scheme the cohesive energy of a metallic solid is viewed as
composed of the embedding energy plus electrostatic interactions, i.e., each atom
in the metal is embedded into the electron gas created by the other atoms.
This method is mathematically equivalent to the “glue” model and is given
by:
E.., = \ E + (2-8)
where is the short-range pair-potential and Rij is the distance between i and
j. A simplification is made by assuming that the host density, ph,i, is closely





From this the energy is then a simple function of the atoms. Note that pj is the
contribution to the density from atom j, where ph,i is the total electron density
at atom i.
As stated the EAM also leads to the same scheme (glue) for the Hamilto¬
nian. In practice, owing to a large number of approximations involved, connec¬
tions with first principles are of hmited help in finding the optimal functions for
a given metal, so that it remains necessary to resort to an empirical procedure.
Daw et al. [28] have resorted to empiricism by fitting the embedding function and
pair interaction to basic bulk properties, e.g., lattice constant, cohesive energy,
elastic constants, and vacancy formation energy.
2.6.4 Common Properties
The many-body potential concepts can be expressed in mathematical form
by considering the glue Hamiltonian where the total potential energy of a system
of N particles is written as Eq. (2.6).
Belonging to this scheme are the ‘glue’ model [17], the embedded atom
method [28] and the Finnis-Sinclair potentials [24]. Also similar is the effective
medium theory [21]. Even if sharing the analytical form, these schemes differ
vastly in the procedure used to build the three functions <j){r),p{r), and U{n) con¬
stituting the model, often resulting in rather different parameterizations for the
same material. Fitting is in fact the true crux of the matter of building potentials.
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and some groups use molecular dynamics simulation to test trial potentials (for ex¬
ample, to evaluate thermal expansion and melting point) during the construction
stage.
It is interesting to note that Eq. (2.6) is invariant with respect to the
transformation
^{r) = + 2Xp{r),
U{n) = U{n)-Xn,
p{r) = Ap{r),
U(n) = U{n/A), (2.10)
for any value of A and A. This impHes that there is no unique choice for (^(r) and
U{n), and one can arbitrarily impose a condition such as U'{no) = 0 (where Ug
is, for instance, the coordination of a bulk atom at equihbrium at T=0). It also
shows that if U{n) is a linear function of n, then the whole scheme reduces to a
two-body potential: many-body effects are related to the curvature of U{n). In
fact, U"{n) is invariant with respect to Eq. (2.10).
To implement these potentials in a molecular dynamics program, one has
to evaluate the forces
Fi = -i: (f (>■«) + lU'in,) + )]/.'(>•«)) (2.U)
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This calculation is only slightly more complex than that required for a
two-body system. Energy and forces can still be obtained by using pair distances
as the only input: no angular term or other 3-body or 4-body terms are present.
This allows us to write very fast MD programs. On the other hand, the lack of
true angular forces makes it difficult to use these schemes to model metals where
covalent effects in the bonding are important, for instance transition metals. New,
more powerful schemes are being developed to handle these materials.
2.7 Many-Body Potentials for Semiconductors
Semiconductors are even more challenging than metals. Take for instance
silicon, and consider that [17]:
1. the most stable phase in the absence of pressure has the diamond structure:
very open, with a coordination number of only 4;
2. when a pressure is applied, new structures with increasing coordinations
appear in sequence (/5-tin, simple cubic, fee), indicating that they are not
so different in energy;
3. the liquid is a metal, and is more dense than the solid (anomalous).
These features alone guarantee that constructing a potential for Si is not a triv¬
ial task. Nevertheless, due to its technological importance, many groups have
challenged themselves in this territory, with various degrees of success.
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2.7.1 The Stillinger-Weber Potential
The Stillinger-Weber potential [25] is one of the first attempts to model
a semiconductor with a classical model. It is based on a two-body term and a
three-body term:
V = ^Y^4>{rij) + '^9irij)g{rik) (2.12)^
ij ijk ^
where is the angle formed by the ij bond and the ik bond, and g(r) is a
decaying function with a cutoff between the first- and the second-neighbor shell.
The intent is obvious: favor those configuration where cosOijk = -1/3, that is,
where angles are as close as possible to those found in the diamond like tetrahedral
structure, and make this structure more stable than compact structure, as it
should be. This potential gives a fairly realistic description of crystalline sificon.
However, its built-in tetrahedral bias creates problems in other situations: it
cannot predict the right energies of the non-tetrahedral polytypes found under
pressure; the coordination of the liquid is too low; surface structures are not
correct. These are called transferability problems: it is difficult to use the potential
under conditions different from those it was designed for. Recent research [20]
shows that, to build more realistic models, one should consider analytic forms
which take into account the concept of local environment, with bond strengths
depending on it. Nevertheless, potentials based on similar concepts (using only
geometrical quantities such as distances and bond angles as variables) work at high
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temperatures or pressures. They are also capable of modeling with a very high
precision the structural and dynamical properties of a large variety of molecules,
and are therefore vastly used in research and industry.
2.7.2 The Tersoff Potential
The family of potentials developed by Tersoff [26], is based on the concept
of bond order: the strength of a bond between two atoms is not constant, but
depends on the local environment. This idea is similar to that of the “glue model”
for metals, to use the coordination of an atom as the variable controlling the
energy. In semiconductors, however, the focus is on bonds rather than atoms:
that is where the electronic charge is sitting in covalent bonding.
At first sight, a Tersoff potential has the appearance of a pair potential:
v = \j:4‘r (>•«)+h: Bii't'A (ni) (2.13)^ ^ ij
where R and A mean “repulsive” and “attractive”, respectively. However, it is
not a pair potential because Bij is not a constant. In fact, it is the bond order for
the bond joining i and j, and it is a decreasing function of a “coordination” Gij
assigned to the bond:
Bij — B (Gij), (2.14)
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where Gij is in turn defined as
Gij = X] fc{'^ik)9{^ijk)f{rij - Tik), (2.15)
k
where fdr), f[r) and g{0) are suitable functions. The basic idea is that the bond
ij is weakened by the presence of other bonds ik involving atom i. The amount of
weakening is determined by where these other bonds are placed. Angular terms
appear necessary to construct a realistic model.
This scheme works in a broader spectrum of situations than the StiUinger-
Weber potential, however it is not exempt from problems. One of the notable
problems is that the fit is difficult: with six functions to be fitted along with
angular terms, therefore finding a good parameterization is not trivial.
Chapter 3
Analytical Calculations
In this section we describe in detail the origin and form of stress and strain
in a cube crystal. More over, the three elastic constants (cn, C12, and C44), vacancy
formation energy, stacking fault energy, surface energy, and phonon frequencies
are derived for the many-body potential beyond the third neighbor distance.
Ions vibrate about their equihbrium position. To make contact with nu¬
merous important properties of crystal lattice, for example, specific heats, ther¬
mal expansion, elastic constants and so on, it is essential to consider these atomic
vibrations. Thus, at low temperature, as Debye showed [27], it is much better ap¬
proximation to treat the crystal lattice as an elastic continuum. For wave length
greater than about 10 atomic spacing, the sohd behaves as an elastic continuum.
The relations between six independent strain components (ea,*, Cyy, e„,
exyi ^xzi ^yz) ^nd six independent stress components Xy), may













• ^xx, ^yy and 6^2 are the fractional change in length of the block in the x,y,z
directions, respectively,
• Exy is the shear angle in the xy plane, and e^z and e^z are similarly defined.
• Xx,Yy, ZztYz, Zx,andXy, are forces per unit area; the capital letters denote
their direction and the subscripts denote the normals to the forces on the
block.
• Sjj’s are the elastic compliance constants. The inverse matrix of (sjj) is (cjj).
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X
Figure 3.1: Shear of an elastic block. From this the energy follows as XyL^{S0 +
54>).
In Fig.(3.1) we see that the upper xy - face of the block moves through a horizontal
distance L86^ with energy change XyL^Scf). Since Se^y = the energy change
per unit volume is Xy8exy. For other faces also calculated similarly. We have, for
the energy change per unit volume,
8U = Xx8exx + + Zx8e.xz + Xy8eyz. (3-2)
Thus
and
dU ^ dU _






This shows that (cij)=(cji).
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This will reduce the number of elements in the elastic moduli to 21. We
can even reduce this number further by considering crystal symmetry in cubic
crystals. That is by assuming that a stress X* can not produce a shear. Thus we
will remain with the following matrix:
Cll C12 Cl 2 0 0 0
C12 C22 C12 0 0 0
Cl 2 C12 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44
(3.5)
We have thus reduced the number of independent elastic constants from
thirty-six to three in the case of cubic crystals, namely, Cii,ci2 and C44. We can
explain the physical meaning of these elastic moduli; Cn relates to compression
stress and strain along the (100) direction while C44 relates to the shear stress and
strain in the same direction. The constant C12 relates the compression stress in
one direction to the strain in another.
Having showing the reduction of the constants, a relation between elastic
constants and the “pair-functional” potential is developed in the next section.
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3.1 Calculation of Elastic Constants from Em¬
bedded Atom Method (EAM)
In this section we describe in detail the elastic constants for many-body
potential (namely Embedded Atom Method). We use the total energy of system
of N atoms defined by:
+ (3-6)
^ ij i
where 4>{r) is the two-body interaction, and the second is the new many-body
term. Here n, is the coordination of atom i, and the function U(n) associates an
energy value for this coordination. The for a given atom is in turn constructed
as a superpositions from neighboring atoms as
"i = E/>(’■«)> (3.7)
where p[r) is a short-ranged, decreasing function of distance.




where i and j are atom indices, is the Cartesian component of the vector
pointing from atom j to atom i,
Axj, = *; - x‘j, (3.9)
and
_ ^ _ 1
~
dvij ~ 2^'^ (3.10)
where
(l>ij = [d<f>{r)/dr]r=rij,Ul = [dU{n)/dn]r,=n-
The second derivatives are given by:




for x^ and x'^ on atom i, and









for x^ on atom i and x"* on atom j. Here Sim is the Kronecker delta function,








U'^ = [d:^U{n)ldn%=ni, 4>'lj = [d"^(i>{T)!and p"- = [d"^p{r)ldr^^m-




dx\dxi^ ^ dxldxf ’ (3.15)
due to the invariance of the energy under translation of the solid.










- 2-J ^^3 2
7 X)~ + dmpAx^jAXij^
+ 7E- Ax?. + Sr^,Axi^Axl]^
jjti
, Y- d^x\.Ax^jAx%Ax'i^+ ^ 2-j 2 5
K¥=j<¥^i) »i
(3.17)
where tim is the symmetric strain tensor element.
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Note that at equilibrium, Eq. (3.16) and the middle sum in Eq. (3.17) are




where is the atomic volume at atom i.
This can be written in the same format as Daw’s [28] notation as:











For cubic crystals the three independent elastic constants are [28], in Voigt no¬
Cii = {B^, + U'in)W^^ + U''in)V,\)/n, (3.23)
ci2 = {B,2 + U'{n)Wu + U"{n)V,\)/n, (3.24)
C44 = {B,2 + U'{n)W^2)/^. (3.25)
tation, as follows:
33




a (2^^^ ~ + ^2 — 0:2 + 3(/?3 — as) + 2(04 — a4) + ~ 0:5)^
^7i - €1) + 2(72 - 62) + 6(73 - 63) + 4(74 - £4) + y(75 - £5)^
~U" + ~^P2 + 2\/3p3 + 2^4 + 2\/5p5^ , (3.26)
C12 — — {^\ — ai + 6(^3 — as) + 4(/34 — a4) + ~ ^s)^
2 / 18 \
+ -^U' (^71 - £1 + 6(73 - £3) + 4(74 - £4) + y (75 - e5)j
+ y+ y“/>2 + 2\/3p3 + 2^4 + ,
C44 = — (j^i — ai + 6(^3 — as) + 4(^4 — a4) + y (A ~ 0:5)^
2 / 18 \
+ yi — + 6(73 — £3) + 4(74 — £4) + y(75 — e5)j ,
where ft = r(V?<i), oc, = = p''(^id), ej = (i =




From the above equations, we can see the interplay between the pair po¬
tential and embedding energy. If the pair potential is removed, then both Bu and
Bi2 would be identically zero and also U'{nb) = 0. This implies that, from Eqs.
(3.26) and (3.27), Cn = C12 and C44 = 0. But this obviously is violated in real
solids. In another way, if the embedding energy is neglected, we will rely entirely
on pair potential. This leads to C12 = C44 (the Cauchy relation) [29], which in
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also not valid. It is seen from Eqs. (3.27) and (3.28) that the Cauchy discrep¬
ancy (ci2 — C44) is determined by the curvature of U{n) at equilibrium. From the
analysis of the elastic constants, it follows that the glue Hamiltonian (many-body
term) removes the Cauchy discrepancy in metals discussed earlier. That is, the
“Cauchy pressure”, (ci2 — C44)/2 [27] is directly proportional to U"{nb). Note
also that if we consider the bulk coordination, ni = 12 for an fee lattice, and
arbitrarily impose a condition U'{ni,) = 0, i.e, by letting the minimum energy
be at bulk coordination, the glue term does not contribute to the shear moduli
C44 and (cii — Ci2)/2, which are the effective elastic constants associated with the
transverse modes of vibration.
3.2 Vacancy Formation Energy
The energy associated with the vacancy formation for fee metals is domi¬
nated by the contributions prior to relaxation [30]. The unrelaxed energy can be
calculated analytically with the “pair-functional” model derived above.
To create a vacancy means an atom is removed from the interior of the
crystal. Thus, for example, if we consider first neighbor interaction only, twelve
two-body bonds are removed, the embedding energy at equilibrium electron den¬
sity or coordination number is removed, and the embedding energy of the twelve
neighbors to the vacancy is changed from that of equilibrium electron density to
that at ^ the equihbrium electron density.
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According to Daw et al [28], the vacancy-formation energy is given by:
= -
5E «>(>•«) + E[f^(»i - Mn,)) - P(ni)] + (3.29)^
i¥^3 »
where is the vacancy-formation energy, and Ereiax accounts for the lattice re¬
laxation around the vacancy.
Thus for our case, considering up to fifth neighbor, Eq. (3.29) gives:
E^ = 1217(rai, - pi)-h 617(rai, -/02) + 24C/’(ni, - ps)
-t- 121/(71^ — P4)-f 24C/'(71(, — P5) — 7817(71^)
- [l2<^(d) 6(l>{y/2d) + 24<^(V3d) 12(^(2d) -h 24<^(v^d)] , (3.30)
where
Tit = 12pi -|- 6p2 + 24p3 + 12p4 -|- 24p5.
3.3 Stacking Fault Energy
The face-centered-cubic (fee) and the hexagonal-closed-packed (hep) crys¬
tal structures of metals may be regarded as the stacking of layers of hexagonally
arranged atoms. Symbolically these structures may be represented by the stack¬
ing sequences ABCABC and ABABAB, respectively, which indicate the position
of the nearest neighbors in adjacent layers. In real metals these perfect stacking
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sequences may be broken locally by the introduction of stacking faults and this
effect is of great importance in determining crystal growth, dislocation motion,
and deformation processes in general [31].
The intrinsic fault is the stacking fault most commonly found in experi¬
ments on fee metals, and it may be represented by the stacking sequence
CABC\BCAB, where | denotes a symmetry plane of the resulting fault sequence.
One may arrive at this fault by the removal of a layer labeled A at the position
of the symmetry plane.
Experimentally, stacking faults are observed in connection with the split¬
ting of dislocations into partials. In this process the energy cost of forming the
fault will oppose the energy gained by moving the partials apart, leading to an
equihbrium distance of the dissociation of the partials. Mathematically :







As we have discussed above, the energy of an atom depends on the number
of atoms surrounding it. It is evident that, if we look to the atoms at the top layer
of the surface, their coordination number is less than that of the atoms seated
on the bulk. Typically the number changes from 12 to 9 in the Au(lll) surface.
This change in the coordination number gives rise to a change in the total energy
of the atom. The unrelaxed surface energy for the (111) fee surface is given by:
E, = I [-3(^(d) - Z(j>{V2d) - 12(f>{y/Zd) - 6(f>{2d)] + U^234 - ^U{nb), (3.34)
where
Ui234 — U{n\) + U{n2^ + U{nz) + 1/(714), (3.35)
m = 9p(d) + 3p(\/2d) + 15/9(v^d) + 9p(2d), (3.36)
712 = 12p(d) + 6p(v^d) + 21p(\/3d) + 9/9(2d), (3.37)
773 = 12p(d) + 6p(^/2d) + 24p(\/3d) + 12p(2d), (3.38)
714 = 12p(d) + 6p(v^d) + 24p(\/3d) + 12/9(2d). (3.39)
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If we consider the first layer relaxed surface, that is, if we let the inter
planer distance vary so that the total energy is minimum, we have to use the
following expression:
Es = ^ [-9(f>{d) - 9<t>{y/2d) - Z9<i>{y/Zd) - \24>{2d) + %<f>{d112) + 6<^(<^122)]Jl
+
2 [^^*^(^132) + 6^(<il33) + 6(/>(di43)]
+ C^(nn) + C^(n22) + 17(n33) + C^(n44)-4t^M, (3.40)
where
Till — d* 6p('\/3d) + 6p(2c?) + 3p(dii2)
+ 3p(di22) + 6p(di32 ) + 3p(d133) + 3p(di43),
Tii2 = 9p{d) + 3p{\/2d) + 15p{VZd) + 9p(2<i)
+ 3p(dii2) + 3p{di22) + 6p(di32),
Tii3 = 12p{d) + 6p{V2d) + 21p(\/3d) + 9p{2d)
+ 3p(di33) + 3p(di43),
tii4 = 12p(d) + 6p(v^d) + 24p(>/3d) + 12p(2d),
r~. d?dii2 = )JAl2 + —,
dl22 = Y^12 +
dl32 = 3^^’














Ai2 is the relaxed interlayer distance for the first layer.
3.5 Phonon Frequency
The dynamical matrix for the system, which yields the squared phonon
frequencies and polarizations, can be constructed from the force constant tensor.
This force tensor is simply the second derivative of the potential derived in Eq.
(3.11). With the help of these dynamical matrices we can calculate the bulk
phonon spectrum by solving the equation:
iet[irl‘(q)-w\q)S.f]=0, (3,51)
where is given by Eq. (3.11) along wave vector q and is its corre¬
sponding eigenvalue. Raphuthi and co-workers [32] derived the six phonon fre¬
quencies, that is the above eigenvalues, at the three high symmetry directions of
the Brillion zones. The following are the derived relations between the phonon
frequency and the force tensors.
16 80
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where m is the mass of the atom. The subscripts L and T of u; represent the
longitudinal and transversal vibrations, respectively, and L, W, and X are the
high symmetry points in the BriUouin zone. The X points are located on the
center of any square face whereas the L points are at the center of the hexagonal
faces and the W point is at the edge shared by one square face and two hexagonal
faces. Here it is assumed that the U'(nb) = 0 and effects up to fourth neighbor
distance are included.
From this set of equations, together with experimental results, one may
solve a linear equation requiring an exact match of the frequencies at these high
symmetry points. Up to fourth neighbor, one has enough equations for an exact
fit at the BriUouin zone boundaries.
Chapter 4
Potential Fitting
In this section we describe in detail the choice of analytical form of the pair
interaction potential and density function, fitting procedure, implementation of
our code, and the results of the fitting. In the last chapter all the bulk and surface
properties of the potential are discussed and compared with the experimental and
previously reported theoretical results.
We use the following many body potential:
+ (4-1)
ij i
where the first term is a sum over atom pair interactions and the second is the
many-body term. Here rij is the coordination of of atom i, and the function U{n)
associates an energy value of this coordination, rii is assumed to be represented
by a linear superposition of the atomic densities at a distance r from atom i. The
pair potential and atomic density are represented by a parameterized function.
The parameters, can be determined by requiring that calculated properties of Au
match known experimental values. After the form of the pair potential and atomic
density is determined, the embedding potential can be determined by simply
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subtracting the pair function shown in Eq. (4.1) from the total energy E at a
given density. The total energy E is calculated from the universal equation by
Rose et al. [33]
Euia*) = -E,oHf{a*), (4.2)
where
/(a*) = (l-a*)e-“*. (4.3)
Here Ecoh is the crystal cohesive energy (per atom) and a* is a reduced lattice
constant defined by
where a is the lattice constant, uq is the equilibrium lattice constant, B is the bulk
modulus, and ft is the equihbrium atomic volume. Thus, knowing Ecoht ®0j and
B, the embedding function is uniquely defined by requiring that the crystal energy
from Eq. (4.1) matches Eu from Eq. (4.2) for all values of a*. This function was
tested by Foiles and co-workers[28] and it gives good fits for potentials of Cu, Ag,
Au, Ni, Pb, and Pt. This will guarantee the correctness of bulk modulus, cohesive
energy, and lattice constants.
The pair potential was constructed using the modified approach of Voter-
Chen [34] as:
(f>{r) = D{exp[—2ai{r — iZ)] — 2ea;p[—Q'2(^ — -K)]}? (4.5)
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and the electronic density is defined as,
p(r) = r*'{exp(—/3ir) — 2^^'*'^^^^exp(—2/32r)}, (4-6)
where D, ai,R,a2,k,l3i, and ^2 are unknown parameters to be fitted. In order
to keep the potentials smooth up to 2nd order derivatives at cut-ofF distance, we
set the <i>{r) and p{r) functions to be zero up to third derivatives at cut-offs, using
a method similar to that used by Voter and Chen for p(r):
where
Z \ m J
(4.7)
r = (—),\rcut/ (4.8)
Ti = exp(-^ir’). (4.9)
T2 = 2.0’^'^^exp{—2/32r), (4.10)
T3 = p'(r)(l - r) (^) , (4.11)
(4.12)
T. = /'M ,•((”‘-'^”>-2)')




<f>ir) = D{T,^-2T^2)-4>{rcut) + T^^-T^,{l-TYl('^yl \ m J
+ (4.14)
where
Tn = exp{—2ai{r — R)), (4.15)
Ti2 = exp{-a2{r - R)), (4.16)
II
5 (4.17)
II (j) \r) f
V ‘f'cut )• (4.18)
Ti5 = r\r) - ^r) l)(m-rlut
/3Ti4\
V ’’cut / ’ (4.19)
20; rcut is used as a fitting parameter. The cut-offs of the functions
were allowed to vary in the optimization process too. The cut-off distance plays
a role in determining the shapes of the two functions, which in turn influences
the predicted elastic constants because the elastic constants are derived from the
first and second derivatives of the total energy as shown in Chapter 3. The
cut-off distance for the pair interaction is also critical for obtaining the correct
intrinsic stacking fault energy because interactions between atoms at least three
nearest neighbors apart need to be included to differentiate between hep and fee
structures.
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The parameterized empirical potential has nine parameters to be fitted.
There are seven from the above empirical functions and two cut-off distances for
(f>{r) and p{r).
Having specified the functional forms for U{n), and p{r), we now de¬
scribe the fitting procedure. Because of the way U{n) is determined, the potential
always gives a perfect fit to the experimental values for any choice of 4>{r), and
p{r). The remaining nine parameters described above are determined by mini¬
mizing the deviation between the calculated and experimental values for the three
cubic elastic constants {Cii,Ci2i and 6*44, which are derived in Chapter 3.), the va¬
cancy formation energy, surface energy, stalking fault energy, and the six phonon
frequencies. In addition, we require that the hep, sc, and bcc crystal structures
be less stable than fee. The fitting was carried out using a FORTRAN code. This
code performs a least-squares fit of specified calculated material properties to ex¬
perimental values. More specifically, the code is performed in the 15-parameter
space to find the minimum value of:
/ = — C\iY -f- W2{C\2 — ^12)^ + — €44)^
-|- — elY -H W^i^Eiurf — ^surfY + '^siEstk ~ ^stkY





where all the uppercase letters are calculated value and lowercase letters are ex¬
perimental value of each property, Wi{i = 1,15) are the relative weights to each
property. is the vacancy formation energy calculated by Eq. (3.29), E^urf is
the first layer unrelaxed (111) surface energy calculated by Eq. (3.34), E^tk is the
stalking fault energy calculated by Eq. (3.31), is the energy difference be¬
tween bcc and fee, Ehep is the the energy difference between hep and fee, E,c is the
the energy difference between sc (simple cubic) and fee, and PfTq{i){i = 10,..., 5)
are the six phonon frequencies at special symmetry points of the Brillouin zone.
4.1 Implementation
The program inputs guessed or chosen values for all the nine parameters.
Here, the user needs to be selective in guessing the initial values of the pa¬
rameters. If the values of the parameters are too far from the exact values, either
it takes a very long time to find the exact value or convergence is not feasible.
Having these guessed values, the program calculates all the material prop¬
erties given in Eq. (4.20). It then takes these calculated values and compares
them with the experimental value. If the target function / in Eqn (4.20), is zero,
all the calculated values are exactly matched to the experimental values. The
Down-HiU Simplex algorithm is used to do the minimization of the target func¬
tion (least square) / by automatically changing the value of the parameters. This
procedure is repeated until the function / becomes small.
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It is not feasible for the program to get the value of / to be zero. Instead,
one needs to give it a tolerance value. In our procedure we use a tolerance equal
to 10“® . In addition to this, we include the number of iterations the ‘amoeba’
repeating itself. Note that, if the number of iterations is reached, the program
will stop even if the value of / is greater than the tolerance value.
When the ‘amoeba’ changes automatically the value of the parameters from
the guessed value to a new value, it gives the highest priority to the one with the
highest weight (u;) value. This helps one to choose which material properties one
wants most to fit specifically. If the weight value is the same, all properties will
have the same priority in the optimization.
We also include an inspection code that displays the current value of /
as well as all the calculated material properties on the screen or into a selected
file, while the program is running. This helps us to monitor the results. That
is, if the value of the target function / is going in the right direction. If not,
we have to terminate the run and change a new set of initial values. This has
particular importance in elapsed time. Because the typical iterations amount to
few thousands, it is not cost effective to wait for the program to stop by itself
while it is running in the “wrong” direction.
Finally, after the program reaches the minimum value of /, it displays and
stores in a file the final value of the nine parameters that give optimal results
for the material properties. The values of the optimized parameters are given in
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Table (4.1) and the plots of the three functions (j>{r), p{r), and U{n) using these
optimized parameters are shown on Fig. (4.1).
Table 4.1: Potential parameters optimized from fits to the experimental data.
D(eV) ai(A-i) a2(A)-i R(A) k A(A-') A(A-‘) ^cut (-^ )
0.9100 1.9292 0.9328 2.3556 6.8455 2.7442 2.7834 5.7726
Figure 4.1: The three functions constituting the optimized “pair-functional”.
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4.2 Results
In this section we present the results of the latest fitted potential and other
previously reported results. First we will discuss the bulk properties, and next we
wiU discuss the surface properties.
4.2.1 Bulk Properties
Table 4.2 shows the comparison between the pure material properties cal¬
culated using the best-fit parameters, the experimental values and the results
from the ‘glue’ model [17]. The relaxed values were calculated using a version of
DYNAMO, a code developed at Sandia National Laboratories. This code mini¬
mizes the total energy of a system at zero Kelvin by means of conjugate gradient
descent method, allowing for atomic relaxation. The total volume of the system
was held constant for all calculations reported in Table 4.2.
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Table 4.2: Comparison between selected experimental quantities of gold and the
same quantities as predicted by our calculation and by the ‘glue’ model. E,
refers to a non-reconstructed (111) surface, is the vacancy formation energy
calculated at T = 0 and the relaxation effects are included.
Quantity Experimental Present work Glue model|
a(A) 4.07 4.07t 4.07t
Ec (eV/atom) 3.78 3.78t 3.78t
Es (eV/A2) 0.096 0.089 0.096t
E„ (eV) 0.94 0.86 1.26
B (lO^Myn/cm^) 1.803 1.803t 1.803t
Cn (lO’^^dyn/cm^) 2.016 2.123 2.203
C12 (lO^^dyn/cm^) 1.697 1.644 1.603
(744 (lO^^dyn/cm^) 0.454 0.526 0.600
E»tkd (meV) 2.63 2.20 0
ul{X) (THz) 4.61 4.49 3.89
i/r(X) (THz) 2.75 2.69 2.75
ul{W) (THz) 3.63 3.73 3.37
i/r(W) (THz) 2.63 2.98 2.75
i/i(L) (THz) 4.70 4.53 3.89
ut(L) (THz) 1.86 1.62 1.94
Ebcc — Epcc (eV) 0.04 0.02 —
Ehcp — Efcc (eV) 0.005 0.005 —
f Fitted
I F. Ercolessi, M. Parrinello, and E. Tosatti, Phil. Mag., A 58 213 (1988).
As can be seen in Table 4.2, the fits to fee lattice parameter, cohesive en¬
ergy, bulk modulus, and the fee to hep transformation energy are reasonably good.
The surface energy is slightly higher (by 0.07 eV) than the experimental result.
This is because we use the equation for unrelaxed surface energy. This is sim¬
ply for the purpose of saving the computation time. The three elastic constants
(cii, Ci2, and C44) are 5%, 3%, and 15% off, respectively. However, the calculated
elastic constants are improvements upon the values of the “glue” model, which
are 9%, 6%, and 32% off from the experimentally observed ones. The vacancy
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formation energy shows 8% deviation from the experimental value. This is to be
compared with the “glue” model, which is 34% off.
Our potential also gives good result for the stacking fault energy. In com¬
parison, the “glue” model is not able to predict any physics associated with this.
The reason is that the “glue” model considers potential to the range of only first
neighbor distance. In order to differentiate between hep and fee, one has to con¬
sider at least up to third neighbor distances. The “glue” potential’s limitation
to first neighbor distance also affects the phonon frequencies. As can be seen
from Table 4.2, all the longitudinal frequencies predicted by the “glue” model
are much lower than the experimental values. Our potential on the other hand
shows improvement over the “glue” model on all the phonon frequencies. Finally,
our predicted bcc to fee and hep to fee transformation energies agree with the
experimental values. Specifically, the fee energy is lower than that of bcc and hep
energies.
4.2.2 Surface Properties
Molecular dynamics procedures have been used to calculate the surface
energies in Table 4.3. The cell size and the number of atoms are fixed. The
surface energy is then calculated by dividing the energy change by the surface
area of the sample.
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Table 4.3: Comparison of the calculated surface energies (meV/A^) for various
surface configurations using the present “pair-functional” potential, the “glue”
model and EAM.
Surface Configuration Present work Glue modelf EAMJ
(110) (ixl) 103.7 123.5 61.1
(1x2) 103.2 107.4 59.3
(1x3) 103.3 112.9 59.2
(1 x4) 103.4 112.4 59.2
(100) (ixl) 96.8 128.5 57.0
(1x5) 96.4 106.8 66.4
(20 X 5) 96.3 102.2 65.7
(24 X 5) 96.2 102.2 65.3
(28 X 5) 96.4 102.2 66.9
(33 X 5) 96.5 102.3 64.4
(111) (ixl) 89.2 96.6 49.1
(16 X x/3) 89.7 88.7 50.2
(20 X v^) 89.2 89.5 50.3
(23 X V3) 87.5 90.0 50.0
(28 X yJZ) 87.9 90.7 49.7
fF. Ercolessi, M. Parrinello, and E. Tosatti, Phil. Mag., A 58 213 (1988).
JM. S. Daw and M. M. I. Bashes, Phys. Rev. B, 29, 6443 (1984);
Table 4.3 presents the calcidated surface energy for different configurations
using three different potentials. The first column is the result of our new poten¬
tial, the second column is from the “glue” model [17], and the last column is from
the embedded atom method [28].
Experimental evidence predicts that Au metal reconstructs on (111), (HO),
and (100) configurations [5, 4, 7]. That is why Au is called the most reconstructed
material. The reconstruction behavior makes the modeling of Au challenging. We
have tested the capabilities of our potential for predicting the experimentally ob¬
served structures, as discussed below.
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For the Au(lOO) surface, (28x5) is the experimentally observed reconstruc¬
tion pattern [35]. As can be seen from Table 4.2, (24x5) is observed to have the
lowest energy, while (20x5) - (28x5) configurations are only 0.2 meV/A higher
than (24x5). EAM found (1x1) to be the minimum and (20x5) much higher in
energy than (1x1), typically 8.7 meV/A. For this structure, the ‘glue’ model is
relatively better. However, the ‘glue’ model also predicts (20x5), (24x5), and
(28x5) very close in energy.
Au(llO) has been studied by other experimental techniques. Most of these
techniques predicted that the missing row, (1x2) structure. The ‘glue’ model has
the right energy order, predicting (1x2) to be the lowest in energy. The predicted
(‘glue’ model’s) structure; however, shows a ‘sliding distortion’ effect on the top
and second layers [23]. This ‘sliding distortion’ means that all the top most [110]
rows are shifted from the second layer atoms. This is attributed to a large energy
jump from (1x1) to (1x2). The EAM results for Au(llO) could not predict (1x2)
as a minimum. Overall, our potential gives very good results for this structure.
We predict (1x2) to be the stable structure. Moreover, our structure is free of the
‘sliding distortion’. This structure is explained in more detail in the next chapter.
Experimental studies of Au(lll) structure conclude that (23x\/3) is the
stable structure. It is not only stable, but also it has been reported the structure,
as viewed from the top of [112] [110] plane, gives roughly a 2:1 fee to hep ra¬
tio. Our potential predicts this experimentally observed structure very well. The
structure can be seen from Fig. (4.2). Both the ‘glue’ and EAM models fail to
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explain this structure. The problem with the ‘glue’ model is due to the cut-ofF
that is used as reported above.
Figure 4.2: The relaxed Au(lll) (23 x \/3) structure. The fee region has three
colors, which indicate three layers ABCABC type, but the hep has two colors,




In this section we discuss the structure and energetics of Au(llO) using the
constructed potential. Molecular dynamics was used to search the lowest energy
configuration at a temperature of 0 K. We find that a contracted (1x2) missing
row geometry has the lowest energy, in agreement with the experiment (see Table
5.1).
Table 5.1: Comparison of multi-layer relaxations of the geometry of the missing-
row Au(llO) surface with the experimental results of the X-ray diffraction, LEED
and ion scattering experiments.
Adi2(%) Ad23(%) At/2(A)










ion scattering [8] ±17 — 0.12±0.04
Ercolessi [23] -27.5 ±4.7 -0.29
First Principle [9] -16 ±2 0.05
calculation -20 ±5 -0.01
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Even in equilibrium there exists residual stress at solid surfaces which acts
within the surface plane. The importance of this surface stress has became widely
appreciated in surface science. For metals the surface stress is normally tensile [4],
favoring a smaller interatomic spacing. It is also shown that the average lattice
constant of small particles is normally reduced from its bulk value. This indicates
that surface bonds, which give a significant contribution to the average lattice
constant of small particles, favor a shorter bond-length than in the bulk. The sur¬
face stress determines the strain dependence of the surface energy. Furthermore,
surface reconstructions can be induced by strain, due to the lattice mismatch with
the substrate material [36].
The (110) surface of Au undergoes a (1 x 2) reconstruction. The structure
of this surface has been the subject of intensive investigations by various studies
using various experimental techniques [4, 5, 6, 8, 37, 38, 40]. Although recent
experiments are converging in favor of the missing-row model [37], the detailed
geometry of the surface is stiU controversial. In particular, results from glancing-
incidence X-ray diffraction [4] and high-resolution electron microscopy [38] ex¬
periments indicated an outward relaxation with the conclusion of the half-filled
surface layer of atoms by ~ 40% of the interlayer spacing. This is in direct con¬
tradiction with the conclusions of low-energy electron -diffraction [5], low-energy
ion scattering [6], medium-energy ion scattering [7], high-energy ion scattering
[8], and helium diffraction [39, 40] experiments which indicate a contraction of
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the top interlayer spacing. Distortions of the inner layers are also reported, in¬
cluding lateral displacements of second-layer atoms [4, 5, 6] and a buckling of the
third atomic layer [5, 7]. Previous theoretical investigations of the structure of
the Au(lx2) surface aU favored the missing-row model but were also divided on
the sign of the top layer displacement: both expansion [41, 42] and contraction
[43, 44] have been reported depending on the model adopted for the interatomic
interaction and the parameters put into the calculations.
5.1.1 Experimental Discussion on Au(llO)
We use molecular dynamics (MD) as a tool for searching the energetically
optimal configuration predicted by the Hamiltonian Eq. (4.1). The system cho¬
sen for our study is a (110) slab with sufficient thickness (16 to 20 layers) and
variable lateral {x,y) size. The boundary conditions are laterally periodic, and
free vertically. A typical quenching run of about 5000 steps where, starting from
some initial configuration, until the minimum energy was carried out.
We have applied this procedure first to a flat Au(llO), then to a (lxA;)
missing row model consisting of fe—1 rows missing in the topmost (110) layer,
k—2 in the second layer, and so on. For each starting point, we have searched and
reached the lowest energy Eo, and the corresponding optimal structural configu¬
ration. Table 4.3 presents the surface energy, defined as
cr = {Eo- NEc)l2A, (5.1)
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where Ec = 3.78eV is the cohesive energy per atom for Au, N is the total number
of atoms in the slab. A is the (110) surface area, defined as {x,y) area of the MD
box, and the factor 2 accounts for the two surfaces of the slab. Also shown in
Table 5.1 are the percent variation of the average (110) interlayer distances Adi2
(the inter layer distance between first and second layers), and Ad2z (the inter layer
distance between second and third layers), relative to the bulk value do = 1.439A.
The best configuration is found to be the (1x2) missing row, in agreement
with experimental evidence [4, 5, 6, 7]. A lateral picture of our optimized (1x2)
surface structure is presented in Fig. 5.1. The top most row is deeply sunken,
with a 20% contraction relative to the second layer. This value, as can be seen
from Table 5.1, falls in the value range estimated by recent experimental data,
indicating a contraction in the range 18%-20% [5, 6, 7]. It disagrees with ear¬
lier reports of outward expansion [4]. The lateral motion of second layer atoms
{vb — Vm) is about O.OlA, a contrast in sign to that indicated experimentally [5].
The third layer is buckled: the atoms directly underneath the missing row are
slightly pushed up, while the others are pushed down by the first-layer atoms.
Our total third layer buckling is ze — zd = 0.20A. The corresponding experimen¬
tal values are reported in the range 0.20-0.24 A [5, 7].
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Z
Figure 5.1: The side view of Au(llO) (1x2). A is on the top layer and displaced
20% inward relative to the unrelaxed position. B and C are both on the second
layer without any relative displacement. I) and E are belong to the same layer
(third layer); but after relaxation D is displaced downward while E is moving
upward. The rest of the layers are the same as in their bulk positions.
Our optimized (1x2) missing row structure does not have second layer
lattice distortions, which was discussed by Ericolessi and co-workers [17]. In the
latter predicted configuration, the topmost [110] rows undergo a uniform “slid¬
ing” translation — ajo ~ 0.27A along the row direction, and the second layer
follows with xb — xm = O.ObA. None of the experiments reported have yet shown
this “shding-distortion”, and our calculation strongly suggests that the “sliding
distortion” is an artifact of the “glue” model, mostly due to its ultrasoft pair
potential.
5.2 Au(lll) Surface
The study of the structure and stability of clean metallic surface has been
the focus of a wealth of experimental and theoretical investigations. The change in
environment experienced by the surface atoms may induce surface reconstruction
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where the surface layer assumes a structural arrangement different from that ex¬
pected from a bulk-like continuation. The fee (110) surface, due to its close-packed
arrangement, should be the most stable and is thus most hkely to reconstruct.
The Au(lll) surface has been the first system to realize the reconstruction
idea when it was found to reconstruct at room temperature [45]. This room-
temperature reconstructed phase has been studied by low-energy electron diffrac¬
tion [46], transmission electron diffraction [47], scanning tunneling microscopy [48]
etc. yielding a multitude of information enough to discern, quite accurately.
5.3 Herringbone Structure
A (111) lattice plane within the face-centered (fee) Au crystal is a hexagonal
array of atoms, all in equivalent positions. If the Au(lll) surface kept this struc¬
ture, the flat terraces between atomic steps would appear featureless. Instead,
the surface reconstructs, shortening its nearest neighbor distances to compensate
for the smaller number of neighbors (9, instead of 12 in the bulk). The details of
this reconstruction were revealed first using helium atom scattering [49].
Among the observed (111) surfaces of the noble metals, the Au(lll) sur¬
face is specially interesting to study further because of the following reasons. Gold
is the only fee metal whose (111) surface reconstructs. Moreover the reconstruc¬
tion of the Au(lll) surface is not a conventional one, but is a complex system
consisting of both a short-range (23x\/3) and a long range structure called the
61
and nucleation sites on the surface [49]. WoU et. al. presented the scanning tun¬
neling microscope (STM) image of the Au(lll) surface which exhibits mostly the
topographic nature of the surface.
The image shows several pairs of bright stripes on the terraces. According
to this model for the reconstructed Au(lll) (23xv/3) surface, 23 gold surface
atoms are packed on 22 bulk lattice sites along the (110) direction in a unit
cell resulting in uniaxial contraction of 4.4%. Consequently, the surface atoms
are forced to occupy the three different atomic-stacking sites such as normal fee
type (ABC...), hexagonal-close-packed (hep) type (ABAB...), and incommensu¬
rate type (bridge site). The observed ridges called '"'‘soliton walls” are interpreted
as transition regions consisting of bridge-site atoms, which separate fee and hep
regions. The formation of zigzag patterns is characteristic of the herringbone re¬
construction, and is explained by the spontaneous formation of “stress domains”
in order to reduce the uniaxial surface stress.
5.3.1 Construction of Herringbone Structure
The relaxed Au(lll)-(23x\/3) surface gives roughly a 2:1 fee to hep ratio
as shown on Fig. 4.2. This is one criterion to construct the herringbone. In the
following, we explain step by step how we prepare the herringbone structure from
relaxed Au(lll)-(23x\/3) structure.
Step One: The unrelaxed Au(lll)-(23x\/3) structure is created using a
lattice constant equals to 4.07A. Here the top layer has 23 atoms along (110) seated
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on top of 22 atoms on the second layer along the same direction. We put 20 atoms
on both top and second layer along the (112) direction. This number is arbitrary.
However the energy could not be the minimum. To select the correct one, one
needs to plot the number versus surface energy of the herringbone structure and
choose the one that gives the minimum energy.
Step Two: Using the above slab as a starting configuration, run the
molecular dynamics for the “pair-functional” potential and find the optimized
structure. As we discussed above, a necessary condition for the construction of
the herringbone structure is the capability of reproducing the 2:1 fee to hep ratio
with the “pair-functional” potential. The structure is shown in Fig. (4.2).
Step Three: For such a constructed structure, the hep region is not
located at the center of the slab. In order to create the herringbone structure, we
need the hep region to be at the middle of the slab. To do this, we cut and shift
all atoms located on the first half of fee region to the right end of the slab. We
then rearranged the coordinates of aU the atoms so that the left bottom corner
of the slab will be at the origin and the entire slab wiU be in the first quadrant.
Such an arranged slab can be seen in Fig. (5.2).
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Figure 5.2: The rearranged Au(lll) (23 x -\/3) after shifting the structure.
Step Four: We cut the slab by a straight line whose slope is tan30° and
which passes through the origin. We translate or remove aU the atoms located
below this line by a vector Yleng j along the Y-axis, where Yleng is the boundary
length along the Y-axis and j is a unit vector along the Y direction. Fig. (5.3)
shows the structure after these operations.
Figure 5.3: Construction of the herringbone structure after cutting the shifted
crystal.
Step Five: The whole slab is rotated by 60° about the origin. Keep
in mind that in steps four and five the boundary size is changed, and the total
number of atoms remains the same as the original (23X a/3) structure.
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Figure 5.4: Construction of the herringbone structure after rotating the crystal.
• Step Six: Finally, the rotated structure above is duplicated by reflecting
the whole crystal about the Y-axis. After the reflection, we eliminate those
atoms which reflect to themselves. This implies that the total number of
atoms is not just twice the number of atoms in the original (23x-\/3)- The
boundary length along the Y-axis remains the same as that of the rotated
crystal in Fig. (5.4). The boundary length along the X-axis increases . This
configuration is then the desired starting herringbone structure. One such
unrelaxed herringbone structure is shown below in Fig. (5.5).
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The traditional pair wise potentials fail to explain many practical proper¬
ties of metals. This failure calls for the development of many-body potentials.
The objective of this thesis was then to study in more detail the failure of the
pair wise potentials and to understand the foundation of many-body empirical
potentials. The problems with the existing many-body potentials are addressed.
The ‘glue’ model uses three analytical forms of functions to fit the material prop¬
erties, including only the nearest neighbor atoms for Au. Although this model
is considered to be the best among the “pair-functional” models, it does not sat¬
isfactorily describe certain surface properties and bulk phonon properties. For
example, in the (110) surface, the potential shows an artifact ‘sliding distortion’
on top layer atoms. For the (111) surface, it does not predict the 2:1 fee to hep
region ratio. This is because it uses only nearest neighbor interactions. In order
to differentiate fee from hep, one must consider interactions at least up to third
neighbors. In addition to the surface properties, it is important to predict the
bulk phonon frequencies and the stacking fault energies.
To overcome the above mentioned problems, we have developed an efficient
scheme to improve the “pair-functional” many-body potentials. In our approach,
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we use two parameterized empirical functions, namely, density and pair potential
functions. The embedding function is computed by subtracting the two body
interaction potential from the universal energy function. The parameters are
determined by fitting the potential to the material properties.
Our potential reproduces most of the bulk properties observed experimen¬
tally, including phonon frequencies and stacking fault energies. Using molecular
dynamics, we have studied the ability to reproduce the experimentally observed
surface properties. The result shows that our potential can predict the (111) and
(110) surfaces of gold very well. The Au(llO) (1x2) structure was found to be the
stable structure without any sliding distortion. The Au(lll) (23x\/3) structure
shows a 2:1 fee to hep ratio.
The correct result of Au(lll) (23x\/3) structure encouraged us to study
the larger and more complicated herringbone structure. This structure has not
been simulated theoretically by “pair-functional” potentials previously due to its
size as well as the lack of a reliable potential.
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