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Resumen
Se analizan los actuales sistemas semánticos para la indexación y recuperación de la información no textual en internet. 
El uso combinado de técnicas de visión artificial y el contenido textual en el que se enmarcan las imágenes, conforman los 
algoritmos más efectivos para conseguir que los motores de búsqueda en la nube puedan llegar a generar los mejores resul-
tados en la recuperación de la información pertinente. El futuro inmediato de la Web pasa por lograr una contextualización 
automática de las imágenes que permita establecer similitudes entre los contenidos no textuales, y poder recuperarlos de 
forma efectiva.
Palabras clave
Anotación automática de imágenes, Visión artificial, Tecnologías semánticas, Procesamiento de lenguaje natural, Contex-
tualización de imágenes, Content-based image retrieval (cbir).
Title: Joint use of semantics and visual analysis for automatic image annotation and retrieval
Abstract
The present stage of development of semantic systems used in the indexing and retrieval of non-text information on the 
internet is described. The most effective algorithms for retrieval of non-text information are the combined use of computer 
vision and content analysis of the text associated with the images. These techniques can lead to the best results in the 
retrieval of relevant information. The Web’s immediate future lies in automatic contextualisation of images to establish 
similarities between them and to be able to effectively retrieve non-text content.
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1. Introducción
La mayoría de las aplicaciones y tecnologías que están sur-
giendo en internet se centran en permitir a los usuarios utili-
zar diferentes tipos de contenidos multimedia, como vídeos 
o imágenes. Por ejemplo, Facebook publicaba a principios 
de 2011 que en el último fin de semana del año anterior se 
subieron 750 millones de fotografías (Facebook, 2011). Esta 
tendencia crece de forma imparable, ya que Youtube repor-
taba una subida de 8 horas de vídeo por minuto en 2007 
mientras que en mayo de 2011 mostraba unas estadísticas 
de 48 horas por minuto (Youtube, 2011).
De todas ellas, el modelo más utilizado, es la anotación au-
tomática de imágenes (Makadia; Pavlovic; Kumar, 2010). 
En este modelo, dada una imagen, un sistema automático 
se encarga de analizarla y etiquetarla en función de varios 
parámetros, de tal forma que al realizar la búsqueda los 
motores analicen las etiquetas textuales de forma rápida y 
arrojen los resultados más pertinentes.
El presente artículo se centra en analizar las tendencias ac-
tuales a la hora de anotar una imagen de forma eficiente, 
en base a su contenido visual y a la información que aporta 
el propio sitio web, lo que se denominaría el “contexto de 
la imagen”. Así mismo, se describirá brevemente el estado 
actual de los buscadores de imágenes, así como las nece-
sidades planteadas de cara a encontrar lo que los usuarios 
realmente quieren.
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Es fundamental permitir a los usuarios el 
acceso eficiente a la información multi-
media que desean
El futuro de la Web pasa por gestionar 
toda la información multimedia
El futuro de la Web pasa por gestionar toda esa información 
multimedia, y sobre todo por hacer posible su acceso de for-
ma inteligente desde cualquier parte del mundo, teniendo 
en cuenta que un contenido que no se puede encontrar, no 
existe. Las tecnologías involucradas son numerosas: desde el 
manejo de grandes cantidades de datos, hasta las redes de 
telecomunicaciones que soportan el movimiento de estas 
grandes cantidades de información, pasando por bases de 
datos distribuidas y de rápida accesibilidad para mejorar los 
tiempos de consulta. Es fundamental permitir a los usuarios 
el acceso eficiente a la información multimedia que deseen. 
El objetivo es favorecer que los diferentes motores de bús-
queda sean capaces de encontrar la información multime-
dia en función de su contenido, lo que se denomina content 
based information retrieval (cbir).
El caso de las imágenes es un ejemplo claro: si un usuario 
desea buscar una fotografía del edificio del museo Guggen-
heim de Bilbao, el sistema deberá analizar las existentes en 
internet y saber que una imagen muestra el Guggenheim 
de Bilbao y no el de New York, Venecia, Berlín o Las Vegas. 
En la actualidad esto dista de estar resuelto. Los grandes 
motores, como Google o Bing en su versión de búsqueda 
de imágenes, realizan dicha búsqueda en función de las eti-
quetas html que incluyen los usuarios, del propio nombre 
de la imagen o del pie de foto de la misma. Esto deriva en 
búsquedas no siempre adaptadas a las necesidades reales 
de los usuarios.
Estas necesidades latentes han provocado que tanto los 
motores de búsqueda como los investigadores de todo el 
mundo, estén analizando nuevas formas de llevar a cabo 
búsquedas efectivas sobre grandes conjuntos de contenidos 
multimedia y, específicamente, sobre imágenes estáticas. 
2. Anotación semántica de imágenes
El primer paso a dar para realizar la búsqueda de imáge-
nes es anotar su contenido. Es primordial analizar la propia 
imagen mediante tecnologías de visión artificial, con lo que 
se logrará conocer el contenido de la misma. Estas técnicas 
permiten obtener su representación matemática de tal for-
ma que posteriormente es necesario interpretar esta infor-
mación de bajo nivel para encontrar su correspondencia con 
conceptos semánticos de alto nivel. Este es el principal pro-
blema que encuentran los investigadores en la actualidad 
para poder realizar una anotación de imágenes en función 
de su contenido y se le denomina semantic gap.
Desde el comienzo de la anotación de imágenes no esta-
ba claro si era posible atravesar el semantic gap. Diferen-
tes estudios del cerebro humano han investigado cómo 
se representan los objetos en el córtex visual (Serre et al., 
2007; Dicarlo, 2009), pero no se podía saber cómo se reali-
za el cambio a una representación semántica de la imagen 
formada en la retina (Tousch; Herbin; Audibert, 2011). En 
cuanto a la posibilidad de realizar la interpretación semán-
tica por parte de sistemas automáticos de procesamiento, 
no ha sido hasta 2011 cuando se ha demostrado que cuanto 
más similitudes visuales tengan dos imágenes, mayor será 
su similitud semántica (Deselaers; Ferrari, 2011).
La barrera del semantic gap es crítica a la hora de realizar la 
anotación y se ha abordado desde diferentes puntos: 
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– utilizando técnicas estadísticas para mapear característi-
cas de bajo nivel a vocabularios no estructurados de alto 
nivel (Csurka et al., 2004); 
– mediante representaciones intermedias compartidas 
entre varios objetos (Torresani; Szummer; Fitzgibbon, 
2010); 
– usando jerarquías semánticas de vocabularios limitados 
que aportan un mayor grado de riqueza semántica (Gao; 
Chia; Cheng, 2010);
– mediante la utilización de técnicas complejas de procesa-
miento de lenguaje natural para definir, no sólo el conte-
nido de las imágenes sino también las relaciones existen-
tes entre el propio contenido (Lee; Trauman, 2010).
De todo ello se hablará más en profundidad en los siguien-
tes apartados. Primero, se describirán las líneas de inves-
tigación actuales en el campo del análisis de imagen para 
la detección de objetos y anotación de imágenes a gran 
escala, mientras que en segundo lugar se mostrará el fun-
cionamiento de la contextualización de las imágenes con el 
objetivo de disminuir el semantic gap enriqueciendo la ano-
tación automática de las imágenes.
2.1. Procesamiento automático de imágenes para 
anotación del contenido visual
Su objetivo es utilizar tecnologías de visión artificial para de-
tectar qué “elementos” componen la imagen. Como es de 
suponer, el concepto “elemento” es muy amplio y por tanto, 
las anotaciones de las imágenes también pueden ser extre-
madamente extensas, desde la detección de las personas 
que están presentes hasta la del tipo de árboles existentes o 
las acciones que se están realizando.
Es primordial analizar la propia imagen 
mediante tecnologías de visión artificial 
para conocer su contenido
El contenido de la imagen es muy importante a la hora de 
anotarla para su posterior recuperación. Pero hay situacio-
nes en las que la información visual no aporta todo el con-
tenido de la propia imagen y es evidente que la combina-
ción de la información visual con otra información textual, 
es beneficiosa para los sistemas de anotación (García-Se-
rrano, 2011). Para lograr una mayor riqueza de anotación, 
destacamos una línea de investigación a la que cada vez se 
están dedicando más esfuerzos y será muy relevante en el 
futuro: la “contextualización de la imagen”. Generalmente, 
una imagen estará localizada dentro de una o varias webs 
que tratarán sobre temas relacionados con ella. De esta 
forma, la contextualización de la imagen analiza las propias 
webs, en vez de la imagen, y busca obtener un mayor co-
nocimiento del contenido de la imagen además del que se 
pueda extraer de la misma. Por ejemplo, si se presenta en 
una web una imagen del cuadro de Las meninas, el sistema 
de procesamiento visual sabrá que hay un perro, un espejo, 
varias personas, incluso podría llegar a saber quiénes son las 
personas. Pero, del texto que rodea la imagen se puede ex-
traer información sobre quién fue el autor, cuándo se pintó, 
pudiendo reconocer que se trata del cuadro original pintado 
por Velázquez o la reinterpretación de Picasso.
Figura 1. Las meninas de Velázquez Figura 2. Las meninas de Picasso
Desde el comienzo de la anotación de 
imágenes no estaba claro si era posible 
atravesar el semantic gap
Detección de objetos a pequeña escala
Una de las líneas de investigación que tiene más fuerza en el 
campo de la visión artificial es la categorización de objetos 
en imágenes, es decir, identificar qué clases de objetos exis-
ten en una imagen (persona, coche o edificio).
Esta línea de investigación no es nueva y los primeros traba-
jos se remontan a los años 70 (Fischler; Elschlager, 1973), 
con resultados modestos. Hoy en día, la evolución del cam-
po de detección y categorización de objetos está aumentan-
do de forma exponencial. En los últimos trabajos el objetivo 
es crear y entrenar un algoritmo específico para detectar un 
tipo de objeto, existiendo varias aproximaciones que se pue-
den ver en diversos artículos de referencia (Dicarlo, 2009).
Para lograr avanzar en este campo, numerosas comunida-
des de investigadores están creando bases de datos de imá-
genes comunes y públicas sobre las que cualquiera pueda 
realizar pruebas, de tal forma que sea posible establecer 
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de realizar la anotación centrándose en un conjunto limita-
do de imágenes.
Una aproximación muy empleada, debido a su similitud 
con los algoritmos clásicos mencionados anteriormente, es 
modelizar de forma individual todo el universo de objetos a 
anotar (Hao et al. 2009). Otra que está teniendo muy bue-
nos resultados es la de combinar información estadística de 
todos los tipos de conceptos a anotar en una imagen y rea-
lizar una modelización conjunta (Weston; Bengio; Usunier, 
2011). En este caso sigue siendo necesario modelizar todo 
el universo, pero la combinación de información relativa a 
relaciones semántica y visual entre conceptos posibilita me-
jorar la anotación.
comparaciones entre los diferentes métodos que se propo-
nen. Un ejemplo es el denominado Visual object classifica-
tion challenge (Everingham et al., 2010). Esta competición 
se celebra una vez al año y reúne decenas de algoritmos que 
tratan de obtener la mejor tasa de aciertos sobre un conjun-
to definido de 20 objetos, entre los que se encuentran por 
ejemplo “persona”, “botella”, “avión” o “planta”; y en la cual 
se puede ver el avance del estado de la técnica. En la tabla 
1 se comparan los algoritmos ganadores de la competición 
entre los años 2007-2011. Se muestra para cada año, la me-
jor puntuación obtenida por el algoritmo ganador, la peor 
y la puntuación media de los 20 objetos. Además, muestra 
qué algoritmo ha sido el ganador, así como los objetos que 
han conseguido la mejor y la peor puntuación.
Año
Mejor 
objeto 
detectado
Mejor 
puntuación 
(%)
Peor 
objeto 
detectado
Peor 
puntuación 
(%)
Puntuación 
media
(%)
2007 persona 85,9 botella 33,1 59,4
2008 persona 86,9 planta 29,2 54,9
2009 avión 88,0 planta 36,6 66,5
2010 avión 93,0 planta 48,6 73,8
2011 avión 95,0 planta 56,5 78,6
Tabla 1. Algoritmos ganadores de la competición entre 2007-2011
Desde 2007 hasta 2011 se ha producido una evolución en 
las tasas de acierto, de tal forma que todas (incluida la me-
nor) han aumentado con el paso de los años.
El salto cuantitativo ha sido muy grande, por lo que cada vez 
los sistemas de detección de objetos son más perfectos en 
tareas como detectar un objeto concreto en un determina-
do tipo de imagen.
Uno de los sistemas de contextualiza-
ción que más se está trabajando es la re-
lación de una imagen con sus etiquetas 
asociadas en la página web
Detección de objetos a gran escala
A pesar del avance en la detección de objetos, estos traba-
jos se están centrando en el análisis de imágenes a pequeña 
escala (se trabaja con unos pocos cientos de imágenes en 
escenas más o menos controladas). Cuando se pasa a una 
escala del tamaño de internet, donde las imágenes pueden 
contener todo tipo de objetos en todo tipo de situaciones, se 
deben tener en cuenta otros aspectos. Este ámbito comienza 
a tener una gran relevancia y se están generando bases de 
datos comunes para la comparativa, como puede ser Saia-
pr-TC 12 (Escalante et al., 2010), con unas 20.000 imágenes, 
MIR Flickr (Huiskes; Lew, 2008), con 1 millón de imágenes en 
su edición de 2010, o las competiciones The imagenet large 
scale visual recognition challenge o ImageCLEF.
Existen dos grandes aproximaciones para solventar el pro-
blema de la anotación automática: modelizar todo el uni-
verso de elementos que existen o reducir el mundo a la hora 
Para lograr una mayor riqueza de anota-
ción, destaca una línea de investigación 
que será muy relevante en el futuro, la 
“contextualización de la imagen”
Existe una segunda aproximación: reducir el problema de 
anotación antes de modelizar los objetos. La ventaja clara 
de este tipo de sistemas es que no es necesario modelizar 
todos y cada uno de los elementos existentes en el mundo. 
La propuesta, cuyo máximo exponente se encuentra en el 
artículo de Makadia, Pavlovic y Kumar (2010), se basa en 
que a la hora de anotar una imagen, ésta se compare visual-
mente con un conjunto de entrenamiento ya anotado. Una 
vez se conozcan las imágenes más similares, se analizan sus 
anotaciones y se trata de inferir, en base a ellas, las anotacio-
nes de la imagen que deseamos anotar. Esta aproximación 
es mucho más sencilla que otras propuestas anteriores, pero 
según sus autores es la que mejores resultados obtiene, con 
una tasa de aciertos del 35% mientras que con otros méto-
dos de modelización de objetos más complejos se obtienen 
valores inferiores, como el 32% (Llorente; Manmatha; Rü-
ger, 2010). Debido a su simplicidad, han comenzado a apare-
cer evoluciones de este método que permiten alcanzar una 
tasa de acierto hasta del 52% (Verbeek et al., 2010).
2.2. Contextualización de las imágenes en la web
A pesar de las mejoras en el procesamiento de imágenes, hay 
más información adicional que puede extraerse conociendo 
el entorno web que rodea a una imagen y que se denomi-
na “contexto de la imagen”. Este contexto web es capaz de 
mejorar la anotación automática de imágenes gracias a que 
permite eliminar la ambigüedad de los conceptos a anotar. 
En este apartado se mostrarán dos de las tecnologías más 
relevantes de contextualización web, la primera de ellas se 
basa en las propias “etiquetas” relacionadas con las imáge-
nes, mientras que la segunda trata de un nuevo modelo de 
contextualización fundamentado en las redes sociales.
Contextualización en base a etiquetas
Uno de los sistemas de contextualización que más se está 
trabajando en la actualidad es la relación de una imagen con 
sus etiquetas asociadas en su página del sitio web. Un ejem-
plo claro es Flickr, donde cada usuario puede subir sus imá-
genes y etiquetarlas en función de sus intereses personales, 
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y donde gracias a su importancia están 
surgiendo numerosas iniciativas (Ul-
ges; Worring; Breuel, 2011). Una de las 
más innovadoras es el hecho de utilizar 
la estructura del contenido de la web 
que proporcionan los usuarios. Por 
ejemplo, la comunidad Flickr organiza 
sus fotos en base a los grupos. Existen 
200.000 grupos que han sido definidos 
y relacionados con todo tipo de temas 
como “fotos de fiestas” o “fotografía 
natural”. La utilización de los grupos se 
centra en la fase de aprendizaje del sis-
tema, donde para cada grupo se gene-
ra un modelo. Durante la anotación, la 
información del grupo se asume como 
proporcionada por el usuario, es decir 
utilizan los grupos como fuente adi-
cional de información para eliminar la 
ambigüedad (Ulges; Worring; Breuel, 
2011).
Otros autores consideran que los resultados obtenidos de 
Flickr son muy “ruidosos” es decir, se obtienen muchas imá-
genes que tienen poco o nada que ver con la imagen anota-
da. Este fenómeno se puede observar en la figura 3, donde 
se ilustran los resultados de la búsqueda con la palabra “pe-
rro”: entre los primeros 36 resultados obtenemos 4 que no 
corresponden (11%).
Por ello, cuando se utiliza Flickr para construir una base de 
datos de entrenamiento para la anotación de imágenes, es 
necesario hacer un filtrado previo, aplicando la máxima de 
que una imagen es relevante para una cierta etiqueta cuan-
do la etiqueta describa el contenido de una o más regiones 
de la imagen (Tang et al., 2011).
Contextualización en base a redes sociales
Otras iniciativas utilizan las redes sociales (Elhai; Karlsen; 
Akselsen, 2009) para adquirir los metadatos contextuales 
sociales. Las redes sociales son una de las plataformas más 
utilizadas por las comunidades online para compartir tex-
to, imágenes y vídeos. Se basan en perfiles de usuarios que 
ofrecen una descripción de cada miembro. Además de las 
imágenes subidas por un usuario, su perfil contiene comen-
tarios y opiniones positivas/negativas sobre las mismas.
Un trabajo de análisis del contexto más complejo es el lle-
vado a cabo por Elhai, Karlsen y Younas (2011). En él se 
propone un sistema que genera de forma semi-automáti-
ca anotaciones de imágenes sobre la ontología OntoCAIM, 
considerando el contexto de una red social y haciendo uso 
de las anotaciones manuales de imágenes proporcionadas 
por el usuario más activo. Para ello, infieren a este usuario 
mediante social network analysis y se toman sus anotacio-
nes como base para las imágenes objetivo.
La ontología OntoCAIM reutiliza las ontologías FOAF (repre-
senta el perfil del usuario de la red social), SIOC (representa 
comunidades online), EXIF (representa metadatos básicos 
de fotografías) y WordNet (ayuda en la desambiguación del 
lenguaje natural), y por lo tanto describe la red social y las 
imágenes. Como se ha comentado, este sistema gira entor-
no al contexto social de una imagen que estaría formado 
entre otros por la geo-referencia, fecha y hora y la granulari-
dad de las relaciones entre actores de la red social:
– para obtener el actor central o correcto utilizan técnicas 
de SNA (social network analysis); 
– la fecha y hora es utilizada porque se parte de la hipótesis 
de que fotografías que hayan sido sacadas en un corto es-
pacio de tiempo, seguramente sean muy similares porque 
la cámara no puede haber estado en localizaciones muy 
distantes en el umbral de 5 minutos que plantean inicial-
mente;
– la geo-referencia se utiliza para agrupar fotografías toma-
das dentro de un radio concreto, siempre y cuando con-
tengan en sus metadatos las coordenadas GPS.
Otra opción de utilización de las redes sociales como ayuda 
a la anotación es el reconocimiento facial para la anotación. 
Figura 3. Resultados en Flickr para búsqueda con la palabra “perro”
Otra opción de utilización de las redes 
sociales como ayuda a la anotación es el 
reconocimiento facial
En el trabajo de Stone, Zickler y Darrel (2008) se propone 
mejorar los algoritmos de reconocimiento utilizando las re-
des sociales. Así, una imagen facial puede no ser reconocida 
por diversos motivos (iluminación, maquillaje). En este caso, 
se utilizan imágenes parecidas anotadas de forma manual 
en las redes sociales y se analizan las personas que apare-
cen en la misma imagen, identificando grupos de amigos. 
De esta forma, la tasa de anotaciones automáticas de perso-
nas aumenta considerablemente gracias al uso del contexto 
social.
3. Sistemas de búsqueda de imágenes actuales
Se ha visto cómo es posible anotar de forma automática el 
contenido de una imagen. El objetivo final de esta anotación 
es permitir a los motores de búsqueda la recuperación de 
imágenes de forma inteligente. Existen numerosos intentos 
por crear buenos buscadores de imágenes basados en su 
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contenido. Algunos de los más avanzados se pueden encon-
trar en la tabla 2.
Hay que destacar el buscador Google images en su versión 
de búsqueda de imágenes similares (opción a la derecha 
de una imagen hallada). Tras realizar numerosas pruebas, 
se ha comprobado que es capaz de realizar búsquedas de 
muy distintos tipos dependiendo de la imagen subida. Por 
ejemplo, si se le indica la imagen frontal de un coche, puede 
reconocer la marca y modelo, así como su color. En cambio, 
si se le muestra el mismo coche en una vista lateral, sólo 
intuye que es un vehículo y devuelve imágenes genéricas de 
vehículos. Esto demuestra que los buscadores comienzan a 
anotar los contenidos para su búsqueda, pero el resultado 
no es del todo correcto, ya que existen casos en los que se 
buscan imágenes de un determinado elemento y aparecen 
imágenes de otros que no esperamos. Este fenómeno está 
relacionado con la experiencia de uso, que no es satisfacto-
ria porque el usuario espera otra información.
Por ello, como reto futuro en el campo de la recuperación 
inteligente de imágenes se puede destacar la necesidad de 
avanzar en la elaboración de herramientas de medición de 
la satisfacción de la experiencia de usuario, considerando 
sus expectativas y estado emocional. El resultado de estas 
mediciones debería influir en el proceso de búsqueda y pre-
sentación de los resultados. Así mismo, la anotación de imá-
genes posee un factor de medición subjetivo, es decir, es-
peramos que la anotación sea tan buena como aquella que 
realizaría un ser humano. Por ello, esta subjetividad influye 
de forma determinante en la recuperación de información: 
ésta será mejor cuanto mejor sea la anotación. Pero si ade-
más se une a la evolución de la capacidad de medición de la 
calidad de la experiencia -aprendiendo qué es lo que cada 
usuario espera en cada ocasión- la recuperación inteligente 
de información daría un paso de gigante.
anotación efectiva muy altas. En un futuro las anotaciones 
según el contenido serán mucho más eficientes.
Por otra parte, se ha descrito cómo las imágenes en la Web 
están rodeadas de información de contexto, útil para ayudar 
en el proceso de anotación de las imágenes. Las redes socia-
les, los sitios para compartir fotografías, etc., son fuentes de 
dicho contexto y sirven, por un lado para construir nuevas 
y mejores bases de entrenamiento, y por otro para mejorar 
la precisión, problemas clave en todo proceso de anotación 
de imágenes.
Buscador de imágenes Referencia web
TinEye http://www.tineye.com
Cydral http://www.cydral.com
Quintura (y versión Kids) http://www.quintura.com
Google similar images http://images.google.com
Ithaki http://www.ithaki.net
LTU http://www.ltutech.com
Pixlogic http://www.pixlogic.com
Tabla 2. Buscadores de imágenes
Existen numerosos intentos por crear 
buenos buscadores de imágenes basa-
dos en su contenido
4. Conclusiones
La búsqueda de imágenes es uno de los retos del futuro de 
internet. En la actualidad se están proponiendo modelos de 
anotación automática de imágenes en base a su contenido.
Se ha querido destacar que aunque el campo del análisis de 
imagen está aún en evolución, va alcanzando unas tasas de 
Como reto futuro es necesario avanzar 
en la medición de la satisfacción de la 
experiencia de usuario, considerando 
sus expectativas y estado emocional
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