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Abstract
Compressing convolutional neural networks (CNNs) is essential for transferring
the success of CNNs to a wide variety of applications to mobile devices. In con-
trast to directly recognizing subtle weights or filters as redundant in a given CNN,
this paper presents an evolutionary method to automatically eliminate redundant
convolution filters. We represent each compressed network as a binary individual
of specific fitness. Then, the population is upgraded at each evolutionary iteration
using genetic operations. As a result, an extremely compact CNN is generated using
the fittest individual. In this approach, either large or small convolution filters can
be redundant, and filters in the compressed network are more distinct. In addition,
since the number of filters in each convolutional layer is reduced, the number of
filter channels and the size of feature maps are also decreased, naturally improving
both the compression and speed-up ratios. Experiments on benchmark deep CNN
models suggest the superiority of the proposed algorithm over the state-of-the-art
compression methods.
1 Introduction
Large-scale deep convolutional neural networks (CNNs) have been successfully applied
to a wide variety of applications such as image classification [11, 22, 15], object de-
tection [8, 20], and visual enhancement [6]. To strengthen representation capability
and improve CNN performance, several convolutional layers have traditionally been
used in network construction. Given the complex network architecture and numerous
variables, most CNNs place excessive demands on storage and computational resources,
thus limiting them to high-performance servers.
We are now in an era of intelligent mobile devices. Deep learning, one of the most
promising artificial intelligence techniques, is expected to reduce reliance on servers
and to apply advanced algorithms to smartphones, tablets, and wearable computers.
Nevertheless, it remains challenging for mobile devices without GPUs and the neces-
sary memory to carry CNNs usually run on servers. For instance, more than 232MB
of memory and 7.24 × 108 floating number multiplications would be consumed by
AlexNet [15] or VGGNet [22] to process a single, normal-sized input image. Hence,
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special developments are required to translate CNNs to smartphones and other portable
devices.
To overcome this conflict between reduced hardware configurations and the higher
resource demands of CNNs, several attempts have been made to compress and speed
up well-trained CNN models. Liu et al. developed to [17] learn CNNs with sparse
architectures, thereby reducing model complexities compared to ordinary CNNs, while
Han et al. [10] directly discarded subtle weights in pre-trained CNNs to obtain sparse
CNNs. Figurnov et al. [7] reduced the computational cost of CNNs by masking the
input data of convolutional layers. Wen et al. [25] explored subtle connections from
the perspective of channels and filters. In the DCT frequency domain, Wang et al.
[24] excavated redundancy on all weights and their underlying connections to deliver
higher compression and speed-up ratios. In addition, a number of techniques exist to
compress convolution filters in CNNs including weight pruning [10, 9], quantization and
binarization [13, 3, 1, 2], and matrix decomposition [5].
While these methods have reduced the storage and computational burdens of CNNs,
the research to deep model compression is still in its infancy. Existing solutions are
typically grounded in different, albeit intuitive, assumptions of network redundancy,
e.g. weight or filter redundancy with small absolute values, low-rank filter redundancy,
and within-weight redundancy. Although these redundancy assumptions are valid, we
hypothesize that all possible types of redundancy have yet to be identified and validated.
We postulate that an approach can be developed to autonomously investigate the diverse
and volatile network redundancies and to constantly upgrade the solution to cater for
environment changes.
In this paper, we develop an evolutionary strategy to excavate and eliminate redun-
dancy in deep neural networks. The network compression task can be formulated as a
binary programming problem, where a binary variable is attached to each convolution
filter to indicate whether or not the filter takes effect. Inspired by studies in evolutionary
computation [4, 19, 14], we treat each binary encoding w.r.t. a compressed network as an
individual and stack them to constitute the population. A series of evolutionary operators
(e.g. crossover and mutation) allow the population to constantly evolve to reach the
most competitive, compact, and accurate network architecture. When evaluating an
individual, we use a relatively small subset of the original training dataset to fine-tune the
compressed network, which quickly excavates its potential performance; therefore, the
overall running times of compressing CNNs are acceptable. Experiments conducted on
several benchmark CNNs demonstrate that compressed networks are more lightweight
but have comparable accuracies to their original counterparts. Beyond conventional
network redundancies, we suggest that convolutional filters with either large or small
weights possess redundancies, the discrepancy between filters is appreciated, and that
high-frequency coefficients of convolution filters are unnecessary (i.e. smooth filters are
adequate).
2 An Evolutionary Method for Compressing CNNs
Most existing CNN compression methods are based on the consensus that weights
or filters with subtle values have limited influence on the performance of the original
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Figure 1: An illustration of the evolution of LeNet on the MNIST dataset. Each dot
represents an individual in the population, and the thirty best individuals are shown
in each evolutional iteration. The fitness of individuals is gradually improved with
an increasing number of iterations, implying that the network is more compact but
remaining the same accuracy. The size of the original network is about 1.5MB.
network. In this section, we introduce an evolutionary algorithm to significantly excavate
redundancy in CNNs and devise a novel compression method.
2.1 Molding Redundancy in Convolution Filters
Considering a convolutional neural network L with p convolutional layers {L1, ...,Lp},
we define p sets of convolution filters F = {F1, ..., Fp} for these layers. For the i-th
convolutional layer, its filter is denoted as Fi ∈ RHi×Wi×Ci×Ni , where Hi and Wi
are the height and width of filters, respectively, Ci is the channel size, and Ni is the
number of filters in this layer. Given a training sample X and the corresponding ground
truth Y , the error of the network can be defined as E(X ,Y,F), which could be, for
example, softmax or Euclidean losses. The conventional weight pruning algorithm can
be formulated as
min
B1,...,Bp
||E(X ,Y, Fˆ)− Y||2F + λ
p∑
i=1
||Bi||1,
s.t. Fˆ = {F1 ◦B1, ..., Fp ◦Bp}, Bi ∈{0, 1}Hi×Wi×Ci×Ni , ∀ i = 1, ..., p,
(1)
where Bi is a binary tensor for removing redundant weights in F, || · ||1 is the `1-norm
accumulating absolute values Bi, i.e. the number in Bi, ◦ is the element-wise product,
and λ is the tradeoff parameter. A larger λ will make Bi more sparse and so a network
parameterized with F will have fewer weights.
In general, Fcn. 1 is easy to solve if E(X ,Y, Fˆ) is a linear mapping of Fˆ. However,
neural networks are composed of a series of complex operations, such as pooling and
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ReLU, which increase the complexity of Fcn. 1. Therefore, a greedy strategy [9, 25] have
been introduced to obtain a feasible solution that removes weights with small absolute
values:
B
(h,w,c,n)
i =
{
0, if |F (h,w,c,n)i | ≤ τ,
1, otherwise,
(2)
where τ > 0 is a threshold. This strategy is based on the intuitive assumption that small
weights make subtle contributions to the calculation of the convolution response.
Although sparse filters learned by Fcn. 1 demand less storage and computational
resources, the size of the feature maps produced by these filters does not change. For
example, a convolutional layer with 10 filters will generate 10 feature maps for one
input data before and after compression, which accounts for a large proportion of online
memory usage. Moreover, these sparse filters usually need some additional techniques
to support and speed-up their compression such as CuSparse kernel, CSR format, or the
fixed-point multiplier [9]. Therefore, more flexible approaches [12, 25, 7] have been
developed to directly discard redundant filters:
B
(:,:,:,n)
i =
{
0, if ||F (:,:,:,n)i ||2F ≤ τ,
1, otherwise,
(3)
where B(:,:,:,n)i denotes the n-th filter in the i-th convolutional layer. By directly remov-
ing convolution filters, network complexity can be significantly decreased. However,
Fcn. 3 is also biased since the Frobenius norm of filters is not a reasonable redundancy
indicator. For example, most of the weights in a filter for extracting edge information
are very small. Thus, a more accurate approach for identifying redundancy in CNNs is
urgently required.
2.2 Modeling Redundancy by Exploiting Evolutionary Algorithms
Instead of the greedy strategies shown in Fcns. 2 and 3, evolutionary algorithms such
as the genetic algorithm (GA [4, 19]) and simulated annealing (SA [14]) have been
widely applied to the NP-hard binary programming problem. A series of bit (0 or 1)
strings (individuals) are used to represent possible solutions of the binary programming
problem, and these individuals evolve using some pre-designed operations to maximize
their fitnesses.
A binary variable can be attached to each weight in the CNN L to indicate whether
the weight takes effect or not, but a large number of binary variables will significantly
slow down the CNN compression process, especially for sophisticated CNNs learned
over large-scale datasets (e.g. ImageNet [21]). For instance, AlexNet [15] has eight
convolutional layers with more than 6×107 32-floating weights in total, so it is infeasible
to generate a population with hundreds of 6× 107-dimensional individuals. In addition,
as mentioned above, excavating redundancy in convolution filters itself produces a
regular CNN model with less computational complexity and memory usage, which is
more suitable for practical applications. Therefore, we propose to assign a binary bit
to each convolution filter in a CNN, and these binary bits form an individual b in this
network. By doing so, the dimensionality of b is tolerable, e.g. b ∈ {0, 1}9568 (without
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the last 1000 convolution filters corresponding to the 1000 classes in the ILSVRC 2012
dataset) for AlexNet.
During evolution, we use GA to constantly update individuals of greater fitness.
Other evolutionary algorithms can be applied using a similar approach. The compression
task has two objectives: preserving performance and removing the redundancy of the
original networks. The fitness of a specific individual b can therefore be defined as
f(b) = 1− E(X ,Y, Fˆ) + λ
L
p∑
i=1
||1− bi||1, (4)
where bi denotes the binary bit for the i-th convolution filter in the given network, and
L is the number of all convolution filters in the network. E(X ,Y, Fˆ) calculates the
classification loss of the network using compressed filters Fˆ = {F1 ◦B1, ..., Fp ◦Bp},
which supposed as a general loss taken value from 0 to 1. In addition, we include a
constant 1 in Fcn. 4, which ensures f(b) > 0 for the convenience of calculating the
probability of each individual in the evolutionary algorithm process. λ > 0 is the tradeoff
parameter, and
B
(:,:,:,n)
i =
{
0, if bi(n) = 0,
1, otherwise, (5)
where bi(n) = 0 implies that the n-th filter in the i-th layer has been discarded, otherwise
retained.
In addition, the last term in Fcn. 4 implicitly assumes that discarding every convo-
lution filter makes an equivalent contribution to compression. However, the memory
utilization of filters in different convolutional layers is different and related to the height
H , width W , and the number of channel C. Therefore, filter size must be taken into
account, and Fcn. 4 can be reformulated as:
f(b) = 1− E(X ,Y, Fˆ) + λ
M
p∑
i=1
(HiWiCi · ||1− bi||1) , (6)
where Hi, Wi, Ci are height, width, and channel number of filters in the i-th convolu-
tional layer, respectively. M =
∑p
i=1HiWiCiNi is the total number of weights in the
network, which scales the last term in Fcn. 6 to [0, λ].
In addition, the number of channels Ci in the i-th layer is usually set as the number
of convolution filters Ni−1 (N0 = 3 for RGB color images) in the (i − 1)-th layer to
make two consecutive network layers compatible. Instead of fixing Ci in Fcn. 6, Ci
should various with bi−1. Thus, we reformulate the calculation of fitness as follows:
f(b) = 1− E(X ,Y, Fˆ) + λ
M
p∑
i=1
(HiWi · ||1− bi−1||1 · ||1− bi||1) , (7)
where bp(n) = 1, ∀ n = 1, ..., Np for the last layer consisting of nodes corresponding
to different classes in a particular dataset. The second objective in Fcn. 7 accumulates
the discarded weights of the compressed network. Since the error rate of a network tends
to be influenced by adjusting the network architecture, we use a subset of the training
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Algorithm 1 ECS: Evolution method for compressing CNNs.
Input: An image dataset {X ,Y} including n images for evaluating individuals, a
pre-trained networkL, parameters: the scale of the populationK, the maximum
iteration number T , λ, s1, s2, and s3 = 1− s1 − s2.
1: Randomly initialize the population P1, each individual is represented as a
binary vector w.r.t. convolution filters in the given network L;
2: for t = 2 to T do
3: Calculate the fitness of each individual in Pt−1 using Fcn. 7;
4: Calculate probability of being selected of individuals according to Fcn. 8;
5: for k = 2 to K do
6: P
(1)
t ← the best individual in Pt−1;
7: Generate a random value which follows a uniform distribution s ∼ [0, 1];
8: if s < s1 then
9: P
(k)
t ← a randomly selected parent according to Fcn. 8;
10: else if s1 ≤ s < s1 + s2 then
11: Randomly select two parents and generate two offspring;
12: Calculate fitnesses of offspring, P (k)t ← the best offspring;
13: else
14: P
(k)
t ← a randomly selected parent after applying XOR on a fragment;
15: end if
16: end for
17: end for
18: Use the optimal individual in PT to construct a compact neural network Lˆ;
Output: The compressed Lˆ after fine-tuning.
data (10k images randomly extracted from the training set) to fine-tune the network
weights and then re-calculate E(X ,Y, Fˆ) to provide a more reasonable evaluation. This
fine-tuning is fast, since compressed networks with fewer filters require much less
computation, e.g. fine-tuning over 10k images will cost about 2 seconds for LeNet and
about 30 seconds for AlexNet, which is tolerable. Then, GA is deployed to discover the
fittest individual through several evolutions detailed in the next section.
2.3 Genetic Algorithm for Optimization
GA can automatically search for compact neural networks by alternately evaluating
the fitness of each individual in the whole population and executing operations on
individuals. The population in the current iteration are regarded as parents, who breed
another population as offspring using some representative operations, including selection,
crossover, and mutation, with the expectation that the subsequent offsprings are fitter
than the preceding parents. First, each individual is given a probability by comparing its
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fitness against those of other individuals in the current population:
Pr(bj) = f(bj)
/
K∑
k=1
f(bk) , (8)
whereK is the number of individuals in the population. Then, the above three operations
will be randomly applied as follows:
Selection. Given a probability parameter s1, an individual is selected according to
Fcn. 8 and then directly duplicated as an offspring. It is clear that compressed networks
with higher accuracy and compression ratios will be preserved. The best individual in
the parent population is usually inherited to preserve the optimal solution.
Crossover. Given a probability parameter s2, two selected parents according to
Fcn. 8 will be crossed to generate two offspring as follows:
parent1 : 1011101010
∣∣∣0101110010∣∣∣010100 parent2 : 1010001011∣∣∣1010101011∣∣∣011010
offspring1 : 1011101010
∣∣∣1010101011∣∣∣010100 offspring2 : 1010001011∣∣∣0101110010∣∣∣011010
The objective of the crossover operation is to integrate excellent information from the
parents. The fitness of two offspring are different, and we discard the weaker one.
Mutation. To promote population diversity, mutation randomly changes a fragment
in the parent and produces an offspring. The conventional mutation operation for binary
encoding is a XOR operation as follows:
parent : 0110100
∣∣∣1001010100001∣∣∣1010100 offspring : 0110100∣∣∣0110101011110∣∣∣1010100
The parent is also selected according to Fcn. 8, and the mutation operation is performed
with a probability parameter . Since the scale of offspring is the same as that of parents,
we have s1 + s2 + s3 = 1.
By iteratively employing these three genetic operations, the initial population will
be updated efficiently until the maximum iteration number is achieved. After obtaining
the individual with optimal fitness, we can reconstruct a compact CNN. Then, the fine-
tuning strategy is adopted to enhance the performance of the compressed network. Alg. 1
summarizes the proposed evolutionary method for compression.
3 Analysis of Compression and Speed-up Improvements
In the above section, we presented the evolutionary method for compressing pre-trained
CNN models. Since there is at least one convolution filter in the compressed network
Lˆ, it has the same depth but less filters in Fˆ compared to the original network L with
F. Here we further analyze the memory usage and computational cost of compressed
CNNs using Alg. 1.
Speed-up ratio. For a given image, the i-th convolutional layer Li produces feature
maps Yi ∈ RH′i×W ′i×Ni through a set of convolution filters F ∈ RHi×Wi×Ci×Ni , where
H ′i and W
′
i are the height and width of feature maps, respectively, and Ci = Ni−1.
Since multiplications of 32-bit floating values are much more expensive than additions,
and there is more computation in other auxiliary layers (e.g. pooling, ReLU, and
7
batch normalization), speed-up ratios are usually calculated on these floating number
multiplications [18, 24]. Considering the major computational cost, the speed-up ratio
of the compressed network for this layer compared to the original network is
rsi =
HiWiNi−1NiH ′iW
′
i
HiWiNˆi−1NˆiH ′iW
′
i
=
Ni−1Ni
Nˆi−1Nˆi
, (9)
where Nˆi = ||1 − bi||1 is the number of filters in the i-th convolutional layer of the
compressed network, as shown in Fcn. 7. Besides the filter number Nˆi of a layer, Nˆi−1
also has a greater impact on rsi , suggesting that it is very difficult to directly find an
optimal compact architecture of the original network. Moreover, excavating redundancy
in the filter itself may be a more promising way to speed it up, e.g. if we discard half of
the filters per layer, the speed-up ratio of the proposed method is about 4×.
Compression ratio. The compression ratio on convolution filters is easy to calculate
and is equal to the last term in Fcn. 7. Specifically, for the i-th convolutional layer, the
compression ratio of the proposed method is
rci =
HiWiNi−1Ni
HiWiNˆi−1Nˆi
=
Ni−1Ni
Nˆi−1Nˆi
. (10)
However, besides the convolution filters, there are other memory usages that are often
ignored in existing methods. In fact, the feature maps of different layers account for a
large proportion of online memory. In some implementations [23], the feature maps of a
layer are removed after they have been used to calculate the following layer to reduce the
online memory usage. However, memory allocation and release are time consuming. In
addition, short-cut layers are widely used in recent CNN models [11], in which previous
feature maps are preserved for combination with other layers. Discarding redundant
convolutional filters significantly reduces the memory usage of feature maps. For a given
convolutional layer Li, the compression ratio of the proposed method on feature maps is
rfi =
NiH
′
iW
′
i
NˆiH ′iW
′
i
=
Ni
Nˆi
, (11)
which is directly affected by the sparsity of bi. Accordingly, the memory to store the
feature maps of other layers (e.g. pooling and ReLU) will be reduced simultaneously. The
experimental results and a discussion of compression and speed-up ratios are presented
in the following section.
4 Experiments
Baseline methods and Datasets. The proposed method was evaluated on four baseline
CNN models: LeNet [16], AlexNet [15], VGGNet-16 [22], and ResNet-50 [11], and
conducted using the MNIST handwritten digit and ILSVRC datasets. We used Mat-
ConvNet [23] and NVIDIA Titan X graphics cards to implement the proposed method.
In addition, several state-of-the-art approaches were selected for comparison including
P+QH (Pruning + Quantization and Huffman encoding) [9], SVD [5], XNOR-Net [18],
and CNNpack [24].
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Figure 2: Convolution filters learned on MNIST. From top to bottom: the original
convolution filters, filters after applying the proposed method, and filters after fine-
tuning.
LeNet on MNIST. The performance of the proposed method was first evaluated on
a small network to study some of its characteristics. The network has four convolutional
layers of size 5× 5× 1× 20, 5× 5× 20× 50, 4× 4× 50× 500, and 1× 1× 500× 10,
respectively. The model was trained with batch normalization layers and the accuracy
was 99.20%.
The proposed method has several parameters as shown in Alg. 1. Population K
was set to 1000 to ensure a sufficiently large search space, and the maximum iteration
number T was set to 100. Three probability parameters were empirically set to s1 = 0.2,
s2 = 0.7, and s3 = 0.1 [4]. A larger λ makes the compressed network more compact,
but the accuracy of the original network cannot be retained in the compressed counterpart.
We tuned this parameter from 0.5 to 1.5 and set it to 0.9, which was the best trade-off
between network accuracy and compression ratio, since the accuracy of the original
network was very high and each individual could maintain considerable accuracy.
The evolutionary process for compressing the network is shown in Fig. 1. Individuals
in the population are updated with higher fitness individuals after each iteration. As a
result, we obtained a 103KB compressed network that consistutes of four convolutional
layers: 5× 5× 1× 9, 5× 5× 9× 17, 4× 4× 17× 84, and 1× 1× 84× 10, respectively.
The model accuracy after fine-tuning was 99.20%, i.e. there was no decrease in accuracy.
Compression and speed-up ratios of the entire network were rc = 15.52×, rs = 5.76,
and rf = 2.42.
Furthermore, for fair comparison, we directly initialized a network with the same
architecture and tuned it on MNIST. Unfortunately, the accuracy of this network was only
98.5%, significantly lower than that of the original network since it cannot inherit pre-
trained convolution filters of the original network. Moreover, the accuracy of a network
randomly generated with a similar number of filters was about 92.7%, demonstrating
that the proposed method provides an effective architecture for constructing a portable
network and inherits useful information from the original network.
Filter visualization. The proposed method excavates redundant convolution filters
using an evolutionary algorithm, which is different to the existing weight or filter
pruning approaches. Therefore, it is necessary to explore which filters are recognized as
redundant and which convolution filters are optimal for CNNs. To this end, we visualized
the LeNet filters on MNIST before and after applying the proposed method, as shown in
Fig. 2.
The result shown in the second row of Fig. 2 is particularly interesting. Our method
not only discards small filters but also removes some filters with large weights. Of note,
the remaining filters after fine-tuning are even more distinct. The average Euclidean
distance of filters in the third row is 0.2428, while the average cosine similarity of filters
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Table 1: An overall comparison between state-of-the-art CNN compression methods and
the proposed evolutionary compression scheme (ECS) on the ILSVRC2012 dataset. The
overall compression and speed-up ratios are denoted rc and rs, respectively.
Model Eval. Orig. P+QH [9] SVD [5] Perfor. [7] CNNpack [24] ECS
AlexNet [15]
rc 1 35× 5× 1.7× 39× 5.00×
rs 1 - 2× 2× 25× 3.34×
top-1 err 41.8% 42.7% 44.0% 44.7% 41.6% 41.9%
top-5 err 19.2% 19.7% 20.5% - 19.2% 19.2%
VGGNet [22]
rc 1 49× - 1.7× 46× 8.81×
rs 1 3.5× - 1.9× 9.4× 5.88×
top-1 err 28.5% 31.1% - 31.0% 29.7% 29.5%
top-5 err 9.9% 10.9% - - 10.4% 10.2%
ResNet [11]
rc 1 - - - 12.2× 4.10×
rs 1 - - - 4× 3.83×
top-1 err 24.6% - - - - 25.1%
top-5 err 7.7% - - - 7.8% 8.0%
in the first and second rows are 0.1927 and 0.1789, respectively. This observation shows
that redundancy can exist in either large or small convolution filters, and similar filters
may be redundant and non-contributory to the entire CNN, providing a strong a priori
rationale for designing and learning CNN architectures. In addition, the filters shown in
the third line are obviously smoother than those in the original network, demonstrating
the feasibility of compressing CNNs in the frequency domain as discussed in [24].
Compressing convolutional networks on ImageNet. We next employed the pro-
posed evolutionary method (namely ECS) on ImageNet ILSVRC 2012 [21], which
contains 1.2 millions images for training and 50k images for testing. We examined three
mainstream CNN architectures: AlexNet [15], VGGNet-16 [22], and ResNet-50 [11].
There are over 61M parameters in AlexNet and over 138M weights in VGGNet-16.
ResNet-50 has about 25M parameters, which is more compact than the previous two
CNNs. The top-5 accuracies of these three models were 80.8%, 90.1%, 92.9%, respec-
tively.
Since the accuracy of convolutional networks on ImageNet was much harder to
maintain, we adjusted λ = 0.5 to allow individuals higher accuracy evolution. The
compression and speed-up ratios of the proposed methods on the three CNNs are shown
in Table 1. In addition, architectures of compressed AlexNet and VGGNet-16 are shown
in Tab. 2 and Tab. 3, and detailed compression and speed-up results of ResNet-50 are
shown in Fig. 3.
A detailed comparison of the above three benchmark deep CNN models between
the proposed method and state-of-the-art methods can also be found in Table 1. Since
the convolution filters learned by ECS in the compressed networks are significantly
reduced and the number of channels per layer is simultaneously decreased, we obtained
higher speed-up ratios on these CNNs according to Fcn. 9. The compression ratios
of the proposed method were lower than those of the other approaches, because the
weights of the compressed networks are still stored in 32-bit floating numbers, which
can be directly implemented in most existing devices. For fair comparison, we used
8-bit floating numbers to quantize followed by a fine-tuning process to further enhance
compression performance, suggested by [24]. The results are encouraging, with the
compressed networks with 8-bit floating numbers having the same performance as their
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Table 2: Compression statistics for AlexNet.
Layer Num of Weights Memory Num of New Weights Memory rc
conv1 11× 11× 3× 96 1.24MB 11× 11× 3× 56 0.08MB 1.71×
conv2 5× 5× 48× 256 1.88MB 5× 5× 28× 120 0.32MB 3.66×
conv3 3× 3× 256× 384 3.62MB 3× 3× 120× 190 0.78MB 4.31×
conv4 3× 3× 192× 384 2.78MB 3× 3× 95× 188 0.61MB 4.12×
conv5 3× 3× 94× 144 1.85MB 3× 3× 175× 226 0.46MB 3.63×
fc6 6× 6× 256× 4096 144MB 6× 6× 144× 1386 27.41MB 5.25×
fc7 1× 1× 4096× 4096 64MB 1× 1× 1386× 1848 9.77MB 6.55×
fc8 1× 1× 4096× 1000 15.62MB 1× 1× 1848× 1000 7.05MB 2.22×
Total 60954656 232.52MB 12186444 46.48MB 5.00×
Table 3: Compression statistics for VGG-16 Net.
Layer Num of Weights Memory Num of New Weights Memory rc
conv1_1 3× 3× 3× 64 12.26MB 3× 3× 3× 12 0.001MB 5.33×
conv1_2 3× 3× 64× 64 12.39MB 3× 3× 12× 28 0.01MB 12.19×
conv2_1 3× 3× 64× 128 6.41MB 3× 3× 28× 57 0.05MB 5.13×
conv2_2 3× 3× 128× 128 6.69MB 3× 3× 57× 61 0.12MB 4.71×
conv3_1 3× 3× 128× 256 4.19MB 3× 3× 61× 133 0.28MB 4.04×
conv3_2 3× 3× 256× 256 5.31MB 3× 3× 133× 127 0.58MB 3.88×
conv3_3 3× 3× 256× 512 5.31MB 3× 3× 127× 137 0.60MB 3.77×
conv4_1 3× 3× 512× 512 6.03MB 3× 3× 137× 194 0.91MB 4.93×
conv4_2 3× 3× 512× 512 10.53MB 3× 3× 194× 119 0.79MB 11.36×
conv4_3 3× 3× 512× 512 10.53MB 3× 3× 119× 320 1.31MB 6.88×
conv5_1 3× 3× 512× 512 9.38MB 3× 3× 320× 72 0.79MB 11.38×
conv5_2 3× 3× 512× 512 9.38MB 3× 3× 72× 62 0.15MB 58.72×
conv5_3 3× 3× 512× 512 9.38MB 3× 3× 62× 122 0.26MB 34.66×
fc6 7× 7× 512× 4096 392MB 7× 7× 122× 2300 52.45MB 7.47×
fc7 1× 1× 4096× 4096 64MB 1× 1× 2300× 125 1.09MB 58.36×
fc8 1× 1× 4096× 1000 15.62MB 1× 1× 125× 1000 0.48MB 32.77×
Total 138344128 579.46MB 20118610 59.88MB 8.81×
32-bit versions. Therefore, the compression ratios of the proposed method should be
multiplied by at least a factor of 4×, e.g. we can obtain an about 16× compression
ratio on the ResNet-50. This evaluation can be further increased by exploiting sparse
shrinkage and Huffman encoding; however, these strategies have no contribution to
online inference so we did not apply them here. When considering online inferences
of deep CNNs, the proposed method is clearly the best approach for compressing
convolutional networks.
Compression ratios on feature maps. As discussed in Fcn. 11, the compression
ratio on CNN feature maps is also an important metric for evaluating compression
methods, but it is ignored in most existing approaches. Therefore, the compression ratios
on feature maps of these methods are both equal to 1× such as [5, 24, 9].
Table 4: Compression ratios of feature maps on different CNN models.
Model LeNet AlexNet VGGNet-16 ResNet-50
Original memory 0.07 MB 5.49 MB 109.26 MB 137.25 MB
Compression ratio rf 2.42× 1.88× 2.54× 1.86×
The compression ratios on feature maps of the proposed method on different CNNs
are shown in Table 4. It is clear that the compressed networks are more portable and can
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(a) Compression ratio of all convolution filters (rc).
(b) Speed-up ratio of all convolutional layers (rs).
Figure 3: Compression statistics for ResNet-50.
be directly used for online inference without any additional technical support since they
are still regular CNN models.
5 Discussion and Conclusions
CNNs with higher performance and portable architectures are urgently required for
mobile devices. This paper presents an effective CNN compression technique using an
evolutionary algorithm. Compared to state-of-the-art methods, we no longer directly
recognize some weights or filters as redundant. The proposed method identifies re-
dundant convolution filters by iteratively refining a certain number of networks before
learning a compressed network with significantly fewer parameters. Our experiments
show that the proposed method can achieve significant compression and speed-up ratios
and retain the classification accuracy of the original neural network. Moreover, the
network compressed by the proposed approach is still a regular CNN that can be directly
used for online inference without any decoding.
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