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Résumé :  
La surveillance vibratoire constitue une technique de contrôle non destructif très utilisée dans le secteur 
industriel, l’automatisation de son utilisation représente un gain important pour une meilleure 
maintenabilité des machines. Dans ces travaux nous allons proposer une démarche pour améliorer le 
diagnostic automatique d’une machine industrielle tournante par une sélection du vecteur d’entrée, à partir 
d’indicateurs extraits de signaux vibratoires. Des techniques hybrides à base de « filter and wrapper » vont 
être utilisée au niveau de la sélection du vecteur d’entrée, combinées à plusieurs classifieurs intelligents a 
savoir, un perceptron multicouches, un réseau à fonction de base radiales, un classifieur bayésien et un 
support vecteur machine pour la prise de décisions. Les performances des différentes combinaisons vont être 
comparées et discutées. 
Abstract: 
Vibration monitoring is a nondestructive testing technique widely used in industry, automating its use 
represents an important gain for better maintainability of machines. In this work we propose an approach to 
improve the automated diagnosis of an industrial rotating machine with a selection of the input vector, 
indicators will be extracted from vibration signals. Hybrid techniques based on filter and wrapper will be 
used for selecting the input vector, combined with intelligent classifiers namely, a multilayer perceptron, a 
Radial basis function, a Bayesian classifier and a support vector machine for decisions making. The 
performance of the different combinations will be compared and discussed. 
Mots clefs : machines tournantes, diagnostic, intelligence artificielle, analyse vibratoire, sélection 
d’indicateurs 
1 Introduction 
Le contrôle non destructif des installations industrielles est un domaine de recherche actuel, le 
développement de ses techniques est indispensable au développement de l’industrie. 
L’analyse vibratoire constitue une technique de contrôle non destructif très utilisée dans le secteur industriel 
et en particulier pour la surveillance de l’état de santé des machines tournantes [1], telles que les ventilateurs 
industriels, les moteurs électriques, les turbines et les pompes centrifuges, où l’apparition soudaine d’un 
défaut  de roulement, de fixation ou de désalignement peut très vite baisser  la production et conduire à des 
pertes pouvant s’avérer désastreuse, la détection et le diagnostic précoce des défaillances peuvent mettre en 
échec leurs progression et éviter des pertes inutiles. Pour le diagnostic de ces machines les signatures 
vibratoires peuvent fournir des indicateurs efficaces et fiables [2].  
L’utilisation d’un nombre important d’indicateurs extraits à partir des signaux vibratoires peut affecter les 
performances de diagnostic [3]. Notamment avec les réseaux de neurones qui soufrent dans ce genre de 
situation  de problèmes importants de sur apprentissage ou de problèmes de généralisations, alors que 
d’autres classifieurs tels que les réseaux bayésiens supposent une égalité d’importance entre tous les 
indicateurs, hypothèse qui pourrait nuire au diagnostic. Pour y remédier différentes techniques de sélection 
d’indicateurs existent, plusieurs d’entres elles utilisent l’analyse en composantes principales [4] ou les arbres 
de décisions [5]. 
L’analyse en composantes principales  transforme les indicateurs originaux d’un espace à un autre tout en 
réduisant leur nombre, en plus de quelques pertes enregistrées au niveau des transformations [4], la création 
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de nouveaux ensembles d’indicateurs nuit à la compréhension du comportement physique des indicateurs 
originaux et à l’évaluation de leurs performances. Les arbres de décision comprennent souvent des 
mécanismes d’évaluations des indicateurs qui ne peuvent être utilisés séparément et les rendent 
inexploitables pour d’autres applications. 
Dans ces travaux nous allons mettre en place des mécanismes de sélection d’indicateurs à base d’approches 
hybrides, ces indicateurs vont servir comme vecteur d’entrée pour l’apprentissage de plusieurs classifieurs à 
savoir, un perceptron multicouches, un réseau de fonctions à base radiale, un classifieur bayésien naïf et un 
support vecteur machine. 
2 Expérimentation 
Les ventilateurs industriels jouent un rôle important lors des opérations de dépoussiérage, elles font partie 
des machines tournantes les plus utilisées dans l’industrie. L’expérimentation est réalisée sur une installation 
de dépoussiérage située au niveau du complexe sidérurgique ARCELOR MITTAL ANNABA représentée 
sur la figure 1 et schématisée sur la figure 2. 
                    
  
 
Le ventilateur est de modèle NAKASHIMA entrainé avec un moteur électrique (HELMKE) d’une vitesse de 
rotation de 1490 tr/min, par l’intermédiaire d’un  accouplement flexible à ressort, Un accéléromètre est 
installé sur le palier à roulements pour la mesure des signaux vibratoires. 
3 Diagnostic 
L’analyse dans le domaine fréquentiel est une technique fiable et très souvent utilisée lors de diagnostic de 
défauts des machines tournantes, [6]. Dans ce travail nous avons étudié quatre des défauts les plus courants 
ceux affectant la bague intérieure et la bague extérieure des paliers à roulements, celui de balourd et le défaut 
de fixation. Une bande fréquentielle de 400 Hz a été jugée suffisante pour cerner les quatre défauts.  
Afin de réaliser un diagnostic l’expert doit maitriser la cinématique et la dynamique de l’installation pour en 
extraire les fréquences caractéristiques d’apparition des différents défauts. L’expert doit faire preuve 
d’intelligence et de maitrise comme pour le cas du défaut de la bague externe du roulement où on observe 
deux pics importants le premier sur une fréquence de 78.5 Hz et le deuxième sur la fréquence de 100 Hz, un 
pic au niveau des 100 Hz peut induire un défaut électrique, mais ce défaut n’est en vérité que la conséquence 
d’un défaut de roulements qui apparait au niveau des 78.5 Hz. Chose qui pourrait facilement  fausser le 
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FIG. 1 – Installation de dépoussiérage  
1 – Ventilateur 2- Palier a roulement 3- Accouplement  
4- Moteur 
 
FIG. 2 – Schématisation de l’installation  
 
 






FIG. 3 - Spectres vibratoires des différents modes de fonctionnement  
4 Automatisation du diagnostic 
Pour l’automatisation du diagnostic nous avons extrait seize  indicateurs à partir de spectres fréquentiels  
dans la bande [0-400 Hz]. Les seize indicateurs englobent la moyenne, la variance, la médiane , la distance 
moyenne entre les fréquence des huit plus grand pics d’amplitudes, la niveau global, l’écart type, le mode, 
l’amplitude du plus faible pic, l’amplitude du plus grand pic, l’amplitude du deuxième plus grand pic, la 
moyenne des deux plus grands pics, la fréquence du plus grand pic, la fréquence du deuxième plus grand pic, 
la fréquence du troisième plus grand pic, la fréquence moyenne des trois premiers pics, la distance entre les 
fréquences des deux plus grands pics. Ces mêmes indicateurs ont été extraits dans les bandes fréquentiels [0-
200Hz] et [200-400 Hz] pour avoir un total de 48 indicateurs. 
Pour la prise de décision  nous avons choisi les classifieurs les plus utilisées dans la littérature pour ce genre 
de problèmes a savoir, les réseaux de neurones artificiels, le support vecteur machine [7] et les réseaux 
bayésiens[8], fonctionnant avec le principe de boite noire, ils fournissent souvent des performances 
satisfaisantes.  
Pour ce travail, nous avons utilisé deux types de réseaux de neurones, le Perceptron multicouches qui  
calcule une combinaison linéaire des entrées [9] et le réseau à fonctions de base radiales qui calcule la 
distance entre les entrées [10]. 
Le principal problème dans les classifications avec grand nombre d’indicateurs est la sélection des 
indicateurs pertinents qui serviront comme vecteur d’entrée pour la classification [11]. Les phénomènes de 
corrélation entre indicateurs et les risques de sur-apprentissage sont très importants dans ce genre de 
problèmes, car on se retrouve confrontés à un très grand nombre d’indicateurs pour peu d’exemples. De plus 
nombre d’entre eux n’ont en réalité aucun lien avec la classe des défauts. Pour que les algorithmes puissent 
fonctionner correctement, il est nécessaire d’inclure des mécanismes pour sélectionner ces indicateurs. 
Les méthodes de sélection d’indicateurs peuvent êtres séparées en deux approches Filtre et Symbiose (Filter 
and Wrapper), selon leur dépendance ou indépendance par rapport à l’application voulue. 
Défaut balourd Défaut de fixation 
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Nous proposons une démarche de sélection d’indicateurs hybride combinant les deux approches Filtre et 
wrapper, sur deux étapes. En premier lieu un ordonnancement des indicateurs selon l’approche Filter suivant 
une évaluation individuelle « feature ranking », suivie d’une évaluation du vecteur d’entrée selon l’approche 
wrapper ou symbiose. La figure 4 montre l’évolution de l’algorithme adoptée.  
 
 
FIG 4 – Algorithme adoptée 
 
L’évaluation individuelle des indicateurs à base de filtre constitue une des méthodes les plus utilisées. Ces 
procédures de recherche évaluent les indicateurs individuellement et calculent leurs utilités. Parmi les filtres 
de sélection, nous avons opté pour le  ratio du gain, le ReliefF et le Symmetrical Uncertainty.  
Pour la sélection des nouveaux vecteurs d’entrée, nous avons fixé une stratégie forward (ascendante), à 
chaque itération, nous ajoutons le meilleur indicateur, L’algorithme s’arrête à l’un des critères suivant : 
- Un nombre de 48 indicateurs. 
- Neuf itérations après la meilleure performance obtenue, celle-ci doit être supérieure à la performance 
obtenue avec les 48 indicateurs. 
Apres arrêt de l’algorithme le vecteur d’entrée procurant les meilleures performances sera retenu. 
5 Résultats et discussions 
La figure 4 montre l’évolution des performances de classification des quatre classifieurs, le perceptron 
multicouches MLP, le réseau à fonctions de base radiales RBF, le classifieur bayésien RB et le Support 
Vecteur Machine SVM au cours du déroulement de l’algorithme. 









FIG. 4 – Evolution des performances  
Le tableau 1 montre le nombre d’indicateurs Nbre composant le vecteur d’entrée et les performances de 
diagnostic Perf , obtenues par l’algorithme en utilisant les différents classifieurs et filtres.   
Tableau 1. Performances des classifieurs et filtres  
Classifieurs Sans Sélection Ratio du Gain ReliefF SYM INC 
 Nbre Perf Nbre Perf Nbre Perf Nbre Perf 
RB 48 88,23 42 90,19 26 94,11 48 88,23 
MLP 48 90,19 16 100 15 94,11 18 92,15 
RBF 48 90,19 30 100 11 96,07 22 96,07 
SVM 48 88,23 17 90,19 27 90,19 48 88,23 
 
Pour le réseau bayésien, les améliorations obtenues après réduction du vecteur d’entrée sont limitées voire 
nulles, comme pour le cas du filtre Symetrical Uncertainly, ceci pourrait s’expliquer par la nature des 
indicateurs utilisés « indicateurs relativement corrélés » altérant les performances de ce classifieur, sensible a 
ce genre de phénomènes. Les meilleures performances ont été aperçues avec le filtre ReliefF avec 26 
indicateurs fournissant une performance de 94.11 % de bonne classification. 
Le Support Vecteur Machine permet d’obtenir des performances moins bonnes puisque sa meilleure 
performance reste 90.19 % de bonne classification, avec le filtre du Ratio de Gain et en utilisant un vecteur 
d’entrée composé de 17 indicateurs. 
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Les meilleures performances ont été relevées avec le Perceptron multicouche MLP et le réseau à fonction de 
base radiales RBF, où nous avons pu améliorer le diagnostic avec tous les filtres de sélection et atteignant 
même des performances de 100 % de bonne classification avec le filtre du ration du gain, en utilisant un 
vecteur d’entrée composé de 30 indicateurs pour le RBF et de 16 indicateurs pour le MLP. 
Les filtres du Ratio du gain et du ReliefF fournissent des résultats assez satisfaisants puisque nous avons 
réussis à atteindre de meilleures performances avec les meilleurs indicateurs ordonnancés avec ces deux 
filtres. 
Le filtre Symmetrical Uncertainty semble incompatibles avec l’application puisque avec deux classifieurs 
aucune amélioration n’a été observée, classifieurs bayésien et le support vecteur machine et avec les deux 
autres une amélioration très réduites par rapport aux autres filtres de sélection. 
6 Conclusion 
Le diagnostic et la bonne reconnaissance des défauts affectant les machines tournantes, en combinant 
l’intelligence artificielle et  les techniques de contrôle non destructif, telles que l’analyse vibratoire et ses 
indicateurs, représentent un gain considérable en vue de leurs maintenances. 
La sélection d’indicateurs lors de la construction du vecteur d’entrée est une étape très importante pour toute 
procédure de classification. Elle consiste à trouver un sous-ensemble d’indicateurs pertinents à partir de 
l’ensemble d’origine afin de réduire leur nombre en améliorant les performances de diagnostic. 
Dans ce travail, nous avons pu mesurer l’influence de la sélection d’indicateurs lors du diagnostic dans le cas 
d’une machine tournante « ventilateur industriel », afin d’en améliorer les performances. 
Nous avons relevé l’importance du choix du filtre de sélection adéquat à nos indicateurs afin de tirer le 
maximum des signatures vibratoires. 
Nous avons aussi vu l’efficacité du classifieur RBF vu que des performances très satisfaisantes ont été 
obtenues à la suite de la sélection d’indicateurs. 
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