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Many organisms that can locomote change their navigational strategies
depending upon behavioral context. During foraging or exploration, for instance, many
animals navigate by interspersing straight runs with turns whose direction and
frequency may originate, at least at times, from largely stochastic processes.
Conversely, during goal-directed navigation, animals may use stored heading and
distance signals to travel efficiently to a desired location. This thesis explores the
circuitry underlying these disparate navigational strategies in Drosophila.
I first show that normal synaptic transmission in a genetically specified
population of neurons is necessary for one to observe an appreciable rate of
spontaneous flight turns in Drosophila, but synaptic transmission in these same neurons
is dispensable for the execution of two types of visually evoked turns. I then describe
experiments on a population of neurons whose coordinated activity is thought to
represent the fly’s heading angle during walking. Specifically, I show that angular
resolution of the heading estimate carried by this population of neurons is at most
5.625º, and may be even finer. Furthermore, it is known that the neurons that carry this

heading signal can update their heading estimate either in reference to a visual
landmark or, when such a landmark is absent, in reference to the animal's rotational
body movements. I end the thesis by demonstrating that, when a fly stands still, the
visual and non-visual estimates of the fly's heading angle are not always aligned and
can in fact deviate by many tens of degrees. The functional purpose of this discrepancy
remains unclear, but this difference might provide insight into how a heading system
can store an angular memory in complete darkness, without significant drift, for many
minutes.
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Chapter 1 | Introduction

Animals behave in unpredictable ways. A wide range of organisms can initiate
spontaneous behavior that displays profound variability, despite similar environmental
input. Inbred, isogenic Drosophila exhibit fly-to-fly variability in turning behavior in a Yshaped maze (Buchanon, Kain, and de Bivort 2015). Rats, in a competitive task in
which they cannot guess their opponent’s behavior, switch to a stochastic behavioral
mode to decrease their own predictability (Tervo et al. 2014). Juvenile zebra finches
early in song acquisition warble out noisy, random-seeming first drafts (Ölveczky,
Andalman, and Fee 2005). Babbling babies produce extremely variable sounds, some
of which are not found in the language spoken by their parents (Jakobson 1968). Across
organisms, randomness pervades. While it is possible that each of these motor acts
represents a feed-forward response to an environmental stimulus, it is also possible that
they represent the outputs of neural circuits whose functional role is to generate
spontaneous behavior.
Damage to an animal’s nervous system can sometimes degrade spontaneous
locomotor activity while sparing motor systems more generally. In one natural example,
the jewel wasp Ampulex compressa, which hunts the cockroach Periplaneta americana
as live food for their larvae, captures its quarry by injecting venom into precise locations
in the cockroach’s central nervous system (Williams 1942). The wasp’s venom induces
a hypokinetic state, blocking spontaneous walking without paralyzing the cockroach
(Gal and Libersat 2008; Fouad, Rathmayer, and Libersat 1996). In humans,
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neurological disease can degrade spontaneous behavior specifically. Activity in
mammalian cortico-basal-ganglia loops has been implicated in internal initiation
processes that are likely dispensable for more reflexive actions (Carli, Evenden, and
Robbins 1985; Alexander, De Long, and Strick 1986). When components of these
circuits are degraded in Parkinson’s Disease, patients’ ability to initiate actions is
impaired (Janovic 2008), whereas reflexive actions are spared (Janovic 2008; Terao et
al. 2013).
In the laboratory, it is possible to identify circuits whose neurophysiology is
related to variable behavior, and to validate these regions’ importance for those
behaviors by inactivating them. Brain regions specialized for generating babbling in
songbirds (Ölveczky, Andalman, and Fee 2005) and for exploratory behavior in
zebrafish (Dunn et al. 2016) have been identified physiologically, and lesions or
inactivation of these regions disrupt the generation of these variable behaviors. In
nematodes, repeated presentations of the same odor stimulus to an immobilized worm
inactivates a network of three interneurons that promote reversals, but the network is
inactivated only probabilistically. Inhibiting synaptic transmission in one of these
interneurons increases the reliability of the circuit, so that the three interneurons are
dependably hyperpolarized by the odor stimulus. Perhaps these neurons’ stochasticity
in the intact circuit is not a bug, but is instead a feature of this chemosensory neural
circuit (Gordus et al. 2015).
Foraging is a behavior in which unpredictability can reliably be found. In the
absence of food-related cues, many organisms forage by interspersing a series of
2

straight runs of variable length with sharp reorientations at times drawn from power law
or exponential distributions (Berg and Brown 1972; Bertrand et al. 2007; Sims et al.
2008; Roberts et al. 2016). A navigational strategy governed by stochasticity may
appear to be borne out of total confusion. However, in a variety of organisms, the
distribution of run lengths in these seemingly random foraging routes have been argued
to approximate the optimally efficient distributions for discovering randomly distributed
resources (Bertrand et al. 2007; Sims et al. 2008).
When scientists first tracked the trajectories of freely flying flies, they noted that
their paths were composed of segments of straight flight interspersed with rapid
rotations, which were dubbed saccades (Collett and Land 1975). The purpose of a
straight-run-and-saccade locomotor strategy is still not settled, although one influential
idea is that insects navigate with rapid turns so as to restrict the amount of time that
their retinal image is blurred during locomotion (Collett and Land 1975).
The free flight trajectories of the fruit fly Drosophila melanogaster bear superficial
similarities to those of the foraging animals described above; the lengths of straight runs
between saccades may be, at least at times, drawn from a power law distribution
(Reynolds and Frye 2007). Spontaneous saccades may help flies search efficiently for
randomly distributed resources when no obvious sensory stimulus is available to guide
them (Reynolds and Frye 2007).
Are these saccades bona fide spontaneous actions? Even a uniform cylindrical
arena is not devoid of sensory stimuli; flying flies avoid crashing into the wall, and some
of the seemingly random saccades flies make in free flight may ultimately be shown to
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have some relationship to the time history of sensory experience (Censi et al. 2013;
Mongeau and Frye 2017). However, visual stimuli may be controlled, and vestibular
stimuli removed, by gluing flies in place such that they cannot rotate or translate but
may still flap their wings, a preparation known as “tethered flight” (Heisenberg and Wolf
1979).
In the tethered flight paradigm, flies’ intention to turn was historically inferred from
measuring the actual yaw torque produced by attempted steering movements
(Heisenberg and Wolf 1979). Recently it has become more common to track the
amplitude of the left and right wing-strokes with a photodiode or camera. The difference
between the left and right wingbeat amplitude is correlated to the fly’s yaw torque
(Tammero, Frye, and Dickinson 2004), and so this value is also used to infer the fly’s
steering intention.
Flies’ fictive turning responses in the tethered flight situation often mirror what
flies actually do when they are permitted to fly freely. In free flight, flies turn away from
the center of an expanding dark spot, a visual simulation of an impending collision
(Muijres et al. 2014). In tethered flight, flies also steer their wings away from these
visual stimuli (Tammero and Dickinson 2002b). In free flight, flies fly toward tall,
vertically oriented dark objects and steer clear of objects with smaller aspect ratios,
which may represent potential predators (Maimon, Straw, and Dickinson 2008). In
tethered flight, if one configures the setup such that flies may use their wing steering
movements to control the angular position of a visual stimulus, they steer their wings
such that they orient toward tall, dark stripes and orient away from squatter stimuli with
4

lower aspect ratios (Maimon, Straw, and Dickinson 2008). In both tethered and free
flight, flies steer to the left when panoramic optic flow rotates to the left, and vice versa,
a behavior known as the optomotor response (Götz 1968, Stowers et al. 2017).
In free flight, flies pepper their flight trajectories with spontaneous saccades
(Reynolds and Frye 2007). An analogous behavior is observed in tethered flight. Flies
flying before a stationary visual scene perform frequent, sharp wing-steering
movements, which most likely represent saccadic attempts to turn left or right
(Heisenberg and Wolf 1979). Like others (Heisenberg and Wolf 1979; Lindsay, Sustar,
and Dickinson 2017), I will refer to these attempted turns in tethered flight as saccades.
It should be noted that the fly’s sensory environment does contribute to the rate
of spontaneous saccades in tethered flight. The initial paper describing spontaneous
saccades in rigidly tethered Drosophila notes that the rate of spontaneous saccades
decreases markedly when flies fly in total darkness (Heisenberg and Wolf, 1979).
However, with a uniform bright screen – a simple condition with light, yet providing no
obvious time-varying input – flies perform saccades to the left and right at a rate of ~0.5
Hz and these turns are not tied closely in time to any obvious external stimulus one can
measure, which is the basis by which I and others operationally define them as
spontaneous (Heisenberg and Wolf 1979; Maye et al. 2007; Kim, Fitzgerald, and
Maimon 2015).
In addition to spontaneous saccades, tethered, flying flies perform a suite of
visually guided flight behaviors. In chapter two of this thesis, I will two discuss two types
of visually evoked flight turns that can be operationally separated from spontaneous
5

ones. One class, loom-evoked saccades, are rapid steering maneuvers away from the
center of a rapidly expanding disc that simulates an object that is on a collision course
with the fly (Tammero and Dickinson 2002b; Muijres et al. 2014). The kinematics of
loom-evoked saccades are subtly different from those of spontaneous turns in free
flight, but both involve a roll of the body followed by a counter-roll and a rotation about
the yaw axis (Muijres et al. 2014; Muijres et al. 2015). Another class of visually evoked
turns, optomotor responses, are syn-directional steering responses to rotational, widefield, optic flow. Optomotor responses are thought to help flies keep a straight flight
trajectory.
Spontaneous saccades, loom-evoked saccades, and optomotor responses
represent three easily measurable and well-controlled steering maneuvers on the tether,
which allowed me to ask a fundamental question regarding motor behavior. Namely, are
spontaneous flight turns dissociable from these types of visually evoked flight turns,
beyond the trivial fact that the latter require vision? In chapter two of this thesis, I will
present evidence that the Drosophila nervous system contains a genetically specified
population of neurons whose activity is necessary for the generation of spontaneous
saccades in tethered flight, but which are dispensable for reflexive responses to visual
stimuli.
Exploratory behavior is useful when an organism has no strong cues to follow.
But scientists have also been fascinated by the biological mechanisms that allow cells
and organisms to locomote to a specific location. Surprisingly, certain navigational tasks
do not require any storage of any explicitly spatial information. Nematode worms (Ward
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1973), leukocytes (Boyden Jr. 1962), and even bacteria (Berg and Brown 1972)
navigate up concentration gradients toward a chemoattractant by performing a “biased
random walk”. In such a navigational strategy, the animal or cell intersperses runs of
linear travel with random reorientations at random times. However, the animal or cell
can change the rate of these random turns such that the distance between turns
increases as the organisms or cells travel up the chemoattractant’s concentration
gradient and the distance between turns decreases as they travel down it. The resultant
trajectories can be variable from individual to individual, but this strategy reliably biases
trajectories toward regions of high concentration of chemoattractant (Block, Segall, and
Berg 1982; Pierce-Shimomura, Morse, and Lockery 1999; Tranquillo, Laufenburger, and
Zigmond 1988).
While a biased random walk strategy will eventually get a cell or organism to a
local maximum in the concentration of a chemoattractant, the trajectory will likely be
tortuous and inefficient. Moreover, this navigational strategy will not be of much use if
sensory cues associated with the destination cannot be directly sensed. These
problems can be circumvented if an organism could somehow estimate the direction it is
facing relative to its destination and how far away from the destination it might be.
How do nervous systems build a sense of direction? In vertebrates, the first
physiological evidence of neuronal representation of an animal’s heading came in form
of extracellular recordings of Head Direction (HD) neurons in the rat Postsubiculum
(PoS) (Ranck 1984; Taube, Muller, and Ranck 1990a; Taube, Muller, and Ranck
1990b). When cells in this region are recorded extracellularly while a rat explores a
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circular arena, individual neurons’ firing rates vary as a function of the direction the
animal is facing, peaking at a certain azimuthal angle (the cell’s “preferred direction”).
This cellular correlate of heading angle is persistent; when the animal’s head is pointed
in an HD cell’s preferred direction, the HD cell’s firing rate exhibits little adaptation
(Taube and Muller 1998). While no single HD cell unambiguously encodes the animal’s
facing direction, one can extract a good estimate of this variable by taking a circular
mean of a group of HD cells’ preferred directions weighted by their firing rates. In other
words, HD cells’ population activity represents the animal’s head direction (Redish,
Elga, and Touretzky 1996). HD cells have since been recorded in many other brain
regions, including the anterodorsal nuclei of the thalamus (Taube 1995),
and the lateral mammalary nuclei (Stackman & Taube 1998), as well as in other
mammals such as bats and non-human primates (Finkelstein et al. 2015; Robertson et
al. 1999).
Vestibular input is a key modulator of the mammalian head direction signal. HD
cell firing rate can be updated by self-motion cues when the animal turns its head, but
also when the animal is passively rotated (Taube, Muller, and Ranck 1990b). In addition
to self-motion-related cues, HD cells are also tuned to the position of visual stimuli. In
many cases, rotating the position of a visual landmark (such as a cue card on a side
wall of the arena) causes HD neurons’ preferred directions to rotate (Taube, Muller, and
Ranck 1990b). Whereas positional stimuli anchor HD tuning to an external reference,
these stimuli are not required for HD cells to update their heading estimate, which can
occur even in complete darkness, by integrating the animal's own movements. HD cells
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still maintain a preferred direction when the lights are turned off, although the preferred
direction does drift over time (Mizumori and Williams 1993), as one might expect for any
signal whose value is being updated only by the integration of small rate-of-change
inputs. Whereas visual stimuli are dispensable for HD neurons to maintain a preferred
direction, vestibular information is absolutely required. Lesioning the vestibular system
abolishes HD tuning, even when lights are on and the animal has access to positional
stimuli to which a preferred direction is normally yoked (Stackman and Taube 1997).
While a functioning vestibular system is necessary for mammalian HD cell tuning,
it appears that this tuning is not maintained solely by integrating rotations measured by
the vestibular system. In rats, HD cells sometimes shift their preferred direction when
they are allowed to walk from one experimental chamber to another, but these shifts are
larger when rats are carried between chambers (Stackman et al. 2003; Taube 2007).
Optic flow is also capable of rotating HD cells’ preferred firing direction (Arleo et al.
2013). These results are consistent with a model in which the mammalian head
direction system takes multiple inputs into account – vestibular cues, positional visual
information, optic-flow visual information, as well as proprioceptive signals and/or
efference copies of motor commands – to update the heading angle estimate (Taube
2007).
An influential model for explaining the origin of head direction tuning and how this
signal can be updated by self-motion cues was outlined by Skaggs et al. in 1995. In the
model, HD neurons are arranged in a ring, such that neurons with similar preferred
directions are near one another in the ring. Model HD neurons excite their neighbors
9

and inhibit neurons further away on the ring. If the strength of excitation and inhibition
are properly tuned, this will ensure that only one “bump” of activity can ever exist on the
ring of HD cells at any given time; any competitor bumps are quashed by the inhibition
arising from the first bump. This bump can rotate around the ring when driven to do so
by two populations of cells: left-shifting and right-shifting “rotation neurons”. These
rotation neuron populations are tuned to both the animal’s head direction and vestibular
cues: left-shifting rotation neurons are excited by vestibular information related to left
turns, and right-shifting rotation neurons are excited by vestibular information related to
right turns. Rotation neurons and HD neurons with the same preferred direction
mutually excite one another, but the connections are slightly offset: left-shifting rotation
neurons excite the HD neurons whose preferred direction is slightly to the left of their
own, and the converse is true for right-shifting rotation neurons (Skaggs et al. 1995).
Neurons with this dual tuning to both head direction and angular velocity have been
recorded in the lateral mammalary nuclei (Stackman and Taube 1998), and lesioning
the lateral mammalary nuclei disrupts HD cell tuning in the anterior dorsal nucleus of the
thalamus (Blair and Sharp 1998; Bassett et al. 2007). When distant visual landmarks
are available, these visual cues have strong effects on the responses of HD neurons.
Specifically, in the model, HD neurons’ responses to the positions of visual landmarks
are mediated by “visual neurons”, where each such neuron is activated by stimuli
appearing in a local receptive field about the yaw axis; that is, when a visual cue is
located at one specific angle with respect to the animal’s head (Skaggs et al. 1995). The
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influence of the visual neurons is typically strong, and can override the integrating inputs
to position the activity bump at specific angles along the ring.
How does the mammalian brain use its head-direction signal to guide behavior?
Although no circuit connecting mammalian HD cells to behavioral output has yet been
described, HD tuning has been shown to be correlated with spatial behavior in
navigational tasks. In a task wherein rats entered an arm of a radial maze to retrieve a
reward, shifting of HD cells’ preferred directions was associated with error trials
(Dudchenko and Taube 1997). Rats can be trained to forage for a food pellet on a
featureless platform and, upon finding the food, to take the most direct route back to
their starting point. During the foraging phase of this task, optogenetic inhibition of
inputs to the dorsal tegmental nucleus, where vestibular inputs to HD neurons reside
(Taube 2007), causes the rats to take inaccurate homing trajectories (Butler et al.
2017). But the effects of disrupting head direction tuning are perhaps more complex
than any one silencing experiment can encapsulate. To explain further, I first need to
briefly describe two other classes of cells whose spiking rates correlate with spatial
variables in mammals.
In the hippocampus, neurons called “place cells” fire action potentials when an
animal occupies a specific location in a given context (O’Keefe and Dostrovsky 1971).
Like HD cell tuning curves, place cell firing fields rotate with the rotation of a visual cue,
in concert with the concomitant rotation of HD neuron preferred directions (Bostock,
Muller, and Kubie 1991; Yoganarasimha and Knierim 2005) and place fields are
maintained when the lights are turned off (Quirk, Muller, and Kubie 1990). In the Medial
11

Entorhinal Cortex (MEC), the firing rates of neurons known as “grid cells” are strongly
modulated by the distance an animal has walked along an axis. (Moser, Rowland, and
Moser 2015). As a rat explores an arena, these cells fire in a regular spatial pattern
such that the firing fields of individual grid cells often form a regular hexagonal lattice.
Similar to place cells and head direction cells, the angular orientations of grid cells’ firing
fields remain fixed relative to external visual cues, and the spatial properties of these
firing fields are preserved as the animal walks in the dark (Hafting et al. 2005).
In comparison to the specific two-dimensional-positional signal carried by place
cells or the distance-along-an-oriented-axis signal carried by grid cells, HD cells provide
the mammalian brain a simpler signal; azimuthal head direction always falls on a single,
wrapped dimension. Evidence suggests that information from HD cells feeds into place
and grid cells. A shift in the preferred firing direction of a head direction cell relative to
the external environment is accompanied by an equivalent rotation of place cell firing
fields (Knierem et al. 1995). Disrupting the activity of the HD network decreases the
specificity of place cell firing fields in certain conditions (Harland et al., 2017), and also
impairs the spatial autocorrelation of grid cell firing fields (Winter, Clark, and Taube
2015). In this sense, HD cells appear to be a foundational spatial-cognition cell type
upon which other spatial signals rely.
Many place cells reside in the hippocampus and thus it has been theorized that
the mammalian hippocampus is a “cognitive map” which imparts an innate ability to
learn the Euclidean geometry of relevant locations and relate these locations to one
another (O’Keefe and Nadel, 1978). This theory is buttressed by evidence showing that
12

lesioning the hippocampi disrupts an animal’s ability to learn and recall explicitly spatial
relationships in a variety of animals and paradigms (Kaada, Rasmussen, and Kveim
1961; Nadel 1968; Milner, Corkin, and Tueber 1968; Eichenbaum, Stewart, and Morris
1990). While the specific mechanisms by which HD cells control behavior are not
completely clear, head direction tuning underlies the spatial tuning of cells that make up
and project to the hippocampus, a structure that is necessary for many navigational
behaviors.
What about animals without a hippocampus? Are they totally lost? Or do their
brains contain some other map-like or vectorial representation of space? While their
brains contain many fewer neurons than those of their mammalian counterparts, the
navigational feats of insects are no less astounding. Specifically, many insects seem to
keep track of their position relative to a salient location by adding up how far they have
traveled in each direction from it, a process known as “path integration”.
Desert ants of the genus Cataglyphis are particularly adept path integrators.
These ants scavenge for food on hot, featureless salt flats on the outskirts of the desert.
While their outbound paths are tortuous, the ants are capable of walking hundreds of
meters directly back to their nest in a relatively straight line (Muller and Wehner 1988).
The ants calculate their distance and direction from home by counting their steps
relative to the position of the sun and the e-vector orientation of polarized light in the sky
(Sommer and Wehner 2005; Wehner and Müller 2006; Wittlinger, Wehner, and Wolf
2006).
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Honey bees display evidence of spatial memory as well. Worker bees that find a
food source fly back and forth between this location and the hive (Von Frisch 1967).
Upon re-entering the hive, successful foragers often perform a “waggle dance”. We
know that these bees can store the angle of a food source relative to the position of the
sun because the dance’s angle with respect to the vertical communicates the angle of
the food source relative to the sun to the worker’s hive-mates (Von Frisch 1967), who
thereupon fly in the direction indicated by the dance (Riley et al. 2005).
Monarch butterflies migrate up to 3600 km every fall from the United States to
their overwintering grounds in central Mexico (Brower 1996). The butterflies retain a
straight heading during flight by orientating with respect to a time-compensated sun
compass (Mouritsen and Frost 2002) and with respect to the e-vector orientation of
polarized light (Reppert, Zhu, and White 2004). Intriguingly, none of the animals that
perform this migration have ever made the trip before (Brower 1996). This behavior
demonstrates the butterfly’s ability to navigate with a stored heading relative to an
environmental stimulus (the position of the sun, which changes over the course of the
day), a heading angle which the animal is capable of storing for the duration of its 75
day journey (Brower 1996).
A recent study argues that even the humble fruit fly, Drosophila melanogaster,
path integrates over shorter distances. When flies are permitted to walk freely around
an arena 1.7 cm in diameter, after discovering a small drop of food, they leave and
return to the location multiple times, and their trajectories hew closer to the location of
the food drop per distance walked than is predicted by a direction-agnostic model of
14

random search. Flies can perform this spatially oriented search behavior in the dark,
and they do not need functional pheromone-secreting cells or olfactory cues from the
food to do so. Thus, these data argue that Drosophila can perform path integration by
keeping an internal tally of their heading angles and distance travelled to know where
they are relative to the food drop during this task (Kim and Dickinson 2017).
The navigational capabilities of insects suggests that their brains contain
representations of angular heading. Indeed, electrophysiological recordings in many
insects have uncovered neurons with HD-like tuning to navigationally relevant visual
stimuli. In the locust, neurons have been identified that are tuned to the e-vector angle
of polarized light (Heinze and Homberg 2007), and in the Monarch butterfly, neurons
have been identified which are tuned to the e-vector angles of polarized light and/or the
azimuthal position of a bright, unpolarized light spot (Heinze and Reppert 2011). Other
HD-like cells, such as those recorded in the cockroach, have been shown to update
their heading signal in reference to the facing direction of the animal (Varga and
Ritzmann 2016). One feature that the above cell populations have in common is that
they all innervate a region of the arthropod brain known as the central complex.
The central complex comprises a set of central, multi-layered, multi-columned
neuropils that are conserved across arthropods (Homberg 2008). The structured
neuropils in this region include a multi-glomerular, handlebar-shaped region called the
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protocerebral bridge, a layered and columnated central body which, in Drosophila, is
called the fan-shaped body, and a toroidal neuropil called the ellipsoid body1.
In Drosophila, multiple lines of perturbational evidence point toward the central
complex as an important locus of locomotor control. Drosophila genetic mutants in
whose brains the structure of the central complex is distorted exhibit disrupted walking
and flight behavior (Strauss and Heisenberg 1993, Ilius, Wolf, and Heisenberg 1994).
Perturbing the activity of neurons that innervate central complex neuropils disrupts
navigational behaviors as well. A set of neurons called “ring neurons”, each of whose
axons project around the entire ellipsoid body, seem to be particularly important for
visually-guided navigational tasks. In a “detour paradigm”, a fly is allowed to walk freely
around a circular arena surrounded by a panoramic, computer-controlled, LED display.
Two vertical dark stripes directly across from one another are shown on the display and
flies tend to walk back and forth between them (Götz 1980). When both stripes are
removed and immediately replaced by a distractor (a single vertical, dark stripe 90º
away from the initial two), the fly turns and walks toward this distractor. One second
later, the distractor is removed. Although there are no stripes on the arena, the fly tends
to walk in the direction it had been traveling before the distractor appeared, suggesting
that it had maintained an angular memory of that heading angle (Strauss and Pichler

1

In other arthropods, the homologous structure to the fan-shaped body is called the
“central body upper” and the homologous structure to the ellipsoid body is often linear,
as opposed to toroidal, and is called the “central body lower”.
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1998). This angular orientation memory depends upon the activity of ring neurons
(Neuser et al. 2008).
Flies also display spatial memory capabilities in a modified Morris Water Maze
task. In the task, flies are permitted to walk around an arena, again bounded by a
cylindrical LED panoramic display, showing a complex visual scene. Most of the floor is
heated to a temperature that flies find aversive, but there is a single ~1" diameter cool
zone on the floor whose position relative to the surrounding visual scene remains fixed.
The visual scene and the cool zone are rotated in tandem every few minutes. At first,
flies search around the entire arena for the cool spot. Over time, the flies’ paths toward
the cool spot become increasingly direct, as evidenced by shorter search times and
more efficient trajectories to find the cool spot. If the visual scene and cool zone
position are not rotated in tandem, but rather at a varying, random angle relative to one
another, the flies trajectories to the cool spot do not get as directed over time, arguing
that flies learn to associate aspects of the visual panorama with the location of the cool
zone. This form of learning is abolished when ring neurons are inhibited (Ofstad, Zuker,
and Reiser 2011).
In addition to being necessary for visually guided navigational behaviors, many
ring neurons show physiological responses to localized visual stimuli. Specifically, when
one images [Ca2+] in ring neuron dendrites, one observes strong visual responses to
small bars in specific locations around the animal and these responses are tuned to the
angular orientation of the small bar (Seelig and Jayaraman 2013). Both characteristics
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suggests that ring neurons may play a role in detecting the angular position of
navigationally relevant landmarks (Seelig and Jayaraman 2013).
Among the neurons to which ring neurons are functionally connected
(Franconville, Beron, and Jayaraman 2018) is a population of cells called “E-PGs”. The
abbreviation “E-PG” indicates that each neuron’s dendrites arborize in the Ellipsoid
Body, and that the neuron’s axons project to both the Protocerebral Bridge and the Gall
(Figure 1.1a-c). E-PG physiology is reminiscent of that of HD neurons. A typical
experiment to demonstrate this fact places a fly on an air-cushioned ball in angular
closed-loop control of a visual landmark (such as a bright bar). When the fly turns left,
the bar rotates right, and vice versa, allowing the fly to control the angular location of the
bar on the screen with her own behaviors. During such an experiment, if one images
calcium signals from E-PG cells in the ellipsoid body, one observes a single “bump” of
calcium, and this activity bump rotates around the ellipsoid body in concert with the
changing angular position of the landmark on the screen. Individual E-PG neurons are
tuned to the angular position of this landmark, and the fly’s virtual heading direction
(equivalent to the angular location of the landmark on the panoramic screen) can be
easily extracted from E-PG population activity based on visual inspection or a simple
algorithm to find the peak location of activity around the ellipsoid body (Seelig and
Jayaraman 2015).
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Figure 1.1 | Fluidity and stability in the E-PG heading signal

(a) Central complex in the Drosophila brain. (b) Cartoon of a single E-PG neuron, with
dendrites in the ellipsoid body and terminal boutons in the protocerebral bridge and
Gall. (c) Schematic of wiring diagram of E-PGs in the ellipsoid body and protocerebral
bridge. Colors indicate sub-regions innervated by individual neurons (from TurnerEvans and Jayaraman 2016). (d) Imaging neural activity in a fly walking on an aircushioned ball in closed loop control of a bright bar displayed on an LED arena. (e, f)
Two example recordings of E-PG neurons of the same fly walking in closed loop. The
first column shows the fluorescent activity in each glomerulus over time. The second
column shows the bar angle and phase angle overlaid, 0º indicating the bar is directly in
front of the fly. The E-PG phase is offset by a constant value so that the phase and bar
position overlap. Gray vertical bars indicate where the bar is behind the fly. The third
column shows the fly’s forward rotation on the ball. In (e) the E-PG phase tracks the
position of the bar as the fly walks. In (f) the E-PG activity persists and the phase of the
E-PG signal maintains a constant value as the fly stands still for more than 40 seconds.
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Several aspects of the E-PG activity bump suggest that it may function to encode
the fly's heading angle in the world. First, just as a fly can only ever be facing one
direction, the E-PG population calcium signal is confined to a single “bump” of calcium
activity in the ellipsoid body. Second, just as a heading signal must update as the
animal turns, the E-PG activity bump position around the ellipsoid body updates as the
fly rotates. Third, just as an ideal heading system would be able to encode an animal’s
heading in a variety of environments, so too does the E-PG bump encode the fly’s
heading relative to a variety of visual scenes. The E-PG bump is not retinotopic; both
complex and simple visual scenes elicit a single bump of E-PG activity in the ellipsoid
body. Indeed, when flies walk in closed loop control of the angular position of a single
bright vertical bar, different animals exhibit different offsets between the angular
positions of the landmark and the activity bump (Seelig and Jayaraman 2015),
consistent with the notion that the activity bump represents the abstract concept of the
fly’s heading, as opposed to any given landmark’s absolute position. Fourth, just as
many heading signals can be updated solely by the animal’s own movements, the E-PG
bump persists and continues to update in the correct direction when the fly walks in
complete darkness (Seelig and Jayaraman 2015). Finally, barring any unexpected
rotations of the visual scene, an ideal heading estimate would continue to indicate the
same angle as long as an animal stood still. Just so, when the fly stands still in the dark,
the E-PG calcium bump stays in the same location for tens of seconds to minutes (for
as long as has been measured) when flies stand still (Seelig and Jayaraman 2015).
Note that the E-PG activity bump updates in the dark even though the fly is tethered. In
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this situation, the fly’s rotations on the ball are not accompanied by a vestibular signal of
the turn. In contrast, rat HD neurons require vestibular input to maintain their tuning
(Stackman and Taube 1997). The fly central complex must therefore integrate
proprioceptive signals from the animal’s legs in order to update the E-PG heading
signal2.
The anatomy of E-PG neurons makes it possible to image this heading signal in
E-PG axon terminals in the protocerebral bridge. E-PG cells are columnar; there is a
consistent mapping between the 1 of 16 wedges of the ellipsoid body in which an
individual E-PG neuron arborizes and the 1 of 18 glomeruli of the protocerebral bridge
to which it projects (Figure 1.1b-c) (Wolff, Iyer, and Rubin 2015), such that if E-PGs in
adjacent tiles of the ellipsoid body were to become active, E-PGs in the adjacent
glomeruli of the protocerebral bridge would also. E-PGs in adjacent wedges of the
ellipsoid body project to opposite sides of the protocerebral bridge (Wolff, Iyer, and
Rubin 2015). Based upon E-PG anatomy and their observed physiology in the ellipsoid
body, one might predict that E-PGs have two activity bumps in the protocerebral bridge:
one on the left bridge, and one on the right.

2

In principle, E-PG neurons could update in the dark in response to efference copies of
motor commands, as well as proprioception. Cross-correlations between E-PG activity
and behavior have shown that the E-PG bump position changes hundreds of ms after
the animal behaves. This is also true for other central complex neurons whose activity
represents the fly’s heading (Green et al. 2017, Turner-Evans et al. 2017). While
functionally it is possible for a brain signal to be updated by a late corollary discharge,
for succinctness I will refer to these idiothetic cues that rotate these heading estimates
as “proprioceptive”.
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Indeed, when one images E-PG calcium activity in the protocerebral bridge via 2photon excitation of GCaMP while the fly walks on an air-cushioned ball (Figure 1.1d),
one observes two to three bumps of calcium activity with a periodicity of 8 protocerebral
bridge glomeruli. These peaks of calcium activity rotate in concert, moving to the left
when the when the fly turns right on the ball, and vice versa (Figures 1.1e-f)3 (Green et
al. 2017, Turner-Evans et al. 2017). As these calcium activity peaks are periodic, their
position can be estimated by taking a Fourier transform of the 18-element vector of
calcium activity along the bridge – where every element of the vector represents the
calcium activity of a single glomerulus – and extracting the phase of the Fourier
component at 8 glomeruli (Green et al. 2017, see Methods). This phase (i.e. the position
of these peaks in the bridge) tracks the virtual heading of the fly (Figures 1.1e-f)4
Recent evidence demonstrates for the first time that E-PG activity helps flies to
perform navigational tasks. For example, normal physiological signaling in E-PG
neurons is required, in both flight and walking, for a dispersal behavior called
“menotaxis” or "arbitrary angle fixation", wherein an animal walks for an extended period
of time at an arbitrary, fixed angle with respect to a visual landmark (Giraldo et al. 2018;

3

When the calcium bump sits at the most ventral part of the ellipsoid body, the E-PG
activity in the protocerebral bridge is spread across both ends of the structure and very
middle, such that there are three activity bumps in the bridge instead of two. While this
may look like a further bifurcation of the heading signal, it is really just a wrapping
artifact that comes from representing a circular feature on the linear structure of the
bridge.
4
Although there are 2-3 bumps of E-PG calcium activity in the protocerebral bridge,
these bumps remain eight glomeruli apart from one another and rotate in unison. It is on
this basis that we describe the multiple-bump signal as a periodic signal characterizable
by a single phase.
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Green et al. 2018). Moreover, in walking menotaxis, E-PGs have been interpreted to
serve as a current heading signal in a current-vs.-goal-heading comparison, to guide the
fly's turning and forward speed. In summary, multiple lines of correlational and
perturbational evidence suggest that the phase of the periodic bumps of calcium activity
in E-PG neurons represents a fly’s current heading, and that this heading estimate is
used to guide locomotion in navigational tasks.
A natural constraint on the usefulness of the E-PG signal for guiding behavior is
the angular precision of the signal. How precise is the E-PG heading estimate? The
answer to this question may depend upon the sensory context in which the fly finds
itself. If sensory cues informative about the fly's angular heading are available, the EPGs can inherit their heading estimate from the relevant sensory neurons. For instance,
if the sun is visible and if the E-PGs have stored a mapping between the azimuthal
position of the sun and the anatomical position of the activity bump, then the E-PGs can
carry a relatively precise heading signal as defined by their visual inputs. In this case,
the angular resolution of the E-PG heading estimate might be the same as the angular
resolution with which the relevant visually sensitive neurons can signal the angular
position of visual cues.
However, what happens if the sky is overcast and all relevant celestial cues, like
the sun, are unavailable? In this case – simulated by complete darkness in the imaging
experiments – empirical evidence has shown that E-PGs still carry a heading estimate
and that this estimate is stored and updated via intrinsic dynamics and assessments of
self-movement of the animal (Seelig and Jayaraman 2015). How do neural systems that
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signal heading, like E-PG neurons, store an angular variable in the absence of
positional cues and what is the angular resolution of the E-PG heading estimate in
darkness?
HD neurons, including E-PGs, seem to represent the navigational variable of
heading direction via their population activity (Redish, Elga, and Touretzky 1996; Zhang
1996). To explain how populations of neurons can persistently store a variable,
computational neuroscientists have modeled these and other neuronal circuits as
“attractor networks”. In a network of N nodes, it is possible to use a single point to
represent the network’s state (i.e. the activity of all of the nodes) in an N-dimensional
space (or in some state-space with reduced dimensionality). In an attractor network, the
nodes are connected such that, if the network state resides in a “basin of attraction”, the
network state gravitates toward a stable state, also known as an “attractor state”
(Knierim and Zhang 2012).
The simplest type of attractor network is a “point-attractor”, in which the network
possesses a single equilibrium state. However, an attractor network can have more
than one attractor state. In 1982, John Hopfield modeled a highly interconnected
network of neurons with random synaptic weights, which, given a set of random initial
states would, over time, converge to one of a small set of stable states. Importantly, the
system showed a bias toward relaxing to the stable state most similar to the starting
state, as though the network state had been attracted to that nearby stable point
(Hopfield 1982).
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Attractor states may be discontinuously scattered around the state-space. But, if
the weights of the network are carefully tuned, these attractor states may be arranged in
a continuum (Knierim and Zhang 2012). This configuration of stable states might be
useful for a network whose role was to calculate and store a value that falls on such a
continuum. The orbital position of the eye represents just such a value. Many
vertebrates move their eyes by interspersing long periods of stable gaze with quick,
saccadic eye movements. Between saccades, the animal’s eye position along one axis
falls on a continuum between some minimum and maximum value, and this position is
temporarily stored. Neurons in the goldfish hindbrain integrate eye-velocity signals to
generate a persistent firing rate that correlates with the animal’s eye position (Aksay et
al. 2000) and these neurons’ activity controls the eye’s position (Aksay et al. 2007). If
one plots the firing rate of one of these velocity-to-position integrating neurons against a
second such neuron, these points fall along a line. Put another way, the activity states
of velocity-to-position integrating neurons form a line through state space, and the
activity of these neurons has been modeled as a “line-attractor” (Seung 1996; Seung et
al. 2000) – although it should be noted that further research has elaborated upon this
model, suggesting that the velocity-to-position integrating neurons of the goldfish and
zebrafish can be modeled as a multi-dimensional attractor (Aksay et al. 2003; Miri et al.
2011).
Line attractors can represent the value of some variable between two
boundaries. But what if the variable an animal needs to compute is circular, such as the
orientation of an edge? Such variables are capably represented by “ring attractor”
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network models. In ring attractor networks, only a small subset of cells are ever stably
active at a time, but this active pool of cells can gradually and stably change over time.
The active pool of cells is said to carry a "bump" of activity around the network. Ring
attractor networks have the additional property that if the activity bump moves smoothly
across the whole population along a single dimension, the first set of neurons eventually
become active again. These networks are called ring attractors because one can
imagine arranging the cells, functionally, in a ring – even if they are not anatomically
arranged as such in the brain – where the activity bump travels smoothly around the
ring.
Neurons in mammalian V1 that preferentially respond to edges with a specific
orientation have been modeled as a ring attractor. In principle, orientation tuning in
these neurons might be the product of feed-forward visual input. However, a purely
feed-forward model of orientation tuning predicts certain features that are not observed
in real V1 neurons, such as a relationship between the width of a V1 neuron’s
orientation tuning curve and the stimulus contrast. However, when an interaction term is
introduced between V1 model neurons such that they weakly excite other V1 neurons
with similar orientation tuning and inhibit V1 neurons tuned to a perpendicular
orientation, this brings the model’s behavior more in line with experimental observations
(Ben-Yishai, Bar-Or, and Sompolinsky 1995). If one were to arrange these model
neurons in a circle such that the neurons’ angular positions matched their preferred
orientation, and then rotated an edge in these model neurons’ receptive fields while
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tracking the neurons’ activity, one would observe a bell-shaped bump of activity rotating
around this ring (Ben-Yishai, Bar-Or, and Sompolinsky 1995).
Head direction neurons have also been modeled as ring attractor networks that
integrate angular velocity to rotate the activity bump (Skaggs et al. 1995; Redish, Elga,
and Touretzky 1996; Zhang 1996). In these models, the uniqueness of the head
direction signal is maintained by short-range excitation and long-range inhibition; HD
neurons excite other HD neurons with similar preferred directions and inhibit those with
preferred directions opposite their own (Zhang 1996). When an animal is facing in an
HD neuron’s preferred direction, persistent activity maintained by recurrent excitation
from other HD neurons with the same preferred direction (Redish, Elga, and Touretzky
1996).
Direct evidence that the mammalian head direction signal is maintained by ring
attractor dynamics, as opposed to purely feed-forward signals, is beginning to
accumulate. In rats, when multiple HD neurons are simultaneously recorded, these
neurons have the same temporal correlation structure when the animal is awake as they
do when the animal is asleep, when feed-forward inputs should not be present
(Peyrache et al. 2015).
Evidence has recently emerged that Drosophila E-PG neurons, whose
physiology is analogous to that of vertebrate HD neurons, can be modeled by a ring
attractor. Kim et al. simultaneously imaged the E-PG activity bump and used
optogenetics to activate E-PGs innervating a portion of the ellipsoid body away from the
calcium bump. Ring attractor models predict that, at any given time, there should only
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be one activity bump (Skaggs et al. 1995; Redish, Elga, and Touretzky 1996; Zhang
1996). In simulations, injecting current into HD neurons far away from the bump center
cause the bump to slide or jump to the stimulated location (Zhang 1996).
Correspondingly, exogenous activation of E-PG neurons off of the bump center
generated a new bump at the stimulated location and degraded the original activity
bump (Kim et al. 2017). This was taken as direct evidence that the E-PGs maintain a
heading signal via a ring attractor network.
If the E-PGs’ population-level calcium-bump estimate of the fly’s heading angle
can be modeled as a ring attractor, what can this tell us about the system’s angular
resolution? While many continuous attractor networks are idealized as possessing an
infinite number of attractor states, in reality the maximum number of stationary states in
an attractor network is the number of nodes in that network (Seung et al. 2000).
Mammals possess such a large number of HD neurons that the ring attractor they
comprise may be regarded as quasi-continuous. In small-brained animals such as
Drosophila, however, anatomical considerations related to the small number of neurons
become important.
The precision of the E-PG ring attractor is likely to be limited by the number of
cells. Is it possible to determine the number of "nodes" in the E-PG ring attractor
network based on anatomy alone? The answer is not totally clear; it depends on the
level of anatomical organization one considers most important (neuropil compartment,
cell, neurite, single synapse, etc.). Still, bearing this caveat in mind, one might estimate
the E-PG’s angular resolution to fall between 5º and 45º based on the known anatomy.
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A single E-PG axon projects to one of 8 glomeruli in one half of the protocerebral
bridge, and the cell’s boutons always fill this entire sub-region. Together, these 8
glomeruli represent all of azimuthal space with double coverage (on the left and right
protocerebral bridge), corresponding to 45º encoded by each glomerulus. Single E-PG
neurons’ dendrites are restricted to “wedges” of the ellipsoid body occupying 1/16th of
the region’s volume (22.5º per wedge). Some E-PGs’ dendrites are restricted to a
“demi-wedge” occupying 1/32nd of the EB’s volume (11.25º per demi-wedge). Cell
counts for the number of E-PG neurons labeled in a GAL4 line can vary between 36 and
68 neurons (Wolff, Iyer, and Rubin 2015; Giraldo et al. 2018). If the smallest unit of
angular resolution is not any anatomical sub-region of the Ellipsoid Body, but is instead
the individual E-PG neuron, then the E-PG neurons’ estimate of heading direction could
be precise to 5º in some flies. While even this estimate may seem somewhat low
resolution, it is worth noting that the angle subtended by a single lens in the Drosophila
eye – and thus the resolution of any visual positional information signal upon which the
fly might base its angular orientation estimate – is itself around 5º (Heisenberg and Wolf
1984). If each node in the network is a set of synapses, rather than a single neuron,
then the resolution could be better yet.
At first blush it might seem that an attractor network with more nodes, and
therefore higher angular resolution, is inherently superior to one with fewer. However,
continuous attractor networks appear to exhibit a kind of precision-accuracy tradeoff. To
explain why this might be the case, it is helpful to describe the attractor network as
having an associated energy landscape (this is sometimes referred to as the network’s
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Lyapunov function) (Brody, Romo, and Kepecs 2003). In the absence of feed-forward
input to the network, the network state can only flow to lower regions of the energy
landscape. Attractor states are represented as local minima on this energy landscape.
In a truly continuous attractor network with infinite attractor states, the minimum value of
this energy function falls along a continuum. Weights must be tuned extremely precisely
to keep the floor of this landscape perfectly flat; imperfections cause the system to drift
to a single global energy minimum (Brody, Romo, and Kepecs 2003). In models of the
goldfish velocity-to-position integrator, when the recurrent synaptic weights are
purposefully reduced 10%, the model’s prediction for the animal’s eye position always
decays toward a single null position (Seung et al. 2000). Even a perfectly tuned attractor
network with a flat energy minimum presents potential pitfalls. Such a system would
have no energy barrier between attractor states, and so noise in feed-forward circuits
would cause a this truly continuous network state to drift around the attractor manifold,
rendering the theoretically accurate neural representation hopelessly imprecise (Brody,
Romo, and Kepecs 2003). Conversely, it has been suggested that attractor networks
with fewer states might exhibit higher precision, since more noise is required for a
transition to a nearby attractor state. Of course if the E-PG heading estimate were to be
represented by network with few attractor states, this would have obvious implications
on the potential accuracy of that estimate, as this would limit fly’s ability to discriminate
similar heading angles. Because anatomy does not provide a clear estimate of the
number of attractor states in the E-PG network, and since computational theory does
not imply an optimal number of stable states in an attractor network given a number of
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potential nodes, if one wants to know the resolution of the E-PG heading estimate it
seems best to just measure it empirically.
Chapter three of my thesis builds on the work of a colleague graduate student in
the lab, Cheng Lyu, who set out to determine the resolution of the E-PG heading
estimate. One approach Cheng took was to directly measure the distribution of
residences of the E-PG phase "bump". If there are distinct stable points, one should be
able to observe these as periodic hotspots in the E-PG phase residence distribution.
One complication is that the GCaMP signal represents a filtered history of a neuron’s
electrical activity, with decay time constant in the hundreds of milliseconds for the
GCaMP6 family of calcium sensors (Chen, T-W et al. 2013). Thus, even if the E-PG
phase hypothetically rotated in discrete steps, the filtered GCaMP signal would
necessarily filter these steps in space and time, thus potentially leading one to
erroneously believe that the E-PG phase rotated in a more continuous fashion.
Therefore, Cheng focused on measuring the angular position of E-PG phase in the
brain specifically while the fly stood still for many seconds. During such events, the EPG phase remains stable in the brain and the errors induced by GCaMP filtering of the
underlying calcium signal are minimized or potentially eliminated.
In order to observe any potential hotspots of E-PG phase residence, one must
measure the E-PG phase during thousands of standing events. In a 20 minute recording
session, one can expect, in the absolute best case scenario, approximately 40 standing
events by a fly, which is an insufficient number of samples to assess the shape a multimodal distribution with up to 16 modes or more. It was therefore necessary for Cheng to
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record the E-PG phases from dozens of flies in such a manner that it was possible to
compare the E-PG phase signal meaningfully across flies. This cross-fly comparison is
very difficult to make if one measures the E-PG phase in the ellipsoid body because the
borders defining adjacent wedges and demi-wedges of the ellipsoid body are
anatomically indistinct, and thus it is not possible to discern where one E-PG neuron’s
dendritic arbor ends and another’s begins. In addition, the ellipsoid body will almost
certainly be slightly rotated in the imaging plane from one preparation to the next,
making registering phases across flies without adding angular noise from this technical
concern nearly impossible. However, in the protocerebral bridge, the E-PG cells always
innervate the exact same 16 glomeruli whose borders are separated by a small gap and
thus easily defined in the same manner across preparations. The protocerebral bridge is
also a linear structure (In contrast to the toroidal ellipsoid body), and so slight rotations
in the preparation do not disrupt one’s ability to make the same phase measurement
across flies. Cheng therefore elected to measure the distribution of E-PG phases during
standing events in the protocerebral bridge.
If a histogram of E-PG phases is drawn at random from a probability distribution
with 16 modes, then the Fourier transform of that histogram will show a peak at 22.5º
(corresponding to 360º / 16) (Figure 1.2a). Cheng compiled the histogram of E-PG
phase angles during 1867 standing events in darkness and 1892 events where flies
controlled the angular position of a tall vertical bar in angular closed loop. A Fourier
analysis of these empirically measured histograms did not reveal measurable periodicity
at 22.5º (Figures 1.2b-c). While a power spectrum peak at 22.5º could not be detected
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in these data, this does not rule out the possibility that the E-PG phase may reside in 16
(or more or less) stable states because this analysis assumes that discrete stable states
are consistently distributed in every fly with respect to the anatomical structure of the
protocerebral bridge. This assumption may be wrong. That said, if stable states exist in
the E-PG system, they cannot be detected with this method in this dataset.
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Figure 1.2 | 16-stable state periodicity cannot be detected in the E-PG heading
estimate in the Protocerebral Bridge.

(a –c) Middle: histograms of the average phase of standing events, such as the event
shown in Figure 1.1f, drawn from multiple flies. 5.625º bin size. Right: power spectrum
of this histogram. (a) Histogram drawn from a probability distribution with 16 equally
spaced stable points. The power spectrum of this histogram shows a peak at 22.5º
(360º/16). (b) Histogram drawn from 1867 standing events while the fly walked in the
dark. The corresponding power spectrum shows much less power at 22.5º. (c)
Histogram drawn from 1892 standing events while the fly walked in closed loop with a
bright bar. The corresponding power spectrum shows much less power at 22.5º. Cheng
Lyu collected the data, analyzed it, and generated these figures.
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Building on Cheng’s work, I approached the question of the E-PG heading
resolution question from a new angle. When flies walk with a tall bright bar in angular
closed loop, abruptly jumping the bar leads to a concomitant repositioning of the
position of the E-PG bump(s), i.e., the E-PG phase, in the ellipsoid body and bridge
(Seelig and Jayaraman, 2015; Green et al. 2018). This is analogous to the behavior of
mammalian HD neurons, whose preferred directions relative to an angular landmark
remain consistent when that visual landmark is rotated (Yoganarasimha and Knierim
2005). If one were to jump the tall bright bar less and less, eventually one would find an
angular shift so small that one could not detect a concurrent change in the E-PG phase
in the direction in which the bar was jumped. The smallest angular shift in the position of
a landmark that elicits a measurable change in the E-PG phase represents the
resolution with which we can detect that the E-PG phase signals the location of those
landmarks. The actual resolution of the E-PG phase may be better than our
measurement, but our measurement would provide an upper bound to this value. I
therefore set out to determine the smallest visual perturbation to which the E-PGs bump
position responds (Figure 1.3a). The answer to this question would reveal the
measurable resolution of the E-PG phase to feed-forward, positional visual input.
A separate, but related question is how precisely the E-PGs can store an angular
variable in the absence of visual input. It may seem as though the resolution of the EPGs with and without visual input ought to be the same, but in fact these two values
might be quite different. In a ring attractor network, in the absence of sensory inputs, the
bump of activity must be centered on a particular node; if the ring attractor is idealized
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as an energy landscape, bumps centered on these nodes are represented by local
minimal in the energy landscape. Imagine, however, a visual stimulus whose angular
position fell between two nodes. This visual stimulus might excite both of those
neighboring nodes. In this situation, the activity bump stills fall on the ring, but the
network state is “propped up” on a higher energy region of the energy landscape by the
feed-forward input. If the visual input is removed, the network state must relax to the
nearest attractor state. Assuming that these attractor states are evenly distributed
around the ring, the maximum size of that relaxation ought to be one half the distance
between attractor points – any relaxations larger than this would move past the nearest
local energy minimum. The experiment devised was to repeatedly remove visual input
while the fly stood still, and measure the change in E-PG phase in response. The
smaller the relaxations, the higher the presumptive angular resolution of the E-PGs.
(Figure 1.3b). We are very confident that there are more than 8 stable states (maximum
relaxation of 22.5º) and we cannot detect periodicity in E-PG phase probability
corresponding to 16 stable states (which would correspond to a maximum relaxation
size of 11.25º). Maximum relaxation sizes smaller than these values would suggest that
the E-PG ring attractor network is comprised of more than 8 or 16 attractor states,
respectively.
Small relaxations would imply a high number of attractor states – but what about
large ones? The occurrence of larger-than-expected E-PG phase relaxations would,
seemingly to my best understanding, confound any attempt to explain such E-PG phase
rotations as relaxing toward the nearest stable state of a ring attractor. Continuous
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attractor models with asymmetric weights between nodes tend to revert to single- or
multiple-point attractors (Zhang 1996, Seung et al. 2000). If large E-PG phase
relaxations are observed but they always proceed to the same anatomical position, then
we might suppose that this anatomical position represents an attractor state which is
slightly lower in energy than the other attractor states in the E-PG network. If, however,
large relaxations are common, and the E-PG phase does not always relax to the same
value, it would raise the possibility that the phase to which the E-PGs relaxed indicated
some other stored angular variable (Figure 1.3c), whose mechanism and function might
be worth considering in future research on the E-PGs.
In chapter three of this thesis I will show that, when a fly stands still, the phase of
the E-PG heading signal measurably rotates in response to a 5.625º displacement of
the visual stimulus, implying that the angular resolution of the E-PGs roughly matches
that of the early visual system. I will further show that, when the visual stimulus is
abruptly removed, the E-PG phase routinely relaxes further than a perfectly tuned 8state ring attractor would allow. Instead, the E-PG phase tends to relax to a nearby
position that is remembered for a given standing event, but whose value can change
over time, both across flies and within flies from one standing event to the next. This
“latent” phase angle, unmasked only when visual stimuli are abruptly removed, may
represent a second angular variable whose value can both be stably stored and flexibly
updated in the E-PG attractor network.
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Figure 1.3 | Determining the resolution of the E-PG heading estimate and the
topology of the E-PG energy landscape.

(a) Rapidly jumping a visual landmark to a nearby position (blue and red bars) will
always update the heading estimate if the resolution of the heading estimate to visual
input is smaller than the size of the jump (bottom, left), but will not always update this
estimate if the resolution is larger than the jump (bottom right). (b) Above: schematic of
the visual stimulus. Below: unwrapped energy landscapes of two ring-attractor networks
with different numbers of stable states. In a well-tuned ring attractor with symmetric
weights between the nodes, the maximum size of the E-PG phase relaxation upon the
removal of the visual stimulus should be half the distance between attractor states – the
distance between local energy maxima and local energy minima. If a heading estimate
is represented by a ring attractor network with a large number of attractor states, (left),
abrupt removal of the visual stimulus (top, dashed blue rectangle) should lead to a small
displacement of the heading estimate (bottom: dotted blue circle to filled blue circle). If a
heading estimate is represented by a ring attractor with fewer states (right), the
maximum displacement observed should be larger. (c) In the event that the E-PGs relax
to a single point attractor, the angular position of this attractor could represent mistuning
of the weights between neurons that was hard-wired in development, or the position of
this point attractor could change over the course of the experiment. In the schematic,
energy landscapes as a function of phase angle are represented, with colors
representing the energy landscapes at different points in time. If the position of a point
attractor was hardwired (left), we would not expect to observe the angular position of
the energy minimum change over time. If the phase relaxed to different angular
positions over the course of an experiment, that would suggest that the angular position
of the energy minimum could change over time.
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Chapter 2 | A neural population required for spontaneous flight turns

In this chapter, I will present evidence that the synaptic activity of neurons
labeled by the NP0212-GAL4 line is necessary for spontaneous flight turns, but not
flight turns evoked by expansion stimuli or optic flow. I use genetically-defined subsets
of the NP0212-GAL4 line to suggest that the neurons whose inactivation causes this
striking phenotype are cholinergic and reside in the thoracic ganglion.

A setup for studying spontaneous flight turning in Drosophila
To study spontaneous and visually evoked flight turns, we glued Drosophila to a
custom platform (Maimon, Straw, and Dickinson 2010) and tracked their wing
movements during tethered flight with a camera from below (Figures 2.1a-b). We
computed the left- minus-right wingbeat angle (L–R WBA) with respect to the fly’s body
axis, a signal correlated with yaw torque (Tammero, Frye, and Dickinson 2004), as a
measure of the fly’s intention to turn. Positive deflections in L–R WBA indicate that the
fly is attempting to turn right, and negative deflections indicate that the fly is attempting
to turn left. We note that L–R WBA is not a perfect measure of the fly’s yaw torque (let
alone attempted maneuvers along other rotational axes) because it does not capture
many important kinematic aspects of the wing’s motion, like the angle of attack and
timing of the wing flip, but it serves as a sufficient measure for our first-order purposes
here: determining whether the fly is attempting any turns at all.
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Figure 2.1 | A behavioral setup for measuring both spontaneous and visually
evoked flight turns in Drosophila

(a) Experimental apparatus. (b) Still images showing a fly turning right and left.
(c) An example trace of a fly flying in the context of a uniformly lit screen making
spontaneous saccades. Saccades were picked algorithmically and are marked at their
peaks (black dots). (d) An example trace shows a fly responding to loom stimuli whose
center of expansion is to the left or right of the fly. Gray boxes indicate stimulus
expansion.
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Flies flew in front of a panoramic light-emitting diode (LED) display. With the
display uniformly lit, frequent, sharp deflections of the L–R WBA signal, or saccades,
are observed (Figure 2.1b) (Heisenberg and Wolf 1979). We computationally identified
spontaneous saccades (black dots in Figure 2.1c) by subtracting the slow changes of
L–R WBA from the raw signal and using a threshold-crossing algorithm on this baselinesubtracted signal. Rigidly tethered flies typically perform saccades in bursts of turns in
one direction, followed by bursts of turns in the other direction, and so on (Heisenberg
and Wolf 1979). In a more naturalistic behavioral paradigm, in which flies were attached
to a thread so they were free to rotate about their yaw axis, others have observed this
same propensity to execute bursts of turns in the same direction (Mayer et al. 1988). In
a similar paradigm, in which tethered, flying flies are free to actually rotate about their
yaw axis within a vertically oriented magnetic field (Bender and Dickinson 2006a), we
observed the same pattern of syn-directional bursts of saccades (Figures 2.2a-d). This
tendency to perform saccades in syn-directional bursts was independent of any
individual fly’s overall tendency to perform more left turns or right turns in both
paradigms (Figures 2.2e-f).
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Figure 2.2 | Rigidly and magnetically tethered flies both perform bursts of syndirectional saccades.

(a) Schematics of the magnetic tether (left) and rigid tether (right) setups. (b) Example
traces of a magnetically tethered fly (left) and a rigidly tethered fly (right) flying in the
context of a uniformly lit screen. Rightward saccades are marked by green dots,
leftward saccades by magenta dots. Both flies were of Heisenberg Canton-S (HCS)
genetic background. (c) Analysis pipeline for determining the likelihood of observed
saccade sequences. (d) The fraction of syn-directional saccades in both magnetically
and rigidly tethered HCS flies (black dots: n = 9 and n = 7 individual flies, respectively;
red bars: means of real data) as well as in shuffled turn sequences (blue: mean and
95% confidence interval, n = 50,000 simulations of turn sequences of 9 and 7 flies,
respectively). *** p < 0.001 as estimated by comparing the mean fraction of syndirectional saccades between real and simulated populations. In simulations, we
resampled the actual saccades generated by a fly, but in a randomized order. (e) Flies
with low or high saccade direction bias were just as likely to show runs of saccades in
the same direction as the previous turn. Individual magnetically tethered flies’ fraction of
fraction of syn-directional saccades are plotted against their turning bias. p > 0.2, r2 =
0.22. (f) Same as in (e), but for rigidly tethered flies. p > 0.5, r2 = 0.07.
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In addition to performing spontaneous saccades, Drosophila also perform
saccades in response to looming discs in free flight (Muijres et al. 2014; Muijres et al.
2015) and while tethered (Tammero and Dickinson 2002b). When a loom stimulus
appears on the right, flies typically turn left and vice versa (Figure 2.1d) (Tammero and
Dickinson 2002b; Muijres et al. 2014). Thus, tethered flying flies perform rapid flight
turns that can be operationally characterized as spontaneous or as visually evoked,
allowing us to ask whether the mechanisms for executing spontaneous saccades and
this sub-class of visually evoked turns are dissociable.

Normal synaptic activity in cells targeted by NP0212-GAL4 is essential for
spontaneous turns
When synaptic transmission is impaired in neurons targeted by the NP0212GAL4 driver line (Figure 2.3a), flies performed very few spontaneous saccades. To
silence these cells, we expressed UAS-shibirets1 (UAS-Shits), a temperature-sensitive,
dominant-negative allele of dynamin. Above the restrictive temperature of 29ºC, shibirets
blocks synaptic transmission by inhibiting the recycling of synaptic vesicles (Koenig,
Saito, and Ikeda 1983). We controlled the flies’ temperature by passing temperatureregulated water over the flies’ head and front tip of their thorax while their wings
remained dry and free to perform tethered flight. We monitored the flies’ saccade
behavior at 19ºC, when the flies should behave normally, and at 34ºC, when shibirets is
expected to block vesicle recycling.
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Upon heating, the mean saccade rate of NP0212-GAL4; UAS- Shits flies
(NP0212 > Shits) decreased from 24.8 ± 4.9 to 2.9 ± 1.1 turns per minute (mean ±
SEM). Three out of eleven flies, including the example fly shown (Figure 2.3c, bottom
row), did not saccade for as long as we kept them at 34ºC. Control flies did not show
this effect upon heating (Figures 2.3b-e). Flight persisted when synaptic transmission
was inhibited in neurons labeled by NP0212- GAL4. Indeed, NP0212 > Shits flies
significantly increased their left + right wingbeat angle (L+R WBA) (Figure 2.3f), a proxy
for flight power (Dickinson, Lehmann, and Chan 1998). High wingbeat angles are
unlikely to prevent turning on their own, because we observed no significant correlation
between average L+R WBA and saccade rate in any of the above genotypes at either
temperature (data not shown). Whereas NP0212 > Shits flies exhibited a markedly
reduced saccade rate compared to parental controls at 34ºC, the average size of each
saccade, when a saccade was rarely observed, was not significantly smaller than that of
saccades at 19ºC (Figure 2.4a-c). In addition, the saccade magnitude of NP0212 > Shits
flies at 34ºC was not significantly smaller than those of the UAS-Shits parental controls
at 34ºC, although the average saccade magnitude of NP0212 > Shits flies was 28%
smaller than that of NP0212-GAL4 control flies at 34ºC (Figure 2.4a-c).
Saccades in tethered flight are relatively fast wing movements (~350 ms
duration) that ride on top of slower fluctuations of the L–R WBA signal (Figure 2.3c;
green arrows indicate start of slow left turns). In addition to the observed deficit in
spontaneous saccades, NP0212 > Shits flies also stopped making these slow turns. To
isolate the slower component of the flies’ wing movements, we plotted the distribution of
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observed wingbeat amplitudes in a low-pass filtered L–R WBA signal, which we call L–
R WBA(lpf). This low-pass-filtered signal is the floor from which we detect saccades, so
by definition, it excludes the saccades we defined computationally. Different flies had
different median values of L–R WBA(lpf)—i.e., they sometimes had a bias to tonically
turn left or right, which may be due to slight differences in the way the flies were
tethered. We therefore subtracted the median from every fly’s L–R WBA(lpf) distribution
so we could compare each distribution’s shape. When we did so, the distributions of L–
R WBA(lpf) were relatively similar across all genotypes at 19ºC (Figure 2.5a), but at
34ºC, NP0212 > Shits flies showed L–R WBA(lpf) values that were much more tightly
distributed around zero than those of parental controls (Figure 2.5b). At 19ºC, we also
observed a small variance drop in NP0212 > Shits flies compared to controls (Figure
2.5a), which may be due to a small amount of shibirets-mediated inhibition at 19ºC.
We also took a power spectrum of each fly’s L–R WBA to determine whether
inhibiting NP0212 neurons decreased the power spectral density at low frequencies.
When we compared the power in each frequency band between genotypes, we found
that NP0212 > Shits L–R WBA traces at 34ºC displayed significantly less power at
frequencies between 0.1 and 0.316 Hz, 0.316 and 1 Hz, 1 and 3.16 Hz, and 3.16 and
10 Hz than those of control flies flying at the same temperature. At 19ºC, this effect was
not detectable (Figures 2.5c-d). By both measures described above, NP0212 > Shits
flies exhibit less slow turning at 34ºC than controls.
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Figure 2.3 | Inhibiting synaptic transmission in neurons targeted by NP0212-GAL4
largely abolishes spontaneous saccades.

(a) Immunofluorescence of mCD8-GFP (green) and Brp (magenta) in the brain and
thoracic ganglion of a NP0212 > GFP fly. Left: maximum z projection. Right: maximum z
projections of three subsets in z. The scale bars represent 100 µm. (b) Example L–R
WBA traces of spontaneous turning behavior in NP0212 > Shits and parental control
flies at 19ºC (blue) and 34ºC (orange). (c) Ten-minute-long example traces. Saccades
are indicated by black dots. Traces are aligned to the x axis in (d). Green arrowheads
indicate the approximate onset times of five example, persistent turns to the left.
(d) Top three sections: raster plot of saccades in NP0212 > Shits and parental controls.
Every line represents an individual fly, and each saccade is indicated by a tick. Second
from bottom: the average saccade rate of each genotype, binned every 30 s. Line and
shaded regions indicate mean ± SEM. Bottom: temperature traces from 5 flies from
each genotype overlaid. Time zero was set to when the bath hit 26ºC. (e) Spontaneous
saccade rate of NP0212 > Shits flies and parental controls at 19ºC (blue) and 34ºC
(orange; black bars: mean ± SEM; *p < 0.05; Wilcoxon signed-rank test with a
Bonferroni correction; n = 10–12). (f) Average L+R WBA in NP0212 > Shits and parental
controls at 19ºC (blue) and 34ºC (orange; n = 10–12; black bars: mean ± SEM; *p <
0.05; Wilcoxon signed-rank test with a Bonferroni correction. Genotypes labeled with
different letters have average L+R WBA values at 34ºC that are significantly different; p
< 0.05; Mann-Whitney U test with Bonferroni correction)
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Figure 2.4 | Inhibiting synaptic transmission in neurons targeted by NP0212-GAL4
does not significantly change the average saccade size relative to controls.

(a) Average saccade at 19ºC, aligned to turn onset. Line and shaded regions: mean ±
SEM. (black: NP0212-GAL4 x w1118, n = 1504 turns; gray: UAS-Shits x w1118, n = 1600
turns; red: NP0212 > Shits, n = 1035 turns). (b) Same as in (a), but at 34ºC. (black:
NP0212-GAL4 x w1118, n = 1514 turns; gray: UAS-Shits x w1118, n = 1543 turns; red:
NP0212 > Shits, n = 108 turns). (c) Average saccade amplitude of NP0212 > Shits flies
and parental controls at 19ºC (blue) and 34ºC (orange) (n = 10-12, black bars: mean ±
SEM. Between genotypes: ** p < 0.01, Wilcoxon Signed Rank Test with a Bonferroni
Correction. Within genotypes a Mann-Whitney U-test with a Bonferroni Correction was
employed.)
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Figure 2.5 | Slow turns are abolished by inhibiting synaptic transmission in
neurons targeted by NP0212-GAL4.

(a) Distribution of L–R WBA(lpf) during flight at 19ºC for NP0212 > Shits (n = 11 flies,
red) and parental controls (NP0212-GAL4 x w1118; n = 10; black and UAS-Shits x w1118;
n = 12; gray). Line and shaded region indicate mean ± SEM. (b) Same as (a) but at
34ºC. NP0212 > Shits flies’ L–R WBA(lpf) distributions display lower variance than both
parental controls at both temperatures; p <<< 0.001; Levene’s test of variance. (c)
Average power spectra of the L–R WBA of NP0212 > Shits flies (n = 11) and parental
controls (NP0212-GAL4 x w1118; n = 10 and UAS-Shits x w1118; n = 12, colors as
above) at the 19ºC, binned between half-powers of ten. Spectra are plotted on a log10log10 scale. Mean ± SEM. (d) Same as (c) but at 34ºC. Significance asterisks indicate
that NP0212 > Shits is significantly different from both parental controls; ***p < 0.001; **p
< 0.01; Mann-Whitney U test.
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To determine whether the suppression of spontaneous turning in NP0212 could
be observed at room temperature and with a different synaptic silencing reagent, we
compared the spontaneous turning rate of flies in which NP0212-GAL4 drove
expression of tetanus toxin light chain (TeTxLC-active), which blocks synaptic
transmission by cleaving synaptobrevin (Sweeney et al 1995), to the turning rate of flies
that expressed an inactive form of the protein (TeTxLC-inactive). We made an effort to
restrict tetanus toxin transcription to the 24 hours immediately prior to behavioral testing
by using a temperature-sensitive variant of GAL80 (GAL80ts), an inhibitor of GAL4
(Suster et al. 2004), expressed in all cells under the control of the tubulin promotor
(McGuire et al. 2003). NP0212 > TeTxLC-active flies displayed a marked reduction in
saccade rate when compared to NP0212 > TeTxLC-inactive controls (Figures 2.6a-b),
corroborating the results seen with shibirets. Slow turning was also reduced in NP0212 >
TeTxLC-active flies compared to controls (Figures 2.6c-d).
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Figure 2.6 | Inhibiting synaptic transmission in neurons targeted by NP0212-GAL4
with Tetanus Toxin Light Chain markedly reduces the rate of spontaneous
saccades and slow turns.

(a) Example traces of flies of the indicated genotype flying under blank screen
conditions. Saccades were algorithmically detected and are indicated by black dots. (b)
Spontaneous turning rate of NP0212 > TeTxLC-active flies (red) and NP0212 >
TeTxLC-inactive controls (black). (Black bars: mean ± SEM, n = 10-12, *** p < 0.001,
Mann-Whitney U-Test). (c) Distribution of L−R WBA(lpf) during flight for NP0212 >
TeTxLC-Active (n = 10 flies, red) and NP0212 > TeTxLC-Inactive controls (n = 12 flies,
black). Shaded regions represent 95% CI, calculated by multiplying 1.96 by the SEM
across flies. NP0212 > TeTxLC-Active flies display lower variance than controls, p <<<
0.001, Levene’s test of variance. (d) Average power spectra of the L−R WBA of
NP0212 > TeTxLC-active (n = 12) and NP0212 > TeTxLC-active controls (n = 10, colors
as above), binned between half-powers of ten. Spectra are plotted on a log10-log10
scale. Mean ± SEM.
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Normal synaptic activity in cells targeted by NP0212-GAL4 Is dispensable for
visually evoked turns
Did inhibiting synaptic transmission in neurons targeted by NP0212-GAL4
generally paralyze the flies’ ability to steer with their wings? In Drosophila, the power
muscles that generate the mechanical force necessary for flight are distinct from the
muscles that drive steering maneuvers (Dickinson 2005), so one can easily imagine
such a possibility. To test whether NP0212 > Shits flies were still capable of making both
rapid and persistent wing movements, we tested NP0212 > Shits flies’ responses to
visual stimuli that elicit such responses: rapidly expanding (looming) discs and
persistently rotating (optomotor) gratings, respectively.
Flies in both free and tethered flight typically respond to looming visual stimuli by
performing a saccade away from the expanding stimulus (Tammero and Dickinson
2002b; Censi et al. 2013; Muijres et al. 2014). NP0212 > Shits flies and parental controls
responded to our expanding disc stimuli at a relatively consistent delay after the
stimulus reached a critical size, and many flies responded bi-modally to looms from the
center (data not shown), phenomena which are often considered to be characteristic of
genuine loom responses (as opposed to, say, optomotor responses to the edge of the
expanding disc) (Gabbiani, Krapp, and Laurent 1999; Bender and Dickinson 2006b).
Notably, NP0212 > Shits flies were able to execute these escape responses at the
restrictive temperature of 34ºC (Figure 2.7a). The overall shape of the loom response
seemed quite normal, even though these responses were assessed directly after a long
period of flight with a uniformly lit screen at 34ºC, during which the same flies had
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performed virtually no spontaneous saccades (Figures 2.7c-d replicate Figures 2.3b and
2.3e in flies that performed loom-evoked turns immediately afterward).
Moreover, the average size of the loom response in NP0212 > Shits flies did not
significantly decrease compared to the same genotype at 19ºC (Figure 2.7b; p > 0.05;
Wilcoxon signed-rank test). NP0212 > Shits flies also did not display significantly smaller
loom responses than those of one of the parental controls at 34ºC (Figure 2.7b; p >
0.05; Mann-Whitney U test with a Bonferroni correction for NP0212 > Shits and NP0212GAL4/+), although their responses were significantly smaller than the other control
(UAS-Shits/+), which may indicate that genetic background may have a small effect on
the magnitude of this behavioral response.
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Figure 2.7 | Flies in which neurons targeted by NP0212-GAL4 have impaired
synaptic transmission can still perform loom-evoked saccades.

(a) Responses to looming discs expanding from the left (1st and 3rd rows) and right
(2nd and 4th rows) of w+; NP0212 > Shits and parental controls (n = 8 flies, 10 trials per
fly). In the top two rows, the thick line indicates the mean across trials and thin lines
represent individual trials. In the bottom two rows, the thick line indicates the mean
across flies and thin lines represent individual fly means. Arrowheads in 3rd column
indicate trials with weak responses (see main text). (b) Average loom response in w+;
NP0212 > Shits and parental controls (black bars: mean ± SEM) at 19ºC and 34ºC; each
dot represents one fly. (c) Example traces of w+; NP0212 > Shits and parental control
flies flying at 19ºC (blue) and 34ºC (orange) in the context of a uniformly lit screen
immediately preceding the loom trials in (a). (d) Spontaneous turning rate of w+;
NP0212 > Shits flies and parental controls at the 19ºC (blue) and 34ºC (orange) (black
bars: mean ± SEM, n = 8, * p < 0.05, Wilcoxon signed rank test.
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Whereas NP0212 > Shits flies showed grossly normal loom responses, we
noticed that, on some trials, they did not seem to respond strongly to the loom (Figure
2.7a, arrows)—unlike control flies, which typically responded strongly on every trial.
Analyzing this finding further, we found that, after ~10 loom trials at 34ºC, loom
responses of NP0212 > Shits flies began to weaken until there was almost no behavioral
response by the 30th trial. Control animals showed strong responses throughout 30
loom trials. However, when we minimized shibirets expression in certain visual and
central complex neurons by driving GAL80 expression under the control of the R83H12
enhancer fragment R83H12-GAL80) (Aso et al. 2014) (Figure 2.8a), we were able to
rescue this depletion of the loom response while preserving the effect on spontaneous
saccades (Figures 2.8b-c). That is, the spontaneous saccade rate of NP0212-GAL4,
R83H12-GAL80 > Shits flies was still markedly reduced at 34ºC, yet these flies
responded reliably to looming stimuli for as long as we measured, even after 30 trials
(Figure 2.8c). The spontaneous turn rate of NP0212-GAL4, R83H12-GAL80 > Shits flies
was barely but significantly higher than that of NP0212 > Shits flies (Figure 2.8b), a
difference that vanishes when a single outlier fly is excluded. However, even with the
outlier included, the vast majority of the spontaneous turning deficit NP0212-GAL4,
R83H12-GAL80 > Shits is still evident. We note that the elimination of loom responses in
NP0212 > Shits flies was tied to the retinotopic location in which loom stimuli were
repeatedly presented rather than to the direction in which the flies turned over and over
again (data not shown). Taken together, we interpret these results to mean that the
depletion of the loom response in NP0212 > Shits flies is due to the expression of
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shibirets in a retinotopic visual processing neuron class, which is involved in responding
repeatedly to expansion, likely to be located in either the visual system or central
complex.
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Figure 2.8 | 83H12-GAL80 rescues the progressive loom response depletion in
NP0212 while minimally affecting the rate of spontaneous saccades.

(a) Immunofluorescence of mCD8-GFP (green) and Brp (purple) in the brain and
thoracic ganglion of flies crossed to the indicated genotype. White arrows indicate path
of haltere afferent neurons in the thoracic ganglion and their characteristic terminals in
the subesophageal zone. (b) Spontaneous turning rate of flies of the indicated genotype
at 19ºC (blue) and 34 ºC (orange) temperatures. (n = 9-15. Black bars: mean ± SEM.
Within genotype: *** p < 10-8, ** p < 0.01, Wilcoxon Signed Rank Test. Between
genotypes: * p < 0.05, Mann-Whitney U Test of saccade rate at 34ºC). (c) Average
response of flies of the indicated genotypes to expanding discs centered to the left (top
row) or the right of the fly (bottom row) separated by block. Blocks of 10 trials are
delineated by color (see legend upper right). Line and shaded region: mean ± SEM, n =
7-9 flies. Without the R83H12-GAL80 transgene, NP0212 flies showed a gradual
diminishment of loom-evoked behavioral responses over 30 trials. With the R83H12GAL80 transgene, flies responded to loom stimuli for as long as we could measure even
though they showed very few spontaneous saccades.
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In addition to rapid, spontaneous saccades, persistent turns were also affected in
NP0212 > Shits flies. To test whether this effect could be explained by a general inability
of NP0212 > Shits flies to tonically turn their wings, we tested classical, wing optomotor
responses to coherent wide-field visual motion (in our experiment, a drifting vertically
oriented square-wave grating) presented for 3 s. Flies generally respond to horizontally
drifting gratings by turning tonically in the direction of motion. These responses were
preserved in NP0212 > Shits flies; indeed, the response to this optomotor stimulus
increased with respect to the same flies at 19ºC and with respect to parental controls at
34ºC (Figures 2.9a-b). Whereas the cause for the increase in optomotor-response
magnitude in NP0212 > Shits is not clear, these observations demonstrate that the
NP0212 > Shits flies can perform strong, tonic wing steering responses even while they
barely perform any spontaneous tonic turns. Together, these experiments demonstrate
the existence of neural processes that are required for the execution of spontaneous
tonic turns and high rates of spontaneous saccades but which are dispensable for
generating loom-evoked and optomotor flight turns in Drosophila.

65

Figure 2.9 | Flies in which neurons targeted by NP0212-GAL4 have impaired
synaptic transmission can still perform optomotor responses.

(a) Average responses to horizontally drifting grating to the right (1st and 3rd rows) and
left (2nd and 4th rows) in w+; NP0212 > Shits and parental controls (n = 8 flies, 10 trials
per fly). In the top two rows, the thick line indicates the mean across trials and thin lines
represent individual trials. In the bottom two rows, the thick line indicates the mean
across flies and thin lines represent individual fly means. (b) Average grating response
in w+; NP0212 > Shits and parental controls (black bars: mean ± SEM) at 19ºC and
34ºC; each dot represents one fly. Blue, 19ºC; orange, 34ºC. In all traces, gray
rectangles denote periods in which the visual stimulus was displayed. * p < 0.05; ** p <
0.01; Mann-Whitney U test with a Bonferroni correction.
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The NP0212 spontaneous turning phenotype is most likely mediated by Cha+
neurons in the thoracic ganglion
NP0212-GAL4 drives expression in a large set of neurons spanning the visual
lobes, the central complex, the mushroom bodies, and other regions of the brain and
thoracic ganglion (Figure 2.3a). To gain a better handle on which cells in NP0212 might
be required for the animal to execute spontaneous saccades, we co-expressed GAL80
transgenes driven by a variety of promotors, assessing the identity of the cells whose
GAL4 expression was minimized or eliminated by crossing each GAL80 line to NP0212GAL4; UAS-mCD8-GFP (NP0212 > GFP) (Figure 2.10a) and assessing the behavioral
effect of minimizing the expression of GAL4 by measuring the spontaneous saccade
rates of the NP0212, GAL80 > Shits flies.
To test whether the spontaneous saccade defect in NP0212 was caused by
neurons—rather than glia or muscles, for example—we crossed NP0212 > Shits flies to
elav-GAL80. Elav is a gene expressed ubiquitously in neurons (Yang et al. 2009) and,
as expected, elav-GAL80 eliminated transgene expression in the brain and thoracic
ganglion while correspondingly rescuing the spontaneous saccade deficit rescuing the
spontaneous saccade deficit (Figures 2.10a-b; 19ºC versus 34ºC; p > 0.05; Wilcoxon
signed-rank test).
To ask whether the neurons targeted by NP0212-GAL4 required for spontaneous
saccades reside in the brain or in the thoracic ganglion, we crossed NP0212 > Shits to
tsh-GAL80. Tsh (teashirt) is widely expressed by neurons in the thoracic ganglion, with
nearly no expression in the head (Röder, Vola, and Kerridge 1992). As expected, in
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NP0212, tsh-GAL80 > GFP flies, GFP was expressed strongly in the brain, whereas it
was virtually eliminated from the thoracic ganglion (Figure 2.10a). Tsh-GAL80 rescued
the spontaneous saccade defect (Figure 2.10b; 19ºC versus 34ºC; p > 0.05; Wilcoxon
signed-rank test), suggesting that the cells required for spontaneous turning in NP0212
reside in the thoracic ganglion. We note that the NP0212, tsh-GAL80 > Shits flies
showed more fly-to-fly variability in saccade rates than wild-type animals. This
observation suggests that neurons whose expression of the teashirt gene is variable
across individuals might contribute to this phenotype. Because the number of neurons
targeted by NP0212 is so large, it was not feasible to examine the brains of NP0212,
tsh-GAL80 > Shits flies and to determine (by co-expression of GFP, for example)
whether different cells were labeled in flies that did or did not exhibit the behavioral
rescue.
Motor neurons in Drosophila are glutamatergic and express the vesicular
glutamate transport protein gene vglut (Mahr and Aberle 2006). To test whether
NP0212 > Shits saccade silencing was due to the inhibition of a steering motor neuron
specific for spontaneous saccades, we crossed NP0212 > Shits flies to vglut-GAL80
flies. As expected, NP0212, vglut-GAL80 > GFP flies showed reduced fluorescence and
fewer large cell bodies in the lateral metathoracic ganglion, a region known to contain
flight motor neurons (Mahr and Aberle 2006) (Figure 2.10a). NP0212, vglut-GAL80 >
Shits flies still showed significantly lower spontaneous turning rates at 34ºC than at
19ºC. However, the spontaneous turning rate at 34ºC was significantly higher in
NP0212, vglut-GAL80 > Shits than in NP0212 > Shits flies, although the effect size was
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only 32% smaller than that of NP0212 > Shits flies (61.2% versus 90.3% reduction in
saccade rate) (Figure 2.10b). Such a mild rescue phenotype with GAL80 is difficult to
interpret, as it may result from leaky expression of GAL80 in non-glutamatergic neurons
or from partial contribution of glutamatergic neurons to the phenotype. However, these
data suggest most of the NP0212 turning phenotype is not mediated by glutamatergic
neurons.
In contrast, cha-GAL80, which drives expression in cholinergic neurons in
Drosophila (Zhou, Rao, and Rao 2008), rescued the NP0212 spontaneous saccade
defect in its entirety (Figure 2.10b; 19ºC versus 34ºC; p > 0.05; Wilcoxon signed-rank
test). The precise identity of the Cha+ NP0212 neurons that most likely mediate the
phenotype is ambiguous, because the majority of neurons labeled by NP0212 > GFP
were subtracted by cha-GAL80, including all but the largest cells in the thoracic
ganglion, which are putative glutamatergic motor neurons (Figure 2.10a).
We silenced neurons in 38 additional GAL4 lines that targeted subsets of the
nervous system labeled in NP0212. Whereas an additional 3 out of 38 GAL4 lines
showed significant decreases in saccade rates (Figures 2.11a-b; lines 2–4 from left;
Student’s t test; p < 0.05), none of these more specific driver lines fully recapitulated the
nearly complete elimination of saccades associated with silencing cells targeted by
NP0212.
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Figure 2.10 | The neurons that mediate the spontaneous saccade phenotype in
NP0212 > Shits flies are likely to be Cha+ neurons in the thoracic ganglion

(a) Immunofluorescence of mCD8-GFP (green) and Brp (magenta) in the indicated
driver lines in the brain and thoracic ganglion. (b) Mean spontaneous turning rate of flies
of the indicated genotype at 19ºC (blue) and 34ºC (orange); each dot represents one fly.
(Black bars: mean ± SEM; n = 7–18. Genotypes labeled with different letters have
saccade rates that are significantly different at 34ºC; Mann-Whitney U test with
Bonferroni correction. * p < 0.05; *** p < 0.001; Wilcoxon signed-rank test.) An outlier
NP0212 > Shits, elav-GAL80 fly that had a spontaneous saccade rate of 91.6 turns/min
and an outlier NP0212 > Shits, tsh-GAL80 fly that had a spontaneous saccade rate of
89.4 turns/min at 34ºC are not shown on the plot.
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Figure 2.11 | Expressing shibirets in 38 additional GAL4 lines does not
recapitulate the abolishment of spontaneous saccades observed in NP0212 >
Shits flies.

(a) Box plots showing the spontaneous turning rate at 34ºC as a percentage of the
turning rate at 19ºC. The genotype median is indicated by the thick black horizontal line.
Box boundaries show the first and third quartiles. Whiskers are 1.5 times the length of
the inter-quartile range. (b) Bars indicate average turning rates of NP0212 > Shits and
the other 38 GAL4 lines at 19ºC (blue) and 34ºC (orange). Black bars indicate SEM.
Genotypes are sorted by the median relative turning rate.
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Chapter 3 | The angular resolution of the E-PG heading signal

approaches that of the early visual system, and the E-PG heading
signal in darkness can show a persistent offset from the
E-PG heading estimate in the context of a visible landmark.

When a fly walks on an air cushioned ball in a virtual environment or in the dark,
E-PG neurons show 2-3 equally spaced bumps of calcium activity along the
protocerebral bridge that can be visualized by 2-photon imaging of GCaMP and whose
position along the bridge correlates with the fly's angular heading (Figure 1.1d-f). In
other words, the phase of this periodic signal changes in concert with left/right rotations
of the fly on the ball. The E-PG phase moves at times and is stable at others. For
example, when the fly rotates on the ball, as it does in Figure 1.1e, the E-PG phase
moves smoothly along the protocerebral bridge. Conversely, when the fly stands still on
the ball, as in Figure 1.1f, the E-PG phase can remain constant for minutes (i.e., the
bumps in the bridge stay at a stable location for minutes), even in the absence of any
visual input (Seelig and Jayaraman 2015). It has been hypothesized that E-PG neurons
can be modeled as a ring attractor network (Kim et al. 2017). The resolution of this
neural population to represent angular shifts in a visual landmark and/or the number of
stable states in which E-PG activity can reside may have some bearing on the network’s
ability to represent the fly’s heading with accuracy and precision.
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In this chapter, I show two things. First, I use the E-PG phase response to abrupt
shifts in the position of visual landmarks to show that the E-PG phase can resolve
changes in heading as small as 5.625º in the context of a visual landmark, the finest
resolution which our experiments allowed us to detect.
Second, I show that there is a latent heading angle stored in the E-PG system.
This angle becomes evident when one turns off all visual input while the fly stands
completely still. In such an experiment, one observes, surprisingly, that the E-PG phase
signal relaxes to an angle that differs, often quite substantially, from the one carried by
E-PGs when the visual landmark was present in front of the stably standing fly. This
darkness-specific angle acts as a stable point in the system for as long as we have
measured (at least tens of seconds) and seems to function like a simple working
memory in the system.
As a framework for understanding this second result, I mention here one possible
interpretation (which I also elaborate upon in the Discussion). E-PGs are known to
make use of both angular velocity cues (e.g., proprioceptive cues) and positional visual
cues (e.g., a bright bar) to inform their angular heading estimate (Seelig & Jayaraman,
2015; Green and Maimon 2018). It seems likely that the positional and integrating input
streams to the E-PGs need not always agree on their assessment of which way the fly
is currently heading. How might the E-PGs arbitrate which stream to attend to in the
case of such a disagreement? When a visual input that rotates in lock step with the fly's
rotational behavior is available (such as the sun or moon), it seems sensible that this
input would dominate the E-PG heading estimate; if one can see which way one is
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heading, one ought to trust one's sight. However, strong visual inputs are not always
informative of one's heading in the world, for example when a fly locomotes in a swarm
of conspecific insects that rapidly move this way and that on the retina. In this case, the
E-PG heading estimate might be more accurate if it integrates the fly’s own turning
movements, rather than anchor this estimate to the azimuthal position of any one
object. Thus, when I turn the visual input off in my experiments, the E-PG system might
be reverting to a best guess of the animal's heading from the integration process. My
results on the latent angle, which I describe in more depth below, suggest – if this
interpretation is correct – that the integration-system's estimate of the fly's heading may
be preserved as a persistent angular value in the central complex, independently of the
E-PGs current calcium dynamics, for at least a few seconds. In this interpretation, when
I turn off the visual bar presented to a standing fly, the E-PG heading signal relaxes to
the integrator's angular estimate, which is close to, but not always exactly the same as,
the visual-position based estimate. Other interpretations of the data are also possible,
but I hope that this exposition might help calibrate the reader to one way of thinking
about the results to follow.

Abruptly shifting the position of an angular landmark while the fly stands still
causes the E-PG phase to rotate
When a tethered fly walks in our experimental apparatus with closed-loop control
of the angle of a visual landmark (a tall bright bar), opening the loop briefly and abruptly
rotating that landmark leads to a rotation in the E-PG phase (Green et al. 2018). To test
76

the sensitivity of the E-PG phase to small perturbations of such a visual stimulus, I
expressed GCaMP6m in E-PGs and imaged calcium activity in the protocerebral bridge
during closed loop control of a bright bar. Periodically I jumped the bar ±10º, ±20º, and
±30º. I should note that the resolution of the fly’s visual display is 1.875º, which does not
divide evenly into 10 and 20, and so when I commanded a shift of 10º the visual
stimulus shifted either 9.375º or 11.25º, and when I commanded a shift of 20º this led to
a shift of 18.75º or 20.625º on the display, which, on the aggregate, averaged out to 10º
and 20º bar jumps, respectively. I will refer to these displacements as ±10º, ±20º, and
±30º bar jumps, (although, in the context of determining the resolution of the E-PG
heading signal, I will discuss these displacements in terms of their maximum values
±11.25º, ±20.625º, and ±30º). I only jumped the bar to and from positions where it was
fully visible. To ensure a stable baseline phase, I only jumped the bar when the fly had
stood still for at least one second (Figure 3.1a) – I call this epoch the stable-bar-1
period. After jumping the bar, I held the bar in place for five seconds – I call this epoch
the stable-bar-2 period. After this, I turned off the bar for five seconds – I call this epoch
the dark period.
For ± 20º and ± 30º jumps, the E-PG phase changed significantly from the
stable-bar-1 period to the stable-bar-2 period, rotating in the direction of the new bar
position (Figs. 3.1b-e, 16.9º ± 5.61º, 22.3º ± 8.78º). While ±10º jumps did not elicit
significant rotations of the E-PG phase at the population level, a few high quality
recordings did show E-PGs rotating in response to ±10º bar jumps (Figure 3.1c).
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Figure 3.1 | The E-PG phase relaxes after a visual stimulus is jumped and
subsequently removed.

(a) Trial Structure. (b, c) Example recordings of E-PG neurons during a trial. The first
column shows the fluorescent activity in each glomerulus over time. The second column
shows the bar angle (black) and phase angle (blue) overlaid, 0º indicating the bar is
directly in front of the fly). The E-PG phase is offset by a constant value so that the
phase and bar position overlap. Gray vertical bars indicate where the bar is behind the
fly. The third and fourth columns show the fly’s yaw rotation and forward rotation of the
ball, respectively. The bar jump is indicated by a white arrow on the GCaMP
fluorescence plot and a red arrow on the phase plot. When the bar is removed, the
entire arena is colored gray. (b) A 30º bar jump. (c) A 10º bar jump. Note how the E-PG
phase relaxes past its position during the stable-bar-1 period (yellow arrow). (d) E-PG
phase triggered on the moment the bar was jumped. Vertical gray dashed line indicates
the moment the bar was jumped. Red dotted lines indicate the position to which the bar
was jumped relative to baseline. Gray rectangle indicates when the visual stimulus was
removed. Plots are separated by the size of the bar jump (n = 10, 19, 10). Trials for
counterclockwise bar jumps (-10º, -20º, etc.) are flipped. Thick line: circular mean of
trials. Thin lines: individual trials. Flies were static throughout all trials. Arena icons
above the leftmost plot indicate the stable-bar-1 period, the stable-bar-2 period, and the
dark period. (e) Circular mean of E-PG phase rotation in response to different jump
sizes: stable-bar-2 period minus stable-bar-1 period. (f) Circular mean of E-PG phase
rotation after the bar was removed: stable-bar-2 period minus dark period. (g) Circular
mean of E-PG phase rotation over the course of the entire trial: dark period minus
stable-bar-1 period. Blue dots: individual trials. Black lines and error bars: circular mean
± circular 95% confidence intervals. Stars indicate significance (circular median test, p <
0.05). The red dashed lines are plotted along y=x.
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Abrupt removal of visual stimuli elicits a E-PG phase relaxation towards the
phase in the stable-bar-1 period that sometimes overshoots this value
During the dark period – i.e., when I turned off the visual stimulus after the
stable-bar-2 period – the E-PG phase tended to rotate back toward the value it occupied
during the stable-bar-1 period (Figure 3.1f, stable-bar-2 phase minus dark phase: 8.05º
± 7.01, 11.34º ± 10.53, 18.57º ± 11.49 in the direction of the stable-bar-1 phase for 10º,
20º, and 30º bar jumps respectively). As a consequence of this relaxation, the difference
in E-PG phase between the dark period and the stable-bar-1 period did not differ
significantly from zero (Figure 3.1g).
The fact that, during the dark period, the E-PG phase relaxed to its phase in the
stable-bar-1 period was consistent with a model wherein the E-PG phase in the stablebar-1 period resided in an attractor state, and the relaxation in the dark represented a
relaxation back toward that attractor state. But the results also raised a few questions.
As mentioned in chapter 1, assuming an equal distribution of stable states and
symmetric energy landscape around the ring, the maximum size of a relaxation ought to
be half the distance between attractor states. A conservative estimate of 8 stable points
in the E-PG ring attractor network – as all data suggest is the case because the phase
does not appear to ever jump by more than 45º around the central complex when the fly
walks in closed loop or in the dark – would predict a maximum relaxation size of 22.5º.
However, 23% of relaxation magnitudes were greater than 22.5º. (Figs. 3.1c, e, f) How
are such large relaxations possible if the E-PG ring attractor contained at least 8 stable
points? Moreover, in some trials, the E-PG phase in the dark period relaxed past the
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phase’s position during the stable-bar-1 period (Figure 3.1c, yellow arrow). These trials
are inconsistent with the assumption that the E-PG phase had been sitting in an energy
minimum during the stable-bar-1 period.
The phase should not relax past its value in the stable-bar-1 period if the phase
was at a stable point during that period. If, however, the E-PG phase during the stablebar-1 period was 10º clockwise of the nearest stable point, one would expect the E-PG
phase to relax 10º counter-clockwise of this value during the dark period. It might seem
strange to assume that the E-PG phase was not resting in a stable state during the
stable-bar-1 period. But of course the whole premise of the experiment was that
jumping the bar could move the E-PG phase away from a stable state, propping it up on
the energy landscape. If the bar is able to hold the phase away from an attractor state
when it is abruptly moved, there is no reason that the bar would not be able to do the
same thing in the stable-bar-1 period, before the bar was jumped.

Abrupt removal of visual stimuli causes the E-PG phase to relax to a stable point
I conducted a similar experiment, but I changed the trial structure to ensure that I
always jumped the phase from an attractor state (Figure 3.2a). Once again, I began a
trial when the fly had stood still for at least one second – the stable-bar-1 period (Note
that our visual display only covers 270˚ of azimuthal space and thus I only moved
forward with the next epochs of the experiment if the bar was visible on the display
during the stable-bar-1 period). I then shut off the visual stimulus – I call this the dark-1
period. After five seconds, I made the bar reappear on the screen, but at a new
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azimuthal angle, holding it there for five seconds – I call this stable-bar-2 period. Then I
turned the bar off for a second time for five seconds – the dark-2 period. After the dark-2
period, I turned the bar on again in angular closed-loop mode (Figure 3.2a). In all
subsequent analyses I only analyzed trials during which the fly stood completely still for
the duration of the analysis period.
On 316 trials, the flies stood still through the stable-bar-1 and dark-1 period.
Even though in this experiment I did not jump the bar prior to making the screen go
dark, the E-PG phase nevertheless often rotated to a new angle upon the
disappearance of the bar. Examples of such relaxations are shown in Figure 3.2b-c. On
70% of these trials, the E-PG phase relaxed more than 11.25º, the theoretical maximum
relaxation size if the E-PG phase can reside in 16 equally distributed stable states
(Figure 3.2d-e). On 42% of trials, the E-PG phase relaxed more than 22.5º, the
maximum relaxation size which would correspond to 8 stable points. On 16% of trials
the E-PG phase relaxed more than 45º, a maximum relaxation size which would
correspond to 4 stable points. The E-PG phase clearly has more than 4 stable points.
Individual flies can have dozens of standing events that uniformly cover 360º of phase
(data not shown). It follows, then, that at least in the case of these large relaxations, and
likely for all relaxations, the attractor state to which the E-PG phase relaxes in the dark1 period is not the nearest attractor state of the E-PG system in general (which is likely
much closer to the position of the phase at the moment the screen went dark), but
instead some other, latent, stable angular value in the system.
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This value is not random. In the dark-1 period the E-PG phase tends to relax to
an angular position close to the phase in the stable-bar-1 period. While some
relaxations from the stable-bar-1 phase angle are large, the relaxation sizes are not
uniformly distributed (Figure 3.2d, Rayleigh test of uniformity, p <<< 1x10-10), and are
instead unimodally distributed about a value close to 0º (4.63º ± 4.31, circular mean ±
95% circular confidence interval). The phase position during the stable-bar-1 period has
a circular correlation of 0.700 with the phase during the dark-1 period (Figure 3.2f).
The E-PG phase does not appear to relax to a consistent anatomical position.
The distribution of E-PG phases appears uniform in the stable-bar-1 period and in the
dark-1 period, example epochs during which the fly is standing still and in which we can
measure the distribution of E-PG phases around the ring (Figure 3.2f, x- and y-axis
histograms, p > 0.1 for both, Rayleigh test of uniformity).
When the fly walks in closed loop, the angular position of the E-PG phase tracks
the position of the bar. One possibility is that the phase relaxes not to a consistent
anatomical position (e.g. glomerulus 5 in the bridge), but instead to a position
corresponding to a particular heading orientation (such as, for example, the glomeruli
whose activation indicates the fly is facing directly away from the bar). This is a tempting
explanation because, when the fly walks in closed loop, the screen is dark when the bar
is in the 90˚ window behind the fly (because our arena only covers 270˚). Seeking to
control for this possibility, we made a histogram of the bar positions on the LED display
signaled by the E-PG phase at the end of the dark-1 period. This histogram suggested
that bar positions behind the fly were not overrepresented at the end of the dark-1
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period. In fact, the most common position for the phase to relax to corresponded to the
bar being directly in front of the fly (Figure 3.2g, y-axis histogram). However, the
direction of the phase relaxation did depend somewhat on the angular position of the
bar when it disappeared. Note that data points in the -75º to 75º central range in Figure
3.2g tend to be slightly below the y=x equivalence red-dotted line to the right of zero and
slightly above the y=x equivalence red-dotted line to the left of zero. While this trend is
noisy, these data would suggest that when the bar turns off in front (-75˚ to 75˚) the
phase has a weak tendency to drift further to the front. Conversely, when the bar is in
the rear before it disappears (-180º to -75º or 75º to 180º) then the phase shows a weak
tendency to drift further to the rear in the dark-1 period. This trend is evident by points
being below the red dotted line in Fig. 3.2g in the -180º to -75º x-range and above the
red line in the 75º to 180º x-range.
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Figure 3.2 | The E-PG phase relaxes in the dark to a nearby angle, whose distance
is consistently greater than the maximum relaxation one would predict in a
perfectly tuned ring attractor with at least 8 stable points

(a) Trial structure. Note differences from 3.1. (b, c) Example recordings of E-PG
neurons during a trial. Gray horizontal bars indicate the periods in which the bar was
removed. The bar was jumped to a new location in the intervening period. (b) 43º dark-1
relaxation, -30º bar jump. (c) -55º dark-1 relaxation, 10º bar jump (d) Histogram of
changes in E-PG phase: dark-1 minus stable-bar-1 (n=316; 11.25º bin size; 4.63º ±
4.32º circular mean ± circular 95% confidence interval) (e) Cumulative sum of the
absolute value of the changes in E-PG phase upon the first removal of the bar: dark-1
minus stable-bar-1. Vertical gray lines indicate absolute change in phase of 11.25º,
22.5º, and 45º. (f) E-PG phase after at the end of the dark-1 period scattered against
phase during the stable-bar-1 period. Histograms of these values are plotted along their
respective axes. ±180º indicates a phase position wherein the most active glomeruli are
on the edges and the very middle of the protocerebral bridge (glomeruli L8, L1, R1, and
R8). (g) Bar position represented by the E-PG phase at the end of the dark-1 period
scattered against the actual bar position during the stable-bar-1 period. Histograms of
these values are plotted along their respective axes. 0º Indicates the bar directly in front
of the fly.
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E-PG phase responses to abrupt shifts in the angular position of a visual
landmark correspond to a resolution of 5.625º
The E-PG phase relaxed to a putative attractor state in the dark-1 period. To test
for the presence of other attractor states, I perturbed the phase away from this dark-1
stable point by turning the bar on for five seconds during the stable-bar-2 period at one
of the following angles offset from the stable-bar-1 bar position: ±5º, ±10º, ±20º, ±30º,
±45º, 60º, ±90º, ±180º.5 I then made the bar disappear for five seconds a second time
during the dark-2 period and tracked where the E-PG phase relaxed. Because the bar
reappearances during the stable-bar-2 period were offset from the bar position in the
stable-bar-1 period by fixed angles, this allowed me to assess the ability of the E-PG
phase to signal visual angles at specific levels of resolution with a relatively large
number of trials.
On 173 trials, the flies stood stationary through the entire stable-bar-1, dark-1,
stable-bar-2, and dark-2 periods. As in previous reports in the literature (Green et al.
2018), the bar jumps between the stable-bar-1 and stable-bar-2 epochs led to a rotation
of the E-PG phase in the expected direction, even after the 5s period in which the fly
could not see the bar. This median E-PG phase displacement was significantly different
from zero, even in the case of ±5.625º bar jumps between the stable-bar-1 and stable-

5

±5º shift commands shifted the visual stimulus ±3.75º or ±5.625º, ±10º shift
commands shifted the visual stimulus ±9.375º or ±11.25º, and ±20º shift commands
shifted the visual stimulus ±18.75º or ±20.625º. These, on the aggregate, averaged out
to ±5º, ±10º, and 20º shifts, respectively. When I discuss the resolution of the E-PG
compass I will refer to the maximum values of these displacements.
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bar-2 periods (Figure 3.3a-b), corresponding to an estimated E-PG resolution of at most
5.625º.
After the E-PG phase relaxed to its stable point in the dark-1 epoch, does a bar
jump of, say, 45º relative to the stable-bar-1 bar position perturb the phase 45º away
from the phase position during the stable-bar-1 epoch, or 45º away from the stable point
the phase settled into during the dark-1 epoch (which are often very similar, but, as
noted above, not identical)? The data suggests the former option. The E-PG phase
rotation from the stable-bar-1 period to the stable-bar-2 period was more correlated with
the jump size than was the E-PG phase rotation between the dark-1 and stable-bar-2
periods (circular correlation of 0.458 vs 0.342, data not shown). This result suggests
that the mapping between the visual stimulus and the E-PG phase was preserved
during the trial, in spite of the phase relaxing to an odd stable point in the intervening
dark period.
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Figure 3.3 | The E-PG phase can resolve abrupt jumps in the angular position of a
visual landmark as small as 5.625º

(a) E-PG phase triggered on the moment the bar disappeared. Gray bars indicate when
the visual stimulus was removed. Plots are separated by the size of the bar jump (N =
173, n = 28, 28, 24, 24, 14, 21, 15, 19). Trials for counterclockwise bar jumps (-5º, -10º,
etc.) are flipped. Red dotted lines indicate the position to which the bar was jumped.
Thick line: circular mean of trials. Thin lines: individual trials. Flies were static
throughout all trials. (b) Circular mean E-PG phase rotation in response to different
jump sizes: stable-bar-2 minus stable-bar-1. Blue dots: individual trials. Black line and
error bars: circular mean ± circular 95% confidence interval. For 180º bar jumps a 95%
confidence interval could not be determined, so error bars span 90º in either direction.
Stars indicate significance (circular median test, p < 0.05).
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The phase to which E-PG relaxes when visual stimuli are removed is consistent
over a short period of time when the fly stands still
After the stable-bar-2 epoch, the bar disappeared a second time (the dark-2
epoch) and I measured how the phase relaxed. If the phase to which the E-PG heading
signal relaxes during the dark-2 epoch represents the nearest stable point on a ring
attractor, then the size of the relaxation from the stable-bar-2 period to the dark-2 period
should be small (a few degrees, depending on the number of stable points in the ring
attractor). If, however, the E-PG phase tends to relax all the way back to the same value
it held during the dark-1 period, that would suggest that the E-PG phase in both dark
periods signals a consistent global attractor state in the system, which would be a new
finding for the Drosophila central complex and E-PG literature. Plotting the E-PG phase
position over time, and calling the E-PG phase position at the end of the dark-1 period
zero, reveals that the E-PG phase typically returns to zero during the dark-2 period,
independently of which direction it rotated during the intervening stable-bar-2 period
(Figure 3.4a). This result suggests that the nearest stable point during the dark-2 epoch
is the exact same stable point in which the E-PG phase resided during the dark-1
period. That is, there appears to be a consistent, latent, stable angle in the system,
which is revealed in standing flies when one removes all visual input.
If one were to plot the amount the E-PG phase rotated between the stable-bar-2
and dark-2 epochs versus the amount the phase rotated between the stable-bar-1 and
stable-bar-2 epochs, every zero-crossing point on this graph with negative slope would
indicate a stable point in the system. In other words, on trials where the bar
91

reappearance during the stable-bar-2 epoch moved the phase to exactly to such a
stable point, the phase would not relax clockwise or counterclockwise when the bar was
removed a second time. If the bar reappearance perturbed the E-PG phase just
clockwise of a stable point, one would expect a counter-clockwise relaxation when the
bar was removed, and vice versa.
A binned average fit to these data only crosses the x-axis once (at x < 0.1º). The
data for relaxations with a magnitude less than 90º are fit well by a line with a slope of
-0.8 (Figure 3.4b). While dispersion about the line increases as the x-values become
more extreme, note that, if x=0 represents the graph’s only stable point, a symmetric
system might be expected to have an unstable point at ±180º. In addition, examining the
margins of the graphs reveal extreme examples wherein the bar jump perturbed the
phase close to 180º from its stable point, and the phase relaxed all the way back.
Relaxations of this magnitude are inconsistent with a system with more than one stable
point.
In principle this stable point might be located at the energy minimum that the EPGs relaxed to in the dark-1 period, or it might be the angular position indicated by the
system the last time the fly was in closed loop, or other options. Example traces suggest
the first option is correct (Figure 3.4a). In addition, the dark-1 and dark-2 E-PG phase
angles are more correlated than the dark-2 and stable-bar-2 phases (Figure 3.4b,
circular correlation between stable-bar-2 phase – dark-1 phase versus dark-2 phase –
stable-bar-2 phase: -0.828. Figure 3.4c, circular correlation between stable-bar-2 phase
– stable-bar-1 phase vs dark-2 phase – stable-bar-2 phase: -0.453).
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Within a trial, the E-PG phase relaxes to approximately the same position in the
dark-1 and dark-2 periods, which are ten seconds apart. Could the angular position to
which the E-PG phase relaxes potentially be constant over a longer period of stasis? To
test this, I computed the circular distance separating the position to which the E-PG
phase relaxed in dark periods between trials separated by different amounts of time,
comparing events during which the fly walked in the intervening period to events when
the fly stood still between two dark periods (Figure 3.5a). If two dark periods were
separated by less than 20s, flies always remained static between them (data plotted in
blue). If two dark periods were separated by more than 40s, flies invariably moved
between these two events (data plotted in red). In the 20-40s window, however, events
of both type occurred. I could therefore compare these two categories of pairs of events
in this time bin. Doing so revealed that, if dark periods were separated by a period of
stasis, the circular distance separating the angles to which the E-PG phase relaxed in
these two periods is smaller than if the fly walked in the intervening period (Figure 3.5a).
When a fly walked between two dark periods, this changed the position to which
the E-PG phase relaxed in the subsequent dark period. Preliminary evidence suggests
that the direction in which the fly rotated the ball in the intervening period affects the
new position to which the E-PG phase relaxes. In 30 pairs of dark periods separated by
20-40s during which flies walked in the intervening period, the direction the fly rotated
on the ball in the intervening period was weakly but significantly correlated to the
change in angular position to which the E-PG phase relaxed in the subsequent dark
period (Figure 3.5b, circular correlation = -0.251, p < 0.001).
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In summary, when a fly stands still and the visual stimulus is removed, the E-PG
phase relaxes to a new angle with a median relaxation magnitude of ~20º. The angle to
which the system relaxes is remembered, at least on a short timescale of five seconds,
since the phase relaxes to the same position again after being yoked to a new position
by visual input. The E-PGs do not relax to a random anatomical position, tending to rest
close to where the E-PG phase initially resided prior to the removal of the bar.
Sometimes, however, relaxation magnitudes are quite large – larger than values
consistent with the known minimum number of stable points. We cannot detect multiple
attractor states in the system. To a first approximation, no matter how far the E-PGs are
jumped away from the relaxation position in which they resided during the first dark
period, the relaxation makes it all the way back to that position during the second dark
period.
Again, one interpretation for the latent angle in the E-PG system is that it
represents a short-term memory of the angular-velocity integration system's heading
estimate, revealed once positional-visual input is removed. If this interpretation is
correct, it is surprising that there is any memory of the integrator's heading estimate that
is independent of the E-PG signal itself, suggesting a second mechanism of latching a
memory in the system, independent of E-PGs, an idea I describe further in the
discussion.
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Figure 3.4 | The E-PG phase relaxes to a single stable point in both dark periods

(a) Same data as in Figure 3.3a, but aligned to the position of the E-PG phase at the
end of the dark-1 period. Each line represents a single trial. Trials for counterclockwise
bar jumps (-5º, -10º, etc.) are flipped. (b) E-PG phase rotation: dark-2 minus stable-bar2 scattered against the E-PG phase rotation: stable-bar-2 minus dark-1. In the dark-2
period, the E-PG phase relaxed toward the position it adopted during the dark-1 period,
no matter how fare the phase rotated during the stable-bar-2 period. Blue line: a binned
average of these data (circular mean ± circular 95% confidence interval). Circular
correlation: -0.828. (c) E-PG phase rotation: dark-2 minus stable-bar-2 scattered
against E-PG phase rotation: stable-bar-2 minus stable-bar-1. Circular correlation: 0.453.
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Figure 3.5 | The position to which the E-PG phase relaxes in the dark depends the
fly’s turning behavior between trials.

(a) Absolute circular distance between the E-PG phase extracted from two 5-second
long dark periods during which the fly stood still, plotted against the time separating
those two dark periods. Data plotted in red represent two events between which the fly
moved in the intervening period. Data plotted in blue represent two events between
which the fly did not move in the intervening period. Dots represent the change in phase
between two dark periods. Lines represent circular mean ± circular 95% confidence
interval of time-binned data. Time bins limits are indicated by grey vertical dotted lines.
(b) Change in E-PG phase plotted against change in ball heading. The data shown are
the red data (i.e. data for which the fly moved between standing events) in the 20-40s
bin from (a). Events between which the absolute unwrapped change in ball heading
exceeded 180º were excluded. Circular correlation: -0.251, p < 0.001.
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Chapter 4 | Discussion

By inactivating synaptic transmission in a large, genetically defined set of
neurons, almost all spontaneous saccades in tethered flying Drosophila were abolished.
The observed suppression of spontaneous saccades spares loom-evoked saccades
and optomotor responses. This demonstrates that the mechanisms underlying the
execution of spontaneous turns and these two types of visually evoked turns are, at
some level, dissociable. Conversely, it has been previously shown that flies blinded with
a prolonged depolarization afterpotential continue to perform spontaneous saccades
(Kim, Fitzgerald, and Maimon 2015). Together, these results argue that spontaneous
turning is doubly dissociable from both loom responses and optomotor responses in
Drosophila; whereas certain neural processes that contribute to both classes of
behaviors are likely to exist, it is possible to inhibit each one without abolishing the
other.
Spontaneous saccades are defined here as saccades whose precise time of
initiation cannot be easily linked to any abrupt external event. However, environmental
stimuli are known to affect the rate of saccades that would still fall within this definition
of spontaneous. For example, the first paper describing spontaneous saccades in
tethered flight noted that flies perform saccades of unpredictable timing (i.e.,
spontaneous) much less frequently in the dark (Heisenberg and Wolf 1979). Also, it has
recently been shown that magnetically tethered flies (which are free to rotate about their
yaw axis) perform saccades in the direction of yaw optic flow or toward a visual object
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(Mongeau and Frye 2017). These saccades can be considered stimulus driven in that
their average onset times can be predicted by a model that integrates optic-flow
velocity, or visual-object position, over time. However, unlike saccades driven by loom
stimuli, these stimulus-driven turns show considerable onset-time variability relative to
the mean, suggesting that there exists a stochastic component to their initiation times,
akin to spontaneous turns. It will be interesting to determine whether NP0212 > Shits
flies can perform optic-flow- and visual-object-associated saccades, which are stimulus
driven in one sense and yet spontaneous (or stochastic) in another. The answer to this
question may help to further refine the definition of a spontaneous action.
It should be noted that expressing shibirets in neurons targeted by NP0212-GAL4
does not eliminate absolutely all measurable, non-stimulus-locked flight maneuvers.
NP0212 > Shits flies at 34ºC continued to make some sharp turns during optomotor
stimuli (see single-trial NP0212 > Shits example traces in Figure 2.9a). Such turns,
whose rate seems to be increased by optomotor stimuli and which have been noted
previously (Lindsay, Sustar, and Dickinson 2017; Kim, Fitzgerald, and Maimon 2015;
Schnell, Ros, and Dickinson 2017), represent a potentially different class of flight
maneuver from those blocked in NP0212 > Shits flies.
Whereas we did not present any overt stimuli to elicit spontaneous saccades, the
flies could almost certainly sense stimuli that we did not control, such as the air currents
generated by their own flapping wings (Mamiya and Dickinson 2015). We therefore
cannot fully exclude the possibility that every seemingly spontaneous turn in our
tethered preparation represents an immediate or integrated response to an
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environmental stimulus that we do not measure. However, flies that have been blinded
(Kim, Fitzgerald, and Maimon 2015) or that have had their antennae glued (data not
shown)—blocking smell and mechanosensation in these organs—still saccade. Furthermore, if spontaneous saccades represent responses to subtle environmental stimuli,
these stimuli would have to change on a timescale commensurate with the structure of
the turning behavior. Namely, spontaneous saccades in tethered flight typically occur in
bursts (Heisenberg and Wolf 1979; Mayer et al. 1988), all in the same direction, lasting
tens of seconds. These bursts switch from a set of turns to the left, then a set of turns to
the right, and back to the left, and so on (see Figures 2.1c, 2.3b-c, 2.6a, and 2.7c), and
this pattern is recapitulated in magnetically tethered flies that rotate about their yaw axis
(Figure 2.2). It seems to us unlikely that uncontrolled environmental stimuli would
always show this structure across different preparations and experimental days.
It has been reported that the rate and direction of 93% of apparently
spontaneous turns could be explained by the amount of visual expansion a freely flying
fly experiences at any given moment in a 2-m-diameter cylindrical arena (Censi et al.
2013). In our experiments, flies that did not perform spontaneous turns still performed
loom-evoked turns. These results might mean that neurons in NP0212 are required to
execute the ~7% of saccades that could not be explained by visual expansion in the
free-flight experiments. It is also possible that, in free-flight conditions where flies do not
encounter an arena wall as often, more than 7% of saccades would be internally
initiated. Intriguingly, in the free-flight study, flies performed spontaneous saccades at a
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rate of ~0.4 saccades/s (~24 saccades/min), which is almost exactly the same as the
rates detected in rigidly tethered flies (Censi et al. 2013).
It is possible that the causal neurons in NP0212 are necessary for both
spontaneous and loom-evoked turns, but chemical synaptic transmission is essential for
executing spontaneous saccades, whereas electrical transmission—which is not
expected to be affected by shibirets—governs the loom-triggered behavior. Drosophila’s
giant fiber neuron is an example of a cell in which chemical and electrical transmission
serve different output functions (von Reyn et al. 2014). In this scenario, the two
behaviors can still be considered dissociable, but the dissociation would take place at a
sub-cellular locus.
It may be that the NP0212 enhancer drives transgene expression in neurons
where bursts of action potentials normally occur as an early step in driving a
spontaneous turn to initiate and that these initiator neurons are cholinergic cells in the
thoracic ganglion. However, it is important to note that this is not the only option or even
the most parsimonious one. Work by Schnell et al. (Schnell, Ros, and Dickinson 2017)
has identified a descending neuron, AX, whose calcium activity and membrane voltage
are tightly correlated to fast wing steering maneuvers in tethered flight and whose
exogenous activation induces directional steering responses. AX, or neurons like it in
the brain, might initiate a spontaneous saccade or relay such an initiation signal from
neurons even further upstream (i.e., closer to the sensory periphery) and thoracic
ganglion neurons in NP0212 may act as a downstream gate of such initiation signals,
originating in the brain. In this scenario, silencing NP0212 cells would yield a phenotype
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of markedly reduced spontaneous saccades, even though this driver line would not
include neurons that participate in the process of initiation per se. Indeed, AX could
further drive loom-evoked turns, and perhaps even optomotor turns, via coupling to a
different thoracic-ganglion interneuron system than that targeted by the NP0212
enhancer.
Motor-related signals that precede wing steering maneuvers exist in brain cells
beyond AX. For example, the optic-flow responsive horizontal-system (HS) neurons in
the fly visual lobe show modulations of their membrane voltage that correlate with rapid
flight steering maneuvers, and these membrane voltage changes in HS cells precede
spontaneous wing-steering changes (Kim, Fitzgerald, and Maimon 2015). Furthermore,
exogenous activation of HS cells is sufficient to drive flies to turn during flight and
walking (Haikala et al. 2013; Fujiwara et al. 2017). Because HS cells are located in the
visual system and because these neurons receive antagonistic visual and motor-related
inputs, their wing-steering-related modulations have been interpreted as efference
copies rather than as motor commands (Kim, Fitzgerald, and Maimon 2015). AX cells,
on the other hand, respond strongly to wing steering behavior, and the variation in their
responses to visual stimuli covaries with the strength of the fly’s behavioral response. In
addition, AX neurons have a prominent projection to the wing-steering neuropil in the
thoracic ganglion. Thus, AX’s wing-steering-related signal has been interpreted as a
motor command (Schnell, Ros, and Dickinson 2017). As such, one might imagine that
silencing synaptic transmission in AX cells might impair wing-steering behavior. We
expressed shibirets in two different driver lines that target AX neurons but were not able
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to detect a defect in saccade rate at 34ºC (R91C05-GAL4 and R56G08-GAL4 in Figure
2.11). We note that it is possible that AX neurons drive rapid turns through gap
junctions, which are not impaired by shibirets, or that our shibirets transgene was not
expressed strongly enough in these GAL4 driver lines to inhibit the labeled neurons.
That said, our inability to abolish spontaneous saccades with shibirets in AX cells or over
30 other Gal4 lines is generally consistent with the possibility that a relatively
widespread network of neurons in the fly nervous system is involved in initiating or
otherwise processing saccadic commands and that silencing any one component may
not impair the fly’s ability to initiate action. NP0212-GAL4 may target a large swath of
the initiating network or a downstream gate of such a network. Future work will be
needed to tease apart these varying hypotheses.
Recent work by Lindsay et al. (Lindsay, Sustar, and Dickinson 2017) has argued
that the direct flight-steering muscles in Drosophila fall into two main categories: tonic
muscles, whose calcium activity scales linearly with the strength of flight turns and
which are preferentially recruited during graded changes in wing steering, and phasic
muscles, which are recruited preferentially during very strong, sharp saccades. In our
experiments, both sharp and graded spontaneous turns were depleted in NP0212 >
Shits flies (Figures 2.3 and 2.5), whereas sharp and graded turns induced by looming
(Figures 2.7a-b and 2.8c) and optic flow stimuli, respectively (Figure 2.9), were
preserved. Thus, our results add another dimension to the categorization of flight turns
in Drosophila; spontaneous turns and both loom and optomotor visual responses should
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be considered to have a neural distinction outside of the steering motor-neuron system,
much like graded and sharp turns do within it.
The precise identity of the neurons labeled by NP0212 that mediate spontaneous
turning remains unclear. We hypothesize that the locus of NP0212 inhibition of
spontaneous flight turns is upstream of steering motor neurons, because NP0212 >
Shits flies that could not execute spontaneous saccades were still capable of responding
to visual stimuli (Figures 2.7, 2.8, 2.9), because average saccade size did not
measurably change in NP0212 > Shits compared to the UAS-Shits parental control
(Figure 2.4), and because vglut-GAL80 did not fully rescue the NP0212 spontaneous
saccade deficit (Figure 2.10). Because tsh-GAL80 and cha-GAL80 rescued the deficit,
we hypothesize that the causal neurons in NP0212 are cholinergic and in the thoracic
ganglion. This result is intriguing in light of results from Berni et al., who show that, in
Drosophila larvae, synaptic transmission in neurons in the thoracic ganglion are
required for high rates of turning during an exploratory routine but that synaptic
transmission in the brain lobes is dispensable for this behavior (Berni et al. 2012).
One class of cholinergic neurons in the thoracic ganglion that express GAL4 in
the NP0212 driver line is the afferent fibers from the halteres (Figure 2.8c, white arrows)
(Trimarchi and Murphey 1997), which are mechanosensory balance organs involved in
dipteran flight control (Dickinson 1999). The halteres regulate wing steering (Dickinson
1999) and are monosynaptically coupled to the b1 wing-steering motor neuron in
Drosophilids (Trimarchi and Murphey 1997. To test the hypothesis that the NP0212 >
Shits saccade phenotype arises from silencing synaptic transmission in haltere afferent
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neurons, we inhibited neurons in seven GAL4 lines that target subsets of haltere
afferents. However, inhibiting synaptic transmission in these cells with shibirets did not
lead to a consistent drop in the rate of spontaneous saccades (R33A12, R70C02,
R39B12, R29G05, R22E04, R31A09, and R71B07 in Figure 2.11), suggesting that
these are not the causal neurons for the NP0212 saccade phenotype (though this
conclusion is tentative because, without further anatomical experiments, one cannot be
100% certain that the seven GAL4 lines we tested targeted the identical haltere
afferents in NP0212 with a similar level of GAL4 expression).
We impaired synaptic transmission in smaller subsets of neurons that are
targeted by the NP0212-GAL4 driver line by using other, more specific, GAL4 lines
(Figure 2.11). Whereas the majority of lines we tested showed no significant depletion in
spontaneous saccade rate when crossed to UAS-Shits, this does not mean that these
driver lines do not target cells necessary for the generation of spontaneous saccades,
because Shibire inhibits only chemical synapses, not electrical ones (Koenig, Saito, and
Ikeda 1983). In addition, Shibire may not get expressed at sufficient levels to elicit a
complete phenotype in all GAL4 lines that target a cell class of interest. Still, because
none of these other GAL4 drivers yielded a full spontaneous-saccade-silencing
phenotype, it remains possible that more than one anatomically defined neuronal class
must be silenced to fully eliminate spontaneous turning. Further work will be needed to
definitively prove this idea.
The fact that the neurons that mediate spontaneous saccades can be genetically
dissociated from those neurons necessary for other visually-mediated flight turns
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suggests that flies may be able to adjust the rate of spontaneous turning to suit their
needs without affecting the gain of their responses to visual stimuli. One might imagine
that this ability to adjust the rate of one’s stochastic exploratory behavior might prove
adaptive. While turning away from a looming predator, it may make sense for the fly to
suppress spontaneous saccades, which might otherwise lead the fly to blithely wander
back toward the threat it just avoided.
One striking example of fruit flies modulating their rate of spontaneous turns was
inferred on the basis of results of mark-and-capture experiments performed in the heat
of Death Valley. Jerry Coyne and colleagues released 100,000 fluorescently labeled
Drosophilids in Death Valley National Park and set up insect traps 7 and 15 km away
from the release site. The next day, dozens of fluorescently labeled flies were captured
between the two sites (Coyne et al. 1982). Based on the metabolic rate of flying flies, it
has been argued that it might barely have been possible for the flies to have made the
trip across the desert without stopping for food – but only if the flies had flown relatively
straight and had made few spontaneous turns (Dickinson 2014). In the laboratory, flies
saccade every few seconds (Bender and Dickinson 2006b, Censi et al. 2007). Flies that
dithered to that extent in the Death Valley experiment could never have made the 7-15
km journey without starving to death (Dickinson 2014). A conclusion one could draw
from this experiment is that flies perform spontaneous saccades when they have the
luxury of doing so. However, when a harsh environment requires that flies make a quick
getaway, some flies are capable of suppressing their own spontaneous turns for hours
at a stretch – perhaps by suppressing the activity of neurons that, like the causal
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neurons labeled by NP0212-GAL4, are functionally tuned to generating spontaneous
flight turns. Interestingly, flies exhibit a fictive version of this dispersal behavior on the
tether, in which flies fly with a fixed angle relative to a bright angular landmark that is
remembered over hours. Normal physiological activity in E-PG neurons is necessary for
observing this fictive flight dispersal behavior (Giraldo et al. 2018), implying an
antagonistic interaction between circuits that generate spontaneous, exploratory flight
turning (which are likely to reside in the thoracic ganglion, at least in part) and E-PG and
E-PG-related signals in the central complex, which are used to guide more precise,
goal-directed trajectories (Green et al. 2018).

In chapter three of this thesis I attempted to quantify the angular resolution of the
orientation estimate of E-PG neurons, a central-complex cell class implicated in goaldirected navigation. I found that when a visual landmark is abruptly shifted a small
amount while the fly stands still, the E-PG phase rotates in that direction. The circular
median changes of the phase angle are significantly different from 0º in the direction in
which the bar was jumped, even for bar jumps as small as 5.625º, which is
approximately the angular resolution limit of the fly visual system (Heisenberg and Wolf
1984). Note that while 5.625º and 11.25º bar jumps elicited a significant rotation of the
E-PG phase in the second set of experiments (in which the second stable bar period
was preceded by a period of darkness), in the first set of experiments, an immediate
11.25º bar jump, with no intervening dark period, did not measurably change the E-PG
phase. I currently do not have a good explanation for why this might be, and that
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negative result may cast doubt upon the claim that the E-PG heading estimate can
resolve even smaller angular discrepancies. I should note, however, that the number of
trials for both the 5.625º and 11.25º jumps were roughly three times as large in the
second set of experiments as the number of trials in the 11.25º bar jump condition in the
first set of experiments.
Since the E-PG phase moved in the expected direction to bar jumps as small as
of 5.625º, one might naturally conclude that the E-PG ring-attractor network comprises
at least 64 stable points separated by at most 5.625º. However, the previous result only
demonstrates that when the system is dominated by feed-forward visual inputs that it
can resolve 5.625º angle changes; in the absence of an unambiguous angular
landmark, the E-PGs might signal heading in a coarser (or finer) way.
I attempted to determine the resolution of the E-PG heading direction estimate by
removing visual input while the fly stood still and quantifying the resulting phase
relaxation that accompanied the transition to darkness. I will focus this discussion on the
set of experiments quantified in Figures 3.2–3.5, in which the first stable bar period was
immediately followed by a five second dark period, after which I made the bar reappear
for a second time, five seconds in duration, at a new position, followed by a second dark
period, also five seconds in duration (Figure 3.2a). The principal result is that, when the
visual stimulus was initially removed, the E-PG phase often rotated to a new stable
location in the first dark period. 42% of relaxation magnitudes in this first dark period
were greater than 22.5º. Theoretically, the maximum sizes of these relaxations should
be related to the number of stable states in the network. Under the assumption that the
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E-PG attractor states in darkness are equally distributed from one another, the largest
relaxation should be half of the distance between each attractor state, or 360º / (2 * nstates). An exceedingly conservative estimate for the number of attractor states is 8; EPGs project to 8 glomeruli in each half of the protocerebral bridge and all of azimuthal
space is mapped onto those 8 glomeruli. If the E-PG ring attractor network contains 8
stable states, this would correspond to a maximum relaxation size of 22.5º. However,
during the first dark period, relaxations that exceeded this value were routinely
observed. It is even possible that I have underestimated the amount by which the
system relaxes. During the first dark period, for a relaxation of a given size, around 75%
of the change in phase occurred in the first 2.5s of the dark period, and the remaining
25% in the remaining 2.5s (data not shown, for examples see Figures 3.2b-c). While the
change in phase slowed considerably as the dark period progressed, it is possible that,
given a longer dark period, the phase would have continued to relax even further, and
that the histogram in Figure 3.2d would be even broader. Even having potentially cut
short some subset of the first-dark-period relaxations I observed, there seemed to be no
limit on the size of relaxations; in a few rare cases, the E-PG phase relaxed almost 180º
away from its value in the baseline period, the maximum possible displacement. The
size of many of the relaxations prevented me from assigning an angular resolution to
the putative E-PG ring attractor network in the absence of a visual landmark.
While the size of the relaxations was larger than expected for a well-tuned ring
attractor, on average the phase during the dark period remained close to the position it
held in the first stable bar period (Figure 3.2d). This result implies that, when a visual
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stimulus is abruptly removed, the E-PGs adopt a network state similar to a single point
attractor, and the location of this energy minimum is in some way related to the time
history of the E-PG phase when the fly walked in closed loop with a bright bar.
We know the position to which the E-PG phase relaxed in the first dark period
was retained in a working memory that lasts at least five seconds because the phase
relaxed to a very similar location during the second dark period (Fig. 3.4b). Moreover, it
seems that only one stable point is unmasked when visual input is removed when the fly
stands still. That is, the data points in Fig. 3.4b cross the x-axis only once; however far
the phase was perturbed from the stable point when I jumped the bar, the E-PG phase
tended to rotate that far in the other direction when the visual stimulus was removed a
second time. If other stable points existed, and if the bar jump had landed the phase
anywhere near these other energy minima, the E-PG phase ought to have remained
closer to the new phase location when I made the bar disappear the second time. I did
not observe this result. That the single, unmasked, attractor state is remembered over a
five second landmark-visible period and that it is unique argues that abruptly removing
visual stimuli while flies are standing still converts the E-PGs’ putative ring attractor
network into a single point attractor network whose energy minimum lies somewhere
near the E-PGs’ heading estimate at the moment the visual input is abruptly removed.
What does this latent attractor state of the network, only evident after visual
stimuli are abruptly removed, mean functionally about the fly's angular heading system?
The least glamourous option is that it means little about the normal function of the
system. Unless the ring attractor is tuned to create a perfectly flat energy minimum
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(which is almost impossible to create in biological systems), removing feed-forward
input to a ring attractor network should cause the network state to relax to some stable
point or other. I lean against this interpretation for a couple of reasons. The simplest
mechanism that would explain the presence of a non-functional bias in the system is
some non-uniformity in the connection strengths between E-PG neurons, perhaps fixed
over my half hour experiments. The stable point I observed, however, shifted around
over time if the fly walked between dark periods (Figure 3.5) and was typically centered
on the last bar position (Figure 3.2d). More importantly, perhaps, when a fly walking in
complete darkness stops walking and stands still, we have not observed the heading
signal to relax to new positions from the one it occupied at the moment the fly stopped
walking. The heading signal tends to stay parked where it was whenever the fly
stopped, consistent with the idea that the heading signal need not drift in a standing fly
that experiences no external visual input. Rather, it only drifts so at the abrupt removal
of visual input. This latter result is inconsistent with most forms of the model where the
drift represents an unavoidable consequence of imperfect synaptic weights in the
system. If so, one would have to explain why the consequences of these odd synaptic
weights that lead to non-functional drift are somehow not evident in a fly that stands still
in continuous darkness.
Another possibility is that this latent angle represents the angular direction in
which the fly wishes to be heading (the goal heading), as to be differentiated from the
angle at which it is currently heading (current heading). When hot, hungry flies walk in
our virtual environment with a bright visual landmark in angular closed loop, they walk
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very fast along a consistent, but arbitrarily chosen, direction for tens of minutes, a
behavior we call arbitrary angle fixation or menotaxis. (Green et al. 2018, and see
Giraldo et al. 2018 for a flight version of a similar task). Work in our lab by Green et al.
has argued that E-PG neurons function, at least in part, to represent the fly’s current
heading during menotaxis (as opposed to the goal heading or current-minus-goal
heading). Because this behavioral work reveals that flies have at least two relevant
angles encoded somehow in their brain during navigation – a current heading angle,
whose signal is carried, at least in part, by E-PGs, and a goal heading angle, whose
nature is not known – it is attractive to imagine that the latent angle revealed in my
experiments may represent the goal heading angle of the fly rather than its current
heading. One reason that this model has some appeal is that the two angles, current
heading and goal heading, are usually aligned in the fly's life (when they are not, the fly
would be expected to turn its body to make them aligned) and, likewise, the bright-barvisible phase angle and the latent phase angle (revealed when the bar disappears) are
typically aligned, but not perfectly so (Figure 3.2d). If I could get flies to briefly stop
walking as they perform menotaxis – perhaps achievable by turning off airflow to the
floating ball – I could potentially both measure the fly's goal angle (based on the
trajectory of the animal over minutes during menotaxis) and the latent angle (via bar
jumps in stationary flies) to see if these two angles are one and the same.
A third possibility, which I lean toward, mentioned already in chapter 3, is that the
position to which the E-PG phase relaxes in the dark represents a second estimate of
angular heading – one that is more influenced by integration of self-motion cues than by
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the current position of visual landmarks. This idea is supported by (1) the observation
that the angular position to which the E-PG phase relaxed remained consistent between
the first and second dark period, through which I required that flies remain static, (2)
that, for dark periods separated by larger amounts of time, the E-PG phase tended to
relax to more similar positions if the fly had stood still than if she had walked in the
intervening period, (3) if the fly did walk between two bar disappearances, the direction
that the fly rotated on the ball weakly correlated with the direction the relaxation position
of the E-PG phase rotated, and (4) that the E-PG phase tends to be co-aligned with the
heading angle in the system driven by the current bar position, but not perfectly so
(consistent with a different "vote", from a non-visual modality, on which direction the fly
is heading). Another observation that supports the model in which the latent angle
represents an angle estimated by a neural integrator is that the position to which the EPG phase relaxed often changed between trials in a given fly, and flies often moved
around between trials. An integrator's estimate of the fly's heading in the world would be
expected to change if the fly moved. Indeed, when I examined a subset of dark periods
between which the fly had turned on the ball only a little (± 180º), the direction the fly
had turned on the ball was weakly correlated to the change in the position to which the
E-PG phase relaxed. With more data, one could more precisely describe the magnitude
and directionality of such shifts in the latent angle contingent on the movements of the
fly between trials.
A final possibility worth considering is that the latent angle might represent a of
working memory of the fly’s recent heading orientation. Perhaps this signal interacts
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with or shares features in common with the working memory flies exhibit when
performing the “detour paradigm”. As a reminder, in this paradigm, a fly walking
between two dark stripes is briefly distracted, whereupon all positional visual cues are
removed. Most of the time the fly resumes the trajectory on which it was headed
(Strauss and Pichler 1998). Kuntz et al. have recently advanced a model wherein the
fly’s remembers which direction to proceed following distraction because the animal’s
previous heading angles have been marked in the ellipsoid body by Nitric Oxide
release. Perhaps the glomeruli to which the E-PG phase relaxed during bar-to-dark
transitions had previously been “marked” by Nitric Oxide – or perhaps this stored
heading angle is actually the more foundational phenomenon on which a fly’s directional
working memory is based (Kuntz, Poeck, and Strauss 2017).
During bar-to-dark transitions the E-PG bump often relaxes to a previously
inactive glomerulus of the protocerebral bridge. What is the mechanism of this process?
While I have not yet imaged the ellipsoid body (only the bridge, to date) during this task,
it is possible that, when the fly stops walking, there are two bumps in the ellipsoid body:
one mediated by feed-forward visual input and one “stored” bump. Inhibition in the
protocerebral bridge may potentially reshape this two-bump signal in the ellipsoid body
into a single-bump signal in the bridge, centered around the visually-mediated bump. If
the visual input vanishes, however, the only remaining, “stored”, bump in the ellipsoid
body might begin to dominate the E-PG signal in both the ellipsoid body and the bridge.
If there is a second bump in the ellipsoid body, why has it not been previously
reported (Seelig and Jayaraman 2015, Green et al. 2017)? One possibility is that this
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second bump might be signaled with a much lower calcium peak in E-PGs as compared
to the “main” bump when the fly has access to visual-positional cues. If the two bumps
resided close enough to one another they would not be easily resolved. It is also
possible that a different cell class altogether carries a second heading signal and that
this other heading signal is not evident in E-PG GCaMP fluorescent signal when
positional-visual input is present.
Which cells might carry, and store in working memory, a heading signal above
and beyond the E-PG heading signal in the central complex? Two appealing candidate
cell classes are the P-EGs and P-ENs, which are two columnar cell classes that project
from the protocerebral bridge to the ellipsoid body (Wolff, Iyer, and Rubin 2015) and
show excitatory functional connectivity to E-PG cells (Franconville, Beron, and
Jayaraman 2018). The recurrent circuitry of the central complex suggests that E-PGs
provide positional visual input to P-EGs and P-ENs. However, if the strength of that
visual input were gated by movement, then when the bar is jumped while the fly is
standing still, the E-PG phase would update, while the P-EGs and/or the P-ENs may
not. Then, when visual input vanished, the stored angular state of the P-EGs and/or PENs could outcompete the visual bump, bringing the entire recurrent circuit into sync.
Careful two-color imaging experiments of the heading signal carried by E-PGs
alongside a second cell type (starting with P-ENs and P-EGs) may allow me to
ultimately find a neural correlate of the latent heading signal suggested by my current
experiments.
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The above explanation of latent-phase storage would challenge the model of how
a head direction signal is stored in the Drosophila central complex. Current models
suggest that heading angles are stored in these recurrent circuits through persistent
activity, and this persistent activity is maintained in via excitatory coupling between EPG, P-EG, and P-EN neurons (Green et al. 2017; Green and Maimon 2018). The
activity of these cell classes are thought to resemble coupled ring attractor networks of
the sort modeled by Redish et al. (Redish, Elga, and Touretzky 1996) whose heading
direction estimates are consistent with one another. While the logic of cell-type A being
upstream or downstream of cell-type B is not straightforward in recurrent neural circuits,
E-PGs are the only known class of neurons with dendrites in the ellipsoid body and
axons in the bridge (Wolf, Iyer, and Rubin 2015), implying that, if the E-PG phase shifts
in the bridge, all three heading signals should shift in concert. Instead, I propose that, in
the P-ENs, P-EGs, or E-PGs, the glomerulus or ellipsoid body wedge that stores the
“latent” phase signal – which, in many cases, is quite disparate from the E-PG
glomerulus with the highest calcium activity – maintains some form of persistent activity
or a persistent conductance that can be situated away from peak of the activity bump in
E-PGs. Perhaps this persistent activity is even maintained in a manner which cannot be
visualized with GCaMP. For instance, a cation channel may remain persistently open at
the location of the latent phase, but, while visual input is present, shunting inhibition
could prevent voltage-gated Ca2+ channels from opening at this location. This latent
phase would only be unmasked when visual input – and, with it, lateral inhibition – was
removed. Whatever the mechanism of this persistent activity may be, the results of
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chapter three of this thesis raise the possibility that coupled ring attractor networks may
store multiple variables in a hierarchical manner via disparate circuit and molecular
mechanisms.
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Conclusions

This thesis demonstrates the existence of neurons in the Drosophila
melanogaster central nervous system whose normal synaptic activity is specifically
required for the performance of spontaneous flight turns. Further experiments in walking
flies allow me to estimate the resolution of a heading signal represented by neurons in
the central complex whose normal synaptic activity is necessary for flies to maintain a
straight heading; this resolution approaches that of the early visual system. This work
also shows that these heading direction-tuned neurons store a second, latent angle that
manifests when visual input is removed. The properties of this stored, latent angular
signal are consistent with the notion that, alongside a positional estimate of its heading,
the Drosophila central complex stores an integrated self-motion estimate of this variable
which is brought to bear when positional information becomes unavailable.
Varying environmental conditions and internal states may call upon animals to
employ diverse navigational strategies to meet their changing needs. This work
highlights the neural substrates in Drosophila melanogaster underlying the performance
of a spontaneous behavior on the one hand and the maintenance of a precise internal
estimate of heading on the other. Further work will be needed to show the mechanisms
by which these neural substrates help the fly’s central nervous system achieve these
aims, and whether these mechanisms correspond to those that underlie stochastic and
goal-directed locomotor strategies in other organisms.
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Methods

Fly Stocks
We studied female, Drosophila melanogaster, 1-4 days post-eclosion. Flies were
reared with standard corn-meal agar, in 25ºC incubators with a 12 hour light/dark cycle.
The following lines were used: pJFRC99-20XUAS-IVS-Syn21-Shibire-ts1-p10 inserted
at VK00005 (Bloomington Drosophila Stock Center, BDSC # 66599), tubP-GAL80ts
(BDSC # 7017), UAS-TeTxLC active (Sweeney et al. 1995), UAS-TeTxLC inactive
(Sweeney et al. 1995), UAS-mCD8-GFP, Elav-GAL80 (Nilay Yapici), Tsh-GAL80 (Nilay
Yapici), Cha-GAL80 (Nilay Yapici), vGlut-GAL80 (Nilay Yapici), w1118, Heisenberg
Canton S (HCS). In spontaneous turning experiments, unless otherwise indicated, wexperimental flies and parental controls were used (i.e. w-; GAL4 and w-; UAS-Shits flies
were crossed each other or to w1118 flies to generate parental controls). For imaging
experiments I used w-; + UAS-GCaMP6m flies. (Bloomington Drosophila Stock Center,
BDSC #42748). E-PG neurons were labeled by w- ; + ; 60D05-Gal4 (BDSC #39247). In
visual response experiments (Figures 2.7-2.9) and imaging experiments (Figures 3.13.5) flies carried a single wild type copy of the white gene (w+) derived from the HCS
wild type strain.

Transgenic Flies
The R83H12 fragment was amplified from genomic DNA (y; cn bw sp) using the same
primers as in (Jenett et al. 2012) (forward: gaaaggacctctgcccctagttaaa, reverse:
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gatatgaagacaacaagggggcgtg). This R83H12 fragment was first cloned into
pCR8/GW/TOPO (Invitrogen), and then recombined into pBPGal80Uw (Nilay Yapici)
using Gateway cloning as in (Pfeiffer et al. 2008). pBPGal80Uw contains attR1 and
attR2 sequences upstream of the Drosophila Synthetic Core Promoter (DSCP), the
Gal80 sequence, the Woodchuck Hepatitis Virus (WHP) Posttranscriptional Regulatory
Element (WPRE), and the SV40 terminator sequence. The plasmid also contains miniwhite. This R83H12-Gal80 vector was then integrated into VK00027 using PhiC31
recombinase (Genetic Services, Inc), and transformants selected as in (Pfeiffer et al.
2008).

Immunohistochemistry
We dissected fly brains in 19ºC S2 medium, and fixed them in 1% paraformaldehyde at
4ºC overnight. Fixed brains were washed 3 times for 30-60 min with PAT3 (0.5% Triton
X-100 and 0.5% Bovine Serum Albumin (BSA) in PBS), then blocked with 3% NGS in
PAT3 for 1.5 hours at room temperature. We incubated brains with primary and
secondary antibodies as previously described (Nern, Pfeiffer, and Rubin 2015), and
mounted them in VectaShield (Vector Labs). We stained with anti-GFP (Rockland) at a
dilution of 1:1000 along with nc82 antibody (DSHB) at 1:50 to label neuropil. We imaged
brains using a 20x 1.0 NA objective on an Inverted Leica DMI 6000 confocal
microscope with 1 or 1.5 μm separating each optical slice.
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Behavioral Data Acquisition
In tethered flight experiments, we estimated wingbeat amplitudes of the left and right
wings in real time, as previously described (Maimon, Straw, and Dickinson 2010). Video
data were collected at 50 Hz with an AVT-GE680 camera with an Infinistix lens (94 mm
working distance). Data were digitized at 10 kHz using a Digidata 1440 (Axon
Instruments). In imaging experiments, data were also digitized at 10 kHz using a
Digidata 1440 (Axon Instruments). Two-photon scanning images were acquired with
PrairieView (Bruker). Behavioral image triggers, two-photon image acquisition triggers,
and visual stimulus triggers were collected on a single Digidata 1440.

Ball tracking and closed-loop
The tethered-walking preparation was similar to that of Green et al. 2017. In imaging
experiments, the fly walked on an air cushioned ball shaped from Last-a-Foam FR-4618
(General Plastics) with a diameter of ~6.35 mm and a mass ranging between 42 and 46
mg. The ball rested in an aluminum base with a concave hemisphere with a 6.75 mm
diameter. A 1 mm channel was drilled through the bottom of the hemisphere and air
was flowed through it at a rate of approximately 260 mL/min. The ball was painted with
irregular black spots so that its rotations could be imaged. For all walking experiments, I
imaged the fly and ball from the front under 850 nm illumination with a Prosilica GE680
camera (Allied Vision Technologies) externally triggered at 50 Hz. The ball’s rotations in
yaw, pitch, and roll were tracked using FicTrac software. Older versions of FicTrac
would accumulate slight delays over time. I used a modified version of FicTrac,
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“FicTrac_noqueue”, that did not accumulate these delays. A plastic square with a
circular hole cut in it was fitted around the ball holder, and sat a few mm underneath the
ball, orthogonal to the ball holder, with its side edges parallel to the fly’s body axis. The
edges of this plastic square were used to calibrate FicTrac so that the program tracked
rotations of the ball in the fly’s frame of reference. FicTrac outputted analog voltages
corresponding to the angular position of the ball along the yaw, pitch, and roll (heading,
forward walking, sideways walking) axes through a digital to analog converter (USB3101, Measurement Computing). In closed loop, the heading axis output voltages were
fed into MATLAB at 50 Hz, which integrated these voltages to control the azimuthal
position of a bar displayed on the LED arena with a frame rate of 20 Hz. When the fly
turned left, the bar rotated right, and vice versa, simulating the natural visual input a
rotating fly would experience from a stationary, visual landmark at infinity.

Visual stimuli
In tethered flight experiments, we used a cylindrical visual display (Reiser and Dickinson
2008) covering 216º and 90º in azimuth and elevation, respectively (IORodeo) with each
pixel (570 nm LEDs) subtending ~2.25º on the fly’s retina. For behavioral genetic
experiments we tilted the arena ~45º downward from upright so as to roughly match the
fly’s pitch-down head angle. Expanding disk stimuli, whose ratio of radius to expansion
velocity (l/v) were held constant, were projected on the visual display as dark spots
against a bright background. The stimuli were centered 45º to the left or right of the fly
and expanded to a radius of 90º in 482 ms with a pixel update rate of 56 frames/sec.
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The angular size of the spot in degrees varied according to the function θ(t) =
2*arctan((l/v) / -t) for an (l/v) = 22, for 22 ≤ t ≤ 503, where t represents time in ms prior to
collision (i.e. θ(0) = 180º). Grating stimuli were square waves with an 18º spatial
wavelength. Smooth gratings rotated about the fly with a temporal frequency of 2.5
cycles/s. Both the looming disk and the grating had a nominal contrast of 100%, though
reflections likely reduced this value. In imaging experiments we used a similar
cylindrical visual display to that described above covering 270º and 81º in azimuth and
elevation, respectively with each pixel subtending ~1.875º on the fly’s retina. LEDs in
the calcium imaging arena were blue (BM-10B88MD, Betlux Electronics). The arena
was covered by five sheets of blue filter (Tokyo Blue, Rosco) to minimize the number of
photons absorbed by the PMTs during imaging experiments. In closed loop
experiments, the fly’s rotations controlled the azimuthal position of a bright bar 6 pixels
wide x 40 pixels high (11.25º x 81º).

Tethered flight behavioral experiments
Females were collected 1-4 days after eclosion and tethered to a custom holder in a
manner similar to that previously described (Maimon, Straw, and Dickinson 2010). For
Shits experiments, tethered flies were placed in front of a uniform, bright visual display.
Water was perfused onto the chamber above the fly’s head, and the water’s
temperature was controlled by an in-line peltier device (Harvard Apparatus) connected
to a CL-100 bipolar temperature controller (Harvard Apparatus). We took images with
an A655sc thermal camera (FLIR) calibrated to a BB701 blackbody radiator (Omega) to
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confirm that the fly’s thorax and head equilibrated above the restrictive temperature of
shibire (30-34ºC) less than 20 seconds after the bath temperature reached 34ºC. Flies
always flew in the context of a blank screen for at least 3.5 minutes with the
temperature held at 19º. If the experiment included visual stimuli, these were presented
after this period. The temperature was then increased to 34ºC, and the process was
repeated. Time zero was set to when the bath hit 26ºC on its way from 19ºC to 34ºC.
The period one minute before and one minute after this heating transition was not taken
into consideration when calculating the spontaneous saccade rate. For TeTxLC;
GAL80ts experiments, flies were collected 1-3 days after eclosion and incubated at 31ºC
for 24 hours prior to tethering. Flies’ spontaneous flight behavior was assayed less than
2 hours after removal from 31ºC.

Visual response quantification during tethered flight
Loom response amplitude of average fly traces was calculated by subtracting the
average L-R WBA in a window 560-800 ms after expansion began from the average
during a 200 ms window prior to expansion (Figure 2.7). Grating response amplitude
was calculated by subtracting the average L-R WBA in a window 1-1.5 s after the visual
stimulus began to move from the average during a 500 ms period beforehand (Figure
2.9). Single fly average traces were composed of the average of the first 10 trials for
loom, and all trials for gratings (up to a maximum of 10) in which the fly was flying for at
least 95% of the time in both the baseline period and the duration of the stimulus.
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Saccade detection
Spontaneous saccades were detected using an algorithm which worked by comparing
the raw L-R WBA signal to a low-pass filtered “baseline” signal (cutoff frequency = 0.5
Hz). The baseline signal, L-R WBA(lpf), was computed by linearly interpolating regions
of the filtered L-R WBA signal that were both relatively flat (absolute slope < 4 deg/s)
and had a low magnitude second derivative (absolute acceleration < 200 deg/s2). If the
raw signal crossed at least 8º above or below this calculated baseline and remained
beyond this threshold for at least 60 ms, then the algorithm classified this event as a
saccade.

Calcium imaging behavioral experiments
1-4 day old female w+ / w-; +; 60D05-Gal4 / UAS-GCaMP6m flies were anesthetized at
4ºC. Flies’ were tethered to a custom holder as in Green et al. 2017. Their proboscis
was glued with blue light-curable glue (Bondic) such that it could not be extended. Glue
was place on the dorsal surface of the head and the tip of the thorax, and these points
of contact were glued to the holder. The head was tilted downward such that the
posterior surface of the head was visible through a hole in the bottom of the custom
holder. Once tethered, flies rested in a cool dark room for 4-9 hours. Flies rested in a
clear plastic box, in which was placed a wet paper towel to maintain humidity. Images
were acquired over a 20-30 minute-long imaging session. Before imaging, the cuticle
covering the posterior surface of the fly’s head was dissected away. To do this, a
window was cut with a 30G x ½ syringe needle, and trachea were removed with sharp
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forceps, taking care not to damage the glial sheath beneath. The fly was placed on the
microscope in such a way that the fly could walk comfortably on the foam ball and so
that its head sat beneath the objective. At this point extracellular saline was perfused
over the fly’s head at 21ºC – 24ºC and imaging began.

Calcium imaging
I used a two-photon microscope with a movable objective (Bruker) and custom built
stage (ThorLabs, Siskiyou). The laser used for two-photon excitation was a Chameleon
Ultra II Ti:Sapphire femtosecond pulsed laser (Coherent) tuned to 925 nm for imaging
GCaMP6m. I used a 40x 0.8 NA objective (Olympus) to image the brain. Emitted light
was split by a 575 nm dichroic mirror and was then filtered by a 490-560 nm bandpass
filter (Chroma). Signals were detected with GaAsP detectors (Hamamatsu). During
experiments, the brain was perfused with extracellular saline with an osmolarity of
280±5 mOsm. The concentration of the constituent solutes in mM were: NaCl 103, KCl
3, N-Tris(hydroxymethyl) methyl-2-aminoethanesulfonic acid (TES) 5, trehalose 10,
glucose 10, sucrose 2, NaHCO3 26, NaH2PO4 1, CaCl2 1.5, and MgCl2 4. The saline
was bubbled with a gas mixture composed of 95% O2 and 5% CO2. The saline
temperature was controlled with the same peltier device described above, and the
temperature was held between 21ºC and 24ºC. To image the protocerebral bridge, I
selected a region of interest containing the entire bridge, about 150 x 60 pixels in size.
The power of the excitation laser was between 40 and 60 mW as measured at the
sample. The dwell time per pixel was approximately 2.8 µs. I scanned through 3-5 z126

planes separated by 6-9 μm using a piezo motor at a volumetric scanning rate of 3-5
Hz.

Imaging experiment trial structure
In imaging experiments in Chapter 3, flies walked in closed loop control of the angular
position of a bright bar. MATLAB tracked flies’ translational speed on the ball, and the
angular position of the bright bar. Flies walked in closed loop control of the angular
position of a bright bar for 30+ seconds until the following criteria all were met: all 11.25º
of the bar had to be visible, and the average translational speed over the previous three
seconds had to be below a threshold value. In figures 3.2-3.4, trial triggering had the
additional criteria that the average absolute turning speed of the fly had to be below
15ºs for 1 s and that the bar had to have been fully visible for at least 1s (to prevent
trials from triggering abruptly as soon as the bar moved into view). If these criteria were
met, MATLAB triggered a trial. The trial structures for flies in Figure 3.1 and Figures 3.23.4 are listed in Figures 3.1a and 3.2a, respectively. In Figure 3.1, a trial consisted of a
period of stasis (stable-bar-1), followed by a bar jump of ±10º, ±20º, or ±30º (stable-bar2). The bar was held in these positions for 5s. This was followed by a 5s dark period,
before flies were returned to closed loop. In Figures 3.2-3.4, a trial consisted of a period
of stasis lasting 1s (stable-bar-1), followed by a 5s dark period (dark-1), followed by a 5s
period during which the bar was jumped to a position ±5º, ±10º, ±20º, ±30º, ±45º, ±60º,
±90º or 180º from the bar’s position during the stable-bar-1 period, and the bar was held
here for 5s (stable-bar-2), after which the bar was removed a second time for 5s (dark127

2), after which the fly was returned to closed loop. In all experiments, once the fly met
the behavioral criteria for a trial, a jump size was chose than would render the bar fully
visible during the stable-bar-2 period. Flies often started walking in the middle of a trial.
During periods when the bar was held behind the fly or at a fixed visible angle (in the
dark-1, dark-2, and stable-bar-2 periods in Figures 3.1-3.4), if the fly began to walk,
MATLAB continued to store the fly’s yaw rotations on the ball, and these yaw rotations
were integrated to generate an appropriate new bar position when the fly was returned
to closed loop.

Image analysis
Images were analyzed in python 2.7. Images were registered by translating every zslice at every time point so as to best match it with the time-averaged image of that zslice. Regions of Interest (ROIs) were drawn manually in Fiji (Schindelin et al. 2012) for
the 16 glomeruli of the protocerebral bridge innervated by E-PG neurons. E-PGs do not
innervate the outer two glomeruli of the bridge (Wolff, Iyer, and Rubin 2015), so no
region was defined for these glomeruli. ROIs for a single bridge glomerulus could span
multiple z-slices. These ROIs were colored in Photoshop according to their anatomical
position on the protocerebral bridge. For every time point, I calculated the mean pixel
intensity inside each ROI. I calculated the ∆F/F (with the formula (F-F0 / F0), where the
F0 baseline represents the average fluorescence of each ROI in the dimmest 5% of
frames) for each glomerulus separately. At this point, at every time point, I had a 16element vector representing the ∆F/F value at every glomerulus. In E-PG neurons,
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these vectors exhibit a relatively constant power spectrum peak at 8 glomeruli (Green et
al. 2017). I extracted the E-PG phase from every time point by taking the Fourier
Transform of every time point independently and extracting the phase of Fourier
component with an 8 glomerulus period. The rotation of this phase tracks the rotation of
a the bar when the fly walks in closed loop (Green et al. 2017). To plot the E-PG phase
aligned with the bar position (Figures 1.1e-f, 2.1b-c, 2.2b-c), I added an offset to the EPG phase (the circular difference between the bar position and the E-PG phase 5
seconds into the subset of the recording I wished to plot), and then I wrapped this sum.
To calculate the bar position represented by the E-PG phase (Figure 3.2g), I added the
offset between the bar and the phase over the last 20 seconds of closed loop. This
offset was calculated by taking the circular mean of the circular difference between the
bar position and the phase position over the last 20 seconds of closed loop.

Aligning imaging data collected at different frame rates
Frame trigger outputs from Prairie indicated the precise time frames were acquired,
allowing behavioral data and imaging data to be aligned. In Figures 3.1d and 3.3a, I had
to average E-PG phases from different flies. Because different flies were imaged at
slightly different frame rates depending on the size of the region of interest and the
number of z-slices collected, when averaging the stimulus-triggered phase response
across trials, I binned data into 0.67 second-long time bins, which is more than twice the
length of the frame collection period in my slowest imaging session. That is, in Figures
3.1d, 3.3a, and 3.4a, every point in every trial represents the circular mean of 2-3 phase
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measurements. When plotting averages across trials I simply took a circular mean of
these binned trials.

Selection criteria for trials to analyze
While during imaging a trial was triggered by a brief period of stasis, I only analyzed
data for which the fly stood still throughout the indicated analysis period. My criteria for
stillness were that the fly’s absolute turning speed could at no point exceed 40 deg/s,
nor could the fly’s forward velocity exceed 2.5 mm/s. These thresholds proved
sufficiently low that they weeded out trials wherein the fly started walking, but sufficiently
high that I was not eliminating trials due to noise. I had one additional criterion for ruling
out a trial: the E-PG phase estimate could not look too noisy by eye. If the envelope of
E-PG phases oscillated wildly with an envelope >= ~45º (as sometimes occurs when
the fly stands still, because the E-PG signal becomes dim and the signal-to-noise ratio
decreases), I did not include this trial in my analyses. 9 trials from the experiments
schematized in Figure 3.1 and 62 trials from the experiments schematized in Figures
3.2-3.4 were excluded on this basis.

E-PG phase response quantification
For the data in Figure 3.1, the E-PG phase of the stable-bar-1 period was calculated by
taking the circular mean of the E-PG phase in the 1 second before the bar was jumped.
The E-PG phase of the stable-bar-2 period was calculated by taking a circular mean of
the E-PG phase in the window 3-5 seconds after the bar was jumped. The E-PG phase
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of the dark period was calculated by taking the circular mean of the E-PG phase in the
8-10 second window after the bar was jumped (i.e. 3-5 seconds after the bar was
removed. For the data in Figures 3.2-3.4, the stable-bar-1 period phase was calculated
by taking the circular mean of the E-PG phase in the 1 second before the bar was
turned off the first time. The dark-1 period phase was calculated by taking a circular
mean of the E-PG phase in the window 3-5 seconds after the bar was turned off the first
time. The stable-bar-2 period phase was calculated by taking the circular mean of the EPG phase in the 3-5 seconds after the bar reappeared (8-10 seconds after the bar was
initially turned off). The dark-1 period phase was calculated by taking a circular mean of
the E-PG phase in the window 3-5 seconds after the bar was turned off the second time
(13-15 seconds after the bar was initially turned off). To calculate the ∆E-PG phase
between any of these two periods, I simply subtracted the values and then wrapped
them so the value fell between -180º and 180º. Because bar jumps of different sizes
were presented pseudo-randomly and because flies sometimes interrupted trials by
walking in the middle, I collected a different number of completely static trials in each
category from different flies. As such, when I plotted event-triggered average E-PG
phases (Figures 3.1d and 3.3a) , I computed the circular mean phase response across
trials, not across flies.

Statistical analysis
The statistical tests used are mentioned in the text. In Chapter 2 I used the SciPy.stats
python module. In Chapter 3, circular correlation values, circular 95% confidence
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intervals were calculated using functions in the circstats.py python module (Jessica B.
Hamrick, Peter W. Battaglia, 2013). I wrote the code for the circular median test myself
using an algorithm described by Berens (2009).
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