This paper presents parameterized module-generators for pipelined function evaluation using lookup tables, adders, shifters and multipliers. We discuss trade-offs involved between (1) full-lookup tables, (2) bipartite (lookup-add) units, (3) lookup-multiply units, and (4) shift-and-add based CORDIC units. For lookup-multiply units we provide equations estimating approximation errors and rounding errors which are u sed to parameterize the hardware units. The resources and performance of the resulting design can be estimated given the input parameters. The method is implemented as part of the PAMBlox module generation environment. An example shows that the table-multiply unit produces competitive designs with data widths up to 20 bits when compared with shiftand-add based CORDIC units. Additionally, the table-multiply method can be used for larger data widths when evaluating functions not supported by CORDIC.
Introduction
The evaluation of differentiable functions can often be the performance bottleneck of many compute-bound applications. Examples of these functions include elementary functions such as log(x) or p x, and compound functions such as (1 ? sin 2 (x)) 1=2 or tan 2 (x)+1. Hardware implementation of elementary functions are studied by Wong and Goto [16] . Advanced FPGAs enable the development of low-cost and high-speed function evaluation units, customizable to particular applications. Such customization can take place at run time by reconfiguring the FPGA, so that different functions or precisions can be introduced according to run-time conditions. This paper presents parameterizable designs for evaluating a differentiable function using lookup tables, adders and multipliers, which can be implemented very efficiently using FPGAs and other stream-based architectures [4] , [11] , [7] , [5] . We describe architectures based on full-lookup units, lookup-add units and lookup-multiply units, and compare their size and performance for different input data widths. These architectures are often highly pipelined for high throughput. Such parallelism provides an edge over general-purpose microprocessors.
Module generators are implemented in the PAM-Blox environment [8] , so that instances of particular architectures can be generated rapidly and automatically from a parameterized description. The key problem addressed in this paper is the automatic generation of parameterized function evaluation units. The challenge is to find the required intermediate precisions given an input and output precision requirement. For example, if we require a 15-bit sine function from a 13 bit input, the module-generators have to create the function evaluation unit while optimizing speed and area of the unit.
Preliminary results suggest that there is a tradeoff between the various table lookup methods and shift-and-add based (e.g. CORDIC) units based on the number of required bits [2] , [9] , [14] . This paper sheds some light into the details of this tradeoff, and the applicability of the various methods to a module generation environment, which is the heart of computing with FPGAs.
Function Evaluation Methods
Our objective is to provide efficient circuits for differentiable function evaluation. In general, function evaluation consists of three stages. The first stage, range reduction (see for example Muller [10] , Chapter 8), reduces the argument x to a small interval a; b], resulting in a new argument x. The second stage evaluates the function F(x). The third stage extrapolates F(x) from F(x). In this paper, we are only concerned with the second stage: evaluating a function F(x) where x is in a small evaluation interval a; b]. For any given function, area and timing restrictions, there exist many different architectures with different evaluation intervals [a,b] .
For reconfigurable datapaths, we are mainly concerned with high throughput architectures. We therefore limit ourselves to fully-pipelined FPGA implementations of function evaluation units. In the following, we describe three architectures for evaluating a given function based on lookup tables.
Three Lookup-Table based Units
The first architecture, a full-lookup unit, consists of a single lookup table. While a fulllookup table is straightforward to implement, its size and latency grows very rapidly with the required precision or range.
The second architecture, a lookup-add unit (Figure 1 ), is based on bipartite tables involving an addition of the results of two parallel lookups. The use of symmetric tables further reduces the required memory while improving the error bound [ 12] . However, in contrast to the full lookup, we now have to find the precision required for each of the tables and the precision for the final addition. Current state-of-the-art uses simulation to find the appropriate internal bitwidths.
The third, and most promising architecture is a lookup-multiply unit ( Figure 2 ) based on affine polynomial approximation of a differentiable function. The coefficients for a polynomial approximation can be computed to minimize the average error of the approximation over the desired interval. The m most-significant bits of the input x are used to lookup the intermediate value in the lookup table, and the product of this value and x is then produced.
Shift-and-Add based CORDIC units
CORDIC units are one of a family of shift-and-add based function evaluation methods. The basic CORDIC unit computes up to two functions simultaneously using only constant shifts and additions. Details on the CORDIC architecture, it's advantages and limitations can be found in the literature (e.g. [2] , [9] , [14] ). In summary, CORDICs converge approximately at around 1 bit per shift-add. Thus, a 10-bit CORDIC unit requires about 10 stages of shifts and adds. CORDICs lend themselves naturally to high throughput pipelining. One of the disadvantages is that CORDICs are limited to a relatively small set of elementary functions.
The Lookup-Multiply Method

Parameterizing the Lookup-Multiply Unit
This section contains an exact mathematical description of the relationships between the external and internal precisions for a lookup-multiply unit. The availability of such a description is the main advantage of the table-multiply method over bipartite (lookupadd) methods and shift-and-add based CORDICs.
To construct a module generator for a lookup-multiply unit, we need to compute all internal parameters (precisions) given a particular function, and the required precision/range of the output, denoted by the width l of the result. Internal parameters consist of the width and height of the lookup tables and the number of bits for the multiplication and addition.
Assume we require a unit to compute a function F(x). We first compute a continuous piecewise affine approximation of the function F(x), as shown in Figure 3 . This
approximating function is called f. We compute the function F on an interval a; b).
Then, we cut this interval into n = 2 m intervals i=n; (i + 1)=n) (i 2 0; n]). The value, m, is also the number of most-significant bits that are used to lookup the intermediate value in the lookup table.
All the values are computed with k bits, and the result is rounded to l bits (l < k). e f is the function in hardware which approximates f, and it may contain rounding errors.
To provide a method for estimating the bitwidths required for a given precision, we have to deal with two sources of error: approximation error and roundin g error.
Error total = Error approx + Error round
The first error E approx comes from the approximation of the function f:
(jF 00 (z)j) (2) The approximation error Error approx is a function of the number of intervals stored in the lookup table for f and the maximum deviation of F(x) from its linearization f(x). This maximal deviation is controlled by the second derivative F 00 (x).
The second error Error round comes from rounding errors inside the evaluation unit:
Error round = f(x) ? e f(x) < 0:75 2 ?(k?1) + 2 ?(l+1) (3) In this case, Error round is a function of the internal precision k and the final precision l. Given a piecewise differentiable function F(x) and a target precision l, we can easily find values for m and k to guarantee the precision of the final result up to one unit in the last place.
More details on the derivation of the equations above can be found in a report available from the authors [3] . Similar error analysis techniques can be found elsewhere [13] . Using these equations, lookup table area can be minimized with respect to valid values of m and k for a target precision l.
For F to be approximated to l bit range and domain accuracy, (l < k) must hold.
Under this condition there is no benefit in replacing the lookup table with a bipartite 
Resources and Performance of Lookup-Multiply Units
The two equations (2,3) shown above, provide a way of determining bitwidths for the multiply-lookup unit to meet accuracy requirements. This section suggests a generic layout for the hardware implementation, in order to develop parametric estimates of the required resources and the achievable performance. We start by deriving an estimate for the resources. e f(x) is encoded with l bits, whereas all the other numbers are encoded with k fractional bits. Let p be the number of bits of the input. Generally, we have p > m and p ' l.
The goal is to place the unit into a rectangle. Our design contains two lookup tables, so that the two lookups for F((i + 1)=n) and F(i=n) (see Figure 2) as shown in Figure 4 , assuming that m 4.
We now consider the performance of our design. 
Example: ln(x)
Consider the hardware unit for computing the natural logarithm which is a representative elementary function. We compute ln(x) in the interval 1; 2): F(x) = ln(1 + x). This function fulfills all the requirements outlined above. We know F 0 (x) = 1=( Moreover, since the logarithm is an increasing function, we can adopt a rounding method so that all the values involved in the computation are positive. This means that there is no need to store or compute sign bits.
Hence the design for a lookup-multiply ln(x) unit fits into a rectangle: 
Implementing the Module Generators in PAM-Blox
The function evaluation units are implemented as classes in C++ within PAM-Blox [8] . The input parameters set the precision of the input and output values. Inheritance is used throughout the implementation to optimize code efficiency. The top class evaluates polynomial functions. The first subclass inherits all the functionality of the top class and specializes the evaluation to, for instance, piecewise polynomial functions. The subclass of the piecewise polynomial evaluation class evaluates a given function using the lookup-multiply unit. Hence, we can reuse some parts of the code to build, for example, high degree polynomial approximations in the future.
The example in Figure 5 shows how to utilize the lookup-multiply class to build a hardware unit for the logarithm function. The code example shows the Lookup Multiply Log class, which generates ln(x) evaluation units that can guarantee a particular output precision given input and output precisions. The value of INTERNAL WIDTH, which corresponds to the precision inside the unit, follows from equation 2 and equation 3. 
Results
This section compares the results of implementing a given function using the fulllookup method, the lookup-add method, the lookup-multiply method, and a shift-andadd based CORDIC design.
In a full-lookup unit, the precision/range (l) determines width (l) and height (2 l ) of the lookup table. The procedure for implementing lookup-add units can be found elsewhere [12] , while that for implementing lookup-multiply units has been outlined in Section 3.1.
In contrast, parallel, pipelined CORDIC designs require two parameters: the number of bits per iteration stage, and the number of stages. Determining the minimal precision of each stage inside CORDIC units is complex. We can, however, give an upper bound on the required bits of precision inside the CORDIC unit:
(l + ln(# of shift-and-add stages)). The total number of required stages depends on the approximated function, the internal scaling method [10] [1], the precision of each stage, and of course the precision required at the output. In general, CORDIC units converge at the approximate rate of one bit per stage, which we use for our estimates. A more precise determination of the needed number of stages requires extensive simulations for each function, internal precision, scaling method, and for each output precision. Figure 6 shows the results for the area of a function evaluation unit, in our case To summarize, for data width up to around 10 bits, a full-lookup unit provides the best trade-off in size and performance. For data width between 10 and 12 bits, the lookup-add design is appropriate. For data width between 12 and 20 bits, the lookupmultiply design should be considered. For data width more than 20 bits, CORDIC provides efficient solutions within its limitations. The area results show that for data widths up to about 20 bits, a lookup-multiply strategy results in similar or smaller area than a shift-and-add CORDIC unit. However, while the lookup-multiply unit can be automatically designed to compute any differentiable function, the CORDIC unit is limited to a small set of elementary functions and has a less regular architecture across all possible function evaluations than a lookupmultiply unit.
Conclusion
The paper presents an approach to parameterize pipelined designs for differentiable function evaluation using lookup tables, adders, shifters and multipliers. This approach can be used to develop efficient implementations of function evaluators based on lookup tables, the size and performance of which can be estimated parametrically.
Our approach is implemented in C++ as part of the PAM-Blox module generation environment. We demonstrate that, depending on the data width, different lookup-based implementations for function evaluation should be used to improve efficiency. Examples confirm that the lookup-multiply approach produces competitive designs for data widths up to 20 bits when compared with shift-and-add based CORDIC units, without suffering from the limitations of CORDIC. Additionally, the table multiply method is applicable to larger data widths when evaluating functions not supported by CORDIC.
Current and future work includes assessing the effectiveness of the lookup-multiply approach for various differentiable functions, relating our tools to other pipeline synthesis techniques [15] , retargeting our module generators to cover the latest FPGAs, and extending the development framework to support run-time reconfigurable designs.
