It is common in …rm level environmental e¢ ciency studies for pollution to form part of the production technology. We omit nitrogen and sulphur emissions from the spatial analysis of production in European countries (1995 2008) because we …nd they are not signi…cant inputs. E¢ ciency and TFP growth from the production analysis are then used in second stage spatial models of nitrogen and sulphur emissions in European countries. We …nd that to cut European sulphur emissions by a certain percentage requires a decrease in a composite measure of a country's e¢ ciency and TFP growth which is more than double the decrease needed to reduce European nitrogen emissions by the same percentage.
Introduction
It is common practice in environmental e¢ ciency studies of …rms such as coal …red power plants and dairy farms to include pollution in the …rm's production technology (e.g. Färe et al., 1989; 1996; Cuesta et al., 2009; Reinhard et al., 1999; Atkinson and Dorfman, 2005) . When we explored this approach by including emissions of nitrogen oxides (N O x ) and sulphur oxides (SO x ) as inputs in non-spatial and spatial production frontier models for European countries (1995 2008) , we …nd that the pollution parameters are a long way from being signi…cant. In light of this …nding we adopt a two-stage approach, where in Stage 1 we omit emissions from the non-spatial and spatial production frontier models for European countries. In Stage 2, e¢ ciency and TFP growth from the Stage 1 models are used as explanatory variables in spatial lag models of nitrogen and sulphur emissions in European countries to capture the e¤ects of di¤erent aspects of production performance. 1 We are not aware of a study which uses e¢ ciency and TFP growth from a Stage 1 analysis of country production as regressors in country level models of atmospheric pollution. This type of approach, however, is common in the extensive literature on banking e¢ ciency. For example, Wheelock and Wilson (2000) use cost ine¢ ciency as an explanatory variable in a model of competing risks in U.S. banking; Cipollini and Fiordelisi (2012) explain the …nancial distress of European banks using, among other things, pro…t e¢ ciency; and cost e¢ ciency is a regressor in a model of bank competitiveness in Casu and Giradone (2009) .
In Stage 1 we incorporate spatial dependence into the Stochastic Frontier Analysis (SFA) by including spatial lags of the independent variables which shift the frontier technology. The spatial lags of the independent variables depend on the spatial weights matrix which must be speci…ed in advance of the estimation. In Stage 1 we use ten speci…cations of the spatial weights matrix, where the speci…cations are weighted by various proxies for economic distance or various proxies for geographical-economic distance. Economic distance between two countries will di¤er depending on the direction so we choose a direction. Speci…cally, our proxies for economic distance are imports on a country's biggest 3 7 import ‡ows. And our proxies for geographical-economic distance are imports on a country's nearest 3 7 import ‡ows. Further in the paper we discuss in detail the speci…cations of the spatial weights matrix which we use in Stage 1.
By including spatial lags of the independent variables in the SFA we are capturing local spatial dependence (i.e. …rst order spatial dependence) and are choosing to overlook higher order spatial dependence (i.e. second order through to (N 1)th order spatial dependence). This allows us to interpret the …tted parameters as elasticities which is helpful because some of these elasticities are needed to calculate TFP growth. In contrast, if we were to estimate a stochastic frontier model which accounts for global spatial dependence (…rst order through to (N 1)th order spatial dependence) via a spatial lag of the dependent variable, the coe¢ cients on the independent variables cannot be interpreted as elasticities (LeSage and Pace, 2009) . This is because the marginal e¤ect of an independent variable is a function of the spatial autoregressive variable. LeSage and Pace (2009) therefore propose Monte Carlo simulation of the own (i.e. direct), spillover (i.e. indirect) and total elasticities, and their associated signi…cance levels. 2 The case for spatial econometric modelling of transboundary pollutants is now well established (see Maddison, 2006; so in Stage 2 e¢ ciency and TFP growth from a range of Stage 1 models are used as regressors in spatial lag models of per capita N O x and SO x emissions for European countries. We estimate the spatial lag speci…cation because as we noted above, and importantly unlike the spatial error model, it can distinguish between the direct and indirect marginal e¤ects of the explanatory variables. The direct e¤ect estimates the impact of changing an explanatory variable in a particular cross-sectional unit on that unit's dependent variable, and takes into account feedback e¤ects i.e. e¤ects which pass through …rst order neighbours and higher order neighbours via the spatial multiplier matrix and back to the unit which initiated the change. The indirect e¤ect estimates the impact of changing an explanatory variable in a particular unit on the dependent variables of all the other units. 3 We complement recent studies which estimate the spatial lag speci…cation to analyse sulphur emissions in European countries (Ivanova, 2011; Maddison, 2006; by focusing on the Monte Carlo simulation and interpretation of the direct and indirect e¤ects. Druska and Horrace's (2004) GMM spatial analysis of e¢ ciency in Indonesian rice farm production, where they estimate e¢ ciency using the approach proposed by P. Schmidt and Sickles (1984) and Cornwell et al. (1990) , bears the closest resemblance to the method which is adopted in Stage 1. 4 In the spirit of Kelejian and Prucha's (1999) GMM spatial error model for panel data, Druska and Horrace (2004) model global spatial dependence in production by including the spatial autocorrelation term as an exogenous variable. From a spatial error frontier model, the spillover marginal e¤ect relates to the disturbance. This e¤ect is not as informative as spillover e¤ects for the explanatory variables from a spatial lag frontier model or a frontier model which captures local spatial dependence. We therefore favour a local spatial frontier model rather than a global one using the spatial autocorrelation term. Development of a spatial lag frontier model, together with the associated Monte Carlo experiment to simulate the direct, indirect and total marginal e¤ects and their signi…cance levels would be a worthwhile area for further work. This is work which is brie ‡y discussed in the …nal section of this paper.
5
Our key empirical …ndings are as follows. The …tted non-spatial and spatial frontier models point to upward bias in estimated e¢ ciency if local spatial dependence is ignored in the SFA. On average, the bias appears to range between 20% and 2% depending on the speci…cation of the spatial weights matrix. Moreover, we …nd that Russia and Greece are relatively adept at 2 The total elasticity is simply the sum of the direct and indirect elasticities. 3 Alternatively, the indirect e¤ect can be interpreted as the change in the dependent variable in one particular unit following a change in an explanatory variable in all the other units. 4 The …rst initial is used here to distinguish between work involving P. Schmidt and work cited further in this section involving A. Schmidt. 5 A. Schmidt et al. (2009) also incorporate spatial dependence into their Bayesian frontier analysis of Brazilian farm production. However, they model the spatial dependence by allowing spatially dependent latent regional e¤ects (i.e. not farm e¤ects) to a¤ect either the frontier or the ine¢ ciency distribution. In contrast, in the spatial error frontier model in Druska and Horrace (2004) and also in the local spatial frontier model which we present, the spatial dependence is explicitly modelled. making use of the inputs and exogenous variables of certain big import partners. Conversely, our results suggest that Denmark, Slovakia and Hungary are relatively pro…cient at using the inputs and exogenous variables of certain nearby import partners. As we expected, the results for Stage 2 indicate that for all speci…cations of spatial dependence in production in Stage 1, a decrease in a country's production performance is required to cut per capita N O x and SO x emissions in Europe, where throughout this paper production performance refers to a composite measure of a country's e¢ ciency and TFP growth. More speci…cally, we …nd that, on average, to cut per capita SO x emissions in Europe by a certain percentage requires a decrease in a country's production performance which is more than twice the decrease that is needed to cut per capita N O x emissions in Europe by the same percentage. The magnitude of the decrease in a country's production performance which is needed to cut per capita N O x emissions in Europe is robust to the speci…cation of spatial dependence in production in Stage 1. In contrast, we …nd that the speci…cation of spatial dependence in production can account for up to a 26% di¤erence in the decrease in a country's production performance which is needed to cut per capita SO x emissions in Europe by 10%.
The remainder of this paper is organised as follows. In section 2 we set out Stages 1 and 2 of the methodology. Section 3 discusses the data set and the speci…cation of the spatial weights matrices which are used in Stages 1 and 2. In section 4, the results from Stages 1 and 2 are presented and analysed. In section 5 we conclude by summarising the salient features of the methodology and the key empirical …ndings from Stage 2. In the concluding section we also discuss the further work which was mentioned above. E¢ ciency is the …rst aspect of production performance which is used as an explanatory variable in the spatial lag models of nitrogen and sulphur emissions for European countries in Stage 2. Sets of e¢ ciency scores are obtained from non-spatial and spatial stochastic frontier models by constructing a best-practice production frontier and evaluating the degree to which a country could increase output, relative to other countries in the sample, holding inputs constant. For country i at time t (i = 1; :::; N and t = 1; :::; T ) the spatial stochastic frontier models have the following form, where the distinguishing feature of SFA, which dates back to Aigner et al. (1977) and Meeusen and van den Broeck (1977) , is the elimination of random shocks in the estimation of e¢ ciency.
where y it is the output of country i at time t; T L (x; t) it represents the technology as the translog approximation of the log of the production function; x it is a (1 R) vector of input levels; x jt is a (1 R) vector of input levels for the j th neighbouring country; z it is a (1 M ) vector of exogenous characteristics for i th country; q jt is a (1 P ) vector of exogenous characteristics for the j th neighbouring country; ', and are vectors of …xed parameters to be estimated; w ij is the ij th element of the pre-speci…ed spatial weights matrix, W. W is a row normalised non-negative (N N ) matrix of constants which describes the spatial arrangement of the crosssectional units and also the strength of the spatial interaction between the units. All the elements on the main diagonal of W are set to zero. More details on the speci…cation of the spatial weights matrices which are used in Stages 1 and 2 are provided in the data section. The SFA framework for a production function assumes that the observed deviation from the best practice frontier is v it u it , where v it is a symmetric normally distributed idiosyncratic error term and u it is a non-negative error term which measures country ine¢ ciency (i.e. how far away country i's output at time t is from the best-practice level associated with the same input quantities and the same production conditions). It is assumed that u it follows a truncated normal distribution with a mean it for each observation. This is a more ‡exible assumption than assuming that u it follows a half-normal distribution (see Stevenson, 1980 , for further details).
Local spatial dependence is captured in equation (1) via the spatially lagged inputs and spatially lagged exogenous variables ( P N j=1 w ij x jt and P N j=1 w ij q jt ), which shift the frontier technology. Incorporating local spatial dependence rather than global spatial dependence via a spatially lagged output variable means that the translog, ', and parameters can be interpreted as elasticities.
Malmquist TFP Growth
The second aspect of production performance which is used as a regressor in the spatial lag models of nitrogen and sulphur emissions for European countries is Malmquist TFP growth. Coelli et al. (2003) demonstrate that Malmquist TFP growth can be computed from the translog approximation of the production function. Since ln EE it = u it where EE denotes economic e¢ ciency, and by making use of the quadratic identity lemma (Caves et al., 1982) the following expression for ln T F P C it+1 can be obtained.
where T F P C is TFP change; ex r is a column vector of input elasticities (r = 1; :::; R); SF is the scale factor (see Saal et al., 2007) :
RT S is the scale elasticity of the technology
The three terms in square brackets in equation (2) represent the Malmquist decomposition of T F P C into e¢ ciency change, EC, technical change, T C, and scale change, SC. Using the e¢ ciencies and, the …rst order and second order elasticity and scale parameters from a …tted translog production function we calculate EC, T C and SC and then sum to obtain T F P C.
Spatial Lag Model in Stage 2
The explanatory variables in the spatial lag models of per capita N O x and SO x emissions for European countries include T F P C from a non-spatial or spatial SFA and the corresponding e¢ ciency scores, EE. The general form of the spatial lag model for panel data is
where x it is a (1 K) vector of observations for the independent variables; is a (K 1) vector of …xed parameters to be estimated; i is a unit speci…c time-invariant e¤ect to capture unobserved heterogeneity (i.e. …xed e¤ects, FEs, or random e¤ects, REs); " it is an i.i.d disturbance for i and t with zero mean and variance 2 . w ij in equation (1) di¤ers from w ij in equation (3) because the spatial weights matrices are pre-speci…ed di¤erently. Otherwise the above discussion of W in equation (1) also applies here. We estimate a spatial lag speci…cation rather than a spatial error model because the spatial autoregressive term is a more explicit representation of spatial dependence than the spatial autocorrelation term. Consequently, as we noted above, from a spatial lag model we can estimate indirect elasticities for the x variables. From a spatial error model the only indirect elasticity which can be estimated is for ", which is not particularly informative. From a …tted spatial lag model, LeSage and Pace (2009) suggest the following approach to calculate the direct, indirect and total e¤ects for the x variables and the associated signi…cance levels. Overlooking for the moment FEs or REs and rewriting the spatial lag model for panel data in vector form
where y t is an (N 1) vector; N is an (N 1) vector of ones; X t is an (N K) matrix of observations; " t is an (N 1) vector. Di¤erentiating equation (4) with respect to the k th explanatory variable, x k;t , yields the following vector of partial derivatives: 
where the right-hand side of equation (5b) is independent of the time index. The spatial lag model yields di¤erent direct and indirect e¤ects on each unit so to facilitate interpretation LeSage and Pace (2009) suggest reporting a mean direct e¤ect (average of the diagonal elements on the righthand side of equation (5b)), a mean indirect e¤ect (average row or column sum of the non-diagonal elements on the right-hand side of equation (5b) since the magnitude of these two calculations are the same) and a mean total e¤ect. To compute t statistics for the average direct, indirect and total e¤ects, LeSage and Pace (2009) propose Monte Carlo simulation of the distribution of the e¤ects using the variancecovariance matrix associated with the maximum likelihood estimates. 1; 000 parameter combinations of (^ ;^ ;^ 2 ) are drawn from the variance-covariance matrix such that each combination is a vector of length 2 + K (number of parameters estimated excluding the intercept and the time invariant parameter(s)) consisting of random values drawn from a normal distribution with mean zero and standard deviation one. Mean direct, indirect and total e¤ects are calculated for each parameter combination. The mean e¤ects which we report are the averages over the 1; 000 draws. The associated t statistic is obtained by dividing the reported mean e¤ect by the standard deviation across the corresponding 1; 000 mean e¤ects.
The spatial lag models are estimated using the maximum likelihood principle. Since the spatial autoregressive variable is endogenous, the assumption of the standard regression model that E[ P N j=1 w ij y jt " it ] = 0 is violated. We adjust for this endogeneity and also the fact that " t is not observed in the usual way by introducing to the log-likelihood function the scaled logged determinant of the Jacobian transformation of " t to y t (i.e. T log jI Wj). This is the same way in which these issues are dealt with when estimating a cross-sectional spatial lag model using maximum likelihood (see Anselin, 1988) .
Data and Speci…cation of the W Matrices
Throughout the analysis the data is for 40 European countries. The sample period for the SFA in Stage 1 is 1995 2008 so the study period for the calculation of TFP growth in Stage 1 and the estimation of the spatial lag models in Stage 2 is 1996 2008. The data for Stages 1 and 2 is logged where it is appropriate and the continuous variables which relate to the SFA are then normalised around their mean values so we can interpret the relevant parameters from the translog function as elasticities. In Stage 1 of the analysis, output is real GDP in 2005 international$, y, and the inputs are number of workers, x 1 , and real capital stock in 2005 international$, x 2 .
To calculate y, x 1 and x 2 we follow Badunenko et al. (2008) . We extracted data for the following variables from the Penn World Table Version 7:0 (Heston et al., 2011), P W T 7:0: real GDP per capita in 2005 international$ calculated using the Laspeyres index and the chain method, denoted as rgdpl and rgdpch in P W T 7:0; population, pop; real GDP per worker calculated using the chain method, rgdpwok; investment as a share of rgdpl, ki.
x 1 = (rgdpch pop)=rgdpwok, y = x 1 rgdpwok and we calculate two measures of x 2 in two steps. Firstly, we calculate real aggregate investment which is rgdpl pop ki. Secondly, real capital stock in 1995 is assumed to be depreciated real aggregate investment in 1994, where in the …rst instance we follow much of the literature on estimating capital stock and use a depreciation rate of 6% and in the second instance, as suggested by Leamer (1988) , we use 13:3%.
6 The estimates of real capital stock for the remainder of the sample using both rates of depreciation are calculated using the perpetual inventory method.
z in equation (1) is a (1 4) vector of the following variables: (i) arable land as a share of total land, z 1 , the data for which is from the World Bank; (ii) sum of imports and exports as a share of GDP (i.e. trade openness), z 2 ; (iii) government spending as a share of GDP, z 3 , where the data for z 2 and z 3 is from P W T 7:0; (iv) a dummy for EU membership, z 4 . Wq is a (1 3) vector of spatially lagged z 1 , z 2 and z 3 variables. We omit a spatially lagged z 4 variable to avoid perfect collinearity.
Equation (1) is estimated using ten speci…cations of W. The weights in all ten speci…cations are calculated using data from the IMF Direction of Trade Statistics database on import ‡ows in 2000 US$ for the period 2000 2008. The proxies for geographical-economic distance are a country's average real imports over period 2000 2008 from the nearest 3 7 countries according to distances between capital cities. These proxies are used to weight and row normalise the …rst …ve speci…cations of W (denoted W 3N ear ; :::; W 7N ear ). The proxies for economic distance are a country's average real imports over the period 2000 2008 on its biggest 3 7 real import ‡ows. These proxies are used to weight and row normalise the remaining speci…cations of W (denoted W 3Big ; :::; W 7Big ).
For the spatial lag models in Stage 2, the dependent variable is per capita emissions of nitrogen oxides, N O x =P op, or per capita emissions of sulphur oxides, SO x =P op. The N O x and SO x emissions data is that which is used in the models and reports of the European Monitoring and Evaluation Program (EMEP) and is in kilograms. We do not use the N O x and SO x emissions data which countries submit to EMEP because of missing observations and inaccuracies. For example, there can be inaccuracies because there is an incentive for countries to underreport emissions. The spatial weights matrices in Stage 2 are based on the 1997 2008 EMEP source-receptor tables for N O x and SO x emissions. To obtain the spatial weights matrices we calculate average source-receptor tables for N O x and SO x emissions over the above period, set all the elements on the main diagonal equal to zero and row normalise. w ij is therefore the fraction of emissions which travels to country i from country j.
The explanatory variables in the spatial lag models in Stage 2 are based on those used by Cole (2007) in his country level analysis of sulphur dioxide and carbon dioxide emissions. The regressors are as follows: (i) real GDP per capita (2005 international$ in 000s), RGDP=P op, where the data is once again from P W T 7:0; (ii) (RGDP=P op) 2 to capture the possibility of there being a threshold level of income below which per capita emissions rise and beyond which they fall i.e. an Environmental Kuznets Curve (EKC) relationship; 7 (iii) sum of exports and imports as a share of GDP, T rade_Share, is included to capture the e¤ect of trade openness and the data is from P W T 7:0; 8 (iv) value added by the industrial sector as a share of GDP, Ind_Share, the data for which is from the World Bank. 9 This core set of independent variables is then supplemented with T F P C and EE from a non-spatial or spatial SFA. We do not include T F P C 2 and EE 2 as explanatory variables because T F P C is a rate and EE is a ratio so no obvious economic interpretation could be attached to the coe¢ cients on these variables. The descriptive statistics for the continuous variables which are used in Stages 1 and 2 are presented in Table 1 and are for the raw data.
[Insert Table 1 ] 4 Results and Analysis
E¢ ciency and Productivity Results from Stage 1 4.1.1 Estimation Results
To allow e¢ ciency to be time-variant we …tted the Battese and Coelli (1995) time-varying decay model. The e¢ ciency scores from the non-spatial and spatial frontier models vary su¢ ciently over time to justify …tting a model where e¢ ciency is time-variant. It is reasonable to …nd that e¢ ciency is time-variant because we would expect e¢ ciency for a number of countries to rise during the study period as a result of joining the EU. Selected stochastic frontier models where x 2 is calculated using a 6% depreciation rate are presented in Table 2 .
We control for the possibility of an EKC relationship but this is not a relationship which we focus on here. This is because, …rstly, the empirical focus of this paper is the direct and indirect e¤ects of T F P C and EE on N O x =P op and SO x =P op. Secondly, the EKC literature is very well developed. For an up-to-date appraisal of the EKC literature see Carson (2010) . Furthermore, we explored including (RGDP=P op) 3 to capture the possibility of a further turning point but for reasons which are explained in the analysis of the results this variable was dropped. 8 The impact of trade on the environment is an issue which has received a lot of attention in recent years. We control for the e¤ect of trade on the environment but we do not focus on this relationship in the analysis of the results because our interests lie elsewhere. For a recent survey of the literature on the trade-environment nexus see Frankel (2009) . 9 We follow the spatial analysis of sulphur emissions in Europe by Ivanova (2011) and do not include dummy variables for international environmental agreements (IEAs). This is because a lot of the empirical evidence on the e¤ects of IEAs suggests that they are symbolic, as they mandate reductions in pollution which would have been achieved in their absence (e.g. Murdoch and Sandler, 1997; Murdoch et al., 1997) . For a detailed coverage of the empirical and game theoretic rationales for not including dummies relating to IEAs in models of emissions see Ivanova (2011) . 10 The …tted stochastic frontier models which are not reported are available from the corresponding author upon request.
[Insert Table 2] All the input elasticities from the reported and unreported non-spatial and spatial frontier models are signi…cant with the expected signs, thereby satisfying the monotonicity conditions at the sample mean. The spatial frontier models indicate that the labour elasticity, 1 , is of the order 0:57 0:72 and the capital elasticity, 2 , lies in the range 0:32 0:44. A labour elasticity of the order 0:57 0:72 is in line with evidence on the labour income share of GDP which constitutes support for our models (see Table 1 in Arpaia et al., 2009 , for EU-15 member states for evidence to support our labour elasticities). When a depreciation rate of 6% (13:3%) is used including the local spatial variables in the SFA leads to a fall in the labour elasticity from 0:71 (0:72) to, on average, 0:59 (0:62) and a rise in the capital elasticity from 0:33 (0:32) to, on average, 0:42 (0:38).
We …nd that the e¤ect on the labour and capital elasticities from including local spatial variables in the SFA is not sensitive to the speci…cation of W (i.e. whether W is weighted by the i th country's nearest or biggest import ‡ows). For some illustrative examples see Table 2 . Moreover, the e¤ect on the labour and capital elasticities from including local spatial variables in the SFA has an o¤setting e¤ect on returns to scale. Irrespective of whether local spatial dependence is taken into account production is broadly characterised by constant returns to scale, which is in line with our priors and thus lends support for the …tted models. To illustrate, when a depreciation rate of 6% (13:3%) is used and the local spatial variables are omitted from the SFA returns to scale is 1:04 (1:03), which is very similar to the average estimate of 1:01 (1:00) when the local spatial variables are included.
Moving on to discuss selected other parameters. The coe¢ cient on Wx 1 , 1 , is non-negligible, positive and signi…cant in all but three models. The three models where 1 is not signi…cant are where the depreciation rate is 6% or 13:3% and W 3Big is used, and when the depreciation rate is 6% and the speci…cation of W is W 4Big . This suggests that there are no labour productivity spillovers from the i th country's biggest 3 import partners and possibly none from its biggest 4 import partners. Interestingly, irrespective of the depreciation rate, the estimate of 1 tends to be bigger when W is weighted by a larger number of near or big import ‡ows (e.g. in Table   2 the estimate of 1 in model 4 is 0:42 compared to 0:29 in model 2). This is probably because weighting W by a larger number of near or big import ‡ows captures more sources of spillovers.
All the coe¢ cients on Wx 2 , 2 , are quite large, negative and signi…cant. The negative signs are in direct contrast to the positive labour productivity spillovers. Why might we observe positive labour productivity spillovers and negative capital productivity spillovers? We posit that it is because labour is increasingly mobile and needed throughout the trade production process, whereas capital is far less mobile and primarily required at the beginning of the trade production process. As was the case for 1 , 2 tends to be larger when W is weighted by a larger number of near or big import ‡ows. This is again attributed to additional sources of spillovers. To illustrate, in Table 2 2 is 0:21 in model 5 compared to 0:36 in model 6.
For both rates of depreciation the coe¢ cients on Wq 2 , 2 (average trade openness of a neighbouring country), are either not signi…cant when the local spatial dependence is in terms of near import ‡ows or signi…cant, negative and non-negligible when big import ‡ows are used to weight W. We would expect 2 to be negative when W is weighted by big import ‡ows because an increase in the openness of the i th country's biggest import partners is likely to lead to country i importing more.
Irrespective of the depreciation rate which is used to calculate the capital stock, the coe¢ cients on Wq 3 , 3 (average public sector size in a neighbouring country), are all negative and signi…cant apart from in model 2 (see Table 2 ). All the coe¢ cients on z 3 , ' 3 (public sector size in country i), are negative and tend to be signi…cant. Interestingly, in general, each estimate of 3 is much larger than the corresponding estimate of ' 3 . This suggests that the average size of the public sector in a neighbouring country has a far bigger e¤ect on the i th country's output than the size of its own public sector.
E¢ ciency Scores
An economic e¢ ciency score of 100% would indicate that a country's output is as high as possible given its inputs, relative to the other countries in the sample. The e¢ ciency scores from two models are presented for illustrative purposes in the Appendix. The …rst set of e¢ ciency scores which we report are from the non-spatial frontier model when the depreciation rate is 6%. This set of scores represents one of two base sets which can be compared to the scores from the spatial frontier models. The base set of scores which we report are perfectly positively correlated with the other base set of e¢ ciency scores from the non-spatial frontier model when the depreciation rate is 13:3%. The mean e¢ ciency scores from the base models when the depreciation rates are 6% and 13:3% are 0:61 and 0:60, respectively. We also report the e¢ ciency scores from the spatial frontier model when the depreciation rate is 6% and the speci…cation of W is W 4Big . We report these scores because the lowest observed correlation between either set of base e¢ ciencies and a set of e¢ ciencies from a spatial frontier model is when the depreciation rate is 6% and the speci…cation of local spatial dependence is W 4Big (0:92 in both cases). A cursory glance at the e¢ ciency scores in the Appendix suggests they are reasonable. We revisit this when we discuss the e¢ ciency scores for individual countries.
The mean e¢ ciency score when a 6% depreciation rate and W 4Big are used is 0:41, which represents the lowest mean score from the spatial frontier models. All the mean e¢ ciency scores from the spatial frontier models are lower than the mean scores from the non-spatial frontier models. Our models therefore point to, on average, an upward bias in estimated e¢ ciency when local spatial dependence is ignored in the SFA. This is also what Druska and Horrace (2004) …nd in Indonesian rice farm production using their GMM spatial error frontier model. That said, the highest mean e¢ ciency score which we observe from a spatial frontier model is 0:59, which is when a depreciation rate of 6% and W 3Big are used. This suggests that the size of the upward bias in mean e¢ ciency when local spatial dependence is ignored in the SFA varies depending on the speci…cation of W.
The time pro…les of the mean e¢ ciencies for EU and non-EU countries are similar for all the models, irrespective of the depreciation rate or whether/how local spatial dependence is modelled. To illustrate, in Figure 1 we present the annual mean e¢ ciencies for EU and non-EU countries from the non-spatial frontier model when the depreciation rate is 6%, and the spatial frontier model when a 6% depreciation rate and W 4Big are used. This is because, as we noted above, the e¢ ciency scores from the latter exhibit the lowest correlation with the e¢ ciency scores from the non-spatial frontier models. It is evident from Figure 1 that the only marked change in the mean annual e¢ ciencies for EU and non-EU countries is due to the expansion of the EU in 2004. In 2004 there is a sharp fall in the mean e¢ ciency of EU countries and a smaller fall in the mean e¢ ciency of non-EU countries. This suggests that, on average, the poor performance of the 2004 accession countries vis-à-vis their EU peers outweighs their high relative performance when they were in the non-EU cohort. This is particularly the case when we consider the implications of the 2004 enlargement for mean e¢ ciency over the remainder of the sample. Our …ndings suggest that the 2004 enlargement resulted in a downward shift in the mean e¢ ciency of EU countries, whereas the decline in the mean e¢ ciency of non-EU countries appears to have been temporary.
[Insert Figure 1] Turning to the e¢ ciencies for individual countries from the spatial frontier models. The spatial frontier models yield a robust set of e¢ ciency rankings. To illustrate, the mean di¤erence between a country's best and worst e¢ ciency ranking from the spatial frontier models is just 5:55. Furthermore, just seven countries are in the bottom …ve of at least one of the e¢ ciency rankings from the spatial frontier models (Albania; Armenia; Azerbaijan; Belarus; Moldova; Romania; Ukraine). There is slightly less of a consensus across the spatial frontier models about the most e¢ cient countries with ten countries featuring in the top …ve of at least one e¢ ciency ranking (Belgium; France; Germany; Iceland; Italy; Luxembourg; Netherlands; Norway; Sweden; UK). We would expect these countries to be at the top and bottom of the e¢ ciency rankings because of their geographical location and their tendency to have mean real income per capita in the top and bottom thirds of the sample. We posit therefore that the e¢ ciency rankings from the spatial frontier models are reasonable.
For a small number of countries, however, there are non-negligible di¤erences between some e¢ ciency rankings from the spatial frontier models. For example, there is a marked di¤erence between the best observed e¢ ciency ranking and the worst (model speci…cation, e¢ ciency ranking and e¢ ciency score are in parentheses) for Russia (best: W 7Big and depreciation rate of 6%, 21, 0:46; worst: W 5N ear and depreciation rate of 6%, 35, 0:25) and Greece (best: W 5Big and depreciation rates of 6% and 13:3%, 13, 0:69 and 0:73, respectively; worst: W 6N ear and depreciation rate of 6%, 25, 0:48).
11 We can therefore conclude that Russia and Greece (Denmark, Slovakia and Hungary) are relatively adept at using the inputs and the exogenous variables which relate to the above number of big (near) import partners.
TFP Growth
Annual e¢ ciency change, technical change and scale change are obtained for each country from a …tted translog production function using equation (2). To provide an insight into the T F P C 11 Other countries where there is a marked di¤erence between the best observed e¢ ciency ranking and the worst are: Denmark (best: W 5N ear and depreciation rate of 6%, 7, 0:84; worst: W 7Big and depreciation rate of 6%, 18, 0:55); Slovakia (best: W 7N ear and W 6N ear and depreciation rates of 6% and 13:3%, respectively, 19, 0:59 and 0:58, respectively; worst: W 7Big and depreciation rate of 6%, 27, 0:38); Hungary (best: Various nearest import ‡ow speci…cations, 17, 0:63 0:65; worst: W 7Big and a depreciation rate of 6%, 24, 0:44).
variables which are used in Stage 2, in Figure 2 we present average T F P C from: (i) the nonspatial frontier model when the depreciation rate is 6%; (ii) the spatial frontier models where the depreciation rate is 6% and W is weighted by near import ‡ows; (iii) the spatial frontier models where the depreciation rate is 6% and W is weighted by the big import ‡ows. Also presented are the three constituent parts of average T F P C. Using a 13:3% depreciation rate to calculate capital stock makes little di¤erence to Figure 2. [Insert Figure 2] It is apparent from Figure 2 that irrespective of whether/how we incorporate local spatial dependence into the SFA, average T F P C and its three components have similar time pro…les and SC is the principal driver of T F P C. Having said this, we can see that there is a sharper decline in average T F P C and average SC over the study period when local spatial variables are included in the stochastic frontier models.
Elasticities from the Spatial Lag Models in Stage 2
The two base spatial lag models for N O x =P op and SO x =P op do not include T F P C and EE. We estimated the base speci…cation of the spatial lag models for N O x =P op and SO x =P op using pooled data and introduced FEs and REs in successive models. In the pooled models the direct and indirect RGDP=P op and (RGDP=P op) 2 elasticities are signi…cant. From the FEs and REs models we do not observe a complete set of signi…cant direct and indirect RGDP=P op and (RGDP=P op) 2 elasticities. This suggests that the FEs and REs are capturing latent non-spatial and/or spatial heterogeneity which is embodied in RGDP=P op or (RGDP=P op) 2 . For this reason we prefer the pooled spatial lag models. Moreover, we explored including (RGDP=P op) 3 because of the possibility of a further turning point. The direct and indirect (RGDP=P op) 3 e¤ects from the base models for N O x =P op and SO x =P op were a long way from being signi…cant so this variable was omitted from these models. To facilitate comparisons between models, (RGDP=P op) 3 was not included in any further models. Direct and indirect x it elasticities and the associated t statistics from selected spatial lag models are reported in Table 3 .
12 The reported elasticities are for: (i) the base models; (ii) models where T F P C and EE are from the non-spatial SFA (NSp) when the depreciation rate is 6%; (iii) various other models where noteworthy direct and indirect T F P C and EE elasticities are observed. Also reported in Table 3 are the spatial autoregressive coe¢ cients. As we noted above no economic interpretation can be attached to the parameters so they are not reported here. The spatial lag models should be such that (I W) is non-singular, where I denotes the (N N ) identity matrix. This will be the case if lies in the interval (1= min ; 1) where min is the most negative real characteristic root of W and because W is row normalised, 1 is the largest real characteristic root of W. cannot therefore be interpreted as an elasticity. That said, the estimates of can be used to indicate the degree of spatial dependence. In the base models and the models which include T F P C and EE from the non-spatial and spatial frontier models, the estimates of are all signi…cant at the 5% level or lower. The estimates of in the base models for N O x =P op and SO x =P op are 0:38 and 0:48, respectively. Including T F P C and EE from a non-spatial or spatial SFA yields lower estimates of which range from 0:14 0:31 for N O x =P op and 0:33 0:45 for SO x =P op. On average, the estimate of for SO x =P op is 0:18 greater than the corresponding estimate for N O x =P op. This indicates that SO x =P op is more spatially dependent than N O x =P op.
[Insert Table 3] The discussion of the direct and indirect elasticities begins with the estimates for T F P C and EE as they represent the principal empirical contribution of this paper. To facilitate a comparison of the direct and indirect T F P C and EE elasticities which are signi…cant at the 10% level or lower, in Figures 3 and 4 we present the change in the i th country's T F P C and EE which would result in the i th country and the other countries in the sample reducing N O x =P op and SO x =P op by 10%. The labels in Figures 3 and 4 refer to the speci…cation of the SFA from which the T F P C or EE variable is obtained and the relevant Stage 2 t statistic. Speci…cally, in Figure   3 we present the change in the i th country's T F P C which would result in: (i) a 10% fall in N O x =P op in the i th country; (ii) a 10% fall in N O x =P op in the other countries in the sample; (iii) a 10% fall in SO x =P op in the i th country; (iv) a 10% fall in SO x =P op in the other countries in the sample. Figure 4 presents the same results as Figure 3 but for changes in the i th country's EE. To illustrate, for EE from the spatial SFA where W 4Big and a 6% depreciation rate are used, a 13:62% decrease in the i th country's e¢ ciency would be necessary to achieve a 10% decrease in SO x =P op in the other countries in the sample ( See Fig 4 (iv) ).
[Insert Figures 3 and 4] To further aid the interpretation we aggregate the corresponding direct and indirect T F P C and EE e¤ects in Figures 3 and 4 to obtain composite estimates of the e¤ect of a country's production performance on European N O x =P op and SO x =P op.
13 For example, for T F P C and EE from the spatial SFA where W 4Big and a 6% depreciation rate are used, to achieve a 10% cut in European N O x =P op, the direct and indirect T F P C e¤ects and the direct EE e¤ect suggest that a country's production performance would have to decrease by 16:12%. As we expected, all the models which feature in Figures 3 and 4 suggest that a country's production performance would have to decrease to cut N O x =P op and SO x =P op in Europe.
Our results indicate that when spatial dependence is ignored in the SFA the e¤ects of a country's production performance on European N O x =P op and SO x =P op are upwardly biased. When T F P C and EE are from a non-spatial SFA, our results suggest that, on average, a country's production performance must decrease by 21:59% and 43:85% to cut European N O x =P op and SO x =P op by 10%, respectively. When T F P C and EE are from a spatial SFA, however, our results suggest that, on average, a country's production performance needs to decline by 14:40% and 36:48% to achieve 10% cuts in European N O x =P op and SO x =P op, respectively.
Looking now at the average declines in a country's production performance which are needed to cut European N O x =P op and SO x =P op by 10% for particular speci…cations of W in the SFA (i.e. averaging across the declines in a country's production performance which relate to di¤erent depreciation rates but the same speci…cation of W in Stage 1). Our results indicate that, on average, using W 3N ear in the SFA yields the smallest declines in a country's production performance of 12:28% and 29:42% to cut European N O x =P op and SO x =P op by 10%, respectively. Conversely, on average, when W 4Big is used in the SFA we obtain the largest reductions in a country's production performance of 15:55% and 55:29% to cut European N O x =P op and SO x =P op by 10%, respectively. It is also worth noting that for W 4N ear W 7N ear in the SFA, on average, we observe relatively small decreases in a country's production performance to cut European SO x =P op by 10% (31:15% 31:88%). And for W 6Big or W 7Big in the SFA, on average, our results suggest that relatively large reductions in a country's production performance are needed to cut European SO x =P op by 10% (42:92% and 42:23%, respectively).
In summary, our results indicate that the speci…cation of W in the SFA has little impact on the relationship between the i th country's production performance and N O x =P op in Europe. This …nding suggests that the relative strength of the spatial interaction between production in the i th country and production in its nearest and biggest 3 7 import partners has little bearing on how the i th country's production performance a¤ects N O x =P op in Europe. In contrast, we conclude that the e¤ect of the i th country's production performance on SO x =P op in Europe is sensitive to the speci…cation of W in the SFA. Recognising that a European country imports from elsewhere other than its nearest and biggest 3 7 European import partners, everything else being unchanged, our results indicate the following. If the spatial interaction between production in the i th country and production in its nearest 3 7 European import partners gets relatively stronger at the expense of the spatial interaction between production in the i th country and production in its biggest 4, 6 and 7 European import partners (i.e. the i th country imports relatively more from its nearest 3 7 European import partners and less from its biggest 4, 6 and 7 European import partners), reducing SO x =P op in Europe would have a smaller negative impact on the i th country's production performance.
As the principal empirical contribution of this paper is the direct and indirect T F P C and EE elasticities, we only discuss the other direct and indirect elasticities relatively brie ‡y. All the reported and unreported models for SO x =P op and N O x =P op yield signi…cant positive direct RGDP=P op elasticities at the 1% level. In both cases the range of the direct RGDP=P op elasticities is narrow (2:67 2:91 for SO x =P op and 0:53 0:63 for N O x =P op). All the reported and unreported indirect RGDP=P op elasticities for SO x =P op are signi…cant at the 1% level and are of the order 1:44 2:48. All the indirect RGDP=P op elasticities for N O x =P op are signi…cant at the 10% level or lower and range from 0:10 0:36. In light of these …ndings we conclude that there is much more variation in the indirect RGDP=P op elasticities for N O x =P op and SO x =P op than there is in the direct RGDP=P op e¤ects.
Where the (in)direct RGDP=P op elasticity is positive, signi…cant and larger than the negative and signi…cant (in)direct (RGDP=P op) 2 elasticity this constitutes evidence of a (in)direct EKC.
For all the SO x =P op models we observe direct and indirect EKCs with turning points of the order $7; 119 $13; 144 and $7; 134 $13; 187, respectively. This gives rise to three observations. Firstly, the turning points of the direct and indirect EKCs from the base SO x =P op model are roundabout the middle of the above ranges which suggests that omitting T F P C and EE does not have a big impact on the turning points. Secondly, the highest observed turning points of the direct and indirect EKCs are below mean real income per capita in 1996, which suggests that, on average, the turning points were reached before the beginning of the study period. Thirdly, all the SO x =P op models suggest that the turning point of the indirect EKC is similar to that for the corresponding direct EKC. On average, the turning point of the indirect EKC for SO x =P op is just $22:83 beyond the turning point of the corresponding direct EKC. For a number of N O x =P op models we …nd that the direct (RGDP=P op) 2 e¤ect is signi…cant, negative and smaller than the corresponding positive and signi…cant direct RGDP=P op e¤ect. This represents evidence of a direct EKC but we only …nd evidence of an indirect EKC for N O x =P op from a few models. However, our evidence of direct and indirect EKCs for N O x =P op is of little practical consequence because real income per capita at a turning point is so high that it is an unrealistic target for mean living standards in the short to medium term ($67; 041 being the lowest level of real income per capita at a turning point for a direct or indirect EKC for
We …nd that the direct and indirect e¤ects of T rade_Share on the two pollutants di¤er. All the direct and indirect T rade_Share e¤ects from the N O x =P op models are not signi…cant. In contrast, all the SO x =P op models yield direct and indirect T rade_Share parameters which are signi…cant at the 5% level or lower and are of the order 0:24 0:43 and 0:15 0:28, respectively. In all cases, the direct T rade_Share e¤ect on SO x =P op is greater than the corresponding indirect e¤ect.
There is a clear distinction between the direct Ind_Share elasticities for SO x =P op and N O x =P op. All the direct Ind_Share e¤ects from the N O x =P op models are signi…cant at the 5% level or lower and range from 0:48 0:67. In contrast, all the direct Ind_Share e¤ects for SO x =P op are not signi…cant for reasonable critical values. The evidence is also clear on the indirect Ind_Share e¤ects for SO x =P op because all these e¤ects are not signi…cant. Interestingly, for N O x =P op it would seem that when T F P C and EE from a spatial SFA are not included as regressors this has implications for the estimates of the indirect Ind_Share e¤ect. In the base model for N O x =P op the indirect Ind_Share parameter is 0:39 and is signi…cant at the 5% level. However, in the N O x =P op models where T F P C and EE from a spatial SFA are explanatory variables, although the indirect Ind_Share parameter remains positive it is much smaller than in the base case and is often not signi…cant.
Concluding Remarks
In Stage 1 of the analysis we incorporated local spatial dependence into stochastic frontier models of production in European countries. From the spatial frontier models we obtained own and local spillover parameters that can be interpreted as elasticities. Obtaining parameters from a spatial frontier model which can be interpreted as elasticities made it simple to then calculate Malmquist TFP growth. In Stage 2 of the analysis, e¢ ciency and TFP growth from the non-spatial and spatial frontier models in Stage 1 were used as regressors in spatial lag models of per capita emissions of N O x and SO x in European countries. As expected, all the spatial lag models in Stage 2 suggest that a decrease in a country's production performance is needed to cut per capita N O x and SO x emissions in Europe. In particular, we …nd that, on average, to cut per capita SO x emissions in Europe by a certain percentage requires a decrease in a country's production performance which is more than twice the reduction that is needed to cut per capita N O x emissions in Europe by the same percentage.
Furthermore, we …nd from the spatial lag models in Stage 2 that, on average, the e¤ect of a country's production performance on per capita N O x emissions in Europe is robust to the speci…cation of spatial dependence in production in the stochastic frontier models. In contrast, we …nd that, on average, the e¤ect of a country's production performance on per capita SO x emissions in Europe is sensitive to the speci…cation of spatial dependence in production. Recognising that a European country imports from other countries apart from its biggest and nearest 3 7 European import partners, everything else being unchanged, we conclude the following from our results. If there is an increase in the relative strength of the spatial interaction between production in the i th country and production in its nearest 3 7 European import partners at the expense of the spatial interaction between production in the i th country and production in its biggest 4, 6 and 7 European import partners, cutting European per capita SO x emissions would have a smaller negative impact on the i th country's production performance.
It was noted in the opening section of this paper that it would be useful to develop a spatial lag frontier model, together with the Monte Carlo experiment to compute the direct, indirect and total marginal e¤ects and their signi…cance levels. Using maximum likelihood the authors are nearing completion of this work. Direct, indirect and total marginal e¤ects gives rise to, among other things, direct, indirect and total returns to scale which would represent a new line of enquiry for productivity analysis. Notes: ***, ** and * denote signi…cance at the 0:1%, 1%
and 5% levels, respectively. 
