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Abstract
A path towards quantum supremacy with superconducting qubits
by
Charles James Neill
A key milestone on the path towards building a quantum computer will be the demonstra-
tion of an algorithm which exceeds the capabilities of any classical computer - achieving so
called quantum supremacy. The challenge in developing such an algorithm lies in balanc-
ing computational complexity with experimental feasibility, particularly in the presence
of errors. In this thesis, we design superconducting qubits and algorithms with the goal of
finding such a balance. We implement a wide variety of control protocols, including para-
metric drive, adiabatic control, floquet evolution and time-domain spectroscopy. These
tools are used to the study topological invariants, quantum chaos, quantum statistical
mechanics, chiral symmetry breaking and many-body localization. We present experi-
mental techniques for characterizing the complexity and fidelity of these algorithms and
show that quantum supremacy is achievable using existing technology.
vii
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Chapter 1
Overview
1.1 Abstract
In this chapter, I introduce the basic physics of superconducting qubits. I show that
these devices can realize computations whose complexity scales exponentially with the
number of qubits. I present techniques for making these algorithms first-order insensitive
to errors, allowing for more accurate computations. This chapter serves as an outline for
how high-fidelity quantum computation may be achieved with superconducting qubits.
1.2 Quantum computing
Computers have revolutionized modern society. From cell-phones to super-computers,
they are immensely powerful. However, even the most powerful computers grind to a
halt when studying the behavior of quantum systems with only a few atoms. What is it
1
about quantum systems that make them so difficult to study on a classical computer?
To answer this question, lets consider the difference between classical and quantum
bits. A classical bit is any system with two distinct states that can be reliably prepared
and measured (typically denoted 0 and 1). Similarly, any quantum system with two
distinct states can be used as a quantum bit or qubit (denoted |0〉 and |1〉).
In order to understand the advantage of qubits, lets consider a two bit example. Two
classical bits can be in one of four states 00, 01, 10, or 11. Each one of these states
contains two pieces of information - the state of the first bit and the state of the second
bit. On the other hand, two quantum bits can be in a superposition of all four states
α|00〉+ β|01〉+ γ|10〉+ δ|11〉 (1.1)
and contains four pieces of information (α, β, γ, δ). In general, a system with N classical
bits contains N pieces of information (the state of each bit), whereas N quantum bits
contain 2N pieces of information (the probability amplitude for each basis state). The
power of quantum computers comes from this exponential scaling of information with
the number of qubits.
1.3 Superconducting qubits
Building a quantum computer is a massive challenge. The qubits need to interact with
control wires, with one-another and with measurement circuits. All of this has to happen
2
while keeping the qubits sufficiently isolated that they retain their coherence.
Superconducting qubits are one of several potential candidates for building a quantum
computer. Superconducting qubits benefit from the wealth of technology developed for
integrated circuits. Their relatively large size is ideal for engineering coupling to control
lines and coupling to one-another. An optical micrograph of a superconducting qubit is
shown in Fig. F.1a. Gray regions correspond to a thin film of aluminum and dark regions
are were the aluminum has been etched away to define features. The qubit consists of a
large metal strip (red) and two small Josephson junctions (blue).
The junctions are superconducting wires separated by a thin insulating barrier. A
simple approximate model for a junction is that of a non-linear inductor. For a linear
inductor, the current I is proportional to the flux Φ through Φ = LI. For a junction,
the relationship is nonlinear and is given by I = I0 sin(2piΦ/Φ0) where I0 is the critical
current of the junction and Φ0 is the flux quantum [178]. For small currents, we can
Taylor expand the sin to first order giving Φ = Φ0
2pi
1
I0
I; this allows us to define an effective
inductance L = Φ0
2pi
1
I0
. This simple picture of a junction as a non-linear inductor provides
intuition for understanding superconducting qubits.
A qubit combines a junction with a capacitor to form a nonlinear LC-oscillator, see
Fig. F.1b&c. Similar to a linear inductor, the voltage across the junction is given by
V = dΦ/dt; this allows us to define the energy stored in the junction as
∫
IV dt =
3
−Φ0
2pi
I0 cos (2piΦ/Φ0)[178]. The total energy of a qubit can then be written as
H =
Q2
2C
−
(
Φ0
2pi
)2
1
L
cos (2piΦ/Φ0) (1.2)
≈ Q
2
2C
+
Φ2
2L
(1.3)
where Q is the charge on the capacitor with capacitance C. By Taylor expanding the
Figure 1.1: Basics of superconducting qubits. a Optical micrograph of a supercon-
ducting qubit. The capacitor has been falsely colored red and the junctions colored blue.
Current through a control wire below the junctions is used to set the effective junction
inductance and consequently the qubit frequency. b Schematic for an LC-oscillator (left)
and a superconducting qubit (right). c The potential energy of the LC-oscillator (gray)
and qubit (gold) are shown as a function of flux. The lowest three eigenstates of the
qubit potential are overlaid.
4
cosine potential, we can reproduce the energy of an LC-oscillator (neglecting a constant
offset). The energy levels of an oscillator are all equally spaced with separation ω0 =
1/
√
LC. In the supplementary material for Chapter 2, we show that the energy level
spacing for the qubit is approximately ω0 up to small corrections set by the impedance
Z0
En − En−1 = ~ω0 (1− nλ) (1.4)
where λ = Z0/8.2kΩ and Z0 =
√
L/C. Typically, λ is designed to be a few percent.
Most of the qubit’s properties can be understood intuitively by simply plotting the
cosine potential. One period of the qubit’s cosine potential is shown in Fig. F.1c along
with the wave-function for three lowest energy-eigenstates. For states deep within the
minima, the potential appears quadratic (dashed line) and states are separated in energy
by the harmonic oscillator frequency ω0. States high up in the well feel a potential which
is wider than harmonic and thus have a lower energy. This non-linear spacing of energies
allows us to isolate two levels and use them as a qubit.
When designing a qubit, one has to choose an impedance and a resonance frequency.
Qubits with higher impedance have higher nonlinearity and therefore behave more like
two-level systems. However, the impedance also sets the sensitivity to noise; see Chapter
2’s supplementary material for details. Typically, the impedance is chosen between 300-
400 Ω in order to balance a trade-off between nonlinearity and noise.
There is a similar trade-off when choosing the resonance frequency. Large resonance
5
frequencies are desired as they exponentially suppress unwanted thermal effects according
to
e−~ω0/kbT (1.5)
where kb is Boltzmann’s constant and T is the temperature of the qubits (around 10 mK).
However, choosing the frequency too high leads to issues with finding widely available and
relatively inexpensive control electronics. Given these constraints, the qubit frequency is
typically chosen between 4-8 GHz.
1.3.1 Coupling qubits
Any implementation of a quantum computer requires the qubits to interact with one-
another in order to generate multi-qubit gates. In Fig. 8.1a, I consider two capacitively
coupled qubits. In order to gain intuition for this device, lets neglect all nonlinear effects
- these can be accounted for as a perturbation to the linear solution. In order to study
the linear circuit, we replace the junctions with inductors, as shown in panel b.
The coupling between these two qubits can be understood by finding the normal
modes of the coupled oscillators. A simple way to find the normal modes is to write
down the capacitance matrix C˜ and the inductance matrix L˜. The frequencies of the
normal modes can be found by solving
|L˜−1 − ω2C˜| = 0 (1.6)
6
for ω, where || is the determinant [176]. This is similar to finding the normal modes of
masses coupled by springs using matrices of masses and spring constants.
The capacitance matrix can be found by replacing the inductors with ports (see panel
c) and computing the admittance matrix Y ; C˜ is defined through Y = iωC˜ [157]. The
capacitance matrix for the two modes is given by
C˜ =
C + CC −CC
−CC C + CC
 (1.7)
Figure 1.2: Coupling qubits. a Fixed capacitive coupling between two qubits. b The
coupling between the two qubits can be understood (approximately) by replacing the
junctions with inductors. c Replacing the inductors with ports allows us to construct the
capacitance matrix and find the normal modes of the circuit.
7
and the inductance matrix is simply diagonal with elements L. The symmetric and anti-
symmetric frequencies are given by
ω+ = ω0 (1.8)
ω− =
ω0√
1 + 2κ
(1.9)
where ω0 = 1/
√
LC and κ = CC/C is the coupling efficiency. The coupling strength g is
defined to be half the splitting between these two modes
g ≡ 1
2
(ω− − ω+) (1.10)
≈ κω0
2
(1.11)
where the second equation is first order in κ. For inductive coupling, one arrives at the
same expressions, except κ = M/L where M is the mutual inductance.
Large coupling strengths are a resource for quantum computations as they set the
speed limit at which information can go between qubits. A coupling efficiency of 1%
allows information to swap between qubits in around 10 ns (roughly 1/1000 the coherence
time). This relatively small coupling efficiency is straight forward to achieve in design.
Tunable coupling provides added flexibility when designing algorithms. A circuit
diagram for tunable inductive coupling in shown in Fig. 1.3. All of the experiments in
this thesis were performed using devices based on this schematic. The tunable coupling
can be understood in a similar way to fixed coupling, however, the effective mutual
8
inductance is now given by Meff =
M2
L1+L2
. The coupling strength is tuned by putting
flux into the coupler’s loop; this flux changes the effective inductance of the coupler
junction L1 which changes the effective mutual inductance. A detailed description of this
is provided in the next chapter along with some basic device characterization.
1.4 Control
Greater control over the qubits provides more options when trying to implement algo-
rithms. For this reason, we design qubits with both tunable resonance frequencies and
tunable interactions. By applying shaped control pulses to the qubits and couplers, we
can vary matrix-elements in the control Hamiltonian over time. This can be used to
generate a set of unitary operations (or gates) from which we can construct algorithms.
In order to gain intuition for the accessible gates, we can write down a model for
coupled qubits in terms of the harmonic oscillator number operator n and creation (an-
Figure 1.3: Tunable inductive coupling. Circuit diagram for two inductively coupled
qubits. The coupling can be controlled by applying a flux to the coupler (green) which
tunes the effective junction inductance.
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nihilation) operators a† (a)
H =
∑
i
ωi(t)ni +
Ui
2
ni(ni − 1) +
∑
i
gi(t)
(
a†iai+1 + aia
†
i+1
)
(1.12)
where the first term accounts for the harmonic oscillator energy and the second term
accounts for the nonlinearity Ui = ωiλi. The second term is completely phenomenonlog-
ical and is only valid for the first three levels (0,1,2); higher levels require more terms to
reproduce the correct (nonlinear) spacing (Eq.1.4). The last term is an interaction which
swaps an excitation between qubits; this results from both capacitive and inductive cou-
pling. Time-dependent control over the first and last terms can be used to build a set of
gates.
If the nonlinearity U is large compared to all other terms, the qubits can be approx-
imated as two-level systems. The control Hamiltonian can be found by truncating the
harmonic-oscillator operators to their two lowest levels. For a single qubit, this gives
H = −ω1
2
σz (1.13)
where σz is a Pauli operator. This term can be used to implement single-qubit rotations
around the z-axis. For two qubits, the interaction term (truncated to the two lowest
levels) can be represented as
H = g
(
σ1+σ
2
− + σ
1
−σ
2
+
)
(1.14)
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where σ+ (σ−) are the spin raising (lowering) operators. This term can be used to swap
excitations between qubits.
Even when the nonlinearity U is large, the higher levels still affect the qubit dynamics
dispersively. This effectively implements
H = Jσ1zσ
2
z (1.15)
and can be used to generate controlled-phase gates [125]. Combining all of these terms
gives us an effective control Hamiltonian
H = −1
2
∑
i
ωiσ
i
z +
∑
i
gi
(
σi+σ
i+1
− + σ
i
−σ
i+1
+
)
+ Jiσ
i
zσ
i+1
z (1.16)
In the next section, we consider numerical approaches for studying the complexity of
computations which use this control model.
1.5 Computational complexity
When developing algorithms, one is required to carefully balance experimental feasibility
with computational complexity. For example, faster algorithms are generally higher
fidelity but lower complexity. When balancing this trade-off, a metric for quantifying
complexity is a valuable tool. One very simple way of defining complexity is to ask how
much memory does it take to store the state-vector in a classical computer. Once the
memory requirements exceed roughly 1 petabyte, there simply does not exist a classical
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computer capable of reproducing the result of the quantum computer. One petabyte of
memory corresponds to a Hilbert-space dimension of roughly 250.
However, in order for this argument to apply, all 250 states need to be important,
otherwise theres the possibility that we could solve the problem keeping only a subset of
the states. How can one determine if an algorithm meets such a criteria? The following
method has been proposed as a test. Consider an algorithm which implements the unitary
operation U on a set of qubits. The square of the matrix elements |Unm|2 correspond to
measurable probabilities. For dynamics that uniformly explore all states, the distribution
of these probabilities ρ is claimed to have the following exponential form [156, 28]
ρ = e−Probability×Nstates (1.17)
where Nstates is the number of states in the Hilbert-space.
Lets work out a few simple numerical examples to see if this claim makes sense.
Consider a hermitian matrix H where the elements are randomly generated from 0 to 2pi.
Since H is random it will have no symmetries and the unitary operator U = e−iH should
uniformly sample all states. Fig. 1.4 shows a histogram of the transition probabilities
|Unm|2 for a 1000 random operators of dimension 64 and 256; the width of the bars denotes
the width of the bins used to construct the histogram. After scaling the probabilities
by the number of states, the curves lie atop one another and decay exponentially as
predicted by Eq. 1.17 (shown as a dashed gray line).
Now let’s consider a numerical example that could potentially be implemented using
12
our qubits. A 1D array of qubits can be modeled approximately as
H = g
∑
i
(
σi+σ
i+1
− + σ
i
−σ
i+1
+
)
+ J
∑
i
σizσ
i+1
z (1.18)
as described in the previous section. We can generate random operations by evolving
under this control Hamiltonian for some time and then applying Z operations on randomly
selected qubits. Let’s call this one cycle of evolution. The inset of Fig. 1.5 depicts 5 cycles
of evolution on 6 qubits. The histogram of output probabilities is shown in green. Note
that the evolution generated by Eq. 1.18 conserves the total number of excitations. If the
initial state had three excitations, such as |000111〉, then all final states will have three
Figure 1.4: Numerical simulation of uniform sampling. Random hermitian ma-
trices H are generated with elements ranging from 0 to 2pi. These matrices are expo-
nentiated in order to generate random unitary operators U = e−iH . The figure shows a
histogram of probabilities (|Unm|2) for both 64 and 256-dimensional matrices. The width
of the bars denotes the width of the bins used to make the histogram. After weighting
the probabilities by the dimension, these distributions lie atop one another and decay
exponentially. A dashed gray line is overlaid and corresponds to Eq. 1.17.
13
excitations, such as |101100〉. In Fig. 1.5, only the probabilities associated with half the
qubits being excited were used to construct the histogram. The exponential nature of
the distribution suggests that this model may also be uniformly sampling all of the states
in a manner similar to completely random evolutions. If so, the complexity of this gate
sequence can be understood by simply asking how much classical memory does it take
to store the state-vector.
Figure 1.5: Numerical simulation of two control protocols. Consider the six-qubit
gate-sequence shown inset. In green, we show a histogram of the transition probabilities
for gt = pi and Jt = pi/4. The width of the bars denotes the width of the bins used to
make the histogram. The probabilities were taken from 10,000 random instances which
were generated by placing the z-rotations in different places. The exponential form of the
distribution suggests that this model uniformly samples states from the Hilbert-space.
In contrast, the histogram for J = 0 is shown in gold and is not exponential.
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In contrast to the two previous examples, let’s consider an evolution which may be
easy to simulate on a classical computer. In gold, we show the histogram of transition
probabilities when J = 0. Here, we find a distribution that is clearly not exponential.
This suggests that the complexity of these gate sequences may not require computational
resources that scale with the full Hilbert-space dimension [28].
In Chapter 7, we experimentally measure similar histograms as a demonstration that
our algorithm complexity scales exponentially with the number of qubits. As a numerical
tool, studying these histograms allowed us to design better algorithms. The algorithm
used in Chapter 7 was designed to be as easy to implement as possible while reaching
high complexity with as few gates as possible. Finding such a compromise between ex-
perimental feasibility and computational complexity is important for achieving quantum
supremacy with high fidelity.
1.6 Error detection
We are on the verge of realizing large arrays of 49 or more superconducting qubits. These
devices will have the potential to outperform the most powerful supercomputers [28, 69].
However, these devices will not be large enough for error-correction [57]. This poses a
fundamental challenge to develop algorithms that are both computationally interesting
and robust to errors.
There are a wide variety of experimental errors that can lead to erroneous outcomes
in a computation. While these errors are generally rather complicated, they are broadly
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categorized as either phase-flip or bit-flip errors [57]. This model provides a simple
zeroth-order picture of errors.
Lets consider an example of a bit-flip error. In an experiment, each measurement
results in a single output state, such as |01〉. However, certain errors might yield the
wrong answer, e.g. |00〉. This is an example of a bit-flip error and possible mechanisms
include imperfect measurement.
Here is a simple method for detecting bit-flip errors. In the previous section, we
considered algorithms which conserved the total number of excitations. For example,
if we start in the state |01〉, then we only expect to measure the states |01〉 and |10〉.
However, a measurement error might lead to an erroneous outcome, such as |11〉. If this
happens, we can detect that an error has occurred and neglect this result. However, if
two errors cancel one another, it is possible that they will go undetected. In this sense,
we can be protected to first order against bit-flip errors. In Chapter 7, we demonstrate
algorithms that take advantage of this observation.
In the final chapter of this thesis, I discuss a similar technique for identifying both
phase-flip and bit-flip errors simultaneously. This has the potential to greatly improve
the fidelity of future computations.
1.7 Overview of this thesis
In this chapter, we summarize the basic physics of superconducting qubits and outline a
strategy for designing high fidelity algorithms. In Chapter 2, we build a two-qubit circuit
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and characterize the basic performance. In Chapter 3, we build a three-qubit circuit and
study quantum statistical mechanics using three-qubit swap-like gates. In Chapter 4,
we study topological phase transitions using adiabatic state preparation. In Chapter 5,
we study applications to fractional quantum hall by implementing parametrically-driven
three-qubit gates. In Chapter 6, we study many-body localization by implementing a
wide class of nine-qubit gates. In Chapter 7, we show that these nine-qubit gates can be
implemented with such a high fidelity that quantum supremacy may be achievable using
existing technology. In Chapter 8, the outlook, we propose a potential path towards
higher coherence qubits and describe algorithms that are potentially less sensitive to
errors. This thesis serves to document a long series of experiments pushing the control
complexity of multi-qubit hardware and algorithms.
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Chapter 2
Introduction to gmon qubits
2.1 Abstract
We introduce a superconducting qubit architecture that combines high-coherence qubits
and tunable qubit-qubit coupling. With the ability to set the coupling to zero, we demon-
strate that this architecture is protected from the frequency crowding problems that arise
from fixed coupling. More importantly, the coupling can be tuned dynamically with
nanosecond resolution, making this architecture a versatile platform with applications
ranging from quantum logic gates to quantum simulation. We illustrate the advantages
of dynamical coupling by implementing a novel adiabatic controlled-Z gate, with a speed
approaching that of single-qubit gates. Integrating coherence and scalable control, the
introduced qubit architecture provide a promising path towards large-scale quantum
computation and simulation.
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2.2 Introduction
The fundamental challenge for quantum computation and simulation is to construct a
large-scale network of highly connected coherent qubits [139]. Superconducting qubits
use macroscopic circuits to process quantum information and are a promising candidate
towards this end [49]. Recent materials research and circuit optimization have produced
significant progress in qubit coherence [127, 17, 146]. Superconducting qubits can now
perform hundreds of operations within their coherence times, allowing the development
of complex algorithms [18].
It is desirable to combine these high-coherence qubits with tunable inter-qubit cou-
pling; the resulting architecture would allow both coherent local operations and dynam-
ically varying qubit interactions. For quantum simulation, this would provide a unique
opportunity to investigate dynamic processes in non-equilibrium phenomena [35, 78, 58].
For quantum computation, such an architecture would provide isolation for single-qubit
gates yet enable fast multi-qubit gates that minimize decoherence errors.
Despite previous successful demonstrations [7, 24, 70, 74, 141, 183, 175, 25, 116, 152],
these applications have yet to be realized due to the challenge of implementing tunable
coupling without degrading the device performance. Serious control crosstalk arises when
there is a DC path connecting the qubit and coupler junctions [7, 24, 70, 74, 141, 183].
Furthermore, the coupler circuit can introduce additional decay channels through which
the qubit decoheres [24].
Here, we introduce a qubit architecture that incorporates fast tunable coupling, high
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coherence and minimal crosstalk. In contrast to previous designs, our ”gmon” device
inductively couples transmon qubits at their low voltage node. This design strategy
substantially reduces the qubit energy stored in the coupler, minimizing the influence
of added loss and retaining the coherence of the transmon. In addition, it eliminates
all DC connectivity between the qubit and the coupler junctions, dramatically reducing
the control crosstalk of the circuit. With the coupling turned off, we demonstrate that
our architecture is protected from the frequency crowding problems that arise from fixed
coupling. By dynamically tuning the coupling, we implement a novel adiabatic controlled-
Z gate at a speed approaching that of single-qubit gates.
2.3 Circuit diagram
A two-qubit unit cell with tunable coupling is shown in Fig. F.1(a). The qubits and
control lines are defined by an aluminum film with cuts exposing the underlying sapphire
substrate. Our circuit design is based on the Xmon qubit [17], consisting of a cross-shaped
capacitor resonating with a nonlinear inductor LJ = 9.0 nH from a DC SQUID. We
modify the Xmon design to introduce a linear inductor Lg = 200 pH from the junction to
ground, with Lg  LJ so the qubit nonlinearity is largely unaffected (see supplementary
information). This inductor introduces a node where current from one qubit can be
tapped off to interact with a neighboring qubit. A junction connecting the two nodes
provides a tunable inductance Lc that controls the flow of this current and therefore the
coupling.
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Figure 2.1: (a) Optical micrograph of two inductively coupled gmon qubits. The cross-
shaped capacitors are placed in series with a tunable Josephson junction and followed
by a linear inductor to ground. The circuit is depicted schematically in (b) with arrows
indicating the flow of current for an excitation in the left qubit. The qubits are connected
with a junction serving as a tunable inductor to control the coupling strength. (c)
Micrographs of the coupler junction (left) and qubit SQUID (right). The bottom of each
image shows a bias line to adjust the coupling strength (left) and qubit frequency (right,
not shown in schematic).
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The physics behind this tunable coupler is well explained using a simple linear model,
since the coupling currents are much smaller than the critical current of the coupling
junction I0 = 330 nA; see Ref. [58] for a full quantum mechanical treatment. A circuit
diagram for the device is given in Fig. F.1(b). An excitation current Iq in the first qubit
mostly flows through Lg, with a small fraction Icp = IqLg/(2Lg +Lc) flowing through the
coupler to the second qubit. This current generates a flux in the second qubit Φ2 = LgIcp.
Ignoring parasitic inductance, the effective mutual inductance can be expressed as
M =
Φ2
Iq
=
L2g
2Lg + Lc
. (2.1)
Using this mutual inductance, the interaction Hamiltonian for the two qubits on
resonance is
Hˆint = −ω0
2
M
LJ + Lg
(aˆ†1aˆ2 + aˆ1aˆ
†
2) , (2.2)
where ω0 is the qubit resonance frequency. This equation uses the rotating wave ap-
proximation to express photon swapping with raising and lowering operators [152]. The
coefficient of the interaction Hamiltonian gives the coupling strength
g = −ω0
2
Lg
LJ + Lg
Lg
2Lg + Lc0/ cos δ
, (2.3)
where we replaced Lc by the Josephson inductance Lc = Φ0/(2piI0 cos δ) ≡ Lc0/ cos δ.
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Here δ is the phase difference across the coupler junction, set by applying a DC flux.
The coupling g can be varied continuously from negative to positive, going smoothly
through zero at δ = pi/2. This smooth transition ensures the existence of a bias where
the coupling is completely negated, even with small stray coupling.
A critical part of our design is its compatibility with high coherence. The key concept
to maintain coherence is the voltage divider created by LJ and Lg. Placing the coupling
circuit at this low voltage node reduces capacitive losses to surface defects on coupler
structure by a factor of (LJ/Lg)
2 - over 2000 in our design. For the gmon, we mea-
sure an energy relaxation time T1 ∼ 7–10µs, independent of the coupling strength (see
supplementary information). This is comparable to that of Xmon devices with similar
capacitor geometry (8µm center trace, 4µm gap) and aluminum deposition conditions
(high vacuum e-beam evaporation). Devices grown with molecular beam epitaxy and
with optimized capacitor geometry have demonstrated lifetimes exceeding 40µs [17].
In addition to the energy dissipation, the coupler circuit may introduce additional
dephasing to the qubits. In order to minimize dephasing, we have designed the gmon
circuit in a way that the qubit frequency has a weak dependence on the coupler bias, only
a few tens of MHz per flux quantum. Near the optimal bias point, we have measured a
dephasing time Tϕ of 3 ∼ 4µs, , over the entire range of coupling strength from zero to
its maximum value (see supplementary information). This is comparable to that of the
Xmon qubit, indicating that the dephasing rate of the qubit is unaffected by the coupler
circuit.
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2.4 Tunable coupling
The core functionality of the gmon coupler is demonstrated in Fig. 8.1. In panel (a) we
show the variation of coupling strength as a function of the coupler flux bias when the two
qubits are brought into resonance at frequency ω0/2pi = 5.67 GHz. Here for one qubit we
sweep the microwave drive frequency and measure the qubit excited state probability P1.
We observe two distinct resonances at frequencies ω0 + g and ω0 − g, resulting from the
coupling-induced energy level splitting. The total splitting is twice the coupling strength,
ranging from 0 to 110 MHz. This range can be further increased by modifying the coupler
junction critical current. Note that we have compensated for the small changes in the
qubit frequency (∼ g) that occur as Lc is varied. These compensations are small because
DC control currents flow only through the coupler and not through the qubit junctions
as the qubit capacitor acts as a DC block. The supplementary information gives details
on how the qubit and coupler controls are effectively made orthogonal.
In Fig. 8.1(b), we set the the coupling strength to its maximum value and rapidly
exchange an excitation between the two qubits. We excite the first qubit (Q1), turn on
the coupling, wait a variable delay time, and then measure the excited state probability
of Q1. We vary the frequency of Q1 while fixing that of the second qubit (Q2). The
interaction produces the expected chevron pattern [76]. The strong coupling allows the
excitation to swap between the qubits in 5 ns, consistent with the 110 MHz splitting
measured above. At this rate, a
√
iSWAP gate could generate a Bell state in 2.5 ns,
whereas a non-adiabatic CZ could be implemented in 10 ns [190]. We have also performed
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Figure 2.2: (a) The dependence of coupling strength on the coupler flux bias while the
two qubits are on resonance, with ωQ1/2pi = ωQ2/2pi = 5.67 GHz. For each value of
the coupler flux bias, we sweep the microwave drive frequency and measure the excited
state probability P1 (colorbar) of Q1. There are two distinct peaks in the spectroscopy
resulting from the qubit energy level splitting. The frequency splitting is twice the
coupling strength g/2pi and ranges from 0 to 110 MHz. (b) Q1 excited state probability
(colorbar) versus Q1 frequency (horizontal axis) after exciting Q1 and waiting a variable
delay time (vertical axis). Q2 is fixed at 5.18 GHz and the coupling set to 55 MHz. On
resonance, the two qubits swap an excitation in 5 ns.
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the same measurement with nominally zero coupling (see supplementary information).
and observe no indication of swapping after 6µs. This places an upper bound on the
residual coupling of 50 kHz, providing an on/off ratio>1000.
2.5 Single-qubit gates
By incorporating tunable coupling with high coherence, our architecture provides a vi-
able platform for both quantum computation and simulation. We applied this device
to quantum simulation in a separate experiment where we demonstrated an interaction-
driven topological phase transition [163]. Here, we focus on applications in quantum
computation by implementing elementary logic gates. This architecture offers two dis-
tinct advantages: decoupling qubits for local single-qubit gates and dynamically tuning
the interaction for fast two-qubit gates.
We characterize gate performance using a simplified form of randomized benchmark-
ing [104, 123], using a series of Pauli gates. These gates belong to a subset of the Clifford
group and are generated with microwave pulses corresponding to Bloch sphere rotations
of angle pi and pi/2 around the X- and Y-axes. From this set we randomly choose m
gates and apply these to the qubit, including a final gate that ideally maps the qubit
back into the ground state. The probability of finding the qubit in the ground state is
called the sequence fidelity Fseq, which decays exponentially with the number of gates as
Fseq = Ap
m+B. Here A, B and p are fit parameters; A and B relate to state preparation
and measurement. We are interested in the average error per gate r, determined through
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Figure 2.3: Simultaneous single-qubit randomized benchmarking. (a) Raw benchmarking
data for Q1 when Q2 is far detuned (blue) and on resonance (red) with random gates
applied to both qubits. Operating the qubits on resonance degrades the gate performance
by < .1%. Lines are fits to a decaying exponential. (b) The average error rate for Q1 as
a function of detuning between the two qubits, shown for nominally zero (red) and 20
MHz (black) coupling.
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the relation r = (1 − p)(d − 1)/d where d = 2Nqubits . We note that Pauli gates do not
fully depolarize errors, hence the extracted gate fidelities are only indicative.
The ability to isolate individual qubits for local operations is one advantage offered by
a tunable coupling architecture. A metric to quantify this isolation is single-qubit gate
fidelity 1−r. For a baseline, we perform randomized benchmarking on the first qubit while
the second qubit is far detuned and effectively decoupled. The sequence fidelity is plotted
in Fig. 2.3(a) and displays the expected exponential decay with the number of random
gates. Fitting the decay curve yields an average single-qubit gate fidelity of 99.86%. The
two qubits are then placed on resonance with g = 0 and the measurement is repeated on
both qubits; data for the first qubit is shown. Simultaneously operating the two qubits
on resonance reduces the gate fidelity by < 0.1%. The slightly increased error rate results
from two sources: residual inter-qubit coupling, resulting from an imperfect choice of the
zero coupling bias, and imperfect cancellation of microwave crosstalk between control
signals.
In panel (b), we repeat this measurement as a function of frequency separation of
the two qubits, demonstrating that our architecture can resolve the frequency crowding
issues from fixed coupling. The average error rate is plotted in Fig. 2.3(b) for both
g/2pi = 0 and 20 MHz. Even for this relatively weak interaction, the single-qubit gate
fidelity undergoes a significant reduction for detunings less than 500 MHz. The ability to
turn off the coupling g results in a nearly flat error rate, with an on-resonance value two
orders of magnitude lower than for fixed coupling. We note the slight degradation near
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the qubit nonlinearity (220 MHz).
A concern in transmon design is the cross-coupling of qubits. One solution is to
use 3D devices where qubits are shielded in enclosing cavities [146]. Here we directly
demonstrate that cross-coupling effects can be made small for planar integrated circuits,
while still allowing for strong direct coupling for multi-qubit operations.
2.6 Two-qubit gates
Control over the interaction strength with nanosecond resolution provides a unique tool to
construct fast two-qubit gates. In Fig. 2.4(a) we illustrate the use of dynamical coupling
to implement a fast controlled-Z (CZ) gate, with minimal non-adiabatic leakage errors.
The straight lines correspond to the |11〉- and |02〉-state energies of the uncoupled system.
Turning on the interaction pushes the energy levels apart, with the energies of the coupled
system plotted as curved lines. Adiabatically turning on and off the coupling, as depicted
with arrows, causes the |11〉 eigenstate to accumulate a dynamic phase. By calibrating
the length of the interaction the phase shift can be set to pi for a CZ gate.
In Fig. 2.4(b) we use a Ramsey measurement to verify that the gate produces the
desired results. We first apply a pi/2 pulse to Q1, perform a CZ, apply a second pi/2
pulse with varying phase, and then measure the Q1 excited state probability. We then
repeat the experiment with a pi-pulse applied to Q2 and overlay the data. The solid lines
are fits to cosine oscillations. As expected, the pi phase shift is observed only when both
qubits are excited; otherwise the phase accumulation is zero.
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Figure 2.4: (a) Energy level diagram, illustrating a CZ gate using tunable coupling. Black
(orange) lines are the uncoupled (coupled) two-photon eigenenergies. As the coupling is
tuned on and off (depicted in purple), the energy levels repel and the states accumulate a
dynamic phase. (b) Ramsey data demonstrating zero phase shift for single-photon states
and a pi phase shift for the two-photon state. (c) Randomized benchmarking results for
a CZ gate utilizing the pulse shape (inset). We achieve 99.07% fidelity with a 30 ns gate.
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We extract the fidelity of this CZ gate using interleaved randomized benchmarking,
where we insert a CZ between random single-qubit Pauli gates. A reference curve with-
out the interleaved CZ is measured and plotted in Fig.2.4(c) along with the interleaved
sequence fidelity. Fitting these two curves allows us to extract an average CZ gate fi-
delity of 99.07%. The dominant error (∼ 0.66%) comes from decoherence, measured
by interleaved randomized benchmarking on the two qubit idle gate (see supplementary
information). Surprisingly, despite the short gate time, the non-adiabatic error resulting
from leakage to the |02〉 state is small (∼ 0.25%), measured with the Ramsey error filter
technique (see supplementary information) [120]. This results from using an optimized
adiabatic trajectory based on a theory of optimal window functions [125]. The adiabatic
trajectory used to vary the coupling strength is shown inset in panel (c).
High-fidelity gates have previously been demonstrated using Xmon qubits with fixed
coupling [18]. We believe that gate fidelities can be further improved by instead em-
ploying tunable coupling. This will require incorporating lower loss materials, optimized
capacitor geometry and characterization using the full Clifford group; this is currently in
progress.
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Chapter 3
Applications to quantum statistical
mechanics
3.1 Abstract
Statistical mechanics is founded on the assumption that all accessible configurations of a
system are equally likely. This requires dynamics that explore all states over time, known
as ergodic dynamics. In isolated quantum systems, however, the occurrence of ergodic
behavior has remained an outstanding question [48, 174, 162, 154]. Here, we demonstrate
ergodic dynamics in a small quantum system consisting of only three superconducting
qubits. The qubits undergo a sequence of rotations and interactions and we measure the
evolution of the density matrix. Maps of the entanglement entropy show that the full
system can act like a reservoir for individual qubits, increasing their entropy through
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entanglement. Surprisingly, these maps bear a strong resemblance to the phase space
dynamics in the classical limit; classically chaotic motion coincides with higher entangle-
ment entropy. We further show that in regions of high entropy the full multi-qubit system
undergoes ergodic dynamics. Our work illustrates how controllable quantum systems can
investigate fundamental questions in non-equilibrium thermodynamics.
3.2 Introduction
Imagine air molecules in a room. They move around with all possible velocities in all
directions. Attaining the exact knowledge of these trajectories is a daunting and an un-
realistic task. Statistical mechanics, however, claims that exact knowledge of individual
trajectories is not required and systems can be accurately described using only a few
parameters. What is the essential property of these systems that allows for such a simple
description?
Ergodic dynamics provide an explanation for this simplicity. If the dynamics are er-
godic, then the system will uniformly explore all microscopic states over time, constrained
only by conservation laws. Ergodicity ensures that
〈O〉time = 〈O〉states (3.1)
where O is any macroscopic observable and brackets denote averaging. In the limit of
many particles, macroscopic observables such as pressure or density approach equilibrium
and are stationary, therefore at any time O (t) = 〈O〉time. These two equations imply
that macroscopic observables can be predicted by uniformly averaging over all states and
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this forms the foundation for all thermodynamic calculations.
In classical systems, it is chaotic motion which drives the system to ergodically explore
the state space [144]. Quantum systems, however, are governed by Schrodinger’s equation
which is linear and consequently forbids chaotic motion [64]. This poses fundamental
questions regarding the applicability of statistical mechanics in isolated quantum systems
[48, 174, 162, 154]. Do quantum systems exhibit ergodic behavior in the sense of Eq. 3.1?
Do quantum systems act as their own bath in order to approach thermal equilibrium?
Extensive experimental efforts have been made to address these fundamental questions
[100, 102, 40, 179, 108, 161, 169].
3.3 Large-spin model
Here we investigate ergodic dynamics by considering a simple quantum model whose
classical limit is chaotic [184, 61, 118, 37, 65]. This model describes a collection of spin-
1/2 particles whose collective motion is equivalent to that of a single larger spin with
total angular momentum j governed by the Hamiltonian
H (t) = pi
2τ
Jy +
κ
2j
J2z
N∑
n=1
δ (t− nτ) (3.2)
where Jy and Jz are angular momentum operators. The sum over delta functions implies
N applications of J2z each at integer time steps. The angular momentum operators can
be expressed in terms of the constituent spin-1/2 Pauli operators, e.g. Jz =
~
2
∑
i σ
(i)
z .
Setting τ = 1, the first term in H causes each spin to rotate around the y-axis by an
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angle pi/2. The second term couples every spin to every other spin with strength κ/2j.
This can be seen by expanding J2z in terms of z operators, where terms like σ
(1)
z σ
(2)
z and
all other combinations appear.
The classical dynamics, being simple to visualize and interpret, can provide valuable
intuition for studying the quantum limit. The classical limit of this model occurs when j
is very large and quantization effects become negligible. In this limit, the system behaves
like a classical spinning top with dynamics which are known to be chaotic [184, 61, 118,
37]. The parameter κ sets the chaoticity and takes the dynamics from regular to chaotic
as κ increases; at intermediate values, the system exhibits a rich mixture of both regular
and chaotic motion.
3.4 Pulse-sequence
Experimentally realizing this model requires a high degree of control over both local terms
and interactions in a multi-qubit Hamiltonian. This led to the design of a three-qubit
ring of planar transmons with tunable inter-qubit coupling (see supplement) [17, 38, 58].
The rotations around the y-axis (Jy) are performed using shaped microwave pulses that
are resonant with the qubit transition. The simultaneous and symmetric three-qubit
interaction (J2z ) is turned on and off using a tunable coupling circuit controlled by three
separate square pulses. The qubit-qubit interaction energy g and the duration of the
interaction pulses T set κ through the relation κ = 3gT/~. We measure the strength
of the interaction energy κ by determining the time it takes for an excitation to swap
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Figure 3.1: Pulse sequence and the resulting quantum dynamics. a, Pulse
sequence showing first the initial state of the three qubits (Eq. 3.4) followed by the unitary
operations for a single time step (Eq. 3.3). These operations are repeated N times before
measurement. Single qubit rotations are generated using shaped-microwave pulses in
20 ns; the three-qubit interaction is generated using a tunable coupling circuit controlled
using square pulses of length 5 ns for κ = 0.5 and 25 ns for κ = 2.5. b, The state of
a single qubit is measured using state tomography and shown in a Bloch sphere. The
initial state is shown in red with subsequent states shown in blue for N = 1 to 20.
between the qubits (see supplement).
The periodic nature of H allows us to write down the unitary evolution over one cycle
as
U = e−i
κ
2j~J
2
z e−i
pi
2~Jy (3.3)
shown schematically in Fig. 3.1a. We begin by initializing each qubit in the state
|θ0, ϕ0〉 = cos (θ0/2) |+ σz〉+ e−iϕ0 sin (θ0/2) | − σz〉 (3.4)
where θ0 and ϕ0 are angles describing the orientation of the single qubit states. This
state is known as a spin coherent state and is the most classical spin state in the sense
of minimum uncertainty and zero entanglement. After preparing the initial state, we
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rotate each qubit around the y-axis by an angle pi/2. Next, we allow all of the qubits to
interact with one another for a duration which sets the value of κ. We repeat these two
steps N times and then tomographically reconstruct the resulting density matrix [138].
For details regarding the pulse sequence see supplementary information.
We visualize the evolution of the system by depicting the single-qubit state as a vec-
tor inside of a Bloch sphere, shown in Fig. 3.1b. Each Bloch vector is constructed by
measuring the expectation values of the x, y, and z Pauli operators after evolving the
system according to Eq. 3.3. As the dynamics are symmetric under qubit exchange, the
qubits undergo nominally identical evolution and we plot the average behavior (see sup-
plement). The chosen initial state is shown in red with the Bloch vector after subsequent
steps shown in blue. After each step, there are two qualitative changes: a rotation and
a change in the length. The orientation is analogous to the orientation of the classical
spin. The change in length, however, describes entanglement amongst the qubits.
3.5 Entanglement and chaos
Entanglement can be characterized using the entanglement entropy S,
S = −Tr ρsq log2 (ρsq) (3.5)
where ρsq is the density matrix of a single qubit. Writing the trace as a sum reproduces
the familiar definition of entropy −∑ pi log (pi), where pi is the probability of being in
the ith microstate. If the qubit is in a pure state, then the single-qubit state is completely
known and the entropy is zero. However, if the qubits are entangled with one another,
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Figure 3.2: Entanglement entropy and classical chaos. a,b, The entanglement
entropy (color) of a single qubit (see Eq. 3.5) averaged over qubits and mapped over a
31 x 61 grid of initial state, for various time steps N and two values of interaction strength
κ. The entanglement entropy of a single qubit can range from 0 to 1. c, The entangle-
ment entropy averaged over 20 steps for κ = 0.5 and over 10 steps for κ = 2.5; for both
experiments the maximum pulse sequence is ≈ 500 ns. The left/right asymmetry is the
result of experimental imperfections and is not present in numerical simulations (see sup-
plement). d, A stroboscopic map of the classical dynamics is computed numerically and
shown for comparison. The map is generated by randomly choosing 5,000 initial states,
propagating each state forward using the classical equations of motion, and plotting the
orientation of the state after each step as a point. We observe a clear connection between
regions of chaotic behavior (classical) and high entanglement entropy (quantum).
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then ρsq is a statistical mixture of states and the entropy is non-zero.
In Fig. 3.2a we show the entanglement entropy between a single qubit and the rest
of the qubits at several instances in time. The entanglement entropy is measured by
performing state tomography on the individual qubits [138] and then directly applying
Eq. 3.5 to the reconstructed density matrix. In each panel we prepare various initial
states |θ0, ϕ0〉, evolve the system for N steps and plot the entanglement entropy; differ-
ent panels correspond to different N . Initial states prepared close to the y-axis have low
entropy (red) which remains low as the system evolves. States prepared farther away
from the y-axis gain higher entropy (blue) given sufficient time. We perform the same
set of experiments for stronger interaction, κ = 2.5, shown in Fig. 3.2b. At stronger in-
teractions, the entropy increases rapidly and regions of low entropy are no longer isolated
to near the y-axis.
In Fig. 3.2 a,b we see that the entropy fluctuates over time. In small quantum systems,
there are fluctuations or revivals that vanish when the system size is taken to infinity
(known as the thermodynamic limit). For finite systems, averaging the entropy over
time is commonly used to estimate the equilibrium value approached by larger systems.
In Fig. 3.2c we show the entanglement entropy averaged over time (N) for both values
of interaction strength κ. The corresponding classical dynamics are shown in Fig. 3.2d.
Note that the left-right asymmetry in Fig. 3.2c is not contained within the equations of
motion and is the result of errors in the control signals.
We find a striking resemblance between the average entanglement in the quantum
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system and chaotic dynamics in the classical limit. The regions of classical phase space
where the dynamics are chaotic correspond to high entropy (blue) in the quantum system;
regions that are classically regular correspond to low entropy (red), including bifurcation
at large κ. The results shown in Fig. 3.2b have been predicted by recent theoretical
works [98, 122]. The connection between chaos and entanglement has been of theoretical
interest for quite some time [16, 107, 130]. However, these studies focused on very large
systems near the border of quantum and classical physics [32, 31]. Here, we show that
the results hold deep in the quantum limit. It is interesting to note that chaos and
entanglement are each specific to their respective classical and quantum domains and
any connection is counterintuitive. The correspondence is even more unexpected given
that our system is so far from the classical limit [64, 23].
In Fig. 3.2b, the entanglement entropy in the blue regions approaches 0.8, close to
the maximum attainable value of 1.0 for a single qubit. The value of 0.8 is very close
to the value one would obtain by uniformly averaging over all states, 0.73 [145]. In
Eq. 7.1, the Hamiltonian depends on time and, as a result, energy is not conserved.
Therefore, statistical mechanics would predict the values of observables using an ensemble
with maximum entropy or, equivalently, an infinite temperature ensemble. The observed
density matrix approaching maximum entropy suggests that even small quantum systems
undergoing unitary dynamics can appear to thermalize [167, 153, 162].
In the supplement, we numerically compute the evolution for larger systems and show
that fluctuations decrease with increasing system size, as expected for finite-size systems
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approaching thermal equilibrium. Additionally, we compute the behavior at larger values
of κ and show that all initial states obtain near maximal entropy, as opposed to the mixed
phase space shown in Fig. 3.2. This further supports the idea that what we see in the
experiment is the onset of thermalization in a small quantum system.
3.6 Multiqubit correlations
The observed single-qubit entropy can originate from two sources: entanglement with the
other qubits and entanglement with the environment (decoherence). In Fig. 3.3 we show
that the contrast between high and low entropy results from entanglement amongst the
qubits, confirming our assumption that the system is well isolated. In order to distinguish
these two effects, we measure the three-qubit density matrix. Using these measurements,
we compute the expectation values of all combinations of Pauli operators. The first nine
columns in Fig. 3.3 contain operators only on a single qubit and thus provide information
about local properties. The remaining columns contain products of two- and three-qubit
operators and describe correlations between the qubits.
In the top panel we consider an initial state whose entropy has increased by the
least amount (most red), shown inset. After ten time-steps, we see that each qubit
is oriented along the y-axis as indicated by the first three peaks. The qubits pointing
along the same direction leads to classical correlations, as indicated by the remaining
peaks among the two- and three-qubit correlations. In the lower panel we consider an
initial state whose entropy has increased by the largest amount (most blue). In addition
41
Figure 3.3: Multi-qubit entanglement. We represent the three-qubit density-matrix
for two initial states shown inset, one where the entropy was low (top) and one where the
entropy was high (bottom). In both cases, the initial state was evolved for N = 10 time-
steps and κ = 0.5. Each bar indicates the expectation value of one possible combination
of Pauli operators on the three qubits, the corresponding operator is shown using colored
squares. The increase in multi-qubit correlations in the lower panel signifies that the
contrast between high and low entropy is the result of entanglement.
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to the qubit orientations and classical correlations, we also find many significant peaks
among the multi-qubit correlations. These non-classical correlations are clear signatures
of entanglement amongst the qubits. Additionally, we find that the three-qubit state
purity, a measure of decoherence, is equal for both of these states, showing that the
contrast between high and low entropy is entirely the result of inter-qubit entanglement
(see supplement). This finding is in contrast to previous studies which found that, for
initial states with high entropy, the system displayed a hypersensitivity to perturbations,
such as environmental decoherence [37].
3.7 Ergodic dynamics
The advantage of studying statistical mechanics in a small quantum system is that we can
directly check for ergodic motion in the three-qubit dynamics. Using measurements of the
full multi-qubit density matrix, we investigate the connection between ergodic dynamics
in the full system and entropy production in subsystems. Note that the full system is
ideally in a pure state whose entropy is zero and stays zero as the system evolves - this
is in stark contrast to subsystems which gain entropy over time through entanglement.
While the full system cannot thermalize in the sense of reaching maximum entropy, it can
undergo ergodic motion (time averages being equal to state-space averages). In statistical
mechanics, a uniform average over states is given by the microcanonical ensemble. In
Fig. 3.4 we plot the overlap of the time-averaged density matrix ρ¯ with a microcanonical
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Figure 3.4: Ergodic dynamics. The overlap of the time-averaged three-qubit density
matrix with a microcanonical ensemble (see Eq. 3.6) versus number of time steps N , for
κ = 2.5. We choose three different initial states, shown inset. A value of 1.0 indicates
that the dynamics are fully ergodic.
ensemble ρmc, given by
Overlap = Tr
√√
ρmc ρ¯
√
ρmc (3.6)
Here ρmc is an 8-by-8 density matrix which attributes equal probability to all of the
accessible states. The overlap of these two distributions approaching 1 would imply that
time averages are equivalent to state-space averages for all measurable quantities.
We choose three different initial states: two are chosen from regions where subsys-
tems had high entropy (blue & green) and one from a region that had low entropy (red).
After just three steps, initial states where subsystems had high entropy approach a mi-
crocanonical ensemble to within 94%. Numerical simulations indicate that ideally the
overlap plateaus at 98% - deviations from this ideal behavior are primarily due to deco-
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herence. We find that initial states where subsystems had low entropy fail to approach
a microcanonical ensemble. The strong overlap between time averages and state-space
averages demonstrates that the three-qubit dynamics are ergodic and further supports
the statistical mechanics framework for understanding the entropy production in single
qubits.
Previous experiments have investigated the signatures of classical chaos in quantum
systems [112, 37]. Here, using our ability to generate arbitrary product states, we estab-
lish a clear signature across the entire phase space. Our unique measurement capabilities
allow us to go beyond previous works by directly connecting our observations to entan-
glement amongst the qubits, as opposed to environmental decoherence. Together, these
tools allow us to demonstrate ergodic dynamics and show that superconducting qubits
can be used to study fundamental concepts in statistical mechanics.
It is interesting to know the generality of our results as they could provide a generic
framework for studying quantum dynamics. Numerical results suggest that ergodic be-
havior breaks down only when the evolution is highly constrained by conservation laws,
such systems are referred to as integrable and represent models that are fine tuned and
consequently rare [162]. Our choice of Hamiltonian was motivated by the lack of con-
served quantities where only the total spin is conserved - not even energy is conserved.
We believe that our simple and clear descriptions of thermalization merely lay the foun-
dation upon which many fundamental questions in non-equilibrium thermodynamics can
be experimentally investigated.
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Chapter 4
Applications to topological phase
transitions
4.1 Abstract
Topology, with its abstract mathematical constructs, often manifests itself in physics and
plays a pivotal role in our understanding of natural phenomena. Notably, the discovery
of topological phases in condensed matter systems has changed the modern conception
of phases of matter [103, 180, 21, 71, 132]. The global nature of topological ordering,
however, makes direct experimental probing an outstanding challenge. Present experi-
mental tools are mainly indirect and as a result inadequate for studying the topology
of physical systems at a fundamental level. Here, we employ the exquisite control af-
forded by state-of-the-art superconducting quantum circuits to investigate topological
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properties of various quantum systems. The essence of our approach is to infer ge-
ometric curvature by measuring the deflection of quantum trajectories in the curved
space of the Hamiltonian [63]. Topological properties are then revealed by integrating
the curvature over closed surfaces, a quantum analog of the Gauss-Bonnet theorem. We
benchmark our technique by investigating basic topological concepts of the celebrated
Haldane model [68] after mapping the momentum-space of this condensed matter model
to the parameter-space of a single qubit Hamiltonian. In addition to constructing the
topological phase diagram, we are able to visualize the microscopic spin texture of the
associated states and their evolution across a topological phase transition. Going beyond
non-interacting systems, we demonstrate the power of our method by studying topology
in an interacting quantum system. This required a new qubit architecture [59, 38] that
allows for simultaneous control over every term in a two-qubit Hamiltonian. By exploring
the parameter-space of this Hamiltonian, we discover the emergence of an interaction-
induced topological phase. Our work establishes a powerful, generalizable experimental
platform to study topological phenomena in quantum systems.
4.2 Introduction
Since the first observations of topological ordering in quantum Hall systems in the
1980s [103, 180], experimental studies of topological phases have mainly been performed
with a limited number of primarily indirect measurement techniques. For instance, trans-
port measurements are the predominant tool used to study the quantum Hall effect, where
47
Figure 4.1: Dynamical measurement of Berry curvature and Ch. In this
schematic drawing, brown arrows represent the ground states (adiabatic limit) for given
points on a closed manifold S (green enclosure, interrupted by an opening for the sake of
illustration) in the Hamiltonian’s parameter-space, and the blue arrows are the measured
states during a non-adiabatic passage. According to (4.2), the Berry curvature B can be
calculated from the deviation from adiabaticity. Integrating B over S gives the Chern
number Ch , which corresponds to the total number of degeneracies enclosed.
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interpretations [177] are required to infer topological properties from the measurements.
Consequently, topological studies in quantum systems where transport measurements
cannot be carried out have remained elusive.
In principle, topological properties can be explored in any quantum system where
the Hamiltonian can be written in terms of a set of parameters. Topological phases are
characterized by topological invariants, such as the first Chern number Ch , whose discrete
jumps indicate transitions between different topologically ordered phases [186, 20]. For a
quantum system, Ch is defined as the integral over a closed manifold S in the parameter-
space of the Hamiltonian as
Ch ≡ 1
2pi
∮
S
B · dS, (4.1)
where B is the vector form of the Berry curvature [22]. As illustrated in Fig. 1 and shown
in the supplementary information, B can be viewed as an effective magnetic field with
points of ground state degeneracy acting as its sources, i.e., magnetic monopoles [187].
Using Gauss’s law for the Berry curvature (magnetic field), Ch simply counts the number
of degenerate energy eigenvalues (magnetic monopoles) enclosed by the parameter man-
ifold S. Ch , which is invariant under perturbations to the shape of S, is a topological
number that reflects a property of the manifold of states as a whole and not a local
property of parameter-space.
In previous works, topological properties of highly symmetric quantum systems have
been measured [137, 111, 11]. However, since these earlier studies relied on interference,
these methods are not readily generalizable. To circumvent this, Gritsev et al. [63] pro-
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posed a general method to directly measure the local Berry curvature. The underlying
physics of their idea is that motion in a curved space will be deflected from a straight
trajectory; in other words, curvature reveals itself as an effective force, analogous to a
charged particle moving in a magnetic field experiencing the well-known Lorentz force.
Similarly, Gritsev et al. showed that in a region of the parameter-space with Berry cur-
vature B, if we “move” a quantum system by changing a parameter of its Hamiltonian
with rate |v|, then the state of the system feels a force F given by
F ∝ v ×B + O(v2). (4.2)
This force leads to deviations of the trajectory from the adiabatic path, which can be
detected through measurements of the observables of the system (Fig. 1). As long as the
ramping of parameters is done slowly, but not necessarily adiabatically, the deviation is
directly proportional to B. Since the adiabatic limit is generally hard to achieve, this
relation has the important advantage of needing only a moderately slow change of state
and only requires that the linear term dominates the response.
Direct measurement of B provides an alternative means to study topological phases
that differs significantly from conventional approaches. In condensed matter systems an
instantaneous realization of the entire phase space manifold, such as the Fermi surface,
is required. In our approach, the local curvature of the space is dynamically “sensed”
and topological invariants, such as Ch , are inferred by integrating these measurements.
Implementing this dynamical procedure requires the ability to continuously change the
system Hamiltonian. In fully controllable quantum systems, where this can be achieved,
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this method provides a powerful means to probe topological properties.
4.3 Measuring the Chern number
To elucidate this dynamical method, we demonstrate a basic implementation in quantum
circuits with superconducting qubits [124, 78, 35]. The quantum state of a single qubit [17]
is equivalent to a spin-1/2 particle in a magnetic field. Its Hamiltonian in the rotating
frame can be written as
HS = −~
2
H · σ, (4.3)
where σ = (σx, σy, σz) are the Pauli matrices, and H = (HX , HY , HZ) is analogous to a
control magnetic field. Full control over the parameters of this Hamiltonian is achieved
by microwave pulses that control HX and HY , and an applied flux through the qubit’s
SQUID loop which controls HZ . We measure Ch for spherical ground state manifolds in
H-parameter-space (Fig. 2). We use θ and φ as spherical coordinates and consider the
parameter trajectory that starts at the north pole at t = 0 and ramps along the φ = 0
meridian (HY = 0) with constant velocity vθ = dθ/dt until it reaches the south pole at
t = Tf . To realize motion on a spherical manifold, the control sequences of HZ and HX
are chosen such that the control magnitude |H| = Hr is constant. In the adiabatic limit,
the wavefunction would remain in the instantaneous ground state of HS, i.e. the φ = 0
meridian on the Bloch sphere. For non-adiabatic ramps, instead, a deviation from the
meridian is observed, as shown in Fig. 2(b). Here the Bloch vector is measured at each
point in time by interrupting the ramp and performing state tomography. Note that this
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Figure 4.2: Dynamical measurement of Ch. a. A simultaneous microwave pulse
HX(t) = Hr sin(pit/Tf ) and detuning pulse HZ(t) = Hr cos(pit/Tf ) are applied to con-
struct a parameter-space trajectory. The pulse sequence results in a parameter-space
motion along the φ = 0 meridian (HY = 0 plane) on S. b. The state of the qubit during
this ramp (Hr/2pi = 10 MHz and Tf = 600 ns) is determined using tomography, and
shown (blue dots) on the surface of the Bloch sphere.
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deviation is not due to noise, but rather is the expected non-adiabatic response due to
local Berry curvature. For this trajectory, the force F takes the form fφ =
~
2
Hr 〈σy〉 sin θ,
and integrating over the resulting deflection (shaded light red in Fig. 2(b)) gives Ch =
1±0.05. Given the symmetry of this Hamiltonian, a line integral is sufficient for measuring
the surface integral of Ch [170, 189]. A value of unity is expected, as the qubit ground
state has a degeneracy at H = 0, corresponding to a single monopole enclosed by the
parameter sphere S. We demonstrate the robustness of Ch by deforming the surface
manifold S in the supplementary information.
4.4 The Haldane phase
The generality of our approach allows us to connect our measurements to certain con-
densed matter systems and their core topological features, such as topological phase
transitions and the geometric winding of state vectors. This can be done by establishing
a mapping from the real or momentum-space of the model condensed matter system to
the parameter-space of the controllable quantum circuit. We choose what is perhaps the
simplest theoretical model of topological behavior, the Haldane model [68], to benchmark
our approach. This model serves as a foundation for other topological insulator mod-
els [21, 71, 132]. To show that the quantum Hall effect could be achieved without a global
magnetic field, Haldane introduced a non-interacting Hamiltonian [68] given by
HG(kx, ky) = ~vF (kxσx + kyσy) + (m0 −mt)σz, (4.4)
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Figure 4.3: Dynamic measurement of the topological phase diagram and adi-
abatic visualization of phases. a. Dynamical determination of the phase diagram.
First 〈σy〉 was measured during ramps similar to those in Fig 2(a), and then Ch was
calculated. The dashed line is the expected phase boundary at H0 = Hr. The ramp
speed was Tf = 1000 ns. b,c. With adiabatic state preparation, the state of the qubit
was prepared and measured over a grid on the surface of the parameter sphere and then
mapped to the hexagonal momentum-space plane. The ground states are presented as
Bloch vectors, whose colors indicate their 〈σz〉 values. H0/Hr = 1.2 for b and H0/Hr = 0
for c. The gray lines show the FBZ of the honeycomb lattice and high symmetry points
K and K′ are marked. Each adiabatic sequence took Tf = 1000 ns. d. The measured Ch
from the adiabatic and dynamical (white arrow in a) methods are plotted vs. H0/Hr.
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where m0 is the effective mass, and mt corresponds to a second-neighbor hopping in a
local magnetic field. The key prediction of the Haldane model is that if m0/mt > 1 the
system is in a trivial insulating phase, and otherwise in a topological phase. Using a
confocal mapping (supplementary information) one can recast Eq. (C.1) into the single-
qubit Hamiltonian (C.32). If we consider spherical manifolds S of radius Hr displaced
from the origin in the z direction by H0 , then H0/Hr in the qubit system plays the same
role as m0/mt in the Haldane model.
In Fig. 3(a) we plot the results of this measurement, showing Ch as a function of
Hr and H0, which shows plateaus at values 0 and 1 separated by a phase transition
boundary line at Hr = H0. This transition can be easily understood: when H0 < Hr the
degeneracy at H = 0 lies within S giving Ch = 1, whereas for H0 > Hr it lies outside S
giving Ch = 0.
In Haldane model, the topological and trivial phase each has its own signature spin
texture in momentum space. Microscopic structure of these phases can be revealed by
the conventional adiabatic method. We again consider spherical surfaces S and adiabati-
cally ramp the control parameters to their final values on S. The resulting Bloch vectors
are then tomographically measured. With a confocal mapping (see supplementary infor-
mation), S can be mapped to the first Brillouin zone (FBZ) of the honeycomb lattice.
Therefore, the adiabatically measured ground state vectors on S can be depicted in the
FBZ. Fig. 3(b) and (c) show the results for two manifolds with H0/Hr = 1.2 and 0, cor-
responding to trivial and topological phases, respectively. By following the orientation
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of the state-vector along any path starting at K and moving to K′ (corners of the FBZ)
and back to K one can see that in the topological case the state vector wraps around and
makes one full rotation, while in the trivial case it only tilts away from vertical and then
returns, without completing a rotation. These spin texture maps can also be used to
extract local Berry curvature. As shown in Fig. 3(d), the resulting Ch from this adiabatic
method shows good agreement with the dynamical method of measurement.
4.5 Interaction driven topological phase
Some of the most fascinating topological phenomena in quantum systems emerge in
the presence of interaction. Compared to non-interacting systems, interactions impose
a greater experimental challenge in studying topological properties. Nevertheless, the
method outlined here stands out in its ability to provide insight into the topology of such
systems. To illustrate this, we consider the most basic unit of interaction and measure
Ch in a coupled two-qubit system. One significant experimental challenge here is the
need for full control over the entire parameter-space of the Hamiltonian. Here we achieve
this by using a new design for our superconducting qubits, which includes the ability to
continuously vary the inter-qubit coupling strength g [59, 38]. The Hamiltonian of this
system in a frame rotating with the qubits is given by
H2Q = −~
2
[H0σ
z
1 + H1 · σ1 + H2 · σ2 − g(σx1σx2 + σy1σy2)], (4.5)
where 1 and 2 refer to qubit 1 (Q1) and qubit 2 (Q2) respectively, and the biasing field H0
is now only applied to Q1. In this design, we can access all regions of the 7-dimensional
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parameter-space of this Hamiltonian.
We explore spherical manifolds with fixed (H0, |H1|, |H2|, g), analogous to the single-
qubit experiment. We perform experiments where both H1 = H2 = Hr are ramped
simultaneously with magnitude |Hr| = Hr (supplementary information). The measured
Ch is shown in Fig. 4(b) and (c) for three distinct cuts though this parameter-space.
We begin in panel (b) by exploring the simplest case, g = 0, where the qubits behave
independently and the physics can be understood using the single qubit results. Since
only Q1 is subject to H0, its Ch changes by 1 through the transition H0 = Hr. In
contrast, in the absence of a biasing field, Ch of Q2 remains equal to 1. As the qubits are
independent, the Ch of the system is simply the summation of the individual Ch , leading
to two phases with Ch = 1 and Ch = 2.
With the non-interacting limit of our system understood, we now focus on the effects of
interaction by examining regions of parameter-space where g 6= 0. Considering manifolds
with constant g/2pi = 4 MHz, we observe a new phase with Ch = 0 (blue) when Hr . g,
as shown in Fig. 4(b). To gain more insight into this new phase, we continuously vary
g and examine the evolution of the Ch = 0 region. As shown in Fig. 4(c), this phase
appears when g ≈ Hr, and monotonically expands as g increases. These observations
and the fact that this phase is absent when g = 0 indicate that the Ch = 0 phase is
indeed driven by interaction.
In certain limits, the three phases could approximately be characterized by the dom-
inance of the global field (Ch = 2), of local fields (disorder) (Ch = 1), and of interaction
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Figure 4.4: Topological phase diagram of an interacting system. b,c. The
topological phase diagram of Eq. (4.5). In panel b, Ch was measured for two fixed g/2pi
values of 0 and 4 MHz. In panel c, Ch was measured for fixed Hr/2pi =10 MHz. Dashed
lines are topological transitions calculated analytically. d. The analytically calculated
phase diagram showing three distinct Ch volumes and the separatrix plane. The phase
diagram cuts in b, c are indicated by colored slices. a. The position of the monopoles
in H -space are also shown for the points A through F shown in panel c, with a spherical
manifold of radius Hr/2pi = 10 MHz.
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(Ch = 0). Interestingly, they also show some signature entanglement entropies (see sup-
plementary information). The linear entropy of the states, averaged over the manifold,
qualitatively hints toward a similar phase diagram in certain regions, where the phase
with lowest Ch appears when the highest entanglement allowed in the system has been
reached. However, since Ch is a global property, information about it cannot be deduced
by the nature of any single ground state. While the interplay of fields and interactions
provides hints to anticipate the various topological phases in this system, they are in-
capable of capturing the entire underlying physics that leads to quantized Ch values.
Therefore, by reflecting topological attributes of the system, Ch remains distinct and
irreplaceable.
As the analogy with the Gauss’s law suggests, a concrete understanding of the phases
can be obtained by considering how the singularities of the system move in the parameter-
space. Given the relatively small size of the Hilbert space, analytic solutions can be
obtained and the phase diagram can be predicted by calculating when points with degen-
erate ground states cross the spherical manifold. The points of ground state degeneracy
are located on the z-axis of the Hr-space. Sub-figures A, B and C in panel (a) corre-
spond to the dots on Fig. 4(c), where g is small. In this limit, H0 affects only one qubit,
and increasing it moves only one monopole past the surface (C). For D, E, and F where
instead H0 is small, increasing g furthers the monopole separation, eventually moving
both monopoles outside the surface (F). The result of a full analytical study are plotted
in Fig. 4(d) which shows three distinct regions and their phase boundaries. There is a
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direct 0 to 2 transition when H0 = 0, but at finite values the system first goes through
the green Ch = 1 region. This latter behavior is seen in Fig. 4(c). The dashed lines in
panels (b) and (c) are from this analytic solution, which uses no free parameters, and are
in good agreement with the measurements. The deviations are mainly systematic errors,
due to crosstalk between simultaneous control pulses.
The generality of our method is aligned with Feynman’s original idea of quantum
simulation [54], where a controllable quantum system is used to investigate otherwise
inaccessible quantum phenomena. In the absence of other experimental approaches, the
full controllability of our superconducting circuits will provide a unique platform for
the exploration of topological phases of more complex quantum systems, perhaps most
notably interacting spin systems where tantalizing evidence for fractionalization has been
found [63]. Larger spin systems have smaller energy gaps, and longer ramps will be needed
to remain close to the ground state manifold. A path forward is therefore to improve
coherence in multi-qubit systems, research which is currently underway.
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Chapter 5
Applications to fractional quantum
hall
5.1 Abstract
The intriguing many-body phases of quantum matter arise from the interplay of particle
interactions, spatial symmetries, and external fields [45]. Generating these phases in an
engineered system could provide deeper insight into their nature and the potential for
harnessing their unique properties [35, 44, 26, 10, 78, 60]. However, concurrently bringing
together the main ingredients for realizing many-body phenomena in a single experimen-
tal platform is a major challenge. Using superconducting qubits, we simultaneously
realize synthetic magnetic fields and strong particle interactions, which are among the
essential elements for studying quantum magnetism and fractional quantum Hall (FQH)
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phenomena [180, 110]. The artificial magnetic fields are synthesized by sinusoidally mod-
ulating the qubit couplings. In a closed loop formed by the three qubits, we observe
the directional circulation of photons, a signature of broken time-reversal symmetry. We
demonstrate strong interactions via the creation of photon-vacancies, or ”holes”, which
circulate in the opposite direction. The combination of these key elements results in chi-
ral groundstate currents, the first direct measurement of persistent currents in low-lying
eigenstates of strongly interacting bosons. The observation of chiral currents at such
a small scale is interesting and suggests that the rich many-body physics could survive
to smaller scales. We also motivate the feasibility of creating FQH states with near fu-
ture superconducting technologies. Our work introduces an experimental platform for
engineering quantum phases of strongly interacting photons and highlight a path toward
realization of bosonic FQH states.
5.2 Introduction
It is commonly observed that when the number of particles in a system increases, complex
phases can emerge which were absent in the system when it had fewer particles, i.e. the
”more is different” [9]. This observation drives experimental efforts in synthetic quantum
systems, where the primary goal is to engineer and utilize these emerging phases. How-
ever, it has generally been overlooked that these sought-after phases can only emerge
from simultaneous realization and control of particle numbers, real-space arrangements,
external fields, particle interactions, state preparation, and quantum measurement. The
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simultaneous realization of all these ingredients makes synthesizing many-body phases a
holistic task, and hence constitutes a major experimental challenge. Engineering these
factors, in particular synthesizing magnetic fields, have been performed in several plat-
forms [26, 114, 131, 6, 88, 67, 160, 119, 181, 140]. However, these ingredients have not
been jointly realized in any system thus far. To provide a tangible framework, we discuss
realization of these key elements in the context of quantum Hall physics, and show when
these ingredients come together they can construct a basic building block for creating
FQH states.
The FQH states are commonly studied in 2-dimensional electron gases, a fermionic
condensed matter system [180, 110]. However, many of the recent advancements in en-
gineered quantum systems are taking place in bosonic platforms [60, 26, 44, 10, 78, 35].
Theoretical studies suggest the existence of rich phases for bosonic FQH systems, similar
to their femionic counterparts [148, 41, 73, 151, 66]. In particular, bosonic FQH states
are known to host non-Abelian anyons, which could implement quantum logic operations
through braiding [136]. Among the prerequisites for realizing bosonic FQH states are (i)
strong artificial gauge fields, leading to nearly flat single particle bands, (ii) strong in-
teractions, (iii) low disorder, and (iv) a mechanism for accessing the many-body ground
state. In this work, we engineer a modular unit cell consisting of three coupled qubits in
a ring, which when tiled can be used to realize FQH phases (Fig. 1(a) and (b)) [85, 93].
We concurrently demonstrate tunable gauge fields, strong interactions, and adiabatic
groundstate preparation in a low loss and disorder platform, where we have full state
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preparation and quantum correlation measurement capabilities.
5.3 Synthesizing an artificial gauge field
When electrons hop between lattice sites of a crystal placed in a magnetic field, the
wavefunction accumulates a path-dependent phase. The interference of electrons travel-
ing along different paths is the fundamental origin of many rich many-body phases seen
in correlated systems. However, due to the charge neutrality of photons, they are not
affected by physical magnetic fields; therefore, an effective magnetic field has to be synthe-
sized for quantum platforms with bosonic excitations [87, 26, 114, 72, 131, 6, 88, 105, 142].
One practical idea, proposed in various settings, suggests that artificial magnetic fields
can be created by periodic modulation of the photon hopping strength between the lat-
tice sites [52, 91, 66]. When the on-site energies of two lattice sites differ by ∆, then
sinusoidal modulation of a tunneling term with frequency ∆ and phase ϕ results in an
effective complex hopping, where the photon’s wavefunction picks up phase ϕ (Fig. 1(c)).
This phase is analogous to the Peierls phase e
∮
A · dr that is accumulated by a parti-
cle of charge e tunneling in an external magnetic vector potential A. This idea can be
implemented in a superconducting qubit platform, where qubits play the role of the lat-
tice sites and modulating the strength of the inter-qubit couplings g sets the microwave
photon hopping rate.
We place three transmon superconducting qubits in a ring (Fig. 1(b)), where each
qubit is coupled to its neighbors via an adjustable coupler that can be dynamically
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Figure 5.1: The unit cell for FQH and synthesizing magnetic fields. (a) A
schematic illustration of how qubits and their couplers can be tiled to create a 2D lattice.
The 3-qubit unit cell of this lattice, which is realized in this work, is highlighted. (b)
An optical image of the superconducting circuit made by standard nano-fabrication tech-
niques. It consist of three superconducting qubits Qj connected via adjustable couplers
CPjk. Together, they form a triangular closed loop. (c) A parametric modulation ap-
proach is used for synthesizing magnetic fields. If the frequency difference of two qubits
is ∆, then the sinusoidal modulation of the coupler connecting them with frequency ∆
and phase ϕ results in an effective resonance hopping (∆ = 0) with a complex hopping
amplitude between the two qubits.
modulated on nano-second timescales [38]. The Hamiltonian of the system is
H(t) = ~
3∑
j=1
ωj(nˆ+ 1/2) + ~
∑
j,k
gjk(t)(a
†
jak + aja
†
k) +Hint, (5.1)
where a†(a) are bosonic creation (annihilation) operators, ωj is frequency of qubit Qj,
nˆ = a†jaj is the particle number operator, and gjk is the strength of the inter-qubit
coupling between qubits Qj and Qk. Hint captures the interaction between bosons and
is set by the non-linearity of the qubits. This term does not affect the dynamics in the
single-photon manifold, and we will discuss its role in the two-photon manifold in more
detail later. We modulate g of each coupler according to gjk(t) = g0 cos(∆jkt+ϕjk), and
choose ∆jk to be the difference between the frequencies of the two qubits that the coupler
connects, i.e. ∆jk = ωj − ωk (Fig. 2(b)). If |gjk| << |ωj − ωk|, then, in the rotating
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frame, the effective Hamiltonian of the system becomes
Heff(ΦB) =
~
2
∑
j,k
g0(e
iϕjka†jak + e
−iϕjkaja
†
k), (5.2)
where ΦB ≡ ϕ12 + ϕ23 + ϕ31 is the effective magnetic flux and is gauge-invariant (see
supplement). One can intuitively understand the origin of the gauge invariance of ΦB by
noting that the three qubits in our case form a closed loop, and the accumulated phase
needs to be single-valued when going around this loop. In other words, if the qubits’ loop
were open, ΦB would not be gauge-invariant (see supplement for details).
5.4 Time-reversal symmetry breaking
Based on this idea, we construct a protocol (Fig. 2(b)) and study the dynamics of single
microwave photons in our system. At t = 0, we create a microwave-photon which occupies
Q1 (ψ0 = |100〉), and measure PQj , the photon occupation probability of Qj, as a function
of time. As shown in the middle panel of Fig. 2(c), the photon has a symmetric evolution
for ΦB = 0. It propagates from Q1 to Q3 and Q2 simultaneously, then back to Q1,
and then repeats the pattern with no indication of any preferred circulation direction
(blue → red
green
→ blue → ...). Setting ΦB = pi/2 leads to fundamentally different
dynamics, where the photon propogation shows a preferred circulation direction and
marches in a clockwise order from Q1, to Q3, to Q2, eventually back to Q1, and then
repeating the pattern (blue → green → red → blue → ...). Choosing ΦB = −pi/2 leads
to counter-clockwise circulation, demonstrating that the synthetic flux ΦB behaves quite
similarly to physical magnetic flux (see supplement).
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Figure 5.2: Single-photon circulation resulting from the TRS breaking. (a)
Schematic of the three qubits and their couplers placed in a triangular closed loop.(b)
The pulse sequence used for generating and circulating a microwave photon shows that
qubits frequencies ωj can be chosen to have arbitrary values, but each coupler is needed
to modulate with frequency ∆jk, set to the difference in the qubit frequencies that it
connects ωj − ωk. The periodic modulation of each coupler can also has a phase ϕjk,
where ΦB ≡ ϕ12 + ϕ23 + ϕ31. (c) A microwave photon is created by applying a pi-pulse
to Q1, at t = 0 (ψ0 = |100〉). While applying the pulse sequence shown in (b), the
probability of photon occupying each qubit PQj as a function of time is measured for
three values of ΦB = pi/2, 0, −pi/2. We use g0 = 4 MHz, ω1 = 5.8 GHz, ω2 = 5.8 GHz,
ω3 = 5.835 GHz, ∆12 = 0, ∆23 = 35 MHz,∆31 = 35 MHz, ϕ12 = 0, ϕ23 = 0, and ϕ31 was
used to set ΦB.
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The hallmark of magnetic fields in a system is the breaking of time reversal symmetry
(TRS). Commonly, TRS preserving evolution of the state is defined as ψ(t) = ψ(−t).
Verifying TRS breaking based on this relation in a real experiment can be difficult, since
reversing the flow of time is generally not feasible. However, the dynamics considered
here is periodic with period T = 280 ns for ΦB = ±pi/2 and T = 170 ns for ΦB = 0
case. This periodicity allows us to arrive at a practical definition for TRS, which is
ψ(t) = ψ(T − t); e.g., one could follow the evolution of state from t = T backward and
see if it is the same as going forward from t = 0. It can be seen in Fig. 2(c) that TRS is
preserved for ΦB = 0 and is broken when ΦB = ±pi/2. These observations establish TRS
breaking for ΦB = ±pi/2 and further illustrate that the synthetic flux ΦB indeed behaves
akin to physical magnetic flux. The quantum nature of the circulation is manifested
through quantum correlation measurements which show entanglement between qubits(see
supplement for data). The measured entanglement makes our experiment distinct from
others which are based on classical wave mechanics or those where the time-scales are
much longer than the quantum coherence of the system, i.e. are in semi-classical limit
[52, 53, 51, 95, 67, 159, 185, 160, 97, 119, 181, 140].
5.5 Interacting photons
We next focus on signatures of strong interactions, which are vital for realizing FQH
states, as the many-body gap is set by the smaller of g and U . The typical weakness of
interactions between bosons makes studying many-body quantum phenomena a major
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Figure 5.3: Signature of strong interaction. (a) The single-photon circulation data
for ΦB = −pi/2, which is shown in Fig. 2(c), is partially shown for the ease of comparison
with the two-photon data shown in (b). (b) At t = 0, two photons are created and are
occupying Q1 and Q2 sites. They are generated by applying a pi-pulse to Q1 and Q2 and
exciting them (ψ0 = |110〉). The parameters used, pulse sequence, and the measurements
are similar to Fig. 2. While the single-photon circulates in counter-clockwise direction,
the photon-vacancy circulates in the clock-wise direction. The counter circulation of
the two-photons case compared with the single-photon case is the direct consequence
of strong interactions in the system. In the absence of interactions, the direction of
circulation would have been the same. These findings are schematically demonstrated in
panel (a). The yellow arrows indicate the direction of circulation of the single-photon or
single-vacancy case, where photons and vacancies are depicted by bright and dark disks,
respectively, and shown on top of the optical image of the circuit used.
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engineering challenge [148]. Superconducting qubits, however, naturally overcome this
challenge and provide a platform where microwave photons can have strong interactions.
Systems of coupled qubits can be understood with a Bose-Hubbard model, where the
on-site interaction U originates from the expansion of qubit’s confining cosine potential:
Hint = −
U2
2
∑
j
nˆj(nˆj − 1) + U3
6
∑
j
nˆj(nˆj − 1)(nˆj − 2) + .... (5.3)
In our system U2 ≈ U3 ∼ 200 MHz which sets the energy difference between single and
double photon occupancy; e.g. the |200〉 to |110〉 transition. The hopping ”bandwidth”
in each manifold is set by g and is a few MHz. Therefore U  g and qubits effectively
form a hard core boson system.
The signature of strong interactions can be seen in the two-photon circulation as
shown in Fig. 3(b). In the absence of interactions one expects that two photons to circu-
late freely with the same chirality as a single photon. However, two-photon circulation
in our system displays the opposite chirality, indicating that, as a result of strong inter-
actions, photons do not move freely. Consequently, given that our system has three sites,
when two photons are injected it is more natural to consider the motion of the photon-
vacancy. Similar to the physics of holes in an electron band, the photon-vacancies have
the opposite ”charge”, and hence circulate in the opposite direction compared to photons.
5.6 Chiral currents in the groundstate
In condensed matter systems, one is generally interested in finding the groundstate of
a many-body system and probing its properties. In particular, the key signature of
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FQH states is the appearance of groundstate chiral edge currents. As the many-body
Chern number of an FQH phase can be extracted from the DC conductivity tensor,
the capability to measure ground state currents is especially valuable. Although the
evolution of |100〉 or |110〉, as discussed so far, provides an intuitive understanding of
the response of the system to this synthetic gauge, these data do not directly reflect the
groundstate properties of the system, because these initial states are not eigenstates of the
Hamiltonian. To study ground state properties, we adiabatically prepare groundstates of
Eq.(2) and examine breaking the TRS by measuring the chiral current in the groundstates
(see Fig. 4(a) for pulse sequence). Analogous to the continuity equation in classical
systems, a current operator Iˆ can be defined by equating the current in and out of a
qubit site to the change of the photon number operator on that site (Iˆin − Iˆout = dnˆ/dt)
(see supplement). From the continuity equations, we define the chiral current operator
to be
Iˆchiral ≡
∑
j,k
IˆQj→Qk = i
∑
j,k
(eiϕjka†jak − e−iϕjkaja†k). (5.4)
Since Iˆchiral flips sign under TRS, we expect that its ground state expectation value
will be zero whenever the Hamiltonian is TRS preserving, and nonzero otherwise. This
equilibrium current is distinct from the commonly measured non-equilibrium particle im-
balance [79, 96, 12], as experimental measurement of Iˆchiral require access to the ground-
state.
To measure 〈Iˆchiral〉 in the single-photon manifold, initially we prepare ψ0 = |100〉
followed by a ramp up of the Hamiltonian parameters to generate Eq.(2) for various ΦB
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values (olive color, Fig. 4(b)). For preparing groundstates in the two-photon manifold,
we initially create ψ0 = |110〉 by exciting two qubits, followed by a similar ramp and mea-
surements (maroon color, Fig. 4(b)). Note that due to large U/g ratio, the two-photon
manifold with and without double occupancies are almost entirely separate. Because of
the three-fold symmetry of the system, measuring the current operator between any pair
of qubits, e.g. IˆQ1→Q2 , suffices for knowing 〈Iˆchiral〉. The solid lines are from numerical
computations assuming perfect adiabaticity. For a given ΦB, the measured 〈Iˆchiral〉 on
single- and two-photon manifold show almost exactly opposite values indicating that pho-
tons and photon-vacancies have opposite chiralities. On both manifolds and away from
the origin, 〈Iˆchiral〉 rather abruptly become non-zero with opposite values for ΦB > 0
and ΦB < 0, showing a quantum transition. Additional interesting points are ΦB = ±pi,
where 〈Iˆchiral〉 goes to zero on both one-photon and two-photon manifolds, and in con-
trast to ΦB = 0, the measured chiral current close to ΦB = ±pi is smooth.
The vanishing of 〈Iˆchiral〉 at ΦB = 0,±pi can be understood by noticing that the
Hamiltonian of the system is real at these points and hence cannot break the TRS,
whereas for other values it is irreducibly complex. Several feature of the data can
be understood by computing the gap between the groundstate and the first excited
state(background color of Fig. 4(b)). For ΦB = 0, 〈Iˆchiral〉 is discontinuous, as the
ground state is degenerate at ΦB = 0 and any finite ΦB breaks this degeneracy and leads
to chiral currents, effectively producing a first-order phase transition. On the other hand,
for ΦB = ±pi, the ground state is not degenerate and there is a large gap to the excited
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Figure 5.4: Chiral currents in the groundstate. (a) The pulse sequence for adi-
abatically preparing the groundstate of Eq.(2). For groundstates in the single-photon
manifold, Q1 is excited at t = 0 (ψ0 = |100〉), and in the two-photon manifold, Q1 and
Q2 are excited (ψ0 = |110〉). To measure IˆQ1→Q2 at the end of parameter ramping, Q1 and
Q2 are rotated, allowing for measurements of 〈σXQ1σYQ2〉 and 〈σYQ1σXQ2〉 (see supplement for
details). (b) The measured values of 〈Iˆchiral〉 in the single-photon (olive-color) or two-
photon manifolds (maroon-color). The solid lines are computations for Tadia →∞. The
energy gap of the Hamiltonian of the system (Eq.(2)) as a function of ΦB is numerically
computed and is shown as the background of the data. The gap closes at ΦB = 0,±2pi
and the groundstate become degenerate (green regions). The maximum gap size is 3g0,
which here is 12 MHz.
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states, and 〈Iˆchiral〉 must therefore smoothly cross zero as ΦB crosses ±pi. The origin of
the oscillatory behavior close to ΦB = 0 is also due to gap closing, as a result of which
the adiabatic ramps become incapable of providing correct results.
Our experiment highlights the strengths of superconducting qubits for synthesizing
many-body phases of quantum matter. The inherent simplicity of the coupling mod-
ulation method also played a key role in this first demonstration of synthetic gauge
fields with superconducting qubits; frequently, synthetic gauge field proposals for super-
conducting circuits demand challenging new architectures and are susceptible to charge
noise. The scheme we employed avoids these issues, can be generally applied for other
applications [91], and highlights a path forward beyond these proof of principle experi-
ments to the direct realization of FQH states. To realize FQH physics, the system must
be large compared to the magnetic length lB of the Hamiltonian. If we choose the Kapit-
Mueller Hamiltonian [93] as a basis, a flux per plaquette ΦB = 1/3 yields lB = 0.69,
which suggests an L × L lattice with L ≥ 6 as an appropriate host for FQH physics.
Further, a 2×L ladder with nearest and next nearest neighbor hopping can host a nearly
exact Laughlin ground state that displays many of the properties of its L × L parent
state. These include a local excitation gap, fractionalized excitations and a topological
degeneracy which manifests as charge density wave order in ladder systems [56]. For
both host systems, the Laughlin ground state is resilient against local phase noise, and
it can be prepared through adiabatic evolution or resonant sequential photon injection,
or stabilized indefinitely through engineered dissipation [92]. Thus, simply increasing the
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size of our system provides a near-term experimental path for generating FQH states of
light.
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Chapter 6
Applications to many-body
localization
6.1 Abstract
Statistical mechanics is founded on the assumption that a system can reach thermal
equilibrium, regardless of the starting state. Interactions between particles facilitate
thermalization, but, can interacting systems always equilibrate regardless of parameter
values ? The energy spectrum of a system can answer this question and reveal the nature
of the underlying phases. However, most experimental techniques only indirectly probe
the many-body energy spectrum. Using a chain of nine superconducting qubits, we
implement a novel technique for directly resolving the energy levels of interacting photons.
We benchmark this method by capturing the intricate energy spectrum predicted for
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2D electrons in a magnetic field, the Hofstadter butterfly. By increasing disorder, the
spatial extent of energy eigenstates at the edge of the energy band shrink, suggesting the
formation of a mobility edge. At strong disorder, the energy levels cease to repel one
another and their statistics approaches a Poisson distribution - the hallmark of transition
from the thermalized to the many-body localized phase. Our work introduces a new
many-body spectroscopy technique to study quantum phases of matter.
6.2 Introduction
Consider a system of interacting particles isolated from the environment. Imagine it is
initially prepared in a very low entropy state far from equilibrium. It is often observed
that the system acts as its own thermal reservoir and approaches the equilibrium state.
In this thermal phase the system shows ergodic behavior, where it uniformly explores
all accessible states over time. Recent works discuss the emergence of another phase
for the system in certain parameter regime where ergodicity breaks down and thermal
equilibrium becomes unattainable [19, 135, 8, 191, 169, 173, 94, 42]. This finding is rather
surprising, since intuitively one may think that interacting systems are always able to
thermalize themselves. This phase is referred to as the many-body localized (MBL)
phase [147, 36, 171, 101, 172, 15, 82, 81]. The conventional quantum phase transitions,
e.g. from para- to ferro-magnetic, are characterized by changes in the groundstate of the
system. However, the signatory differences between the thermalized and MBL phases are
in dynamical behaviors, indicating that the transition involves change in the properties
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of all many-body eigenstates of the system. Hence the physics goes beyond the ground-
state and requires study of the entire energy spectrum, which constitutes an experimental
challenge.
In classical physics, the characteristic (eigen) frequencies of the system and the shape
of these vibrational modes are fundamental for understanding and designing mechanical
structures and electrical circuits. Similarly, in quantum physics, the quantized eigen-
energies and their associated wave-functions provides extensive information for predict-
ing the chemistry of molecules or physics of condensed matter systems. Regardless of the
underlying mechanism, creating local perturbations and recording the subsequent vibra-
tional response of the system as a function of time can reveal the characteristic modes of
that system. Our method for measuring the energy spectrum of a Hamiltonian is based
on this and is extremely simple. For fixed Hamiltonians, the state of a system evolves
according to Schro¨dinger equation
|ψ(t)〉 =
∑
α
Cαe
−iEαt/~|φα〉, (6.1)
where Eα is an eigen-energy of the Hamiltonian and |φα〉 is the corresponding eigenstate.
Eqn. (6.1) implies that {Eα} and {Cα} determine the frequencies and the amplitudes of
the modulations in ψ(t), respectively. The similarity of Eqn. (6.1) and a Fourier transform
(FT) relation suggests that the frequencies observed in the FT of the evolution could in
principle reveal {Eα}. In addition, the magnitudes of FT terms provide {Cα}; these
coefficients set the relative contribution of each |φα〉 to a given dynamics.
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Figure 6.1: Time-domain spectroscopy.(a) Pulse sequence used to measure eigenval-
ues of a time-independent Hamiltonian, Eqn. (2) with J/2pi = 50 MHz, U = 0, and µn/2pi
randomly chosen from [0, 100] MHz. Initially, all the qubits are in the |0〉 state. Using
a microwave pulse, one of the qubits is then placed on the superposition of |0〉 and |1〉
state (Q8 depicted here). The coefficients in the Hamiltonian are set by applying square
pulses on the qubits {Qn} and couplers {CP}. After the evolution, a microwave pi/2
pulse is applied to the qubit in order to measure 〈σXn 〉 or 〈σYn 〉. (b) Typical dataset show-
ing 〈σXn 〉 and 〈σYn 〉 versus time. (c) The FT of χ1(n) = 〈σXn 〉+ i〈σYn 〉 for n ∈ {1, 2, ..., 9}.
The peaks in the FT correspond to the eigenvalues of the Hamiltonian. The probability
of a Fock state on Q6 to be in the 9th eigenstate P9,6 is highlighted. (d) Average of the
FT amplitudes shown in (c). Averaging is done to show all 9 peaks in one curve.
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Using 9 superconducting qubits, we constructed a 1D bosonic lattice and implement
a spectroscopy method based on the above-mentioned fundamental postulate of quan-
tum mechanics. Each of our qubits can be thought of as a nonlinear oscillator. The
Hamiltonian of the chain can be described by the Bose-Hubbard model
HBH =
9∑
n=1
µna
†
nan +
U
2
9∑
n=1
a†nan(a
†
nan − 1)
+ J
8∑
n=1
a†n+1an + a
†
nan+1, (6.2)
where a† (a) denotes the bosonic creation (annihilation) operator, µn is the on-site
potential, J is the hopping rate between nearest neighbour lattice sites, and U is the
on-site interaction. The qubit frequency, the nearest neighbor coupling, and nonlinearity
set µn, J , and U , respectively. In our system, we can vary the first two in ns time-scales,
but U is fixed.
In Fig. 1 we show how to identify the eigen-energies of Eqn. (2) when it describes
hopping of a single photon in a disordered potential. In the beginning of the sequence
there is no photon in the system and all the qubits are in |0〉 state. Then, we place
the nth qubit Qn in the superposition of |0〉 and |1〉 state (Fig. 1(a)). We measure the
evolution of 〈σXn 〉 and 〈σYn 〉, where σX and σY are Pauli operators (acting on the |0〉
and |1〉 sub-space) (Fig. 1(b)). From the 〈σXn 〉 and 〈σYn 〉 measurements we construct
χ1(n) ≡ 〈σXn 〉 + i〈σYn 〉. Next, we vary n from 1 to 9 to assure that the energy spectrum
is fully resolved. By varing n the initial states form a complete basis, and then every
energy eigen-state is certain to have some overlap with one of the initial states and hence
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can be detected. Fig. 1(c) shows the FTs of χ1(n) for each Qn in which distinct peaks
can be readily identified. The result of averaging the FTs is depicted in Fig. 1(d), where
9 peaks appear and their frequencies are the 9 eigen-energies of the Hamiltonian. The
particular choices of initial states and the observables are made to avoid appearance of
undesired energy peaks in the spectrum (see supplement).
6.3 Simulating 2D electrons
Next, we demonstrate our capability to accurately set the terms in a specific Hamiltonian
and resolve the corresponding eigen-energies. We simulate the problem of Bloch electrons
on a 2D lattice subject to a perpendicularly applied magnetic field B [77, 87, 155, 46,
80, 131, 6]. The magnetic length (lB =
√
~/eB) and lattice constant a characterize the
electron’s motion, and their interplay sets the physics. The resulting energy spectrum
was first calculated by Hofstadter and resembles a butterfly [77]. For typical crystals,
the magnetic field required to ’squeeze’ one flux quantum through the unit cell is of the
order of several tens of thousands of Tesla, too high to be experimentally feasible.
The Hofstadter energy spectra can be parameterized by a single dimensionless mag-
netic field b = a2eB/h which counts the number of magnetic flux quanta per unit cell. In
the tight binding approximation the Schro¨dinger equation takes the form of 1D Harper
Hamiltonian [77]
HHarper = ∆
9∑
n=1
cos(2pinb)a†nan + J
8∑
n=1
a†n+1an + a
†
nan+1. (6.3)
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Figure 6.2: Hofstadter butterfly. In Eq. (3), we set on-site potentials ∆/2pi = 50 MHz
and coupling J/2pi = 50 MHz. (a) Data similar to Fig. 1(d) is shown for 100 values of
dimensionless magnetic field b ranging from 0 to 1. (b) For each b value, we identify 9
peaks and plot their location as a colored dot. The numerically computed eigenvalues
of Eq. (2) are shown with gray lines. The color of each dot is the difference between the
measured eigenvalue and the numerically computed one.
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The HHarper is the special case of HBH , reached by setting µn = ∆ cos(2pinb) and exciting
only one photon in the system, i.e. U = 0. Note that in this limit the fermionic or bosonic
nature of the particle does not matter. In Fig. 2, we vary b from 0 to 1 and realize 100
different HHarper. Similar to Fig. 1, for each b value, initial states with n
th qubit excited
are created and the evolution of 〈σXn 〉 and 〈σYn 〉 are measured, and n is varied from 1 to
9. For each b value, Fig. 2(a) shows the magnitude summation of the FT of {χ1(n)}.
For large lattices with many energy levels, it is theoretically known that for rational b
all energy bands split into sub-bands, and for irrational b the spectra become fractal and
form a Cantor set. Since we have only 9 levels, what we see in Fig. 2(a) are the remnants
of those bands. Nevertheless, the overall measured spectrum still resembles a butterfly.
We focus on this featureful pattern of level crossings and meanderings and ask how well
the measurements match simulation. In Fig. 2(b), we present the numerically computed
eigen-energies with solid gray lines and the measured peaks in (a) with colored dots.
The color of the dots shows the distance in MHz of the peaks from the simulation values.
The average deviation is 3.5 MHz. This implies we can set the matrix elements of the
Hamiltonian, which in this case includes 17 terms, with < 2% error. This unprecedented
capability in controlling a large quantum system is achieved through careful modeling of
the qubits as non-linear resonators.
By placing two photons in the system, we next study the simplest interacting cases (U 6=
0). The rest of data presented in this work is taken by using the following procedure
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(2-photon protocol). We realize a quasi-periodic potential by setting µn = ∆ cos(2pinb).
In total, 4 different irrational values of b ∈ [0, 1] are chosen and the corresponding re-
sults are averaged. The irrational choice of b assures that the periodicity of the potential
and lattice are incommensurate. In Eqn. (2), we set J/2pi = 50 MHz, which results
in U/J = 3.5. The initial states are made by placing two qubits (Qn and Qm) in the
superposition of the |0〉 and |1〉 states. We measure two-point correlations and construct
χ2(n,m) ≡ 〈σXn σXm〉 − 〈σYn σYm〉 + i〈σXn σYm〉 + i〈σYn σXm〉. The peaks observed in the FT of
χ2(n,m) are the eigen-energies of HBH in the two-photon manifold (see supplement).
6.4 Energy level statistics in an interacting system
Perhaps the most direct way of examining ergodic dynamics and its breakdown is by
studying the distribution of the energy levels [143, 13, 27]. Using the 2-photon protocol,
we measure the evolution of χ2(n,m) for various strengths of disorder ∆. We identify
the peaks in the FT of χ2(n,m) as the energy levels Eα. Let sα = Eα+1 − Eα be the
nearest-neighbor spacings (illustrated Fig. 3(a)), and level separation uniformity rα ≡
min{sα, sα−1}/max{sα, sα−1}. From our measured {Eα} we compute the associated {rα}
and construct their probability distribution (PD, Fig. 3(b)). For low disorder, the PD
is mainly centered around the rα values close to half, and with increase of disorder the
histogram’s peak shifts toward smaller rα values.
It has been postulated that in the ergodic phase the statistics of levels is the same as
the ensemble of real Hermitian random matrices, which follow the Gaussian Orthogonal
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Figure 6.3: Level statistics and transition from GOE to Poisson. In Eqn. (2), we
set hopping to J/2pi = 50 MHz which fixes U/J = 3.5. In total, 4 different irrational
values of b ∈ [0, 1] are chosen and the results are averaged. (a) The schematic of energy
levels shows how rα is defined. (b) The measured histogram of P (r) measured for various
∆/J values is presented in color. (c) The measured histogram P (r) of {rα} for ∆/J = 1
and 5. The dashed lines are plots of PPoisson and PGOE according to Eqn. (5), and the
solid lines are numerical simulations. The change from GOE toward Poisson is indicative
of vanishing of level repulsion when ∆ becomes larger.
ensemble (GOE) [27]. In the localized phase, the energy levels become uncorrelated due
to disorder and hence it is expected to show a Poisson distribution in energy landscape.
The probability distribution of {rα} for the ergodic and many-body localized phases,
respectively, are
PDGOE(r) =
27
4
r + r2
(1 + r + r2)5/2
, PDPoisson(r) =
2
(1 + r)2
. (6.4)
In Fig. 3(c), we focus on ∆/J = 1 and 5, showing the measured histograms with dots
and the numerical simulations with solid lines. The dashed lines are plots of Eqn. (5),
providing the expected behavior in the thermodynamic limit (number of sites Nq →∞),
and for limiting values of ∆/J . In contrast to these cases, the finite size of our chain
results in features that can be seen in both data and simulation. When disorder is small,
the energy eigenstates are extended across the chain (we will show this in Fig. 4,) and
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hence the energy levels repel each other. Consequently, there are strong correlations
between the levels and an equidistant distribution of levels would be favorable. When
∆ becomes larger, the eigenstates become localized in space and unaware of each others
presence at a given energy and level repulsion ceases. Therefore, the levels independently
distribute themselves, showing a Poisson distribution in the energy landscape. The exact
realization of Poisson distribution takes place only when J/∆→ 0 ; in our case J/∆ = 0.2,
which is where the peak in the histogram appears. Since the Poisson distribution is the
signature of independent events, we conclude that the transition from ergodic to localized
phase is associated with vanishing correlations in energy levels.
6.5 Spatial extent of eigenstates
A key signature of transition from ergodic to MBL phase is the change in the localization
length of the system from being extended over entire system to localized over a few
lattice sites. This physics can be studied by measuring the probability of each energy
eigen-state being present at each lattice site {Pα,n} (see supplement). In our method,
the frequencies of the FT signal give the eigen-energies, and from the magnitude of the
FT terms {Pα,n} can be measured. For instance, P9,6 is highlighted in Fig. 1(c). In the
study of metal-insulator transition [3, 83], a common way to quantify the extension in
real-space or energy landscape is via the second moment of the probabilities, defined by
Participation Ratio (PR)
PRSpace(α) ≡ 1/
∑
n
P 2α,n, PREnergy(n) ≡ 1/
∑
α
P 2α,n. (6.5)
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Figure 6.4: Participation ratio and Mobility edges. In Eqn. (2), we set b =
(
√
5 − 1)/2, J/2pi = 50 MHz, which results in U/J = 3.5.We measure the evolution
of χ2(n,m) = 〈σXn σXm〉+ 〈σYn σYm〉+ i〈σXn σYm〉+ i〈σYn σXm〉 for all pairs of n,m ∈ {1, 2, ..., 9}
as a function time for various strengths of disorder ∆. From the magnitude of the peaks
seen in the FT of the data the probabilities relating the positions of two-photon Fock
states to energy eigenstates {Pα,n} are extracted. See supplement for details. The com-
puted (a) PRSpace and (b) PREnergy based on Eqn. (4) are plotted. The Emax −Emin is
the width of the energy band at a given ∆.
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PRSpace indicates the number of sites over which an energy eigenstate |φα〉 has an ap-
preciable magnitude. Similarly, PREnergy measures how many energy eigenstates have
significant presence on lattice site n. Note that the first moment of the probability
distributions is normalization conditions
∑
α Pα,n = 1 and
∑
n Pα,n = 1.
Demonstrated that we can fully resolved the energy spectrum of the two-photon
energy manifold, we now extract {Pα,n}. In Fig. 4(a), we compute PRSpace for various
disorder strengths and present them in the order of increasing energy. In this energy
manifold, there are 36 single (e.g. |001000100〉) and 9 double occupancy states (e.g.
|000020000〉), which gives (9
2
)
+
(
9
1
)
= 45 energy levels. For low disorder (∆/J < 1),
PRSpace is about 8, indicating almost all energy eigenstates are extended over the entire
chain of 9 qubit lattice sites. As the strength of disorder increases, the eigenstates with
their energies close to the edge of the energy band start to shrink, while eigenstates
with energies in the middle of the band remain extended at larger disorders. This is
consistent with the notion that localization begins at the edges of the band, and a mobility
edge forms (the yellow hue) and approaches the center of the band as disorder becomes
stronger [3]. In Fig. 4(b), we plot the PREnergy, which shows that as the disorder becomes
stronger, the number of eigenstates present at a given lattice site reduces, indicating that
eigenstates are becoming localized on lattice sites. Furthermore, with increasing disorder,
the eigenstates are avoiding the edges of the chain and more eigenstates have presence
toward the center of the chain. The changes in PRSpace and PREnergy are the fastest
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near ∆/J = 2, suggestive of a phase transition that has been smeared out due to finite
size effects. Nevertheless, we emphasize that the quantum phase transition to the MBL
phase is only defined in the thermodynamic limit (Nq → ∞) [82]. Given the finite size
of our system and the presence of only two interacting particles, it is interesting that we
see several signatures associated with the MBL phase transition.
6.6 Quantum correlations
To provide a comprehensive picture of the transition to the localized phase, we study two-
site quantum correlations Sm,n as a function of disorder strength ∆ and distance between
lattice sites |m− n|. We measure Sm,n ≡ |〈σ1mσ2n〉 − 〈σ1m〉〈σ2n〉|, where σ1, σ2 ∈ {σX , σY }
and m,n ∈ {1, 2, ..., 9}, for all m and n combinations and Pauli operators. Fig. 5(a)
shows S˜m,n, computed by averaging Sm,n over time and all possible combinations with
the same |m − n|. For ∆ up to ∆/J ≈ 2, S˜m,n is rather symmetric in |m − n|, and for
∆/J > 2 it exponentially decays with |m−n|. Intuitively, strong ∆ creates large potential
barriers that wave-functions cannot tunnel through and consequently correlations cannot
develop. Interestingly, for |m−n| < 3, as disorder becomes stronger, S˜m,n becomes larger,
indicating that correlations cannot propagate far and locally build up in the potential
’puddles’. These observations are consistent with the signatures of the transitions from
the metallic phase, where correlations are distance independent, to the localized phase
where they decay rapidly with distance.
Our work demonstrates the novel information about various phases that can be ex-
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Figure 6.5: Quantum correlations. In Eqn. (2), we set b = (
√
5−1)/2, J/2pi = 50 MHz,
and U/2pi = 175 MHz. We measure Sm,n = |〈σ1mσ2n〉 − 〈σ1m〉〈σ2n〉| as a function time for
various strengths of disorder ∆, where σ1, σ2 ∈ {σX , σY } and m,n ∈ {1, 2, ..., 9}. All(
9
2
)
= 36 possible pairs of qubits are excited. The color shows Sm,n averaged over time
(from 0 to 250 ns) and combinations with the same |m− n|. The change of correlations
from almost uniform to exponentially decaying is consistent with change in behavior from
ergodic to localized.
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tracted if one directly resolves the energy levels of a system. Our findings signifies the
generality of the MBL phenomena and the fact that its underlying physics prevails re-
gardless of the details of the system.
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Chapter 7
A blueprint for quantum supremacy
7.1 Abstract
Fundamental questions in chemistry and physics may never be answered due to the
exponential complexity of the underlying quantum phenomena. A desire to overcome
this challenge has sparked a new industry of quantum technologies with the promise
that engineered quantum systems can address these hard problems. A key step towards
demonstrating such a system will be performing a computation beyond the capabilities
of any classical computer, achieving so-called quantum supremacy. Here, using 9 super-
conducting qubits, we demonstrate an immediate path towards quantum supremacy. By
individually tuning the qubit parameters, we are able to generate thousands of unique
Hamiltonian evolutions and probe the output probabilities. The measured probabilities
obey a universal distribution, consistent with uniformly sampling the full Hilbert-space.
As the number of qubits in the algorithm is varied, the system continues to explore
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the exponentially growing number of states. Combining these large datasets with tech-
niques from machine learning allows us to construct a model which accurately predicts
the measured probabilities. We demonstrate an application of these algorithms by sys-
tematically increasing the disorder and observing a transition from delocalized states to
localized states. By extending these results to a system of 50 qubits, we hope to address
scientific questions that are beyond the capabilities of any classical computer.
7.2 Introduction
A programmable quantum system consisting of merely 50 to 100 qubits could revolution-
ize scientific research. While such a platform is naturally suited to address problems in
quantum chemistry and materials science [54, 35, 109, 150], applications range to fields as
far as classical dynamics [128] and computer science [89, 29, 117, 47]. A key milestone on
the path towards realizing these applications will be the demonstration of an algorithm
which exceeds the capabilities of any classical computer - achieving quantum supremacy
[158]. Sampling problems are an iconic example of algorithms designed specifically for
this purpose [1, 149, 34, 28]. A successful demonstration of quantum supremacy would
prove that engineered quantum systems, while still in their infancy, can outperform the
most advanced classical computers.
Consider a system of coupled qubits whose dynamics uniformly explore all accessible
states over time. The complexity of simulating this evolution on a classical computer
is easy to understand and quantify. Since every state is equally important, it is not
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possible to simplify the problem, using a smaller truncated state-space. The complex-
ity is then simply given by asking how much classical memory does it take to store the
state-vector. Storing the state of a 46-qubit system takes nearly a petabyte of memory
and is at the limit of the most powerful computers [69, 28]. Sampling from the output
probabilities of such a system would therefore constitute a clear demonstration of quan-
tum supremacy. Note that this is only an upper bound on the number of qubits required
- other constraints, such as computation time, may place practical limitations on even
smaller system sizes.
Here, we experimentally illustrate a blueprint for demonstrating quantum supremacy.
We present data characterizing two basic ingredients required for any supremacy exper-
iment: complexity and fidelity. First, we demonstrate that the qubits can uniformly
explore the Hilbert-space, providing a direct measure of algorithm complexity. Next, we
compare the measurement results with the expected behavior and show that the algo-
rithm can be implemented with high fidelity. Experiments for probing complexity and
fidelity provide a foundation for demonstrating quantum supremacy.
7.3 Device
The more control a quantum platform offers, the easier it is to embed diverse applications.
For this reason, we have developed superconducting gmon qubits with tunable frequencies
and tunable interactions. A photograph of the device used in this experiment is shown in
Fig. F.1. The device consists of three distinct sections: control (bottom), qubits (center)
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Figure 7.1: Device: nine-qubit array. Optical micrograph of the device. Gray
regions are aluminum, dark regions are where the aluminum has been etched away to
define features. Colors have been added to distinguish readout circuitry, qubits, couplers
and control wiring.
and readout (top). A detailed circuit diagram is provided in the supplementary material.
Each of our gmon qubits can be thought of as a nonlinear oscillator. The Hamiltonian
for the device is given by
H =
9∑
i=1
δinˆi +
ηi
2
nˆi (nˆi − 1) +
8∑
i=1
gi
(
aˆ†i aˆi+1 + aˆiaˆ
†
i+1
)
(7.1)
where nˆ is the number operator and aˆ† (aˆ) is the raising (lowering) operator. The
qubit frequency sets the coefficient δi, the nonlinearity sets ηi and the nearest neighbor
coupling sets gi. The two lowest energy levels (|0〉 and |1〉) form the qubit subspace. The
higher energy levels of the qubits, while only virtually occupied, substantially modify the
dynamics.
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7.4 Pulse sequence
In Fig. F.2 we outline the experimental procedure and provide two instances of the raw
output data. Panel a shows a five-qubit example of the pulses used to control the qubits.
First, the system is initialized (blue) by placing half of the qubits in the excited state, e.g.
|10100〉. The dynamics result from fixing the qubit frequencies (red) and simultaneously
ramping all of the nearest neighbor interactions on and then off (green). The shape of
the coupling pulse is chosen to minimize leakage out of the qubit subspace [125]. After
the evolution, we simultaneously measure the state of every qubit. Each measurement
results in a single output state, such as |10010〉; the experiment is repeated many times
in order to estimate the probability of every possible output state. We then carry out
this procedure for randomly chosen values of the qubit frequencies, the coupler pulse
lengths, and the coupler pulse heights. The probabilities of the various output states are
shown in panel b for two instances of the evolution after 10 coupler pulses (cycles). The
height of each bar represent the probability with which that output state appeared in
the experiments.
It is important to note that the Hamiltonian in Eq. 1 conserves the total number of
excitations. This means that because we start in a state with half the qubits excited,
we should also end in a state with half the qubits excited. However, most experimental
errors do not obey this symmetry, allowing us to identify and remove erroneous outcomes.
While this helps to reduce the impact of errors, it slightly reduces the size of the Hilbert-
space. For N qubits, the number of states is given by the permutations of N/2 excitations
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Figure 7.2: Protocol: pulse sequence & raw data a Five qubit example of the pulse
sequences used in these experiments. First, the qubits are initialized using microwave
pulses (blue). Half of the qubits start in the ground state |0〉 and half start in the excited
state |1〉. Next, the qubit frequencies are set using rectangular pulses (red). During
this time, all the couplings are simultaneously pulsed (green); each pulse has a randomly
selected duration. Lastly, we measure the state of every qubit. The measurement is
repeated many times in order to estimate the probability of each output state. b We
repeat this pulse sequence for randomly selected control parameters. For each instance,
the qubit frequencies, coupling pulse heights and lengths are varied. Here, we plot the
measured probabilities for two instances after 10 coupler pulses (cycles). Error bars (±3
standard deviations) represent the statistical uncertainty from 50,000 samples.
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in N qubits and is approximately 2N/
√
N . As an example, a 64 qubit system would access
roughly 261 states under our protocol.
The measured probabilities, while they appear largely random, provide significant
insight into the quantum dynamics. A key feature of these datasets are the rare, taller-
than-average peaks. These highly-likely states are like a fingerprint of the underlying
evolution and provide a means for verifying that the desired evolution was properly
generated. The distribution of these probabilities provides evidence that the dynamics
coherently and uniformly explore the Hilbert-space.
7.5 Measuring complexity
In Fig. F.3 we use the measured probabilities to show that the dynamics uniformly ex-
plore the Hilbert-space for experiments ranging from 5 to 9 qubits. We begin by mea-
suring the output probabilities after 5 cycles for between 500 and 5000 unique instances.
In order to compare experiments with different number of qubits, the probabilities are
weighted by the number of states in the Hilbert-space. Fig. F.3a shows a histogram of
the weighted probabilities where we find nearly universal behavior. Small probabilities
(less than 1/Nstates) appear most often and probabilities as large as 4/Nstates show up
with a frequency of around 1%. In stark contrast to this, we observe a tall narrow peak
centered around 1 for longer evolutions whose duration is comparable to the coherence
time of the qubits.
A quantum system which uniformly explores all states is expected to have an expo-
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Figure 7.3: Complexity: uniform sampling of an exponentially growing state-
space. a Histograms of the raw probabilities (see Fig. 1b) for 5 to 9 qubit experiments,
after five cycles of evolution. Before making the histogram, probabilities are weighted by
the number of states in the Hilbert-space, this places all of the curves onto a universal
axis. The width of the bars represents the size of the bins used to construct the histogram.
The data is taken from over 29.7 million experiments. For dynamics which uniformly
explore all states, this histogram decays exponentially; an exponential decay is shown as
a solid line for comparison. For contrast, we plot a histogram of the probabilities for 7
qubits after 100 cycles. Here, decoherence dominates and we observe a tall narrow peak
around 1. b In order to measure convergence of the measured histogram to an exponential
distribution, we compute their distance as a function of the number of cycles. Distance is
measured using the KL-divergence (see Eq. 2). We find that a maximum overlap occurs
after just two cycles, after which decoherence increases their distance.
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nential distribution of weighted probabilities. The dark solid line in Fig. F.3a corresponds
to such a distribution and is simply given by e−probability×Nstates ; this is also referred to
as a Porter-Thomas distribution [28, 156]. The universal and exponential behavior of
the data leads us to conclude that the dynamics are uniformly exploring the state-space.
Deviations from an exponential distribution are the result of decoherence which drives
the output states to appear with equal probability; this is the behavior that we observe at
long times. This demonstration of dynamics that take advantage of the full exponentially
growing number of states (a direct measurement of computational complexity) is a key
ingredient for experimentally demonstrating quantum supremacy.
In Fig. F.3b we study the number of cycles it takes for the system to uniformly explore
all states by comparing the measured probabilities to an exponential distribution. After
each cycle, we compare the measured histogram to an exponential decay. The distance
between these two distributions is measured using the KL-divergence DKL,
DKL = S(ρmeasured, ρexponential)− S(ρmeasured) (7.2)
where the first term is the cross-entropy between the measured distribution ρmeasured
and an exponential distribution ρexponential, and the second term is the self-entropy of
the measured distribution. The entropy of a set of probabilities is given by S (P ) =
−∑i pi log (pi) and the cross-entropy of two sets of probabilities is given by S (P,Q) =
−∑i pi log (qi). Their difference, the KL-divergence, is zero if and only if the two distri-
butions are equivalent.
We find that the experimental probabilities closely resemble an exponential distribu-
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tion after just two cycles. For longer evolutions, decoherence reduces this overlap. These
results suggests that we can generate very complex dynamics with only two pulses - a
surprisingly small number.
7.6 Measuring fidelity
In addition to demonstrating an exponential scaling of complexity, it is necessary to
characterize the algorithm fidelity. Determining the fidelity requires a means for compar-
ing the measured probabilities Pmeasured with the probabilities expected from the desired
evolution Pexpected. Based on the proposal outlined in Ref. [28], we use the cross-entropy
to quantify the fidelity
S (Pincoherent, Pexpected)− S (Pmeasured, Pexpected)
S (Pincoherent, Pexpected)− S (Pexpected) (7.3)
where Pincoherent stands for an incoherent mixture with each output state given equal
likelihood - this is the behavior that we observe after many cycles. When the distances
between the measured and expected probabilities is small, the fidelity approaches 1.
When the measured probabilities approach an incoherent mixture, the fidelity approaches
0.
In Fig. 7.4a we show that the desired evolution can be implemented with high fidelity.
We find that at short times the fidelity decays linearly with increasing number of cycles,
fits to the data are shown as dashed lines. The slope of these lines measures the error
per cycle; this slope is displayed inset for each number of qubits. We find that the error
scales with the number of qubits at a rate of around 0.4% error/qubit/cycle. If such an
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Figure 7.4: Fidelity: learning a better control model. a Average fidelity decay
versus number of cycles for 5 to 9 qubit experiments (circles). The fidelity is computed
using Eq. 3. The error per cycle, presented inset, is the slope of the dashed-line which
best fits the data. b Using the fidelity as a cost-function, we learn optimal parameters for
our control model. Here, we take half of the experimental data and use this to train our
model. The other half of the data is used to verify this new model, the optimizer does not
have access to this data. The corresponding improvement in fidelity of the verification
set provides evidence that we are indeed learning a better control model.
102
error rate extends to larger systems, we will be able to perform 60 qubit experiments
of depth 2 while still remaining above 50% total error. These results provide promising
evidence that quantum supremacy may be achievable using existing technology.
Predicting the expected probabilities is a major challenge. First, substantial effort
has been taken to accurately map the control currents to Hamiltonian parameters; the
detailed procedure for constructing this map is outlined in the supplementary materials.
Second, when truncating the Hamiltonian to qubits with two-levels, we find poor agree-
ment both theoretically and experimentally. We find a 3-level description must be used
to account for virtual transitions to the second excited state during the evolution. When
including these states, truncating to a fixed number of excitations lowers the size of the
computational Hilbert space from 3N to approximately 0.15× 2.42N (see Table 1 in sup-
plement): thus a nine-qubit experiment requires accurately modeling a 414-dimensional
unitary operation. Determining how many of these states are needed for sufficient accu-
racy depends on the magnitude of the coupling and is an open question, but should scale
somewhere between 2.0N and 2.5N .
In Fig. 7.4b we show how techniques from machine learning were used to achieve low
error rates. In order to set the matrix-elements of the Hamiltonian, we build a physical
model for our gmon qubits. This model is parameterized in terms of capacitances, induc-
tances and control currents. The parameters in this model are calibrated using simple
single qubit experiments (see supplement). Here, we use a search algorithm to find offsets
in the control model which minimize the error (1 - Fidelity). Figure 7.4b shows the er-
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ror, averaged over cycles, versus the number of optimization steps. Prior to training the
model, the data is split into two halves - a training set (red) and a verification set (black).
The optimization algorithm is only provided access to the training set, the verification
set is used only to verify the optimal parameters.
We find that the error in both the training set and the verification set fall significantly
by the end of the optimization procedure. The high degree of correlation between the
training and verification data suggests that we are genuinely learning a better physical
model. Optimizing over more parameters does not further reduce the error. This suggests
that the remaining error is not control but results from decoherence. Using the cross-
entropy as a cost function for optimizing the parameters of a physical model was the key
to achieving high-fidelity control in this experiment.
7.7 Applications
Ideally, in addition to exponential complexity and high fidelity, a quantum platform
should offer valuable applications. In Fig. 7.5 we consider applications of our algorithms
to many-body physics where the exponential growth in complexity is a significant barrier
to ongoing research [169, 19, 147, 166, 162, 154]. By varying the amount of disorder in
the system, we are able to study disorder-induced localization. We study localization
using 2-body correlations
|〈nˆinˆj〉 − 〈nˆi〉 〈nˆj〉| (7.4)
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Figure 7.5: Applications: localization & delocalization. a Average 2-body corre-
lations (see Eq. 4) as a function of the separation between qubits. The data is shown for
two values of disorder strength. At low disorder (gold) the qubit frequencies are set over
a range of ± 5 MHz and the 2-body correlations are independent of separation (i.e. qubits
at the ends of the chain are just as correlated as nearest neighbors). At high disorder
(blue) the qubit frequencies are set over a range of ± 30 MHz and we find an exponential
decay in correlations as a function of separation. b We map out the correlations as a
continuous function of the frequency disorder. Arrows indicate the location of line cuts
used in panel a. We observe a clear transition from delocalization to localization.
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which we average over qubit-pairs, cycles and instances. In panel a, we plot the average 2-
body correlations versus the separation between qubits. This experiment is performed for
both low and high disorder in the qubit frequencies, shown in gold and blue respectively.
In panel b, this experiment is carried out as we continuously vary the amount of disorder.
At low disorder, we find that the correlations are independent of separation - qubits
at opposite ends of the chain are as correlated as nearest neighbors. At high disorder,
the correlations fall off exponentially with separation. The rate at which this exponential
decays allows us to determine the correlation length. A fit to the data is shown in
Fig. 7.5a as a solid blue line allowing us to extract a correlation length of roughly 4
qubits. The study of localization and delocalization in interacting systems provides a
promising application of our algorithms.
Here, we have demonstrated an immediate path towards quantum supremacy. We
show that the algorithm complexity scales exponentially with the number of qubits and
can be implemented with high fidelity. If similar error rates are achievable in future
devices with around 50 qubits, we will be able to explore quantum dynamics that are
inaccessible otherwise.
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Chapter 8
Outlook
8.1 Abstract
In Chapter 7, we demonstrate a 9-qubit algorithm whose complexity is exponential in the
number of qubits and has an error of 1% per qubit. For the most part, the technology
exists to build a 7x7 array and repeat this algorithm. If we can improve the fidelity by a
factor of 4, then we can implement 49-qubit algorithms with a total error close to 10%.
This would constitute an impressive realization of a quantum computer.
In order to achieve this goal, dedicated effort will need to be spent on improving
coherence and algorithms. In this chapter, we introduce an alternative coupler design
which is calculated to have similar performance to our typical devices but with the
potential for higher coherence. In addition, we discuss algorithms where both phase-flip
and bit-flip errors can be detected; this has the potential to take us a significant step
towards our target error rates. The potential for high-fidelity algorithms on a 7x7 array
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is an exciting goal for ongoing research.
8.2 Two approaches for coupler design
Tunable coupling offers greater flexibility when designing algorithms but comes at the
cost of greater device complexity. It is important to engineer the coupling circuit in such a
way that the impact on qubit coherence is minimal. In Fig. 8.1 I show two possible designs
for tunable coupling. The top panel shows a circuit for tunable capacitive coupling. The
lower panel shows the same tunable inductive coupling circuit from Chapter 1, however,
now we include the capacitance of the coupler in our understanding of the circuit.
Despite the rather significant differences between these two designs, we can under-
stand their behavior in a similar way. Using the same techniques as in Chapter 1, we
can construct the capacitance and inductance matrices for these two circuits. For the
tunable capacitive coupler (panel a), the capacitance matrix is given by
C˜ =

Cq + Cqq + Cqc −Cqc −Cqq
−Cqc 2Cqc + Cc −Cqc
−Cqq −Cqc Cq + Cqq + Cqc
 (8.1)
and the inductance matrix is simply diagonal with elements {Lq, Lc, Lq}. For the tunable
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inductive coupler, the inductance matrix is given by
L˜ =

Lq −Meff ML2Lc −Meff
M
L2
Lc Lc
M
L2
Lc
−Meff ML2Lc Lq −Meff

(8.2)
where Meff =
M2
L1+L2
, Lc =
L1L2
L1+L2
and the capacitance matrix is diagonal with elements
{Cq, Cc, Cq}.
Despite the apparent complexity of Eqs. 8.1 and 8.2, the resulting coupling is quite
easy to understand. The top right matrix element is a direct coupling between the qubits
and the strength of the interaction can be found using the results in Chapter 1. The effect
Figure 8.1: Coupling qubits. Two implementations of tunable coupling. a Tunable
capacitive coupling. b Tunable inductive coupling. Note that Lq refers to the series
inductance of the qubit junctions and linear inductance. In both cases, the coupling is
controlled by an applied flux which tunes the effective junction inductance of the coupler.
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of the coupler’s mode can be understood by looking at the eigenvalues of the coupled
system when Cqq = 0. For identical qubits and a high frequency coupler, the symmetric
and anti-symmetric modes have eigenvalues
ω+ = ωq (8.3)
ω2− =
1
2
1
1− 2κ2qc
(
ω2q + ω
2
c −
√(
ω2q − ω2c
)2
+ 8κ2qcω
2
qω
2
c
)
(8.4)
Figure 8.2: Numerical simulations of tunable coupling circuits. Coupler-mode
frequency versus control flux for both the capacitive and inductive circuits is shown in
the top panel; the resulting coupling is shown in the lower panel. The exact solution
is calculated by finding the eigenvalues of the 3x3 matrices. The approximate solution
is calculated by summing Eq. 8.5 and with the direct coupling.. Circuit parameters for
the capacitive circuit: Lq = 7 nH, Cq = 90 fF, L1 = 2.1 nH, Cc = 20 fF, Cqc = 10 fF,
Cqq = 0.75 fF. Circuit parameters for the inductive circuit: Lq = 7 nH, Cq = 90 fF,
L1 = 1.0 nH, L2 = 2.0 nH, Cc = 140 fF, M = 0.2 nH. Note that for the capacitive
design, the coupler has been modeled with asymmetric junctions so that the mode has a
minimum frequency - this makes the comparison simpler.
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where ωq is the frequency of the qubits, ωc is the frequency of the coupler and κqc is the
coupling efficiency between the qubit and the coupler. The coupling strength between
the qubits is defined by half the frequency splitting of these two modes
g =
1
2
(ω− − ω+) (8.5)
≈ g
2
qc
ωq − ωc
ωq
ωc
2ωq
ωq + ωc
(8.6)
where gqc is the direct coupling between the qubit and the coupler. The second line is the
lowest order expansion in κqc. The first term is the typical expression for off-resonance
coupling of two-level systems and the last two terms are a correction of order 1.
The total coupling be can found (approximately) by summing the direct and indirect
contributions. This approximate model and the exact solution (found by computing the
eigenvalues of the 3x3 matrices) are plotted in Fig. 8.2. Both circuits achieve similar
performance. Which design should be used therefore depends on which can implemented
with the highest coherence.
For all of the experiments described in this thesis, we have used the tunable inductive
coupling circuit. This scheme has the advantage that the direct matrix element is tun-
able and therefore can be designed without relying on lossy capacitive circuit elements.
However, inductive coupling requires a long thin wire shunting the qubit. This wire can
lead to loss as well as fabrication defects. These issues become of even greater concern in
a 2D array where a single thin wire needs to connect each qubit to 4 couplers, spanning
a distance of roughly 2 mm. There are additional concerns regarding the viability of the
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inductive design for differential qubits, a possible future direction. Alternatively, one
can choose tunable capacitive coupling. The advantage of capacitive coupling lies in the
simplicity of the circuit design - the large features are generally low loss. However, this
design relies heavily on the coupler’s mode and dissipation in this circuit can damp the
qubit (this can be understood treating it as a Purcell effect). The trade-off between these
two designs needs to be understood carefully in the context of high-fidelity multi-qubit
gates in a 2D architecture.
8.3 Error detection
High fidelity algorithms on small arrays (with 50 to 100 qubits) may allow for com-
mercially viable applications prior to the realization of large error corrected arrays (with
100,000 to 1,000,000 qubits)[28, 57]. Developing error mitigation strategies for small scale
systems could take us a significant step towards realizing such a goal. In Chapter 7 we
demonstrate algorithms which are first order insensitive to bit-flip errors. In this section,
we develop an algorithm which is first order insensitive to both bit-flip and phase-flip
errors.
8.3.1 Phase-flip error detection
In Fig. 8.3, we present a technique for detecting phase-flip errors. Similar to the gate
sequence described in the introductory chapter to this thesis, we numerically simulate
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the evolution of 6 qubits under the control Hamiltonian
Hz =
∑
i
g
2
(
σixσ
i+1
x + σ
i
yσ
i+1
y
)
+ Jσizσ
i+1
z (8.7)
Figure 8.3: Numerical simulations of error detection scheme. The gate sequence
(shown inset) begins and ends with a 90-degree x-rotations on all six qubits. One cycle
of evolution is given by evolving Eq. 8.7 for gt = pi and Jt = pi/4, followed by z-rotations
on an even number of qubits. This is the ideal evolution. Errors are introduced by
placing z-rotations after each cycle on every qubit with probability 0.005. The ideal
probabilities and the erroneous probabilities (averaged over random instances of errors)
can be compared to get a fidelity. The fidelity was computed using the cross-entropy
(see Chapter 7 for details). Probabilities from 500 random instances of evolution were
used (generated by placing the z-rotations in different places). Given that the evolution
conserves parity (and single z-errors change the parity), instances where a single error
occurred can be removed from the averaging process. The fidelity with this error detection
is shown in blue. The fidelity without the x-rotations is shown in red. Without the x-
rotations, phase-flip errors go undetected and the error rate is larger.
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and then apply z-rotations on an even number of randomly selected sites (see inset). This
procedure is repeated several times. In order to detect phase-flip errors, we start and
end with a 90-degree x-rotation on every qubit. An intuitive way of understanding the
effect of this rotation is to treat it as a change of basis taking σz → σy, σy → −σz and
σx → σx. In this basis, the control Hamiltonian takes the form
Hx =
∑
i
g
2
(
σixσ
i+1
x + σ
i
zσ
i+1
z
)
+ Jσiyσ
i+1
y (8.8)
Terms like σixσ
i+1
x and σ
i
yσ
i+1
y can change the number of excitations by 2 (they flip pairs
of bits). In the original basis, excitation number was conserved because these two terms
had the same coefficient (this cancels out the 2-excitation transitions). Now that they are
different, we no longer have excitation number conservation, but instead we have parity
conservation (or excitation number conservation modulo 2). If we start with an even or
odd parity state, we expect the output states to have the same parity. However, if a
phase-flip occurs, the z-rotation becomes an x-rotation and changes the parity. Errors
of this form can then be detected and removed. Note that the number of z-rotations is
chosen to be even so as to have no net effect on the parity.
In Fig. 8.3, we simulate errors in the evolution and quantify the impact on the al-
gorithm’s fidelity. After each cycle, a phase-flip is applied to each qubit with a certain
probability. The desired evolution can be compared to the erroneous evolution (averaged
over random error instances) in order to obtain a fidelity. The fidelity versus number of
cycles is shown with and without the error detection scheme. We find that the error is
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improved by a significant factor. The degree of protection as a function of error rates
and number of qubits is an important area of ongoing study.
8.3.2 Bit- and phase-flip error detection
While the previous algorithm is protected from phase-flip errors, it is important to ask
if it is simultaneously protected from bit-flip errors. The answer to this depends on our
model of the errors. For example, if the bit-flips are modeled as random σy operations,
then σy → −σz implies that these errors will go undetected. On the other hand, σx errors
would still be σx errors and would be detectable. Measurement errors would occur after
the rotations and would simply change the excitation number by 1 and would be easily
detected. Energy relaxation is best modeled as σ− = (σx − iσy)/2; after rotating the
basis, these errors will only be detected 50% of the time. This suggests that by using
this scheme we may be able to detect (and eliminate to first order) phase-flip errors and
measurement errors, as well as reduce errors from photon loss by a factor of 2.
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Appendix A
Supplementary Information for
Chapter 2
A.1 Calibration
A key aspect of our design is the independent control of the qubit frequency and inter-
qubit coupling. The resonance frequency of the individual qubits depends on the impedance
of the coupling circuit; this is true for any coupling scheme. In our design, the total qubit
inductance L is given by
L = LJ + Lg||(Lg + Lc)
= LJ + Lg −M (A.1)
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Figure A.1: (a) The frequency of Q1, as a function of the coupler flux bias while the
second qubit is far detuned. For each value of the coupling strength, we compensate the
frequency shift due to the change in inductance, sweep the microwave drive frequency
and measure the qubit excited state probability P1. Each line is fit for a peak, with the
results plotted in panel (b) in blue. The associated standard deviation is 110 kHz. The
same experiment is performed without the calibration and overlayed in green.
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where —— stands for “in parallel with” and M is the mutual inductance given in Eq. (1)
of the main text. Changing the inter-qubit coupling is achieved by changing the mutual
inductance, which additionally shifts the qubit’s resonance frequency. We are able to
compensate for this change in inductance using the tunable inductance of the qubit
junction LJ . The compensation is achieved by first measuring the qubit frequency ω as a
function of the qubit flux bias ΦQ and then as a function of coupler bias ΦC . The qubit
frequency is given by ω = 1/
√
LC − α where C is the qubit capacitance and α is the
anharmonicity. Solving this expression for L and using the measured data for ω yields
L(ΦC) and L(ΦQ). From the first expression we determine the change in inductance ∆L
due to a change in ΦC . Using the second expression we calculate the qubit flux bias
required to shift L by −∆L. Summing these two terms yields zero net change in the
qubit inductance. Note that the number of measurements required to compensate for
the frequency shift scales linearly with the number of qubits and couplers.
The results of this compensation protocol are shown in Fig. A.1(a). For each value of
the coupler flux bias, we sweep the microwave drive frequency and measure the excited
state probability P1. The frequency is almost completely independent of the coupler bias,
with a standard deviation of 110 kHz. We fit each vertical column of data for a peak and
plot the results in blue in Fig. A.1(b). We perform an identical measurement without
calibration and overlay the results in green. We see that the qubit frequency shifts by
over 60 MHz (∼ g/2pi) as we vary the coupler bias.
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A.2 Coherence
The most important part of constructing this tunable coupling architecture is to maintain
the coherence inherent in the Xmon design. There are two primary sources of loss associ-
ated with the modifications that we have made: capacitive coupling to surface defects on
the coupling structure and inductive coupling to the added bias line. The voltage divider
created by LJ and Lg reduce capacitive losses by a factor of over 2000. The coupler
bias line has a mutual inductance to the junction loop of 1 pH; this 1 pH coupling to a
50 Ohm line introduces a decoherence source with an associated T1 of greater than 200µs
at 80 MHz of coupling. We measure T1 as a function of the qubit frequency and plot
the results in Fig. A.2(a). These results are comparable to the performance of previous
Xmon devices with similar capacitor geometry and growth conditions. We observe no
indication that the T1 is reduced as we vary the coupling strength, with data shown in
Fig. A.2(b).
It is important to ensure that the coupling circuit does not introduce additional
dephasing to the qubits. As discussed in the Ref [126] and [165], the dephasing rate
can be minimized by reducing the sensitivity of the qubit frequency to the coupler flux
bias, i.e., df10/dϕCoupler. We have designed our gmon with df10/dϕCoupler < 0.1 GHz/Φ0,
nearly two orders of magnitude less than that of the qubit flux bias df10/dϕQubit. As a
consequence, near the qubit optimal bias point, we achieved a Tϕ of 3 ∼ 4µs over the
full range of coupler bias, with data shown in Fig. A.2(c). The measured coherence times
are comparable to that of Xmon qubits and are independent of the coupler bias. These
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Figure A.2: (a) T1 of Q1 as a function of the qubit frequency, when g = 0. These
results are comparable to that of the Xmon with similar capacitor geometry and growth
conditions. (b) T1 of Q1 as a function of the coupler bias, when the qubit frequency is
set to 5.3 GHz. We find no dependence of the T1 on the coupling strength.
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results demonstrate that our gmon design preserves the high coherence of the Xmon
qubit.
A.3 Zero coupling
An important application of tunable coupling is to isolate individual qubits for local oper-
ations by turning off the coupling. We characterize the zero coupling of our architecture
using a modified swap spectroscopy measurement. We bring the two qubits on resonance
and vary the coupler flux bias. For each value of the coupling strength, we excite Q1,
wait a variable delay time and measure its excited state probability. As the results in
Fig. A.3(a) show, over a wide range of biases, the two qubits can interact and swap an
excitation. At a coupler bias of ∼ 0.32Φ0, there is no excitation swapping between the
two qubits, indicating that the coupling is turned off. Focusing on zero coupling, we ex-
amine the excited state probability P1 of Q1 over a extended delay time, with the results
shown in Fig. A.3(b). We see no indication of swapping between the two qubits after
6µs. This places an upper bound on residual coupling of 50 kHz, resulting in an on/off
ratio > 1000.
A.4 CZ error budget
We perform two measurements to determine the sources of errors in our CZ gate. The
dominant contribution to the 0.93% error comes from decoherence. We measure this
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Figure A.3: (a) Swap spectroscopy for Q1, as a function of the coupler flux bias, with
the two qubits on resonance. For each value of the coupling strength, we excite Q1,
wait a variable delay time and measure the excited state probability P1. We see no
excitation swapping between the two qubits when coupler bias is ∼ 0.32Φ0, indicating
that the coupling is turned off. (b) We set the coupler bias to this value and examine the
excited state probability P1 of Q1 over an extended delay time. We see no indication of
swapping between the two qubits after 6µs (placing an upper bound on residual coupling
of 50 kHz.)
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Figure A.4: (a) Interleaved randomized benchmarking on a 20 ns two-qubit idle gate
(g = 0). We extract a fidelity of 99.56%, which suggests a decoherence error of 0.66% for
the 30 ns CZ gate. (b) Inset: The pulse sequence for the Ramsey error filter technique.
Main panel: The measured excited state probability P1 + P2 as a function of the delay
between two CZ gates. We observe the expected sinusoidal oscillation with a peak-to-
peak amplitude of 1%. The non-adiabatic error from |02〉 state leakage is 1/4 of the
oscillation amplitude and is therefore ∼ 0.25%.
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contribution by performing interleaved randomized benchmarking on a 20 ns two-qubit
idle gate, with g = 0. We first measure a reference curve without the interleaved idle
and plot the data in red in Fig.A.4(a). We then perform an interleaved randomized
benchmarking sequence in which we insert an idle gate between each random Pauli gate,
and overlay the data in blue. Comparing these two curves allows us to extract a fidelity
of 99.56% for a 20 ns two-qubit idle gate. Scaling this error rate by a factor of 1.5 to
account for the relative length of the CZ yields an error from decoherence of ∼ 0.66%.
The next largest contribution to errors are from non-adiabatic transitions from the
|11〉 to |02〉 state. We directly measure this transition using a Ramsey error filter tech-
nique [120]; the pulse sequence is shown inset in Fig. A.4(b). We initialize the system in
the |11〉 state and then apply two CZ gates separated by a variable delay time. Afer ap-
plying a pi-pulse to each qubit, we measure the uncorrelated excited state probability for
each qubit. The results are shown in Fig. A.4(b), where we see the expected oscillations
that result from the interference between two CZ gates. The frequency of the oscillation
is set by the detuning of the |11〉 and |02〉 states which was 130 MHz, corresponding to
a period of 8 ns. The |02〉 state leakage error is given as 1/4 of the oscillation amplitude
(peak-to-peak). For our 30 ns CZ gate, we measured a non-adiabatic error of ∼ 0.25%.
This is suprisingly small considering such a short gate time, and can be exponentially
surpressed with increasing gate length.
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A.5 Transmon physics
The operation of the transmon has been previously described in detail [106]. Here, we
give a simplified calculation in the phase basis that is useful to describe more complex
transmon circuits, as for the gmon architecture.
Since the transmon produces qubit behavior from a weak non-linearity, we first review
the physics of a linear inductor-capacitor (LC) oscillator. In terms of physical variables
charge q and flux Φ, the oscillator Hamiltonian is given by
Hˆo =
qˆ2
2C
+
Φˆ2
2L
. (A.2)
Here the quantum operators of flux and charge obey the standard commutation relation
[Φˆ, qˆ] = i~. The oscillator frequency is the classical value ω = 1/
√
LC, and eigenstates
m have energy Em = ~ω(m+ 1/2). The ground state wavefunction is given by
Ψ0(Φ) ∝ exp[−(ωC/2~)Φ2] . (A.3)
Note that the width of the wavefunction is set by the oscillator impedance Zo = 1/ωC =
ωL =
√
L/C. Varying this impedance changes the widths of the charge and flux wave-
functions, as illustrated in Table A.1. The impedance is also important since it is used
to describe how strongly the oscillator couples to other modes. The flux and charge
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operators are conveniently expressed in terms of the raising and lowering operators
Φˆ = (~/2ωC)1/2(a† + a) (A.4)
qˆ =
(
~ωC/2
)1/2
i(a† − a) . (A.5)
For a tunnel junction with shunting capacitor, the charge on the metal island takes
on discrete values corresponding to the number of Cooper pairs n. The Hamiltonian for
this system is given by
Hˆt = 4Ec(nˆ− ng)2 − EJ cos δˆ , (A.6)
where Ec = e
2/2C is the charging energy and EJ = I0Φ0/2pi is the Josephson energy from
the tunnel junction, with critical current I0. The normalized coordinates are related to
ordinary electrical variables by qˆ = 2enˆ and Φˆ = (Φ0/2pi)δˆ, and thus their commutation
relation is [δˆ, nˆ] = i. Here we have included a continuous charge bias ng, produced
for example by a small coupling capacitor with voltage bias. The Josephson term can
be written as cos δˆ = [exp(+iδˆ) + exp(−iδˆ)]/2, corresponding to number displacement
operators exp(±iδˆ) that couple states that differ by one in the number of Cooper pairs.
C Zo 〈qˆ2〉 〈Φˆ2〉
small large small large
large small large small
Table A.1: Table of relative width of charge and flux wavefunctions as capacitance C
(and impedance Zo) are changed.
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The form of the solution for this Hamiltonian depends on the ratio of these two en-
ergies. For small capacitance where Ec  EJ , the “Cooper-pair box” limit, the charging
energy dominates, and the eigenstates are described by one or the superposition of two
number states. The states sensitively depend on the gate charge ng. This is death to
qubit physics, since fluctuations of gate charge from the movement of trapped charge
around the junction produces large qubit decoherence from dephasing.
We are interested in the large capacitance “transmon” limit, where EJ  Ec. Here,
the dependence of qubit energy on the gate charge becomes exponentially small, so qubit
decoherence from charge fluctuations essentially vanishes. To understand this, note that
for large capacitance the phase fluctuations are small. The potential cos δˆ can then be
expanded in powers of δˆ, with the lowest non-trivial term giving an inductive energy.
First considering the case ng = 0, one obtains a harmonic oscillator-like Hamiltonian
Hto = 4Ecnˆ
2 + (Φ0/2pi)
2δˆ2/2LJ , (A.7)
where the Josephson inductance is LJ = (Φ0/2pi)
2/EJ = Φ0/2piI0. We can thus use
harmonic oscillator solutions as the basis eigenstates for perturbation theory.
Note that formally the charge wavefunction is a delta-function comb with spacings 2e
in charge, with amplitudes given by the harmonic oscillator solution. The charge comb
corresponds to a phase wavefunction periodic in 2pi. As the capacitance increases, the
number of states in the charge wavefunction increases, so that the relative separation
of the teeth in the charge comb become so closely spaced as to look like the normal
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continuous solution for the harmonic oscillator. In phase, this implies the wavefunction
is so localized in phase that the 2pi periodicity does not matter.
The phase wavefunction has a width 〈δˆ2〉 that can be computed using the exponential
term in the wavefunction given by Eq. (A.3)
1 =
ωC
~
(Φ0
2pi
)2
〈δˆ2〉 , (A.8)
which gives
〈δˆ2〉 =
√
8Ec/EJ (A.9)
= ZJ/(RK/8pi) , (A.10)
where in the last equation RK = h/e
2 = 25.8 kΩ is the resistance quantum, and RK/8pi =
1.026 kΩ. The phase basis works well when the mean quantum fluctuation of the phase is
small, which corresponds to a small Ec/EJ ratio or a junction impedance ZJ =
√
LJ/C
much less than 1 kΩ.
The effect of the gate charge ng in the Hamiltonian can be computed by noting that
this offset in the operator nˆ can be accounted for by the displacement operator exp(ing δˆ)
applied to the solution of Ht with ng = 0. This is equivalent to imposing periodic
boundary conditions at the phase δ = ±pi
Ψ(−pi) = Ψ(pi) ei2ping . (A.11)
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We can estimate the effect of this boundary condition on the eigenstates by noting that
it should be proportional to the probability of the wavefunction at δ = pi. Using the
harmonic oscillator solution, the magnitude of the modulation of eigenstate energy from
charge ng should scale approximately as
∆E ∝ |Ψ0(δ = pi)|2 (A.12)
= exp[−(ωC/~)(Φ0/2)2] (A.13)
= exp[−(pi2/8)
√
8EJ/Ec] . (A.14)
We may calculate the exponential factor precisely by including the non-linear junction
energy. Using the WKB theory, with constants 2m = 1/4Ec and ~ = 1 from Eq. (A.6)
and its commutation relation, we find
|Ψ0(pi)|2 = exp[−2
∫ pi
0
dδ
√
(1/4Ec)EJ(1− cos δ) ] (A.15)
= exp[−
√
8EJ/Ec] , (A.16)
matching the result of Ref. [106]. A large EJ/Ec ratio gives exponentially low sensitivity
to charge noise.
Note that the phase qubit has vanishing sensitivity to charge noise for two reasons.
First, the ratio of EJ/Ec is even larger than for the transmon. Second, the latest versions
of the device used a shunting inductor for current biasing. The continuous flow of charge
across the junction then shunts any DC change in charge bias. This latter effect is the
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purpose of the inductor shunt in the fluxonium device.
For completeness, we compute the change in the harmonic oscillator energy eigenval-
ues due to the cosine nonlinearity. Starting from
cos δˆ ' 1− δˆ2/2 + δˆ4/24 , (A.17)
the correction to the energy from the fourth order term is
∆Em = −EJ〈m|δˆ4|m〉/24 (A.18)
= −EJ
24
( ~
2ωC
)2(2pi
Φ0
)4
〈m|(a† + a)4|m〉 . (A.19)
The matrix element can be calculated by using the square (a†+a)2 = a†2 +a2 + 2a†a+ 1,
giving
〈m|(a† + a)4|m〉 = 〈m|a†2a2 + a2a†2 + (2a†a+ 1)2|m〉 (A.20)
= m(m− 1) + (m+ 1)(m+ 2) + (2m+ 1)2 (A.21)
= 6m2 + 6m+ 3 (A.22)
where in the first equation we have only kept terms that leave |m〉 unchanged. The
change in energy between adjacent states is
∆(Em − Em−1) = −mEc (A.23)
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as expected. As the unperturbed oscillator frequency can be written as ~ω =
√
8EJEc,
the fractional change in qubit frequency is
√
Ec/8EJ .
A.6 Series Inductance
We next consider how this physics changes when including an inductance L in series with
the Josephson junction. The total phase across the two elements is given by δ = δL + δJ .
The conservation of current at the node between the two elements gives the constraint
IL = I0 sin δJ , which then can be used to relate the individual phase changes and their
derivative
δL/L = sin δJ/LJ0 (A.24)
dδL/L = dδJ cos δJ/LJ0 , (A.25)
where we have defined LJ0 = Φ0/2piI0 = (Φ0/2pi)
2/EJ as the Josephson inductance at
zero current.
The WKB theory gives a charge sensitivity that includes both Josephson and inductor
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energies
− ln |Ψ0(pi)|2
=
√
1
Ec
∫ pi
0
dδ
√
EJ(1− cos δJ) + (δLΦ0/2pi)2/2L (A.26)
=
√
EJ
Ec
∫ pi
0
dδJ [1 + (L/LJ0) cos δJ ]
×
√
1− cos δJ + (L/2LJ0) sin2 δJ (A.27)
'
√
8EJ/Ec (1− 0.166L/LJ0) , (A.28)
where the integral was evaluated numerically. The linear expansion in Eq. (A.28) is quite
good for L/LJ0 ≤ 1
The nonlinearity in the energy levels can be evaluated by noting that the quantum
fluctuations of the phase is small, so that we can use the linear relation for phase change
δL/L = δJ/LJ0. The junction phase can then be found using an inductance divider
relation
δJ =
LJ0
L+ LJ0
δ . (A.29)
Following Eq. (A.19), the change in energy eigenvalues is proportional to 〈δˆ4J〉 = 〈δˆ4〉/(1+
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L/LJ0)
4, giving
∆(Em − Em−1) = −EJ
24
( ~
2ωC
)2(2pi
Φ0
)4 12m
(1 + L/LJ0)4
(A.30)
= −mEc 1
ω2LJ0C
1
(1 + L/LJ0)4
(A.31)
= −mEc 1
(1 + L/LJ0)3
, (A.32)
where for the last equation we have used the resonance condition ω2 = 1/(L+LJ0)C. We
see that the extra linear inductance lowers the nonlinearity coming from the junction.
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Appendix B
Supplementary Information for
Chapter 3
B.1 Qubit architecture
There are two fundamental requirements for implementing the quantum dynamics demon-
strated in this work: a high level of individual control and long coherence times. In pursuit
of these goals, we have designed three transmon qubits with tunable qubit-qubit coupling,
tunable frequencies and individual microwave control [38]. Transmon qubits, the Xmon
design in particular, have been shown to have long coherence times [17, 18, 106]. The
qubits are arranged into a ring in order to explore the model outlined in the main text
beyond the more technologically straight-forward two-qubit realization.
A circuit diagram and optical micrographs of our gmon qubits are shown in Fig. B.1.
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Figure B.1: gmon architecture. We have designed a modified version of an Xmon
qubit with tunable inter-qubit coupling. Panel a shows the circuit diagram for the device.
Each qubit is represented as a capacitor (C = 75 fF) in series with a DC SQUID (LS =
8.1 nH) and two inductors (Lg = 0.35 nH). Each inductor is flux coupled to an RF SQUID
(‘coupler’) through a mutual inductance (M = 0.2 nH). Applying a flux to the RF SQUID
loop modulates the effective junction inductance (LC = 0.9 nH) and consequently the
inter-qubit coupling strength. The effective SQUID inductances are the values at zero
external flux. b, Optical micrograph of the device. Grey regions correspond to aluminum;
black regions are where the aluminum has been etched away to expose the underlying
sapphire substrate to define the qubits and wiring. c,d, Optical micrographs showing the
coupler and qubit flux biases. The qubit and coupler inductors Lg can be seen highlighted
in green and cyan, respectively. All crossover connections are made using dielectric-free
airbridges [39].
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The individual qubits are composed of a capacitor (red), a DC SQUID (blue), and two
inductors in series to ground (green). The capacitor and SQUID form the basis of the
standard Xmon qubit with the added inductors each allowing for tunable coupling to a
neighboring qubit.
Tunable coupling is achieved through a mutual inductance to a loop containing a
Josephson junction (cyan). This loop mediates the interaction between pairs of qubits.
An excitation in either qubit generates a current in this loop which then excites the
neighboring qubit. The strength of the qubit-qubit interaction g is modulated by applying
a flux to the coupler loop; this flux sets the effective junction inductance. If the junction
Figure B.2: Energy decay time T1. The energy decay time of each qubit as a function
of the qubit frequency. Each data point is measured by exciting the qubit, detuning it to
the desired frequency, waiting a variable delay time, measuring the qubit excited state
probability and fitting the decay curve to an exponential. The experimental results in
this work were obtained near 5.7 GHz where the decay times ranged from 12 to 18 µs.
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inductance is large, then a smaller current will flow through the coupler loop and the
coupling will become weaker. For this device, the interaction strengths g/2pi were tunable
from +5 MHz to -15 MHz; a value of -5 MHz was used for all of the experiments.
The energy decay times T1 for all three qubits are shown in Fig. B.2 versus qubit fre-
quency. During the thermalization experiments, the qubits were operated near 5.7 GHz
where the decay times of the three qubits were between 12 and 18µs. Each experimental
sequence ran for at most 500 ns, excluding measurement. The time scales of the ex-
periment were an order of magnitude below the energy decay times. The single-qubit
dephasing times measured with Ramsey, however, ranged between 2 to 4µs, closer to the
relevant time scales of the experiment. In the single qubit experiments shown in Fig 2 of
the main text, decoherence is indistinguishable from entanglement with the other qubits.
Measurements of the full three-qubit density matrix, however, allow us to separate deco-
herence from entanglement through multi-qubit correlation functions [43].
B.2 Pulse sequence
In Fig. B.3 we show the pulse sequence and corresponding control waveforms used to
implement the experiments in the main text. The pulse sequence can be broken up into
three sections: state preparation, evolution and measurement. The initial states |θ0, φ0〉
were prepared in 40 ns using resonant microwave pulses, shown as a red oscillatory signal
in the lower panel. The amplitude and length of the microwave pulse set the angle θ0;
the phase of the microwave pulse sets φ0. Each time step in the evolution then consists
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of two parts: a y-rotation and a symmetric three-qubit interaction. The y-rotation is
achieved in 20 ns using a resonant microwave pulse shown in blue. The three-qubit
interaction is performed by applying a square pulse to each coupling circuit, the duration
of which sets κ. During the interaction, square pulses are used to maintain the qubits on
resonance with one another as the coupler pulses cause the qubits to shift in frequency.
We additionally calibrate for cross-talk between the six low-frequency control lines: three
lines which tune the qubit frequencies and three which tune the coupling. The cross-talk
matrix dV defined as Vactual = (1 + dV )Videal was measured to be
dV =

cp12 cp23 cp31 q1 q2 q3
0.00 0.09 0.07 −0.08 −0.05 0.15
0.03 0.00 0.05 0.14 0.06 −0.07
0.09 0.11 0.00 −0.35 0.15 −0.04
0.04 0.00 −0.05 0.00 0.05 −0.04
−0.02 0.02 0.02 0.01 0.00 0.03
0.02 0.02 −0.02 −0.01 0.04 0.00

After evolving the system forward N times, we reconstruct the density matrix of
the qubits using state tomography. State tomography consists of single qubit rotations,
shown in black, followed by measurements along the z-axis; this is then repeated for
various rotation axes and angles. The rotations are chosen from a set of four rotations
containing I, Xpi/2, Ypi/2, and Xpi. The measured z-projections are then used along with
maximum likelihood estimates to construct a physical density matrix [138].
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Figure B.3: Pulse sequence and control waveforms. a, Gate sequence used to
study ergodic dynamics and thermalization. First, each qubit is prepared in the ground
state by waiting several energy decay times. Next, we rotate each qubit into the state
|θ0, φ0〉 through a rotation around the axis n = − sin(φ0) xˆ+ cos(φ0) yˆ by angle θ0. This
initial state is then evolved by N applications of a rotation around the y-axis by pi/2
and a symmetric multi-qubit interaction. Following the evolution, the density matrix of
either individual qubits or of the full system is determined using state tomography. State
tomography consists of a rotation followed by a measurement along the z-axis. This is
repeated for different rotation angles and axes to reconstruct the density matrix. b. The
control waveforms used to implement the gate sequence are shown for N = 2. Oscillatory
signals correspond to resonant microwave pulses used to rotate the single-qubit states.
The amplitude and phase of the control waveform determine the rotation angle and axis
respectively. Square pulses applied to the coupler and qubit SQUID loops are used to
turn on the multi-qubit interaction and to maintain the qubits on resonance.
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B.3 Simultaneous three-qubit interaction
The characterization procedure for the simultaneous three-qubit interaction is shown in
Fig. B.4. This procedure is broken up into three steps. First, we calibrate the six square
pulse amplitudes (three qubits, three couplers) to ensure that the interaction strengths
are all equal and that the qubits are on resonance. Second, these pulses can cause
the qubits to detune from the microwave source; measuring this detuning allows us to
correct for the resulting phase accumulation. Third, if there is a relative phase between
the control signals on different qubits, this also needs to be corrected for.
The first experiment, shown in panel (a), demonstrates that the interaction energies
are symmetric and that the qubits are on resonance. We begin by putting one of the
qubits into its excited state, turning on the interaction for a variable length of time,
and then measuring all three qubit excited state probabilities Pe. This experiment is
then repeated exciting a different qubit each time; all 9 curves are plotted as a function
of interaction length. In order to isolate the effects of interaction, we measure Pe as a
function of time, without interactions, and subtract the results. If the qubits are detuned
or the interaction strengths differ from one another, then the curves will not lie on top of
each other. Additionally, both error sources will prevent the probabilities from returning
to zero periodically. The data suggests that errors in the coupling and detuning are small
over relevant time scales.
Measurements of Pe alone do not provide information about the phase of the qubit. In
panel (b), we rotate one qubit to the equator of the Bloch sphere, turn on the interaction
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Figure B.4: Characterizing the 3-qubit interaction. a, Here we demonstrate that
the inter-qubit interaction energies are all of equal strength and that the qubits are on
resonance during the interaction. This is done by exciting a single qubit, turning on the
interaction for a variable length of time (horizontal axis) and then measuring all three
qubit excited state probabilities Pe. We plot the change in Pe relative to having waited the
corresponding length of time. We then repeat the experiment exciting different qubits,
resulting in a total of 9 curves. The symmetry of the curves and the periodically going to
zero indicate that the gate is properly calibrated. b, Here we demonstrate that we have
corrected for changes in the single qubit phase that result from the interaction gate. We
rotate one qubit to the equator of the Bloch sphere, turn on the interaction for a variable
length of time, and then perform state tomography on the qubit which we rotated. The
agreement with theory indicates that the phase is being properly corrected for. c, The
relative control phases of the different microwave signals also needs to be corrected for.
Here we rotate one qubit to the equator of the Bloch sphere, turn on the interaction for
a variable length of time, and then perform state tomography on a neighboring qubit.
The agreement of the curves with theory indicates that we have properly calibrated for
this phase difference.
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Figure B.5: Symmetric evolution. We measure the single qubit density matrices as
a function of the number of time steps N for κ = 2.5. At each time, we compute the
overlap of the individual single qubit density matrices and plot the results.
for a variable length of time, and then perform state tomography on the qubit which was
rotated; we plot the expectation values of the single qubit Pauli operators. If the qubit is
accumulating a phase during the interaction as a result of detuning from the microwave
source, then 〈x〉 and 〈y〉 will rotate into one another. We determine the rate of phase
accumulation by measuring 〈y〉 for a 210 ns interaction length as a function of the phase
accumulation rate correction and look for a minimum, as 〈y〉 is ideally minimum for this
choice of interaction length. Correcting for this results in tomography which agrees well
with an ideal operation; deviations result primarily from measurement visibility.
In panel (c), we rotate one qubit to the equator of the Bloch sphere, turn on the
interaction for a variable length of time, and then perform state tomography on a neigh-
boring qubit. If the relative phase of the microwave control signals on the individual
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qubits is non-zero, then the measured 〈x〉 and 〈y〉 values will rotate into one another.
This may result from differences in electrical path lengths in the two control lines. We
determine this phase by measuring 〈y〉 for a 105 ns interaction length as a function of the
relative phase and look for a minimum. Correcting for this static phase difference results
in tomography which agrees well with an ideal operation.
B.4 Qubit dynamics
This three-qubit interaction along with local rotations are used to generate the dynamics
that were explored in this experiment. As both the initial state and the evolution oper-
ators are symmetric under exchange of qubits, we expect to observe nominally identical
behavior. In order to verify this, we measure the reduced density matrix of the individual
qubits and compute their overlap. The results are shown in Fig. B.5 for κ = 2.5 and an
initial state along the z-axis. We find that the qubits remain symmetric over the length
of the evolution.
The evolution of the qubits involves both a rotation and an interaction. In Fig. B.6 we
explore the effect of these pulses on the entanglement entropy of the individual qubits. In
panel (a) we plot the time-average entropy versus initial state without either the rotation
or interaction; instead, we simply wait for the corresponding length of time. For initial
states near the ground state, the entropy is close to zero and increases slightly while
approaching the excited state as a result of energy relaxation. In panel (b) we plot the
same quantity, however, now we apply only the rotations without the interactions. Here,
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Figure B.6: Dissecting the phase space dynamics. In all four panels we plot the
time-average entanglement entropy of a single qubit versus initial state for N = 20 and
κ = 0.5. To better understand the results, we consider four different pulse sequences: no
pulses (just waiting), only y-rotations (no interactions), only interactions (no rotations),
and both interactions and rotations. a, Average entanglement entropy after waiting a
length of time equivalent to the full pulse sequence. b, Here, we apply only the y-rotations
and replace the interactions with a wait of equivalent length. c, Now we perform the
opposite experiment, applying only the interactions and wait instead of rotating. d, We
now apply the full pulse sequence.
the entropy is uniform over initial states as the rotations average the results over many
states. In panel (c), we apply only the interaction without the rotations. We see that
near the ground or excited states the entropy stays near-minimum as the qubits do not
entangle here. For initial states closer to the equator, we see an entanglement entropy
near a half. Putting the interaction and the rotation together we recover the results
shown in the main text.
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Figure B.7: Snapshots of entanglement entropy. a, Entanglement entropy of a
single qubit as a function of intial state for N = 0 to 19 at κ = 0.5. b, We repeat the
experiment for N = 0 to 10 at κ = 2.5.
In Fig. 2 of the main text, we show the entanglement entropy at single instances in
time for N = 1,3,5 and 7 for both κ = 0.5 and κ = 2.5. In Fig. B.7, we show the data for
all time steps from N = 1 to 20 for κ = 0.5 (a) and from N = 1 to 10 for κ = 2.5 (b).
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Figure B.8: Entanglement entropy, convergence with number of averages.
Entanglement entropy of a single qubit as a function of intial state at κ = 2.5. In the
different panels, we increase the number of time steps over which we average the entropy.
We find that the entanglement entropy qualitatively converges to the long time behavior
after merely four time steps.
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Figure B.9: Entanglement entropy, comparison with theory. a, The time-average
entanglement entropy of a single qubit versus intial state for κ = 0.5 (top) and κ = 2.5
(bottom) b, For comparison, we numerically compute the expected behavior and plot
the results.
In Fig. B.8, we vary the number of time steps over which we average the entanglement
entropy. We find that the regions of high and low entropy qualitatively approach the
long time results after just four steps. In Fig. B.9a, we show the entanglement entropy
average over N , as shown in the main text. For comparison, we numerically compute
the ideal behavior and show the results in Fig. B.9b. The ideal behavior has a left/right
symmetry that is not present in the experimental data. This is likely the result of control
errors arising from imperfect calibrations and modifications to the dynamics resulting
from dispersive shifts from higher states of the transmon qubit.
In Fig. B.10 we consider the degree to which the model outlined in the main text
describes the experimental results. Using the measured three-qubit density matrix ρexpmt,
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Figure B.10: Comparison with theory. We measure the three-qubit density matrix
for two initial states, one where subsystems thermalized (blue) and one where subsystems
did not thermalize (red). We plot the overlap of the experimental density matrix ρexpmt
and the theoretical density matrix ρthy calculated using the model presented in the main
text.
we compute the overlap of ρexpmt and the theoretically calculated density matrix ρthy.
We plot the results as a function of time for two initial states, one where subsystems
thermalized (blue) and one where subsystems did not thermalize (red), and for two
values of interaction strength, κ = 0.5 and κ = 2.5.
In Fig. B.11 we show the Pauli representation of the three-qubit density matrix for
κ = 2.5. Initially, when N = 0, all of the single qubit states are along the Z axis and
the remaining peaks reflect the corresponding classical correlations. After just a few
kicks, however, the correlations are dominated by peaks that are not reflective of the
single-qubit orientations.
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Figure B.11: Pauli representation. We represent the three-qubit density-matrix for
an initial state shown inset and κ = 2.5. Each bar indicates the expectation value of one
possible combination of Pauli operators on the three qubits, the corresponding operator
is shown using colored squares. The increase in multi-qubit correlations in the lower
panel is the result of two- and three-qubit entanglement.
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B.5 Unitary dynamics vs. decoherence
In the main text we show that single-qubit subsystems approach maximal entropy (i.e
thermalize, Fig. 2) as a result of entanglement (Fig. 3). Additionally, we show that this
occurs for initial states where time-averages are equal to state-space averages (i.e the dy-
namics are ergodic, Fig. 4). In contrast, we find that where the dynamics are less ergodic
that subsystems do not thermalize or entangle. However, we have yet to determine if
the contrast between high and low entropy, entanglement, and ergodicity results from
unitary dynamics or environmental decoherence.
Figure B.12: State purity as a measure of decoherence. We measure the three-
qubit density matrix for two initial states, one where subsystems thermalized (blue) and
one where subsystems did not thermalize (red). We plot the state purity, a measure of
decoherence, as a function of the number of time-steps. We find that the decoherence
is independent of initial state for all times and for both values of interaction strength
κ = 0.5 and κ = 2.5. This suggests that the contrast between high and low entropy,
entanglement and ergodicity found in the main text is the result of coherent quantum
dynamics.
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In Fig. B.12 we show the state purity of the three-qubit density matrix ρexpmt as a
function of time. We plot the purity for both an initial state where subsystems thermal-
ized (blue) and did not thermalize (red). The state-purity, a measure of decoherence, is
given by Tr ρ2expmt and is 1 for a pure state and 1/2
3 for a three-qubit incoherent mixture.
We find that the decoherence is independent of the initial state of the qubits. This result
strongly suggests that the contrast in entropy, entanglement, and ergodicity is the result
of coherent quantum dynamics.
B.6 Finite-size scaling
In statistical mechanics, fluctuations from equilibrium are expected to vanish with in-
creasing system size. In our experiment, we average over these fluctuations in order to
estimate the equilibrium value of entropy. In Fig. B.13, we numerically show that these
fluctuations in entropy over time decrease as we consider larger systems. The points
correspond to the standard deviation in entropy from N = 10 to 500 as a function of the
number of spin-1/2 from 4 to 10. The solid line corresponds to the expected behavior
from statistical mechanics where fluctuations decrease with the square root of system size.
We find agreement between the fluctuations as computed from the quantum dynamics
and the predictions from statistical mechanics.
A major achievement of statistical mechanics is the ability to predict the behavior
of physical systems independent of their initial configuration. In our experiment, we
show a clear difference in the entropy of initial quantum states whose classical limits
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Figure B.13: Decreasing fluctuations with system size. a, We numerically compute
the entanglement entropy S versus the number of time steps N for increasing number of
qubits. In all cases, the entropy approaches 1.0 after a few steps. However, there are
significant fluctuations from this value over time due to the small size of the system.
b, In the lower panel, we numerically compute the standard deviation in entropy from
N = 10 to 500 as a function of the number of qubits and show that fluctuations in
entropy decrease with increasing system size. For comparison, we overlay a curve with
the square-root of system-size behavior typically found in statistical mechanics.
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Figure B.14: Thermalization for all initial states. We numerically compute
the time-average entanglement entropy S as a function of initial state for an interaction
energy κ = 5.0. The value of κ is chosen so that the classical phase space is no longer
mixed but completely chaotic. In the first three panels we observe that the time-average
entropy increases as a function of the number of spins, for all initial states. This suggests
that at strong interaction all initial states thermalize in the limit of large systems. In
the last panel (lower right), we show the classical phase space dynamics for comparison.
are either chaotic or stable. If the system were thermal for all initial states, then we
would not expect this state-dependent behavior. In Fig. B.14, we consider larger values
of interaction strength where the classical phase space is completely chaotic and compute
the quantum evolution.
When the classical phase space is completely chaotic, we find the the entropy increases
with system size independent of the initial state. This further supports the conclusion in
the matin text that the observations correspond to a thermalization process.
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Appendix C
Supplementary Information for
Chapter 4
C.1 The gmon qubits
C.1.1 1.1. The gmon coupling architecture
In this work we implemented an adjustable inductive coupling between two qubits. Ad-
justable coupling has typically been difficult with superconducting qubits, as fixed capac-
itive coupling may only be modified by detuning, so it has the problems of limited on/off
range and crosstalk. Here we use a novel qubit design called the gmon, which allows a
continuous variation of the inter-qubit coupling strength g over nanosecond time scales
without any degradation in the coherence of the constituent Xmon qubits [58, 38]. The
adjustable inductive coupling between the transmons allows g/2pi to be varied between
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Figure C.1: Device architecture. (a) Optical image of the device showing two coupled
gmon transmons on the top half of the chip and the two coupled gmons used in this work
on the lower half (zoomed-in view in inset). (b) The layout of the two-qubit gmon
system. We supply bias currents using the lower blue lines to tune the inductance of the
coupler junction (middle) and the qubit frequencies (left, right). We apply microwave
pulses to each qubit via the gray trace. We read out the state of the qubits dispersively
via readout resonators: each qubit is capacitively coupled to a resonator (green lines;
meandered lines in inset of (a)).
−5 MHz and 55 MHz, including zero, without changing the bare qubit frequencies. The
device was fabricated using standard optical and e-beam lithography techniques, dis-
cussed in recent works of our group such as [18]. The qubit frequencies are tunable, but
mainly flux biased to around 6 GHz. The energy relaxation time, T1, is ∼ 10µs, and the
de-coherence time, T2 is ∼ 5µs. The experiment was performed at the base temperature
of a dilution fridge (∼20 mK).
C.1.2 Basic design principle of the gmon
As shown in Fig. S1, the gmon design is based on the Xmon qubit design. One im-
portant feature of the Xmon design [17] is the single-ended ground in contrast to dif-
ferential or floating grounds. In the absence of adjustable coupling, the SQUID loops
(Fig. S1(b)) would be directly connected to the ground plane. This design feature gives
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us the ability to capacitively couple qubits with elements such as the drive lines, the
readout resonators, and nearby qubits. In the gmon architecture, instead of immediately
terminating the qubit SQUID to ground, we add a linear inductor (the meandering CPW
element colored in purple and labeled ”tapping inductance”) between the SQUID and
ground(CPW stands for coplanar waveguides). This creates a node (where the purple
CPW meets the horizontal blue CPW) that allows us to couple the two qubits. The two
qubits then can be connected with a CPW line. This connecting line is interrupted with
a Josephson junction, which acts as a tunable inductor that can be used to tune the
inter-qubit coupling strength g, hence the name gmon.
The basic operation of the gmon can be understood from a simple linear circuit model.
An excitation created in Q1 will mostly flow to ground through its tapping inductance,
but a small fraction will flow to the tapping inductance of Q2, generating a flux in Q2.
The mutual inductance resulting from the flux in Q2 due to an excitation current in Q1
can be calculated from simple current division, and the coupling strength is proportional
to this mutual inductance to high accuracy [58, 38]. The current division ratio, which sets
the coupling strength g, can be varied by changing the superconducting phase difference
across the tunable inductance. This is done by flux biasing its junction, using the current
line labeled ”coupler tuning” in panel (b).
An important advantage of this architecture is that it prevents crosstalk, a serious
hurdle for many other experimental works. Coupling the qubits at the nodes between
the SQUID and the tapping inductance allows a DC current to set the coupling strength.
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Because of the open loop of each qubit (due to capacitance) this DC current cannot
flow to the SQUID and change the qubit frequencies. Thus, the two capacitors act as
DC blocks. This key ingredient of the gmon design minimizes the crosstalk between the
qubits and the coupler.
C.1.3 1.3. Coherence of the gmon
One major concern of the coupler circuit is degradation of the qubit coherence. The
gmon architecture required adding CPW lines to connect qubits, ground plane cross-
overs which involve dielectrics, and a tunable inductance. If the capacitive loss due
to these elements are not properly considered, the coherence of the system could be
substantially degraded. With the gmon design, the fraction of the qubit energy stored
in these coupling elements scales as the square of the ratio of the tapping inductance to
the qubit SQUID inductance, which is 1/2000. Therefore these elements do not affect
the qubit coherence [38]. Furthermore, to avoid inductive loss, we used a relatively small
mutual coupling of around 1 pH to the coupler tuning line. This coupling places an
upper bound of 200µs on the energy relaxation time T1. The average measured T1 for
our device was around 10µs, independent of the coupling strength. This is comparable to
the performance of Xmon qubits with the same geometry and material. As demonstrated
with Xmon qubits [18], the coherence can be improved by widening the capacitor and
using MBE-grown aluminum films.
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C.2 Mapping the Single-Qubit Hamiltonian to the
Haldane Model and Adiabatic Measurement of
the Chern number
C.2.1 Haldane model
To show that the quantum Hall effect could be achieved without a global magnetic field,
Haldane introduced a non-interacting Hamiltonian[68], which served as the cornerstone
of future topological band studies. He introduced a massive Dirac Hamiltonian with
different mass terms at the two non-equivalent corners of the Brillouin zone K,K′. Near
these points the Hamiltonian is given by
H±G(k±x , k±y ) = ~vF (k±x σx ± k±y σy) + (m0 ∓mt)σz, (C.1)
where vF is Fermi velocity, and k
+
x (k
−
x ), k
+
y (k
−
y ) are measured from two non-equivalent
corners of the Brillion zone K(K′). m0 is the mass associated with inversion symmetry
breaking, and mt corresponds to a second-neighbor hopping in a local magnetic field.
The key prediction of the Haldane model is that if m0/mt > 1 the system is in a trivial
insulating phase, and otherwise in a topological phase, where edge states and quantized
conductance appear.
Using a confocal mapping, discussed below, one can recast Eq. (C.1) into the single
qubit Hamiltonian of the main text (eqn. (3)). For convenience we re-parameterize that
equation in terms of a field H0 along the z-axis, and a radial field Hr with orientation
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given by θ, φ, such that H = (Hr sin θ cosφ,Hr sin θ sinφ,H0 − Hr cos θ). Then, for θ
values close to 0 and pi the single qubit Hamiltonian becomes
H±S (H0, Hr, θ, φ) = −
~
2
(Hr(sin(θ) cos(φ)σ
x + sin(θ) sin(φ)σy) + (H0±Hr)σz). (C.2)
By comparing H+S (H
−
S ) to H
+
G (H
−
G ), it becomes evident that H0/Hr in the qubit
system plays the same role as m0/mt in the Haldane model. The fact that the topological
phase transition occurs at H0/Hr=1 is consistent with the Haldane model, where the
transition takes place at m0/mt=1. Similar to the Haldane model, where kx and ky span
a manifold of states in the Brillouin zone, θ and φ span a manifold in the parameter space
of the qubit system. With this mapping, the two distinct phases observed in Fig. 3(a)
of the main text correspond to the topological and trivial phases in the Haldane model.
C.2.2 Adiabatic measurement, confocal mapping, and direct
measurement of the Chern number
To visualize how the qubit and Haldane model are topologically related, we now explicitly
construct a mapping between the single qubit parameter space and momentum space in
the Haldane model. We use this to map the qubit Bloch vector measured by adiabatic
state preparation to the first Brillouin zone of graphene and then compute its Chern
number, thus completing the analogy with the Haldane model. By using a confocal
mapping, the parameter space points can be mapped to the hexagonal Brillouin zone of
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Figure C.2: Experimental visualization of the topological phases and their
evolution across the transition. (a) In the Haldane model of graphene, in addition
to the nearest neighbor hopping (t1), a second neighbor hopping (t2) is also considered
with a variable phase φ controlled by the locally-varying flux through the plaquette,
as well as a sublattice ”mass” m0 corresponding to a difference in chemical potentials
between the sublattices. This system is topologically trivial if |m0| > |mt = 3
√
3t2 sinφ|
and non-trivial otherwise. (b) A color-assisted representation of the mapping from a
sphere parameterized by H0, Hr, θ, φ to the hexagonal Brillouin zone of graphene. b.
With adiabatic state preparation, the state of the qubit was prepared and measured over
a grid on the surface of the parameter space spheres. Selected adiabatic Bloch sphere
vectors are shown for H0/Hr = 0 and 1.2. (d) With adiabatic state preparation, the
state of the qubit was prepared and measured along the φ = 0 meridian for various H0/Hr
values. The Bloch sphere states are presented with arrows whose colors indicate their
〈σz〉 values. The topological and trivial phase each has its own signature textures. By
following the orientation of the state-vector along any path starting from K to K′ and
back to K one can see that in the topological case the state-vector fully winds around;
however, for the trivial phase it only tilts away from the north pole of the Bloch sphere
and comes back without winding around.
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the honeycomb lattice of graphene (from H -space to k-space). The mapping places the
points on the northern part of the spherical manifold of radius unity around the K point
of the Brillouin zone and the southern hemisphere points around the K′ point. For the
northern hemisphere
ρ = r(φ) tan
θ
2
ϕ = φ (C.3)
where θ and φ are the spherical coordinates of the northern hemisphere of the sphere
in the parameter space, ρ and ϕ are the polar coordinates of the mapped circle, and r is
given by
r(φ) =
b sin(pi/6)
sin(5pi/6− φ)for 0 ≤ φ < 2pi/3
=
b sin(pi/6)
cosφ
for 2pi/3 ≤ φ < 4pi/3
=
b sin(pi/6)
sin(φ− 7pi/6) for 4pi/3 ≤ φ < 2pi, (C.4)
where b = |K − K′|. The mapping of the southern hemisphere takes a similar form.
This mapping is illustrated in Fig. S2(b), and covers only one third of the first Brillouin
zone (FBZ). To cover the entire FBZ, the mapping was repeated three times. As the
colors in Fig. S2(b) show, the north pole in the parameter space maps to three equivalent
K points at the corners of FBZ and the south pole to the three K′ points. With the
mapping principle explained, now we can ”move” the ground states that are measured
adiabatically on the spherical surfaces in the parameter space and place them in the FBZ
of the honeycomb lattice. Fig. S2(c) and (d) show the results for H0/Hr = 1.2, and 0,
161
corresponding to trivial and topological phases, respectively.
Knowing the ground state of the system for each kx and ky point in the FBZ, Ch can
be calculated directly from
Ch = 1
4pi
∫
B.Z
σ(k) ·
[
∂σ(k)
∂kx
× ∂σ(k)
∂ky
]
d2k. (C.5)
Using this relation Ch numbers shown in Fig. 3(d) of the main text as well as the
ones on panels (c) and (d) of Fig. S2 are calculated. While without any mapping, Ch
could be calculated by modifying (C.5) to make it appropriate for spherical coordinates,
mapping from the sphere to a 2D plane allowed us to use (C.5) directly. It is interesting
to note that due to the topological nature of the phases, the details of the mapping do
not matter, and other mappings could have worked as well.
C.2.3 Discussion
We note that the Haldane model consists of a half filled lattice of non-interacting spins,
while we constructed a manifold of ground states by measuring the qubit over a closed
surface. This difference is resolved by considering a mapping of the ground state manifold
to the valence band of graphene, while the excited state manifold maps to the conduction
band. Therefore, by probing the entire parameter manifold of the qubit ground state, we
are probing the entire valence band. This distinction is why Ch of the electronic system
can be measured with a single measurement, since all of the electronic states at different
momenta are filled and hence probed simultaneously. On the other hand, the qubit can
be measured only at a single point of the qubit system’s parameter space at a given time,
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which is why all the parameter angles must be probed separately and integrated to give
Ch .
C.3 Loci of Monopole Singularities for the Two-Qubit
System
We have used the electromangetic analogy extensively in the main text to plot the (the-
oretical) locations of the magnetic monopoles in parameter space; we now show how one
can identify their locations. We begin by pointing out that the magnetic monopole den-
sity can also be written as ρm =
1
2pi
∇ · (∇×A), a seeming contradiction given that the
divergence of a curl is known to be zero! The resolution to this seeming contradiction
is that ∇ · (∇ × A) is indeed zero whenever the function A is smooth. However, near
ground state degeneracies one cannot pick a smooth choice of gauge (even locally), since
the ground state undergoes a sharp change. Therefore ρm is allowed to be non-zero if
and only if the ground state is degenerate. Thus, one can reduce the problem of finding
the magnetic charge density to the simpler one of locating the ground state degeneracies.
For general two qubit Hamiltonians, degeneracies can be readily located numerically
using conventional techniques to minimize the ground state energy gap. However, for
the specific case of our cylindrically symmetric two-qubit Hamiltonian, we can solve the
problem analytically. As a reminder, the Hamiltonian of interest is
H = −1
2
[Hrnˆ(θ, φ) · (σ1 + σ2) +H0σz1 + g(σx1σx2 + σy1σy2)] . (C.6)
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This Hamiltonian has U(1) invariance, meaning that the Hamiltonian at φ = 0 can be
mapped to arbitrary φ using
H(θ, φ) = eiφσztot/2H(θ, 0)e−iφσztot/2 , (C.7)
where σztot = σ
z
1 + σ
z
2. While this invariance is computationally useful, it does not lead
to any additional conservation laws, so on general grounds one does not expect to find
degeneracies of our Hamiltonian (a 4×4 matrix) in the absence of symmetry. However, at
θ = 0 and pi, the U(1) invariance becomes a U(1) symmetry, σztot is a conserved quantity,
and this enables ground state degeneracies.
The values θ = 0 and pi lie along the z-axis, so we reparameterize the Hamiltonian
along this axis as
H = −1
2
[Hz(σ
z
1 + σ
z
2) +H0σ
z
1 + g(σ
x
1σ
x
2 + σ
y
1σ
y
2)] . (C.8)
Since total spin along the z axis is now conserved, there are two obvious eigenstates: with
energies E↑↑/↓↓ = ±(Hz +H0/2). Within the sztot = 0 sector, the Hamiltonian reduces to
H↑↓ = −1
2
(
H0 2g
2g −H0
)
, (C.9)
which has eigenenergies E↑↓ = ±
√
H20/4 + g
2.
The ground state energy levels of these two sectors are degenerate when |Hz+H0/2| =√
H20/4 + g
2, from which we find
Hdegz =
−H0 ±
√
H20 + 4g
2
2
. (C.10)
Having located these degeneracies, we can identify their magnetic monopole charges as
Qm = 1 based on the jump Ch that we find (experimentally and theoretically) at the
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topological transitions.
This U(1) symmetry at the poles was useful for our analysis, but it is not likely to
exist for more complicated cases in which the Hamiltonians are not quite so exquisitely
tunable. Therefore, by our above logic, we might argue that the degeneracies should go
away if there are no longer any symmetries protecting them. However, our topological
properties are robust against any perturbation, so despite the loss of symmetry, the
degeneracies may drift around, but they do not disappear! This is a situation in which
the degeneracies are protected not by a global symmetry, but rather by an emergent
topological protection [111]. Breaking the U(1) invariance of the model – for example
by adding a σx1 term to the Hamiltonian – would disrupt the measurement. In our case,
such a symmetry-breaking term does not present any fundamental challenges. It would
simply add φ dependence to the Berry curvature, now requiring data to be taken for
ramps of θ at multiple values of φ to allow integration over this direction as well. While
it is certainly more time consuming to take this extra data, fundamentally it is no more
difficult.
C.4 Hitchhiker’s Guide to the Chern number and
Berry Curvature
In the main paper, we defined Ch in terms of something called the “Berry curvature,”
which may have seemed mysterious. Here, we introduce the concept of Berry curvature
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in the context of the more familiar Berry phase studied in adiabatic quantum mechanics.
This will allow us to understand both the geometric and “electromagnetic” interpreta-
tions of Berry physics in an intuitive but quantitative way, which will in turn lead to the
topological interpretation used in the main paper of Ch as a count of the number of de-
generacies enclosed by a ground state manifold. We note that our pedagogical treatment
of degeneracies as sources of a curvature field largely follows the original exposition of
the Berry phase and curvature by M. V. Berry [22].
C.4.1 Berry connection, phase, curvature and all that
Berry connection and phase
Suppose we have a Hamiltonian that depends on a set of external parameters, which we
describe by the parameter space vector R, with corresponding ground states |ψ0(R)〉;
i.e., H(R)|ψ0(R)〉 = E0|ψ0(R)〉. An example would be the three-dimensional (3D) pa-
rameter space associated with a single-qubit Hamiltonian in a rotating frame, H(R) =
−~
2
(HXσ
x + HY σ
y + HZσ
z), with R = (HX , HY , HZ). Alternatively, if we take the ro-
tating field in spherical coordinates, the natural parameters are magnitude Hr ≡ |Hr|
and angles θ and φ (as in the main text). The Berry connection (from which the Berry
curvature is defined) associated with the ground state manifold is then
A = i 〈ψ0|∇R|ψ0〉 , (C.11)
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which when integrated around a closed path C in parameter space yields the celebrated
geometric Berry phase associated with that path [22, 62]
γ(C) =
∮
C
A · dR. (C.12)
This fact can be derived from the Schro¨dinger evolution of a quantum state as C is
traversed in parameter space in the adiabatic limit, and is independent of whatever
dynamical phase is accumulated throughout the closed trajectory. However, it is not
necessary to understand the phenomena of Berry phase from the perspective of the time-
evolution of adiabatic systems – one can simply view it as a consequence of the geometry
of an eigenstate manifold, which will soon become apparent in our discussion.
Geometric interpretation of Berry connection
The Berry connection A is an interesting construct because the meaning of the expression
∇R|ψ0〉 is ambiguous when only H(R) is given: unlike the coordinates X of real space,
where a state |ψ〉 can be expanded as a wavefunction of spatial coordinates and ∇X is
a natural operator on these wavefunctions, here it is instead the Hamiltonian itself that
is a function of the parameter space coordinates R. A manifold of ground states can
be associated with a manifold in parameter space via the defining eigenvalue condition
H(R)|ψ0(R)〉 = E0(R)|ψ0(R)〉; however, although the states |ψ0(R)〉 all live in the same
Hilbert space, this eigenvalue condition does not tell us the phase of |ψ0(R)〉 at different
R. In other words, we must specify what is essentially a choice of gauge when it comes to
relative phase relations, and since this choice can be made arbitrarily, we cannot expect it
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to have any intrinsic physical meaning. Once a choice is made for these phases however,
the name “connection” for A signifies that A encodes a way to equate (or “connect”)
ground state vectors at two nearby points R and R+dR in parameter space, analogous to
the differential geometric notion of parallel transport of tangent vectors along a manifold
1.
Berry connection as a vector potential: deriving an observable field
In light of its dependence on ∇R, A is therefore gauge-dependent. The remarkable
fact however, as realized by Berry, is that its integral around a loop is actually gauge-
independent (modulo 2pi), and can therefore be measured. This is easily seen: sup-
pose we change our definition of |ψ0(R)〉 by an arbitrary local phase factor, |ψ0(R)〉 →
eiΓ(R)|ψ0(R)〉. Then by equation (C.11), A(R) is modified by the addition of the term
−∇RΓ(R), which integrates to zero around a closed path. The observant reader will no-
tice that this takes the same form as the change of the magnetic vector potential under
a gauge transformation. Recalling that the magnetic field is a gauge-invariant (i.e., di-
rectly measurable) quantity derivable from the magnetic vector potential, this motivates
us to follow our experience with classical electromagnetism and define the analogue of the
magnetic field, B ≡ ∇×A. This will allow us to rewrite the integral (C.12) defining the
Berry phase in terms of an observable integrand B. We will see that this “Berry field”
has the interpretation of intrinsic curvature of the ground state manifold. In addition,
1In the language of geometry, Aµ intuitively gives (up to a factor of i) the component of |ψ0〉 that one
must subtract from ∂µ|ψ0〉 in order to turn the derivative ∂µ|ψ0〉 into a “covariant” derivative Dµ|ψ0〉
with the property that |Dµψ0〉 is orthogonal to |ψ0〉, which defines what it means to keep a quantum
state “parallel” as R is moved from R to R+ dR.
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this endeavor will expose some interesting physics, including the main topic of our work:
topological transitions (jumps in Ch) associated with degeneracy points.
Continuing the analogy, where for simplicity we consider a 3D parameter space, we
obtain the Berry field from the Berry connection:
B(R) ≡ ∇R ×A(R). (C.13)
The Berry curvature field B is the vector form of what is known as the Berry curva-
ture tensor, defined for general dimensionality and coordinate parametrizations by the
antisymmetric tensor B ≡ ∂µAν − ∂νAµ generalizing the curl:
B =
 Bxx Bxy BxzByx Byy Byz
Bzx Bzy Bzz
 =
 0 Bz −By−Bz 0 Bx
By −Bx 0
 ; (C.14)
that is, B = (Bx, By, Bz) = (Byz,Bzx,Bxy). In our case, for short we will simply call B
the Berry curvature.
Geometric interpretation of the Berry curvature field
The Berry phase associated with a closed path can now be calculated from (C.12) using
Stokes’ theorem by integrating the Berry curvature over a bounding surface,
γ(C) =
∫∫
S
B(R) · dS, (C.15)
where S is a surface manifold in parameter space whose boundary is C. This is the direct
analogue of a charged particle acquiring an Aharanov-Bohm phase when its path encloses
a magnetic flux. However, the Berry curvature is a local geometric property, and for 2D
manifolds can be physically measured through equation (2) of the main text. Intuitively,
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the Berry curvature at R is equal to the ratio of the geometric phase accumulated over a
loop surrounding R to the parameter space area enclosed by that loop, in the limit that
the size of the loop goes to zero; in other words, it locally measures the noncommutativity
of parallel transport, which manifests itself as a local “twisting and turning” of the state
vector in parameter space via the accumulation of Berry phase. This is analagous to
the fact that carrying a tangent vector on a geodesic triangle on the surface of a sphere
causes the tangent vector to change direction when the triangular path returns to its
starting point, even though locally the vector is always transported in a parallel fashion.
The analogue of the Lorentz force [equation (2) of the main text] for the “magnetic field”
B is related to this geometry-induced “deflection.”
From local to global properties: the Chern number Ch
One of the main points of this work is that through the analogy to electromagnetism,
we can understand how to relate these geometric properties to topological properties
of the ground state manifold as a whole. The natural question is then what generates
the field B? is it the current of “charged particles,” or an analogue to the magnetic
monopole? Consideration of this question leads us to a Gauss’s law interpretation of Ch ,
whose definition we repeat here [equation (1) of the main text]:
Ch({|ψ0〉}) ≡ 1
2pi
∮
S
B · dS. (C.16)
Note that this form of the Gauss’s law in which the Berry curvature is treated as a 3-
vector is only valid in a three-dimensional parameter space. Generalization of this logic
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to higher-dimensional manifolds remains work in progress. The above equation shows
an integral of B over a closed (meaning no boundary curve C) ground state manifold
in parameter space, and gives nonlocal information about this manifold in the form of
a discrete integer through the Chern theorem [20]. To deduce the quantization of Ch ,
we will use an argument similar to Dirac’s argument [50] showing that the magnetic
monopole charge is quantized. After that, we will explicitly relate this quantized value
to the number of enclosed “magnetic monopoles” in parameter space. As usual, we
restrict ourselves to 2D surfaces in a 3D parameter space.
The astute reader may wonder, given the definition of B = ∇ × A, why Ch is not
simply zero – after all, a simple application of Stokes’ theorem shows that the integral of
the curl of a function over any closed surface must vanish: imagine forming an arbitrary
closed path C on the surface manifold S, and let S1 and S2 be the two surfaces into
which C divides S. Taking into account the relative orientation of the two surfaces we
then have
Ch = 1
2pi
(∫
S1
B · dS−
∫
S2
B · dS
)
. (C.17)
A naive application of Stokes’ theorem would say that each term is equal to the line
integral of A around the same path, but with opposite signs, leading to Ch = 0. However,
this assumes that a single Berry connection (i.e., vector potential) can be defined over
the entire manifold with some sufficient smoothness condition. Since Stokes’ theorem
can be intuitively understood by dividing the surface of integration into infinitely many
infinitesimal circulation integrals of A and noting that neighboring circulations cancel
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everywhere except along the surface boundary C, if there is a singularity in A then
Stokes’ theorem will break down. It then becomes a topological constraint on any vector
potential covering S that there must be a singularity in A somewhere on the surface,
which allows for the possibility of non-zero Ch . The interesting fact is that the location of
this singularity depends on the choice of vector potential (i.e., is gauge-dependent), but its
existence does not depend on the choice of gauge. We note that a similar argument with
what is now known as the Aharanov-Bohm phase associated with a physical magnetic
field leads to Dirac’s quantization condition for real magnetic monopoles [50].
However, there is still a constraint on the possible values of Ch . Looking again at
equation (C.17), since the geometric phase (C.12) accumulated by traversing C is physi-
cally observable (modulo 2pi), using Stokes’ theorem for each surface with its own vector
potential it must be the case that the flux of B through S1 differs from the flux of B
through S2 by a factor of 2piN , where N = Ch is an integer.
Ch , which is a property of the entire ground state manifold and cannot be probed
locally, is therefore an example of a discrete topological invariant. In particular, Ch is
robust to perturbations to the parameter space manifold, and it is reasonable to expect
that it can only undergo transitions between different quantized values when there is
singular behavior on the surface S. In the next section, we will see that in our exper-
iment, these singularities are precisely the locations of ground state degeneracy in the
Hamiltonian, and will show that when the degeneracies considered are two-fold, N is in
fact precisely equal to the number of two-fold degeneracies enclosed by the surface.
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C.4.2 Topological interpretation of Ch in terms of enclosed de-
generacies
What determines this mysterious integer N , and how can we observe it? The concept of
Ch as a topological invariant is reminiscent of the Gauss-Bonnet theorem from differential
geometry, which relates the integral of the Gaussian curvature over a closed surface to
its topological genus. In the case of the Gauss-Bonnet theorem, the topological genus is
equal to the number of “holes” it has, for example, 0 for a sphere and 1 for a torus (a
“donut”). Just as the number of “holes” of a torus cannot be determined by local probing,
Ch is a global, “topological” property of a ground state manifold. To understand what
determines topological transitions between its different integral values, we must consider
that there are other energy levels above the ground state energy level E0, and include
the possibility of degeneracies where for example E0(R) = E1(R). In 4.2.1 we will see
that degeneracies behave analogously to magnetic monopoles as the “sources” for B and,
through the familiar Gauss’s law, see in 4.2.2 that for well-behaved two-fold degeneracies
Ch simply counts the number of degeneracies enclosed by the manifold.
Degeneracy as a source of Berry curvature
In this work, measurements are made of the ground state manifold |ψ0(R)〉, but states of
higher energy must be considered to understand the important role of degeneracy points
in topological transitions. Namely, let |ψn(R)〉 denote the eigenstate corresponding to
the nth energy level. To relate Berry curvature to degeneracy, we first use the fact that
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the curl of a gradient is zero along with the definitions of A and B [equations (C.11)
and (C.13)] to write B = i [∇R〈ψ0|] × [∇R|ψ0〉]. We can then use the common trick
of inserting the identity, expanded in terms of the energy eigenstates |ψn(R)〉, in be-
tween the bra and the ket: B(R) = i
∑
n6=0 [∇R〈ψ0|] |ψn〉× 〈ψn| [∇R|ψ0〉], where we have
excluded the n = 0 term because it vanishes (this is easily seen as a consequence of nor-
malization, 〈ψ0|ψ0〉 = 1). We can replace 〈ψn| [∇R|ψ0〉] with the equivalent expression
〈ψn| [∇RH] |ψ0〉/(E0 −En) for n 6= 0 (this is a straightforward consequence of differenti-
ating the defining eigenvalue equation H(R)|ψn(R)〉 = En(R)|ψn(R)〉 with respect to R
and rearranging terms), arriving at the equation
B(R) = i
∑
n6=0
〈ψ0| [∇RH] |ψn〉 × 〈ψn| [∇RH] |ψ0〉
(En − E0)2 . (C.18)
From this, we can see that degeneracies (where En = E0) can act as sources for the Berry
curvature field B. This also explicitly shows that B can be written without using phase-
ambiguous derivatives ∇R|ψ0〉 of kets with respect to R [as in the definition of A(R)],
but instead in terms of more natural derivatives ∇RH of H with respect to R, meaning
that it does not matter what phase we assign to eigenstates corresponding to different R.
Furthermore, we see that under certain assumptions about the behavior ofH and En near
degeneracy, the singularities in Berry curvature are precisely the points of degeneracy.
We also note that equation (C.18) relates the Berry curvature to the generalized force
operator −∇RH, which connects this discussion to formula (2) of the main text for the
Lorentz force. A derivation of this force in terms of Bµν using perturbation theory can
be found in [63].
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Sources of degeneracy as magnetic monopoles
Finally, we make the analogy between degeneracies and magnetic monopoles concrete. If
we consider a closed 2D surface manifold S which bounds a 3D manifold in parameter
space that possibly contains two-fold degeneracies, we can straightforwardly derive the
interpretation of Ch as the number of source “magnetic monopole” singularities enclosed
by the ground state manifold. Note that we can assume in a 3D space that degeneracies
will occur at isolated points. This is an instance of a general result, originally shown
by VonNeumann1929, stating that unless there is some special kind of symmetry in
the Hamiltonian, three parameters must be tuned in order to reach a degeneracy, and
are therefore the magnetic monopoles that we seek. When only two energy levels E0
and E1 are involved in a two-fold degeneracy, we only need to consider one term from
the sum (C.18) and can restrict ourselves to the relevant two-level subspace. It can be
shown that Ch is invariant under manifold perturbations as long as those perturbations
don’t cause a degeneracy to cross S, so to extract the contribution to Ch from a single
enclosed degeneracy at R0 we are free to shrink the manifold down to a small sphere
centered around R0 [so that only the (E1 − E0)2 term contributes] and shift the origin
of our coordinates to R0. With an appropriate rescaling of parameter space coordinates,
following [22] we can then write a general hermitian two-level Hamiltonian as
H =
(
Z X − iY
X + iY −Z
)
, (C.19)
where X, Y , and Z are the rescaled coordinates in the Pauli basis, i.e., R = (X, Y, Z)
(the exact nature of this scaling is unimportant). In terms of this parametrization the
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energies are E1/0 = ±
√
X2 + Y 2 + Z2 = ±R, so that the degeneracy is at the origin.
We can immediately suspect that this leads to a monopole distribution for B because
1/(E1−E0)2 ∝ 1/R2. The precise calculation is dealt with in Berry’s original paper [22]
using basic Pauli matrix algebra, resulting in the ground state Berry curvature field for
a two-fold degeneracy at the origin,
B = − R
2R3
. (C.20)
We note that this is the same answer obtained for the Berry field for the specific case
of a spin-1
2
particle subjected to a physical magnetic field [62, 164]. This is (up to
a sign) the same expression for the magnetic field generated by a magnetic monopole
of magnetic charge 1/2, and therefore by Gauss’s law leads to a contribution to Ch
of (4pi)/(2pi) × 1/2 = 1, as we claimed. Gauss’s law then immediately yields for our
experiment
Ch = Qencm . (C.21)
C.4.3 Choice of coordinate system
Here we clarify the choice of coordinate system used throughout the main work. There is
some ambiguity in how we define the Berry connection in spherical coordinates. One way
is to close our eyes and pretend that we don’t know that θ and φ are spherical angles,
instead simply treating them as Euclidean parameters. We will call this the “Cartesian”
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choice, which gives for example the φ-component
ACφ = i 〈ψ0|∂φ|ψ0〉 . (C.22)
Alternatively, we could explicitly take into account the non-Euclidean metric associated
with spherical coordinates, using ∇f = ∂f
∂r
rˆ+ 1
r
∂f
∂θ
θˆ+ 1
r sin θ
∂f
∂φ
φˆ [86] to yield the “spherical”
definition
ASφ = i
1
r sin θ
〈ψ0|∂φ|ψ0〉 =
ACφ
r sin θ
. (C.23)
This difference may have confused the reader. Below, we will show that either method
works, and both of them can be used to arrive at Eq. (4) of the main text.
Cartesian coordinates
This is arguably the simpler method, though it is a bit harder to justify. As above, for
the ground state manifold we define for φ or θ
ACφ/θ ≡ i
〈
ψ0
∣∣∂φ/θ∣∣ψ0〉 . (C.24)
Since we are integrating over a spherical surface (r fixed), we will not need to take any
derivatives with respect to r. In these pseudo-Cartesian coordinates then, the non-trivial
component of the Berry curvature is
BCθφ ≡ ∂θACφ − ∂φACθ . (C.25)
We can then perform the surface integral by noting that, in Cartesian coordinates, the
surface element is just dS = dθdφ, so that for a spherical manifold
Ch = 1
2pi
∫
B · dS = 1
2pi
∫ 2pi
0
dφ
∫ pi
0
dθBCθφ , (C.26)
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which is the expression we expected.
Spherical coordinates
If we take the spherical version of the gradient, then the φ and θ components are
ASφ = i
1
r sin θ
〈ψ0|∂φ|ψ0〉 =
ACφ
r sin θ
,
ASθ = i
1
r
〈ψ0|∂θ|ψ0〉 = A
C
θ
r
. (C.27)
The Berry curvature vector is given by BS = ∇×AS, which in general is a complicated
expression. However, for our spherical surface of integration, the Chern integral is given
by
Ch = 1
2pi
∫
B · dS = 1
2pi
∫
BSr dSr , (C.28)
since the surface element is strictly radial:
dS = rˆdSr = rˆ(r
2 sin θdθdφ) , (C.29)
where we have used the standard form of a spherical surface element. Taking the curl
in spherical coordinates, the radial component of BS is
BSr =
1
r sin θ
[
∂θ(sin θA
S
φ)− ∂φASθ
]
=
1
r2 sin θ
[
∂θA
C
φ − ∂φACθ
]
=
BCθφ
r2 sin θ
. (C.30)
Plugging Eqs. (C.29) and (C.30) into (C.28), we again get the Cartesian expression for
Ch (C.26).
Finally, we note that for our case, the Hamiltonian is cylindrically invariant: we can
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get the Hamiltonian at arbitrary φ from the Hamiltonian at φ = 0 by just rotating
the spins by an angle φ around the z-axis. Accordingly, the Berry curvature must be
cylindrically symmetric, meaning that Bθφ(θ, φ) = Bθφ(θ) is independent of φ. Therefore,
if we plug into the expression for the Chern number, we find
Ch = 1
2pi
∫ 2pi
0
dφ︸ ︷︷ ︸
=1
∫ pi
0
dθBθφ(θ) =
∫ pi
0
Bθφ(θ)dθ . (C.31)
We now show how the equation (4) of the main text was derived. Starting with the
Hamiltonian of a single qubit or equivalently spin-1/2 particle in a magnetic field:
HS = −~
2
(HXσ
x +HY σ
y +HZσ
z), (C.32)
and re-parameterizing it for spherical coordinates, it becomes
HS(Hr, θ, φ) = −~
2
Hr(sin θ cosφσ
x + sin θ sinφσy + cos θ σz). (C.33)
Therefore,
Fφ = −〈∂φH(φ = 0)〉 = ~
2
Hr sin θ 〈σy〉. (C.34)
Using equation (2) of the main text,
~Bθφdθ =
~
2
Hr sin θ 〈σy〉dt, (C.35)
which is used in the main text in computing Ch from the measured values of Hr and
〈σy〉.
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C.5 Mapping the Two-Qubit Hamiltonian to Elec-
tronic Band Structure
As in the main text, we consider the two-qubit Hamiltonian
H = −~
2
[
H0σ
z
1 +Hrnˆ(θ, φ) · (σ1 + σ2)− g(σx1σx2 + σy1σy2)
]
(C.36)
for fixed H0, Hr, and g. For this section we assume ~ = 1. At a given value of θ and
φ, this Hamiltonian is a 4× 4 matrix; a general N -qubit Hamiltonian would similarly be
2N × 2N . To help understand the topology of this Hamiltonian, we wish to map it to a
more conventional electronic Hamiltonian, as we did in mapping the single qubit to the
Haldane model of graphene. In this supplement, we show that (C.36) can be mapped
to either a four-band model of non-interacting electrons in the spirit of the Haldane
mapping or a four-band interacting electron model with interactions that are short-range
in momentum space. Finally, we comment on the extension of these mappings to higher
numbers of qubits.
For both non-interacting and interacting electron mapping, we again utilize the idea
that a given angle (θ, φ) of the rotating field Hr corresponds to a point in momentum
space (see the single qubit Haldane supplement): k = (kx, ky)↔ (θ, φ). Then the simple
idea which worked for mapping the single qubit to the Haldane model is to “fermionize”
the spin:
σαj →
∑
ss′
c†jsσ
α
ss′cjs′ , (C.37)
where α = x, y, z, j = 1, 2 specifies the qubit, and s, s′ = {↑, ↓} iterate through the
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spin states. For example, this mapping gives σx1 → c†1↑c1↓ + c†1↓c1↑. Performing these
replacements we get
H(k) = (Hr cos θk +H0)[(ck1↑)†ck1↑ − (ck1↓)†ck1↓︸ ︷︷ ︸
σz1
] +Hr cos θk[(c
k
2↑)
†ck2↑ − (ck2↓)†ck2↓︸ ︷︷ ︸
σz2
] +
Hr sin θk cosφk[(c
k
1↑)
†ck1↓ + (c
k
1↓)
†ck1↑︸ ︷︷ ︸
σx1
+(1→ 2)] +
Hr sin θk sinφk[−i(ck1↑)†ck1↓ + i(ck1↓)†ck1↑︸ ︷︷ ︸
σy1
+(1→ 2)] +
g
2
[(ck1↑)
†ck1↓(c
k
2↓)
†ck2↑ + (↑↔↓)] . (C.38)
The last term of this Hamiltonian contains a four-fermion operator, so this is an inter-
acting fermionic Hamiltonian with four flavors of fermion (c1↑, c1↓, c2↑, c2↓). To maintain
one spin per qubit, we want the many-body ground state at half-filling and without
double occupancy on “site” j = 1, 2. However, the interaction remains short-range in
momentum space, meaning the electronic Hamiltonian is still separable into momentum
sectors: H =
∑
kHk. Such models are similar to the mean-field BCS Hamiltonian [84],
in this case with the additional wrinkle of being local in momentum space. momentum
space.
While this first mapping is true to the interacting nature of the qubit, it gives little
physical insight into the topological transition. To try to understand this better, we now
discuss how the same system can be mapped to a four-band Haldane-like model of non-
interacting electrons. Unlike the interacting case, we present a microsopic model that
will realize this topology. The model is shown schematically in Fig. C.3a . The basic
idea is to consider electrons hopping on stacked triangular lattices with a single internal
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Figure C.3: Illustration of the four-band non-interacting lattice model to which we map
our two-qubit model. (a) The model consists of three stacked triangular lattices (A, B,
and C), the middle of which (B) contains two spin/orbital states. In addition to nearest
neighbor hopping (t1) and on-site hybridization the B sublattice (t2), electrons on the
A and C sublattices experience magnetic field that adds phase to the hopping (t2e
iϕ).
Finally, an effective Zeeman field splits the spin/orbital states on all sublattices. (b)
to (e) Energy dispersions for this model along a cut containing the K and K ′ corners
of the first Brillouin zone. We fix energy by setting t1 = 1. At the K and K
′ points,
the sublattices decouple; we label the sublattice that is occupied in the ground state at
these points. Ch then counts the number of times the wavefunction “twists” between the
sublattices.
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degree of freedom (spin/orbital/etc.) that can take one of two values, which we denote
↑ and ↓. The middle layer of the stack, which we call B, supports both ↑ and ↓ states,
while the upper (lower) layer supports only ↑ (↓). This could be realized, for example, by
a lattice where the middle layer has two orbital states (e.g. px and py orbitals), while the
outer layers have only one orbital state (e.g. s orbitals). We assume there is a magnetic
field gradient as in Fig. C.3a, which gives zero field layer B and yields opposite magnetic
field at A and C. We then consider four quadratic terms in the Hamiltonian:
1. Nearest neighbor hopping t1, which connects the B sublattice to the A and C
sublattices. The matrix element is assumed to be equal for spin up hopping to
either up or down, which make senses for orbital degrees of freedom or if ↑ and ↓
represent real spins, but with different quantization axes on A/C than on B.
2. Second neighbor hopping on the A and C sublattices, which picks up a phase due
to the magnetic flux. For simplicity, we consider a flux of Φ = 3Φ0/4 = −Φ0/4 per
plaquette, where Φ0 = h/e is the quantum of flux; this gives phase ϕ = pi/2 on the
hopping, removing a diagonal shift in the energy bands of the A and C sublattices
(see [68]).
3. On-site hybridization t3 between the effective spin states on the B sublattice.
4. An effective Zeeman shift hzs
z, where sz is the internal spin/orbital degree of
freedom.
Let us examine these terms in the language of the Haldane Hamiltonian. First note
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that the A and B (or equivalently C and B) sublattices have the exact structure as
the sublattices of monolayer graphene. Therefore, the first Brillouin zone of this non-
interacting electron model is equivalent to that of graphene, and we can naturally expand
the Hamiltonian in small deviations of the momenta around the non-identical zone corners
K and K ′ (see [cite Haldane supplement]). There are four states in each unit cell: B ↑,
B ↓, A ↑, and C ↓. The nearest neighbor hopping t1 is the only term that connects
the sublattices, so it is responsible for producing a graphene-like dispersion relation.
However, to get the Chern number of 2, this is slightly different from the Haldane model
of graphene. To see this, consider quantizing the spins along the x-axis. It is easy to see
that the state | ↑x〉 = 1√2(| ↑z〉+| ↓z〉 hops freely and will give the dispersion of a graphene
lattice with hopping amplitude 2t1. However, a state with spin | ↓x〉 = 1√2(| ↑z〉 − | ↓z〉
is annihilated by this hopping term, so in addition to the graphene dispersion, there are
two flat bands at energy zero if only the t1 term is considered (see Fig. C.3(b)).
The remaining terms then determine the topology by breaking the degeneracies at
momenta K and K ′. For instance, the t2eiϕ hopping only occurs on the A and C sublat-
tices, so at the K and K ′ points (where the t1 hopping vanishes), the electrons only live
on the A or the C sublattice. As the momentum is varied from K (θ = 0) to K ′ (θ = pi),
the electronic ground state winds from sublattice A to C, which results in Ch = 2 (see
Fig. C.3(c)). This is precisely the action of the probe field, so we see that t2 ∼ Hr.
Similarly, the t3 term hybridizes the orbitals on the B lattice, causing the energy of the
symmetric state on the B lattice to go down. For strong enough t3, this can push the
184
energy of the symmetric state on B lattice below the A and C energies throughout the
Brillouin zone, resulting in Chern number zero (i.e., no wrapping of wave function, see
Fig. C.3(d)). This is the same role as the qubit interactions, so not surprisingly t3 ∼ g.
Finally, if we again consider t3 = 0, then a large positive Zeeman field hz will push the
energy of the spin down state below that of the spin up. In the presence of t2 hopping,
this gives a ground state winding from the A sublattice to the B sublattice as momentum
goes from K to K ′ (Fig. C.3(e)), yielding Chern number one. Not surprisingly, this gives
that hz ∼ H0.
More explicitly, the Hamiltonian described above can be written
H =
∑
r
[− t1∑
j
(c†r↑ + c
†
r↑)(cr+aj↓ + c
†
r+aj↓)− t2
∑
j
(
A sublattice︷ ︸︸ ︷
eiϕc†r↑cr+bj↑+
C sublattice︷ ︸︸ ︷
e−iϕc†r↓cr+bj↓) +
t3
2
(c†r+a1↑cr+a1↓ + (↑↔↓))−
hz
2
(c†r↑cr↑ + c
†
r+a1↑cr+a1↑ − (↑→↓))
]
+ h.c. , (C.39)
where r are the sites on the A/C sublattice, aj are the nearest neighbor displacements,
and (following Haldane’s convention), bj are the next-nearest-neighbor displacements
along directions with positive hopping phase on the A sublattice. Diagonalizing with
phase ϕ = pi/2, this gives Bloch Hamiltonian
Hk =

−2t2
∑
j sin(k · bj)− hz −2t1
∑
j cos(k · aj) −2t1
∑
j cos(k · aj) 0
−2t1
∑
j cos(k · aj) −hz t3 −2t1
∑
j cos(k · aj)
−2t1
∑
j cos(k · aj) t3 hz −2t1
∑
j cos(k · aj)
0 −2t1
∑
j cos(k · aj) −2t1
∑
j cos(k · aj) 2t2
∑
j sin(k · bj) + hz
 ,
(C.40)
where the columns denote A↑, B↑, B↓, and C↓ in that order. For comparison, the
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two-qubit Hamiltonian in the basis ↑↑, ↑↓, ↓↑, ↓↓
H2Q = 1
2

−2Hr cos θ −H0 −2Hr sin θ −2Hr sin θ 0
−2Hr sin θ −H0 −2g −2Hr sin θ
−2Hr sin θ −2g H0 −2Hr sin θ
0 −2Hr sin θ −2Hr sin θ 2Hr +H0
 . (C.41)
By inspecting these two Hamiltonians, we see that they map to each other under the
identification
k↔ (θ, φ) , 3t2
√
3 = Hr , − t3 = g , 2hz = H0 , (C.42)
where we used the fact that
∑
j sin(k ·bj) = ±3
√
3/2 at the corners of the first Brillouin
zone. Therefore, the topology of the ground band of this four-band electronic model is
equivalent to that of the two-qubit system that we experimentally investigate.
It is clear from the above discussion that a system of L qubits with 2L eigen states
would map to a non-interacting model with 2L bands. While 2 or 4 band models are
not so crazy, an eight band model with only a singled filled band – as would be needed
for L = 3 qubits – is starting to get physically less realistic. Clearly the scaling of the
number of bands with the number of qubits is such that these non-interacting Haldane-like
models will become exponentially more difficult to engineer as the system becomes larger.
Working instead with the interacting model helps quite a bit; simple counting requires
only 2L flavors of fermion (spin up and down for each qubit) at half-filling and with
no double-occupancy. However, this model has no obvious microscopic interpretation,
so for the time being we consider it less physical. Therefore, we conclude that as the
qubit number is increased (and restricted to the above mapping methods), it becomes
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increasingly unworkable to think of the system in terms of electrons on a lattice. For
large spin lattices, we really should think of our measurement as simply probing the
topology of the spin manifold, a problem which is interesting in and of itself. It is also
worth pointing out that the two mapping we have described about only work for our
choice of parameter manifolds, namely fixed external field strength with a rotating angle
applied equally to each qubit. By using different choices of manifold, even within the
same two-qubit system, we can engineer different effective condensed matter models,
demonstrating the flexibility of these two-qubit systems.
C.6 Experimental protocols, calibration, and analy-
sis
Here we provide the outline of the experiment and its basic protocols. The first step is
the calibration of the pulses so we know HX/2pi and HZ/2pi with good accuracy. An
important aspect of calibration is also finding the compensating pulse such that when
we only HX/2pi, the state of the qubit remains in the YZ plane. The details of these
steps are explained in Fig. S5. Next, one needs to find a proper ramp speeds to be
sure the higher order errors in equation 2 of main text remain small; another words,
how much non-adiabatic a ramp can be and still yield a good result. This is shown
in figure S6, where we explored the three parameters that set the non-adiabaticity of a
ramp: HX/2pi, HZ/2pi, and Tf . After finding that one needs to set all the ramps such
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that the adiabaticity measure A remains acceptable. After finding proper ramp speeds
and calibrations, one can do the single qubit experiment, which involves applying HX/2pi
with sine envelope and HZ/2pi with a cosine profile, as discussed in Fig. S4. The two
qubit experiment requires additional calibrations to what is mentioned in here and is
discussed in [38]. In Fig. S9, we provide further analysis of the 2-qubit data to gain a
better understanding of the topological phases.
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Figure C.4: Control sequence used for the single qubit experiments. (a) The
pulse sequence used to obtain the phase diagram shown in Fig. 3(a) of the main text.
Every control sequence began with preparing the qubit in its ground state, which was
achieved by waiting for times much longer than the qubit relaxation time (a few tens of
microseconds). In the phase diagram measurements, 〈σy〉 was measured at 50 time steps
during the ramps, where the first data point was measured at t = 0 and the last one at
t = Tf = 1000 ns. To measure each data point the sequence was repeated 300 times.
This 50-point 〈σy〉 profile as a function of time from 0 to Tf was then multiplied by a sine
profile (see equation (4) in the main text) and integrated to give Ch . 〈σy〉 was measured
by inserting a RX(pi/2) pulse before the 〈σz〉 measurement. The microwave pulse with
a sine profile and detuning pulse with a cosine profile constitute a semi-circular ramp
in the parameter space, and given the symmetry of the single-qubit Hamiltonian, this
is sufficient to calculate the curvature over the entire spherical manifold. (b) Control
sequence for adiabatic state preparation and measurement. In contrast to the dynamic
method (equation (4) of the main text), in the adiabatic state preparation process, the
qubit needs to remain close to the instantaneous eigenstate of the system during the
ramp. To evolve to the ground state of the Hamiltonian with parameters (HX , HY , HZ),
we start from the origin of parameter space, where all pulses are zero, and gradually turn
(HX , HY , HZ) to their final values in 500 ns. The pulses then remain at their target values
for 500 ns (hence TA = 1000ns). Over this fixed pulse regions at 100 points (distributed
uniformly from 500 ns to 1000 ns) the state of the qubit was measured with tomography
and the results are averaged to present a single Bloch vector data corresponding to given
(HX , HY , HZ) values. To visualize the ground states over the entire spherical manifold
S, the process was repeated for different values of (HX , HY , HZ) to form a grid over this
parameter space sphere. 189
Figure C.5: Pulse Calibration. Single qubit microwave and detuning pulses were
calibrated separately before applying them simultaneously to the qubits. (a) To calibrate
the microwave pulse, the qubit was prepared in its groundstate | + zˆ〉 and a microwave
pulse with a sine envelope of amplitude Hr was applied to the qubit. The state of the
qubit (the Bloch vector) was measured at each point in time by interrupting the ramp
and performing full state tomography. As shown in panel (a), for instance, to measure
〈σy〉, a rotation of pi/2 around the X axis was performed before the 〈σz〉 measurement.
This pulse results in a cyclic motion of the Bloch vector in the Y-Z plane, with a non-zero
out of plane component. The out of plane component is mainly due to leakage to other
states due to finite inharmonicity of the qubit system. Therefore, the measured out of
plane component (〈σx〉, orange points in panel (c) ) needs to be calibrated, which was
done by adding a compensating microwave pulse on the Y-axis, with a variable amplitude
during the pulse sequence such that it keeps 〈σx〉 close to zero. A typical result before
and after calibration is shown in (c). Fitting the 〈σz〉 and 〈σy〉 with a single fitting
parameter can be done using the Schro¨dinger equation. The resulting value in this case
is Hr/2pi = 44.5 MHz. The dark blue and green solid lines are the result of the fitting.
During the calibration since full state tomography was performed, we normalized the
measured values of 〈σx〉, 〈σy〉, 〈σz〉 such that 〈σx〉2 + 〈σy〉2 + 〈σz〉2 = 1. The detuning
pulse was applied and measured similarly. This was done by bringing the qubit to the
equator of the Bloch sphere with a pi/2-pulse first, and then applying the detuning in the
absence of microwave pulse, and fitting the result with the Schro¨dinger equation. There
was no compensation pulse to be considered in this case.
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Figure C.6: Adiabaticity required to measure Ch. Although equation (2) of the
main text does not require adiabaticity, it does require the ramp in parameter space to
be done slowly, such that O(v2θ) remains negligible. One needs to operate with ramp
velocities for which deviation from adiabaticity varies linearly with the ramp speed.
Slower ramps are more adiabatic and hence better in this regard, but they have a small
deviation from adiabaticity, which would be hard to measure experimentally. On the
other hand, ramps that are too fast also contain non-adiabatic errors that are not linearly
proportional to ramp speed, and hence should be avoided. In this figure, the top row
shows the experimental results of measuring Ch by making various elliptical ramps and
traversing them with different velocities. A microwave pulse of X(t) = HX sin(pit/Tf )
and detuning of Z(t) = HZ cos(pit/Tf ) are used, with HX/2pi and HZ/2pi varied from 0
to 10 MHz. Five different speeds are used, which are set by Tf , where Tf is the time
it takes to ramp from the north pole of the manifold to its south pole. The lower row
shows the numerical results using the same ramps, obtained from the time dependent
Schro¨dinger equation. In this example, we seek to measure Ch over a manifold of ground
states that encloses the origin of the parameter space. The theoretical value of Ch in this
case is 1 [62]. From left to right, as Tf becomes longer, the ramps are more adiabatic
and the measured value for Ch approaches one. In each panel, moving from lower left
to upper right, adiabaticity increases, since A = TfHr/2pi = Tf
√
HX
2 +HZ
2/2pi. For
Tf = 400 ns or longer, a good estimate of Ch can be achieved, as almost the entire plot
is red, regardless of the shape of the manifold. The method yields a good estimate of
Ch for A > 1.5. To provide a visual guide, the deformation of the spherical manifolds to
ellipsoids, by keeping HX fixed and increasing HZ (horizontal axis below figure), and by
keeping HZ fixed and increasing HX (vertical axis left of figure) are shown.
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Figure C.7: Control sequence used for the 2-qubit experiments. (a) The pulse
sequence used on individual qubits and the coupler elements are shown. The microwave
pulse applied to each qubit had a sine envelope. The detuning of Q2 has a cosine profile,
and the detuning of Q1 has a cosine profile plus an offset defining H0. With a rectangular
pulse, the coupling between the two qubits is turned on during the active part of other
pulses. The synchronization of the pulses as well as finding the flux value corresponding
to g = 0 were done [38] prior to running the sequence. In addition, a calibration matrix
to take various types of crosstalk into account was measured and implemented. This
included both microwave and flux-biasing crosstalk [38]. Using equation (4) of the main
text, the Ch for 2-qubit manifolds is the summation of individual ones. Therefore, each
pulse sequence was run twice, once to measure 〈σy1〉 and again to measure 〈σy2〉 and the
results were added to give the phase diagram plots shown in the Fig. 4 of the main text.
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Figure C.8: ”Decomposition” of the topological phase diagram obtained with
2 qubits. To demonstrate the fluctuation at each Ch plateau and avoid obscuring it with
the color map, here we replot the topological phase diagram shown in Fig. 4(c) of the
main text (Hr/2pi = 10MHz). Each panel shows the data in a given interval of Ch values.
The same order of color tones is used in each panel, but the limits of the color scale for
each panel is different. The black dashed lies are the fit using the analytical solution
based on finding the loci of the monopoles(degeneracies of the Hamiltonian in this case).
The deviations from the expected values have several sources: the crosstalk between
the two qubits is likely the primary source, as the individual qubits were calibrated
accurately. While the pulse length Tf was kept an order of magnitude smaller than the
decoherence time in the system, decoherence and measurement errors also contribute to
the error. Understanding these error mechanism is currently under way. The sharpness
of the transition from one Ch plateau to another is mainly related to the speed of the
ramps. Slower ramping in parameter space (longer Tf ) would result is sharper transitions.
In order to successfully use slower ramps longer coherence times are required, which
based on our current understanding of decoherence mechanisms gathered from this first
generation of gmon devices, is achievable and will be implemented in the next generation
of this experiment.
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Appendix D
Supplementary Information for
Chapter 5
D.1 Device: the superconducting qubits with gmon
architecture
In this section, we briefly discuss the working principle of the coupled superconducting
qubits used in this work. For a detailed discussion, please see references [58, 38].
Our superconducting qubits are non-linear LC resonators composed of a capacitor C,
a DC SQUID with total inductance of Lq, and an inductor L0 in series with Lq to ground.
The capacitance and SQUID form the basis of the standard Xmon qubit [17] with the
added inductor allowing for tunable coupling to a neighboring qubit. A circuit diagram
of two coupled qubits is shown schematically in Fig. F.1(a). We couple qubits with an
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inductive coupler loop, which allows changing the strength of the qubit-qubit interaction
g, hence the name ”gmon” [58, 38].
The adjustable coupling in gmon qubits can be intuitively understood by comparing
them with conventional variometers. Variometers are transformers capable of varying
the mutual inductance between their primary and secondary solenoid coils by changing
the angle between the axis of these two coaxial inductors. In the gmon architecture,
the same functionality is achieved by the coupler loop. An excitation in either qubit
generates a current in this loop which then excites the neighboring qubit. Changing the
magnetic flux through the coupler loop is analogous to rotating the axis of the solenoids
in a variometer, and allows tuning the coupling between the two qubit loops. This is
because the magnetic flux sets the effective junction impedance of LCP . If the inductance
is large, then a smaller current will flow through the coupler loop and the coupling become
weaker. This qubit design enables us to continuously vary the coupling strength g over
nanosecond timescales without any degradation in the coherence of the qubits [58, 38].
As shown in Fig. F.1(b), g/2pi can take any value between −55 MHz and +5 MHz,
including zero.
In this work, we placed three qubits in a triangular loop and implemented an ad-
justable coupling between every pair of qubits (see Fig. F.1(c)). Synthesizing gauge
fields requires periodically modulating the flux into the three coupling loops, with vari-
ous frequencies on the order of tens of MHz. This requirement leads to an arbitrary pulse
sequence (see Fig. 2 of the main text) that need careful calibration to allow observation
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of the patterns such as those shown in Fig.2 of the main text.
The device was fabricated using standard optical and e-beam lithography techniques,
discussed in [17] and is benefited from the low-loss crossovers discussed in [39]. The qubit
frequencies are tunable, but mainly flux biased to around 6 GHz, with non-linearities close
to 210 MHz. The energy relaxation time, T1, is ∼ 10µs, and the de-coherence time, T2 is
∼ 2µs. The experiment was performed at the base temperature of a dilution refrigerator
(∼20 mK).
Figure D.1: Device architecture. (a) The circuit diagram of two superconducting
qubits connected with an adjustable coupler. Each qubit is a non-linear LC resonator, and
the two qubits are inductively coupled to a coupler loop through the mutual inductance
between their L0 and the loop’s LC . The coupler loop has a single Josephson junction
with inductance LCP , which can be tuned by applying magnetic flux into the coupler loop,
allowing variable coupling strength between the two qubits g. (b) The measured value
of g as a function of flux into the coupler loop. (c.) An optical micrograph of the three
qubit device used in this work with coupling between each pair of them. Gray regions
correspond to aluminum; black regions are where the aluminum has been etched away
to expose the underlying sapphire substrate to define the qubits and wiring. Microwave
drive lines which are used to excite qubits are shown in light brown. The flux bias lines,
which are used to bring qubit on and off resonance, are highlighted with blue, and the
lines used to adjust flux into coupling loops are highlighted with green.
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D.2 Method: synthesizing gauge fields with AC mod-
ulation of inter-qubit couplings
In this section, we discuss the theory implemented for realizing complex hopping terms in
our superconducting qubit system and present the logic behind the equations used in the
main text. For a detailed discussions, please see references [90, 91]. Also, we provide the
rationale for the current operator defined and show intuitively why this quantity provide
a measure of chirality.
For quantum particles hopping on a lattice, an external gauge field A causes the
tunneling terms between nearby sites to become complex, with the Peierls tunneling
phase accumulated when tunneling between sites j and k given by ϕjk ≡ e
∫ k
rj
A · dr.
This modifies the tunneling term gjk
(
a†jak + a
†
kaj
)
→ gjk
(
a†jake
iφjk + a†kaje
−iφjk
)
, and
breaks time reversal symmetry, as the time reversal symmetry operator T is antiunitary
and enacts charge conjugation. The complex phase in H between any two sites can be
eliminated through a local unitary transformation |ψ〉 → ei(αnj+βnk)|ψ〉 (equivalent to
shifting A by the gradient of a scalar function), but the sum of the phases ϕjk along
any closed loop is a gauge invariant quantity that is invariant under any local unitary
transformations. So long as this phase is nonzero modulo 2pi, the effective magnetic flux
ΦB through the loop is nonzero, with real physical consequences for the system’s time
evolution.
To engineer these phases in a qubit array, it is sufficient to consider a pair of qubits
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coupled by a real, time dependent exchange coupling g (t). We let the energy of qubit 1
be equal to ω and the energy of qubit 2 be equal to ω + ∆. Our two-qubit Hamiltonian
becomes
H = ωn1 + (ω + ∆)n2 + g (t)
(
a†1a2 + a
†
2a1
)
. (D.1)
If we assume that |g (t)|  ∆ and initialize the system with a single photon in one of
the two qubits, then the photon will remain at that qubit indefinitely, as the two qubits
are far off-resonant from each other. To exchange photons between the qubits, we must
oscillate g (t), i.e.
g (t) = 2g cos (∆t+ ϕ) , (D.2)
H = ωn1 + (ω + ∆)n2 + g
(
ei∆t+iϕ + e−i∆t−iϕ
) (
a†1a2 + a
†
2a1
)
.
We now move to the rotating frame via the unitary transformation |ψ〉 → ei∆n2t|ψ〉.
Incorporating this transformation into the time dependent Schrodinger equation i∂t|ψ〉 =
H (t) |ψ〉 we get
H = ω (n1 + n2) + g
(
ei∆t+iϕ + e−i∆t−iϕ
) (
a†1a2e
−i∆t + a†2a1e
i∆t
)
. (D.3)
Expanding the tunnel coupling leaves a pair of terms which are time-independent and
a pair terms which rapidly oscillate at ±2∆t, which we can ignore in the rotating wave
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approximation, valid if we assume |g|  ∆. We are thus left with a final Hamiltonian
which is time independent but complex,
H = ω (n1 + n2) + g
(
a†1a2e
−iϕ + a†2a1e
iϕ
)
. (D.4)
Thus, just as charge conservation leads to nontrivial phases for electrons moving in a real
magnetic field, energy conservation leads to nontrivial phases for tunneling photons, since
the photon must accumulate the phase of the drive field when it gains or loses energy
to tunnel between qubits. Since this example only considers two sites, we can eliminate
this phase through a unitary transformation (equivalent to choosing a different origin of
time t = 0), but when we consider a closed loop of three or more qubits with drive fields
that differ in phase by values other than 0 or pi, we can no longer regain time reversal
symmetry by choosing an appropriate origin for time so that H (t) = H (−t), and are
thus left with a nontrivial artificial magnetic flux in our rotating frame Hamiltonian.
To define a current operator, we consider the continuity equation for each site j,
∂tnj = Iin − Iout. Since ∂tnj = −i [H,nj], we have three equations for qubits 1,2,3:
∂tnj = −i [H,nj] = −i
(
aja
†
j−1e
−iϕjj−1 − a†jaj+1e−iϕjj+1
)
≡ (−Ijj−1 + Ijj+1) . (D.5)
From these equations, we readily define the current Ijk between qubits j and k to be:
Ijk = i
(
a†jake
iϕjk − aja†ke−iϕjk
)
. (D.6)
Since our Hamiltonian is uniform and has magnetic translational symmetry, to measure
the current in any eigenstate it is sufficient to measure the current through a single link.
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D.3 Supplementary data
In this section, we provide additional experimental data to better explain the method we
used for realizing complex hopping, and to provide a deeper insight into the physics of the
excitation circulation among the three qubits. At the end we outline the next stages of
this project and provide a road-map for realization of FQH states with superconducting
qubits.
D.3.1 Parametric modulation of hopping.
The basic idea of parametric modulation of the hopping term can be implemented in
a superconducting qubit platform, where qubits play the role of the lattice sites and
modulating the strength of the inter-qubit couplings g sets the microwave photon hopping
rate (Fig. S2). Hopping also depends on the on-site energies ω, and Fig. S2 demonstrates
its interplay with g. In a system of two coupled qubits Q1 and Q2, at t = 0 we excite
Q1 and measure its photon occupation probability,PQ1 , as a function of time t and on-
site energy differences ω1 − ω2. For a constant g, when on-site energy differences are
larger than g, the hopping is impeded (away from the center in panel (a)). However,
if g is modulated with the frequency of the on-site energy difference of the sites that it
connects, then photon hopping would be restored (panel (b)). In spite of the astonishing
similarity of the two data sets, the hopping in (b) is not generally equivalent to (a),
and has the major advantage that its control sequence can be utilized for synthesizing
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Figure D.2: On and off resonance tunneling. Two qubits Q1 and Q2 with |0〉 → |1〉
transitions of ω1 and ω2, respectively, are connected via a coupler of strength g. At t = 0,
Q1 is excited and its photon occupation probability, PQ1 , is measured as a function of
time. (a) Fixed coupling. The frequency difference of the two qubits (ω1 − ω2)/2pi
is varied, while coupling is fixed at g0/2pi = 2 MHz. (b) Periodically modulating
coupling. Q1 and Q2 are set to a fixed detuning (ω1 − ω2)/2pi = 35 MHz and the
coupling frequency ∆12 is varied while its amplitude is fixed to g0/2pi = 4 MHz. The
measured chevron patterns are nominally identical.
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Figure D.3: Numerical computation of the circulation patterns. Using Eqn. (2)
of the main text, the measured evolution of |100〉 is fitted with a single fitting parameter
g0/2pi = 4.1MHz. The experimentally measured data points are shown in brighter colors
and the fittings are presented with solid, thin darker lines. The fitting does not consider
any decaying or decoherence mechanism. For the experiment, we use ω1 = 5.8 GHz,
ω2 = 5.8 GHz, ω3 = 5.835 GHz, ∆12 = 0, ∆23 = 35 MHz, ∆31 = 35 MHz, ϕ12 = 0,
ϕ23 = 0, and ϕ31 was used to set ΦB.
magnetic fields. The key idea is that in (b) the photon’s wavefunction can pick up the
phase of the modulation during hopping. This phase is analogous to the Peierls phase
e
∮ rj
ri
A·dr accumulated by a particle of charge e tunneling in an external magnetic vector
potential A.
D.3.2 Decoherence effects.
Given the small size of our system, one can numerically generate the measured circulation
patterns and fit the data. We adopted the time dependent Hamiltonian given in Eq.
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(1) of the main text and used only one fitting parameter, which is g0/2pi = 4.1MHz.
Our fit shows a remarkably good agreement with data. The fast ripples, seen close to
zero excitation in the data, are also observed in the fits, indicating that they originate
from unitary, counter-rotating corrections to the rotating frame Hamiltonian and not
incoherent processes or experimental errors. Remarkably, the effect of the two dominant
error channels (T1 photon losses and T2 dephasing) is negligible over the window of time
plotted. For photon losses, this is simply because the average lifetime T1 ∼ 10µs is much
larger than the duration of the experiment, so photon losses are rare. The absence of
phase noise in the plot, however, is a more subtle point, and stems from the basic fact
that a single number T2 does not capture all of the physics of dephasing processes. Unlike
photon losses (which have a noise power spectrum that is approximately flat in our regime
of operation), phase noise is generated by random 1/f and telegraph fluctuators, which
have a power spectrum that is peaked at ω = 0 and decays to zero as ω becomes large.
This low-frequency peak has dramatic consequences for free Ramsey decay (where there is
no Hamiltonian that anticommutes with the fluctuating δ (t)σz term responsible for phase
noise), but in our case the presence of a nontrivial, continuously applied Hamiltonian
H (t) means that to change the quantum state, the phase noise must induce transitions
between states of different energy under H (t), at a finite energy cost [126]. This finite
energy cost eliminates the low frequency divergence in the noise power spectrum S (ω)
and dramatically suppresses phase noise, leading to our circulation pattern best fit by
assuming a white noise T2 ' 2T1, the standard limit from photon losses. We note that
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this replicates the result of Averin et al. [14], who demonstrated phase noise suppression
by applying sequential SWAP operations in a ring of qubits; our continuous Hamiltonian
can be thought of as a passive, analog equivalent to their gate-based method when viewed
through the lens of quantum error suppression.
D.3.3 Chirality.
The energy spectra provide a holistic picture that allows exploring quantum correlations
in various eigenstates of the system. In particular, measuring the chirality of can provide
insight into how states on different energy manifolds respond to gauge fields. The chirality
operators is defined as
χˆ = −→σ Q1 .(−→σ Q2 ×−→σ Q3), (D.7)
where −→σ = (σX , σY , σZ). Chirality is computed using the measured density matrices
(tr(ρˆχˆ)), and is presented in Fig. S5(b). On the ground and first-excited manifolds, any
non-zero value of ΦB breaks TRS and leads to chiral states, with the chirality. Close to
ΦB = 0, The highest excited manifold, shows a weaker dependance on ΦB.
D.3.4 A single photon circulator.
From the quantum technology perspective, the setup presented here is a single pho-
ton circulator device and is interesting by itself. However, the excitation circulation in
this device is distinct from circulations seen in classical non-reciprocal three port de-
vices [52, 53, 51, 95]. To gain deeper insight into the underlying circulation mechanism,
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Figure D.4: Generating the full spectrum of eigen-energies. The pulse sequence
used for generating all energy eigenstates of the system. (a) By exciting one qubit and
setting its coupling to other qubits to the fixed value of g0/2pi = 4 MHz for 40ns, a W -
state of the three qubits is generated. After that, individual qubits are rotated to produce
the desired phases for creating the eigen-states of the problem according to the lemma.
(b) W -like states are created, by a protocol similar to (a). Next, proper phases were
given to each qubit to create all the states on the energy manifold. A similar protocol
(not shown) to (a) and (b) was used to create eigen-states on the third manifold. (c)
After creating the eigen-energies of the system, the full density matrix of the system
was measured, and the expectation values of energy for all eigen-energies extracted. (d)
The three protocols are insensitive to degeneracies and only provide the eigen-states that
are connected to each other through infinitesimal change of ΦB. From panel (c) the
degeneracies of the Hamiltonian become visible; here, we rearrange the measured values
shown in (c) and re-plot them.
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Figure D.5: Entanglement Dynamics during circulation. The top panel shows the
photon occupation probability of each qubit PQj as a function of time. Data is similar
to Fig. 2(c) of the main text and presented here for the ease of comparison with the
entanglement measurements. At time t = 0, the system is prepared in the |001〉 state,
which has zero entanglement between the qubits. At later times 〈σX〉, 〈σY 〉, and 〈σZ〉
of each qubit are measured. From the expectation values of these Pauli operators, the
reduced density matrix of each qubit ρ˜ was constructed and the entanglement of each
qubit with the others computed and presented in the lower panel.
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we investigate the role of quantum correlations during the photon circulation. The in-
herent quantum nature of the circulation observed here manifests itself in the generation
of entanglement among the qubits during the evolution. In Fig. S6, we measure the re-
duced density matrix ρ˜ of each qubit for the single-photon circulation protocol. When a
qubit is not entangled with other qubits, its tr(ρ˜2) is maximized to one, and when it is
fully entangled with other qubits, its tr(ρ˜2) is minimized to 0.5. Comparing the top and
lower panels provides insight into how the excited state circulates among the qubits. If
an excitation moves from Qj to Qk, then these two qubits become entangled. This can
be seen from comparing minima in the lower panel with maxima in the top panel and
their successional appearances. When the excitation reaches the second qubit, all qubits
become disentangled (gray vertical lines). During the passage of excitation between two
qubits, the third qubit also becomes partially entangled with them. Therefore, as the
excitation circulates, entanglement among the three qubits is periodically generated and
annihilated. A time-resolved measurement of the the full density matrix of the system
during the circulation is also presented.
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Appendix E
Supplementary Information for
Chapter 6
E.1 Device: the superconducting qubits with gmon
architecture
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Figure E.1: An optical micrograph of the device used in this work. The chip consist
of 9 qubits in a 1D chain with adjustable coupling between every pair of qubits. The
qubits appear as small vertical rectangles in the middle of the chip. The couplers are the
two square loops that are between the qubits. The wiring lines that are routed to the
perimeter of the chip are used to control the qubits and the interaction between them.
The meandering lines above the qubits are the readout resonators.
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E.2 Spectroscopy based on fundamental postulate of
quantum mechanics
According to the time-independent Schro¨dinger equation, the time evolution of the state
of the system |ψ(t)〉 is given
|ψ(t)〉 =
∑
α
Cαe
−iEαt|φα〉, (E.1)
where Cα = 〈φα|ψ0〉, and |ψ0〉 is the initial state. On the other hand, an observable in
the energy basis can be written as
Oˆ =
∑
α,α′
Oα′,α|φα′〉〈φα|, (E.2)
where Oα′,α = 〈φα′|Oˆ|φα〉 and accordingly its expectation value is:
O(t) = 〈ψ(t)|Oˆ|ψ(t)〉 =
∑
α,α′
Oα′,αCαC
∗
α′e
−i(Eα−Eα′ )t. (E.3)
For our spectroscopy purpose, we are interested in energies Eα and not energy differences
Eα − Eα′ . The above relation suggests that when measuring any observable one will
generally end up with energy differences. It is not obvious a priori how to avoid energy
differences. However, proper choices of observables and initial states can help to overcome
this issue, enabling extraction of eigen-energies. A key observation here is that one should
somehow fix Eα′ to a specific energy, i.e., a reference energy. See the schematic in Fig. S2.
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Figure E.2: (a) The schematic shows that generally operators, such as Oˆ connect
different levels, and hence in their observables one would see the energy differences of the
levels. The raising a† and lowering a operators connect states in different manifolds. It
is a fortunate coincidence that there is a manifold with only one state in it, the vacuum
manifold, which can act as a energy reference. The initial states that are superposition
of vacuum state and some other state are necessary for having a functional protocal.
(b) We show expectation values of different operators for two different initial states,
associated with the example that we used. Note that both proper initial states and
choice of operators are needed to have a useful protocol.
E.2.1 Energy differences vs. absolute energies
We illustrate the method by considering first a simple example of two coupled harmonic
oscillators described by the tight-binding Hamiltonian
Hdimer = ω(a
†
1a1 + a
†
2a2)− J(a†1a2 +H.c.), (E.4)
where ω is the frequency of the oscillators, J is the hopping rate, a1 and a2 are bosonic
annihilation operators acting on the first and the second oscillators, respectively. The
single-photon eigenstates are |φ±〉 = (|10〉±|01〉)/
√
2 with the eigen-energies E± = ω±J ,
where |10〉 = a†1|00〉, |01〉 = a†2|00〉 and |00〉 is the vacuum. Different choices of initial
states and observables are shown in Fig. E.2 (right panel). One quickly realizes that a†a
would have energy differences and not suitable; but a might, if the proper initial state is
chosen. A proper initial state would be the superposition of the relevant number state
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(here the |10〉 state) that has one particle and the vacuum |00〉. The vacuum here serves
as the appropriate reference state and has energy Eα′ = 0. Since a is non-Hermitian
an hence not an observable, a cannot be measured directly. However, it can be easily
inferred from its Hermitian ”quadratures” σX and σY as 〈a〉 = 〈σX〉 + i〈σY 〉, where
σX = |1〉〈0|+ |0〉〈1| and σY = i|1〉〈0| − i|0〉〈1| are Hermitian and hence observable.
E.2.2 Single-particle spectroscopy: generalization
Now let us consider a general particle-conserving interacting Hamiltonian H in a lattice
and assume first that there is only one particle in the system. As before, we choose an
initial state as a product state of the form
|ψ0〉n = |0〉1|0〉2...
( |0〉n + |1〉n√
2
)
...|0〉N−1|0〉N = 1√
2
(|Vac〉+ |1n〉) , (E.5)
where N is the number of sites, n ∈ {1, 2, .., N}, |Vac〉 ≡ |0〉1|0〉2...|0〉N is the vacuum
state and |1n〉 = |0〉1|0〉2...|1〉n...|0〉N is a one-photon Fock state. The state at time t is
|ψ(t)〉n = 1√
2
(
|Vac〉+
∑
α
Cα,ne
−iE(1)α t|φ(1)α 〉
)
, (E.6)
where α ∈ {1, 2, .., N}, Cα,n = 〈φ(1)α |1n〉 and |φ(1)α 〉 is the one-photon eigenstate with the
eigen-energy E
(1)
α . The expectation value of χ1(n) ≡ 〈σXn 〉+ i〈σYn 〉 takes the form
χ1(n) =
1
2
∑
α
|Cα,n|2e−iE
(1)
α t. (E.7)
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Non-vanishing peak amplitudes |Cα,n|2 > 0 can be assured by varying the initial state,
i.e. varying n, to span the space of the single-photon manifold.
E.2.3 Two-particle spectroscopy: generalization
The initial states are product states of the form
|ψ0〉n,m = |0〉1|0〉2...
( |0〉n + |1〉n√
2
)
...
( |0〉m + |1〉m√
2
)
...|0〉N−1|0〉N = 1
2
(|Vac〉+ |1n,1m〉)+1
2
(|1n〉+ |1m〉) ,
(E.8)
where n 6= m, and m,n ∈ {1, 2, .., N} and |1n,1m〉 = |0〉1|0〉2...|1〉n...|1〉m...|0〉N are the
two-photon Fock states. The state at time t is
|ψ(t)〉n,m = 1
2
(
|Vac〉+
∑
β
Cβ,(n,m)e
−iE(2)β t|φ(2)β 〉
)
+
1
2
(∑
α
(Cα,n + Cα,m)e
−iE(1)α t|φ(1)α 〉
)
,
(E.9)
where β ∈ {1, 2, .., 1
2
N(N + 1)}, |φ(2)β 〉 is an energy eigenstate in the two-photon manifold
with the corresponding energy E
(2)
β and Cβ,(n,m) = 〈φ(2)β |1n,1m〉. A generalized two-
photon lowering operator can be constructed as
χ2(n,m) ≡ 〈σXn σXm〉 − 〈σYn σYm〉+ i〈σXn σYm〉+ i〈σYn σXm〉. (E.10)
This operator measures the phase difference between the vacuum and the two-photon
state, while projecting out the one-photon component to avoid measuring the energy
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differences E
(2)
β − E(1)α . Its expectation value takes the form
χ2(n,m) =
1
4
∑
β
|Cβ,(n,m)|2e−iE
(2)
β t. (E.11)
One might observe that with our choice of initial states, we do not directly cover all
the space in the two-photon subspace since we did not include double-occupancy states
such as |2n〉 ≡ |0〉1|0〉2...|2〉n...|0〉N . However, in the soft-core limit U/J = 3.5 where we
operate, all 45 two-photon eigenstates |φ(2)β 〉 have appreciable overlap with our choice of
initial states. Therefore, their energies can be measured as shown in the main text. As
one get to the hardcore limit with U/J → ∞, mainly 36 out of 45 eigen-energies will
be picked up by χ2(n,m), which again are all the physically relevant ones to probe the
physics of the system in this regime.
E.2.4 Computation of the Participation Ratio
Here, we discuss in details how the participation ratios in the two-photon manifold are
measured and computed. In the Bose-Hubbard Hamiltonian
HBH =
9∑
n=1
µna
†
nan +
U
2
9∑
n=1
a†nan(a
†
nan − 1) + J
8∑
n=1
a†n+1an + a
†
nan+1, (E.12)
we set J/2pi = 50 MHz. By design of the chip, U is fixed U/2pi = 175 MHz. We
realize a quasi-periodic potential by setting µn = ∆ cos(2pinb), where b = (
√
5 − 1)/2.
We vary ∆ from 0 to ∆/2pi = 300 MHz. Choosing the inverse of the so-called golden
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Figure E.3: Spectroscopy of energy levels in the two-photon manifold The proto-
col for taking data in the two-photon manifold is very similar to the method illustrated in
Fig. (1) of the main text. (a) A typical time-domain measurement of the two-point cor-
relations that are needed for constructing χ2(n,m). For this data set n = 5 and m = 7.
Similar measurements are done for every m,n ∈ {1, 2, .., N} with n 6= m. (b) The magni-
tude of the Fourier transform of χ2(n,m) for all m and n choices with m,n ∈ {1, 2, .., N}
and n 6= m. (c) Average of Fourier transforms presented in (b).
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ratio for b stems from the fact that this irrational number is considered to be ”very”
irrational number, meaning that approximating it in terms of ratio of integers involves
large numbers. Nevertheless, in setting the parameters in the lab, there is no meaningful
distinction between rational and irrational numbers. We chose this number just to reduce
the chance of commensurability with the lattice, which could have been the case if we
chose a number close to 0.5 or 0.33.
Initial states are made by placing two qubits (Qn and Qm) in the superposition
of the |0〉 and |1〉 state. We measure two-point correlations and construct χ2(n,m) ≡
〈σXn σXm〉 − 〈σYn σYm〉 + i〈σXn σYm〉 + i〈σYn σXm〉. We consider all pairs of qubits for the initial
states n,m ∈ {1, 2, ..., 9}. In the two-photon energy manifold, there are 36 single (e.g.
|13,17〉 = |001000100〉) and 9 double occupancy states (e.g. |25〉 = |000020000〉), which
gives
(
9
2
)
+
(
9
1
)
= 45 energy levels. In the two-photon energy manifold of Egn. (2), we
create all 36 single-occupation initial states:
|ψ0〉n,m ≡ |0〉1|0〉2...
( |0〉n + |1〉n√
2
)
...
( |0〉m + |1〉m√
2
)
...|0〉N−1|0〉N (E.13)
In the average of the magnitude of FT of data (summed over all these 36 initial states),
we identify 45 peaks. This constitute {Eα}, a set of 45 eigen-energies of the Hamiltonian.
Note that the number of initial states that one can begin with is technically infinitely
many. Using more initial states only adds to the confidence for the detected peaks. Since
all the eigen-energies of the Hamiltonian has been identified, by choosing one of the initial
states, (e.g. |001000100〉), we can see how extended it is in the energy landscape. This
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is done by considering the FT of the data and reading the magnitude of FT for all Eα
values. Therefore in the expansion
|ψ0〉n,m =
∑
α
Cα,(n,m)|φα〉 (E.14)
we now know {Pα,(n,m)} = {|Cα,(n,m)|2}. Next, we want to extract the expansion of Fock
states |1n〉 from the expansions of our initial states that involved two photons. This is
simply done by adding probabilities of the initial states which share one of the excited
qubits Pα,n =
∑
m Pα,(n,m). Now we can compute
PREnergy(n) ≡ 1∑
α
P 2α,n
, (E.15)
which is a measure of the spread of a real-space localized state in energy landscape. Note
that since
∑
α
Pα,n = 1, the PREnergy is the simplest non-trivial moment of the probability
distribution, which tells us about the spread of wavefunctions. The expansion of energy
eigenstate in real space |φα〉 =
∑
nCα,n|1n〉 is readily done by summing over n
PRspace(α) ≡ 1∑
n
P 2α,n
. (E.16)
E.2.5 Resolving the spectrum for large Hilbert-spaces
In this section, we address the main technical challenge that arises when dealing with a
large many-body system. What sets the limit on how small and large energy differences
we can resolve?
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Figure E.4: Computation of the Participation Ratio in the single-photon mani-
fold. (a) This is the same plot as Fig.1 (c) of the main text and for the ease of comparison
is represented in here. (b) After identification of the peaks, we ask what is the magnitude
of FT (false color) at each site (vertical axis) for a given eigen-energy (horizontal axis).
We normalize the amplitudes such that
∑
n Pα,n = 1 and
∑
α Pα,n = 1.
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In the current work the main limitation comes from the data collecting rate. Each
panel in the two-photon manifold (Fig 3,4, and 5), where we change ∆ in about 20 steps,
took about 2 days to be collected. Recall that we generated all single-occupancy two-
photon states for every realization of the Hamiltonian. This is not a fundamental limit
and one can take data for longer time, but we impose this limit ourselves. Instead of
taking data with this rate for a longer time, we are addressing the core of this issue and
working on improving our data taking rate. There are indications that with fast resetting
techniques and better data streaming, we can improve the data taking rate by two orders
of magnitude. These ideas will be tested and implemented in the future generations of
our devices. These methods would help to push the limitations for implementation of
our spectroscopy method to be limited only by the coherent time of the system.
When the system size N is increased, missing some energy peaks in the measurement
will eventually become unavoidable because the resolution in the energy Fourier spectrum
is fixed by the coherence time of the system. Here, we analyze what happen to level
statistics when some levels are missing. To study the deviation from the ideal level
spacing distributions, we use the Kullback-Leibler divergence and estimate the efficiency
of our method
DKL(P‖Q) =
∑
l
P (rl) log
(
P (rl)
Q(rl)
)
. (E.17)
The KL divergence is close to zero when the two distributions P and Q are close. In
Fig. S5(a) we show the number of missing levels for different parameter regimes and a
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Figure E.5: The effect of missing levels in level statistics We numerically simulate
a system of two interacting particles in a lattice with N = 18 sites and J/2pi = 50MHz.
(a) For a fixed resolution of 1MHz, we calculate the percentage of missing levels for
different parameter regimes. (b) To determine the effect of missing levels on the statistics
we use the Kullback-Leibler (KL) divergence between the measured distribution (which
had missing levels) to the distribution without missing levels.
fixed resolution of 1MHz. Even for a finite size N = 18, it is interesting that one misses
more levels close to the critical point of the AA model ∆ ≈ 2J . This is expected because
close to the critical point, some levels cluster and the statistics is neither Poisson nor
GOE. Therefore, for a finite resolution of the Fourier spectrum, there would be more
missing levels. Fig. S5(b) shows a second step to test the efficiency of our method. We
calculate numerically the KL divergence for a fixed resolution which leads to different
number of missing levels for different parameters.
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E.3 Two-point quantum correlations
Here we discuss the details of the two-point correlation measurements (Fig. (5) of the main
text) and also provide the numerical simulations. In the Bose-Hubbard Hamiltonian
HBH =
9∑
n=1
µna
†
nan +
U
2
9∑
n=1
a†nan(a
†
nan − 1) + J
8∑
n=1
a†n+1an + a
†
nan+1, (E.18)
we set J/2pi = 50 MHz. By design of the chip, U is fixed U/2pi = 175 MHz. We realize
a quasi-periodic potential by setting µn = ∆ cos(2pinb), where b = (
√
5− 1)/2, and vary
∆.
In the data presented in Fig. (5) of the main text, The initial states are made by
placing two qubits (Qn and Qm) in the superposition of the |0〉 and |1〉 states. We
measure Sm,n = |〈σ1mσ2n〉 − 〈σ1m〉〈σ2n〉|, where σ1, σ2 ∈ {σX , σY } and m,n ∈ {1, 2, ..., 9},
for all m and n combinations and choices of Pauli operators. The number of pairs of
qubits that one can pick for exciting initially and measuring the two-point correlation
is
(
9
2
)
= 36. The total number of choices for Pauli operators is 4 (XX, Y Y,XY, Y X),
which means that 36 × 4 = 144 distinct Sm,n are measured. Next, we average Sm,n
over time, from 0 to 250 ns, and over the 4 choices of the Pauli operators, and over all
qubit pair combinations with the same |m − n|. This gives S˜m,n for a given realization
of Hamiltonian (a given ∆/J) as a function of |m− n|.
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Figure E.6: Numerical calculation of the quantum correlations We consider
J/2pi = 50MHz, which fixes the interaction U/J = 3.5. The time-averaged(from 0
to 250 ns) correlation Sm,n = |〈σ1mσ2n〉 − 〈σ1m〉〈σ2n〉| for b = (
√
5 − 1)/2 and a system
size N = 9 is (a) experimentally measured (same as Fig. 5 in the manuscript), and (b)
numerically computed.
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E.4 Aubry-Andre model
In the absence of interactions (or at single-particle level), the Eqn. 3 of the main text
is the celebrated Aubry-Andre (AA) model[83, 129]. We compare this model with the
well-studied Anderson model. In 1D or 2D Anderson model, any amount of disorder
would localize the entire system and there is no phase transition, or transition is at
zero disorder. However, in the 3D Anderson model there is a localization-delocalization
transition, where a mobility edge appears [4]. Similar to the 3D Anderson model, the
1D AA model exhibits a localization-delocalization transition. In the AA model, when
∆ = 2J , all the eigenstates are fully localized (delocalized) for ∆ > 2J (∆ < 2J) and
the localization length is independent of the energy and is solely determined by the ratio
between ∆ and J [129]. Therefore, the AA model does not exhibit mobility edge [113].
The main difference between the 3D Anderson model and the AA model is that in the
AA model, the delocalized phase is characterized by ballistic transport, i.e., scattering
events are rare[83]. This implies a ballistic spreading of an initial state localized at a
given site.
Now let us discuss briefly the effect of interactions in the AA model (Eqn. 2 of the main
text) and a discussion about the signatures of the mobility edge. In the interacting case,
one can use the basis of single-particles states of the AA model and in this representation,
the interaction act as a hopping term in energy space, allowing transitions between
different single-particle states [129]. In systems with a single-particle mobility edge, like
3D Anderson model, the interaction couples localized and delocalized states[113]. This
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happens because for a given strength of disorder, localized and delocalized states coexist.
In the case of the AA model, as there is not mobility edge in the noninteracting case, the
interaction just couples single-particle states which are either localized or delocalized.
The signatures of the mobility edge observed in the experiment can be explained as
a consequence of the interaction between the two particles in the lattice. When they
are located at a distance smaller that the single-particle localization length, they form
a bound state that spreads ballistically, as it has been reported in the literature [55].
When the particles are far apart, i.e., at a distance longer than the localization length,
they remain localized. This argument explain the coexistence of localized and delocalized
states in the interacting model for a fixed disorder and provides an explanation for the
signatures of the mobility edge seen in Fig. (3).
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Appendix F
Supplementary Information for
Chapter 7
F.1 Qubit architecture
The more control a quantum platform offers, the simpler it is to embed diverse appli-
cations. For this reason, we have developed superconducting gmon qubits with tunable
frequencies and tunable interactions. An optical micrograph of the device is shown in
Fig. 1 of the main text and the corresponding circuit diagram is shown in Fig. F.1. The
qubits consist of a capacitor (coplanar-waveguide strip), a flux-tunable DC SQUID and
a shunt inductor. While the qubits are similar to typical planar transmons (unbiased fre-
quency of 6.2 GHz, non-linearity of 180 MHz), the shunt inductor provides coupling to an
RF SQUID. Flux into this RF SQUID allows for tunable coupling between neighboring
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Figure F.1: Device. Circuit diagram for the device shown in Fig. 1 of the main text.
The qubit SQUID and coupler junction inductances are the effective linear values at zero
phase.
qubits. The voltage divider created by the DC SQUID and shunt inductor protect the
qubit from capacitive losses in the coupling circuit. Each qubit is dispersively coupled to
a readout resonator which are themselves coupled to a low-Q Purcell filter. Twenty-six
control lines are used to drive microwave rotations (coupling of 50 aF), set the qubit
frequencies (mutual of 1 pH), and bias the couplers (mutual of 1 pH). Interconnects and
crossovers are formed using aluminum air-bridges.
F.2 Raw data with predictions
In the main-text, the cross-entropy is used to show that we are able to accurately predict
the measured probabilities. Here, we show the measured probabilities with the predictions
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Figure F.2: Raw data with model predictions. Measured probabilities for two
instances of a 5 qubit experiment after 10 cycles (blue bars). Error bars (3 standard
deviations) represent the statistical error from 50,000 samples. This is the same data
used in Fig. 1 of the main-text, however, now we overlay the expected probabilities (red
circles).
overlaid onto the data (Fig. F.2). We find a strong resemblance between the data and
the predictions. While less quantitative than Fig. 4a in the main-text, this provides an
intuitive and visual demonstration that we have developed an accurate control model.
F.3 Histogram of probabilities without normaliza-
tion
The output probabilities of interacting quantum systems (after sufficiently long evolution)
all obey a single universal distribution, known as a Porter-Thomas distribution. The
distribution of probabilities P has the form e−P×Nstates where Nstates is the dimension
of the state space. In the main text, we plot histograms of the measured probabilities
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Figure F.3: Histogram of probabilities. Histograms of the raw output probabilities
for 5 to 9 qubit experiments after 5 cycles of evolution. The width of the bars represent
the size of the bins used to construct the histogram. This is the same data used in Fig. 2
of the main-text, however, here we do not normalize the probabilities by the number of
states.
weighted by Nstates - this places the data onto a universal axis. For completeness, we
present histograms of the same datasets without weights (see Fig. F.3).
F.4 Hilbert-space dimension
Determining how many states are required to accurately reproduce the experimental data
is key to understanding the complexity of our algorithms. In the main text, we show
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that the system uniformly explores a Hilbert space that grows as 2N/
√
N . Therefore,
this expression provides a lower bound on the complexity. However, higher states of each
qubit (e.g. |2〉) do modify the dynamics and including these states in the simulations
increases the computational complexity (see Appendix I for more details). It is not
yet understood if these states are necessary to include or if they can be accounted for
perturbatively.
In Table 1 we consider the number of states needed under various truncations schemes.
The first column is the number of qubits ranging from 3 to 9. The second column is
the number of states typically associated with qubit simulations (2N) and is shown for
comparison. The third column is the number of states if each qubit is treated as a 2-level
system and truncated to a subspace with half the qubits excited - this scales roughly as
2N/
√
N . This is the lower bound on the scaling of complexity as the system uniformly
explores these states (see main text). In the fourth column we consider all states where
only a single qubit is in the state |2〉 - we refer to these states as single doublons. An
example of such a state for 8 qubits and 4 excitation would be |02100100〉. States of this
form are the closest in energy to the qubit-subspace and, consequently, most significantly
modify the evolution. In the last column we consider qutrits that have been truncated to
the subspace with the correct number of excitations and includes multi-doublon states.
In Fig. F.4 we plot the number of states for each of these truncation schemes for 10
to 50 gmon qubits as solid colored lines. We have taken log2 of the vertical axis so
that it represents an effective number of qubits. In addition to the exact scaling, we
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N 2-Levels
2-Levels
trun-
cated
Single
doublon
3-Levels
truncated
3 8 3 6 6
4 16 6 10 10
5 32 10 15 15
6 64 20 50 50
7 128 35 77 77
8 256 70 238 266
9 512 126 378 414
Table F.1: Hilbert-space dimension versus number of qubits N for various truncation
schemes. The second column (2-levels) is simply 2N . The next column is the number
of states after truncating to a subspace with a fixed number of excitations. The third
column (single doublon) includes additional states where a single qubit is in the 2-state
(e.g. |02100100〉). The final column treats each qubit as a 3-level system and truncates to
a fixed number of excitations. This includes all multi-doublon states such as |02020000〉.
plot approximate expressions as dashed black lines. We find that 2N/
√
N is an accurate
scaling for two-level systems assuming fixed number of excitations. Fitting the results
for the single-doublon and qutrit subspaces, we find approximate scalings of 2.05N and
0.15 × 2.42N . For comparison, we plot the classical memory requirements as horizontal
lines for a typical 16 GB home computer, a 1 TB high-performance computer, and a
1 PB super computer. A home computer may be able to simulate 33, 28 or 26 qubits
depending on the truncation scheme. A super computer would be limited to 47, 44, or
37 qubits - this is the the number of qubits required to achieve quantum supremacy. For
further details on the complexity of these algorithms see Appendix I.
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Figure F.4: Complexity scaling. Hilbert-space dimension versus number of qubits
for 10 to 50 qubits for various truncation schemes. In every case, we only consider
states with a fixed number of excitations. The exact scaling for qubits, single doublons
and qutrits are shown in blue, green and red respectively. The corresponding dashed
lines are approximate scalings. For qubits, this is given by 2N/
√
N . For the single-
doublon subspace, we find that 2.05N is an accurate approximation. For qutrits, we find
that 0.15× 2.42N is an accurate approximation. Horizontal lines correspond to memory
requirements on a classical computer assuming the state is represented using complex
64-bit numbers.
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F.5 Post-selection
The control sequences used in this experiment are designed to conserve the total number
of excitations. However, experimental imperfections, such as measurement error and
photon loss, can change the number of excitations. The ability to identify and remove
erroneous outcomes, while advantageous, comes at the expense of reduced data rates. In
Fig. F.5 we plot the fraction of measurements that were thrown away as a function of
the number of cycles for 5 to 9 qubit experiments. Initially (at 0 cycles), the number of
erroneous outcomes scales as 5.0%/qubit, consistent with measurement infidelity. The
number of erroneous outcomes scales linearly with the number of cycles at a rate of
0.1%/qubit/cycle, consistent with photon loss.
Figure F.5: Post-selection. The fraction of the measurements that were rejected
during post-selection is plotted versus the number of cycles for 5 to 9 qubit experiments.
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F.6 Calibrations
Arbitrary time-dependent control of a well-specified Hamiltonian is a staggering control
problem. In the next four sections, I describe the calibration procedures used to tackle
this problem. While there is still a great deal of work left before completely arbitrary
control is feasible, this work represents a significant step in that direction.
Converting time-dependent pulses into time-dependent matrix elements is done in two
steps. First, the signals produced at room temperature are not necessarily what reach the
target device (qubit or coupler SQUID). Nonidealities include pulse-distortion, relative
timings, and crosstalk (see sections 1, 2 & 3). Second, a physical model of the device is
required to convert the signals at the target device to matrix-elements of a Hamiltonian
(see section 4).
F.6.1 Pulse distortion
We observe that our control pulses undergo frequency-dependent attenuation. The
transfer-function between room temperature and the target-device is modeled as
H (ω) = 1 + 
iωτ
1 + iωτ
(F.1)
where  is the fraction of the pulse height that undergoes distortion (typically  ≈ 1%)
and τ is a characteristic time-scale (typical values are 10 ns and 70 ns). This expression
can be derived using a simple model, treating the CPW bias-line as an inductor network
with lossy asymmetric return paths. While the physical origin of the pulse-distortion is
not completely understood, this model is consistent with the data.
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Figure F.6: Pulse distortion. a Qubit phase as a function of time after a pulse on the
qubit flux-bias line. The ideal response is flat, however, due to imperfections in the lines,
we observe the response shown in red. The data can be fit for the transfer function of
the line and this can be used to flatten the response. The data after correction is shown
in black. b Procedure for fitting the phase response data. Given a model for the transfer
function, one can compute the expected flux versus time. Knowing the qubit frequency
versus flux allows this to be converted to qubit frequency and then phase. This predicted
phase can then be compared to the measured phase response and the difference provides
a cost function for optimizing the parameters of the transfer function.
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The pulse sequence used to infer the transfer function is shown inset in Fig. F.6a.
First, the qubit is rotated to the equator. Next, a square pulse is applied to the qubit
flux-bias line. The phase of the qubit then measured as a function of delay time after
the pulse using state-tomography. Ideally, the phase should be independent of time.
However, we observe that the control pulse settles over time in a manner consistent with
Eq. 1. The data is shown in red for all nine qubits.
The procedure used to fit the phase response is shown in panel b. First, an initial
guess for the parameters of the transfer function is used to predict the decay of the control
pulse. Next, the control flux is converted to qubit frequency using a separate calibration
(data not shown). The change in qubit-frequency can then be integrated to get the
corresponding phase shift. The difference between the predicted phase response and the
measured phase response provides a cost function for finding the optimal parameters
in the transfer function. If one term is insufficient to flatten the response, a second
amplitude and time-constant is added in order to further suppress phase accumulation.
The inferred transfer function can then be used to correct for the observed distortion
by dividing the output signals ( in the frequency domain) by the transfer function. The
phase response after correction is shown in panel a (black).
F.6.2 Timing
Variations in the cabling and filtering can result in the pulses arriving at the target device
at different times. It is therefore important to measure these delays and offset the pulses
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Figure F.7: Timing delays. a Pulse sequence used to synchronize timings for the 26
control lines. The qubit flux-bias lines and microwave lines are synchronized by varying
the delay between a pi-pules and a detune pulse. When the relative timing is large, the
pi-pulse excites the qubit; when the relative timing is small, the qubit is detuned from
the microwave rotation and the pulse fails to excite the qubit. An identical experiment
is used to synchronize the coupler flux-bias lines. This is done by using the frequency
shift induced on the qubit by the coupler. b Experimental data for qubit and coupler
experiments. Each curve is fit to a sum of two error-functions in order to determine the
timing offset between pulses.
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in order to compensate. Conceptually, this is done by choosing a single control line as a
reference to which all other lines are synced. In this experiment, the flux-bias line of the
center qubit (Q5) is chosen to be the reference. The rest of the lines are synchronized
using the following steps. 1) The microwave pulses on Q5 are shifted so they align with
the flux-bias pulses. 2) The flux-bias of the neighboring coupler (e.g. CP45) is shifted
in order to sync with Q5’s microwave line. 3) The flux-bias and microwave lines of Q4
are synchronized with one another by shifting the microwave pulse. 4) Both the flux-bias
and microwave lines of Q4 are shifted in order to sync up with CP45. This procedure
starts in the center and moves out towards both edges until the entire array is synced.
The pulse sequence used to carry out this procedure is shown in Fig. F.7a. The relative
timing between a microwave pi-pulse and a qubit (or coupler) flux-bias pulse is varied
and the probability of the qubit being in the excited state is measured. If the flux-bias
pulse occurs before or after the pi-pulse, the qubit ends up in the excited state. When the
flux-bias pulse occurs during the pi-pulse, the qubit frequency shifts and the pi-pulse is
off-resonance with the qubit and fails to completely excite the qubit. Data for both qubit
and coupler flux-bias pulses are shown in panel b. The data is fit in order to determine
the timing offset and the result is used to correct future pulses.
F.6.3 Crosstalk
Ideally, the current from any given control line will only reach a single device. However,
due to unwanted geometric coupling, a small fraction of the flux from any line will reach
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Figure F.8: Flux-bias crosstalk. a, b Pulse sequence and measurement used to
calibrate cross-talk between flux-bias lines. This experiment is performed on all combi-
nations of ’source’ lines and ’target’ qubits and couplers. For a fixed pulse height on the
source line, we vary the height of a compensation pulse on the target line and measure the
phase of a ’measure’ qubit. The correct compensation amplitude corresponds to where
the measured phase is equal to the phase without a pulse on the source line - this is
the reference value (green) shown in the middle panel. The ratio of the compensation
amplitude and the source pulse height is the crosstalk matrix-element. c The cross-talk
matrix. Each pixel represent the crosstalk matrix-element from the source device to the
target device. Cross-talk from from qubits to neighboring couplers are not shown as they
saturate the color-scale at 4%.
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several devices. The procedure used to measure and correct for this effect (linear flux
crosstalk) is shown in Fig. F.8.
The pulse sequence and an example dataset are shown in panels a and b. In order to
measure the crosstalk, we apply a square pulse of fixed height on the ’source’ line. We
then measure the phase of the ’measure’ qubit versus the amplitude of the compensation
pulse on the ’target’ device. The target device is either the measure qubit itself or a
neighboring coupler. The phase of the measure qubit in the absence of a pulse on the
source line is measured as a reference. The correct compensation amplitude corresponds
to when the measured phase equals the reference phase. The crosstalk matrix-element
is given by the ratio of the amplitude of the compensation pulse and the source pulse.
This experiment is repeated for all combinations of sources and targets.
The crosstalk matrix-elements are shown in panel c. Lines physically closest to one
another have crosstalk around 0.1-0.3%. Crosstalk from qubits to neighboring couplers
are not shown as they saturate the scale at 4%. The desired output fluxes now be
multiplied by the crosstalk matrix in order to produce control fluxes with the ideal
behavior.
F.6.4 Control model
In the previous three sections, we’ve shown how to make sure that the control pulses are
orthogonal, arrive at the same time, and arrive without distortion. This should provide
us with sufficient knowledge of the pulses that arrive at the target device. The next step
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Figure F.9: Building a physical control model. a, b In order to convert the
control pulses to Hamiltonian parameters, we construct a physical model of our qubits
and couplers. The model consists of capacitors, inductors and Josephson junctions. In
panel a, we measure the qubit transition frequencies f10 (ground-state to first excited
state) and f21 (first excited to second excited state) as a function of qubit and coupler
flux-biases. Fitting the datasets allows us to determine the values of model parameters.
Fitting errors for all qubits and couplers are shown in panel b and are typically a few
tenths of a MHz.
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in converting this control pulse to matrix-elements of a known Hamiltonian.
The qubits are well approximated by a Bose-Hubbard model with three parameters:
frequency, anharmonicity and coupling. The frequency and anharmonicity have a nonlin-
ear dependence on the flux-bias of the qubit and both neighboring couplers. The coupling
has a non-linear dependence on the flux-bias of the coupler, each qubit, and even the
neighboring couplers (as they shift the qubit inductance).
Determining the values of these parameters as a function of the control knobs can
be done in one of two ways: 1) measure every parameter versus every knob and spline
the data or 2) measure cuts in the parameter space and use these cuts to construct a
physical model of the device. In this experiment, we have chosen the second approach
for two reasons. The first reason is that accurately measuring the individual parameters
is very challenging. Given two qubits, spectroscopic probes only provide two pieces of
information (the two eigenvalues) from which one cannot simultaneously determine the
frequencies and couplings separately (three parameters). Time-domain approaches re-
quire accurately measuring small variations in the populations which are hard to resolve
in experiments. The second reason is that the final step in calibration is often optimiza-
tion. A ’measure everything and spline’ approach has far too many degrees of freedom
to optimize over.
A gmon qubit can be modeled as a capacitor, inductor and tunable junction, all in
series. The Hamiltonian for such a circuit is given by
H = Qˆ
2
2C
− I0Φ0
2pi
cos φˆj +
1
2
Lg
(
I0 sin φˆj
)2
(F.2)
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where Qˆ is the charge on the capacitor, C is the capacitance, I0 is the tunable critical
current of the junction, φˆj is the phase drop across the junction, and Lg is the geometric
inductance. The phase drop across the junction φˆj is related to the conjugate variable
of charge (flux Φˆ) through the following relationship
φˆj = φˆ+ 2
∑
n
(−1)nJn(βn)
n
sin(nφˆ) (F.3)
where φˆ = 2pi
Φ0
Φˆ, Jn is the Bessel function of the first kind, β = Lg/Lj, and Lj =
Φ0
2pi
1
I0
is
the effective inductance of the junction. The Hamiltonian can be numerically diagonalized
by expressing Qˆ and Φˆ in terms of harmonic oscillator raising and lowering operators. We
find that truncating these operators at 20 levels provides 1 Hz accuracy for a 5 GHz qubit
with -200 MHz nonlinearity at β = 0. It is important to note that keeping too many
levels (past around 60) causes this numerical approach to break down as the harmonic
oscillator states start to find low energy solutions in the neighboring minima of the cosine
potential.
This model is used to fit measurements of the qubit energy spectrum for C, Lj and Lg.
In order to make this process computationally efficient, exact diagonilization is used to
estimate coefficients in a perturbation expansion; the perturbative model is then used for
fitting. This is done by expressing the Hamiltonian in terms of the harmonic oscillator
frequency ω0 =
1√
C(Lg+Lj)
and two small dimensionless parameters, β = Lg/Lj and
λ = Z0
(Rk/pi)
where Z0 =
√
(Lg+Lj)
C
and Rk = h/e
2. The Hamiltonian was diagonalized over
a 100x100 grid for 0 ≤ λ ≤ 0.04 and 0 ≤ β ≤ 0.25 and the results were fit for coefficients
of a 2-dimensional polynomial. The following expressions for the two lowest transitions
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are accurate to within 100 kHz at 5GHz
ω10/ω0 = 1 +
∑
Anmβ
nλm+1
ω21/ω0 = 1 +
∑
Bnmβ
nλm+1
A =

−0.9989185 −1.01547902 −3.39493789
2.92743183 −1.15831188 0.0
−4.93953913 8.17006907 0.0
4.03181772 0.0 0.0

B =

−1.99707501 −3.25782090 −18.0220389
5.81558214 −1.77830584 0.0
−9.55174679 22.6985133 0.0
7.16401532 0.0 0.0
 (F.4)
Note that A00 ' −1.0 and B00 ' −2.0 as expected from first-order perturbation theory.
Similarly, A10 ' 3.0 (the coefficient of βλ) is also consistent with perturbation theory.
Increasing the domain or improving the accuracy of this expansion is as simple as fitting
to a higher degree polynomial.
Each qubit is dispersively coupled to a readout resonator. This resonator imparts a
frequency dependent shift on the qubit’s energy levels. The frequency shift is modeled
as
∆ω10 =
1
2
(
|δ| −
√
4g2r + δ
2
)
(F.5)
where δ = ω10 − ωr, ωr is the frequency of the resonator and gr is the qubit-resonator
243
coupling. The shift in ω20 depends on the anharmonicity of the qubit and is modeled as
∆ω20 =
1
2
(
|δ + η| −
√
4g2r(1 +
η
ω10
) + (δ + η)2
)
(F.6)
where η = ω21 − ω10 is the qubit anharmonicity - note that we have accounted for a
nonlinear correction in the two-photon coupling strength. The shift in ω21 is then given
by ∆ω21 = ∆ω20 − ∆ω10. When fitting measurements of the qubit energy spectrum,
these expressions are used to find gr given the known resonator frequency (measured
independently).
Each qubit is coupled not only to a readout resonator but also to a coupler. Treating
the coupler as a tunable linear inductor, one finds that the geometric inductance of the
qubit is modified according to the following expression
Lg → Lg − M
2
Lc
βc
1 + βc
(F.7)
where M is the mutual inductance from the qubit to the coupler, Lc is the geometric in-
ductance of the coupler, βc = βC0 cosφc is the ratio of the coupler’s geometric inductance
to junction inductance, and φc is the phase drop across the coupler. When converting
from the applied control flux to junction phase, Eq. 3 is used. When fitting measurements
of the qubit energy spectrum, these expressions are used to find βC0 and M0 = M
2/Lc.
The coupler also has a mode which dispersively pushes on the qubit energy levels
(similar to the readout resonator). We find that including this mode is necessary in
order to accurately reproduce the measured qubit energy spectrum. The frequency of
this mode changes with the flux applied to the coupler according to ωc = ωC0
√
1 + βc
where ωC0 is the unbiased frequency of the coupler. The coupling between the qubit
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and the coupler mode is given by
√
ω10ωc
2
M√
(Lg+Lj)Lc(1+βc)
which is the typical harmonic
oscillator expression. The dispersive shift is then taken into account in a manner similar
to the readout resonator. This effect introduces an additional fitting parameter ωC0.
All of these physical parameters are determined by fitting the two lowest transition
energies of each qubit (ω10 and ω21) versus the qubit and coupler flux. The advantage
of this calibration strategy is that it requires only single qubit experiments and is likely
scale to much larger systems. Calibrating 9 qubits and 8 couplers takes around 24 hours
to complete. During each experiment, all other qubits are biased to their minimum
frequency in order to effectively remove them from the system. Ignoring the neighboring
qubit could result in up to a 1 MHz error in the model at the maximum coupling (a 5 GHz
detuning and a 50 MHz coupling gives a 0.5 MHz dispersive shift). Example datasets are
shown in Fig. F.9a. The difference between the fit and the data is shown in panel b for
all datasets. Typical errors are on the order of 0.1 MHz. Below is a table of parameters
inferred from the data. M0 left (right) refers to the mutual to the qubit on the left (right)
of the coupler.
In addition to these, every control line has two more fitting parameters - a conversion
from DAC amplitude to Φ0 (2.04±0.03 for qubits and 1.82±0.04 for couplers) and a static
flux offset. The data is also fit for the crosstalk from couplers to qubits as this matrix-
element is difficult to infer using any other technique. Additional fitting parameters are
included, when necessary, to account for the qubit being brought into resonance with two-
level defects. Lastly, we find it necessary to include a factor multiplying the two-photon
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Qubit C [Ff] Lj[nH] Lg [nH]
gr/2pi
[MHz]
Q1 86.2 6.46 0.96 112.0
Q2 85.9 6.26 0.98 106.0
Q3 87.7 6.25 0.86 135.0
Q4 86.5 6.47 0.92 128.0
Q5 83.9 6.26 1.06 106.0
Q6 85.6 6.31 0.98 114.0
Q7 85.9 6.45 0.95 113.0
Q8 86.4 6.33 0.94 117.0
Q9 87.2 6.41 0.86 126.0
Avg. 86.1±1.0 6.35±0.08 0.95±0.06 117.4±9.5
Coupler
M0 left
[pH]
M0
right
[pH]
βC0
ωC0/2pi
[GHz]
CP12 43.6 40.2 0.664 14.6
CP23 42.6 41.1 0.660 14.6
CP34 42.3 41.6 0.665 14.8
CP45 43.2 41.5 0.661 14.7
CP56 46.2 40.9 0.657 15.0
CP67 44.0 41.8 0.664 14.8
CP78 43.3 39.5 0.671 14.5
CP89 43.2 37.9 0.663 14.8
Avg. 43.6±1.1 40.6±1.2 0.663±0.004 14.7±0.15
Table F.2: Model parameters for all qubits (upper table) and couplers (lower table). The
last row in each table is the average over devices ± 1 standard-deviation.
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interaction between the qubit and the coupler with inferred values of 0.959±0.003. This
4% reduction in the 2-photon coupling is likely the result of anharmonic corrections to
the coupler. Ideally, in future experiments, this parameter will be replaced by the coupler
impedance and a nonlinear model of the coupler.
F.7 Appendix
F.7.1 Complexity of the time evolution in the driven Hubbard
model
For a number of families of quantum circuits, such as linear optics (boson sampling) [1],
commuting circuits (IQP) [34, 33] and random circuits [28, 2], it has been argued that
sampling the distribution of the output of the circuit presents a hard computational task
for a classical computer, see also Ref. [121] for a brief review. Also it has been sug-
gested that these hardness arguments could be extended to a wider class of quantum
circuits [121]. In this section we provide intuitive arguments in support of the compu-
tational complexity of the sampling of the output of the driven continuous evolution
protocol implemented on the gmon circuit. We show that the observed probability am-
plitudes pn of bitstrings n = {0, 1}⊗N can be mapped onto a classical partition function
with complex temperature which realizes an analog of the sign problem of the Quan-
tum Monte Carlo algorithm. Computationally hard instances are likely generated in the
quantum chaotic regime. To identify this regime we analyze characteristics of quantum
247
chaos: the wave function statistics, rapid loss of memory of the initial state and entangle-
ment dynamics. We restrict the discussion to the Bose-Hubbard approximation. The full
gmon circuit model contains additional non-integrable terms in the Hamiltonian which
do not change the qualitative picture of the chaotic dynamics. Further work is needed to
formally establish the complexity class of the task of computing pn and to connect the
sampling task in the gmon circuit to the collapse of the Polynomial Hierarchy, as was
argued in the case of random circuits, see Ref. [28] and references therein.
Sampling amplitude as a classical partition function
We separate the diagonal and even/odd terms in the Bose-Hubbard Hamiltonian,
H = Hˆd + Vˆe + Vˆo, (F.8)
Hˆd =
N∑
i=1
(
δiaˆ
+
i aˆi +
ηi
2
aˆ+i aˆi
(
aˆ+i aˆi − 1
))
, (F.9)
Vˆe =
∑
i even
gi,i+1(t)
(
aˆ+i aˆi+1 + h.c.
)
,
Vˆo =
∑
i odd
gi,i+1(t)
(
aˆ+i aˆi+1 + h.c.
)
, (F.10)
where gi,i+1(t) is the time-dependent drive as implemented in the experiment, see main
text for details. For an evolution operator Uˆ(T ) we introduce a grid of discrete time
points t = 0, ..., 2M , related to the physical time τ by τ = ∆t, ∆ ≡ T
2M
. We can write
a Trotter decomposition in the basis of boson occupation numbers |~n (t)〉 ≡ ⊗Ni=1|ni,t〉,
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where ni,t is the number of bosons at site i at time t,
Z ≡ 〈~n′|Uˆ(T )|~n〉 =
∑
{~n(t)}
e−i
1
2
∆
∑2M
t=1Hd(n(t))
×
∏
t=0,2,4...
〈~n (t) |e−i∆Vˆe(t)|~n (t+ 1)〉〈~n (t+ 1) |
e−i∆Vˆo(t+1)|~n (t+ 2)〉,
where the sum runs over all possible realizations of the set {~n (t)}. All even (and
odd) bond operators commute among themselves resulting in the product, 〈e−i∆Vˆe(t)〉 =∏
i even Λ(i,i+1);(t,t+1), where each term Λ(i,i+1);(t,t+1) is
〈ni,tni+1,t|e−i∆gi,i+1(t)(aˆ
†
i aˆi+1+aˆ
†
i+1aˆi)|ni,t+1ni+1,t+1〉 .
This can be calculated explicitly giving
Λ(i,i+1);(t,t+1) Condition
1
ni,t = ni,t+1
ni+1,t = ni+1,t+1
−i∆gi,i+1 (t)
√
ni,t(ni+1,t + 1)
ni,t = ni,t+1 + 1
ni+1,t = ni+1,t+1 − 1
−i∆gi,i+1 (t)
√
(ni,t + 1)ni+1,t
ni,t = ni,t+1 − 1
ni+1,t = ni+1,t+1 + 1
0 other
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This operator reflects a swap of one particle between the neighboring sites ni,t and
ni+1,t and ensures that particle non-conserving trajectories do not contribute to the par-
tition function. The partition function is a sum of complex amplitudes,
Z =
∑
{~n(t)}
eiφ{~n(t)}w{~n(t)}. (F.11)
Each trajectory {~n (t)} is associated with a phase factor φ{~n(t)}, and a real non-negative
weight w{~n(t)} ≥ 0,
w{~n(t)} =∏
type I
∣∣∣∣√ni,t(ni+1,t + 1)gi,i+1 (t) ∆∣∣∣∣
∏
type II
∣∣∣∣√(ni,t + 1)ni+1,tgi,i+1 (t) ∆∣∣∣∣ ,
where the products are over all 4-site plaquettes of type-I and type-II for which the
equalities ni,t = ni,t+1 + 1, ni+1,t = ni+1,t+1 − 1 and ni,t = ni,t+1 − 1, ni+1,t = ni+1,t+1 + 1,
respectively, hold for a given 2D trajectory {~n (t)}. According to the expressions for
Λ(i,i+1);(t,t+1) the weight w{~n(t)} vanishes for any trajectory that does not conserve the
number of bosons.
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The phase factor, from the swaps and from the diagonal part of the Hamiltonian, is
φ{~n(t)} = −1
2
∆
2M∑
t=1
N∑
i=1
(
δini,t +
η
2
ni,t(ni,t − 1)
)
− pi
2
∑
(i,t)
J(i,i+1);(t,t+1) (ni,t − ni,t+1)2
(ni+1,t − ni+1,t+1)2 , (F.12)
where J(i,i+1);(t,t+1) = sign (gi,i+1(t)) when ni,t = ni,t+1 ± 1 and ni+1,t = ni+1,t+1 ∓ 1, but
is equal to 0 otherwise.
The resulting partition function Z in Eqs. (F.11-F.12) describes a discrete classical
model, a generalization of the Potts model [188] on a square lattice with 4-site interactions
and complex parameters with non-zero real and imaginary parts.
Assuming a classical algorithm with overall polynomial resources, the accuracy with
which each phase factor of a trajectory can be determined is polynomial in N . This
means that the partition function takes the form,
Z =
R∑
r=0
wre
2pii r
R , (F.13)
where r is integer, and R ∼ O(Nα) for some power α. Each weight wr is therefore a bin
containing all the trajectories corresponding to the given phase within the discretization
accuracy, see Fig. F.10, i.e. wr is a sum wr =
∑κr
i=0w
(i)
r over κr trajectories satisfying
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Figure F.10: Binning of the phase factors in the partition function Eq. (F.13).
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the condition,
2pi
r
R
< φ{~n(t)} < 2pi
(r + 1)
R
, (F.14)
each trajectory weighted with w
(i)
r . The typical number of trajectories satisfying Eq. (F.14)
is exponential in the number of time steps multiplied by the number of sites M × N .
Notice however that in the limit M → ∞ the weight of each trajectory is suppressed
because w{~n(t)} ∼ exp (−ν logM), where ν is the total number of swaps of both type-I
and type-II in the trajectory. For a given realization of a trajectory {~n (t)} containing ν
swaps in a specific order there are
(
M
ν
)
ways to arrange the swaps among the M points
of discrete time. This entropic factor compensates the suppression factor in the weight
of the trajectory. As a result, trajectories with νgT ∼ N
∫ T
0
dtgi,i+1(t)  1, which does
not scale with M , dominate the weight wr. Therefore wr,νgT ∼ exp (const× νgT ), which
ensures that wr  1 scales exponentially with the number of qubits N . The partition
function is therefore given by the sum of a polynomial number of phase factors each
multiplied by an exponentially large weight.
In the chaotic regime the typical value of the amplitude
∣∣∣〈~n′|Uˆ(T )~n〉∣∣∣ is exponentially
small in the number of qubits N , and therefore the value of |Z| results from the cancel-
lation of exponentially large weights. In this regime the task of calculating the sum in
Eq. (F.13) on a classical computer is analogous to estimating a partition function with a
sign problem using the Quantum Monte Carlo algorithm. In Ref. [28] it was argued that
a classical statistical algorithm to calculate the sum of type Eq. (F.13) in polynomial
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time necessarily requires exponential accuracy, suggesting that approximating Eq. (F.13)
presents a hard computational problem.
Comparison to the cases of hard core and free bosons
It is instructive to consider the case where the Hilbert space is truncated to only the
ground and first excited level ni = {0, 1}, which holds in the limit η → ∞. This
corresponds to the spin-1/2 XX model. In this case the Hubbard interaction does not
contribute and therefore the evolution of the Bose-Hubbard model at half-filling can be
described in terms of the dynamics of N/2 free particles. Moreover, the model allows a
one-to-one mapping onto free fermions via the Jordan-Wigner transformation [133]. The
initial state can be written in terms of fermion creation/annihilation operators c†i , ci at
lattice site i,
|~n〉 =
N/2∏
α=1
c†iα|0〉, 1 ≤ i1 < i2 < ... < iN/2 ≤ N, (F.15)
where strict ordering of indexes means Jordan-Wigner strings can be dropped. Rewriting
the time-dependent Hamiltonian Eq. (F.9) in terms of fermionic operators and the time
dependent N ×N matrix hˆ, H = ∑i,j hˆi,j(t)c†icj, we can find the time dependence of the
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Heisenberg picture fermionic operators explicitly,
c˜i(T ) = Uˆ
†(T )cj(0)Uˆ(T ) =
N∑
j=1
[Vi,j(T )] cj(0), (F.16)
[Vi,j (T )] =
[
T exp
(
−i
∫ T
0
dt hˆ(t)
)]
ij
, (F.17)
where Vi,j is an N ×N matrix. The anti-commutation properties of free fermions result
in the fully anti-symmetric form of the probability amplitude,
〈~n′|Uˆ(T )|~n〉 = 〈0|
N/2∏
β=1
c˜jβ(T )
N/2∏
α=1
c†iα|0〉
=
∑
P(iα)
(−1)PVj1,i1 (T )Vj2,i2 (T ) ...VjN/2,iN/2 (T ) , (F.18)
where P(iα) stands for permutations of the site indexes iα and the factor (−1)P takes
into account the sign change for odd number of index permutations. The sum of
(
N
2
)
!
terms in Eq. (F.18) reduces to a determinant of an N
2
× N
2
matrix and can be calculated
efficiently. This is a very special realization of the partition function Eqs. (F.11-F.12).
In the opposite limit of η → 0 and unlimited Hilbert space ni = 0, 1, ..., N2 , a similar
description holds in terms of free bosons. In particular, the Heisenberg equation of
motion is completely analogous to Eq. (F.16) but using bosonic operators aj(T ) instead of
fermionic operators. Crucially, this implies that the amplitude 〈~n′|Uˆ(T )|~n〉 does not have
the form of an anti-symmetric sum, but instead it can be reduced to a permanent [168],
which is known to present a hard computational problem [182, 115, 1]. Note also that
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because Eq. (F.16) can swap operator indexes as part of the evolution, the restriction to
1D is not consequential for T ∈ O(N).
In the intermediate regime of η/g ∈ O(1), including the second on-site excited level
ni = {0, 1, 2} violates the strictly anti-symmetric nature of the sum in Eq. (F.18). In
the case of weak η, an intuitive picture emerges: virtual transitions through the second
excited state introduce effective interactions in the fermionic representation. For random
parameters, we expect the interactions to result in a chaotic evolution.
F.7.2 Estimates for the cost of simulating the Bose-Hubbard
model.
Direct simulation with truncated bosons
A first attempt to estimate the cost of a direct simulation of the Bose-Hubbard model
in the parameter range of interest is to truncate the Fock space of each gmon. We
denote the different truncated spaces by the parameter m, with m = 1 corresponding
to all the gmons truncated to the first excitation level |1〉 (the qubit subspace), m = 2
corresponding to all the gmons truncated to the second excitation level |2〉, and so for.
We integrate the time-dependent Schro¨dinger equation using fourth order Runge-
Kutta, which is a standard numerical integration method 1. We use the cross entropy
difference after projecting the state to the qubit subspace, as explained in the main text,
1There are other numerical integration algorithm, such as the Lanczos method. Nevertheless, given
that we are interested in a time-evolution with a time-dependent Hamiltonian, fourth order Runge-Kutta
seems well suited for this task.
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Figure F.11: We can simulate with four level systems.
as an approximation of fidelity, to quantify the fitness of the numerical integration at
different levels of truncation. More explicitly, we performed numerical integration with
up to N = 18 gmons and compute the cross entropy difference at a given truncation level
m and the fiducial integration with the highest truncation level, which we choose to be
m = 4.
Our first observation is that the cross entropy difference between m = 3 and m = 4
is exactly 1, see Fig. F.11. This implies that a direct numerical numerical integration
with m = 3 (or m = 4) is sufficient to simulate the dynamics of the Bose-Hubbard model
at the parameter regime of interest, because at this point including more energy levels
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Figure F.12: We can not simulate the system with plain qubits.
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Figure F.13: Cross entropy difference with three level systems for 16 gmons, m = 2 and
pulse duration Tpulse = 20.5± 4.5 ns (the duration is chosen uniformly at random in the
interval of 16 to 25 ns).
259
does not translate in any difference in the resulting state. Our second observation is that
a direct truncation to the m = 1 subspace is not a valid approximation, resulting in a
fidelity (cross entropy difference) ∼ 0, see Fig. F.12. This is to be expected, because this
approximation can be mapped to free fermions, which does not result in chaotic dynamics
(see Secs. F.7.1 and F.7.3). Figure F.13 shows the cross entropy difference (fidelity) for
16 gmons as a function of the number of pulses for representative parameters with a
truncation to the second excited state |2〉 of each gmon, m = 2. We see that the fidelity
decreases as g increases, because higher energy states become increasingly important
(see also Fig. F.17). Nevertheless, the decay of fidelity is likely not worse than the
experimental fidelity. Therefore, this is a valid simulation method for the purposes of
comparing the cost of a classical simulation against the experimental implementation.
The effective Hilbert space size of the truncation to the second excited state |2〉 of each
gmon, m = 2, is 3m, if we do not take into account boson number conservation. Taking
into account boson number conservation, we calculate the resulting Hilbert space exactly,
at half filling, for a number of gmons N between N = 20 and N = 40, which is the regime
of interest for a future comparison between experiment and classical algorithms. We fit
the resulting curve, an obtain a good fitting for the effective Hilbert space dimension
D ∼ 2.4N/0.14 (see also Fig. F.21).
Estimate of Runge-Kutta integration steps
We now provide an estimate for the number of fourth order Runge-Kutta integration
steps required for a numerical simulation. At the end of the integration, we project the
260
00.2
0.4
0.6
0.8
1
500 600 700 800 900 1000
cr
o
ss
en
tr
o
p
y
d
iff
steps
N = 18, m = 3
Figure F.14: Cross entropy as a function of the number of Runge-Kutta steps for 18
gmons, 5 pulses and Tpulse = 30± 10 ns.
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resulting state into the qubit subspace expanded by the states {|0〉 , |1〉} of each gmon
(the first band, see Sec. F.7.2). It can be seen that we can tolerate large errors in the
populations of states with higher excitation numbers (which are thrown away in the final
measurement), while the populations in the qubit subspace are still accurate.
We observe a sensitive behavior of the numerical integration error in the qubit sub-
space for increasing number of integration steps. Figure F.14 shows the cross entropy for
18 gmons and 5 pulses (Tpulse = 30 ± 10 ns) as a function of the number of integration
steps. We see that if the number of steps is less than ∼ 700 the numerical integration is
completely inadequate. At the same time, we don’t obtain any benefit using more than
∼ 800 integration steps.
This steep behavior is used to estimate the required number of integration steps
for increasing number of gmons N , instead of using an adaptive stepsize Runge-Kutta
scheme. Figure F.15 gives estimates for 10 pulses (Tpulse = 30 ± 10 ns) as a function of
N . We show estimates of numerical integrations truncating at the second excited state
|2〉 (m = 2), and the third excited state |3〉 (m = 3).
Band structure
In the limit g  η of the swapping parameter g much smaller than the non-linearity
η, the spectrum is separated by bands characterized by the occupation number of the
different gmons, see Fig. F.16. The first band is the qubit subspace, with states composed
by superpositions of Fock states where each gmon is either in the ground state |0〉 of the
first excited state |1〉. At half filling, and using the fact that the Bose-Hubbard model
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Figure F.16: Symbolic representation of state bands, separated by the non-linearity η.
conserves the total number of bosons, the Hilbert space dimension of this band is
(
N
N/2
)
∼ 2
N√
piN/2
. (F.19)
The next band, separated by an energy η, contains states composed by superpositions of
Fock states where exactly one gmon is in the second excited state or “doublon” |2〉. At
half filling, its Hilbert space dimension is given by the multinomial coefficient
(
N
N/2− 1, N/2− 2, 1
)
. (F.20)
The next band after that has states with exactly two gmons in the “doublon” state |2〉,
etc...
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Figure F.17: Exact diagonalization with 10 gmons.
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Our next observation is that the bands overlap for increasing g. Figure F.17 shows
the exact spectrum for the Bose-Hubbard model and increasing g. We see that at g ∼ 20
MHz the bands start to overlap. One implication for estimating the cost of classical
simulations is that perturbation theory in the qubit subspace, such as the Schrieffer-
Wolff transformation, is not expected to work. This method is an expansion in the
perturbation parameter g/η, and assumes that the bands remain well separated.
Simulation with a fixed number of bands
In Sec. F.7.2 we have seen that for a direct numerical simulation it suffices to truncate
each gmon to the second excited state |2〉 (m = 2 truncation in our notation). Using the
band structure explained in the previous section, we now outline how an approximate
classical simulation can be carried out more efficiently. Given that the Hilbert space
in the limit of g  η is divided into bands, we truncate the Hilbert space to obtain an
effective Hilbert space with a fixed number of bands. We denote the resulting truncations
in the notation [d, t], where d is the maximun number of doublons (double excited states
|2〉) allowed, and t is the maximun number of “triplons” (triple excited states |3〉) allowed.
More explicitly, the effective Hilbert space [1, 0] includes the first two bands: the qubit
subspace band, and the band with exactly one doublon among all the gmons. The total
dimension of this effective Hilbert space is
(
N
N/2
)
+
(
N
N/2− 1, N/2− 2, 1
)
. (F.21)
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Figure F.18: Cross entropy difference with four bands for 16 gmons, the effective Hilbert
space [2, 1] (four bands) and Tpulse = 20.5± 4.5 ns.
Analogously, the effective Hilbert space [2, 0] includes the first three bands: the qubit
subspace band, the band with exactly one doublon among all the gmons, and the band
with exactly two doublons among all the gmons. We will also consider the effective
Hilbert space [2, 1], which includes four bands: the bands in the [2, 0] Hilbert space, and
the band with exactly one triplon among all the gmons.
Figure F.18 shows the cross entropy difference where we use the [2, 1] effective Hilbert
space. As in Sec. F.7.2, we calculate the cross entropy difference comparing with the
m = 4 simulation which, as we have seen, is an accurate simulation. We observe that
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Figure F.19: Cross entropy difference with three bands for 16 gmons, the effective Hilbert
space [2, 0] (three bands) and Tpulse = 20.5± 4.5 ns.
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Figure F.20: Cross entropy difference with two band for 16 gmons, the effective Hilbert
space [1, 0] (two bands) and Tpulse = 20.5± 4.5 ns.
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the numerical error resulting from the truncation is less than the expected experimental
error, even for fairly large maximum g and a substantial number of pulses. Therefore, this
is a valid numerical method for the purpose of comparing the classical cost of simulation
to a future experiment. Figure F.19 shows the cross entropy difference where we use the
[2, 0] effective Hilbert space. Although the errors are bigger than in the [2, 1] effective
Hilbert space, this remains a valid numerical method. Finally, Fig. F.20 shows the cross
entropy difference where we use the [1, 0] effective Hilbert space. The numerical error is
in this case larger, but probably still comparable to the expected experimental errors.
Memory and time-estimate for simulations.
We now provide estimates of the memory and computational time required for an approx-
imate classical numerical simulation from the discussion given above. Figure F.21 plots
log2(D), where D is the dimension of the effective Hilbert space, for increasing number of
gmons N . We use this metric because, if we were studying a fully chaotic evolution in a
Hilbert space composed of qubits, then log2(D) would be the number of qubits. We plot
the dimension of the effective space using two bands (the [1, 0] subspace in the notation
of Sec. F.7.2), using three bands (the [2, 0] subspace), and using four bands (the [2, 1]
subspace). We see that for the number of gmons N experimentally relevant in the near
future, both curves are well approximated by exponentials. The effective dimension is
then D ∼ 2N for two bands (the [1, 0] subspace) D ∼ 2.1N for three bands (the [2, 0]
subspace), and D ∼ 2.3N for four bands (the [2, 1] subspace). In the same figure we
plot horizontal lines corresponding to 16 GB (and 1 TB) of memory required to store a
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quantum state with log2(D) qubits, using a double precision complex number to store
each amplitude, so that the memory for a quantum state is D × 16 bytes.
Estimating the corresponding run time is more subtle. For large scale simulations in
classical supercomputers, the run time is mostly constrained by the network bandwidth
between the different nodes [28, 69]. If we store the quantum state in memory, distributed
among multiple nodes in a supercomputer, a single integration step in fourth order Runge-
Kutta would require approximately 5 swaps between nodes (10 vector communications,
taking into account that the vector amplitudes need to go out and into each node).
Therefore, we expect that the total computational cost would be bandwidth bound. We
label in Fig. F.21 two horizontal lines corresponding to prelimnary estimates of 8 hours
and 37 hours of required communication time. To arrive at this estimates, we assume 5
memory swaps per Runge-Kutta step, and 1000 Runge-Kutta steps. For 1 TB of memory
per state, we assume 64 sockets (nodes) and an effective 6 GB/s network bandwidth per
socket. For D = 242, corresponding to 70 TB of memory per state, we assume 4096
sockets and an effective bandwidth of 1.2 GB/s per socket. These estimates are taken
from the values reported in Refs. [28, 69].
F.7.3 Signatures of chaos
Quantum loss of memory
The wave functions and the spectrum of the uniform Bose-Hubbard model can be ob-
tained via Bethe-Ansatz. This model has a regular spectrum characterized by conserved
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Figure F.22: Time-cross-entropy averaged over random detuning δi and pulse shape.
The parameters in the plot are N = 10, δ = ±5MHz, 22.4MHz ≤ max{g} ≤ 38.4MHz,
with variable pulse length 0.042µs ≤ Tpulse ≤ 0.072µs. Inset shows the deviation of
the time-cross-entropy from the limit of uncorrelated time points, solid black line. The
dashed blue line shows the root mean square of the time-cross-entropy over the ensemble
of disorder realizations.
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Bethe numbers [133]. In presence of disorder Bethe numbers are no longer integrals of
motion and the system demonstrates quantum chaotic dynamics. As a result of chaotic
dynamics the wave function amplitude spreads uniformly over the available Hilbert space.
A strong indication of chaos is the Porter-Thomas wave function statistics characteristic
of Haar measure. In practice the Porter-Thomas distribution is approached only approx-
imately in the course of the shallow depth evolution (see Sec. F.7.3) and therefore it is
important to check the consistency of the circuit dynamics with quantum chaos more
carefully. Another characteristic of chaos is the rapid loss of memory of the initial state
as a function of time. We characterize this phenomenon using statistics of the wave
function over time. Consider the likelihood to observe bitstrings z1, ..., zm at time t in
the course of the evolution,
−Log (Lm(t)) ≡ −Log
(
m∏
i=1
pzi(t)
)
(F.22)
= −
m∑
i=1
Log (pzi(t)) . (F.23)
The likelihood has Gaussian distribution centered at LogLm ≈ m
∑
z pz log (pz) with
width of order
√
m. The loss of memory can be characterized by the ratio of likelihoods
obtained using statistics at two different points in time,
S (t0, t) ≡ − lim
m→∞
1
m
Log
( Lm(t)
Lm (t0)
)
(F.24)
≈ −
∑
z
pz (t0) Log
(
pz(t)
pz (t0)
)
; . (F.25)
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This is the Kullback-Leibler divergence between two different times. The advantage
of this characteristic is that it is directly measurable in our experiment and it quickly
converges to its average for a sufficiently large number of measurements m. For perfectly
correlated statistics as t→ t0 the time-cross-entropy vanishes, S(t0, t0) = 0. In a chaotic
system we expect the statistics of the wave function at sufficiently different moments in
time to be fully uncorrelated,
S (t0, t t0) ≈ Suncorr (t0, t)
≡ −
∑
z
(
pz (t0) Log (pz(t))− pz (t0) Log (pz(t0))
)
,
Fig. F.22 shows the cross-entropy S(t0, t) between t0, taken after the first two pulses, and
a later time t. S(t0, t) quickly deviates from zero (fully correlated) and approaches the
uncorrelated value.
Entanglement spread in the driven system
Quantum entanglement is an important, albeit not definitive [104], metric of classical
simulability of a quantum system. This is especially true in 1D as MPS and DMRG
type algorithms have a computational cost exponential in the entanglement entropy. We
analyze the bipartite entanglement entropy of a half chain,
SN/2 ≡ Tr
{
ρˆN/2Log
(
ρˆN/2
)}
, (F.26)
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where ρˆN/2 is the reduced density matrix. A random state from the Haar measure is
expected to demonstrate volume law entanglement. In our experimental protocol we
need to make sure the evolution time is long enough for the entanglement to achieve the
regime of volume law scaling. The character of the entanglement spread depends on the
relative strength of disorder and the spectral characteristics of the drive. At low disorder
entanglement spreads ballistically as expected in the ergodic phase [75], even in presence
of diffusive particle transport [99]. Fig. F.23 shows the entanglement entropy SN/2 as a
function of time for different system sizes, for a pulse sequence similar to the one used in
the experiment. The velocity of entanglement spread appears to be independent of the
system size suggesting that for the specific drive protocol and the initial state chosen the
dynamics is similar to particle transport in a spin model.
At stronger disorder there is a crossover to the regime of sublinear spread of entangle-
ment. In general, a periodically driven system undergoes a transition to the Many-Body
localized phase [30], a regime in which it does not absorb energy. In contrast, in our
protocol the drive consists of a wide range of harmonics and therefore we do not expect
a many-body localized phase and the system continues to absorb energy. The growth of
entanglement entropy however slows down dramatically at strong disorder, see Fig. F.24,
likely due to the effect of rare regions with strong fluctuations of disorder potential which
have a significant effect on entanglement transport in 1D [5, 134].
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Convergence to Porter-Thomas
We now study the convergence to the Porter-Thoomas (exponential) distribution. Fig-
ure F.25 shows the histogram of the output probabilities p = {pz} for 18 gmons after 10
pulses, at half filling. We project the output state in the qubit subspace. The Porter-
Thomas distribution is the exponential function, f(pNstates) = e
−pNstates , where Nstates is
the dimension of the qubit subspace at half filling, Nstates =
(
N
N/2
)
. We see a good ap-
proximation of the numerical output distribution to Porter-Thomas. Figure F.26 shows
the histogram of the output probabilities p = {pz} for 18 gmons after 10 pulses, but
with the evolution carried out using the approximation to free fermions, as explained in
Sec. F.7.1. We see that in this case the distribution does not approximate the Porter-
Thomas distribution, and is not chaotic (see Sec. F.7.3).
We depict in Fig. F.27 the entropy of the output distribution with N = 12 gmons as
a function of the number of pulses and different maximun values of g for the g-pulses.
We see that it approaches the Porter-Thomas distribution entropy (black line) as the
number of pulses increases. Figure F.28 shows the entropy of the output distribution
with increasing number of pulses using the approximation to free fermions with N = 16
gmons. We see again that in this case the entropy does not converge to the Porter-Thomas
entropy.
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Figure F.23: Average entanglement entropy of the half-chain as a function of the system
size. Parameters are N = 10, δ = ±5MHz, 22.4MHz ≤ max{g} ≤ 38.4MHz, pulse
length 0.042µs ≤ Tpulse ≤ 0.072µs.
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Figure F.24: Disorder strength. Same parameters as Fig. F.23.
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Figure F.25: Histogram of output probabilities for 18 gmons and 10 pulses of duration
Tpulse = 30± 10.
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Figure F.26: Histogram of output probabilities for 18 gmons, using plain qubits, and 10
pulses.
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Figure F.27: The entropy of the output distribution approaches Porter-Thomas with
increasing number of pulses for 12 gmons, m = 3 and Tpulse = 20.5± 4.5 ns.
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