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Abstract
The so called Li&Ma formula is still the most frequently used method for estimating the significance of observations
carried out by Imaging Atmospheric Cherenkov Telescopes. In this work a straightforward extension of the method
for point sources that profits from the good imaging capabilities of current instruments is proposed. It is based on a
likelihood ratio under the assumption of a well-known PSF and a smooth background. Its performance is tested with
Monte Carlo simulations based on real observations and its sensitivity is compared to standard methods which do not
incorporate PSF information. The gain of significance that can be attributed to the inclusion of the PSF is around of
10% and can be boosted if a background model is assumed or a finer binning is used.
data analysis, statistics, likelihood, imaging observations, Li&Ma
I. Introduction
The statistical significance of an observation is a key is-
sue in signal starved fields such as Imaging Atmospheric
Cherenkov Telescopes (IACTs) Astronomy, and in gen-
eral Very High Energy (VHE) Astronomy. It determines
whether a given astronomical source has been detected or
not, providing a probability for the excess being due to
background fluctuations. It also limits how much detail
can be recovered in spectra and light curves, because a
minimum significance is usually required for each spectral
or light curve point to be accepted. Finally, it also plays
an important role when the goal is to set upper limits for
non-detected sources. In this case, the sensitivity of the
method determines how constraining the upper limit is.
Until the publication of the classical article by Li&Ma
[LM83], several approaches to define the significance of
astronomical observations had been used in VHE obser-
vations. As shown in that article, most of them were
based on incorrect statistical hypotheses, and thus yielded
unexpected widths of the significance distributions when
they were tested with Monte Carlo (MC) simulations.
In their article, Li&Ma proposed a robust and reliable
method for estimating that significance. Since at that
time VHE instrumentation had very limited angular res-
olution, the method was designed as an event counting
technique which makes very little use of the instrument
resolution, given by its Point Spread Function (PSF),
and background distribution. Therefore, the sensitivity
achieved should be worse than the one of methods that
incorporate that information.
The Li&Ma method, which shall be known as just
Li&Ma in the rest of this work, is a particular case of
a more general family of techniques based on maximum
likelihood principles. Generalized maximum likelihood
methods such as that implemented in [Ker11] and [N+12]
are sometimes difficult to implement. There have been
general proposals such as [Kle11] to extend the Li&Ma
formula or include the effect of systematic errors (e.g.
[DC13] and [Spe15]). Still, the use of general likelihood
methods in IACT Astronomy is restricted in practice to
special analyses such as sky maps [KKS12] or spectral line
studies in Dark Matter searches, as seen in [A+14] and
[Ale13]. Nevertheless, even if they risk losing robustness
and stability, they are usually more sensitive than event
counting methods.
In this article, a simple technique that takes into ac-
count the a priori knowledge of the instrumental PSF
is presented and characterized in detail, under the as-
sumption of a smooth background for which dedicated
measures are available. Although the method is applic-
able to a wide range of situations, it has been tested in
our field of interest: VHE observations. It can be un-
derstood as a generalization of the Li&Ma method or a
particular application of that proposed in [Kle11] to a
specially relevant case: the search for one isolated point
source in the field of view (FoV), which is the common
case in extragalactic observations with the current sens-
itivity of IACT experiments. A point source is defined
as one whose angular size is smaller than the PSF of the
instrument. Known as the PSF-Likelihood method it can
recover more information from the source of interest while
keeping, at the same time, the simplicity of the standard
Li&Ma method. In order to check whether the statistical
foundations of the technique are correct, and estimate
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its rejection power, it is tested with a set of toy Monte
Carlo samples generated using real background and data
from observations of the Crab Nebula performed by the
MAGIC experiment ([A+12]). The comparison allows
what can be gained from this kind of approach in a real
situation to be gauged.
I. Maximum likelihood with background estim-
ation
IACTs operate in harsh environments and their perform-
ance is highly dependent on the atmospheric and instru-
mental observing conditions. As a consequence the back-
ground affecting an observation is highly variable and is
usually estimated jointly with the signal. In the past, the
observation time was divided between ON observations,
in which the telescope was pointed towards the source,
and OFF observations, in which the telescope was pointed
to an equivalent region with no source present. Nowadays
it is customary to use alternative methods that do not
require dedicated OFF observations. This is the case of
the Wobble method, in which the telescope is pointed
to different positions at a small fixed distance from the
source. The size of the IACTs Field of View (FoV) makes
it possible to take simultaneous ON and OFF data, as
described in [A+12], [FSL+94] and [B+05]. Sometimes
it is possible to define several OFF regions within the
same field, but additional care should be taken to avoid
counting events twice.
All the significance estimators tested in this article are
based on a binned Maximum Likelihood Ratio approach,
which tests an assumed null hypothesis against an altern-
ative one, formulated as:
Null hypothesis, H0 ON and OFF regions contain no
sources, only background.
Alternative hypothesis, H1 While the OFF region
only contains background, in the ON region there is,
in addition, a source.
A simple case, in which the result of an observation
is a one-dimensional histogram showing the number of
events detected as a function of the squared distance to
the source, will be assumed. The number of events per
bin will follow Poisson statistics, leading to the Likelihood
function:
L(X|Θ) =
N∏
i
fnii (Θ)e−fi(Θ)
ni!
(1)
where Θ is the parameter space for our model, i is the
bin index (for a total of N bins), ni the number of events
in bin i and fi the value of the test model in the given
bin.
It is often convenient to work with the negative logar-
ithm of this function,
L(X|Θ) ≡ − logL(X|Θ) =
= −
N∑
i
ni log fi(Θ)− fi(Θ)− logni! (2)
Since the last term of the summation is only a normal-
ization factor, which does not depend on the parameters
of the likelihood (Θ), it can be safely removed and the
expression simplified to:
L′(X|Θ) = −
N∑
i
ni log fi(Θ)− fi(Θ) (3)
Now the likelihood ratio λ and its logarithm can be
computed, giving:
−2 log λ ≡ −2 log
[LH0(X|Θ)
LH1(X|Θ)
]
=
= 2{L′H0(X|Θ)− L′H1(X|Θ)} (4)
From [Wil38] it is known that, when the null hypothesis
is true, −2 log λ asymptotically follows a χ2r distribution
for large event counts, where r is the difference in the
number of degrees of freedom between both hypotheses.
This can be used to compute the probability of the ob-
served excess being due to a background fluctuation. It
can also be translated into a test statistics TS = χ21,
where χ21 is the value of the χ2 with one degree of freedom
corresponding to the same probability as the original χ2r.
The accurate approximation proposed by Wallace [Wal59]
can be used to compute the corresponding value in the
limit of high TS, while its sign can be set from the sign
of the event excess.
I.1 The Li&Ma method
In the Li&Ma method, where r = 1, only one bin is
defined in each, ON and OFF regions. Then TS has an
analytical expression, which is normally known as the
Li&Ma formula (see [LM83], formula 17). It depends
on non and noff , the number of ON and OFF events
respectively and α, the ratio between the effective ON
and OFF observation times. A source region must be
2
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Number of OFF positions
1 3 5 9 15 ∞
S(σ) 4.2 5.2 5.5 5.8 5.9 6.1
+24% +31% +36% +39% +44%
Table 1: Expected improvements from Li&Ma Formula 17
with the number of OFF positions (1/α) for the particular case
nOFF = 640/α and nON = 160 + 640.
selected a priori to count ON and OFF events, which
must be done carefully to avoid losing sensitivity. It is
usually chosen as the one giving the maximum significance
in a test sample (typically a Crab Nebula test sample)
taking into account the PSF of the instrument and the
expected background statistics.
I.2 The Li&Ma with fit background method
The number of OFF events can also be obtained by incor-
porating information from a region larger than that con-
sidered in Li&Ma, by fitting a background model against
the data and integrating the model in the selected sig-
nal region. This method usually gives smaller statistical
uncertainties, as it is in principle equivalent to having
better OFF statistics. In order to use this model, one
must be aware of any existing inhomogeneity in the cam-
era or other gamma-ray sources which would introduce
additional components in the background shape. An ad-
ditional constrain exists if Wobble-mode observations are
performed, as the wobble offset (distance between the
source position and the actual pointing position) limits
the maximum range of the fit that can be used without
double-counting events.
We will call this variant hereafter the Li&Ma with fit
background method. It can be implemented by calculating
modified α′ ≡ α
√
(δnoff )2
noff
and n′off ≡ noff αα′ values,
where δnoff is the estimated noff uncertainty. In this
case, δnoff is no longer the Poisson based
√
noff , but
the total uncertainty estimated using the fit covariance
matrix. α is the actual ratio between the effective ON and
OFF time. These new α′ and n′off values can be inserted
into the Li&Ma formula to get the significance.
I.3 Other background estimation methods
There are other ways of increasing the effective statistics
in the background region and thus to potentially improve
the sensitivity. One clear example is to increase the num-
ber of OFF regions as discussed in section 2.3 of [BFH06].
An example of the gain that can be obtained with this
approach is shown in Table 1. The main advantage of this
method is that all the positions remain symmetric with
respect to the center of the camera and the relative radial
response is the same as in the ON region, which means
that the only assumptions that are needed are a radially
symmetric camera response, no significant sky changes
among the different OFF regions and no additional sources
present in the selected OFF positions. These requirements
are different from those required in Li&Ma with fit back-
ground formula and the best solution would thus depend
on the particularities of the given instrument.
Another example is the so called Ring method[BFH06].
The main advantages of this method is that its symmetry
properties make it less prone to systematic errors due
to sky gradients. In principle it can be applied to any
point of the FoV and it is conceptually similar to other
aperture photometry methods widely used in Astronomy.
The main drawback is that the response of the OFF region
is no longer the same as in the ON region because each
position inside the ring lies at a different distance from
the center of the camera. It thus becomes necessary to
model the camera response carefully, which complicates
the evaluation of the observation significance. The com-
parison of Li&Ma with fit background with this method,
while possible, is out of the scope of this paper.
I.4 The PSF-Likelihood method
The method proposed in this work has been known as the
PSF-Likelihood method. It considers not only the number
of ON and OFF events, but also the differences between
the shapes of the signal and background model, that is,
how the ON and OFF events are distributed. Any existing
excess produced by a source should follow the shape of
the PSF to be considered as a signal. The statistical
hypothesis can be rewritten as:
Null hypothesis, H0 The ON and OFF observations
have the same origin, and therefore the same func-
tional shape. Both can be explained with the same
background model.
Alternative hypothesis, H1 The ON and OFF
samples have a different origin. OFF contains only
background events, while ON also contains signal
events. An additional PSF-like component is needed
to explain the ON data.
In this method, both histograms are fitted at the same
time with the models derived from the aforementioned
hypotheses, using common parameters, taking into ac-
count the different observation times. The Likelihood
in each hypothesis is then defined as the product of the
Likelihoods for ON and OFF, obtaining a total L′(X|Θ)
3
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as the sum of the L′(X|Θ) for the ON histogram plus that
for the OFF data. The probabilities are calculated from
−2 log λ and translated into significances. The approach
is similar to that used in the Li&Ma method, but the
implementation is slightly different.
II. Analytic expressions in the limit of perfect
background
knowledge
Based on common principles, the PSF-Likelihood method
and the Li&Ma’s one converge to similar mathematical
expressions at certain limits. This is the case when the
background is perfectly known (infinite statistics and
precise modelling). In that limit the contributions to
the likelihood ratio from the OFF region fit with the
two models used in the PSF-Likelihood approach cancel
approximately, and it can be written as
−2 log λ = 2
N∑
i
[
ni,on log
fi,on
fi,b
− (fi,on − fi,b)
]
(5)
where fi,on/b denotes the value of the back-
ground+signal and background models evaluated in bin i
and ni,on/off the contents of the bin in the real observa-
tions.
A similar expression can be derived from Li&Ma for-
mula 17 if we take noff = nˆB/α and calculate the limit
of −2 log λ when α is very small (perfect background
knowledge).
lim
α→0+
[−2 log λ] = 2
[
non log
non
nb
− (non − nb)
]
(6)
While the formula are similar, the PSF-Likelihood ex-
pression is more restrictive on what is called a signal. It
does not simply require differences between the ON and
OFF histograms, but also that the excess behaves like the
PSF of the instrument in each bin. In addition the PSF-
Likelihood method naturally incorporates the information
contained in a wider region, removing also the need for a
tight cut in the extension of the signal region which, once
optimized, may significantly decrease the signal statistics.
As an alternative to using one single bin, the Li&Ma
could be applied to several bins of the θ2 histogram indi-
vidually. In this case, the whole excess would be incorpor-
ated, but with a significant drawback. Since no particular
PSF shape is assumed, −2 log λ would asymptotically be-
have like a χ2 with N degrees of freedom, where N is
the number of used bins. It would then lead to a low TS
once this χ2N is translated into χ21. This is not the situ-
ation in the PSF-Likelihood where the use of a predefined
PSF shape that can predict several bin contents does not
increase the number of degrees of freedom.
II. Method
The methods described above were compared for the case
of the search for a point-like source using simulated ON
and OFF θ2 samples. These samples, plotted as histo-
grams, show the number of events recorded as a function of
θ2, where θ is the angular distance to the assumed source
position. An automatic pipeline worked on them taking
two histograms as input, one used as a source template,
the other as the background template, and a template
for the PSF. Several samples are then simulated with
different amounts of excess events (signal) and computed
the significance obtained from each method.
For the source template,a background subtracted sig-
nal from MAGIC observations of the Crab Nebula (the
standard candle in VHE astronomy) were selected (see
Figure 1).
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Figure 1: Experimental θ2 distribution measured over a Crab
Nebula sample with the MAGIC telescopes and scaled OFF
data to be subtracted from the Crab Nebula data. The resulting
distribution is used to generate the Monte Carlo simulated
source samples on which we applied the methods.
A different background sample was generated for each
simulation, based on a background template with Poisson
fluctuations in each bin. The number of simulated events
was the same as in the real background scaled to the
observation time. The template itself was obtained by fit-
ting a second order polynomial to the histogram of a high
statistics OFF sample. As seen in Figure 2 it reproduces
the data used correctly. If, instead of a smooth template,
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Figure 3: Testing the method with simulated samples for an
ON region with 8% of excess events (black points and error bars)
and a single OFF region (shaded region). The background-only
model (red line) and background+signal model (blue line) are
shown as reference. The dashed vertical line shows the region
used by the Li&Ma method to count events and calculate the
significance. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of
this article.)
a real background observation had been used directly as
the model, it would have carried with it spurious fluc-
tuations arising from the finite sample statistics, which
the simulations would have propagated too, artificially
increasing the total spread.
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Figure 2: Experimental θ2 distribution measured for a back-
ground region with the MAGIC telescopes using 3 simultaneous
OFF regions. It was found that a 2nd order polynom was
complex enough to reproduce the observed data, with a total
χ2 = 63.4 for 88 d.o.f.. (In the θ2 < 0.2 range, using the same
parameter values the result was χ2 = 16.3 for 28 d.o.f.).
In order to build the PSF model two possibilities were
explored, the case of the King function described in [K+04]
and a simpler Gaussian PSF. Both gave good results, with
a minor improvement in the reproduction of the tails in the
King function, at the cost of adding one more parameter
to be optimized. Since the differences are rather small as
regards the significance, the 1D Gaussian in θ, with fixed
width σ was finally selected.
The values of σ and the θ2 cut were optimized for the
original Crab sample, so as to be in the best case scenario
for all the methods. Using the isolated Crab signal and
the background template, 3 · 106 simulated ON and OFF
samples were generated for 10 different signal fractions
(0%, 0.2%, 0.5%, 1%, 2%, 3%, 5%, 8%, 15% and 50%),
covering a wide range of signal strengths.
In each simulation, the H0 and H1 statistical hypo-
theses were tested with the ON and OFF samples for the
proposed methods and the significances were calculated.
For the PSF-Likelihood method this implied fitting the
histograms to the models using a binned likelihood min-
imization with Poissonian errors, using the prescriptions
from Section I. An example of the intermediate results
can be seen in Figure 3.
III. Results
The main concern when testing a new detection tech-
nique is its statistical correctness. The distribution of
significance provided by the method on pure background
samples must follow the expected probability distribution.
In our case, where the PSF model only adds one degree of
freedom to those of the background model, the statistical
distribution for background samples according to [Wil38]
should be a χ21 just like in Li&Ma.
From the left-hand curve of Figure 4, it is seen that
the three methods give statistically correct results when
tested against background samples with random statistical
fluctuations.
After validating the method statistically, it can be
checked whether the method is competitive against exist-
ing ones. If this is the case, the mean significance provided
by the method for samples containing signal should be
higher. An example can be seen in the filled curves of
Figure 4, where the different methods are compared for
a sample containing a 3% of signal events. A drift to-
wards higher significance values can be clearly seen for
the proposed method.
A more complete comparison that covers all the different
fractions of excess events simulated is presented in Figure
5. From the figure, it seems evident that increasing the
background statistics (using for instance Li&Ma with fit
5
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Figure 5: Significance of different methods on Monte Carlo
simulations. The 5σ limit (the usual detection threshold) is
drawn as a horizontal dashed line. The differences (%) always
refer to Li&Ma.
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Figure 4: Significance calculated on background-only Monte
Carlo simulations and on a sample with 5% signal with a single
OFF region. The expected χ21 distribution for the background-
only case is plotted as reference.
background to extend the region used to calculate the back-
ground) helps to improve the sensitivity over the Li&Ma
method. In the same test, PSF-Likelihood outperforms
Li&Ma and Li&Ma with fit background for every step in
the signal fraction, proving that taking into account the
PSF also contributes to improving the sensitivity of the
method.
It must be noted that the method allows, at the same
time, the number of events detected from the source to be
computed, which is simply related to the normalization
factor of the fit PSF, and its uncertainty. In that case,
the improved sensitivity of the method is translated into
smaller uncertainties for the number of excess events, and
therefore the fluxes that can be computed from them.
This procedure could also be translated to data with
finer energy bins, i.e. the source spectrum. The PSF to
be used should then be optimized for each energy bin, as
angular resolution usually depends strongly on energy.
In order to estimate how much the uncertainty in the
fluxes can be reduced with this method, one may consider
the extremely simplified case in which the background
is perfectly known, so that
√
TS ∼ Sσ(S) . Thus, a 35%
improvement in
√
TS would translate into a 35% decrease
in the estimated uncertainty. Being more conservative
and removing the part of the gain which comes from the
improved background statistics, the remaining improve-
ment would be of the order of 10%, as will be seen in
section IV.
I. The method in the limit of low statistics
In [LM83], Li & Ma made an extensive study using MC
simulations to detect the practical limits of the Likelihood
Ratio approach, since the Wilks theorem [Wil38] only
assures that the result is valid for high statistics. They
found that the method is fairly robust, giving statistically
accurate results with as few as 10 events in the ON and
OFF samples.
It should be kept in mind that PSF-Likelihood has ad-
ditional technical complications, which are not genuinely
due to the method, but to the implementation. Instead of
counting events, it tries to minimize a function, which is
not always trivial and the algorithm might fail to converge
due to local minima or wrong calculation of gradients,
especially in the very low statistics regime. In order to
check whether this technical problem could be a potential
drawback of the method or not, MC simulations with
the same parameters as before were carried out, using
a reduced equivalent exposure, which would give rise to
very low counts in the ON and OFF samples.
It was found that, even if the statistics are scarce (of the
order of 10 events in the Li&Ma-equivalent ON region),
the method still works fairly well in most of the cases, with
essentially no degradation in the estimated values and
with only a minor fraction (of the order of 0.5%) of non-
classifiable histograms. Figure 6 shows the effect of event
quantization around TS = 0 in the Li&Ma distribution.
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Figure 7: Significance of PSF-Likelihood with a signal
strength of 5% with a systematically wrong PSF model.
Signal PSF model scaling
(%) 0.7 0.9 1.0 1.1 1.3
0.0 0.0 0.0 0.0 0.0 0.0
0.2 0.2 0.2 0.2 0.2 0.2
0.5 0.5 0.5 0.5 0.5 0.5
1.0 1.0 1.0 1.0 1.0 1.0
2.0 2.0 2.0 2.0 2.0 2.0
3.0 2.9 3.0 3.0 3.0 2.9
5.0 4.8 4.9 4.9 4.9 4.8
8.0 7.4 7.7 7.7 7.6 7.4
15.0 13.2 13.6 13.5 13.4 13.1
50.0 36.8 37.5 37.3 37.0 36.0
Table 2: Mean significance (in σ) when a suboptimal PSF
shape is used. Errors are of the order of ∼ 0.0090, with spread
of less than 10%.
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Figure 6: Significance calculated on background-only Monte
Carlo simulations and on a sample with 50% signal with very
low statistics per bin.
II. Non-optimal PSF model
An accurate knowledge of the PSF is not only important
in PSF-Likelihood but also in Li&Ma when optimized
cuts are used. In fact, in the latter, the estimation of
the optimal cut to select the ON zone is usually done
by evaluating both the PSF width and the number of
background events. This should be done very carefully and
blindly, otherwise it would bias the estimated significance.
For PSF-Likelihood, a realistic PSF model is desirable to
improve the sensitivity when a signal exists in the data,
which has a significant impact on the discriminating power
of the technique. Nevertheless the correctness of the PSF
does not affect the statistical validity of the method, which
depends mainly on the accuracy of the background model.
In order to study the importance of a good PSF model,
additional signal samples were generated and analyzed
using a PSF template with a systematically wrong width
(scaling from 0.6 to 1.4 times the nominal value). The
resulting performance, shown in Figure 7 and Table 2,
can be compared with that from the standard analysis,
represented by the case of a nominal PSF value. There is
an obvious shift towards lower significance values of the
distributions of
√
TS with non-zero signal. Despite this,
the degradation is never larger than 10% even if the PSF
width is wrong by a 40%.
III. Effects of binning
Since the Li&Ma formula uses one single bin in both the
ON and OFF regions, the only discrimination power op-
timization that can be considered comes from the selection
of their widths. It is limited by the statistics of events
per bin when a tight bin is considered and the amount of
background events when the bin is broader. On the other
hand, in the PSF-Likelihood method the ON region size
is limited only by technical limitations of the instrument
such as systematic uncertainties which may exist far from
the center of the field of view. It seems therefore logical to
think that the sensitivity of the method should improve
as the bin width decreases due to a better description of
the PSF. Although a detailed study of this effect would
exceed the scope of this work, some checks were carried
out.
Four different bin widths have been simulated and the
resulting performance compared in Table 3, where it was
found that the significance improves systematically with
decreasing bin width. For a binning four times finer than
the standard value (2 bins in θ < θ2cut), an additional im-
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Figure 8: Testing the method with simulated samples for
an ON region with 15% of excess events (black points and
error bars) and a single OFF region (shaded region) using an
analytic PSF and an empirical background shape (uncorrelated
bin values).
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Figure 9: Significance calculated on background-only Monte
Carlo simulations and on a sample with 5% signal.
Bins Significance (σ)
1 4.50± 0.96
2 4.93± 0.97
4 5.07± 0.97
8 5.18± 0.97
Table 3:
√
TS distribution mean and width for 5% signal
strength and different binning configurations for the PSF-
Likelihood method.
provement in PSF-Likelihood of ∼ 5% in √TS would have
been reached in all the simulations. It can be assumed
that the performance could be improved even further with
an unbinned likelihood approach, but its treatment is out
of the scope of this paper as it would require knowing the
precise position information for each event.
IV. Using real background data
The study presented so far was centered in how to pro-
ceed when the background and signal behaviour can be
described by smooth and simple models, with a few de-
grees of freedom. Figures 4-7 are generated under this
assumption. This is not always the case, and it can be ar-
gued that for some experiments the observed background
cannot be easily predicted due to systematic effects and
changing conditions in the instrument.
For these cases, the method can still be used with good
performance. The idea is to replace the analytic function
that provides the background shape (so far a polynomial)
by a discrete function for which the value of each bin
is totally independent, thus turning the bin values into
uncorrelated variables. The Likelihood Ratio still behaves
like a χ21 because the number of background parameters
are the same in the null and alternative hypothesis and
there is only one extra parameter to describe the signal.
The sensitivity is slightly degraded as the background
model is allowed to mimic the signal excess partially, as
seen in Figure 8.
Additional care should be taken during the implementa-
tion of this variant because the number of parameters for
the background function is greatly increased, thus making
the whole minimization more complicated for standard
algorithms such as Minuit [JR75]. Once implemented,
it can be seen that the method behaves correctly when
tested against background only data (Figure 9) and still
performs better than the standard Li&Ma (Figure 10).
IV. Conclusions
A possible implementation of the binned Likelihood Ratio
method to estimate the significance of IACT observations
of point-like sources, PSF-Likelihood, has been described.
The method considers measured θ2 distributions for an
ON and OFF region and compares the likelihood that
both of them are explained by the same background only
model with that including also a source in the ON re-
gion. bv When the method is tested on Monte Carlo
simulations containing only background, it reproduces
the expected χ21 significance distribution, proving that
the chance probability of a false detection is correctly
estimated.
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Figure 10: Evolution of significance against signal strength
and improvements on Li&Ma with a single OFF region for the
background model-less variant of PSF-Likelihood.
If a certain amount of signal is included in the simula-
tions, an improvement in sensitivity is found over other
methods. Part of the gain can be attributed to the in-
creased effective background statistics, but a significant
fraction of it stems from the inclusion of the PSF in the
method, as was shown in section IV.
The method has been tested in different scenarios, com-
paring its sensitivity with the different techniques usually
employed in the field. An alternative implementation,
which does not need a careful modelling of the back-
ground, has been proposed and tested in section IV for
those cases in which the background behaviour is not
predictable. At the cost of a more complex minimization
process, it represents a possible very general worst case
alternative implementation.
An additional test was carried out to check whether the
performance of the method holds even if the PSF shape
is not perfectly known or the reconstructed position of
the events does not follow the expected θ2 distribution.
It was found that even in this case, PSF-Likelihood still
outperforms Li&Ma.
Finally it must be highlighted that the procedure pro-
posed can be easily generalized to include additional in-
formation. As an example, two dimensional distributions
of the events in the sky could be used incorporating the
corresponding two dimensional PSF while maintaining
the simplicity of the method. It is reasonable to assume,
although it has not been tested, that this additional in-
formation would increase the discriminating power. The
proposed method could also be used for any other ima-
ging observation of point-like sources that incorporates an
independent background observation. Also non-positional
information such as the tagging variables usually em-
ployed in the IACT field to discriminate gamma rays from
hadronic cosmic rays would be amenable to this kind of
treatment.
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