Abstract. Let G be a complex connected reductive group, G θ be its fixed point subgroup under a Galois involution θ and H be an open subgroup of G θ . We show that any H-distinguished representation π satisfies: 1) π θ ≃π, whereπ is the contragredient representation and π θ is the twist of π under θ.
Conjecture 1.2. (Lapid) Let G be a connected algebraic group defined over a local field F , θ : G −→ G an involution defined over F , H = G θ and write G = G(F ), H = H(F ). Let π be either in SAF Irr (G) in the Archimedean case, or irreducible and smooth in the non-Archimedean case.
Assume that π is H-distinguished, then the L-packet of π is invariant with respect to the functor π −→ π • θ.
These conjectures have been proven for the pairs (GL n (C), U(p, q)) and their non-Archimedean analogue in [ALOF12] , and for the pair (GL n (C), GL n (R)) in [Kem15] .
In [Pra] , Prasad formulates several conjectures about G(F )-distinguished representations of G(E) in terms of the Langlands parameters of the representations of G(E), where E/F is a quadratic extension of local fields. He introduces a character ω G : G(F ) −→ Z/2Z (see [Pra, Section 8 ]) that appears in many questions about distinction. Hence, it is sometimes more interesting to consider representations of G(E) that are (ω G , G(F ))-distinguished. Conjecture 3 of [Pra] is part of the motivation to consider Galois pairs (G(C), G(R)) and in particular to discuss representations π ∈ SAF Irr (G(C)) that are (ω, G(R))-distinguished for any character ω that is trivial on the connected component G(R) 0 of G(R). In this work we present a partial answer to Conjecture 1.1 and the first part of Conjecture 3 in [Pra] .
A vast study has been done regarding the multiplicity of H-distinguished representations, which is the second question we are dealing in this paper. In [Ban87] it has been shown that the multiplicity dim C (π * ) H is finite for real symmetric spaces. In [KO13, KS16, AGM16] , several bounds on the multiplicities have been established for real spherical pairs. In the non-Archimedean case, finiteness of dim C (π * ) H has been shown for symmetric pairs in [Del10] and certain spherical pairs in [SV] .
1.1. Main results. We call (G, H) a Galois symmetric pair if G is obtained by restriction of scalars of the complexification of G θ (e.g G θ is a real form of G), and H is an open subgroup of G θ . In this paper we prove Conjecture 1.1 and present a bound on dim C (π * ) H , for the case of Galois pairs (G, H). We also deduce the first part of Conjecture 3 of [Pra] , namely that for any π ∈ SAF Irr (G(C)) that is (ω G , G(R))-distinguished it holds that π ≃ π θ , whereπ is the contragredient representation, θ is the Galois involution of G(C) fixing G(R) and π θ is the twist of π by θ.
Although we are mostly interested in Galois pairs, we work in a slightly more general setting, where G is a complex reductive group and θ is any real involution; let G be a connected reductive algebraic group defined over R and G C/R be the restriction of scalars of the complexification of G (see Appendix C for more details) such that G = G(C) = G C/R (R). Let θ be an R-involution of G C/R and write G θ = G θ C/R (R).
Remark. A motivating example for the above construction is the pair (GL n (C), U(n)), as the involution θ(g) = (g * ) −1 is defined over R only after we apply restriction of scalars to GL n .
We fix a Borel subgroup B, a θ-stable maximal torus T , and a θ-stable maximal R-split torus A in G, such that A ⊆ T ⊆ B (see Lemma 5.1). Let N G (T ) be the normalizer of T in G and δ B be the modular character of B. We further assume that θ is an involution that satisfies the following condition (⋆) (⋆) ∀n ∈ N G (T ) such that θ(n) = n −1 we have that δ B θn = δ 1/2
where θ n is the involution of G defined by θ n (g) = nθ(g)n −1 and B θn is the fixed points subgroup of B under θ n . We prove the following theorem:
Theorem 1.3. Let G be a complex reductive group, θ be any involution of G that satisfies property (⋆), H be an open subgroup of G θ and π ∈ SAF Irr (G) be H-distinguished. Then:
c) In particular, a) and b) holds for Galois pairs.
Part c) follows from a) and b) using the fact that any Galois involution satisfies (⋆) (see Theorem C.1).
Replacing G(R) with ker(ω G ), the following corollary now easily follows:
Corollary 1.4. (Conjecture 3 of [Pra] ) Let G be a connected reductive algebraic group defined over R and ω G : G(R) −→ Z/2Z be the character defined in [Pra, Section 8] . Then for any π ∈ SAF Irr (G(C)) that is (ω G , G(R))-distinguished we have π ≃ π θ .
In particular, we see that the symmetry conditionπ ≃ π θ is not sensitive to distinction up to characters with finite image, such as ω G , although the property of distinction of representations is itself sensitive to such characters (e.g, the Steinberg representation of PGL 2 (C) is not distinguished but only ω G -distinguished).
1.2. Structure of the paper. We prove Theorem 1.3 in several steps. In the first step we translate the problem from the language of representations to the language of invariant distributions. We use the complex version of the Langlands' classification to present a given representation π as the unique quotient of Ind G B (χ), where χ is some dominant character (see Theorem 3.1), and to deduce the following:
where χ is the Langlands parameter of π (see Theorem 3.1), and S * (X) denotes the space of Schwartz distributions on a manifold X (see Section 2.2).
The next step is to use some geometric results about B-orbits on G/H (see Section 4, [Sp85] and [HW93] ), together with some tools from the theory of distributions (see Section 2.2), to reduce the problem to a question about a single B-orbit. More precisely, we prove the following theorem:
= 0 then there exists n ∈ N G (T ) such that θ(n) = n −1 and:
where
, and T θn is the fixed points subgroup of T under θ n .
Finally, by direct calculations, we decompose Sym(N
T θn ,χ into eigenspaces of T θn that correspond to some negative weights and use the fact that χ is dominant to deduce the following theorem, which implies Theorem 1.3 a) and b).
Theorem. (
Step 3-Theorem 6.2) If there exists n ∈ N G (T ) such that θ(n) = n −1 and:
In Section 2 we present some basic definitions and tools from the theory of distributions. In Section 3 we introduce the complex version of Langlands' classification and some corollaries, including the proof of the first step (Corollary 3.7). In Section 4 we present several results from [Sp85] and [HW93] on B-orbits on G/H. In Section 5 we make several reductions using the tools in Section 2.2 and prove Theorem 5.2-the second step. In Section 6 we prove the third step and finish the proof of Theorem 1.3.
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Preliminaries

Basic definitions.
A reductive algebraic group is an algebraic group G over an algebraically closed field such that the unipotent radical of G is trivial. A real reductive group G is the real points G = G(R) of an algebraic group G defined over R, where G(C) is reductive. The group G(R) inherits the natural topology from R N and this gives G(R) a structure of a Lie group.
Let G = G(R) be a real reductive group and H a closed subgroup. A pair (G, H) is called a
V is a Fréchet C−vector space, and that A representation (π, V ) of G over C is called:
• Smooth, if every v ∈ V is smooth.
• Admissible, if for every maximal compact subgroup K and every irreducible representation ρ of K, ρ has finite multiplicity in π| K .
If (π, V ) is a smooth representation, the dual representation (π
with the usual left G-action g(f )(v) = f (g −1 v). It may not be smooth, and also V * is not necessarily a Fréchet space. Thus, we define 
Assume that G is real reductive group and fix a maximal compact K. Fix a faithful algebraic
be a smooth Fréchet representation and denote by {P i } i∈I the continuous semi-norms that define the Fréchet structure of V . We say that (π, V ) is of moderate growth if for any semi-norm P i there exists P j and k(i) ∈ N >0 such that:
where g is the Lie algebra of G and U(g) is its universal enveloping algebra.
Putting everything together, we denote by SAF (G) the category of all finitely generated, smooth, admissible, moderate growth, Fréchet representations of G with continuous linear G-maps as morphisms.
2.2. Some tools from the theory of distributions. We will work with the notation and tools presented in [ALOF12, Appendix B]. For the convenience of the reader, we present notation and reformulations of some of the theorems that appear in [ALOF12, Appendix B], in a version better suited for this work. The results in this section holds for Nash manifolds, i.e smooth, semi-algebraic varieties. As any smooth algebraic variety can be endowed with a natural structure of a Nash manifold, we can apply the results presented in this section for smooth algebraic varieties . Let G be an arbitrary group.
• For any G-set X and a point x ∈ X, we denote by G(x) the G-orbit of x and by G x the stabilizer of x.
• For any representation of G on a vector space V and a character χ of G, we denote by
• Given manifolds L ⊆ M , we denote by
the normal space to L in M at the point y and by CN M L,y the conormal space to L in M at the point y.
• The symmetric algebra of a vector space V will be denoted by Sym(V ) = ⊕ k≥0 Sym k (V ).
• The Fréchet space of Schwartz functions on a Nash manifold X will be denoted by S(X) and the dual space of Schwartz distributions will be denoted by S * (X) .
• For any Nash vector bundle E over X we denote by S(X, E) the space of Schwartz sections of E and by S * (X, E) its dual space.
• For a closed subset Z of a smooth manifold X we set S *
Proposition 2.1. If U is an open submanifold of X then we have the following exact sequence:
is the natural inclusion and ext * : S * (X) −→ S * (U ) is the dual map to extension by zero.
Definition. If X is a smooth manifold and G acts on X,
Proposition 2.2. Let G be a Nash group that acts on a Nash manifold X.
Proposition 2.3. Let G be an algebraic groups and H a closed subgroup.
Proposition 2.2 gives us a way to reduce from asking if a manifold X has a non-trivial (G, χ) equivariant distribution to asking a similar question on a G-orbit. The next tool can help us to further reduce the problem:
Theorem 2.4. (Frobenius descent). Let a Nash group G act transitively on a Nash manifold Z. Let ϕ : X → Z be a G-equivariant Nash map. Let z ∈ Z and let X z be the fiber of z. Let χ be a
Gz δG|G z , where G z is the stabilizer of z in G. Moreover, for any G-equivariant bundle E on X, the space S * (X, E) G,χ is canonically isomorphic to S * (X z , E| Xz )
Corollary 2.5. Let a Nash group G acts on a Nash manifold X.
For each i, We have a canonical isomorphism:
Proof. Choose Z = X i , Id : X i −→ X i and z = x and X z = {x} and apply Theorem 2.4.
Corollary 2.6. Let a Nash group G acts on a Nash manifold X.
Proof. Combine Proposition 2.2 with Corollary 2.5 and use the isomorphism
The complex version of the Langlands classification
The main goal of this section is to translate the property of being H-distinguished to the language of invariant distributions using the Langlands classification for complex reductive groups.
We assume that G is a complex connected reductive group. Let g be its Lie algebra, K be a maximal compact subgroup of G with Lie algebra k, τ the Cartan involution fixing K, and p the −1 eigenspace of τ . Let a p be a maximal abelian subspace of p, with the corresponding analytic
where T is a maximal torus, A is a maximal R-split torus, and B is a Borel subgroup that contains T .
The work of Zhelobenko and Naimark [ZN66] and Langlands [Lan73] provides the following known classification of representations π ∈ SAF Irr (G) for a complex reductive group G:
Theorem 3.1. Let G be a connected complex reductive group and let π ∈ SAF Irr (G) . Then π is the unique irreducible quotient of Ind
and χ is a dominant character of T .
In Appendix A.1 we deduce Theorem 3.1 from the Langlands classification (see Theorem A.1), although historically, the Langlands classification appeared after the work of Zhelobenko and Naimark, who dealt with the case of a complex group.
Set W (G, A p ) and W (G, T ) to be the Weyl groups corresponding to the root systems Σ(G, 
In Appendix A.2 we prove the following corollary:
where π 1 is the unique quotient of Ind G B (χ 1 ) and π 2 is the unique quotient of Ind
Theorem 3.5 and Corollary 3.6 are needed for Section 6: 2) Let θ : G −→ G be an involution and assume that T is θ-stable. Then π θ is the unique irreducible quotient of Ind
Proof. 1) The non degenerate pairing between Ind 
This implies that π θ is the unique irreducible quotient of Ind
Corollary 3.6. Assume that there exists w ∈ W (G, T ) such that
We now use Theorem 3.1 to translate our question into the language of distributions. The quo-
where χ is the Langlands parameter of π from Theorem 3.1. Thus, it is enough to study H-distinguished representations of the form σ = Ind G B χ. Since B\G is compact, it follows from (e.g. [GSS15, Lemma 2.9]) that
Thus, together with Proposition 2.3, we obtain the following corollary:
Corollary 3.7. We have that
This proves
Step 1 (see Introduction). We now move towards
Step 2, but before we prove it, we need to understand the geometry of B-orbits on G/H. This brings us to the next section.
On the geometry of B-orbits on G/H
The study of the geometry of the minimal parabolic orbits on a symmetric space G/H is well developed. The case of complex symmetric spaces was studied by Springer [Sp85] and the generalization for any local field was done in [HW93] . In this section we use results mostly from [HW93] , as we are interested in real symmetric spaces. In order to apply the results in [HW93] to our setting we need to make some modifications:
(1) [HW93] studies the orbit decomposition of B(R) on G(R)/H(R), where H is an (Zarisky) open subgroup of G θ . We need to generalize to the case when H is an open subgroup (in the Hausdorff topology) of G θ (R).
(2) We want to show that there exists a stratification of G/H by B-orbits.
Let G be a connected reductive algebraic group defined over R, θ be an R-involution of G, G θ be the θ-fixed points of G and P be a minimal parabolic subgroup. Let U = R u (P ) be the unipotent radical of P . We recall the following known result:
Let A be a θ-stable maximal R-split torus of P . Given g, x ∈ G, let ρ be the twisted action
−1 } and note that Q and Q ′ are invariant under ρ. Define a morphism τ : G → G by τ (x) = xθ(x −1 ). We have the following facts (see [HW93, Section 6]):
is a connected closed subvariety of G.
* Q ′ is a finite union of twisted G-orbits, and each orbit is closed. In particular, Q is a connected
We identify V with a fixed set of representatives of the orbits in τ −1 (N ).
Proposition 4.3. [HW93, Proposition 6.8]G is the disjoint union of the double cosets P vG θ ,
Corollary 4.4. τ : G/G θ −→ Q induces a bijection between P -orbits on G/G θ under the left action with P -orbits in Q under the twisted action ρ. The double cosets P xG θ are represented by elements x ∈ τ −1 (N ), and the P orbits in Q are represented by elements n ∈ N ∩ Q.
Proof. τ is an isomorphism, so the bijection between P -orbits is clear. As the twisted P -orbits in Q are represented by n ∈ N , the double cosets P xG θ are represented by x ∈ τ −1 (N ).
Proposition 4.5. [HW93, Proposition 6.15]Q ′ and Q has only finitely many twisted P -orbits.
Combining the above results, we have the following corollary:
Corollary 4.6. Q ′ and Q has finitely many twisted P -orbits, each is of the form P.n for n ∈ N such that θ(n) = n −1 .
The following Theorem 4.7 and Corollary 4.8 are used in Section 5, and they are essential for applying the tools from the Section 2 to the space S * (G/H)
Theorem 4.7. There exists a stratification Q = m k=1 P (n k ) by P -orbits, each contains some
Proof. The following observations shows that it is enough to show that Q ′ has a such a stratification.
* By the argument above, we have that Q ′ decomposes into a finite number of P -orbits, and hence also to a finite number of G-orbits. This implies that also Q(R) has finite number of G orbits.
is the orbit map of e ∈ Q(R). In a similar argument one can show that each G-orbit in Q(R) is open, and since there are finite such orbits, they are also closed.
Thus Q is open and closed in Q(R). In order to show that Q ′ has such a stratification we use the following steps:
* By [HW93, Proposition 6.15], Q ′ has finitely many twisted P -orbits. By induction on the number of these orbits, and the fact that any G-variety has a (Zarisky) closed orbit, it is easy to see that
This gives the required stratification of Q ′ . Proof. Let π : G/H −→ G/G θ be the natural quotient map and note that π is a cover map, with
where h i are representatives of the coset space
is a B-invariant set that contains at most G θ : H B-orbits (the orbits of
open set, and since π is a local diffeomoerphism, it follows that each B-
By induction, we can now apply the same argument for the spaces (G/H)−π −1 (X 1 ) and m i=2 X i and get a stratification of G/H by B-orbits as required.
Some reductions using tools from the theory of distributions
In this section we assume the setting of Theorem 1.3 and we use the notation from Section 4.
Lemma 5.1. There exists a Borel subgroup B, a θ-stable maximal torus T and a θ-stable maximal R-split torus A, such that A ⊆ T ⊆ B.
Proof. By Proposition 4.1 we can find a θ-stable maximal R-split torus A. As G is complex, C G (A) = T a maximal torus and it is θ-stable. Indeed, let t ∈ C G (A), then:
We finish by choosing some Borel B that contains
We now fix such A ⊆ T ⊆ B. Recall that for any n ∈ N G (T ) such that θ(n) = n −1 we denote by θ n the involution of G defined by θ n (g) = nθ(g)n −1 and by T θn (resp. B θn ) the fixed points subgroup of T (resp. B) under θ n . Let Q, Q ′ , τ and τ as in Section 4. The goal in this section is to prove the following theorem:
where B(n) is the B-orbit of n ∈ Q ′ ∩ N G (T ) under the twisted action. Corollary 5.3. We have:
.
We now prove Theorem 5.2:
Proof. By Corollary 2.6 we deduce that:
Since π : G/H −→ G/G θ is a cover map, it is a local isomorphism of B-spaces. Therefore τ • π is a local isomorphism of B-spaces as well, and for each i we have:
as B-representations, where the last equality follows from the fact that Q is open in Q ′ . We deduce that:
As θ satisfies property ⋆, we have that δ 1/2 B | B θn = δ B θn and we get the desired result.
We can now combine Step 1 and Step 2 as follows: assume that π ∈ SAF Irr (G) is H-distinguished.
Step 1 showed that for any Borel B, S * (G/H)
= 0 where χ is dominant with respect to the choice of B. By Lemma 5.1 we can find A ⊆ T ⊆ B such that T and A are θ-stable. Now we can use
Step 2 and deduce the existence of n ∈ N G (T ) ∩ Q such that:
6. Proof of the main theorem-Theorem 1.3
In this section we assume the same setting as in Section 5 and prove Theorem 1.3. Let G be a complex connected reductive group, and g be its Lie algebra, K be a maximal compact subgroup of G with Lie algebra k, τ the Cartan involution fixing K, and p the −1 eigenspace of τ . Let a p be a maximal abelian subspace of p, with the corresponding analytic subgroup A p .
Proposition 6.1. We can choose A p ⊆ A ⊆ T ⊆ B, where A p , A and T are θ-stable.
Proof. By Lemma 5.1 we can choose A ⊆ T ⊆ B such that T and A are θ-stable. As G is a complex group, we can choose some Cartan involution τ such that a = Lie(A) is a maximal abelian subalgebra of p, i.e a = a p and A p = exp(a p ) ≃ (R >0 ) n is the connected component of {e} in
As θ is a an algebraic morphism, θ(A p ) is connected and contains {e} thus A p is θ-stable as well.
Using the above proposition, we fix such A p ⊆ A ⊆ T ⊆ B. Let π ∈ SAF Irr (G) and let χ be its
Langlands parameter such that π is the unique quotient of Ind
and Q ′ = {g ∈ G|θ(g) = g −1 }. Using
Step 1 and Step 2, the next theorem clearly implies Theorem 1.3a):
Corollary 6.3. Theorem 6.2 also implies Theorem 1.3b).
Proof. By Corollary 3.7 and the discussion in Section 5
where n ji is a representative of the B-orbit B(n ji ) in Q. By Theorem 6.2 it follows that dim C (π * ) H ≤ |B\G/H| and also thatπ ≃ θ • π as required.
The proof of Theorem 6.2 is divided to several parts: in the first part we calculate N Q ′ B(n),n using the Lie algebra of G by some direct calculations. In the second part we decompose Sym(N by n, and by (dL n ) k and (dR n ) k , their differentials at a point k ∈ G. For the convenience of the reader, we will drop the notation ( ) e when taking differential at e.
Lemma 6.4. We have that:
As n ∈ Q ′ , it satisfies θ(n) = n −1 so n −1 θ(n −1 g) = θ(g) and this implies that
Altogether:
This provides a description of
Now we would like to describe T n (B(n)) = Im(da). Notice that a(g) = gnθ(g
, so:
where i : G −→ G is the inversion map. This finishes the Lemma.
The goal now is to give a description of T n Q ′ and T n B(n) using the root space decomposition of G as a reductive group. If we consider G as a complex group then we can write g = g 0 ⊕ α∈Σ(G,T ) g α , where g 0 = Lie(T ), Σ(G, T ) is the corresponding root system and each eigenspace g α is one dimensional over C. If we consider G as a real group then we can again write g = g 0 ⊕ α∈Σ(G,Ap) g α . As A p is θ-stable we have an action of θ on the restricted root system
for the positive and negative roots (with respect to the choice of the Borel subgroup B).
Lemma 6.5. Each eigenspace g α , for α ∈ Σ(G, A p ), is two dimensional over R and g α = g α for some α ∈ Σ(G, T ) such that α| Ap = α. Moreover, there is a unique such α and dθ(g α ) = g θ(α) .
Proof. We have an isomorphism φ :
Under this identification, we can write any root α ∈ Σ(G, T ) as α(t) = α(t 1 , ..., t n ) =
, where n i ∈ Z. If we restrict α to A p we can write α| Ap (t 1 , ..., t n ) = t ni i . Therefore α = α| Ap = β| Ap = β if and only if α = β. This implies that dθ(g α ) = g θ(α) .
We now calculate T n Q ′ and T n B(n) in terms of the restricted root decomposition
Theorem 6.6. Under the identification of T n Q ′ and T n B(n) as sub-algebras of g by applying dL n −1 , we have:
where ( ) ψn,−1 denote the −1 eigenspace of ψ n .
Proof. The first statement is clear by using Lemma 6.4 and identify T n Q ′ with T e (G) by applying (dL n −1 ) n . For the second statement, observe that {Ad n −1 (Y )−dθ(Y )|Y ∈ g α } is the −1 eigenspace of ψ n restricted to the space g w −1 (α) ⊕g θ(α) (or the space g w −1 (α) if ψ n (g w −1 (α) ) = g w −1 (α) ). Indeed,
, respectively, and since they span g w −1 (α) ⊕ g θ(α) it follows that they are indeed the ±1 eigenspaces. In addition, notice that
are both the −1 eigenspace of ψ n restricted to the space g w −1 (α) ⊕ g θ(α) . The same argument can be applied to g 0 . This finishes the second statement.
Corollary 6.7. Under the identification of T n Q ′ and T n B(n) as sub-algebras of g by applying dL n −1 , we obtain:
Proof of Theorem We are now interested in
via the differential of the action at the point n, i.e via (dρ t ) n , and this induces an action on
(with respect to (dρ t ) n ). Then each g w −1 (α) ⊕ g θ(α) ψn,−1 is an α-eigenspace, for α ∈ Σ(G, T ) (i.e, the unique root α such that α| Ap = α, see Lemma 6.5).
Proof. Observe that ρ t (g) = tgθ(t) −1 = tgt −1 ·tθ(t) −1 and that t −1 nθ(t)n −1 = e ⇐⇒ n −1 tn = θ(t)
for any t ∈ T θn . In other words, Ad θ(t) = Ad n −1 tn . T θn acts on T n (Q ′ ) via (dρ t ) n and recall that we have identified T n (Q ′ ) with a subalgebra of g via (dL n −1 ) n (6.1). Therefore, in order to understand the action of T θn on g w −1 (α) ⊕ g θ(α) ψn,−1 we need to identify it with T n (Q ′ ) via dL n , apply the twisted involution and move back to g via
Therefore:
and as a consequence:
and also dρ ′ t (g θ(α) ) = α(t)g θ(α) . This implies that g w −1 (α) ⊕ g θ(α) ψn,−1 is an eigenspace of T θn under twisted involution with the same character α.
Corollary 6.9. As a complex representation of T θn , we have that:
where S is some multiset containing only negative roots α ∈ Σ(G, A p ) such that w • θ(α) is also negative, and V α is a one dimensional representation of T θn corresponding to a character α.
Proof. The space N Q ′ B(n),n ⊗ R C is a complex representation of T θn so we can decompose it to one-dimensional C-eigenspaces. By Lemma 6.8, g w −1 (α) ⊕ g θ(α) ψn,−1 is an α-eigenspace, thus:
This implies that N Q ′ B(n),n ⊗ R C ≃ α∈S V α when S is a multiset that contains roots α (with possible repetitions), such that both α and w • θ(α) are negative.
Example. Consider the case of G = GL n (C), G θ = GL n (R). In this case the B-orbits in Q ′ are represented by the set of involutive Weyl elements, that is, w ∈ W (G, A p ) such that w 2 = Id. In addition W (G, A p ) = S n -the permutation group of n elements. Under this identification, we have an action of W ≃ S n on rows and columns. We also have a decomposition gl n = g 0 ⊕ g αij where g αij is the complex space spanned by matrix E ij (that has 1 in the ijth entry and 0 in all the other entries). Calculating N Q ′ B(w),w yields:
where I w = {(i, j) : i > j, w(i) > w(j)}. Under the choice of the upper triangular matrices as the Borel subgroup, I w corresponds to the set of negative roots {α ij } such that α w(i),w(j) = w(α ij ) = w • θ(α ij ) is negative. We see that this example agrees with the result in 6.9.
Corollary 6.10. We have the following isomorphism of representations of T θn :
where ϕ : S −→ Z ≥0 is some function, and V α ϕ is a one dimensional representation of T θn that corresponds to a character α ϕ (t) = αj ∈S ( α j (t)) ϕ(αj ) for the multiset S as defined in Corollary 6.9.
Proof. Choose a basis
,n is via Ad θ(t) . We can now describe the action of T θn on the space
where ϕ(α j ) is the number of appearances of j in {i 1 , ..., i k }.
is of the form
X ϕi where X ϕi ∈ V α ϕ i . This implies that for any i, X ϕi is also (T θn , χ) equivariant.
This implies that ϕ i (t) = χ(t) for any t ∈ T θn .
Lemma 6.12. For any n ∈ N G (T ) ∩ Q ′ , we have that {nθ(t)n −1 t|t ∈ T } ⊆ T θn .
Proof. Recall that T θn = {t ∈ T |tnθ(t) −1 = n} = {t ∈ T |θ(t) = n −1 tn} and notice that:
= 0 then there exists ϕ : S −→ Z ≥0 such that:
for any t ∈ T .
Proof. By Corollary 6.11 , α ϕ | T θn = χ| T θn and by Lemma 6.12 we can deduce that for every t ∈ T , α ϕ (nθ(t)n −1 t) = χ(nθ(t)n −1 t). Therefore:
By Corollary 3.6, in order to prove that π ≃ π θ it is enough to show that χ −1 = w • θ(χ). Notice that by Langlands' classification, we have that χ is dominant while α ϕ | Ap and w • θ(α ϕ )| Ap are negative. This leads us to our main result.
Proof. By Corollary 6.13, α ϕ (t) · w • θ(α ϕ )(t) = χ(t) · w • θ(χ)(t) for any t ∈ T . For any root α j with multiple instances α j1 , ..., α jm in S, we may define n j = m i=1 ϕ(α ji ). We can change S to be a set by deleting all multiple instances in it. By doing this, we can write α
when S is now a set (without repetitions) of roots {α j } such that both α j , w • θ(α j ) are negative. We now restrict to A p and take the differentials of the characters to get the following equation:
Recall that both θ and w preserve Σ(G, A p ) and hence preserve the inner product between the roots (see [Hum72, Lemma, p.43] ), that is:
Thus, we have for any α ∈ Σ(G, A p ):
We now claim that j∈S n j · (α j + w • θ(α j )) = 0. Assume that there exists some k such that n k = 0. By taking the inner product of j∈S n j · (α j + w • θ(α j )) with itself we get on one hand:
But on the other hand, as χ is dominant and α j , w • θ(α j ) ∈ Σ(G, A p ) − for any α j ∈ S it holds that:
We got a contradiction, hence n k = 0 for any k and α ϕ (nθ(t)n −1 t) = 1. This implies that:
Let G be a real reductive group with Lie algebra g and K a maximal compact subgroup. Define HC to be the category of finitely generated, admissible (g, K)-modules (see [KT00, Lecture 5]).
Casselman and Wallach showed that there is an equivalence of categories SAF (G) ≃ HC(g, K).
The functor in one direction is E −→ E K−f inite , where In this section we state Langlands' classification for Hilbert representations and use it to prove the complex version (i.e, when G is a complex reductive group, see Theorem 3.1) of the classification for Fréchet representations. Both theorems are known results, and in fact, the complex version was first proved by Zhelobenko and Naimark (see [ZN66] ), and later it was generalized by Langlands.
For the following definitions and Theorem 3.1, assume that π is a Hilbert representations of G. Moreover, to avoid confusion, we set H − Ind G P to be the normalized induction in the category of Hilbert representations, and by Ind G P the normalized induction in the category SAF (G).
Definition. 1) π is called a discrete series representation if it is unitary, irreducible and it is infinitesimally equivalent to a direct summand of the right regular representation of G on L 2 (G).
2) π is called a tempered representation of G, if π is infinitesimally equivalent to a subrepresentation of an induced representation H −Ind G MAN (σ⊗λ⊗1) for some standard parabolic subgroup M AN ⊇ M p A p N p , some discrete series representation σ of M , and some imaginary character λ of A, i.e of the form (t 1 , ..., t n ) −→ t λi i where the λ i are purely imaginary.
Theorem A.1. Let G be a real connected reductive Lie group, with g be its Lie algebra. Also let K be a maximal compact subgroup of G with Lie algebra k, τ the Cartan involution fixing K, and p the −1 eigenspace of τ . Let a p be a maximal abelian subspace of p, Σ the root system of a p in g, △ the set of simple roots of Σ, and F ⊆ △. Furthermore, let M p A p N p be the corresponding minimal parabolic subgroup (see Appendix B.1).
Then the infinitesimal equivalence class of irreducible admissible Hilbert representations of G are uniquely parameterized by triples (F, [σ] , λ), where: * Q F is a standard parabolic subgroup of G corresponding to F with Langlands decomposition
* σ is an irreducible tempered representation of the semisimple Lie group M , where [ ] denotes equivalence class up to infinitesimal equivalence. * The character λ ∈ a * F satisfies Re α, λ > 0 for all simple roots α not in F .
More precisely, the triple (F, [σ], λ) corresponds to the equivalence class of the unique irreducible
A.1. Proof of Theorem 3.1. Before we prove Theorem 3.1 we present three facts and key Theorem A.2: 
Theorem A.2. Let π be an irreducible, admissible, Hilbert representation of G and fix some maximal torus T and a Borel subgroup B ⊇ T . Then it is equivalent to the unique quotient of H − Ind G B (χ), where χ is some dominant character of T , i.e Re dχ| ap , α ≥ 0.
(see e.g. [BK14, Section 5.1]). Denote H smooth to be the smooth part of H and notice that H smooth ∈ SAF Irr (G) is a Fréchet globalization of V . Assume we are given a representation E ∈ SAF Irr (G) such that V := E K−f inite . Then by the Casselman-Wallach globalization theorem we have that H smooth ≃ E.
We can now prove Theorem 3.1: 
Proof. By Corollary 3.3 this is true for tempered representations. By Theorem A.2, π 1 is the unique quotient of Ind G P (σ 1 ⊗ v 1 ⊗ 1) and π 2 is the unique quotient of Ind
Assume π 1 ≃ π 2 . By Theorem A.2, σ 1 ≃ σ 2 and v 1 = v 2 . By Corollary 3.3, σ 1 ≃ σ 2 if and only if there exists
be an element that correspond to w ′ . M centralizes A and therefore n ′ centralizes A. Thus n ′ ∈ N G (A p ) and it corresponds to an element w ∈ W (G, A p ) such that w centralize A and acts as w ′ on A ′ . Therefore:
are dominant with respect to positive roots α such that α| A is non zero, w must act trivially on A. Therefore w(σ
2) An element λ ∈ a * p is called a dominant weight (resp. strongly dominant) if λ, α ≥ 0 (resp. λ, α > 0) for any α ∈ △.
3) Let G be a complex reductive group, T be a maximal torus. We call a homomorphism χ : T −→ C a dominant character (resp. strongly dominant) if Re dχ| ap , α ≥ 0 (resp. Re dχ| ap , α > 0) for any α ∈ △.
Example. Consider G = GL n (C). Fix T to be the subgroup of diagonal matrices and a Borel B to be the subgroup of upper triangular matrices. Choose a compact from by the involution
where * is conjugate transpose. Under this identification we can choose A p to be the subgroup of real and positive diagonal matrices and A to be the subgroup of real diagonal matrices.
X, Y := ReTr(X · Y * ) defines a real valued inner product on gl n . Denote E ij ∈ gl n to be the matrix with value 1 at the (i, j)th entry and 0 at all other entries. Any character χ : T −→ C can be written in the form
for some λ i ∈ C, n i ∈ Z. We can write gl n = g 0 ⊕ λ∈Σ g αij where g αij = E ij and α ij = t i /t j . Notice that the positive restricted roots are {α ij } i<j . On the Lie algebra level, α ij (T 1 , ..., T n ) = T i − T j where T 1 , ..., T n is the corresponding basis for a p . Note that χ| Ap (t) = χ(t 1 , ..., t n ) = t λi i and hence dχ| ap (T 1 , ..., T n ) = (λ 1 T 1 , ..., λ n T n ).
Since a p consists of diagonal and real matrices we have that Tr(X · Y * ) = x i · y i . The inner product on a * p is defined by α, β := X α , X β via the identification α −→ X α , for X α ∈ a p . Under this identification, α ij corresponds to the vector v ij = (0, ..., 0, 1, 0, ..., 0, −1, ...0) (1 and −1 in the ith and jth coordinates and 0 in the others) and dχ| ap corresponds to (λ 1 , ..., λ n ). Requiring χ to be dominant is the same as requiring that for any i < j we have:
B.1. Parabolic subgroups. We now introduce some facts about parabolic subgroups:
Definition. A parabolic subgroup of an algebraic group G defined over k is a closed subgroup P ⊆ G, for which the quotient space G/P is a projective algebraic variety. A subgroup P of G = G(k) is parabolic if P = P (k) for some parabolic subgroup P ⊆ G, such that P (k) is dense in P (in the Zarisky topology).
There always exist minimal parabolic subgroups and they have the following structure theory over R: let G be a linear connected reductive group, K a maximal compact subgroup, A p , N p as defined
Ad k = id on a p . We have the following properties:
(1) M p is a closed subgroup of K, hence compact.
(2) M p centralizes a p and normalizes each g λ . • M A := Q ∩ Θ(Q), where Θ is the global Cartan involution that fixes K.
• A := Z(M A) with Lie algebra a.
• m is the orthogonal complement of a in m ⊕ a with respect to , defined above.
• M 0 is the analytic subgroup that corresponds to m. M = C K (A) · M 0 (it is non compact if Q = Q p ).
• Let n be the direct sum of eigenspaces in q = Lie(Q) with nonzero eigenvalues corresponds to a, and define N to be the analytic subgroup corresponding to n.
This describes the structure of any standard parabolic. There is another description of standard parabolic subgroups, from which one can understand the connection between a p , m p , n p and a, m, n:
let F be any subset of △. Denote Σ F = {β ∈ Σ|β ∈ Span(F )}, Γ F = Σ + ∪ Σ F and define:
This is a parabolic subalgebra of g containing q p = m p ⊕ a p ⊕ n p . Define:
(1) a F := ∩ β∈ΣF kerβ. It is contained in a p . and we get that q F = m F ⊕ a F ⊕ n F . This decomposition has some nice properties:
• The centralizer of a F in g is m F ⊕ a F .
• a p = a F ⊕ a M,F .
• n p = n F ⊕ n M,F . Now let A F and N F be the analytic subgroups with Lie algebras a F , n F . Define M 0,F to be the analytic subgroup that correspond to m F and M = C K (A F ) · M 0 . We get a standard parabolic subgroup Q F := M F A F N F with Lie algebra q F = m F ⊕ a F ⊕ n F . This describes all standard parabolic subgroups. Notice that if G is semisimple then dimA p = |△| and there are exactly 2 dimAp different subsets F ⊆ △ and the number of standard parabolic subgroups is 2 dimAp .
Example. Consider G = SL n (R) and fix a minimal parabolic subgroup M p A p N p corresponding to the upper triangular matrices. The standard parabolic subgroups Q F are block upper triangular matrices, where different choices of F corresponds to different matrix block partitions. Here, M F A F corresponds to block diagonal matrices. When F is empty, we get that Q F = Q p , the minimal parabolic subgroup and when F = △ we get that Q F = G, A, N = {e} and M = G.
Proof. Fix a Borel subgroup B, a θ-stable maximal torus T and a θ-stable maximal R-split torus A, all in G, such that A p ⊆ A ⊆ T ⊆ B (see Proposition 6.1). If we consider G as a complex group then we can write Lie(G) = g = g 0 ⊕ α∈Σ(G,T ) g α , where g 0 = Lie(T ), Σ(G, T ) is the corresponding root system and each eigenspace g α is one dimensional over C. If we consider G as a real group then we can write g = g 0 ⊕ α∈Σ(G,Ap) g α . g α becomes a two dimensional space over R and α| Ap = α. Notice that dimH = 1 2 · dimG and g θ = g θ 0 ⊕ α∈Σ(G,T ) g α has exactly half of the dimension in each root space.
Note that for any n ∈ N G (T ), Ad n is a C-linear map, and dθ is a semi-linear map. This implies that if θ n (α) = α then d(θ n )| gα = Ad n • dθ| gα = ±Id.
We now show that δ B θn = δ , where ( ) d(θn),+1 denote the +1 eigenspace of d(θ n ). As d(θ n )| gα = ±Id for roots α ∈ S 2 we deduce that:
(α(a) · θ n (α)(a)) .
Hence, it is enough to prove that α∈S3 α(a) · θ n (α)(a) is trivial for any a ∈ A p , or equivalently by taking differentials, α∈S3 α(X) + θ n (α)(X) = 0 for any X ∈ a p = Lie(A p ). Indeed, if α ∈ S 3 then also −θ n (α) ∈ S 3 as well, hence we are done.
