ABSTRACT. We report on the first successful speckle imaging studies using the Stanford University speckle interferometry system, an instrument that uses a multianode microchannel array (MAMA) detector as the imaging device. The method of producing high-resolution images is based on the analysis of so-called "near-axis" bispectral subplanes and follows the work of Lohmann et al. (1983) . In order to improve the signal-to-noise ratio in the bispectrum, the frame-oversampling technique of Nakajima et al. (1989) is also employed. We present speckle imaging results of binary stars and other objects from V magnitude 5.5 to 11, and the quality of these images is studied. While the Stanford system is capable of good speckle imaging results, it is limited by the overall quantum efficiency of the current MAMA detector (which is due to the response of the photocathode at visible wavelengths and other detector properties) and by channel saturation of the microchannel plate. Both affect the signal-to-noise ratio of the power spectrum and bispectrum.
INTRODUCTION
Speckle interferometry has been successfully used to gain high angular resolution information about astrophysical objects since its inception by Labeyrie (1970) . In conventional astronomy, fluctuations in the atmosphere above the telescope aperture blur images so that the resolution is typically 1 to 2 arcsec, much worse than the diffraction-limited resolution of large telescopes. Speckle interferometry allows for the reconstruction of image features on a much smaller scale by taking many short (typically -0.01 s) exposure images (frames) of an object, where over the exposure time the atmospheric fluctuations are effectively frozen. Labeyrie realized that the spatial frequency power spectrum of an object, averaged over many frames, retains high angular resolution information that can be retrieved by way of Fourier deconvolution. The method he developed fell short of producing full image reconstructions because the power spectrum contains no phase information about the object's Fourier transform.
Extensions on Labeyrie's technique that retain phase information (in the general case where no isolated point source exists in the field of view) were developed as early as 1974 by Knox and Thompson. They suggested an analysis technique involving the image cross spectrum, a mathematical object that retains a derivative of the phase on the frequency plane. Many investigators have reported results using other methods, some of which worked in special cases, some of which were borrowed from radio astronomy (see e.g., Roddier 1987 for a review). Several years later, Lohmann et al. (1983) developed a technique of retrieving phase information from the image bispectrum. The analysis of the bispectrum has generally been acknowledged to be one of the best ways to derive a phase estimate in speckle imaging because the bispectral signal-to-noise ratio is high and because the bispectrum is relatively insensitive to telescope aberrations. Like the cross-spectral analysis of Knox and Thompson, the bispectrum can be used to derive a phase derivative estimate over the spatial frequency plane.
There are several different kinds of speckle interferometry systems currently in use. One type of system that has enjoyed great success is the intensified charge-coupled device (ICCD), favored by the U.S. Naval Observatory speckle interferometrists (Worley and Douglass 1992) and the Center for High Angular Resolution Astronomy (CHARA) group at Georgia State University (McAlister et al. 1987 ). In the 1980s, another kind of speckle interferometry device became available in the form of photon-counting cameras such as PAPA detectors (Papaliolios et al. 1985) , resistive anode position sensing detectors (Nakajima et al. 1989) , wedge and strip detectors (Barnstedt et al. 1987) , and MAMA detectors (Morgan 1989; Timothy et al. 1989) . These detectors all offer the advantage of time tagging each detected photon, allowing the frame rate to be set in software after the observations are completed. Also, they allow for the accurate subtraction of the so-called "photon noise bias" term in correlation func-Imaging detector tions, and give a data stream that is much more compact than nonphoton-counting devices.
The first speckle interferometry system for the MAMA detector was built in the mid-1980s by Morgan and Timothy and their collaborators at Ball Aerospace Systems Group. The device was used to take some preliminary speckle data of double stars and planetary objects (Morgan 1989; Meng et al. 1990; Morgan et al. 1990) . From this experience, a new speckle system was built and was described in an earlier paper (Horch et al. 1992) . Initial data taken with the new system showed that it was capable of retrieving nearly diffraction-limited information under good seeing conditions, but the studies by Horch et al. were limited to the power spectrum of objects, and speckle image reconstructions were not considered. In this paper, we show the first speckle imaging results with this system and make a study of the quality of these images. Two detector effects are discussed in detail, detective quantum efficiency and channel saturation of the microchannel plate. Our results can be compared to the work of other groups to give a clearer picture of how well the Stanford system works as a speckle imaging device and how it may best be used in the future for projects of scientific merit.
Some properties of the current Stanford system and several other photon-counting speckle imaging systems are shown in Table 1 . While the Stanford system offers some advantage in spatial and temporal resolution, its detector quantum efficiency is lower than the other devices due mainly to the response of the bialkali photocathode at visible wavelengths. Since the signal-to-noise ratio (SNR) of the bispectrum is proportional to n 3/2 at low light levels, where n is the number of photons detected per frame, we can expect that the quality of speckle imaging results obtained with the current MAMA detector will be lower than those of other investigators.
INSTRUMENTATION
Although the Stanford speckle interferometry system has been previously described, it is useful to explain the basic operation of the system here, especially since we have made some recent system modifications. Figure 1 shows a block diagram of the current system. Light entering the telescope is imaged onto a plane at the front end of the "speckle camera," a box that contains Risley prisms, microscope objective lenses, and narrow bandpass filters (in addition to some other optical elements). The speckle camera corrects for atmospheric dispersion, magnifies the image to a size appropriate for speckle interferometry, and filters the light so that the image received at the detector is quasimonochromatic.
The imaging detector is a MAMA detector with a bialkali photocathode and a single curved-channel microchannel plate (MCP) with 8 fxm diameter channels on 10 /xm centers. Current generation MAMA detectors have been described in detail by Timothy et al. (1989) , so only a brief description of the detection process will be given here. Beneath the MCP is an anode array which collects the charge cloud from the output side of the microchannels. The charge on each anode Fig. 1 -The primary components of the Stanford University speckle interferometry system. is amplified and positional information is determined by coincidence electronics housed in a separate box called the "pixel decoder." The decoder was built by David Kasle (now of Kubota Pacific, Inc.) and is equipped with the highresolution decoding algorithm which has been successfully used with MAMA detectors for the past three years . This feature gives the Stanford speckle interferometer 7 /¿m square pixels and an intrinsic resolution of about 11 jum on the image plane (Kasle and Horch 1992) .
Decoded photoevent data are transferred to a Macintosh computer by means of a fiber optic link. The receiving unit of the link is connected directly to a NuBus™ interface card that sits inside the computer. Both the fiber optic system and the computer interface were built by Giorgio Giaretta at Stanford University. The computer interface time tags the incoming data and stores the information in a file on the hard disk which is then transferred to 8 mm magnetic tape by means of an Exabyte tape drive. The computer also controls the speckle camera through a computer automated measurement and control (CAMAC) interface, so that filter selection and Risley prism orientation can be accomplished remotely.
THE RECONSTRUCTION METHOD
The photon noise bias is explicitly removed from each frame by requiring l=£k. The result is then averaged over many frames and Fourier transformed to obtain the power spectrum. To compute the bispectrum, we use the subplane method of Northcott et al. (1988) (where the inverse transform of a particular bispectral subplane is calculated in image space), but again we use frame images of the form of Eq.
(1). Define the Fourier transform of a function g(x) on the image plane as
The bispectrum C(u 1 ,u 2 ) of 7(x) can be expressed as
Consider a subplane of the bispectrum defined by u 2 fixed. The second two factors in the right side of Eq. (4) can be expressed as
where ® denotes cross correlation and the Fourier transform frequency variable is . The first factor is just
The construction of a high-resolution image from speckle data has three main steps: (1) the modulus of the object's Fourier transform is obtained via analysis of the image power spectrum, (2) the phase of the object's Fourier transform is obtained via analysis of the image bispectrum, and (3) the two pieces are combined to give an estimate of the object's (complex) Fourier transform and the result is Fourier inverted. In order to obtain the power spectra and bispectra of all of the objects discussed in the next section, the oversampled frame technique of Nakajima et al. (1989) was used. In this case, the second frame in a sequence of frames starts halfway through the first frame, the third frame starts at the end of the first frame and halfway through the second frame, and so on. This has been shown to improve the SNR of the Fourier objects by 30%-40%.
Frames are also flat fielded in the following way. With an ideal photon-counting device, each detected event would be a delta function of unit weight and a frame would consist of the sum of such delta functions. However, there are in general nonuniformities in detector response across the image plane. Following Beletic (1989) , we flat field frame images I(x) by weighting the events depending on where they occur on the image plane, so that N Ax) = 2 Wiô(x-Xi).
(
The weights w t are proportional to l//(x¿), where/(x¿) is the number of counts at x ¿ in the flat-field image. To form the autocorrelation function y(x)=J7*(x')/(x'+x)dx' for a frame image, we substitute the right side of Eq. (1) in for I and obtain N N }{x)=2 2 w k w¡ó(x+x k -x,).
Substituting the right hand side of Eq. (1) for /(x) in Eqs. (5) and (6), we obtain
Agaiin the photon noise bias subtraction is done explicitly in these summations by removing the self-correlation terms and it can be shown that this is equivalent to the method of Beletic (1989) . The first sum is simply a complex factor and may be placed inside the Fourier transform. Using the linearity of the transform, we can then average over many frames in image space and Fourier transform just once at the end
where ( ) denotes the average over many frames. Equation (8) is the basic relation that we use to calculate flat-fielded, bias-subtracted subplanes. The method of phase reconstruction used for the data presented below is that of Lohmann et al. (1983) , where the phase map is built up recursively starting at the origin in the frequency plane. Although it is possible to construct the phase map with only two subplanes from the (fourdimensional) image bispectrum, using more subplanes can be beneficial depending on observing parameters (Nakajima 1988) . In general, the highest signal-to-noise subplanes lie close to the u 2 =0 subplane, where as above the bispectrum is of the form C(uj ,u 2 ), and Uj is the spatial frequency variable of the phase map. These are often called the "near-axis" subplanes. The recursive method used here is a very simple phase reconstructor with the main disadvantage that as the phase is built up away from the origin, errors begin to increase. There are now more sophisticated methods for the development of the phase map, such as the relaxation technique used by Meng et al. (1990) . A new phase reconstruction program based on this method is currently being written for the Stanford system.
Once the phase map is combined with the modulus estimate, the result must be inverse transformed to yield a reconstructed image. We have found that with our data, the high-frequency portion of the reconstructed object Fourier transform must be attenuated before inverse transforming to give a high dynamic range reconstructed image. We have attempted a couple of different schemes for doing this, but for the images presented in this paper, the reconstructed transform was multiplied with a circular Gaussian filter of the form
where cr is a constant. This type of filter gives a fairly smooth reconstructed image with roughly Gaussian reconstructions for point sources and has the considerable advantage of simplicity. The effect of varying the filter width, cr, on image properties is discussed in the next section.
OBSERVATIONS
All of the observations discussed below were taken in 1992 May at the Lick Observatory 1-m reflector. Seeing for this run varied between 1"4 and 2'.'0. All observations were taken in low-resolution decoding mode (14 ¡mm square pixels in a 224X960 format) with a 5029 Â filter that was 397 Â wide. At this wavelength, we estimate that the telescopefilter-detector combination has a quantum efficiency of about 0.5%.
The plate scale was measured by taking an image of a point source on one side of the active area of the detector and then moving the telescope until the star was on the other end of the field of view. The change in the direction that the telescope was pointing between the two images then leads to an estimate of the number of pixels per arcsecond. Since our MAMA detector has a large format, even with speckle optics, we were able to measure the plate scale within a couple of percent using this technique. For the Lick observations, we obtained a plate scale of 0.06857±0.0022 arcsec pixel -1 . The same technique also gives the angle between the detector long axis and true north (the detector pitch angle), where the result was 2!10±0?57.
The first object that we analyzed was a point source, HD 125019. Figures 2(a) and 2(b) are the Fourier space representations of the reconstructed modulus and phase as obtained by the image reconstruction program prior to Gaussian filtering in the frequency domain. The origin (where spatial frequency is zero) is in the center of the diagram. The modulus estimate for a point source should be a constant while the phase should be a linear function of u, accounting for the arbitrary position of the object in image space. While the recovered phase piap does appear to be roughly linear, the modulus estimate is not constant since there are dark peaks near the center of Fig. 2(a) . These are caused by a mismatch in the seeing conditions between HD 125019 and the object used as a point source (HD 119126) to obtain the modulus. Even with this deficiency, a narrow reconstructed point spread function is obtained and shown in Fig. 2(d) . produce Fig. 2(d) and all subsequent reconstructions shown here. The full width at half maximum (FWHM) of the integrated image is 1758 while for the reconstructed image the result was 073 3. The dynamic range of the reconstructed image, defined to be the maximum value in the array divided by the value of largest spurious peak (positive or negative), is about 26.
Next we analyzed data taken of four objects from the CHARA Second Catalog of Interferometric Measurements of Binary Stars (McAlister and Hartkopf 1988) . We present the data for two of these objects in the same form as for HD 125019. Figures 4 and 5 show the reconstruction of the binary star HD 115995 obtained with the image reconstruction software and the integrated image for comparison. The dynamic range for the reconstructed image is 14. Figures 6 and  7 show the result of the analysis for HD 161833, where the reconstructed image has a dynamic range of 35. A twodimensional Gaussian fitting program was used to obtain the best fit positions of the two peaks in the reconstructed images of these and two other binaries analyzed the same way. These results are summarized in Table 2 . Finally, the Stanford results for HD 161833 and HD 130188 have been compared with the previous position measures found in the CHARA Second Catalog and one other source (Hartkopf et al. 1992) in Fig. 8 . The relative movement of the components is real and the measurements are in good agreement with the previous observations. This is true for all the binaries in Table 2 , where the uncertainty in the separation is typically a couple of hundredths of an arcsecond. The main contributor to this uncertainty is the measure of the plate scale.
Several other unresolved point sources and binaries were analyzed in the same way to determine how the dynamic range of the reconstructed images behaves as a function of the Gaussian filter width and as a function of V magnitude. As the width of the filter is increased in frequency space, the point spread function of a reconstructed image will become narrower, but at the cost of dynamic range, as shown in Fig.  9 for the binary HD 161833. This behavior reflects the fact that the SNR is lower in the high-frequency portion of the recovered object Fourier transform than in the low-frequency portion. Figure 10 shows how the dynamic range diminishes as the source brightness decreases. In this plot, the width of the Gaussian filter is fixed at 1.7 cycles arcsec -1 , the same width as for the reconstructed images shown in this section. By 11th magnitude, the reconstructed images show typical dynamic ranges of only about 5 (for 10 6 events analyzed). From Fig. 10 , we can currently expect to obtain reconstructed images with dynamic ranges of 10 or better for ob- jects brighter than about 8th magnitude on a 1-m class telescope under normal observing conditions.
DETECTOR EFFECTS
When the above results are compared to some other speckle imaging studies, the Stanford system appears to give reconstructed images of lower quality. Recall from the previous section that the dynamic range of a reconstructed image is defined as the maximum value in the image divided by the largest spurious component. Hofmann and Weigelt (1986) have resolved a quadruple star system where the components are all about 12th magnitude with the 1.5-m Danish telescope at the European Southern Observatory, and while no dynamic range estimate is given for the image, the resolution of the reconstruction is about OH. Nakajima et al. (1989) obtain a dynamic range of 30 on a reconstructed image of a double star with V=4.2. The object was observed using the Hale 5-m telescope and the reconstructed image had a beam FWHM of 0'.'03, which is diffraction limited. While the Stanford system at the Lick 1-m telescope gave a dynamic range of 35 for the binary HD 161833 (with V=5.6) under similar seeing conditions, this image has a resolution of over twice the diffraction limit, with a beam FWHM of 0735. A quasidiffraction-limited image of our HD 161833 data has dynamic range of less than 8. This again illustrates the trade-off between resolution and dynamic range; in the results above, we have chosen to present reconstructed images of lower resolution in order to maintain a standard of dynamic range. Therefore the current limitations of the Stanford system are realized in the lack of diffraction-limited resolution.
Detective Quantum Efficiency
The quality of the speckle imaging results is determined in part by the performance of the image device. In the case of the Stanford system, the MAMA detector currently used is not optimal for speckle interferometry for two reasons. First, as already mentioned, the photocathode material does not have as high a quantum efficiency in the visible as the S-20 and MA-2 photocathodes used with other systems. Secondly, properties of the MCP of this MAMA detector are not outstanding. It has a low gain, giving an average output of about 3X10 5 electrons pulse -1 . When the electronic threshold for event detection is set at a reasonable level to limit the dark current, this results in a lower gain-to-threshold ratio than most MAMA detectors have, about 1.2 compared with more typical values of 2 to 4. This ratio is important in determining both the detective quantum efficiency and the linearity of the device. Figure 11 illustrates the effect of a low-gain MCP on MAMA detector quantum efficiency by showing the histogram of individual event gains, known as the pulse height distribution (PHD) of the detector, for the high-and low-gain cases. When the peak in the PHD (called the modal gain) is not very much higher than the threshold, more photoevents in the distribution fall below the threshold and go uncounted, thereby decreasing the detector's quantum efficiency. Even if a photoelectron is generated at the photocathode, it will not be counted if the MCP does not produce a large enough electron cloud. 
where m=|u is the spatial frequency, n is the number of photons per frame, M is the number of frames averaged. T hf (u) is the high-frequency expression for the speckle transfer function given by, e.g., Dainty (1984) low-frequency portion of the power spectrum and assuming the Lick 1-m telescope has diffraction-limited optics. This gives T hf (u). The variables M and n are also matched with the observational values, and this leads to an expected value of the SNR based 0n photon statistics. The SNR in a MAMA data point source power spectrum can be measured by considering a thin annulus centered on a spatial frequency of interest. The signal is given by the average value inside the annulus and the noise measurement is the standard deviation of values that lie inside the annulus. The division of these two quantities gives the observed SNR. Since the power spectrum is symmetric about the line u y =-u x in frequency space, only the half annulus above the line is used for the measurements. Figure 12 shows a typical result for the signal-to-noise observed with the Stanford system. It currently gives SNRs that are well below the expected value from photon statistics, especially for higher count rates. This result is not connected with the low detective x (arcsec) y quantum efficiency of the system, since that is folded into Eq. (10) by way of the variable n.
In order to investigate why the Stanford system performs below the level of speckle photon statistics, we constructed a computer program to model the speckle process and photoevent detection with a MAMA detector. The portion of the code that models the formation of speckles operates under the assumption that the aperture function may be described as a simple random phase screen that is linearly translated across the telescope aperture as a function of time. The size of coherent phase regions within the aperture is set by convolving the phase screen with an input kernel. The shape and width of the kernel are determined by requiring that the seeing distribution is similar to that of real data. We also assume monochromaticity and perfect optics. For the model of the MAMA detector, we assume that 2.25 microchannels on average feed each detector pixel (the actual number for our current detector is 2.26 in low-resolution decoding mode), and that a microchannel takes some characteristic time r ch to recharge after an event has passed through it. This wellknown feature of MCPs leads to a phenomenon called channel saturation which depletes the charge available on a channel wall in the MCP at high light levels and lowers the average gain of events. The program assumes that after an event has passed through a channel, it is dead for a time r ch . This assumption accounts for the physics of the MCP in a very simple way which is only reasonable in the case of a detector with a low gain-to-threshold ratio. If a detector has a high gain-to-threshold ratio, then even though two events may enter a channel very close in time and the second event produces a lower gain output charge cloud, this may still fall above the threshold level and be counted as an event. If the detector has a low gain-to-threshold ratio, the likelihood that the second count falls below the threshold is much higher. Because our current MAMA detector has a very low modal gain-to-threshold ratio (about 1.2), this assumption is a reasonable first attempt to estimate the effect of channel saturation on Stanford speckle data.
When the program is run with input parameters of no motion of the phase screen within a frame, observing parameters similar to Lick Observatory data discussed above, and assuming a perfect detector with zero channel recharge time, it produces simulated speckle data with SNRs that follow Eq. (10) within statistical errors. When we compare a MAMA data autocorrelation for a particular point source (HD 119126) with a simulated data autocorrelation with the same observational parameters including count rate (78 kHz), the only significant difference between the two is at very small separations, where there are more correlations in the simulated data. This is shown in Fig. 13 . There are probably several contributing factors to this effect, including the nonmonochromaticity of the MAMA data and slight misalignment of the Risley prisms during the MAMA observation. Two other contributors, which we shall discuss in more detail, are finite exposure time (which leads to motion of the phase screen within a frame) and channel saturation of the MCP.
Finite exposure time and optimal SNR have been discussed by, e.g., Dainty (1984) . A finite frame exposure time spreads speckles out over more pixels on the image plane, decreasing the coherence of the speckle pattern. In an auto- correlation function, this will result in fewer correlations at zero or very small separations, which in turn will suppress the high-frequency wing of the power spectrum. This indicates that the frame integration time for a speckle observation should be chosen so that the speckle motion is small, but if too short a frame time is chosen, frames become photon starved and this also leads to a loss of SNR. The competition between these two effects results in a particular frame time that maximizes the SNR. When phase screen motion is added into the above simulation of HD 119126, it decreases the SNR in the power spectrum below the value predicted by Eq. (10). Figure 14 shows real and simulated data SNR as a function of frame integration time while Fig. 15 compares the result for the simulation's maximal SNR with the Miller formula [Eq. (10)]. The effect probably contributes to the loss of SNR in the MAMA data discussed above, but the simulation indicates that it is not large enough to fully explain the discrepancy between the MAMA data and the Miller formula.
Channel saturation is also a mechanism that can decrease the number of correlations at small separation. If two counts enter a particular microchannel one after the other, the second count will have a low-gain output pulse if it enters the channel before it has had sufficient time to recharge. The count may fall below the electronic threshold of event detection, and the loss of the such counts means the loss of correlations at zero separation. By taking our simulation of HD 119126 and varying the channel recharge time, we were able to study how this loss of counts affects the power spectrum SNR for the Lick observing parameters. The result is shown in Fig. 16 . The reason that the simulation results do not match the Miller formula at zero channel recharge time is because of phase screen motion within frames. What is clear from Fig. 16 is that even channel recharge time constants of 1 ms or less significantly decrease the signal-to-noise of the power spectrum. Figure 17 shows the percentage of counts lost as a function of the channel recharge time. Only a few percent of the counts are lost, but the effect on the SNR of the high-frequency region of the power spectrum is substantial since the mechanism selectively throws out counts that would be recorded in the same pixel as detected events.
We have measured the channel recharge time for our current MAMA detector in the laboratory using the saturation detection efficiency method described in Slater (1991) , and the value we obtained was 0.683±0.165 ms. According to the simulation results, we can expect that the SNR in the power spectrum of HD 119126 is decreased by about a factor of 1.5-2.0 due to this detector effect alone. HD 119126 had an observed count rate in between those of HD 161833 and HD 115995, the binaries discussed in detail in Sec. 4. We have completed several other simulations, all of which suggest that channel saturation is a major contributor to the loss of SNR in MAMA detector data of the brighter Lick sources (>50 kHz).
CONCLUSIONS
We have presented some of the first speckle image reconstructions made from data taken with the Stanford University speckle interferometry system. On subarcsecond binary stars, we have obtained separations and position angles that are in excellent agreement with the measurements of other investigators and have typical astrometric uncertainties of a couple of hundredths of an arcsecond. The main component of these uncertainties is due to the plate scale measure. The reconstructed images presented here are severely limited by two detector effects. First, the quantum efficiency of the photocathode used with the current Stanford system is a factor of 2 to 3 lower than other speckle imaging systems currently in use. Secondly, due to the inferior properties of the MCP in the current MAMA detector, it is susceptible to channel saturation even at count rates under 100 kHz. A simple model predicts that an MCP with low gain-tothreshold ratio and channel recharge time similar to that of our MAMA detector lowers the SNR of a 78 kHz point source by a factor of 1.5 to 2.0, even though the percentage of counts missed by the detector is less than 4%.
