Although there is agreement in that the Bering Strait was the entry point for the initial colonization of the American continent, there is considerable uncertainty regarding the timing and pattern of human migration from Asia to America. In order to perform a statistical assessment of the relative probability of alternative migration scenarios and to estimate key demographic parameters associated with them, we used an approximate Bayesian computation framework to analyze a data set of 401 autosomal microsatellite loci typed in 29 native American populations. A major finding is that a single, discrete, wave of colonization is highly inconsistent with observed levels of genetic diversity. A scenario with two discrete migration waves is also not supported by the data. The current genetic diversity of Amerindian populations is best explained by a third model involving recurrent gene flow between Asia and America, after initial colonization. We estimate that this colonization involved about 100 individuals and occurred some 13,000 years ago, in agreement with wellestablished archeological data.
Introduction
For decades, the initial colonization of the American continent has been a subject of investigation through a multitude of research approaches (Cavalli-Sforza et al. 1994; Crawford 1998) . In a seminal publication integrating linguistic, dental, and genetic evidence, Greenberg et al. (1986) proposed that the American continent was settled by three distinct migration waves. According to this model, an initial migration wave would be at the origin of the wellestablished Clovis cultural complex (dated at about 13,000 years ago, Waters and Stafford 2007) and resulted in the dispersal of a single, large linguistic family (Amerind) across the continent. Two subsequent migrations would have been associated with the appearance of the Na Dene and Eskimo-Aleutian linguistic families, restricted to North America. Since its proposal, Greenberg's model has been a major reference point for the interpretation of novel data, including molecular genetic evidence. Two features of this model have been the subject of particular scrutiny: the time of initial colonization and the number of migratory waves. The discovery of archaeological sites predating Clovis (e.g., Dillehay 1997; Adovasio and Pedler 2004; Joyce 2006 ) has been particularly influential in stirring debates around the antiquity of the initial settlement of America. Analyses of genetic data have generally been found to be consistent with a pre-Clovis settlement (e.g., Bortolini et al. 2003; Fuselli et al. 2003; Zegura et al. 2004; Tamm et al. 2007; Fagundes et al. 2008) , although with considerable uncertainty about exactly how much older. Several recent studies (particularly using genetic and craniometric data) have also questioned Greenberg's three-migration model and suggested alternative scenarios, particularly that one or perhaps two discrete migration waves (e.g., Neves and Pucciarelli 1991; Merriwether et al. 1995; Merriwether and Ferrell 1996; Bonatto and Salzano 1997; Santos et al. 1999; Lell et al. 2002; Bortolini et al. 2003; Gonzalez-Jose et al. 2005; Neves and Hubbe 2005; Powell 2005) or that gene flow across the Arctic (González-José et al. 2008) could be at the origin of the population diversity observed across the continent.
Recently, efficient statistical tools have been developed to contrast alternative demographic models using genetic data (Beaumont and Rannala 2004) . Approximate Bayesian computation (ABC) methods (Beaumont et al. 2002) have been useful to explore the complex demographic history typical of natural populations (e.g., Miller et al. 2005; Fagundes et al. 2007; Pascual et al. 2007; Neuenschwander et al. 2008) . In brief, ABC methods have been introduced to contrast evolutionary models and estimate their parameters when a likelihood cannot be computed but for which simulations can be performed (Tavare et al. 1997; Pritchard et al. 1999; Beaumont et al. 2002) . Model parameters are drawn from specified priors and used to simulate data matching the observations in terms of sample size and number of loci. Simulated data are summarized with a set of summary statistics S and compared with the observed statistics S o . Simulations judged sufficiently close to the observed data (by means of an Euclidean distance d i 5jjS i À S o jj) are retained for parameter estimation. This simple rejection scheme can also be used for model choice (Pritchard et al. 1999; Estoup et al. 2004; Fagundes et al. 2007 ). Here, we apply this ABC approach to the colonization of America. We contrast three scenarios that summarize the main controversies concerning the colonization of the continent. An outline of these three models is shown in figure 1 . A detailed representation, including the demographic parameters defining the models, is shown in supplementary figure S1, Supplementary Material online.
Materials and Methods

Scenarios of Settlement
The first scenario is a single-wave (SW) model, which posits that all native American diversity stems from a single migration event from Asia occurring T W1 generations ago, without any subsequent gene flow between the two continents. The main feature of this model is that it allows colonization times that are younger or older than the earliest known archaeological remains in the Americas.
The second scenario is a two-wave (2W) model that allows for a second migration from Asia to have occurred more recently (T W2 generations ago). During this second wave, the subpopulation originating in Asia was isolated for a short period (10 generations) before migrating to the Americas. Note that the impact of this second wave on current genetic diversity is a parameter of the model. This parameter is modeled by the probability (M P2 , randomly chosen between 0 and 1) that current gene lineages originate from this second wave. If M P2 5 0, the 2W model converges to the SW model, and if M P2 5 1, the 2W model converges to a case of complete and late replacement. The introduction of a fixed isolation time (10 generations) for the second wave from Asia allows for a separate bottleneck. Because the strength of this bottleneck depends on the ratio of population size and its duration, we allow for the bottleneck population size Nb AM2 to determine its intensity.
The third scenario is identical to the SW model but allows for asymmetric and recurrent gene flow (RGF) between Asia and the Americas after the initial colonization. The prior distribution for the onset of this gene flow is identical to that of the time of the second wave in the 2W model (see supplementary table S1, Supplementary Material online). Note that we did not study a threewave model because the third wave proposed by Greenberg et al. (1986) would have given rise to Eskimo-Aleut populations, which are not represented in our data set.
Overview of Demographic and Genetic Modeling
In order to allow for recent coalescent events to occur within each population/tribe, we considered that the populations have been isolated for a short period of time (T POP , identical in Asia and in the Americas). The population sizes of these isolated populations were assumed to be gamma distributed as Gamma(10, 10/X), where X is either the average current size of Asian (P AS ) or Amerindian (P AM ) populations (see supplementary table S1, Supplementary Material online). With this parameterization, we allow samples to have different population sizes and thus to have different rates of drift and therefore to show variable levels of genetic diversity (Wang et al. 2007) . Going backward in time, the isolation of the populations ends, and all remaining lineages are brought together in a large continental metapopulation of effective size N AS and N AM in Asia and America, respectively. The size of this continental population then decreases exponentially backward in time until reaching the initial bottleneck size (Nb AS or Nb AM ). This modeling of a single unstructured population for the Americas and Asia is justified by theoretical work showing that the structure of a coalescent in a metapopulation is identical to that of a single stable population, only that adjusted effective population size allows a rescaling of the coalescent times (Wakeley 2001; Wakeley and Aliacar 2001) .
Although our focus is to compare scenarios of the settlement of the Americas, we also had to model the genetic Ray et al. · doi:10.1093/molbev/msp238 MBE diversity of current Asian populations. We chose a simple model of exponential growth of the Asian metapopulation after an initial bottleneck, which could represent the outof-Africa expansion (see, e.g., Fagundes et al. 2007 ). This model is consistent with studies suggesting that Asian populations went through a recent period of exponential growth (e.g., Pritchard et al. 1999; Hamilton et al. 2005; Fagundes et al. 2007 ). An important assumption of this model is that the Asian populations included in the analyses belong to the same metapopulation as the populations that colonized the Americas.
Genetic Data
We used part of the worldwide data set of Wang et al. (2007) comprising 78 populations typed at 678 autosomal microsatellite loci. We retained all 29 Amerindian populations from this data set. Because the place of origin in Asia of the initial migrants to America is not well established, we considered (as representative of the Asian source ''metapopulation'') either a set of the 10 East Asian populations geographically closest to the American continent (called here the Asian10S data set) or a set of the two Central Siberian populations for which data are available (the Asian2S data set) because Central Southern Siberia has often been considered a major potential source for the settlement of the Americas (Cavalli-Sforza et al. 1994; Karafet et al. 1999; Santos et al. 1999; Lell et al. 2002; Bortolini et al. 2003; Wang et al. 2007 ). The Asian2S data set included the Tundra Nentsi and Yakut populations. The Asian10S data set included the following additional eight populations: Oroqen, Hezhen, Daur, Japanese, Mongolia, Han, She, and Tujia. The complete data set therefore includes 691 individuals from 39 populations. We first re-coded all microsatellite alleles into number of repeats, to allow comparison with our simulations, performed under a strict stepwise mutation model (SMM). Alleles not fitting a pure SMM were coded as missing data. We then used Arlequin ver. 3.1 (Excoffier, Laval, and Schneider 2005) to detect and remove loci with more than 5% missing data over all individuals, leaving 407 loci. Finally, we removed all (six) dinucleotide repeat loci because of their high mutation rate (Zhivotovsky et al. 2003) . The final data set consisted of 401 loci, including 75 tri-, 320 tetra-, and 6 pentanucleotide repeat loci.
In order to evaluate whether different colonization events impacted North and South America, we carried out separate analyses for North/Central American populations (Chipewyans, Cree, Ojibwa, Cabecar, Guaymi, Quichean, Maya, Mixe, Mixtec, Pima, and Zapotec) and South American populations (Arhuaco, Aymara, Embera, Huilliche, Ingano, Kogi, Quechua, Waunana, Wayuu, Zenu, Ache, Guarani, Kaingang, Karitiana, Piapoco, Surui, Ticuna North, and Ticuna South). The statistical analyses were thus performed on the six possible combinations of the different Asian and Amerindian data sets: Asian2S/All America, Asian2S/North America, Asian2S/South America, Asian10S/All America, Asian10S/North America, and Asian10S/South America.
Approximate Bayesian Computation
We briefly outline below the ABC procedure (for details, see Beaumont et al. 2002; Excoffier, Estoup, and Cornuet 2005) . For each model, we used the program SIMCOAL ver. 2.0 (Laval and Excoffier 2004) to perform coalescent simulations. For each simulation, we drew model parameters from their prior distributions listed in supplementary table S1, Supplementary Material online. These parameters were used to write an input file used by SIMCOAL to simulate the genetic diversity of samples having the same properties than those observed (i.e., same sample size and same number of loci). Microsatellite diversity was generated under a strict SMM. Summary statistics (S) identical to those computed on the observed data (S o ) were then calculated for the simulated data set. Note that we simulated haploid individuals and we therefore report population sizes in haploid number of genes. Following Beaumont et al. (2002) , an Euclidean distance d5jjS À S o jj was calculated between observed and simulated summary statistics (which were previously normalized, see below). The prior distributions of the parameters of the three models examined are shown in supplementary table S1, Supplementary Material online. We always used the same prior distribution for parameters common to all models. We used different average mutation rates ð lÞ for each category of microsatellite defined by their repeat lengths, as estimated by Zhivotovsky et al. (2003) under a pure SMM mode. We used l 5 7:1 Â 10 À4 per generation for trinucleotide and l 5 6:4 Â 10 À4 per generation for tetra-and pentanucleotide loci. Individual locus mutation rates l i were then sampled from a gamma distribution Gamma(a,a/ l), where a is a hyperparameter drawn from a uniform distribution [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . The mean of the distribution of individual l i is thus equal to l, but the distribution allows values varying by several orders of magnitudes to be sampled depending on a values. With a 5 1, the 95% highest probability density (HPD) interval for this distribution is 
Summary Statistics
Summary statistics were calculated using the program Arlequin ver. 3.1 (Excoffier, Laval, and Schneider 2005) . Four summary statistics were considered to describe the genetic diversity within Amerindian populations: the number of alleles (K), the heterozygosity (H), the allelic range (R), and the modified Garza-Williamson GW* statistic (Garza and Williamson 2001) , defined here for the ith locus in the jth population as GW Ã ij 5 K ij =ðR TOT i þ 1Þ, where K ij is the number of alleles and R TOT i is the total allelic range observed for the ith locus over the whole metapopulation (in this case, Asia and the Americas). For each of these statistics, we computed their average over loci and population and their average coefficients of variation (c.v.) over populations (where population-specific c.v. are computed over loci), providing us with eight distinct summary statistics about Amerindian diversity. We also computed Assessment of American Settlement Models · doi:10.1093/molbev/msp238 MBE two statistics F ST (Weir and Cockerham 1984) and (dl) 2 (Goldstein et al. 1995) that are informative about the extent of differentiation between Asia and America. These 10 statistics were used to compare the three scenarios of the settlement of the Americas because they summarize the genetic diversity of Amerindian populations as well as their relationship with Asian populations and thus are most sensitive to differences between the scenarios we envisioned. For completeness, another set of analyses considered six additional statistics to account for Asian diversity (average number of alleles in Asia K Asia , average total number of alleles over Asia and the Americas K TOT , average heterozygosity in Asia H Asia , average GW* in Asia, average allelic range R in Asia R Asia , and R TOT defined above), leading to a total of 16 summary statistics. However, because we modeled a very simple scenario for Asia, Asian-based summary statistics are likely to dominate the overall Euclidean distances computed between observed and simulated data and prevent a proper discrimination between settlement scenarios for the Americas. We focus therefore, on the analyses based on the first set of 10 summary statistics, which is the most informative regarding scenarios of the settlement of the Americas.
Model Choice Procedures
We performed a total of one million simulations of the genetic diversity at 401 microsatellite loci in our samples for each of the three models and data set combination. Two model choice procedures were used. The first one is based on the simple rejection procedure proposed by Pritchard et al. (1999) for which model posterior probabilities were computed as follows: we retained, for each model, the 5,000 simulations with smallest associated Euclidean distances between the simulated and the observed summary statistics; the selected 15,000 simulations were ordered by ascending Euclidean distances recomputed on summary statistics standardized with common mean and standard deviation; and the posterior probability of a given model was then simply computed as the proportion of simulations done under a given model included among n-smallest distances, where n is an arbitrary number (usually ranging between 100 and 1,000) (Estoup et al. 2004 ). In the second procedure proposed by Beaumont (2008) , we computed the posterior probability for each model, again using only the 5,000 simulations closest to the observed data, following a weighted multinomial logistic regression procedure (Beaumont 2008) . This latter procedure is an extension of conventional logistic regression to more than two categories and has previously been applied in a human evolutionary context (Fagundes et al. 2007 ).
Parameter Estimation
Parameters were estimated under a conventional ABC framework (Beaumont et al. 2002) after transformation of the original summary statistics using a partial least-squares (PLS) approach (e.g., Tenehaus et al. 1995; Boulesteix and Strimmer 2007) , as detailed in Wegmann et al. (2009) . The PLS approach is similar to a principal component analysis, but here principal components in the summary statistics space are also chosen such as to maximally explain the variability of the parameters. This procedure is advantageous because it allows us to 1) reduce the dimensionality of the problem and 2) get a set of uncorrelated transformed statistics. We used the R package ''pls'' to compute PLS components and to define the optimal set of components (Mevik and Wehrens 2007) . In short, the optimal number of PLS component is chosen such as the addition of more components would not reduce the root mean square error (RMSE) of the parameters predicted from these components. The RMSE of each predicted parameter is computed using a leave-one-out procedure for an increasing number of components. A visual inspection then judges when additional components do not improve on the quality of the predictions (Mevik and Wehrens 2007) . In our case, the eight largest PLS components were selected by this leaveone-out procedure. For a given model, we then retained the 5,000 simulations with smallest associated Euclidean distances between PLS-transformed observed and simulated statistics. Note that the use of PLS components has been shown to lead to improved posterior distributions in an ABC framework, most noticeably improving their coverage properties (see Wegmann et al. 2009 ).
The posterior distributions of the parameters were then conventionally obtained by performing a locally weighted multivariate regression (Beaumont et al. 2002) . Parameters (x) were transformed as z 5 log[tan (x) À1 ] before regression to keep posteriors within prior ranges (Hamilton et al. 2005) . We chose to report the mode of the posterior distribution as a point estimator. The quality of the estimated parameters (i.e., the potential for a parameter to be correctly estimated) was assessed using the coefficient of determination R 2 (i.e., the proportion of parameter variance explained by the summary statistics) computed across all simulations (Lefebvre 1983) . Previous studies have shown that parameters for which R 2 is smaller than 5-10% are usually difficult to estimate (Neuenschwander et al. 2008) .
Results and Discussion
Rejection of a Single Early Wave Model Table 1 shows the relative probabilities of the three demographic models considered (detailed results are given in supplementary figs. S4 and S5, Supplementary Material online). Both model choice procedures show very strong support for the RGF model, with posterior probabilities larger than 0.97 for the six possible combinations of two Asian and three American data sets. The SW model shows the poorest fit to the data, with posterior probabilities much lower than the 2W model. Similar results were obtained with the North/Central and South American data subsets, suggesting that these regions have been similarly impacted by the colonization from Asia. A closer examination of the distribution of the summary statistics generated under the three models (supplementary fig. S2 , Supplementary Material online) shows that the RGF model provides a much better fit than the other two models especially for three Ray et al. · doi:10.1093/molbev/msp238 MBE statistics calculated in the native American populations: the observed number of alleles K, the heterozygosity H, and the allele size range R. It seems therefore that gene flow is primarily required to fit the observed levels of native American diversity, which are higher than expected under the other two models, given the amount of divergence between Asia and America, which is itself well accounted for by all models (see distributions for F ST and (dl) 2 in supplementary fig. S2 , Supplementary Material online). Note that the better fit for the RGF model is not due to a bad choice of priors for the other two models because each model is able to reproduce each observed summary statistics (see supplementary fig. S3 , Supplementary Material online).
The results of the model choice procedure based on the set of 16 summary statistics (including the six additional statistics computed on Asian samples) also globally favor the RGF model, especially when the Asia metapopulation is represented by the two Siberian samples (Asian2S data set). In that case, posterior probabilities for the RGF model are 0.76, 0.54, and 0.59, when American diversity is, respectively, computed on all the Amerindian samples, on North America only, and on South America only (see supplementary fig. S7, Supplementary Material online) . When the larger Asian10S data set is used (supplementary fig. S6 , Supplementary Material online), the RGF model is still the dominant model, but only marginally so, with posterior probabilities of 0.60, 0.38, and 0.40 for the All Americas, North America, and South America data sets, respectively. For the Asian2S data sets, the second best supported model is the 2W model when Amerindian summary statistics are computed on North American samples, whereas the single early wave model is the second best model when only South American samples are used. These less clear-cut results confirm that the addition of summary statistics computed on Asian samples make it more difficult to distinguish between models of the settlement of the Americas, even though the use of the two Siberian populations as representative of the Asian metapopulation from which the Americas would have been settled also provides a very strong support for the RGF model.
Below, we discuss more fully some caveats regarding the analysis of the three demographic models evaluated here under an ABC framework.
Comparison of Models with Different Numbers of Parameters
The model posterior probabilities obtained are simple extensions of Bayes's factors when more than two models are compared. Bayes's factor adequately compares models with unequal number of parameters because they are ratios of marginal likelihood (integrals of likelihoods weighted by prior distributions) that remove dependencies on the number of parameters used by each model by integrating over all parameter values of these models. They also include an automatic penalty for models depending on a higher number of parameters (see, e.g., MacKay 2003, p. 349, on Occam's razor). The penalty for models with additional parameters is simple to understand: for a fixed number of simulations, the parameter space of models with more parameters will be less well explored than for simpler models. If the additional parameters are not informative, there will be fewer simulations close to the observations, and the model with extra parameters will have a lower posterior probability. Therefore, the higher support for the model with RGF is not due to its additional parameters as compared with the other models tested.
Importance of Priors
Because Bayesian model choice procedures compare posterior distributions, priors are implicitly (in ABC) or explicitly (in likelihood-based methods) incorporated in the computation of Bayes's factors or model posterior probabilities. When data are not very informative, priors may dominate the outcome. One should, therefore, check that the final results do not overly depend on the chosen priors, for instance, if models are based on very different sets of priors. In our case, we have used identical priors for all parameters shared by the different models. Furthermore, posterior distributions are informative for most parameters (see, for instance, priors and posteriors in supplementary  fig. S8 , Supplementary Material online, for the RGF model). Posterior probabilities could, however, be sensitive to parameters specific to the 2W and RGF models, which can be considered as simple extensions of the SW model. Under the 2W model, the duration of the bottleneck for the second wave is fixed to 10 generations, but the bottleneck size Nb AM2 can vary between 2 and 1,000 genes, allowing for a very strong bottleneck (when Nb AM2 5 2) or no bottleneck (when Nb AM2 5 1,000). The age of this second wave was allowed to range between 200 and 400 generations (5,000-10,000 years) based on archaeological and anthropological evidence suggesting the apparition of derived craniometric traits around 7,000-8,000 years ago in both Asia and the Americas (González-José et al. 2008 and references therein). This range is also consistent with the estimated date for the Na Dene language around Assessment of American Settlement Models · doi:10.1093/molbev/msp238 MBE 9,000 years bp (Greenberg et al. 1986 ). Because the impact of this second wave is difficult to assess, we used a very wide prior for the proportion of current lineages stemming from this second wave, which was allowed to vary between zero (where the 2W model tends to the EW model) and one (corresponding to a single recent wave).
If the actual contribution of the second wave was very small, this wide prior would penalize this model, but it is difficult to justify imposing a low upper limit (e.g., like 5%) for this parameter. For the RGF model, the prior for the onset of gene flow was made similar to the occurrence of the second wave in the 2W model, for the reasons mentioned above. A possible restriction of this model is that it disallows a very recent onset of gene flow (in the last 200 generations). However, we would expect that patterns of diversity would be similar in the case of limited gene flow over a long time period and when strong gene flow occurs recently, so that this restriction should not be too penalizing for this model. Finally, gene flow was allowed to be asymmetric and ranging from very low to relatively high migration rates.
A parameter common to all models that imposes a strong constraint on genetic diversity is the divergence time from Asia T W1 , which needs to be at least 400 generations or approximately 10,000 years in all three models. Supplementary figure S2 , Supplementary Material online, shows that F ST is well estimated for all models but that the EW and 2W models result in a relatively low number of alleles K, low allelic range size R, and high heterozygosity H. It seems that gene flow under the RGF model can bring additional alleles from Asia and therefore increase both K and R while not affecting H too severely explaining the better fit of this model. We note that recent admixture in the sampled Amerindian populations could also lead to increased K and R in Amerindian samples. However, with the exception of the Chipewyan, Cree, and Ojibwa, the Amerindian samples examined here show very little evidence of non-native admixture (see fig. 5 in Wang et al. 2007 , an observation supported by more recent mitochondrial DNA [mtDNA] and Y-chromosome analyses; Yang NN, personal communication). Moreover, we would expect that if the RGF model was favored due to recent non-native admixture, the estimation of the onset of the gene flow T GF would point toward recent times, which is the opposite of what we observe (table 2 and supplementary fig. S8 , Supplementary Material online). This suggests that a prolonged period of gene flow is necessary to account for the observed genetic diversity.
For computational reasons, it was not possible to fully explore the effect of additional sets of priors on model choice. However, we believe that the distinction between models is due to their parameterization rather than to our choice of priors for models with additional parameters. It is a general problem that one needs to define a finite (and plausible) set of models to explore, realizing that the priors are part of the model definition. We are aware that other models and alternative sets of sensible priors and could be examined, but we believe that the three models capture the major current controversies regarding the settlement of the American continent. NOTE.-These estimates were obtained considering the two Siberian populations as representative of the source Asian populations (Asian2S data set). The figures reported in the table represent the mode of the marginal posterior density distribution, followed in brackets by the 95% HPD interval. For the prior distributions, we report their ranges and note that they were all set as uniform over the specified range. a R 2 is the average coefficient of determination of the parameter by the summary statistics, computed over the three sets of Amerindian populations. b Mean 2Nm estimates were obtained by averaging the population size during the gene flow period. We used the estimated values of parameters for the population growth model, which is why we do not report priors and HPD intervals for these estimates. P AS : current average size of Asian populations; P AM : current average size of Amerindian populations; N AS : Asian size prior to subdivision; N AM : Amerindian size prior to subdivision; Nb AM : size of the bottleneck when entering America; Nb AS : size of the bottleneck when entering Asia; NA AS : ancestral population size, T POP ; T W1 : time of initial migration wave; T W2 : onset of gene flow; T AS : time of speciation/out of Africa; M AS/AM : migration rate per generation from Asia to America; M AM/AS : migration rate per generation from America to Asia; Gamma: shape parameter of the Gamma distribution of locus-specific mutation rates; 2Nm As/Am : mean number of diploid migrants (toward America) during period of gene flow; 2Nm Am/As : mean number of diploid migrants (toward Asia) during period of gene flow. Population sizes are reported in haploid number of genes. Ray et al. · doi:10.1093 (528, 556 , and 610 generations for Asian2S/ AllAmericas, Asian2S/SouthAmerica, and Asian2S/NorthAmerica data sets, respectively) corresponds to a range of about 13,200-15,250 years bp assuming a generation time of 25 years. These dates are consistent with the oldest archaeological sites in the Americas (Dillehay 1997; Goebel et al. 2008; Rothhammer and Dillehay 2009 ) and point toward a late Pleistocene colonization, considerably later than the last glacial maximum (;22,000 years ago). Our date estimate ties within the range of previous genetic estimates being older than other two dates based on nuclear loci (;7,000 years ago, Hey 2005; ;10,000 years ago, Fagundes et al. 2007 ) and in better agreement with entry dates obtained recently with mtDNA (Fagundes et al. 2008; Ho and Endicott 2008) and Y chromosome (Bortolini et al. 2003; Zegura et al. 2004 ) that are closer to 15,000 years. Our modal values have a relatively wide 95% credible interval (400-956 generations for the Asian2S/AllAmericas data set), reflecting the difficulty in estimating this parameter from summary statistics that explain only 8% of its overall variability. However, the examination of the posterior distribution (supplementary fig. S8 , Supplementary Material online) suggests that there is information about this parameter and that it points to a relatively recent age for the colonization. Interestingly, the fact that the estimated colonization time is similar for the two subsets of Amerindian populations is consistent with the classic view of a colonization of South America soon after initial entry into North America (Martin 1973; Cavalli-Sforza et al. 1994; Crawford 1998; Fagundes et al. 2008) .
Whereas forward migration rates from America to Asia (M AM/AS ) are found larger (9.6-9.7 Â 10 À4 ) than those from Asia to America (M AS/AM ) (3.9-6.6 Â 10 À4 ) (table 2), the average number of immigrants received from Asia (2Nm As/Am ) during the period of gene flow is larger than the number of emigrants send to Asia (2Nm Am/As ) (see table 2) because the Asian population size is larger during this period. In keeping with the notion that gene flow occurs preferentially across the Bering Strait, the estimated effective number of diploid migrants from Asia to North America is found higher than that to South America (;20 vs. ;14, respectively). We also find evidence for gene flow in the opposite direction, with a smaller average of approximately nine diploid migrants from America to Asia per generation (11 migrants for North America and 3 for South America). The higher number of migrants exchanged between Asia and North America than between Asia and South America is also consistent with the observation of mtDNA (e.g., haplogroup X2a) and Y-chromosome variants (e.g., haplogroups M3 and RPSY) restricted to North America and extreme Northeastern Siberia (e.g., Brown et al. 1998; Lell et al. 2002) . The onset of this bidirectional gene flow is estimated to be relatively ancient, about 390 generations (9,750 years for generation time of 25 years). Note however that summary statistics have little explanatory power for this parameter (R 2 5 2.2%), and therefore this estimate should be taken with caution. Previous Bayesian analysis of Asian and Amerindian population diversity also found evidence of bidirectional gene flow between the two continents (Hey 2005) , but a precise comparison with our results is difficult because the previous study assumed no subdivision within Asia and America and used a mixture of haploid and diploid markers genotyped in different individuals and different populations.
Consistent with our results, a recent reanalysis of genetic and morphologic variation across Americas suggests that gene flow in the Arctic could have influenced the patterns observed for both crania and genes (González-José et al. 2008) . Finally, we estimate that the Amerindian settlement occurred after a bottleneck through ;173 gene lineages (95% HPD 83-280), corresponding to about 87 effective diploid founders. A similar estimate was obtained by Hey (2005) and suggests a relatively important population contraction at the origin of Amerindians, in agreement with their considerably reduced diversity relative to other continental populations (Wang et al. 2007 ).
In conclusion, our analyses strongly reject the settlement of the Americas by a single, discrete, colonization wave from Asia and underline the importance of gene flow between Asia and America during the evolution of native American populations. We estimate that the initial settlement very likely occurred after the last glacial maximum, perhaps around the time of the deglaciation of the Pacific coastal corridor (Dyke 2004) , in keeping with the recent results based on autosomal and Y-chromosome diversity (Bortolini et al. 2003; Seielstad et al. 2003; Fagundes et al. 2007 ) and with some analyses of mtDNA (Tamm et al. 2007; Fagundes et al. 2008; Ho and Endicott 2008) . As a next step, more detailed, spatially explicit simulations (e.g., Currat et al. 2004; Ray et al. 2005 ) could be envisaged in order to better characterize the ancestral American gene pool and define the nature of gene flow with Northeast Asia.
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