* Based on deep-learning and artificial intelligence technology, car models recognition is very practical and could be widely used in automobile inspection, vehicle monitoring and second-hand car trading. Car model recognition is more difficult than vehicle recognition, since it not only to identify the outline of the car, but also need to extract the features which can indicate different car brands and models in depth. In order to achieve this purpose, the algorithm and model accuracy poses a higher requirement. Based on the depth learning network algorithm, the AlexNet convolutional neural network model and the VGG16 convolutional neural network model are constructed based on the Caffe frame, and 6000 car pictures of different brands and models are used as training dataset and 1000 pictures as verification dataset. GPU has also been applied for network training. Finally, experiments show that the accuracy of VGG16 network is 94.7%, which has a great advantage in the problem solving of car models recognition.
INTRODUCTION
The concept of deep learning, originated from the artificial neural network, is a kind of neural network of multi-layer structure. Deep learning mainly imitates the hierarchical structure of the nervous system from the perspective of bionics [1] . The low-level layers indicates details, and the high-level layers indicates the abstract data structure features. Through the abstraction layer by layer, deep learning obtains the essence information of data, so as to achieve the purpose of learning.
The multilayer neural network was faced with difficulties in the model training phase in the past [2] . One aspect was the limit of datasets, training on the lack of data would lead to over fitting; the other aspect was the influence of network complexity. The commonly used back propagation algorithm (BP) also had some problems, such as local optimization, gradient dispersion and so on. These problems would undoubtedly hinder the further study of neural networks.
In 2006, the greedy layer by layer training algorithm proposed by Hinton had made a breakthrough in deep learning [3] algorithm solved the difficulties of deep learning in the training, and the multilayer neural network had excellent learning ability, the obtained character had the better expression ability, which would be beneficial to visualization and classification.
At present, the typical network model of deep learning has three categories, Convolutional Neural Network model, Restricted Boltzmann Machines model and Stacked Auto-encoder Network model [4] . Artificial Neural Network is set up through the way of layer and layer fully connected, and a large parameter space is introduced. Especially in the case of large input size, the complete connection of the network brings the heavy burden of storage and computation. Natural image has an important feature: statistical invariance. Different regions of the same image have the same statistical characteristics, which means that the features we have learned in some parts of the image can be applied to the entire image. Convolutional neural network effectively solve the problem of full connectivity through the way of local connection and share weights, which also makes the convolution neural network has unique superiority in image processing. The LeNet [5] convolutional neural network model structure shown as Figure 1 . The traditional vehicle identification technology includes vehicle detection segmentation, feature extraction and selection, pattern recognition and so on [6] [7] [8] [9] . This technology is confronted with many difficulties: It is the premise and foundation of the vehicle type recognition that how to segment the whole target area in the complex background, the quality of target vehicle segmentation directly affects the final vehicle classification results. It is also important to select representative features in the numerous features of the car and convert them into effective parameters. After getting the characteristic parameters, how to select and design the classifier directly affects the accuracy of the final recognition. In this paper, the neural network use original image as the input of the network, and the original data is processed by the deep neural network which is composed of the rolling layer, fully connected layer and Softmax layer, regard the steps of image segmentation and manual feature extraction.
DATASET AND MODEL BUILDING Dataset
The dataset include six car model categories, namely the Toyota Corolla, Ford Focus, Buick Excelle, VolksWagen Sagitar, BMW 3 series and Toyota Highlander. Each car model pictures have 8 postures from different point of views. The training set and test set include 6000 and 1000 images respectively. Since the image size is not unified, the background is complex and the proportion of the target vehicle in the whole image is quite different. These factors greatly increase the difficulty of vehicle identification.
In order to maintain the consistency of the network input size, the original images had been adjusted to a unified 256 × 256 × 3 size. Then, we calculate the average of all RGB channels of all images, and normalize the input data by zeromeans method. In the network training test, select 224 × 224 × 3 samples as input. The input images are shown as Figure 2 . 
Net Structure
This article uses two different deep learning neural networks. A. Krizhevsky et al. firstly applied the convolutional neural network to the ImageNet Large-Scale Visual Recognition Challenge 2012 (ILSVRC 2012) [10] . In the race, the AlexNet achieved first in the image classification and target location task. Among the image classification tasks, the error rate of the first five options is 15.3%, which is far lower than the error rate of 26.2% in the second place. In the target positioning task, the error rate of the first five options is 34%, which is also lower than the rate of the second place. Two years later, VGG16 network got first place in the ImageNet Large-Scale Visual Recognition Challenge 2014(ILVRC 2014), which is more complex than AlexNet [11] .
AlexNet
AlexNet network is constituted by 5 convolution layers, 3 fully connected layer and one softmax layer. Some convolution layers are followed by Max-Pooling layers. This network also applies non-linear ReLU layer, and Overlapping Pooling method to reduce the probability of over-fitting. The network structure is shown as Figure 3 , and the network configuration parameters listed in Table 1 . Fully -Connected Layer ---4096
Fully -Connected Layer ---6
Softmax Classification Layer VGG16 Net VGG16 network contains 5 stacked convolutional neural networks, 3 fully connected layers and one softmax layer. Every ConvNet is constituted by multiple convolution layers, followed by Max-Pooling layer. After convolution and pooling, there are 3 fully connected layers. Then the softmax layer generates the car model classification result using the output of the last fully connected layer as the input. There is also a newly created non-linear ReLU layer, by which the output of convolution layer and fully connected layer is processed. This method observably reduces the training time. Besides this, this CNN use a regularization method to Dropout, to avoid over-fitting problem on fully connected layers. The network structure shown as Figure 4 , and the network configuration parameters are listed in Table 2 . 
EXPERIMENT
The deep learning neural network VGG16 and AlexNet had been deployed on Caffe framework on a workstation with GeForce GTX TITAN X GPU. Caffe is a deep learning framework made with expression, speed, and modularity in mind. It is developed by the Berkeley Vision and Learning Center (BVLC) and by community contributors [12] . It needs 6 hours to train one network, and 0.3 second to test one picture. Besides training and testing using network, the classical classification algorithm KNN had been applied to classify car models [13] . Table 3 lists the result of this experiment. From table 3, we can see VGG16 has the best performance, and the accuracy is 94.7%. The second place is AlexNet with arrogance 90.1%. Classical KNN algorithm has weakest ability on classification on graphs with complex background with arrogance only 45.3%.
According to the failure cases of VGG16 classification, following results are concluded: 1. The classification error rate based on car side picture is much higher than front and back, since the side view of the car contains fewer brand and model features; 2. Body color have a greater impact on the classification results, because the training dataset does not have enough colour samples, and data pre-processing is not carried out before the data training and thus weaken the impact of colour on the classification; 3. The Background mixed with other vehicles and lead to a negative impact on accuracy . 
CONCLUSION
In this paper, the deep learning methods, combined with the advanced deep learning framework Caffe and powerful computing capabilities of GPU, is used for vehicle identification of six car models. Experimental results show that the VGG16 network has the highest accuracy, while the traditional classical classification algorithm is only about half the accuracy of VGG16. It can be seen that the deep neural network has strong learning ability, and it has strong advantages in image classification. In the future, we will try to adjust the structure of deep neural network and apply it to more types of image classification problems.
