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Abstract. Bringing into consideration the biological, genetic and psycho socials 
criteria associated with psychiatric disorders, it’s possible to analysis the 
behavior of nebulous and conexionists systems on this diagnose. Based on this 
assumption, two modeling based on Fuzzy Logic and Artificial Neural Networks 
were used to the diagnosis of Humor, Depression and Anxiety Disorders. The 
gotten results were promising, letting a specific collect of clinical situation for 
others trainings in Neural Networks be made, besides refine the Fuzzy System 
with the insertion of new rules and variables. 
Keywords: Fuzzy Logic, Artificial Neural Networks, Decision Support Systems, 
Diagnosis, Psychiatric Disorders. 
Resumo. Levando em consideração os critérios biológicos, genéticos e 
psicossociais associados aos transtornos psiquiátricos, é possível analisar o 
comportamento de sistemas nebulosos e conexionistas nesta diagnose. Partindo 
deste pressuposto, duas modelagens baseadas em Lógica Fuzzy e Redes Neurais 
Artificiais foram desenvolvidas para o diagnóstico de Transtornos do Humor e 
Transtornos de Ansiedade e Depressão. Os resultados obtidos foram 
promissores, permitindo-se realizar uma coleta criteriosa de quadros clínicos 
para realizar outros treinamentos na rede neural, além de refinar o sistema 
fuzzy com a inserção de novas regras e variáveis. 
Palavras-chave: Lógica Fuzzy, Redes Neurais Artificiais, Sistemas de Apoio a 
Decisões, Diagnóstico, Transtornos Psiquiátricos. 
1. Introdução 
Nos últimos anos, observa-se um crescimento na utilização de computadores como 
ferramentas de apoio na área da saúde. Inúmeras aplicações podem ser encontradas, 
citando-se os sistemas de apoio ao diagnóstico como uma das mais relevantes. O 
principal objetivo destes instrumentos é auxiliar o profissional na tomada de decisões, 
processo que ocorre em diferentes etapas de sua atividade e que normalmente envolve 
uma grande quantidade de informações. 
Os Sistemas Especialistas manipulam conhecimento e informação de forma 
inteligente para solucionar problemas que requerem uma quantidade considerável de 
conhecimento humano e especialização. Este desempenho é obtido graças à capacidade 
de modelar os problemas em uma linguagem de representação, constituindo uma base de 
conhecimento, na qual serão realizadas inferências para se obter uma resposta. 
  
Este artigo apresenta os resultados de um estudo que utilizou técnicas de 
Inteligência Artificial (IA) para representar a incerteza e a imprecisão na transição entre 
os Transtornos do Humor, além de modelar e simular o processo decisório do 
diagnóstico de Transtornos de Ansiedade e Depressão. Esta prática poderia resultar em 
um aumento na confiabilidade clínica ao evitar a polarização errônea nas conclusões, 
auxiliando na compreensão da estrutura do conhecimento médico, através da 
identificação de inconsistências ou inadequações nesse processo. 
O presente trabalho aplicou dois paradigmas da IA: o simbólico e o conexionista. 
Na IA Simbólica (IAS), o comportamento inteligente global é simulado sem considerar 
os mecanismos responsáveis por esse processo. Na IA Conexionista (IAC), acredita-se 
que, ao construir uma máquina que imite a estrutura do cérebro humano, ela então 
apresentará inteligência. Atualmente, tem sido comum o uso das abordagens 
simultaneamente, porém o modo de adquirir, armazenar e empregar o conhecimento 
difere. Barreto (1999) esclarece que, na IAS, o instrumento básico de apoio é a lógica, 
entretanto, na IAC, a ferramenta utilizada é um complexo de circuitos semelhantes a 
uma rede de neurônios cerebrais, responsáveis pelo processamento da estrutura neural. 
2. Sistema Especialista de Inferência Fuzzy 
A Lógica Nebulosa pertence ao paradigma simbólico e foi induzida pela Teoria dos 
Conjuntos Fuzzy, formalizada em 1965 pelo professor Lotfi Zadeh [Yen, Langari 1999]. 
A teoria apresentava uma nova visão acerca da definição clássica dos conjuntos, na qual 
uma proposição lógica apresenta-se em um dos extremos: ou ela é “completamente 
falsa” ou é “completamente verdadeira”, sem admitir valores intermediários. 
Considerando somente análises exatas, onde se pode afirmar facilmente se um 
elemento pertence a um conjunto, é possível utilizar a lógica clássica satisfatoriamente. 
Entretanto, nem sempre as regras de inferência para determinados problemas estão 
claras ou são precisas o suficiente para serem manipuladas por um computador, que 
trabalha principalmente com valores numéricos. Desta forma, quando o objeto de estudo 
passa a ser um universo complexo e indefinido como o mundo real, as informações não 
podem ser tratadas em uma esfera bivalente. 
Contradizendo ou complementando a lógica booleana, a lógica fuzzy tem por 
finalidade o estudo dos princípios formais do raciocínio aproximado [Aguiar e Oliveira 
2007], uma habilidade tipicamente humana de tomar decisões racionais [Fonseca 2002]. 
Em outras palavras, o raciocínio nebuloso é baseado em elementos imprecisos, 
representados por graus de pertinência a um determinado conjunto. Partindo deste 
princípio, é possível classificar, por exemplo, a altura de uma pessoa, assim como 
definir o grau desta altura, em uma escala de zero a um. 
Para desenvolver este raciocínio, é necessário definir variáveis lingüísticas, 
descrevendo em linguagem natural o que a lógica booleana define numericamente. 
Assim, é possível representar valores exatos utilizando expressões lingüísticas como 
“muito forte”, “pouco”, “médio”, entre outras. De acordo com Antunes (2005), o 
processamento dessas informações ocorre através de um processo de transformação dos 
conjuntos booleanos em conjuntos fuzzy, chamado de fuzzificação. O mapeamento de 
dados precisos para uma entrada difusa resulta na geração de uma saída discreta a partir 
 do conjunto fuzzy de saída obtido pelo sistema. Esta etapa que converte as saídas 
nebulosas em saídas exatas é chamada de defuzzificação. 
Para os propósitos deste trabalho, foram escolhidos os dois principais transtornos 
do humor: Transtorno Depressivo Maior e Transtorno Bipolar I. O software utilizado 
para desenvolver o módulo nebuloso foi o Toolbox Fuzzy do ambiente de computação 
científica MATLAB (versão 7.0), que permite parametrizar, de forma completa, um 
Sistema de Inferência Fuzzy. A estrutura básica do sistema pode ser observada na figura 
1. Nota-se que ele foi dividido em duas camadas. A razão para esta divisão se justifica 
na maneira como é realizado o diagnóstico pelo profissional, isto é, primeiro identifica-
se qual o episódio de humor experimentado pelo paciente para depois diagnosticar o 
possível transtorno, com base nos critérios estabelecidos nos manuais existentes. 
 
Figura 1. Estrutura do Sistema Especialista proposto 
 As variáveis de entrada correspondem aos critérios utilizados para diagnosticar 
os episódios de humor. Estes critérios foram extraídos do Manual Diagnóstico e 
Estatístico de Transtornos Mentais (DSM-IV) e ratificados pelos critérios da 
Classificação Internacional de Doenças (CID-10), principais referências utilizadas neste 
diagnóstico. Os conjuntos fuzzy, representados pelas funções pi, trapezoidal e singleton 
do Matlab, estão diretamente relacionados às variáveis. Os conjuntos universos indicam 
as entradas crisp (exatas) do sistema. A delimitação do intervalo do conjunto universo 
foi baseada em unidades que representam adequadamente cada sintoma. 
O humor pode apresentar três estados: normal, elevado ou deprimido. As pessoas 
consideradas psicologicamente normais experimentam uma ampla faixa de humores, 
entretanto, os transtornos do humor constituem um grupo de condições clínicas 
caracterizadas pela perda deste controle, além de uma experiência subjetiva de grande 
sofrimento. Os sinais e sintomas associados incluem alterações nos níveis de 
concentração, auto-estima, energia e interesse, além de alterações nas capacidades 
cognitivas, na linguagem e nas funções vegetativas (como sono, apetite, atividade sexual 
e outros ritmos biológicos). Essas mudanças quase sempre comprometem o 
funcionamento social, interpessoal e ocupacional do paciente [DSM-IV 1997]. 
A variável período, que indica os dias em que o paciente tem apresentado os 
sintomas, foi representada em três fases de tempo, em um intervalo de zero a quinze 
dias. A variável sono indica as horas dormidas diariamente e foi definida em uma escala 
  
de zero a doze horas. As variáveis que representam o humor, o tipo de pensamento, a 
agitação, a distratibilidade, a energia, a auto-estima e o prazer do paciente foram 
delimitadas em uma escala de zero a dez, representando a intensidade destes sintomas. 
As variáveis que representam a alteração de apetite/peso, sentimento de culpa, 
condições externas que influenciam nos sintomas e a interferência em outras áreas 
foram definidas de forma binária, caracterizando a ausência ou presença dos sintomas. 
Para construir a base de conhecimento, é necessário capturar e armazenar 
informações relevantes do problema em uma sintaxe computacional. A maneira mais 
comum de representar isto é por meio de regras de produção, sentenças estruturadas que 
sistematizam o armazenamento, a busca e o processamento dos dados [Rezende 2003]. 
Cada regra da primeira camada consistiu em um agrupamento suficiente de sintomas 
para realizar a diagnose. A elaboração partiu da contribuição efetiva de uma psicóloga e 
um psiquiatra, que possibilitaram a elaboração de regras consistentes para diagnosticar 
um número considerável de quadros clínicos. A regra a seguir representa um caso que 
associa todas as variáveis. A saída do sistema, nesta situação, será um Episódio 
Maníaco. 
Se (Período é Fase2) e (Humor é Instável) e (Pensamento é Fugaz) e (Sono é Parcial) e 
(Agitação é Elevada) e (Distratibilidade é Elevada) e (Energia é Efusiva) e (Auto-estima é 
Elevada) e (Prazer é Excessivo) e (Interferência é Presença) e (Condições Externas é Ausência) 
então (Episódio Atual é Maníaco) 
Primeiramente, o processo de inferência fuzzy identificará, através das variáveis 
e regras definidas, o episódio de humor que o paciente possivelmente estará 
atravessando. Os episódios estão delimitados em uma escala de zero a dez. As quatro 
possíveis respostas de saída do sistema são: Episódio Hipomaníaco, Episódio Maníaco, 
Episódio Misto e Episódio Depressivo Maior. A resposta de saída da primeira camada 
representa a primeira entrada da segunda camada do sistema. 
Os Transtornos Depressivos são diferenciados dos Transtornos Bipolares pela 
ausência de um histórico de Episódio Maníaco, Misto ou Hipomaníaco na vida do 
paciente. Os Transtornos Bipolares envolvem a presença (ou histórico) de Episódios 
Maníacos, Mistos ou Hipomaníacos, geralmente acompanhados pela presença (ou 
histórico) de Episódios Depressivos Maiores [DSM-IV 1997]. Considerando este 
critério, a segunda camada realiza o diagnóstico do transtorno baseando-se em episódios 
antigos e no episódio atual identificado na saída da primeira camada. A última entrada 
informa se o episódio atual não é explicado por outro transtorno. Como exemplo, pode-
se observar a regra a seguir, que identifica um quadro de Transtorno Depressivo Único. 
 Se (Episódio Atual é Depressivo Maior) e (EpAnteriorDepressivo é Ausência) e 
(EpAnteriorHipomaníaco é Ausência) e (EpAnteriorManíaco é Ausência) e (EpAnteriorMisto é 
Ausência) e (Outros Transtornos é Não Explicado) então (Transtorno é Depressivo Único) 
Os transtornos foram delimitados em uma escala de zero a dez e as oito possíveis 
respostas de saída são: Transtorno Depressivo Maior (Episódio Único ou Recorrente), 
Transtorno Bipolar I (Episódio Maníaco Único, Episódio Mais Recente Hipomaníaco, 
Episódio Maníaco, Episódio Misto ou Episódio Depressivo) e Transtorno Bipolar II. 
Paralelamente ao protótipo fuzzy, foi desenvolvida uma Rede Neural Artificial 
(RNA) para simular o diagnóstico de Transtornos de Ansiedade e Depressão. 
 3. Redes Neurais Artificiais 
As Redes Neurais Artificiais pertencem ao paradigma conexionista e constituem 
modelos matemático-computacionais que, inspirados no sistema nervoso biológico, 
simulam artificialmente o processo cognitivo humano. Esta solução torna-se viável 
considerando o funcionamento do cérebro, que utiliza mecanismos adequados à 
resolução de problemas não algorítmicos, como o processamento de imagens, a 
recuperação associativa de informações e o armazenamento de novas idéias e fatos. 
De acordo com Haykin (2001), as RNA são compostas por neurônios artificiais, 
elementos processadores que interagem entre si de maneira paralela e distribuída a fim 
de manipular informações. Estas entidades são responsáveis por processar sinais 
externos de entrada, transformando-os em estímulos de saída. A troca de sinais permite 
então que a informação processada seja distribuída pela rede neural. 
As RNA recebem em suas camadas um conjunto de padrões que são utilizados 
para realizar os treinamentos. A capacidade de aprender e melhorar o desempenho de 
uma rede neural através de um conjunto de exemplos é chamado de aprendizagem. O 
aprendizado supervisionado é o mais utilizado nas aplicações existentes. Os exemplos 
de treinamento contêm um conjunto de padrões de entradas e saídas desejadas, que são 
utilizados como base para a mudança de comportamento. A tarefa de indicar à rede a 
resposta desejada para a saída é feita por um agente externo. Este supervisor informa 
também se a resposta da rede foi boa ou ruim [Braga, Ludermir, Carvalho 2007]. 
Na rede aqui abordada, o conjunto de treinamento foi composto por quadros 
clínicos extraídos dos prontuários do Ambulatório de Ansiedade e Depressão (AMBAD) 
do Hospital Bettina Ferro de Souza, situado na Universidade Federal do Pará. 
O DSM-IV (1997) define o Transtorno de Ansiedade Generalizada como uma 
preocupação excessiva e abrangente, acompanhada por uma variedade de sintomas 
somáticos, que causam acentuado sofrimento ou comprometimento significativo no 
funcionamento social ou ocupacional. Este transtorno é mais comumente encontrado 
com um transtorno mental coexistente. Complementando a definição, o CID-10 (1999) 
afirma que a categoria de Transtorno Misto de Ansiedade e Depressão deve ser utilizada 
nos casos em que o paciente apresentar sintomas ansiosos e depressivos, sem a 
predominância de um quadro específico e sem intensidade suficiente para justificar 
apenas um diagnóstico isolado. 
A primeira providência prática foi coletar, analisar e converter os casos para a 
arquitetura neural. Foram analisados cento e cinco prontuários de pacientes agudos (a 
partir de dois meses apresentando os sintomas) e a tabela utilizada para a coleta foi 
fornecida pelo hospital. Os quinze sintomas presentes nesta tabela constituem o grupo 
de características mais comuns encontradas nas queixas dos pacientes do ambulatório. 
A arquitetura utilizada foi direta, com múltiplas camadas, totalmente conectada 
com quinze neurônios na camada de entrada, correspondendo aos quinze sintomas da 
tabela. Existiam três neurônios na camada de saída, representando as três possíveis 
respostas da rede: Transtorno de Ansiedade Generalizada, Transtorno Depressivo 
Maior ou Transtorno Misto de Ansiedade e Depressão. A tabela 1 apresenta as 
configurações de saída da rede neural. O software utilizado na parametrização e nos 
treinamentos foi o MATLAB 7.0.  
  
Tabela 1. Configuração das saídas da rede neural 
Código Representação Significado 
0 Estado Lógico Neurônio inativo 
1 Estado Lógico Neurônio ativo 
100 Saída Transtorno de Ansiedade 
010 Saída Transtorno Misto de Ansiedade e Depressão 
001 Saída Transtorno Depressivo Maior 
O treinamento de redes com muitas camadas, como a rede aqui abordada, é 
realizado por aprendizado supervisionado e o algoritmo mais comumente utilizado é o 
algoritmo de Retropropagação (Backpropagation), um método baseado em aprendizado 
por correção de erros. Foram realizados diversos treinamentos com parâmetros distintos 
e para implementar o algoritmo foram utilizadas as funções TRAINGDX e 
TRAINGDM do MATLAB. Após cada treinamento, um conjunto de novos prontuários 
era submetido à rede, para que fosse testado seu desempenho no reconhecimento de 
padrões. A figura 2 mostra a convergência de um dos treinamentos realizados. 
 
 
Figura 2. Convergência de um dos treinamentos da rede neural 
 Após este treinamento, foram submetidos à rede vinte e quatro novos 
prontuários, dos quais a rede conseguiu classificar corretamente quatorze. Desta forma, 
considera-se que o percentual de acertos foi de 60%, a máxima taxa obtida. 
 4. Resultados Obtidos 
O principal objetivo dos sistemas desenvolvidos neste trabalho é auxiliar profissionais 
no processo de tomada de decisões. Para que este objetivo fosse alcançado, o sistema 
fuzzy deveria responder satisfatoriamente a algumas situações relatadas por especialistas 
e submetidas à interface de teste da ferramenta. Em cada teste eram dadas pontuações 
(nas unidades e intervalos correspondentes) para as treze variáveis da primeira camada. 
A figura 3 apresenta a resposta (igual a 5.2) de um dos testes realizados, indicando que o 
paciente estava atravessando um Episódio Maníaco. 
 
 
Figura 3. Resposta da primeira camada  
 
A pontuação obtida era então inserida na primeira entrada da segunda camada, e 
as outras cinco variáveis também recebiam pontuações. A figura 4 apresenta a resposta 
(igual a 2.86) da segunda camada para este teste, indicando que o paciente estava 
possivelmente atravessando um Transtorno Bipolar I, com Episódio Maníaco Único. 
 
 
Figura 4. Resposta da segunda camada 
 
A tabela 2 apresenta, respectivamente, alguns quadros clínicos descritos nos 
testes, o diagnóstico dado pelos especialistas, o resultado numérico fornecido pelo 
sistema e o resultado lingüístico correspondente. Todos os casos correspondem a 
situações reais observadas em consultório.  
  
Tabela 2. Resultados do Sistema Especialista 
Quadro 
Clínico 
Diagnóstico do 
Especialista 
Resultado 
Numérico do 
Sistema 
Resultado Lingüístico do 
Sistema 
I Transtorno Bipolar I 2.86 Transtorno Bipolar I, Ep.Maníaco Único 
II Transtorno Depressivo Maior 0.423 
Transtorno Depressivo 
Maior, Ep. Único 
III Transtorno Bipolar I 7.62 Transtorno Bipolar I, Ep. Mais Recente Misto 
IV Transtorno Bipolar II 9.6 Transtorno Bipolar II 
 
As margens de erro aceitáveis para um SBC devem corresponder as 
possibilidades de erro humano. Desta forma, as respostas obtidas foram consideradas 
satisfatórias pelos especialistas e a taxa de erro está no limite dos padrões aceitos. Para 
os casos em que o paciente apresenta sintomas por fatores externos, a ferramenta não foi 
capaz de fornecer uma resposta, pois seria necessário construir novas variáveis e regras 
para tratar tais situações. Este é um problema ainda não solucionado e o sistema, 
portanto, não está habilitado a realizar este tipo de diagnóstico. 
No que se refere a RNA, as configurações que obtiveram os melhores resultados 
possuíam entre quinze e quinhentos neurônios na camada intermediária, Mínimo Erro 
Médio Quadrático (MEMQ) de 0,001 e taxas de aprendizado entre 0.1 e 0.5. A tabela 3 
apresenta as configurações de alguns treinamentos realizados. 
Tabela 3. Comparação das configurações da rede neural 
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1 1 15 0.1 TRAINGDX 0.00447118 43 
2 2 100/ 100 0.2 TRAINGDM 0.00444527 46 
3 1 500 0.3 TRAINGDX 0.00412001 50 
4 3 200/ 200/ 200 0.5 TRAINGDX 0.00411547 60 
 Nota-se que o desempenho foi aumentando gradativamente, conforme o aumento 
do número de camadas intermediárias. O aumento do número de neurônios e da taxa de 
aprendizado também influenciou nos resultados. Os melhores desempenhos ocorreram 
quando a função TRAINGDX foi utilizada. Isto se justifica devido ao momentum do 
gradiente descendente e da taxa de aprendizado adaptável, característicos da função. 
O acréscimo de quadros de Transtorno Misto de Ansiedade e Depressão no 
conjunto do terceiro treinamento resultou na taxa de acerto de 50%. Esta análise foi 
possível após a observação dos exemplos que a rede não conseguia acertar. A figura 5 
apresenta o gráfico de comparação entre os desempenhos da rede. 
 
Figura 5. Comparação dos desempenhos da rede neural 
Apesar de uma parte considerável do processamento ter sido desenvolvida, a 
rede não atingiu o MEMQ e o máximo desempenho obtido com os treinamentos da rede 
não foi como o esperado. Um fator importante que influenciou no desempenho final foi 
a quantidade limitada dos exemplos utilizados nos treinamentos, agravada pela falta de 
variedade na ocorrência de sintomas, que se repetiam em muitos casos. 
5. Conclusões e Trabalhos Futuros 
A utilização da Inteligência Artificial em outras esferas é absolutamente viável e 
necessária, na medida em que sua interdisciplinaridade fornece um maior campo de 
estudo e atuação, permitindo que se desenvolvam soluções viáveis para problemas de 
difícil tratamento por técnicas convencionais. 
A validação do sistema nebuloso comprovou que é possível utilizar a Lógica 
Fuzzy no diagnóstico de Transtornos do Humor, auxiliando os profissionais e estudantes 
das áreas de Psicologia e Psiquiatria a compreender melhor a transição entre os 
transtornos, levando em consideração a capacidade da Lógica Nebulosa determinar um 
grau de pertinência para cada sintoma. O sistema correspondeu satisfatoriamente aos 
testes, demonstrando sua adaptação às informações subjetivas que foram extraídas dos 
manuais e matematicamente representadas. As regras que não haviam sido inseridas 
antes da validação puderam ser ajustadas sem prejuízo ao resultado final. 
Ao finalizar a etapa de construção de novas variáveis e regras no Sistema Fuzzy, 
pode-se utilizar as abordagens aqui apresentadas para desenvolver um software de 
utilização prática, como sugeriu uma especialista responsável pela validação, que 
  
relatou as dificuldades encontradas por estudantes ao realizar um possível diagnóstico 
nos estágios acadêmicos. Desta forma, verificou-se a possibilidade de utilizar a 
ferramenta para fornecer suporte a estudantes e novos profissionais, uma vez que o 
sistema funcionaria como um checklist na entrevista do paciente. 
Apesar de não atingir o desempenho máximo, o treinamento da rede neural 
validou a técnica no apoio ao diagnóstico de Transtornos de Ansiedade e Depressão. A 
impossibilidade de diminuir o erro da rede além de 0.00412001, mesmo possuindo 
configurações diferentes e uma taxa de acertos superior a 50%, é uma conseqüência da 
limitação do conjunto de treinamento, considerado pequeno ou pouco significativo. 
A pesquisa relatada demonstrou que os paradigmas utilizados mostraram-se 
viáveis para a solução dos problemas propostos. Existe a possibilidade de surgir novas 
relações e padrões não observados anteriormente na diagnose. Isto é possível graças à 
capacidade que os sistemas inteligentes possuem de buscar padrões em inúmeras 
combinações onde, inicialmente, não se identifica nenhum. Caso sejam pertinentes, 
estes padrões podem otimizar a identificação das diferenças entre os transtornos e 
possibilitar a inserção de novas regras ou ajustes nas escalas de classificação existentes. 
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