The Gaussian stochastic volatility model is extended to allow for periodic autoregressions (PAR) in both the level and log-volatility process. Each PAR is represented as a first order vector autoregression for a longitudinal vector of length equal to the period. The periodic stochastic volatility model is therefore expressed as a multivariate stochastic volatility model. Bayesian posterior inference is computed using a Markov chain Monte Carlo scheme for the multivariate representation. A circular prior that exploits the periodicity is suggested for the log-variance of the log-volatilities. The approach is applied to estimate a periodic stochastic volatility model for half-hourly electricity prices with period m = 48. Demand and day types are included in both the mean and log-volatility equations as exogenous effects. A nonlinear relationship between demand and mean prices is uncovered which is consistent with economic theory, and the predictive density of prices evaluated over a horizon of one week. Overall, the approach is shown to have strong potential for the modelling of periodic heteroscedastic data.
Introduction
The univariate stochastic volatility model has attracted a great deal of attention by researchers over the past fifteen years. Shephard (2005) gives an overview of the development of the model, along with a collection of selected readings. Bayesian inference, computed via Markov chain Monte Carlo (MCMC) methods, has proven popular for this class of models; for example, see Jacquier et al. (1994) , Chib et al. (2002; 2006) among others. There have also been a number of extensions to the multivariate case, with recent surveys given by Asai et al. (2006) and Chib et al. (2009) . At the same time, periodic autoregressions (PAR), popularised by Pagano (1978) , have increasingly been used to model data that exhibit periodicity in their dependence structures; see Franses & Paap (2004) for a recent overview. In this paper, the univariate stochastic volatility model is extended to the case where both the level and log-volatility process follow Gaussian PARs. The resulting model is labelled here the Gaussian periodic stochastic volatility (PSV) model. This is different than the model of the same name suggested by Tsiakas (2006) , which instead accounts for periodicity by introducing exogenous effects only. Pagano (1978) observed that a PAR can be expressed as a vector autoregression (VAR) for a longitudinal vector of contiguous observations of length equal to the period, and vice versa. The VAR is assumed to be first order, which is not as restrictive as one might expect because PAR models with lag length no more than the period can always be represented in this fashion (Franses & Paap 2004; pp. 31-35) . When the period is long, the number of parameters can be large, so that sparse lag structures are often considered. If the PAR only has non-zero lags for the k immediately preceding time points, plus one at the period, then the disturbance to the VAR representation has a band k precision (inverse covariance) matrix. In the longitudinal literature this corresponds to assuming the disturbance vector is Markov of order k (Smith & Kohn 2002) . Using the VAR representation, the PSV can be expressed as a multivariate stochastic volatility model, for which Bayesian inference can be computed using a MCMC algorithm. It is important to note here that the PSV cannot be expressed as a factor model, as is currently popular for the multivariate modelling of stock returns; see, for example, Pitt & Shephard (1999) and Chib et al. (2006) .
Exogenous variables are considered for both the mean of the series, and also for the mean of the log-volatility process. To enforce the band structure of the precision matrices a transformation to an unconstrained parameterisation as originally suggested by Panagiotelis & Smith (2008) is used. A circular prior is suggested for the log-variance of the log-volatility process that shrinks together values adjacent in time. Such a prior exploits the unique structure of the periodic model.
The PSV is used to model half-hourly electricity prices from a contemporary wholesale electricity market. In such markets electricity is traded at an intraday frequency in reference to a spot price. The dynamics of this spot price are totally unlike that of other financial assets. There is signal in at least the first and second moments, and a strong diurnal pattern exists in all features; see Karakatsani & Bunn (2008) . There is a growing literature on the time series modeling of electricity prices at an intraday level; see, for example, Barlow (2002) , Conejo et al. (2005) , Haldrup & Nielsen (2006) , Weron & Misiorek (2008) and Panagiotelis & Smith (2008) , among others. Recently, Guthrie & Videbeck (2007) show that a PAR is effective in capturing signal in the first moment of intraday prices in the New Zealand market; see also Broszkiewicz-Suwaj et al. (2004) for a PAR fit to NordPool data. Our analysis extends this approach to the second moment. Day type and electricity demand are also included as exogenous effects in both level and volatility equations. By using flexible functional forms, the relationship between demand and mean prices is estimated and matches that anticipated by economic theory.
Periodic Autoregressions
A zero mean series {x(1),...,x(n)} follows a periodic autoregressive (PAR) process of period m if
where z(s) is a white noise process and L (i) is a set of positive integers. The autoregressive coefficients ρ (i) , variances (σ (i) ) 2 and even lag structure L (i) may vary over the period, which is denoted by index i = s mod m. PAR models have been used to account for seasonally varying dependence in quarterly (m = 4) and monthly (m = 12) data; for example, see Osborn & Smith (1989) . However, they can also be used to capture diurnally varying dependence in data collected at an intraday resolution. In this study the data are observed at a half-hourly resolution and m = 48 throughout, so that i corresponds to the half hour, and t the day, of time point s.
is the integer part of a. Then, Pagano (1978) observed that a PAR can be expressed as a vector autoregression (VAR) for the longitudinal vector x t = (x 1t , x 2t ,... ,x mt ) and vice versa. Following Franses & Paap (2004; Chapter 3) (1) can be represented by the first order VAR
Here, n = T m, z t is a vector of independent white noise processes, and Φ A = {φ A i, j } and Φ B i, j = {φ B i, j } are sparse matrices with elements
where ρ
. Multiplying on the left by (Φ A ) −1 gives:
where
Only stationary series are considered in this paper, which occurs for both the longitudinal VAR process and underlying PAR when all the eigenvalues of Φ lie inside the unit circle (Franses & Paap 2004, pp. 34-39) .
PAR models are highly parameterised when m is large, so that sparse lag structures are often assumed to make the model more parsimonious. If L (i) = {1, 2,...,k, m} for k < m, then the precision matrix Σ −1 is band k and Φ is a sparse matrix. For example, if the data are intraday, then this lag structure relates an observation to that k intraday periods immediately prior, plus the observation at the same time the previous day. Assuming that Σ −1 is band k also corresponds to assuming the elements of the longitudinal vector e t are Markov of order k; for example, see Pourahmadi (1999) and Smith & Kohn (2002) .
In this paper Gaussian PAR models are employed, so that z(s) ∼ N(0, 1) in equation (1) and e t are an independent N(0, Σ ) series in equation (3). The precision matrix Σ −1 is assumed band k. In the empirical work in Section 5.2 a low bandwidth of k = 2 is assumed, and to make the representation more parsimonious, Φ is also assumed to be a diagonal matrix. This is an approximation to the full structure of Φ that proves useful when estimating high dimensional models, such as that examined here where m = 48. However, the approach outlined in this paper applies to Φ with any pattern, including when patterned as (
Last, it is noted that Panagiotelis & Smith (2008) employ such a PAR with k = 2 for the mean-corrected logarithm of electricity prices, but where the disturbances e t are distributed multivariate skew t. They also approximate Φ, but with a diagonal matrix with three additional non-zero elements in the upper right hand corner. The idea of this approximation is to relate each observation x it to those in the preceding k = 2 half hours, and also that at the same time the previous day, but in a more parsimonious manner than the patterned matrix (Φ A ) −1 Φ B .
Periodic Stochastic Volatility Model

The Model
Using the first order VAR representation of a PAR in Section 2, the Gaussian stochastic volatility model can be extended to incorporate periodicity as follows. Let y t = (y 1t ,... ,y mt ) be a longitudinal vector of m = 48 half-hourly electricity spot prices observed on day t. Exogenous linear effects are introduced into the mean with a (mp × 1) vector of coefficients β = (β 1 ,... ,β m ) , where β i is a (p × 1) vector of coefficients for half hour i. The model for the observations is: 
for t = 1,...,T . The errors η t are independently distributed N(0, Σ ), α is a (mq × 1) vector of coefficients for q exogenous effects and Z t is the corresponding (m × mq) matrix of independent variables. The mean-corrected latent log-volatilities ξ t = (ξ 1t , ξ 2t , ..., ξ mt ) follow the VAR with autoregressive coefficient matrix Ψ = {ψ i, j }. The precision matrix Σ −1 is assumed to be band k 2 , so that the elements of the longitudinal vector ξ t are Markov of order k 2 . In the state space literature, equations (4) and (5) are referred to as the observation and transition equations, respectively.
Matrix Parameterisations
To ensure that C is constrained to the space of correlation matrices with a band k 1 inverse, a re-parameterisation suggested by Panagiotelis & Smith (2008) and Smith & Cottet (2006) is employed. Define a band k positive definite matrix Ω C such that
The parameterisation employed is the upper triangular Cholesky factor R C = {r C,i j }, such that Ω C = R C R C . Note that C is a correlation matrix with m(m − 1)/2 free elements, so that to identify the parameterisation the elements r C,ii = 1 for all i. This parameterisation is particularly useful for two reasons. First, the upper bandwidth of R C is the same as the bandwidth of C −1 , so that simply setting r C,i j = 0 for all i, j such that j − i > k 1 , ensures C −1 is band k 1 . Second, the non-fixed elements of R C are unconstrained and easier to generate in the sampling scheme in Section 4 than the elements of Ω C when m is large. For Σ = {σ i j } the variances D = diag(σ 11 ,... ,σ mm ) are isolated, so that Σ = D 1/2 BD 1/2 . This enables informative priors to be placed on the variances of the elements of η t as discussed in Section 3.4. The correlation matrix B is parameterised in the same manner as C. That is, using the Cholesky factor R B = {r B,i j } of a positive definite matrix Ω B = R B R B , such that
Again, for identification r B,ii = 1 for all i, and setting r B,i j = 0 for all i, j such that j − i > k 2 , ensures that Σ −1 is band k 2 . Again, the non-fixed elements of R B are unconstrained and relatively easy to generate in the sampling scheme. While there is no reason why the bandwidth of C −1 and B −1 cannot differ, k 1 = k 2 = 2 in our empirical work.
The Augmented Likelihood
As noted by previous authors the likelihood is unavailable in closed form for such stochastic volatility models. Instead, focus is usually on the likelihood augmented with the latent volatilities, which is employed here. To simplify the analysis estimation is undertaken conditional on the pre-period observation vector y 0 . In addition, a stationary distribution for the process {ξ t } is assumed, so that the marginal distribution h 1 |α,Ψ , Σ ∼ N(Z 1 α,Γ ), where Γ is a closed form function of Σ and Ψ (Hamilton 1994; p.265) . Let y = {y 1 , ..., y T }, h = {h 1 , ..., h T } and Π be the set of model parameters, then the likelihood augmented with the latent volatilities h is
The Jacobian of the transformation between u t and y t is |H
Priors
In previous Bayesian estimation of the univariate stochastic volatility model informative priors for the conditional variance of the log-volatilities have often been employed (Kim et al. 1998; Chib et al. 2002) . In the periodic case here informative priors which shrink together adjacent elements of diag(Σ ) (and the first and last elements) may improve inference. This motivates a Gaussian circular prior similar to the pairwise shrinkage priors employed in Bayesian regression smoothing (Lang & Brezger 2004) . Specifically, if δ i = log(σ ii ) then the circular prior has
. This results in the informative prior for the
with highly sparse precision matrix W = {w i, j } which has non-zero elements w i,i = 2 for i = 1,...,m; w i,i+1 = w i+1,i = −1 for i = 1,...,m− 1; and w 1,m = w m,1 = −1. The parameter τ 2 δ is interpretable as a shrinkage parameter and a conjugate IG(1.01, 0.01) hyperprior is assumed, which is shown not to dominate it's marginal posterior in the empirical work.
Let φ and ψ be the non-zero elements of Φ and Ψ , respectively. The priors p(φ ) and p(ψ) are uniform on the region where {e t } and {ξ t } are stationary. That is, p(φ ) ∝ I(Φ ∈ S ) and p(ψ) ∝ I(Ψ ∈ S ), where S is the space of (m × m) matrices with eigenvalues inside the unit circle, and the indicator function I(A) = 1 if A is true, and I(A) = 0 otherwise. When Φ and Ψ are diagonal, this simplifies to
The coefficients α and β of the exogenous effects, and the non-fixed elements of the Cholesky factors R B and R C , all have flat priors, although it is straightforward to incorporate informative priors if required.
Bayesian Posterior Inference
Because it is difficult to compute the marginal posterior distribution of the parameters analytically, MCMC is used to evaluate the posterior distribution. Such an approach has proven effective in obtaining inference in univariate stochastic volatility models (Jacquier et al. 1994; Kim et al. 1998; Chib et al. 2002) as well as in multivariate extensions (Pitt & Shephard 1999; Chib et al. 2006; Chan et al. 2006; Smith & Pitts 2006) .
Sampling Scheme
The following sampling scheme is employed to obtain Monte Carlo iterates from the augmented posterior density p(Π , h, τ 2 δ |y, y 0 ), where Π = {β , φ , R C , α, ψ, R B , δ }, which are used to construct posterior inference. Below, the notation {Π \A} denotes the parameter set Π without element A, h b,t denotes a contiguous sub-vector of h t and h \b,t denotes h without h b,t .
Generate sequentially from each of the following conditional posterior distributions:
The main features of the sampling scheme are briefly outlined below, while a more detailed description is given in the Appendix. In
Step (2) C is generated through its parameterisation R C , where the non-fixed upper triangular elements r C,i j are generated one at a time using a Metropolis-Hastings step. The proposal is a normal approximation to the conditional distribution centred around its mode, obtained using quasi-Newton-Raphson with numerical derivatives. This approach to generating a correlation matrix is simpler than generating directly from the elements of Ω C . This is because the upper and lower bounds for each of the elements of Ω C need recomputing at each sweep to ensure Ω C is positive definite (Barnard et. al. 2000; Chan et al. 2006 ) which slows the sampling scheme when m is large. In Step (5) the non-fixed upper triangular elements of R B are generated one element at a time using a normal approximation as a Metropolis-Hasting proposal in a similar manner as for the non-fixed elements of R C .
Following Shephard & Pitt (1997) a Metropolis-Hastings step is used to generate the log-volatility vector h b,t in Step (3). The proposal is a Gaussian approximation to the conditional posterior centred around its mode obtained by Newton-Raphson. The gradient and Hessian of the log-density are calculated analytically and are provided in the Appendix. In the empirical work in Section 5.2 h t is partitioned into 8 blocks of 6 elements each.
In
Step (1) the distribution of each non-zero φ i, j is constrained Gaussian. In
Step (4) a Metropolis-Hastings step is employed with constrained Gaussian proposal equal to the conditional density omitting the term p(h 1 |Π ). A Metropolis-Hastings step is used in Step (6a) based on a Gaussian approximation to the conditional posterior. The smoothing parameter of the circular prior in Step (6b) is generated directly from its inverse gamma posterior distribution.
In Step (7) the conditional density of β is recognizable as a normal conditional distribution. In applications where m and/or p are large (such as the application in this paper where mp = 432) it would not normally be computationally feasible to generate β as a single vector. However, because C −1 is band k 1 , the precision matrix of the conditional distribution of β is block diagonal and vectors with large values of m can be generated. In Step (8) the vector α is generated using a Metropolis-Hastings step. The proposal is based on the conditional posterior omitting the term p(h 1 |Π ), which is recognizable as a normal density.
Posterior Inference and Forecasts
After the Markov chain has converged, Monte Carlo iterates are obtained from the augmented posterior density p(h, Π , τ 2 δ |y). These can be used to construct the full spectrum of posterior inference, including estimates for the marginal posterior means of the parameters, log-volatilities and shrinkage parameters, which are used as point estimates. In addition, 100(1−α)% posterior probability intervals for each parameter or volatility can be computed by ranking the Monte Carlo iterates and counting off 100α/2% of the upper and lower values.
Let y f = {y T +1 ,... ,y T +T 2 } and h f = {h T +1 ,... ,h T +T 2 } be T 2 future values of the longitudinal process and associated log-volatilities. Then appending the following steps to the sampling scheme in Section 4.1 produces iterates from the predictive distribution p(h f , y f |y, y 0 ).
Forecasting Scheme
For t = 1, ..., T 2 generate from the conditional distributions:
Here, h t |h t−1 , Π is normal with mean Z t α +Ψξ t−1 and variance Σ and y t |h t , y t−1 , Π is also normal with mean X t β + Φe t−1 and variance H 1/2 t CH 1/2 t . The Monte Carlo estimates of the predictive means E(h f |y, y 0 ) and E(y f |y, y 0 ) can be used as point forecasts. Monte Carlo estimates of the predictive probability intervals can be computed in the same manner as the parameter posterior probability intervals and used as forecast intervals.
Intraday Electricity Prices
The Australian Electricity Market and Spot Price
During the past twenty years governments in many developed countries have introduced wholesale electricity markets. One of the earliest of these is the Australian National Electricity Market (NEM), which has been in operation since 1998, although some earlier state-based markets have been in operation since 1994. Due to inter-connection constraints and transmission loss, electricity is poorly transportable over long distances and the price for electricity varies by location. In particular, prices paid by customers in the state of New South Wales (NSW) are obtained by referring transmission to a bulk supply point on the western edge of the state capital Sydney, which is the spot price examined here.
Wholesale markets around the world operate by varying rules, and the NEM works as follows. Generating utilities submit supply curves (or stacks) to the NEM management company (NEMMCO) prior to generation. A generator will offer to supply more electricity the higher the price. Based on short-term demand forecasts 1 NEMMCO matches forecast demand for each future five minute period against the average of the supply curves submitted by all generators for that 5 minute period (this is the industry supply curve). The generators are then scheduled to dispatch in bid-price order until forecast demand is fully matched. The spot price for the five minute period is set equal to the most expensive generation capacity that is ultimately dispatched to meet demand. Half-hourly prices are then created as the average of the six five minute periods, and this is the data examined here. The rules of the NEM, along with the fact that electricity is a flow commodity that cannot be stored economically, induces a strong systematic component to intraday electricity prices. As documented by Escribano et al. (2002) , Knittel & Roberts (2005) and Koopman et al. (2007) , these features are common to all but a few markets.
The spot price occurs at the equilibrium of supply and demand. Demand can be observed exactly because, in the absence of blackouts or load-shedding, it is equal to system load which is read off the grid. Spot prices tend to vary positively with demand patterns, although the relationship is nonlinear because as demand increases beyond a certain point generation capacity with rapidly increasing marginal cost requires dispatching. This issue is discussed in greater detail in the empirical analysis in Section 5.2.
Obtaining supply-side data for analysis is more difficult, although the impact of supply on the spot price is likely to be two-fold. The first is potential intra and inter-day autocorrelation in both price and it's second moment due to the serial dependence in factors that affect the industry supply curve. The second is the existence of price spikes. These can be due to either under-forecasting of short-term demand by NEMMCO, or to a sudden supply disruption. In both cases a spike will occur because expensive generating capacity with a very short ramping time needs to be brought online at short notice to maintain system stability. In this case, the prices will often mean-revert quickly because within one hour cheaper generating capacity can usually be ramped to a level to meet the shortfall in supply. In effect, these spikes are caused by the shape of the aggregate industry supply curve. The time-to-ramp constraints result in a kink in this curve at a certain capacity level after which the curve has a steep upward slope. Sudden unanticipated changes in demand or supply can shift the point of intersection to the right of this kink, resulting in a price spike. In Section 5.2 it is demonstrated how estimation of average supply curves, including the location of the kink, at different times of the day is possible using the price data. Figure 1 plots the year 2000 spot price (in dollars per kilowatt hour; $/KWh) and corresponding half-hourly total NSW system demand (in gigawatt hours; GWh) in four panels that correspond to the southern hemisphere seasons. The data exhibit strong daily periodicity and there is likely to be persistence in the first and second moments, both between and within days. Large spikes in prices also occur and rapidly revert to the mean price level. Strong seasonal patterns appear to exist with the average winter price being higher than the average summer price, although summer proves to be the most volatile season. Such features have been observed in the NEM since its inception.
These empirical features in the data are the result of the market design discussed above, along with the strong systematic component to demand. They motivate the adoption of a periodic time series model to account for the strong diurnal variation of all aspects of the data. Demand for electricity can be included as an exogenous effect. Features of prices that are likely to be present are a nonlinear relationship Fig. 2 Estimates of the exogenous effect of demand on average price at twelve equally-spaced half hours. The estimated functions are plotted in bold over their observed domain, normalised so that they start at zero. The dashed lines represent 90% posterior probability intervals for these effects. Demand is measured in GigaWatt hours (GWh) and price in dollars per MegaWatt hour ($/MWh).
with demand and periodic autocorrelation in the first and second moments. The autocorrelation may be between observations on an intraday or inter-day basis, or both. For a recent discussion of the implication of market structure on the dynamics of electricity prices see Karakatsani & Bunn (2008) .
Empirical Analysis of NSW Spot Price
The PSV model is used to analyse the first T = 84 days of half-hourly summer electricity spot prices depicted in Figure 1(a) . This is a particularly challenging set of data to fit because in the first 28 days low demand often resulted in fixed price baseline generation capacity setting the marginal price, which is not the case for the latter period. The first element in the longitudinal vector corresponds to 03:30 (approximately the overnight demand and price low) and the last to 03:00, so that the period is m = 48. The bands of Σ −1 and C −1 are k 1 = k 2 = 2 and the autoregressive coefficient matrices Φ and Ψ are assumed to be diagonal. The following exogenous variables are employed in the observation and transition equations. A constant was employed in both equations, along with four dummy variables to capture any day type effects on Monday, Friday, Saturday and Sunday/Public Holidays. The exogenous effect of demand is included in the observation equation using a flexible functional form to capture any nonlinearity. In particular, if demand DEM is normalized between 0 and 1 for each half hour, then the radial basis terms |DEM − K j | 2 log(|DEM − K j |), for K j = 0.3, 0.6 and 0.9, are included, along with a linear term in DEM. For the transition equation only a linear demand effect is included.
The circular prior outlined in Section 3.4 is used for the log-variances δ , smoothing the elements of δ across the day and stabilizing the posterior distribution of the latent volatilities h t and the other parameters in the transition equation. Note that similar circular priors may also be placed on other parameters, although flat priors are adopted for this analysis. The sampling scheme was run for a burnin of 15,000 iterates, after which the Markov chain is assumed to converge to the augmented likelihood. The subsequent 25,000 iterates form the Monte Carlo sample from which inference is computed.
The estimated impact of demand for electricity on the first moment of the spot price using the flexible functional form is plotted for 12 equally-spaced half hours in Figure 2 . The relationships are largely monotonic and kinked. The location where the curvature changes can be understood as the maximum level of demand which will be matched by the supply of efficient baseline generation at each given half hour. Estimation of the location of the change of curvature is important for risk management because increases in demand beyond this level correspond to steep increases in the expected spot price.
This nonlinear relationship is consistent with economic theory. The instantaneous demand curve is largely insensitive to price changes because the increased cost of electricity is born by the retailing utility in the short-run, not the end-user. However, Fig. 3 Estimates of the linear coefficients of the effect of demand on price volatility against time of day. The 90% posterior probability intervals for the linear coefficients are also plotted as light dotted lines. demand varies day-to-day at any given half hour period based on season, day type, weather and other factors. Therefore, as demand varies over the three months of data the equilibrium price effectively traces out the kinked supply curve for each half hour, resulting in the relationship between demand and price depicted in Figure 2 . Figure 3 plots the estimated linear coefficients of demand in the transition equation against the time-of-day, along with 90% posterior probability intervals. This shows that the log-volatility of price is also highly affected by changes in demand, but in a manner that differs over the day. Price volatility is much more sensitive to changes in demand during the high-load period 09:00 to 23:00.
The estimates of the posterior means E [C|y] and E [B|y] are presented in Figure 4 . The absolute values of the elements are plotted for ease of exposition, although almost every element was positive. (Note that because C −1 and B −1 are banded, this does not mean that C and B are sparse). There is strong residual intraday autocorrelation in both the level and log-volatility of prices. However, in the second moment the correlation is close to block diagonal, with three distinctly correlated periods of the day: 09:00 to 12:00 (morning work-hours), 13:00 to 18:00 (afternoon work-hours) and 18:00 to 23:30 (evening). A similar block structure for intraday dependence was found by Panagiotelis & Smith (2008) using a related model and more recent NSW data. Guthrie & Videbeck (2007) also found a similar block pattern using New Zealand data. Disappointingly, the estimates of φ show little evidence of residual inter-day autocorrelation in the level of prices, but there is significant, albeit minor, inter-day autocorrelation ψ in the mean-corrected log-volatilities. However, when the model is refit fixing C = B = I (thereby removing the intraday serial dependence) the inter-day autocorrelation becomes substantial in both the observation and transition equations. Similarly, when the model is refit with no exogenous demand effect, both intraday and inter-day autocorrelation become substantial in both equations. The day type dummy variables only have a minor affect on the level of prices, which is not surprising given that demand is accounted for directly. However, while not presented here, there is a substantial day type effect in the second moment. For a full exposition of the empirical results, see Smith & Cottet (2006) . The model proves flexible enough to enable prices to be recovered well during the earlier low demand period (days 1-28), where fixed price baseline generation often sets the marginal price, and also at the latter period (days 29-84) where during much of the day more expensive generation capacity is being dispatched to meet demand, so that the marginal price is significantly higher. A comparison with the observed price data in Figure 1(a) show the strong intraday pattern to the signal is captured effectively by the periodic model. latter periods. The data contain substantial price spikes during days 43, 52, 53, 54, 60, 74 and 81. These are captured by the model as substantial simultaneous increases in both the first and second moments of prices. . The forecasts confirm that there is a significant signal in both moments, which when captured allows for a degree of forecastability of the spot price.
Discussion
The PSV model can be used to model data that exhibit both serial correlation in the second moment and periodicity. Potential fields of application include the envi- ronmental sciences and economics, where in the latter much macroeconomic data exhibits seasonal heteroscedasticity. The modelling and forecasting of electricity is an important application where time series models that combine a strong periodic structure with serial dependence in the first and second moments are required; see, for example, the discussion in Koopman et al. (2007) . When m is large, such as for the half-hourly data examined here, approximating Φ as a diagonal, or sparse triangular matrix as in Panagiotelis & Smith (2008) , substantially reduces the computations required in Steps (1) and (4) of the scheme. The band structures for the precision matrices arise from sparse lag structures in the underlying PARs. The reparameterisation of the correlation matrices in Section 3.2 allows for these band structures to be imposed simply. Estimation using MCMC allows for the computation of the full predictive distribution of prices over a horizon, which in the electricity application proves important. and C −1 is a function of r C,i j because
To generate r C,i j a Metropolis-Hastings step is used. The proposal density q(r C,i j ) is Gaussian centred at the mode of the density in equation (8) with variance equal to the inverse of the negative Hessian, which is obtained through numerical methods.
(To implement this step the routine 'e04lyf' from the NAG fortran library was used.) The candidate r new C,i j is accepted over the old value r old C,i j with probability
The value of C −1 is then computed directly from the resulting iterate of R C . (3) Generating from p(h b,t |h \t , Π , y, y 0 ) For ease of exposition it is outlined how to generate the full vector h t , but note that generation of a subvector h b,t is straightforward as it only involves a subset of the computations outlined. The conditional density of the log-volatility h t is calculated separately for three different values of t.
where 1 is a vector of ones.
Let l(h t ) = log p(h t |h \t , Π , h, y, y 0 ) , then a normal approximation is taken to the density with mean equal to the mode of l(h t ) and covariance matrix − . The mode of l is found using Newton-Raphson with the analytical derivatives, which are evaluated below. These are substantially faster to compute and more accurate than numerical derivatives. Their use significantly improves the efficiency of the sampler. Similar derivations can be found in Chan et al. (2006) and Smith & Pitts (2006, Appendix B) for different multivariate stochastic volatility models. First note that:
For t = 1,
Here, is the element-by-element matrix product. The following result from Dhrymes (2000, p.153 Ψ . 
