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Abstract-A local two parameter bifurcation theorem concerning the bifurcation from steady states of time 
periodic solutions of a nonlinear system of partial, integro-differential equations is proved. A Hopf 
bifurcation theorem is derived as a corollary. By means of independent and dependent variable changes this 
theorem is applicable to the general McKendrick equations governing the growth of an age-structured 
population (with the added feature here of a possible gestation period). The theorem is based on a Fredholm 
theory developed in the paper for the associated linear equations. An application is given to an age- 
structured population whose fecundity is density and age dependent and it is shown that for a sufficiently 
narrow age-specific “reproductive and resource consumption window” steady state instabilities, ac- 
companied by sustained time periodic oscillations, occur when the birth modulus urpasses a critical value. 
1. INTRODUCTION 
One interesting and important problem in the dynamical theory of population growth concerns 
the possibility of sustained oscillations of population density in a constant environment. This 
problem has been addressed by a rather large literature, both mathematical nd biological, and 
many mechanisms have been suggested and studied as causes of such oscillations., With regard 
to single species growth, the most common explanation of these oscillations mentioned by both 
biologists and mathematicians is the presence of a time delay in the birth rate and/or the death 
rate response to changes in population densities. Although the earliest studies of such time 
delays seem to deal with delayed death rate responses ([lS], p. 47-56), more recent research 
emphasizes delayed birth rate responses as caused by any one of many different biological 
mechanisms, the most fundamental of which are gestation periods and maturation periods 
(taken together, the “generation time”), age-specific fertility rates and the nature of the 
age-specific dependence of fertility on population density[6,11,12,16,19,20]. These particular 
biological, delay causing mechanisms relate to the age structure of the population and hence the 
mathematical study of these oscillations falls within the purview of the general theory of 
age-structured population dynamics, which in recent years has been enjoying a rapid growth. 
The general theory of age-structured population growth can be based on the McKendrick 
model equations for the age-specific population density (sometimes called the von Foerster 
equations) as given by (2.1H2.2) below (to which the provision for a gestation period has been 
added). From these equations virtually all deterministic model equations used in population 
dynamics and mathematical ecology can be derived by special manipulations and assumptions, 
be they integral differential, integrodifferential, functional or difference equations. In this way, 
the study of population stability and oscillations by means of model equations (when it is done 
carefully, at least) has generally been carried out on equations of one of these types which have 
been or could be derived from the McKendrick equations by focusing on specific bicriogical 
mechanisms and phenomena nd by making various simplifying assumptions. This is done with 
the idea in mind of obtaining more tractable equations for which there are available certain 
mathematical theorems or techniques. As far as nonconstant periOdic solutions are concerned, 
bifurcation techniques uch as Liapunov-Schmidt methods and Hopf bifurcation theorems are 
by in large available for equations of these other “simpler” types. The simplifying assumptions 
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necessary for this procedure are not always desirable, however, especially with regard to some 
of the specific delay causing mechanisms mentioned above. In such cases, unrigorous analysis 
of the McKendrick equations is sometimes done in order to gain insight into the dynamics[l2]. 
The goal of this paper is to establish a fundamental bifurcation theorem for the existence of 
nonconstant, time periodic solutions of the McKendrick equations per se in as general a form as 
possible. The main result, a two parameter bifurcation theorem, is given in Section 4 (Theorem 
3) after which, as a corollary, a Hopf-type bifurcation result is derived in Section 5 (Theorem 
4). These theorems are derived from abstract Liapunov-Schmidt methods and the basic 
associated linear theory developed in Section 3 (which may be of independent interest and 
useful for other purposes as well). A sample application is given in Section 6 and formal proofs 
are given in Section 7. 
2. PRELIMINARIES 
The McKendrick model[9,10,21] assumes that a population can be described by a function 
p(t, a) giving the population density of age class a at time t. If it is assumed that removal from 
the population is by death only and that addition to the population is by birth only, the 
McKendrick equations then consist of the first order partial differential equation 
aplat + apiaa + dt(a, PIP = 0 (2.1) 
which describes the removal (or death) process in terms of a per unit, age-specific death rate 
dt 2 0 at time t, and the integral equation 
Pom=~*~ods)~a~o h-da, p)p(t - s, a) da ds, (2.2) 
which describes the birth process in terms of the per unit, age-specific fertility rate ft B 0 at 
time t. Here we have included a possible gestation period by means of the gestation function 
g(s) which is assumed to be measurable and to satisfy g(s) 2 0, Jr g(s) ds = 1. In this paper, the 
vital parameters d, and ft are functions of age class a, but are functions of time t only implicitly 
through a general functional dependence. on the population density p. At this point I am 
deliberately being vague about the properties of dt and fi in order to retain generality. The 
hypotheses which will be ultimately required are those necessary to allow a reformulation of 
(2.1)-(2.2) into the form of system (4.1)-(4.3) as described below. 
The main interest here is with the bifurcation of time periodic solutions of (2.1)-(2.2) from 
nontrivial steady state solutions. In order to more directly address this question, I will assume 
the existence of a nontrivial steady state p = p&a) L 0. For some general theorems asserting the 
existence of steady states, see Refs. [14,15]. 
Before developing the linear theory associated with systems of the form (2.1)-(2.2) on which 
the nonlinear bifurcation results will be based, it is necessary to introduce certain technical 
Banach spaces. Let R denote the set of real numbers and R’ the set of nonnegative reals. 
Denote by B\,P the space of functions g = g(r, a): R x R ++ R which are continuous and 
p-periodic in 7 E R, once continuously differentiable in a > 0 and satisfy llgll b,, < +a. The norm 
II*IL, is defined as follows: 
llgll:,p: = lldlr + Ilw% + II&,2 + lla8~a41,2 
Ilgllr: = suP-p,28ssp/Z,o>01g(7r a)l e”, Il&.2: = Ilbwa~Olki(~I eY% 
where ll{qH~ = tiIfm l~jl*)“* and y is a positive real constant. The gj are the Fourier coefficients 
gi(a): = p-‘J$ g(T, a) eeiior d7, j = 0, 21, ?2.. . where o = 2r/p and i’= - 1. 
Next let B”,,, be the space of functions g = g(T, a): R x R’-, R which are continuous and 
p-periodic in T E R, continuous in a r0 and satisfy I\gll$ = llg[lv +Ilgll+< + p. Finally, B, 
denotes the space of functions h = h(7): R + R which are continuous and p-periodic in 7 and 
satisfy llhllp < +a where llhllp: = Ilhllo + llhllz with llhll2: = Il{jhj]llz and Ilhllo: = sup-p,Zsrrp,Zlh(T)l. 
That the spaces B$, Ba, and BP are Banach spaces is established in Section 7. 
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This section deals with the existence of solutions in B$, of certain nonhomogeneous and 
homogeneous linear equations which will ultimately be associated with (2.1~(2.2), namely 
I 
m 
adaa + c,(a)‘? + c*(a) k,((r)z(T + a - (r, a) da = g(~, a). 
0 
k&S, u).z(~ - s - a, a) da ds + h(7) 
and the associated homogeneous system 
I 
m 
ay/aa + Cl(U)Y + c*(a) k,(a)y(T + a - a, a) da = 0 
0 
k2(s, u)y(~ - s - a, a) da ds 
(NW 
O-U 
where (g, h) E Et,, x BP. The goal is to obtain a Fredholm-type alternative for (NH) upon which 
to base the study of nonlinear versions of this system. 
The coefficients and kernels appearing in these systems will be assumed to satisfy the 
following conditions 
ci: R’+ R is continuous and bounded (i = 1,2), k,: R’ + R is measurable and bounded 
Hl: and kZ: R’ x R’-+ R is measurable where, for some constants 0 < y < co, we have 
i 0 < co 5 c,(u), SU~,,~~C~(U)~ eY“ < + 03 and Jrzo JrEo)kz(s, a)[ exp (- cou) da ds < +m. 
Define for j = 0, ?1,+2,. . . the complex numbers 
Ai:=l+ 
I 
o= klJU) e-iioo e-C’“’ 
I 
a eCCa)cZ(a) eiiW da da 
a=0 
where C(u): = J{ c,(a) da. Note that Aj = A-j, j?O, there the bar “-” denotes complex 
conjugation. Assume that 
H2: Aj# 0 for all j 2 0. 
Define J to be the set of integers (positive, negative or zero) for which 
kt(s, a) e-ijU’“i”‘y~(u) da ds = 0 (3.1) 
where 
y/(u): = e- C(a) (1 eC’“’ c*(a) eiiw” da 
I 
(3.2) 
Note that 8,’ = w,-j -’ yj (u) = y!j(u) and hence 4 = D-j for all j 2 0. 
It turns out (see’section 7) that (H) has nontrivial solutions in B$, if and only if JZ 0 in 
which case a set of independent solutions is given by the real and imaginary parts of the 
solutions ~(7, a) = y;(u) eiiWr, j E J. 
Finally, for (g, h) E B”,,, x B, define 
x/(a): = emC(“) ecca)[gj(a) - wZI'CZ(Q) eija] da 
k,(u) e-iioo eeC“” 
Islo /:=, kz(s, a) 
(3.3) 
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for j = 0, 1,2,. . . where gi(a) and hi: = p-l _I?$ h(r) e-ij“‘r d7 are the Fourier coefficients of g 
and h respectively. Again, all entities with negative indices are the conjugates of those with the 
corresponding positive indices. 
The following theorem describes a type of Fredholm alternative for (NH). 
THEOREM 1. Assume Hl and H2 hold 
(a) The homogeneous system (H) has at most a finite number n 2 0 of independent solutions 
in B\,r (i.e. Jcontains n integers). 
(b) If n = 0 (i.e. (H) has no nontrivial solutions in Bb,,), then the nonhomogeneous system 
(NH) has a unique solution in B!,, for each (g, h) E B”,., X BP’ Moreover, the operator taking (g,h) 
to the unique solution of (NH) is a linear and bounded operator from B”,,, x BP + B\,,. 
(c) If n > O, then (NH) has a solution in Bb,, for (g, h) E Bt,, x BP if and only if Qj[g, h] = 0 
for all j E J. Moreooer, the operator taking (g, h) to the unique solution of (NH) satisfying 
I 
P/2 
z(7, a)yi(a) e+’ dT=O for all jE./ (3.4) 
-p/2 
is a linear and bounded operator from B’& x BP + B$,. 
The unique solution of (NH) guaranteed when J = 0 by Theorem l(b) is 
~(7, a) = 2 [nj[g, h]Dj-‘y:(a) + X:(U)] e’j”‘. 
j=-z 
When J# 0, (NH) has infinitely many solutions given by 
Z(7, U) = c [Kjy/(U)+ X;(n)] eiiwT + C [fkj[g, h]Dr’y/(a) + x,P(u)] eijwr 
jEJ jE1 
where Kj are arbitrary constants atisfying K-j = ij for j E J, j 2 0: These solutions are in fact 
continuously differentiable in 7 (as well as in a). 
The proofs of these results and of the next Theorem 2, which constitute the bulk of the 
technical analysis of this paper, appear in Section 7 below. 
Theorem 1 concerns the nullspace and range of the operator L: Bb,, + Y defined by 
I 
m 
Ly: = (aylaa + c,y + c2 M(Y)Y(T + a - a, a) da, ~(~01 
0 m m 
-I I 
k2(s, a)y(~ - s - a, a) da ds) (3.5) 
s=o o=o 
where for convenience we denote Y: = B”,, x BP’ The basic properties of this operator are 
more fully described in the next theorem. 
THEOREM 2 
The linear operator L: Bb,p+ Y defined by (3.5) is bounded. The nullspace N(L) and the 
range R(L) are closed and admit bounded projections. Moreover, codim R(L) = dim N(L) = n < 
+@J. 
In the next section I will be particularly interested in the case n = 2 when (H) has exactly 
two independent (nontrivial) solutions in BbVp. This case occurs when (3.1) holds for j = 1 and 
fails for j# 1 (j 2 0) in which case 
y(~, a) = y,“(a)eiw’ (3.6) 
is a complex valued solution of (H). This occurrence is equivalent to the root condition 
D(iw) = 0 and D(ijo) f 0 for j# 1, j 2 0 
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where D is the “characteristic function” of the complex variable l defined by 
A(f): = 1 + p, k,(a) e-l” emC”” la:, eC’“‘c2(a) e’” da da. 
4. A BIFURCATION THEOREM 
Consider now the nonlinear system 
I 
m 
ax/au + c1(a)x + Q(U) k,(a)x(~ + a - (Y, a) da = n,(x, A) 
0 
k2(s, U)X(T - s - (Y, a) da ds + n2(x, A) 
(4.1) 
(4.2) 
for x = x(7, a) E B\,, where the right hand sides depend on two real parameters A= (A,, A*) E 
R2: = R x R. More specifically 
nl = A&,x + A2L2x + g(x, A), n2 = AI&x + A2K2x + h(x, A) (4.3) 
where 
H3: Li: Bb,,+BF,, and Ki : B \,, --) B,, are linear and bounded operators 
and the terms g and h are “higher order” in the sense that 
the operator N: A, x AZ+ B”y., x BP defined by N = N(x, A): = (g(x, A), h(x, A)), where Al 
and A2 are open neighborhood? of x = 0, A = 0 in B’$ and R2 respectively, has the property 
H4: a that N(Ex, A) = &4(x, A, E) where M: A, X A2X (- EO, EO)-’ B”y., X B, is a 4 2 1 times 
continuously (FrCchet) differentiable operator which satisfies M(x, 0,O) = I&(x, 0,O) = 0, 
x E A,. 
Under the assumptions Hl-H4 it is possible, by making use of Theorem 2, to apply a general 
abstract bifurcation theorem to obtain nontrivial solutions of (4.1)_(4.3) in B$, as described in 
the following theorem. The details are given in Section 7. 
THEOREM 3 
Assume that Hl-H4 hold and that the linear, homogeneous system (H) bus exactly two 
independent (nontrivial) solutions in Bb,p. Also assume that 
8: = Imb%Gx KI~NML2~, &Y)I f 0 (4.4) 
where y is given by (3.6). Then (4.1)-(4.3) has u solution of the form 
~(7, a) = l y(r, a) + ez(7, u, E), A = A(E) 
for all E satisfying (~1 < l ,(O < l 1 I l 0) where z = z(., *, l ): (- cl, EJ+ Bt,,,, A: (- E], E,)+ R2 are 
q 2 1 times continuously differentiable in e with llz(7, a, e)lli,, = O(le)l = O((el) as e +O. 
In the so-called “nondegeneracy condition” (4.4), Im means the “imaginary part of”. The 
function x(7, a) is in fact also continuously differentiable in T and satisfies (4.1X4.2) every- 
where. 
Theorem 3 can be applied to the general McKendrick model equations (2.1X2.2) by setting 
x(t, a) = p(t, a)- pa(a), where pa(a) r0 is a steady-state solution of (2.1X2.2), changing in- 
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dependent variables from t, a to T, a where T = t - a and choosing two parameters CL,, p2 in 
(2.1H2.2) to serve as bifurcation parameters. The resulting equations are then linearized at 
x = 0 and pi = ~0 where pf are critical values of the parameters at which the linearization (H) 
has two independent (nontrivial) solutions in B b,,. The expressions ni are the higher order terms in 
this linearization and the parameters hi are given by hi = /Ji - CL!.+ The nondegeneracy condition 
(4.4) (a “generic” condition in the sense that it is an inequality) then insures the existence of a local. 
bifurcating branch of periodic solutions of fixed period p of the form 
p(t, a) = p&l) + ey(f - n, a) + ez(t - a, a, E) (4.5) 
for parameter values 
pi = /.&O +hi(e) (4.6) 
as given in Theorem 3.$ An example of this procedure will be given in Section 6. 
In order to carry out this procedure it is necessary to determine for what values ~0 of the 
parameters pi the homogeneous linearized system (H) has nontrivial solutions y E Bb,P (as 
given by (3.6)). Moreover, if higher order terms are desired in the Liapunov-Schmidt expan- 
sions (4.5H4.6) then it is necessary, as usual, to be able to solve a sequence of non- 
homogeneous systems of the form (NH). Formulas for solutions of (H) and NH) were given in 
preceding Section 3. 
The details of the proofs in Section 7 below show that the above results remain valid for the 
systems (H), (NH) and (4.1)-(4.3) obtained by formally setting kZ(s, a) = S(s - c~,)k(a) in (4.2) 
and/or k,(a) = B((Y - ~~2) in (4.1) where S(s) is the Dirac function at s = 0. In applications to 
(2.1H2.2) this can come about, for example, by choosing the gestation function g(s) = S(s - (T,), 
i.e. by assuming that there is a constant, instantaneous gestation period of fixed length (TV L 0 
(a, = 0 corresponding to the assumption of no gestation period which is the most common one 
made in the literature). 
It is also possible to repeat he proofs of Section 7 verbatim for systems of equations of the 
type (4.1)-(4.3) and obtain Theorem 3. For simplicity, however, I do not treat systems here. 
5. ONE PARAMETER OF HOPF-TYPE BIFURCATION 
In the above described application of Theorem 3 to the equations (2.1H2.2) the choice of 
the two bifurcation parameters pi can, of course, be made in any manner from the available 
parameters in the equations. On the other hand, it is also possible to choose only one parameter 
CL, which appears explicitly in the equations (as is done for the case of the more familiar Hopf 
bifurcation phenomenon) while the second parameter ~1~ = p is the unknown period (if the 
system is autonomous) and is introduced into the equations by means of a resealing of the 
independent variables from t, a to r/p, alp. Theorem 3 is then applied on the space B\, of fixed 
period one. In terms of the original variables one then sees a period varying @ = pZb+ A*(E)), 
Hopf-type bifurcation as the explicitly appearing parameter CL, = p,O + A,(e) passes through its 
critical value. (This all can be done, of course, only for autonomous equations, i.e. equations for 
which the operators ni satisfy H4 for all periods p. Theorem 3 can, however, apply to 
nonautomous, periodic equations (4.1)-(4.3) as well. For an example, see [2].) 
This procedure is straightforward and routine, the only analysis involved, as far as deriving 
such a Hopf bifurcation theorem from the two parameter bifurcation results in Theorem 3 is 
concerned, is that in showing that the assumptions concerning the existence of nontrivial 
solutions of the linear system (H) and the nondegeneracy assumption (4.4) can be equivalently 
stated, in the familiar manner of Hopf-type bifurcation, as the transversal crossing of a pair of 
roots of the characteristic equation across the imaginary axis away from the origin. 
Thus one parameter Hopf-type bifurcation results can be proved from multiparameter 
bifurcation theorems uch as Theorem 3 and this is in fact often done for various types of 
tit is possible that the resulting equations are not quite of the form (4. IH4.2). The only constraint required (beyond the 
necessary smoothness toperform the linearization) is that he integral on the left side of equation (4.1) have a multiplicatively 
separable k rnel. This will be true, for example, if the functional dependence of the death rate d, on density p is by means of an 
integral with such a kernel. 
*The steady state pa(a) may depend on the parameters pi. 
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equations[3-5,13,17]. I will make one such application of Theorem 3 to the McKendrick 
equations (2.1)-(2.2) in Theorem 4 below. 
The relationship between the two parameter bifurcation phenomenon for solutions of a fixed 
period as described in Theorem 3, and the one parameter, period varying bifurcation obtained 
from Theorem 3 by the procedure described above is qualitatively that discussed and graphic- 
ally displayed in [3] for integrodifferential equations. In the pI, pz plane there is a “bifurcation 
curve c” of critical values g,‘(p), p*‘(p) parameterized by the period p = 0/21r from which 
emanates the family of paths pi = p!(p) + Ai(E, p) along which time periodic solutions of fixed 
period p bifurcate from the steady state. By holding one of the parameters pi fixed, however, 
and varying only the other, one in general cuts across this family of paths transversally, hence the 
period varying property of the one parameter bifurcation. As one can see, however, the 
bifurcation phenomena in both cases are identical when viewed in the pI, p2 plane. While one 
may prefer to vary only one explicit parameter in a given system, it is frequently easier to vary 
two explicit parameters in order to justify and understand the bifurcation phenomenon. For one 
thing, if only one parameter, say p,, is varied there is necessarily the extra concern of being 
certain that the horizontal ines p2 = constant transversally cross the bifurcation curve C in 
order to guarantee that bifurcation occurs. (See Fig. 1 in Section 6 below.) 
As an example of a one parameter Hopf-type bifurcation result for equations of the form 
(4.1)-(4.3) as derived by this procedure using Theorem 3 consider the equations 
ax/au + c(a, /L)x = h(x, /.L) 
I 
m 
x(7,0) = k(a, P)x(~ - 0, a) dn + g(x, CL) 
0 
(5.1) 
(5.2) 
where p E R. Here a single real parameter F appears in the equations and I have taken 
k2(s, a) = S(s)k(u, CL), c2(u) = 0. I am not .trying for the greatest generality here, but have 
restricted my attention to a case for which I have been able to demonstrate that the 
nondegeneracy condition (4.4) is equivalent o the familiar transversality condition in Hopf 
bifurcation. 
Suppose the change of variables from 7 to dp is made in (5.1H5.2) and one defines 
A, = I_L - p”, A2 = p - p" where CL’, p” are yet to be determined critical values of the parameter p
and the period p respectively. Then (5.1)-(5.2) takes the form (4.1)-(4.3) with 
.c,(u) = pOc(upO, PO), kt(s, a) = &(s)pOk(upO, /JO), k,(u) = Q(U) =o 
L*x = - pOc,(upO, /2)x, L2x = - [c(upO, /LO) + pOc,(upO, /LO)]x 
K,x= = 
I 
p”k,(upo, /.L’)x(T - u, a) da, K2x = m [k(up’,.$-) 
0 I 0 
+ p’uk, (up’, ~O)]X(T - a, a) da. (5.3) 
Assume that under this change of variable the operators h and g become new operators h’ and g’ 
for which 
h, g satisfy H4 with p = 1 and c, k: R+ x R + R are continuously differentiable functions 
H5: 
1 
for which the operators, kernels and coe5cients defined by (5.3) satisfy Hl and H3 with 
p = 1. 
Since k,(u) = 0 implies A, = 1 for all i we see that H2 holds. Hence all hypotheses Hl-H4 in 
Theorem 3 are implied by H5 and as a result Theorem 3 with p = 1 can now be applied to the 
resulting system. One needs only require the existence of nontrivial solutions of the lineariza- 
tion and the validity of the nondegeneracy condition (4.4). These latter two requirements will 
now be shown to be equivalent o the existence of purely imaginary roots of ‘the characteristic 
equation with certain properties. 
The characteristic equation for the linearization of (5.1)-(5.2) reduces to 
D(l, p): = 1 - \Olo k(u, II) em@ e-c(09“) da = 0 (5.4) 
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where C(a, CL): = 
I 
ll 
c(cr, CL) da. As pointed out above in Section 3 it is sufficient for the 
linearization to ha:e exactly two independent solutions in B’ Y,P that (5.4) has the simple root 
5 = io,,, o. = 27r/p”, and no other purely imaginary root when p = ho. Assuming 
I 
m 
H6: Dc(ioo, po) = uk( u, po) e i"~O e -WJ* pd da # 0 
0 
one can deduce, from the implicit function theorem, the existence of a continuously differenti- 
able function [ = I(F), l(po) = ioo, such that D@(p), p) = 0 for all p near po. The two solutions 
of period one of (H) with coefficients (5.3) turn out to be the real and imaginary parts of 
i (I 
y(r, a) = exp 
which, together with (5.3), can be used to compute the quantity 6. A straightforward, but 
lengthy calculation shows that 
k(a, p) e-c(O+)ei~’ da/ - [&(a, po) e-C(a*@@)] e-““0” da . 
On the other hand, an implicit differentiation of D(l(p), II) = 0 shows that 
GO) = - D,b0, cLOPl(i~O, cL0NlW~0, PO)I*. 
A calculation of D,, and D, from (5.4) yields 
Dw(ioo, po) = - p” d CL 
I 
alo k(u, p) e-cc”*p)e-i”O” da/,=, 
and after an integration by parts 
provided 
. m 
Dz(ioo, cam) = -i 
I 
.=,$ [&(a, p.&e-C’“d] e-‘“0” da 
~44 ~4 e -c(O~*O)+O as u++m, (5.5) 
a condition which holds if k(u, po) is bounded for a 2 0. These calculations lead to 
k(u, p) e-‘(%@) e-4“ da],,,, $ [&(a, h) e-ccO~~] e-‘“o’ da } 
or Re &,,) = A6 where A: = l/wolDr(ioo, h)]* > 0. Thus, the nondegeneracy ondition S# 0 is 
equivalent o Re l’(po) # 0 and we have the following one parameter, Hopf-type bifurcation 
result for (5.1H5.2) which now follows from Theorem 3. 
THEOREM 4
Suppose H5 holds and that the characteristic equation (5.4) has u complex root [ = &L) fur 
which &L,,) = iw,,, w. > 0, Re c(po) # 0 and no otherpurely imaginary root forp = po. Assume that 
&a, p& is boundedforu 2 0 (ormoregenerully that (5.5) holds). Then (5.1H5.2) has a solution of 
the form x(7, a) = y(~/p, u/p)+ ez(~/p, u/p, l )‘for p = h+ A,(E) and p = p”+ AZ(E) for small 1~1 
where y, z E Bb,, and hi(E) are US in Theorem 3. 
Note that in Theorem 4 the solution x(7, a) is p(e)-periodic in T. It is in fact also continuously 
differentiable in T. 
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6. AN APPLICATION 
In order to illustrate the use of the bifurcation results in Theorems 3 and 4 consider the 
McKendrick equations (2.1)-(2.2) with d, = d = constant > 0, ft = @(a)[1 -I[ w(a)p(t, a) da]+ 
and g(s) = 6(s); that is, consider 
(6.1) 
dt, 0) = /o:o W(a)[ 1 -/alo w(a)p(t, a) da]+p(f. a) da. (6.2) 
Here b is a positive constant, /3 and w: R’ + R’ are bounded and continuous with J,J‘ /3(a) da = 
1 and Jo” w(a) da < +m, and [VI+ = v if v L 0 and [v], = 0 if v < 0. This particular model system 
is frequently studied as a “first approximation” or a prototype for more complicated cases 
involving more involved death and fecundity rate dependencies on age a and density 
p [6,9,11,12]. It assumes that age dependence is more important in the fecundity rate than in 
the death rate (indeed, the death rate is taken independent of age) and that fecundity is a 
decreasing linear functional of density. There is no gestation period and the dependence of 
fecundity on age is described by the normalized “maturation function” /l(a). The weighting 
function w(a) describes the effect that the density of age class a has on the fecundity of age 
class a (which is, since w is here taken independent of a, the same for all age classes a). 
The intent here is not to study (6.1)-(6.2) in depth, but only to illustrate a case of the 
bifurcation of time periodic solutions. For a study of this model (including a gestation period) 
and the destabilizing effects of the various biological mechanisms represented by /3, w and g, 
see [6]. 
For simplicity, take 
I 
OD 
w(a) = p(a) and assume aj/3(a) da c +m for j = 1,2,3. (6.3) 
0 
(These finite moments guarantee the smoothness condition 4 ~1 in H4.) This means that the 
effect on fecundity caused by the density of age class a is proportional to the fecundity of age 
class a. This is reasonable, for example, if the age of greatest fecundity is also the age of the 
maximum consumption of resources (used by all age classes), whose consumption in turn 
affects fertility. 
The steady state solution of (6.1)-(6.3) is then found to be 
p’(a) = (bP*(d)- 1) eTd”/b/3*(d)’ (6.4) 
where “*” denotes the Laplace transform. This steady state is positive if and only if bp*(d) > 1 
(which has the biological interpretation that the net reproductive rate at low densities per 
individual per lifetime exceeds unity). Let x = p - p", Al = d - do and AZ = b - bo. Then (6.1)- 
(6.2) can be put in the form (4.1)-(4.3) with c,(a) = do, c*(a)= k,(a)=:, L,x = -x, g(x, A)=O 
and 
m kz(s, a) = a(s)]2 - boP*(do)l/3(a)/~*(do), K,x = 0, K2x = - 
I 
w(a)x(t, a) da 
0-O 
h(x,A)=2 = 
I 
rl(A1)B(a)x(r, a) da 
a=0 I 
S-o B(s)x(r, s) ds = 
where r&A,) = O(A,‘) is the remainder in the Taylor series expansion l/p*(d) = 
lIP*(d,) - hS*‘(do)lP*(do)2 + r0,). 
If y is any constant 0 < y < do then it is an easy matter to check that all the hypotheses 
Hl-H4 hold with q = 1. Thus, to apply Theorem 3 we need only find those critical values do, b. 
at which the linearization at p’(a): 
iiy/aa + do! = 0. .v(5,0) = ](2 - bo/?*(do))//3*(do)l /a= o B(a)y(T - a, a) da 
0 
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has exactly two independent solutions in Bb,P for some period p and then verify the non- 
degeneracy condition (4.4). This linearized problem has a solution ~(7, a) = y,(a) eiwr if and only 
if y,(a) is a constant multiple of exp(- doa) and 
1 = t(2 - ~oP*~~~~~/P*~~~)lP*~do + iw), w = 277/p (6.5) 
which, from the real and imaginary parts, is equivalent to 
S(do9 P) = 0, C(do, PI f 0, bo = PC(do, P) - p*(do)llP*(do)c(do, P) (6.6) 
where S and C are the Fourier integrals (w = 27r/p) 
S(do, P): = 6, e -‘@P(a) sin wa da, C(& p): = Ial0 e-dO”/3(u) cos wu da. 
The equation (6.6a) constitutes, for a given p, an equation to be solved for do = d,(p) > 0, 
subject o the inequality (6.6b) whose solution defined the critical value b0 = b,(p) by means of 
(6.6~) which in turn must satisfy 
b,P*(&) > 1 (6.7) 
in order to define a positive steady state. So that the linearized problem has no other 
independent solutions in B k,, it is necessary to require that (6.6) is not satisfied by do(p) and 
b,,(p) when p is replaced in (6.6) by p/2, p/3,. . . . 
Finally, a calculation of 6 shows that the nondegeneracy ondition (4.4) reduces to 
I 
m 
e-do”up(u) sin ou du# 0, o = 27~1~. 
o=o 
(6.8) 
In summary, Theorem 3 implies the bifurcation ofp-periodic solutions of (6.1H6.3) in the 
space I?;,, (for y < do) from the positive steady state (6.4) at the critical values do and b. of the 
death and birth mod& d and b which satisfy (6.6H6.8). 
As an example, consider the frequently used normalized istributions 
w(u) = P(u) = -$ ($““u” eenolm, n = 1,2,3,. . . 
where m > 0 is the age of maximum fecundity. For n = 1 
S(d,, p) = 2om(dom + l)/[(dom t l)‘t w2m2]* # 0, o = 27r/p 
for all p > 0, m > 0, do > 0. Thus (6.6a) fails to hold and no bifurcation occurs because the 
linearization at the steady state possesses no nontrivial solutions in IS:,-,. 
On the other hand, for the “narrower distribution” (or “maturation window” as it is 
frequently called), when n = 2 one finds p*(do) = 8/(dom t 2)’ and 
S(d,, p) = 8tim[3(dom t 2)* - 02m2][(dom + 2)* t 02m2]-3 
C(d,, p) = 8(dom + 2)[(d0m t 2)* - 3~~2m2][dom t 2)* + ,2m2]-3, o = 27r/p 
and hence (6.6a) and (6.6~) imply 
do = (wm - 2~3)/m~3, b. = 5w3m3~3/36, w = 21rip (6.10) 
in which case C(d,, p) = - 3d3/03m3 < 0 so that (6.6b) holds. (6.7) is easily checked and 
another computation shows that 
I 
Zc 
e -d~“u/3(u) sin ou da = - 9d3/4w4m3 # 0 
o=o 
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SO that the nondegeneracy condition (6.8) holds. Theorem 3 implies that period p bifurcation 
occurs along paths P(E) in the d, b parameter plane emanating from the critical point d,,, b,,. 
The formulas (6.10) define a bifurcation curve parameterized by the period p = 27r/rlo. This curve 
is graphed in Fig. 1. 
This same example can be used to illustrate the Hopf-type bifurcation of Theorem 4. If a’ is 
held fixed and p = b is chosen as the bifurcation parameter, then the characteristic equation 
(5.4) reduces to 
(ml+ dm + n)“+’ = 2(md + II)“+’ - pn”+‘. (6.11) 
For n = 1 the roots 5 = [- (dm + 1) + d[2(dm + 1)2 - ~)]/2 never cross the imaginary axis for 
CL > (dm + 1)’ (which is required by (6.7) for the existence of a positive steady state). On the 
other hand for n = 2 (and, in fact, for n z 3) the roots of (6.11) do cross the imaginary axis. 
This occurs at 5 = ioO for 
p. = b. = (dm + n)““n-“-I[2 + sec”+‘(r/(n + l)], o. = (dm + n)m-’ tan (Irl(n + 1)). 
Moreover, Rec(po) = (dm + n)m-’ cos”+‘( ?r/(n + 1)) # 0. 
The nature of the surface given by the solution p(t, a) of (6.1)_(6.3) as this bifurcation 
occurs is shown in the sequence of graphs in Figs. 2-5. These solution surfaces were 
numerically computed for P(a) and w(a) given by (6.9) with n = 2 and d = m = 1. 
d 
A 
p=rrmM 
rb 
Fig. 1. The bifurcation curve C given by (6.10), parameterized by the period O< p < rm&3, is graphed for 
the system (6.1)-(6.2) with (6.9) and n = 2. Along the paths P(c) the bifurcation of time periodic solutions in 
B$,(y < d&p)) occurs for fixed period p. If one moves along a horizontal line d = constunt by increasing 6, 
then a Hopf-type bifurcation of period varying type occurs as C and the paths P(c) are transversally 
crossed. 
Fig. 2. The birth modulus b = 3.2 is less than the critical value 27/8 for which b@*(d) > 1 is satisfied and 
hence no positive steady-state exists. The solution of (6.1H6.2) with (6.9) and n = 2, m = d = 1.0 shown is 
tending to zero as t + +m in all age classes. 
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(a) 
5 ci 
(b) 
Fig. 3. A positive steady state exists for b = 8.0 and is shown in (a). In (b) a solution surface is shown 
monotonically increasing (in a logistic-like manner) to the steady state. 
7. PROOFS 
In this final section proofs are given for Theorems l-3. Before this is done, however, the 
assertion that the spaces B(t.,,, B!,., and B, are Banach spaces is justified. That these three 
spaces are linear and that their norms defined in Section 2 are really norms are both easy to 
verify. It only remains to shown completeness. This will be done for I?“,, only, the complete- 
ness of the other two spaces having similar verifications. 
Suppose that g, E Bt,, is a Cauchy sequence. This implies that g, is also Cauchy with 
respect to the norm 11. I& Thus g, converges with respect to this norm to a continuous, 
p-periodic function g for which llglly < +a[l]. Let 9’ denote the (Hilbert) space of square 
summable sequences of complex numbers. The sequence of sequences 
I 
PI2 
g” = {suP,z~~ilcj(g,)(a)i eY’)T=o, c&)(a): = p-’ _p,2 g,(T, a) eeii”” d7 
is Cauchy in the II.// z norm and consequently converges to a sequence g = {cri} E Z’*. It follows 
that the same is true of the sequence of sequences 
S” = I~~P~~Ol~j(~rt)(~)l e”& 
which converges to a sequence s = {Sj} E Z*. It is easy to show that oj = jsi. The conclusion is 
that 
{SUp,,oJCj(g~)(fl)l eya}~~~+{Sj}~~~E .Y’ as R + +co (7.1) 
{suP,,~ jJci(g,)(n)(eY”}~~o~{j~j}~~OE~z as n++m (7.2) 
in the Y2 norm (1. IJ2. 
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Fig. 4. A positive steady state exists for b = 22.0 and is shown in (a). In (b) a damped oscillatory solution 
surface is shown approaching the steady state. 
Next it will be shown that 
(7.3) 
for all j, which will imply that the function g also belongs to the space &,. To do this, note 
first of all that (7.1) implies 
lim,,,sup,,0)Cj(g.)(U)l eye = Sj (7.4) 
for each j. Secondly the inequalities 
show that 
which together with (7.4), verifies (7.3). 
At this point it has been shown that corresponding to any Cauchy sequence gn E Bt,, is a 
function g E B$, for which g,, + g in the norm 11. II,_ But (7.2) shows that g, + g in the norm 
)I. I/+ also. It thus follows that g, + g in the norm I(. II’&, and hence that B”y., is complete. 
Before proving Theorem 1 it is necessary to establish the following preliminary results. Let 
Z denote the complex numbers. 
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Tp 
(a) 
Fig. 5. For 6 = 34.0 and 6 = 35.0 in (a) and (b) respectively. solutions periodic in time have bifurcated from 
the steady-state. 
LEMMA 1 
Suppose that cl: R++ R, I$: R++ Z are continuous and bounded and satisfy c,(a) z co > 0, 
woaOIG(dl e” < + 
_ 
~0, 0 -C y < co, and that k,: R++ Z is bounded and measurable. The linear 
homogeneous integrodifferential equation 
y’(a) + cda)y(a) + G(a) I - &(s)y(s) ds = 0 (7.5) a=0 
has a unique solution y’(a) satisfying y(0) = 1 provided 
’ 
I 
eC’“‘E2(a) da da # 0. (7.6) 
e=O 
The general solution of (7.5) is a constdnt multiple of y’(a). 
Proof. For any complex number wI E Z the equation 
y’(a) + c,(a)y(a) + &(a)w, = 0 
has a unique solution satisfying y(O) = 1 given by 
I 
(I 
yO(a) = e-C’“’ _ e-C’“’ eC’“‘Ez(a)w, da. 
a=0 
(7.7) 
(7.8) 
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Solving (7.5) is equivalent to choosing w, such that w, = Jo” i,(a)y”(a) da, an equation which has 
the unique solution 
eC’u’E2(a) da da 
I 
. (7.9) 
Thus the unique solution of (7.5) with y(O) = 1 is given by (7.8)-(7.9). 
Clearly any constant multiple of y’(a) solves (7.5). Conversely, let y(u) be an arbitrary 
solution of (7.5). Then w(u): = y(O)y’(u) - y(u) solves (7.5) with w(O) = 0. Hence w(u) solves 
I 
a 
(7.7) with wl = &(u)w(u) da which, together with w(u) = - e-‘@)_f; eC’“‘&(cy)wl da, implies 
that w, = 0. Thu: w(u) = 0 or y(u) = y(O)y’(u).§§ 
Note that from (7.8)-(7.9) follows 
sup,,olyO(u)[ e7’ < +m. (7.10) 
The general solution of the nonhomogeneous equation 
I 
m 
x’(u) + c,(u)x(u)+ E*(u) &)x(s) ds = g(u) 
a=0 
(7.11) 
is, of course, given by KY’(U) + x’(u) where x0(u) is any particular solution of (7.11). Consider 
(7.11) with (for simplicity) the initial condition x0(O) = 0, a problem which is equivalent o 
solving the equations 
I 
m 
x’(a) + c,(a)x(a) + E2(a)w2 = s(a), /i,(s)x(s) ds = w2, x(O) = 0 
o=o 
where w2 E Z. The first and third equations imply 
I 
n 
x0(a) = emC(“) ecca) [g(a) - w2E2(cx)] da. 
a=0 
(7.12) 
The second equation and (7.12) lead to the unique value of wz given by 
eC’“‘E2(a) da da 
I 
(7.13) 
LEMMA 2 
Under the same assumptions us in Lemma 1 together with sup,,,lg(u)l eYa < +m, the general 
solution of the nonhomogeneous equation (7.11) is given by x(u) = KY’(U)+ x’(a) for an 
arbitrary constunt K, for y’(u) gioen by (7.8)-(7.9) and x’(a) given by (7.12)-(7.13). 
Note that from (7.12)-(7.13) follows 
sup,,oIxo(u)J e7’ < +m. 
Using these two lemmas, one can easily obtain a Fredholm alternative for the following 
linear problem: 
I 
oc 
z’(u) + c,(u)z(u) + Et(u) li,(s)z(s) ds = g(u) 
a=0 
I;,(s, u)z(u) da ds + h 
(7.14) 
(7.15) 
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LEMMA 3 
In addition to the assumptions of Lemma 1 assume that h E 2 that k,: R’ x RI+ Z is 
measurable and $0” $0” &(s, a) emya da ds < fm, and that g: R++ Z is continuous and 
sup,,0lg(a)l ey” < +m. 
(a) If 
l-- OD I f &(s, a)y’(a) da ds# 0 s=o a-0 (7.16) 
then (7.14)-(7.15) has a unique solution given by z(a) = KY’(a) + x’(a) where 
m OD 
K= [I f s=o a=0 &(s, a)x’(a) da ds + h]/[ 1-[,6, &(s, a)y’(a) da ds]. (7.17) 
(b) If 
l-- - 
f I &(s, a)y’(a) da ds = 0 s=o o=o 
then (7.14)-(7.15) has a solution if and only if 
&(s, a)x’(a) da ds + h = 0 
(7.18) 
(7.19) 
in which case z(a) = KY’(a) + x’(a) iS a soh4tion for ali K. 
This lemma follows by substituting the general solution of (7.14) from Lemma 2 into (7.15) 
and deriving the equation 
m m 
K= I f $(s, a)[Ky'(a)+ x’(a)] da ds + h (7.20) s=o a=0 
for the constant K. 
Note that the homogeneous version of (7.14)-(7.15) (obtained by setting g(s) = 0, h = 0) has 
no nontrivial solution if and only if (7.16) holds. If, on the other hand, (7.18) holds then this 
homogeneous problem has the nontrivial solutions KY’(a), 0 # K E 2. 
Proof of Theorem 1. A formal solution of (NH) can be found by substituting the Fourier 
series 
2(7, a) = z Zj(a) eiio7, 0 = 2?r/p 
i 
(7.21) 
into (NH) and obtaining the equations 
f 
cn 
t;(a) + Cl(a)Zj(U) + C*(U) eiion kl(a) eeiioa zj(a) da = gj(a) (7.22) 
a-o m m 
Zj(0) = If M-5 a) e- ‘j’“(‘+“)Zj(U) da ds + hj s=o a=0 (7.23) 
for the coefficients zj(a). Here g(7, a) = Sgi(a) eii““, h(7) = Z hj eiiwr. Equations (7.22)-(7.23) 
i i 
have the form (7.14)-(7.15) with 
&(a) = c2(a) e’j”, &(a) = k,(a) em”““, &(s, a) = kZ(s, a) e-iio(S+O) (7.24) 
and thus Lemma 3 can be applied (since Hl and g E B”,, imply the hypotheses of this Lemma). 
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Let y:(a) and x/(a) be the solutions (7.8) and (7.12) respectively for these coefficients (see 
(3.2)-(3.3)). 
If the Fourier series ~(7, a) = Z yi(a) eiior is substituted into (H) there results the following 
equations for the coefficients yj(a;: 
y;(u) + c,(a)yi(a)+ C&U) eiiwo k,(a) e-“” y!(a) da = 0 
kz(s, U) e-i’“‘s+“‘yj(u) da ds. 
(7.25) 
(7.26) 
(a) The homogeneous equation (H) has a nontrivial solution if and only if (7.25)-(7.26) does 
for at least one j. This occurs if and only if (3.1) holds for at least one j. The number n, 
0 5 n 5 +=, nontrivial solutions of (H) is identical with the number of integers in J. From (7.10), 
the integrability assumption on kz in Hl and the Riemann-Lebesgue Lemma (181, p. 40) it 
follows that Dj --) 1 as JjJ + +m and hence J is finite. 
(b) Formally, part (b) follows from Lemma 3a since if (H) has no nontrivial solution (J = 0) 
each zi(u) is then uniquely defined as a solution of (7.22 j(7.23) and (7.21) becomes the unique 
solution of (NH). Similarly for part (c) which follows from Lemma 3b. In this case a solution 
Zj(a) of (7.22)-(7.23) for jE J exists since flj[g, h] = 0 implies the necessary and sufficient 
condition (7.19) in Lemma 3b. For jE J, Zj(a) exists uniquely by Lemma 3a. The series (7.21) 
then formally defines a solution of (NH). What remains to be shown is that (7.21) really defines 
a function in Bb,p. This is a matter of obtaining estimates on the Zj(a) which guarantee 
sufficient convergence of the Fourier series. Since the finite number of terms corresponding to 
j E J have no effect on the convergence properties, the proof that z E Bk, is the same for both 
cases (b) and (c). 
In the following bounds K > 0 denotes a constant independent of the independent variables 
7, a and the index j, but is not necessarily the same in every case. From (7.10), Iy/‘(u)\ 5 K eeY“ 
for all j. Since g E B”,, 
ilgj(u)l ey’ 5 sUPor ilgi(a)l “: = nj and {vi} E P. 
This, together with the fact that Aj+ I as lj/ ++m, (which can be easily seen to follow from the 
Riemann-Lebesgue Lemma) and hence that JAjlz K for all j (see H2), implies for all j that 
j/&j 5 Kqj where wzi is given by (3.3b). Thus, from (3.3a) and Hl comes the estimate 
-Co'"-")[jlgj(a)l + jJw2jllc2(a)ll da 
I [qj + K~jllcZl/,,] \’ e-‘o’“-“’ e-” da 
a=0 
(7.27) 
for all j. Furthermore, since lDj\ 2 K-’ > 0 for jE J, the bound 
jlKjl % II:=, 1.:, 1 MS, a)lil+%)l da ds + jIh,I] K 
5 [I,:, J:, jkZ(S, u)l ewy’I da dSK?j + jlh,l]K 5 [qj + iIhjI1 
follows from HI, (7.17) and (7.27) for j e J. If one defines Kj = 0 for j E J then this inequality is 
also valid for j E J. Finally, for Zj(U) = Kjy:(U) + x/(U), the following bounds follow from those 
above: 
jlzj(u)l I K(qj + jJhjJ)K ee7’ + Knj e-” (7.28) 
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and sup,,ojlzj(c)i e” 5 K(ni+ jlhjl) for all j. Since {vi} and {j(hj(]E -Y*, it follows that 
{sup,,ojlzj(a)l era} E Z’*. Thus the fourier series (7.21) defines an absolutely continuous, P- 
periodic function of T for each a 2 0 ([7], p. 129). It is consequently differentiable almost 
everywhere and satisfies (7.22)-(7.23) almost everywhere. From this one can deduce that this 
series is in fact continuously differentiable verywhere. 
Next the smoothness of this series in a is established. Each coefficient zi(a), as a solution of 
(7.22)-(7.23), is continuously differentiable in a z 0. The bound 
lZj( a)( 5 K($j + lhilh i+ 0 (7.29) 
which follows from (7.28), together with the fact that the series Z n]j and C lhj\ converge 
j=O j 
shows the uniform and absolute convergenge in a 2 0 and i of (7.21). This series thus defines a 
function continuous in a 2 0. The bound (7.28), the hypothesis Hl and the equation (7.22) for 
zj(a) yield immediately that 
(7.30) 
and hence the series Z z;(a) e ‘jor also converges uniformly and absolutely in a 5 0 and r. 
i 
AS a result the Fourier series (7.21) defines a function continuous in a and T, p-periodic in T 
and continuously differentiable in a. 
Now from (7.28) 
= ~(ll&* + IlWilM 
and hence l141y 5 ~MIOY.p + llhll,). Similarly from (7.30) follows llW4l, 5 ~(IldL + llhllp). 
Furthermore (7.28) implies 
11&.2 = lIIwabOjl~j(~)l e”Il2 5 J%417.2 + IlWbl~ll2~ 
5 ~(llgll”,, + llhll,>- 
Similarly (7.30) yields IJM~aJJ,Z 5 K(IJgll$ + llhll,,). These bounds together imply 
M.P 5 mllo,P + IlaJ < +m (7.31) 
and hence the formal solution defined by the Fourier series (7.21) lies in B& 
This last inequality holds for that solution for which Kj = 0, j E J (i.e. for which (3.4) holds) 
and hence establishes the boundedness of the linear operators described in Theorem 1. 
Proof of Theorem 2. Let z E Bb,, and Lz = (L,z, L2z) E Y. Straightforward estimates how 
that IILIzilv 5 Wl.4, + ll~d~all,), IIL~zII~.~ 5 WZII,,~+ ll~dW~,2) and llb4 4 Wllv7 IILzll~ 5 
KII4ly.2. Thus, l~L.4~ 5 Kllzll:.,. Now 
N(L) = span {Rey,O(u) e+‘, Imy: eijuT}, R(L) = {(g, h) E Y: i$[g, hl = 0, j E J) 
where without loss in generality the homogeneous solutions y;(a) have been chosen so that 
Jo” y/(a)y:(a) da = 6,. If we define the closed linear spaces 
NL(L) = IZ E BL: /al, i 1:: Z(T, a)y:(a) eeiiwr dT &-t = 0, j E J) 
T P 
,* 
R’(L) = ((0, h) E Y: h = ZjE,hj eiiwr, hj E 2 arbitrary, ij = h_j} 
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it follows that Bb,P = N(L)@N’(L) and Y = R(L)@R’(L). This can be seen by writing 
Z(T, U) = 2 Kjy/(U) eiimt 
jEJ 
C Zt(U) eiio' t ,z, Zj(U) eiior 
jEJ I 
I m $(a): = - Kjy/(U) + Zj(U), Kj: = Zj(a)Yj”(U) da/ [yi”(a)l’ da, i E J 0=0 
k h) = [g, tgjt”>, hj) e iiwr +2 (gj(a), hi - Rj[g, h]) eiiw7 
jE1 1 
+ z, (0, f$k, hl) eiiwr. 
The first term in z(r, a) lies in N(L) while the last two bracketed terms lie in N’(L). The first 
two terms in (g, h) lie in R(L) while the last term lies in Rl(L). From these two decompositions, 
the two projections P,: B$, + N(L) and Pz: Y + R(L) can be defined by 
P&& h) = z&j(U), hj) eiiw + C &j(U), hj-flj[g, h]) eib’. 
jEJ jEJ 
Lengthy, but straightforward estimates how that ((P,z((~,, 5 K]lz]l~,, and I](1 - PJ(g, !I)((~ I 
K(Jlhll~ + ll&.~) 5 W4l, + lkll~,,> = KIl(k dlly. Thus P, and I - Pt (and hence Pz) are bomded 
projections.@ 
Proof of Theorem 3. Theorem 3 follows immediately from a direct application of certain 
abstract, multi-parameter bifurcation results of the Liapunov-Schmidt ype. Specifically one 
can apply Theorem 1 of [3] (also see[4]) with linear operator L given by (3.5) and nonlinear 
operator T(x, A): = (n,(x, A), tz*(x, A)) by means of which (4.1)-(4.2) is equivalent to the abstract 
operator equation Lx = T(x, A): The necessary hypotheses Hl-H4 in [3] for this application are 
implied by the hypotheses HI-H4 above, the nondegeneracy condition (4.4) and the results in 
Theorem 2 above.95 
8. SUMMARY 
Based on the linear theory for equations (NH) and (H) contained in Theorems 1 and 2 the 
general two parameter bifurcation result in Theorem 3 for the nonlinear equations (4.1)-(4.3) 
is derived from abstract Liapunov-Schmidt echniques. Hopf-type one parameter bifurcation 
results can be derived as a corollary as is shown by Theorem 4 for the one parameter system 
(5.1~(5.2). These results are applicable to the general McKendrick equations (2.1)-(2.2) for the 
growth in density of an age-structured population by means of variable changes as is illustrated 
by the application in Section 6. In this application it is shown how instabilities in the steady 
state and accompanying time periodic oscillations can occur for sufficiently large modula under 
certain modeling assumptions, here including a constant (non-age or -density dependent) death 
rate and an age-specific and density dependent fecundity rate with a sufficiently narrow age 
class “window”. See [6] for a further study and discussion of instabilities and oscillations and 
their crucial relationship and dependence on the nature of the age and density dependencies of
the fecundity rate. 
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