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Abstrat
With the help of the methods developed in [21℄, we highlight ondition (T ) as
a soure of new examples of 'ballisti' diusions in a random environment when
d ≥ 2 ('ballisti' means that a strong law of large numbers with non-vanishing
limiting veloity holds). In partiular we are able to treat the ase of non-onstant
diusion oeients, a feature that auses problems. Further we reover the ballisti
harater of two important lasses of diusions in a random environment by simply
heking ondition (T ). This not only points out to the broad range of examples
where ondition (T ) an be heked, but also forties our belief that ondition (T )
is a natural ontender for the haraterisation of ballisti diusions in a random
environment when d ≥ 2.
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AMS Subjet Classi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1 Introdution
Diusions in random environment in higher dimensions are still poorly understood. An
important tool in the study of diusions in random environment has been the method of
the environment viewed from the partile, f. [16℄, [17℄ and the referenes therein, with
the serious drawbak that it only applies in very spei situations where one an nd an
(most often expliit) invariant measure for the proess of the environment viewed from
the partile. However new ideas reently emerged in the disrete framework of random
walks in random environment that apply in the general setting, see for instane [30℄,
[33℄ and the referenes therein. In partiular the renewal-type arguments introdued in
1
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Sznitman-Zerner [31℄, and related developments entered around ondition (T ) in Sznit-
man [27℄, [28℄, [29℄ shed some light on walks with non-vanishing limiting veloity. Let
us as well point out the reent breakthrough in the diusive regime, f. Sznitman and
Zeitouni [32℄, where new methods falling outside the framework of these renewal teh-
niques are developed.
In Shen [22℄ a renewal struture in the spirit of [31℄ was implemented in the ontinuous
spae-time setting. In our reent work [21℄, we built up on these results, and showed
that ondition (T ) is also instrumental in the ontinuous setting: when d ≥ 2, it implies
a strong law of large numbers with non-vanishing limiting veloity (whih we refer to as
ballisti behavior) and an invariane priniple governing orretions to the law of large
numbers.
This artile mainly follows two objetives. We rst highlight ondition (T ) as a soure
of new examples of ballisti diusions in random environment when d ≥ 2. Seond, we
rederive the well-known ballisti harater of a lass of diusions in random environment
with a divergene-free drift eld by simply heking ondition (T ). We also hek on-
dition (T ) for an anisotropi gradient-type diusion, the ballisti nature of whih was
shown in Shen [22℄. This not only points out to the broad range of examples where
ondition (T ) an be heked, but also forties our belief that ondition (T ) is a natural
ontender for the haraterisation of ballisti behavior.
Before desribing our results in more details, let us reall the setting.
The random environment ω is desribed by a probability spae (Ω,A,P). We assume
that there exists a group {tx : x ∈ Rd} of transformations on Ω, jointly measurable in
x, ω, whih preserve the probability P:
txP = P . (1.1)
On (Ω,A,P) we onsider random variables a(·) and b(·) with respetive values in the
spae of symmetri d× d matries and Rd, and we dene
a(x, ω)
def
= a(txω), b(x, ω)
def
= b(txω). (1.2)
We shall assume that a(·, ω) is uniformly ellipti and bounded, and that b(·, ω) is
bounded, i.e. there are onstants ν ≥ 1, β > 0, suh that for all ω ∈ Ω, all x, y ∈ Rd,
1
ν |y|2 ≤ yt · a(x, ω) y ≤ ν|y|2, |b(x, ω)| ≤ β, (1.3)
where | · | denotes the Eulidean norm for vetors resp. for square matries, and yt
stands for the transposed vetor of y. We assume as well that a(·, ω), b(·, ω) are Lipshitz
ontinuous, i.e. there is a onstant K > 0 suh that for all ω ∈ Ω, x, y ∈ Rd,
|a(x, ω) − a(y, ω)|+ |b(x, ω)− b(y, ω)| ≤ K|x− y| . (1.4)
We will further assume nite range dependene, i.e. there is an R > 0 suh that, when
we dene the σ-eld HF def= σ{a(x, ·), b(x, ·) : x ∈ F}, F a Borel subset of Rd, then
HA and HB are P-independent when d(A,B) > R , (1.5)
3where d(A,B) = inf{|x−y| : x ∈ A, y ∈ B}. We dene the dierential operator attahed
to a(·, ω), b(·, ω),
Lω = 12
d∑
i,j=1
aij(x, ω)∂
2
ij +
d∑
i=1
bi(x, ω)∂i , (1.6)
and, for ω ∈ Ω, we denote with Px,ω the unique solution to the martingale problem for
Lω started at x ∈ Rd, see Theorem 4.3 p.146 in [1℄. The laws Px,ω desribe the diusion
in the environment ω. We write Ex,ω for the orresponding expetation. We denote with
(Xt)t≥0 the anonial proess on C(R+,Rd), with (Ft)t≥0 the anonial ltration, and
F the Borel σ-eld on C(R+,Rd). The laws Px,ω are usually alled the quenhed laws.
To restore some stationarity to the problem, it is onvenient to introdue the annealed
laws Px, whih are dened as the semi-diret produts:
Px
def
= P× Px,ω, , for x ∈ Rd. (1.7)
The orresponding expetations are denoted with Ex = E × Ex,ω, where E denotes the
expetation with respet to the measure P. Observe that the Markov property is typi-
ally lost under the annealed laws.
Let us now explain in more details the purpose of this work. We rst reall from [21℄
the denition of ondition (T ) (where T stands for transiene). Introdue, for ℓ a unit
vetor of R
d
, b, L > 0, the slabs Uℓ,b,L
def
= {x ∈ Rd : −bL < x · ℓ < L}.
Denition 1.1. We say that ondition (T ) holds relative to ℓ ∈ Sd−1, in shorthand
notation (T )|ℓ, if for all ℓ′ ∈ Sd−1 in a neighborhood of ℓ, and for all b > 0,
lim sup
L→∞
L−1 logP0[XTU
ℓ′,b,L
· ℓ′ < 0] < 0 , (1.8)
where TUℓ′,b,L denotes the exit time from the slab Uℓ′,b,L.
Let us reall that, when d ≥ 2, and under our standing assumptions (1.1)-(1.5),
ondition (T ) implies a ballisti strong law of large numbers and an annealed invariane
priniple governing orretions to the law of large numbers, see [21℄:
P0 − a.s., Xt
t
→ v˜, v˜ 6= 0, deterministi, with v˜ · ℓ > 0 , (1.9)
and under P0, B
s
· =
X·s−·sv˜√
s
onverges in law on C(R+,R
d), as s→∞, to a
Brownian motion B· with non-degenerate ovariane matrix.
(1.10)
In Setion 2, we provide a new lass of examples where ondition (T ) holds. Namely,
we prove that there is a onstant c1(d, ν, β,K,R) > 1 suh that, for ℓ ∈ Sd−1, the
inequality
E[(b(0, ω) · ℓ)+] > c1 E[(b(0, ω) · ℓ)−]
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implies ondition (T )|ℓ, see Theorem 2.1. This theorem extends the result of Theorem
5.2 in [21℄ in the sense that we drop the assumption that the diusion oeient a(·, ω)
equals the identity for all ω ∈ Ω. This is more than a tehnial improvement, for
this new set-up leads to severe diulties. Let us reall that in [21℄ we introdued for
eah bounded C∞-domain U ontaining 0, an auxiliary diusion with harateristis
independent of the environment that exhibited the same exit distribution from U as the
annealed diusion in the random environment when starting at 0. With the objetive
of heking ondition (T ), we approximated the slab Uℓ,b,L by bounded C
∞
-domains,
and using the auxiliary diusion, we were able to restore some Markovian harater to
the question of ontrolling the exit distribution from the slab Uℓ,b,L under the annealed
measure P0. We keep this strategy in the present artile, with the dierene that now,
when d ≥ 2, the onstrution of an auxiliary diusion exhibiting the same properties as
the auxiliary diusion from [21℄ desribed above is more intriate.
Inspired by [21℄, we are naturally led to hoose for a bounded C∞- domain U ontaining
0 the following auxiliary diusion and drift oeients:
a′U (x) =
E[gω,U (x)a(x,ω)]
E[gω,U (x)]
, if x ∈ U r {0}, a′U (x) = Id, else,
b′U (x) =
E[gω,U (x)b(x,ω)]
E[gω,U (x)]
, if x ∈ U r {0}, b′U (x) = 0, else,
(1.11)
where gω,U is the Green funtion orresponding to the quenhed diusion started at 0
and killed when exiting U . Notie that, when a(·, ω) ≡ Id for all ω ∈ Ω as in [21℄, then
a′U ≡ Id, and we reover the auxiliary diusion from [21℄, i.e. a Brownian motion per-
turbed by a bounded measurable drift b′U . In the present setting, a
′
U is uniformly ellipti
and bounded, but in general disontinuous at 0 and at the boundary ∂U . The massive
disontinuity at the boundary may very well imply nonuniqueness for the martingale
problem attahed to a′U and b
′
U .
Thus, in the key Proposition 2.4, we prove the existene of a solution P ′0,U to the martin-
gale problem for L′ started at 0 suh that the respetive exit distributions from U under
P ′0,U and the annealed measure P0 agree. Any suh measure will serve as an auxiliary
measure.
We annot adapt the methods used in [21℄ to prove Proposition 2.4 in the present setting.
Due to the disontinuity of a′U at 0, a ertain Dirihlet problem in the domain U , attahed
to the auxiliary oeients a′U , b
′
U , may fail to have a strong solution in the Sobolev
spae W 2,p(U), p ≥ 1. This is in ontrast to the situation in [21℄, where a′U ≡ Id implied
the existene of a solution with good dierentiability properties to the above Dirihlet
problem. As a result, when hoosing arbitrary smooth and bounded approximations bn
of the auxiliary drift b′U , we obtained onvergene of the smooth solutions, together with
their derivatives, of the perturbed Dirihlet problems attahed to an ≡ Id and bn. This
enabled us to onlude the proof of the result orresponding to Proposition 2.4 in the
setting of [21℄, see also Remark 2.7.
To avoid ontrols on derivatives in the present setting, we use results of Krylov [10℄, [11℄.
The spei hoie of the auxiliary oeients a′U , b
′
U enables us to onstrut a diusion
started at 0 and attahed to a′U , b
′
U , that, killed when exiting U , admits E[gω,U ] as o-
upation time density in U . This implies that the above diusion exhibits the same exit
5distribution from U as the annealed diusion in random environment.
In Setion 3, we study a Brownian motion perturbed by a random divergene-free
drift eld the P-expetation of whih does not vanish. The ballisti harater of this
lass of diusions (inluding time-dependent drift elds) follows for instane from the
results in Landim, Olla, Yau [12℄ via the method of the environment viewed from the
partile. We use the pointwise Gaussian ontrols on the quenhed semigroup from
Norris [14℄ (see also Osada [19℄ for estimates that only aommodate a drift term with
vanishing P-expetation), that enable us to hek ondition (T ) by a standard Markov-
proess-type omputation, see Theorem 3.1. With the help of our results in [21℄, we thus
rederive the ballisti behavior (in the time-independent setting) of this lass of diusions
in random environment. Let us also mention that, in the ase where the P-expetation
of the drift is zero, diusive behavior has been shown, see for instane [4℄,[15℄, [18℄ for
the time-independent setting, and [3℄, [9℄, [12℄ for the time-dependent setting.
In Setion 4, we onsider Brownian motion perturbed by a random drift that an
be written as the gradient of a non-stationary salar potential. The ballisti behavior
of this lass of diusions was only reently shown in Shen [22℄. Whereas the method
of the environment viewed from the partile applies suessfully when the potential is
stationary, see [16℄ or setion 3.7 in [17℄, it does not apply in the above setting. Shen
shows the existene of the rst two moments of a ertain regeneration time, see Theorem
4.11 in [22℄, and obtains the ballisti harater as a diret onsequene of his previous
results, see Theorems 3.1 and 3.2. of [22℄. With losely related tehniques, we are able
to prove in Theorem 4.1 that ondition (T ) holds in this setting.
Let us also mention that in the ontext of the examples handled in Setions 3 and
4, the analogue of (1.8), where the annealed measure P0 is replaed by the quenhed
measure P0,ω, holds uniformly in ω, f. (3.11) and (4.6).
Convention on onstants: Unless otherwise stated, onstants only depend on the
quantities β, ν,K,R, d. Dependene on additional parameters appears in the notation.
Generi positive onstants are denoted by c. When onstants are not numerated, their
value may hange from line to line.
Aknowledgement: I am sinerely indebted to my advisor Prof. A.-S. Sznitman
for his onstant advie during the ompletion of this work. I would like to thank as well
Laurent Goergen for fruitful disussions, and the referee for helpful omments.
2 A new lass of examples where Condition (T ) holds
We rst introdue some additional notation. For z ∈ R, we denote with ⌊z⌋ def= sup{k ∈
Z : k ≤ z} the rounded value of z. We denote with | · | the Eulidean norm, and with
| · |∞ the supremum norm. For x ∈ Rd, r > 0, we write Br(x) for the open Eulidean
ball with radius r and enter x. We all an open onneted subset of Rd a domain, and
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for a subset A of Rd, we write Ac for its omplement, A¯ for its losure, and ∂A for its
boundary. The diameter of A is dened as diamA = sup{d(x, y) : x, y ∈ A}. For two
sets A,B in Rd, d(A,B) = inf{|x− y| : x ∈ A, y ∈ B} stands for the distane between A
and B. For an open subset U of Rd, the (Ft)-stopping time TU = inf {t ≥ 0 : Xt /∈ U}
denotes the exit time from U .
Given measurable funtions a, b on Rd with values in the spae of symmetri d× d ma-
tries, resp. in R
d
, that satisfy the onditions in (1.3) with the respetive onstants ν, β
(with a(·), b(·) in plae of a(·, ω), b(·, ω)), we say that the attahed dierential operator
L is of lass N (ν, β).
Reall the onvention on onstants at the end of the introdution. The main result of
this setion is
Theorem 2.1. (d ≥ 1)
Assume (1.1)-(1.5). There is a onstant c1 > 1, suh that for ℓ ∈ Sd−1, the inequality
E[(b(0, ω) · ℓ)+] > c1 E[(b(0, ω) · ℓ)−] (2.1)
implies (T )|ℓ.
This is an extension of Theorem 5.2 in our previous work [21℄, where we proved the
same statement under the additional assumption that a ≡ Id.
Remark 2.2. One an easily argue that c1 ≥ 1, and the proof of Theorem 2.1 shows
in fat that c1 > 1. The true value of the onstant is unknown. However, when P-a.s.,
(b(0, ω) · ℓ)− = 0, then Theorem 2.1 immediately implies, regardless of the value of c1:
Condition (T ) holds when d ≥ 1 and there is ℓ ∈ Sd−1 and δ > 0,
suh that b(0, ω) · ℓ ≥ 0 for all ω ∈ Ω, and pδ = P[b(0, ω) · ℓ ≥ δ] > 0 .
(2.2)
If there is δ > 0 suh that pδ = 1, this is in the spirit of the non-nestling ase, whih is
in fat already overed by Proposition 5.1 in [21℄, and else, of the marginal nestling ase
in the disrete setting, see Sznitman [26℄. Of ourse, Theorem 2.1 also omprises more
involved examples of ondition (T ) where b(0, ω) · ℓ takes both positive and negative
values for every ℓ ∈ Sd−1. They orrespond to the plain-nestling ase in [26℄. When
d ≥ 2, and when the ovariane matrix a is not the identity, the examples of ondition
(T ) orresponding to the marginal- resp. plain-nestling ase provide new examples of
ballisti diusions in random environment. 
The main step in the proof of Theorem 2.1 is to onstrut for eah bounded C∞-
domain U ontaining 0 an auxiliary diusion with harateristis independent of the
environment, that, when started at 0, exhibits the same exit distribution from U as the
annealed diusion in random environment started at 0. We provide this key result in
subsetion 2.1, f. Proposition 2.4.
In subsetion 2.2, we prove Theorem 2.1 using slight variations on the methods from
[21℄. The auxiliary diusion enables us to restore some Markovian harater to the task
of heking ondition (T ). First, we show that ondition (T ) is implied by a ertain
ondition (K), whih is similar to Kalikow's ondition in the disrete set-up. We then
hek ondition (K), whih nishes the proof of Theorem 2.1.
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2.1 An auxiliary diusion and its exit distribution
Unless otherwise stated, U denotes from now on a bounded C∞-domain ontaining 0.
Reall the subtransition density pω,U (s, x, ·) at time s > 0 for the quenhed diusion
started at x ∈ Rd, that fullls for eah open set G ⊂ U , Px,ω[Xs ∈ G,TU > s] =∫
G pω,U(s, x, y) dy. It an for instane be dened via Duhamel's formula, see [24℄ p.331:
pω,U(s, x, y) = pω(s, x, y)− Ex,ω[pω(s− TU ,XTU , y), TU < s], s > 0, x, y ∈ Rd, (2.3)
where pω(s, x, ·) denotes the transition density orresponding to the quenhed diusion
started at x ∈ Rd. One then obtains the Green funtion for the quenhed diusion
started at 0 and killed when exiting U via
gω,U (x) =
∫ ∞
0
pω,U (s, 0, x) ds, x ∈ Rd. (2.4)
We dene the auxiliary diusion and drift oeients, see also (1.11), through
a′U (x) =
E[gω,U (x)a(x,ω)]
E[gω,U (x)]
, if x ∈ U r {0}, a′U (x) = Id, else,
b′U (x) =
E[gω,U (x)b(x,ω)]
E[gω,U (x)]
, if x ∈ U r {0}, b′U (x) = 0, else,
(2.5)
and we denote with L′ the attahed dierential operator.
Notie that the denition of a′U , b
′
U in 0 and outside U is quite arbitrary. Sine we are
interested in the exit distribution from U of a suitable diusion started at 0 and attahed
to a′U , b
′
U , f. Proposition 2.4 below, we only require that a
′
U , b
′
U are uniformly ellipti
and bounded outside U . Let us further mention that hanging the value of a′U (0) within
the lass of symmetri and ellipti matries does not aet issues suh as existene and
uniqueness of the solution to the martingale problem for L′, see for instane [1℄ p. 149
and Theorem 1.2 p.132 therein.
The next lemma will be useful in the remainder of this setion.
Lemma 2.3. L′ ∈ N (ν, β). Moreover, a′U , b′U , and gω,U are ontinuous at U r {0}.
Proof. It follows from (1.3) and from the denition of a′U , b
′
U that L′ ∈ N (ν, β). Theorem
4.5 p.141 in [5℄ states that the transition density pω(s, x, y) is jointly ontinuous in
s > 0, x, y ∈ Rd. By Duhamel's formula, see (2.3), and dominated onvergene, it
follows that the subtransition pω,U (s, x, y) is ontinuous in y ∈ U . From Lemma 5.2 in
the Appendix, and from similar omputations as arried out between (5.4) and (5.6) in
the Appendix, and applying dominated onvergene, we obtain the ontinuity of gω,U in
U r {0}. Further, by the upper bound in Corollary 5.3 and dominated onvergene, and
by ontinuity of a(·, ω) resp. b(·, ω), see (1.4), we see that a′U resp. b′U are ontinuous at
U r {0}.
The following proposition restores some Markovian harater to the exit problem of
the diusion X· under the annealed measure P0 (reall P0 in (1.7)).
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Proposition 2.4. (d ≥ 1) Let U be a bounded C∞-domain ontaining 0. Then there is
a solution P ′0,U to the martingale problem for L′ started at 0, suh that XTU has same
law under P ′0,U and the annealed measure P0.
In the sequel we will denote with P ′0,U any suh measure and refer to it as an auxiliary
measure, and we will denote with E′0,U the orresponding expetation.
Remark 2.5. When d ≤ 2, Exerises 7.3.3 and 7.3.4 p.192 in [23℄, and the fat that
L′ ∈ N (ν, β), show that the martingale problem for L′ is well-posed, so that the aux-
iliary measure P ′0,U orresponds to the unique solution to the martingale problem. In
higher dimensions, uniqueness to the martingale problem may fail, see Nadirashvili [13℄.
Uniqueness holds for instane when the set of disontinuities of the diusion oeient
ontains only a nite number of luster points, see Krylov [11℄. In our ase, where the
diusion oeient a′U is in general disontinuous at the boundary ∂U , the question of
uniqueness is open. However, sine a′U is ontinuous at U r {0}, one an in fat show
with the above result from Krylov [11℄ that two arbitrary solutions to the martingale
problem for L′ started at 0 agree on FTU , although we will not prove it here. As a
onsequene, every solution to the martingale problem for L′ started at 0 an be used as
auxiliary measure, but we will not use this here. 
2.1.1 The ase d = 1
Proof of Proposition 2.4 when d = 1. Aording to Remark 2.5, we denote with
P ′0,U the unique solution to the martingale problem for L′ started at 0. Corollary 4.8
p.317 in [8℄, ombined with Remark 4.3 p.173 therein, shows the existene of a Brownian
motion W dened on (C(R+,R),F , P ′0,U ) suh that
P ′0,U − a.s., Xt =
∫ t
0
√
a′U (Xs) dWs +
∫ t
0
b′U (Xs) ds. (2.6)
Say that U = (α1, α2), α1 < 0 < α2, and dene a sale funtion s,
s(x) =
∫ x
α1
exp{−2
∫ y
α1
b′U (z)
a′U (z)
dz} dy, x ∈ R. (2.7)
Notie that s ∈ C1(R), and that, due to Lemma 2.3, the seond derivative of s exists
outside A = {α1, 0, α2}, and satises
∂2xs(x) = −
2 b′U (x)
a′U (x)
∂xs(x), x ∈ Ac, and hene, L′s = 0 on Ac. (2.8)
On A, we dene ∂2xs through the equality in (2.8), so that L′s = 0 on R. Applying the
generalised Ito rule, f. problem 7.3 p.219 in [8℄, and taking expetations, we nd that,
E′0,U [s(Xt∧TU )] = s(0) + E
′
0,U [
∫ t∧TU
0
L′s(Xu) du] = s(0), t ≥ 0. (2.9)
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Using E′0,U [TU ] <∞, together with dominated onvergene, we obtain
E′0,U [s(XTU )] = s(0). (2.10)
A similar equation as (2.6) holds with P0,ω in plae of P
′
0,U , and a(·, ω), b(·, ω) in plae
of a′U (·), b′U (·) respetively. We proeed similarly as in (2.9) and below, and obtain from
the denition of the Green funtion gω,U , f. (2.4),
E0,ω[s(XTU )] = s(0) + E0,ω[
∫ TU
0
Lωs(Xu) du] (2.4)=
∫ α2
α1
gω,U (x)Lωs(x) dx. (2.11)
We integrate out (2.11) with respet to P, and nd from the denition of a′U , b
′
U , see
(2.5),
E0[s(XTU )] = s(0) +
∫ α2
α1
E[gω,U (x)]L′s(x) dx = s(0). (2.12)
Sine s(α1) = 0, (2.10) and (2.12) imply that P
′
0,U [XTU = α2] = P0[XTU = α2], whih is
our laim.
2.1.2 The ase d ≥ 2
The higher-dimensional ase is more intriate. In Remark 2.6, we show that when d ≥ 3,
then a′U is in general disontinuous at the origin. In Remark 2.7, we rst reall from [21℄
the main points of the proof of Proposition 2.4 when in addition a = Id holds. Then
we explain that these methods fail when a′U is disontinuous. Hene, in the setting of a
general ovariane matrix a, where a′U is in general disontinuous, the arguments from
[21℄ break down.
Remark 2.6. Theorem 4.1 p.80 in [2℄ states that there is a onstant c > 0, suh that
for all ω ∈ Ω, ε > 0, there is η > 0 suh that if x ∈ U , |x| ≤ η, then
1− ε ≤ gω,U (x)
c hω(x)
≤ 1 + ε , (2.13)
where hω(x) = (x
t · a(0, ω)x) 2−d2 . Choose a real-valued sequene {rn}n onverging to 0,
and dene sequenes x
(i)
n = rnei, where ei is the i-th unit vetor of the anonial basis.
We nd with the help of (2.13) and dominated onvergene that
lim
n
a′U (x
(i)
n ) = E[aii(0, ω)
2−d
2 a(0, ω)]
/
E[aii(0, ω)
2−d
2 ] ,
so that the limit depends on i ∈ {1, . . . , d}. Hene a′U is in general disontinuous at 0.
Let us point out that there are examples of diusions, attahed to uniformly ellipti, but
disontinuous diusion oeients, that return to their starting point with probability
one, f. Proposition 3.1 p.104 in [1℄. 
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Remark 2.7. 1. Let us reall that in [21℄, the additional assumption that a ≡ Id
in Theorem 5.2 allowed us to hoose for eah bounded C∞-domain U ontaining 0 a
Brownian motion perturbed by a bounded measurable drift b′U (dened as in (2.5)) as
the (uniquely dened) auxiliary diusion. We emphasize that in this setting a′U = Id.
We reall the main points in the proof of Proposition 5.4 in [21℄ (whih orresponds to
Proposition 2.4 when a = Id): from the martingale problem, and by denition of b′U , we
derive a sort of forward equation, namely for all f ∈ C2(U¯ ),
E0[f(XTU )]− E′0,U [f(XTU )] =
∫
U
(E[gω,U (x)]− g′U (x))(12 ∆+ b′U (x)∇)f(x) dx , (2.14)
where gω,U and g
′
U are the respetive Green funtions orresponding to the quenhed
resp. auxiliary diusion started at 0 and killed when exiting U . We hoose an arbitrary
smooth funtion φ, and we denote with u the unique strong solution in the Sobolev spae
W 2,p(U), p > d, to the problem
1/2∆u + b′U ∇u = 0 in U, u = φ on ∂U. (2.15)
By onsidering the perturbed Dirihlet problems 1/2∆un + b
′
U,n∇un = 0 in U , un = φ
on ∂U , where the b′U,n are smooth and onverge a.e. in U to the bounded measurable
drift b′U , we obtain smooth solutions un that onverge in W
2,p(U) to u. Sobolev's in-
equality yields an upper bound, uniform in n ≥ 1, of the supremum norm on U of the
gradients of the un. Sine on U , 1/2∆un + b
′
U ∇un = (b′U − b′U,n )∇un holds, we then
onlude the proof by inserting the smooth funtions un in (2.14) and using dominated
onvergene.
2. Unlike the above setting (where a′U = Id), a
′
U is now in general disontinuous
at the origin when d ≥ 3, see Remark 2.6. However, the existene of a unique strong
solution in the Sobolev spae W 2,p(U), p ≥ 1, for the Dirihlet problem orresponding
to (2.15),
L′u = 0 in U, u = φ on ∂U, (2.16)
is only guaranteed when a′U is ontinuous on U¯ , see [6℄ p.241. Hene, we have no ontrols
on derivatives as above, and the arguments from [21℄ break down. 
To avoid ontrols on derivatives, we use a result of Krylov [11℄. The spei hoie of
the auxiliary oeients a′U , b
′
U enables us to nd a diusion started at 0 and attahed to
a′U , b
′
U that, killed when exiting U , admits E[gω,U ] as oupation time density in U , and
we show that this diusion exhibits the same exit distribution from U as the annealed
diusion in random environment.
Proof of Proposition 2.4 when d ≥ 2. From the martingale problem, we nd for f ∈
C2(U¯):
E0,ω[f(Xt∧TU )] = f(0) + E0,ω[
∫ t∧TU
0
Lωf(Xs) ds]. (2.17)
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Using elliptiity and standard martingale ontrols, it is immediate that supω E0,ω[TU ] <
∞. By dominated onvergene, and by the denition of the quenhed Green funtion
gω,U , f. (2.4), we nd that
E0,ω[f(XTU )] = f(0) +
∫
U
gω,U (y)Lωf(y) dy. (2.18)
After P-integration, and from the denition of L′, f. (2.5), we obtain that
E0[f(XTU )] = f(0) +
∫
U
E[gω,U (y)]L′f(y) dy. (2.19)
In partiular the assumption of Theorem 2.14 in [11℄ is satised (with the respetive
hoie of the domains Q = Rd and D = U in the notations of [11℄), and we infer the
existene of a proess X and a Brownian motion W , dened on some probability spae
(C, C, Q0), suh that
Q0 − a.s., Xt =
∫ t
0
σ′U (Xs) dWs +
∫ t
0
b′U (Xs) ds , (2.20)
where σ′U is a measurable square root of a
′
U , i.e. a
′
U = σ
′
Uσ
′t
U , and suh that for every
bounded measurable funtion ψ,
∫
U
E[gω,U (y)]ψ(y) dy = E
′
0,U [
∫ TU
0
ψ(Xs) ds], (2.21)
where E′0,U denotes the expetation with respet to the measure P
′
0,U indued by X on
(C(R+,R
d),F). Corollary 4.8 p.317 in [8℄ shows that P ′0,U solves the martingale problem
for L′ started at 0. Insert ψ = 1 in (2.21) to nd E′0,U [TU ] = E0[TU ] < ∞, see below
(2.17). For all f ∈ C2(U¯), we derive a similar equation as (2.17) under the measure P ′0,U ,
so that, when letting t→∞, and using dominated onvergene, we nd that
E′0,U [f(XTU )] = f(0) + E
′
0,U [
∫ TU
0
L′f(Xs) ds]
(2.21)
= f(0) +
∫
U
E[gω,U (y)]L′f(y) dy (2.19)= E0[f(XTU )].
Sine f ∈ C2(U¯) is arbitrary, the laim of the proposition follows.
Remark 2.8. Although we will not use it here, one an show that in the terminology of
Krylov [10℄, [11℄, E[gω,U ] is the unique (up to Lebesgue equivalene) Green funtion of
L′ in U with pole at 0. (This is a rather straightforward onsequene of (2.21) and the
fat that any two solutions to the martingale problem for L′ started at 0 agree on FTU ,
f. Remark 2.5). 
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2.2 The proof of Theorem 2.1
We now reall from [21℄ the denition of ondition (K), whih is similar to Kalikow's
ondition in the disrete set-up. With the help of Proposition 2.4, we show that it implies
ondition (T ). The proof of Theorem 2.1 is nally onluded by heking ondition (K).
The proofs in this subsetion are adaptations from the orresponding proofs in setion
5 in [21℄.
Denition 2.9. (d ≥ 1) Let ℓ ∈ Sd−1. We say that ondition (K)|ℓ holds, if there is an
ǫ > 0, suh that for all bounded domains U ontaining 0
inf
x∈Ur{0}, d(x,∂U)>5R
b′U (x) · ℓ > ǫ , (2.22)
with the onvention inf ∅ = +∞.
As alluded to above, the next step is
Proposition 2.10. (K)|ℓ⇒ (T )|ℓ .
Proof. The set of ℓ ∈ Sd−1 for whih (2.22) holds is open and hene our laim will follow
if for suh an ℓ we show that
lim sup
L→∞
L−1 log P0[XTUℓ,b,L · ℓ < 0] < 0 . (2.23)
Denote with Πℓ(w)
def
= w−(w ·ℓ)ℓ, w ∈ Rd, the projetion on the orthogonal omplement
of ℓ, and dene
Vℓ,b,L
def
=
{
x ∈ Rd : −bL < x · ℓ < L, |Πℓ(x)| < L2
}
. (2.24)
In view of Proposition 2.4, we hoose bounded C∞-domains V˜ℓ,b,L suh that
Vℓ,b,L ⊂
{
x ∈ Rd : −bL < x · ℓ < L, |Πℓ(x)| < L2 + 5R
}
⊂ V˜ℓ,b,L ⊂ Uℓ,b,L . (2.25)
(When d = 1, Πℓ(w) ≡ 0, and we simply have that Uℓ,b,L = Vℓ,b,L = V˜ℓ,b,L.) We denote
with P ′
0,V˜ℓ,b,L
an auxiliary measure, i.e. P ′
0,V˜ℓ,b,L
solves the martingale problem for L′
started at 0, and XTV˜ℓ,b,L
has same law under P ′
0,V˜ℓ,b,L
and P0, f. Proposition 2.4. To
prove (2.23), it will sue to prove that
lim sup
L→∞
L−1 logP ′
0,V˜ℓ,b,L
[XTVℓ,b,L · ℓ < L] < 0 . (2.26)
Indeed, one this is proved, it follows from (2.25) that
lim sup
L→∞
L−1 logP ′
0,V˜ℓ,b,L
[XTV˜ℓ,b,L
· ℓ < L] < 0 . (2.27)
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Then, by onstrution of P ′
0,V˜ℓ,b,L
, (2.27) holds with P ′
0,V˜ℓ,b,L
replaed by P0, and, using
(2.25) one more, (2.23) follows.
We now prove (2.26). By (2.25) and (2.22), we see that for x ∈ Vℓ,b,L,
b′
V˜ℓ,b,L
(x) · ℓ ≥
{
ǫ, if − bL+ 5R < x · ℓ < L− 5R and x 6= 0,
−β, else . (2.28)
We thus onsider the proess Xt ·ℓ. We introdue the funtion u(·) on R, whih is dened
on [−bL,L] through
u(r)
def
=


α1e
α2
ǫ
ν (bL−5R)(α3 − e4νβ(r−(−bL+5R))), if r ∈ [−bL,−bL+ 5R] ,
e−α2
ǫ
ν r, if r ∈ (−bL+ 5R,L− 5R) ,
α4e
−α2 ǫν (L−5R)(α5 − e4νβ(r−(L−5R))), if r ∈ [L− 5R,L] ,
(2.29)
and whih is extended boundedly and in a C2 fashion outside [−bL,L], and suh that u
is twie dierentiable in the points −bL and L. The numbers αi, 1 ≤ i ≤ 5, are hosen
positive and independent of L, via
α5 = 1+ e
20νβR, α4 = e
−20νβR, α2 = min(1,
4ν2β
ǫ
e−20νβR), α1 =
ǫα2
4ν2β
, α3 = 1+
4ν2β
ǫα2
.
(2.30)
Then, on [−bL,L], u is positive, ontinuous and dereasing. In addition, one has with
the denition j(r) = u′(r+)− u′(r−),
j(−bL+ 5R) = 0, and j(L− 5R) ≤ 0 . (2.31)
On R
d
we dene the funtion u˜(x) = u(x · ℓ), and for λ real, we dene on R+ × R the
funtion vλ(t, r)
def
= eλtu(r), and on R+×Rd the funtion v˜λ(t, x) def= vλ(t, x ·ℓ) = eλtu˜(x).
We will now nd λ0 positive suh that
vλ0(t ∧ TVℓ,b,L ,Xt∧TVℓ,b,L · ℓ) is a positive supermartingale under P
′
0,V˜ℓ,b,L
. (2.32)
Corollary 4.8 p.317 in [8℄, ombined with Remark 4.3 p.173 therein, shows the existene
of a d-dimensional Brownian motion W dened on (C(R+,R
d),F , P ′
0,V˜ℓ,b,L
), suh that
P ′
0,V˜ℓ,b,L
− a.s., Yt def= Xt · ℓ =
∫ t
0
σ′
V˜ℓ,b,L
(Xs) · ℓ dWs +
∫ t
0
b′
V˜ℓ,b,L
(Xs) · ℓ ds ,
where σ′
V˜ℓ,b,L
is a measurable square root of a′
V˜ℓ,b,L
, i.e. a′
V˜ℓ,b,L
= σ′
V˜ℓ,b,L
σ′t
V˜ℓ,b,L
. Writing u
as a linear ombination of onvex funtions, we nd from the generalised It rule, see [8℄
p.218, that
P ′
0,V˜ℓ,b,L
− a.s., u(Yt) = 1 +
∫ t
0
D−u(Ys)dYs +
∫ ∞
−∞
Λt(a)µ(da), (2.33)
14 2 A NEW CLASS OF EXAMPLES WHERE CONDITION (T ) HOLDS
where D−u is the left-hand derivative of u, Λ(a) is the loal time of Y in a, and µ is the
seond derivative measure, i.e. µ([a, b)) = D−u(b)−D−u(a), a < b real. Notie that the
rst derivative of u exists and is ontinuous outside L− 5R, and the seond derivative of
u exists (in partiular) outside the Lebesgue zero set A = {−bL+5R, 0, L− 5R}. Hene
we nd by denition of the seond derivative measure, and with the help of equation
(7.3) in [8℄ that P ′
0,V˜ℓ,b,L
-a.s.,∫ ∞
−∞
Λt(a)µ(da) =
∫ ∞
−∞
Λt(a)1Ac(a)u
′′(a) da + Λt(L− 5R) j(L− 5R)
=12
∫ t
0
u′′(Ys)1Ac(Ys)d〈Y 〉s + Λt(L− 5R) j(L − 5R) .
(2.34)
Another appliation of equation (7.3) p.218 in [8℄ shows that
P ′
0,V˜ℓ,b,L
− a.s.,
∫ t
0
1A(Ys)d〈Y 〉s = 2
∫ ∞
−∞
1A(a)Λt(a) da = 0 . (2.35)
Sine d〈Y 〉s = l · a′V˜ℓ,b,L(Xs) l ds ≥ ds/ν, see Lemma 2.3, we dedue from (2.35) that,
P ′
0,V˜ℓ,b,L
−a.s.,
∫ t
0
1A(Ys) ds = 0 , and hene, P
′
0,V˜ℓ,b,L
−a.s.,
∫ t
0
D−u(Ys)1A(Ys)dYs = 0 .
(2.36)
Combining (2.34) and (2.36), and by denition of the operator L′, see below (2.5), we
an now rewrite (2.33) as the P ′
0,V˜ℓ,b,L
-a.s. equalities
u(Yt) =1 +
∫ t
0
u′(Ys)1Ac(Ys)dYs + 12
∫ t
0
u′′(Ys)1Ac(Ys)d〈Y 〉s + Λt(L− 5)j(L − 5R)
=1 +
∫ t
0
L′u˜(Xs)1Ac(Ys) ds + Λt(L− 5R) j(L− 5R) +Mt ,
where Mt is a ontinuous martingale. In partiular, u˜(Xt) (=u(Yt)) is a ontinuous
semimartingale, and applying It's rule to the produt eλt · u˜(Xt) = v˜λ(t,Xt), and using
(2.36) one again, we obtain that, P ′
0,V˜ℓ,b,L
-a.s.,
vλ(t,Xt) = 1 +
∫ t
0
λeλsu˜(Xs) ds+
∫ t
0
eλs du˜(Xs)
= 1 +
∫ t
0
(
∂
∂s + L′
)
v˜λ(s,Xs)1Ac(Ys) ds + j(L− 5R)
∫ t
0
eλsdΛL−5Rs +Nt ,
(2.37)
where Nt is a ontinuous martingale. Using
1
ν ≤ l · a′V˜ℓ,b,L(x) l ≤ ν, we nd through
diret omputation that for x ∈ Vℓ,b,L, and a suitable ψ(x) ≥ 0, using the notation
I1 = (−bL,−bL+ 5R), I2 = (−bL+ 5R,L− 5R), I3 = (L− 5R,L),
[( ∂∂s+L′)v˜λ](s, x) ≤ ψ(x)eλs·


λ(e20νβRα3 − 1)− 4νβ(2β + b′V˜ℓ,b,L(x) · ℓ) , if x · ℓ ∈ I1 ,
λ+ α2
ǫ
ν (
1
2α2ǫ− b′V˜ℓ,b,L(x) · ℓ) , if x · ℓ ∈ I2 ,
λ(α5 − 1)− 4νβ(2β + b′V˜ℓ,b,L(x) · ℓ) , if x · ℓ ∈ I3 .
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Hene, by (2.28) and (2.30), we an nd λ0 > 0 small suh that for x ∈ Vℓ,b,L, x · ℓ /∈ A,
the right-hand side of the last expression is negative. Sine j(L − 5R) ≤ 0, see (2.31),
we obtain from (2.37) applied to the stopping time t ∧ TVℓ,b,L that (2.32) holds.
We now derive the laim of the proposition from (2.32). When d ≥ 2, the probability to
exit Vℓ,b,L neither from the right nor from the left an be bounded as follows:
P ′
0,V˜ℓ,b,L
[−bL < XTVℓ,b,L · ℓ < L ] ≤
P ′
0,V˜ℓ,b,L
[−bL < XTVℓ,b,L · ℓ < L, TVℓ,b,L >
2α2ǫ
λ0
L ] + P ′
0,V˜ℓ,b,L
[ sup |Xt| ≥ L2 : t ≤ 2α2ǫλ0 L ] .
(2.38)
By Chebyhev's inequality and Fatou's lemma, we nd that the rst term on the right-
hand side is smaller than
1
vλ0(
2α2ǫ
λ0
L,L)
E′
0,V˜ℓ,b,L
[vλ0(TVℓ,b,L ,XTVℓ,b,L · ℓ)]
≤c(ǫ)e−α2ǫL lim inf
t→∞ E
′
0,V˜ℓ,b,L
[vλ0(t ∧ TVℓ,b,L ,Xt∧TVℓ,b,L · ℓ)]
≤c(ǫ)e−α2ǫLvλ0(0, 0) = c(ǫ)e−α2ǫL,
(2.39)
where, in the last inequality, we used (2.32). Applying Lemma 5.1 iii) to the seond term
in the right-hand side of (2.38), we obtain together with (2.39), that
lim sup
L→∞
L−1 logP ′
0,V˜ℓ,b,L
[−bL < XTVℓ,b,L · ℓ < L] < 0 . (2.40)
When d ≥ 1, we bound the probability to exit Vℓ,b,L from the left by a similar argument
as in (2.39), and nd that
P ′
0,V˜ℓ,b,L
[XTVℓ,b,L · ℓ = −bL] ≤
vλ0(0, 0)
vλ0(0,−bL)
≤ e−c(ǫ)L . (2.41)
(2.41), together with (2.40), when d ≥ 2, show (2.26), whih implies ondition (T )|ℓ.
Now the proof of Theorem 2.1 is arried out by heking ondition (K)|ℓ. The
proof remains the same as for the ase a = Id, whih an be found in [21℄, see (5.38)
and the subsequent omputations.
This nishes the proof of Theorem 2.1. 
3 Condition (T ) for a diusion with divergene-free drift
In this setion, we assume that d ≥ 2. On (Ω,A,P) we onsider a random variable H(·)
with values in the spae of skew-symmetri d× d-matries, and we dene for ω ∈ Ω, x ∈
R
d
, H(x, ω) = H(txω), so that H is stationary under P. We assume that H obeys nite
range dependene, i.e.
(1.5) holds with H in plae of a, b, (3.1)
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and that H is bounded and has bounded and Lipshitz ontinuous derivatives, i.e. there
are onstants η, β˜, K˜ suh that for all 1 ≤ i, j, k ≤ d, ω ∈ Ω,
• |H(·, ω)| ≤ η (3.2)
• ∂kHij(·, ω) exists, |∂kHij(·, ω)| ≤ β˜, and (3.3)
• |∂kHij(y, ω)− ∂kHij(z, ω)| ≤ K˜|y − z|, for all y, z ∈ Rd. (3.4)
For a onstant vetor v 6= 0, we dene diusion and drift oeients as
a(·, ω) = Id, b(·, ω) = ∇ ·H(·, ω) + v, ω ∈ Ω , (3.5)
i.e. for 1 ≤ j ≤ d, bj(·, ω) =
∑d
i=1 ∂iHij(·, ω)+vj . It follows from the skew-symmetry of
H and from (3.5) that for all ω, ∇·b(·, ω) = 0 in the weak sense. Then the measures Px,ω
an be viewed as desribing the motion of a diusing partile in an inompressible uid
and equipped with a random stationary veloity eld obeying nite range dependene.
It further follows from (3.5) that the operator Lω dened in (1.6) an be written with a
prinipal part in divergene form:
Lω = ∇ · ((12 Id+H(·, ω))∇) + v∇ . (3.6)
Theorem 3.1. (d ≥ 2)
Assume (3.2), (3.3) and (3.5). Then (T )|vˆ holds, where vˆ = v|v| . Moreover we have a
strong law of large numbers with an expliit veloity:
for all ω ∈ Ω, P0,ω − a.s., lim
t→∞
Xt
t
−→ E[b(0, ω)] = v . (3.7)
If (3.1)-(3.5) hold, then in addition a funtional CLT holds:
under P0, B
s
· =
X·s−·sE[b(0,ω)]√
s
onverges in law on C(R+,R
d), as s→∞, to a
Brownian motion B· with non-degenerate ovariane matrix.
(3.8)
Proof. We reall the onvention on onstants stated at the end of the Introdution.
It follows from (3.3)-(3.5) that our standing assumptions (1.3), (1.4) hold with ν = 1,
β = d2β˜ + d|v| and K = d2K˜. The following upper bound on the heat kernel from
Theorem 1.1 in Norris [14℄ will be instrumental in heking (T )|vˆ and in proving (3.7):
there is a onstant c2 that depends only on η and d, suh that for all ω ∈ Ω, x, y ∈ Rd
and t > 0,
pω(t, x, y + vt) ≤ c2 t−d/2 exp{− |y−x|
2
c2 t
} . (3.9)
We rst prove (3.7). Choose ε > 0. For n ≥ 1, we dene An = {|Xnn − v| > ε} and
Bn = {Z1◦θnn > ε} (reall Z1 in Lemma 5.1). With the help of (3.9), we nd for ω ∈ Ω,
and for n large,
P0,ω[An] =
∫
Bcεn(0)
pω(n, 0, y + nv) dy ≤
∫
Bcεn(0)
c2 n
−d/2e−
|y|2
c2 n dy ≤ c22 n1−d/2 e−
ε2
2c2
n
.
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From the Markov property, and from Lemma 5.1 ii), we nd that
sup
ω
P0,ω[Bn] ≤ sup
x,ω
Px,ω[Z1 > εn] ≤ c˜(ε) e−c(ε)n2 .
For t > 0, we write
Xt
t =
⌊t⌋
t
(
X⌊t⌋
⌊t⌋ +
Xt−X⌊t⌋
⌊t⌋
)
,
and an appliation of Borel-Cantelli's lemma to the sets An resp. Bn shows that for all
ω ∈ Ω, P0,ω-a.s., limt Xtt = v. Observe that, due to the stationarity of b and H, for all
x ∈ Rd,
E[b(0, ω)] = E[b(x, ω)] = ∇ ·
∫
Ω
H(txω)P(dω) + v = ∇ ·
∫
Ω
H(ω)P(dω) + v = v,
and (3.7) follows. One we have heked (T )|vˆ, then (3.8) immediately follows from
(1.10) and (3.7). To onlude the proof of Theorem 3.1, it thus remains to show that
(T )|vˆ holds.
For x ∈ Rd and ℓ ∈ Sd−1, dene the projetion on the orthogonal omplement of ℓ, as
well as a bounded approximation Vℓ,b,L of the slab Uℓ,b,L,
Πℓ(x)
def
= x− (x · ℓ) ℓ , Vℓ,b,L def= {x ∈ Uℓ,b,L : |Πℓ(x)| < L2} . (3.10)
We hoose unit vetors ℓ′ suh that vˆ · ℓ′ > 23 , and we will show that for all suh ℓ′ and
all b > 0,
lim sup
L→∞
L−1 sup
ω∈Ω
log P0,ω[XTV
ℓ′,b,L
· ℓ′ < L] < 0 , (3.11)
whih learly implies ondition (T )|vˆ. Dene γ = 3|v| , and observe that for all ω ∈ Ω,
P0,ω[XTV
ℓ′,b,L
·ℓ′ < L] ≤ P0,ω[XTV
ℓ′ ,b,L
·ℓ′ < L,TVℓ′,b,L ≤ γL]+P0,ω[TVℓ′,b,L > γL] . (3.12)
We rst estimate the seond term on the right-hand side. Notie that for all y ∈ Vℓ′,b,L,
|y − γLv| ≥ ((Lℓ′ − γLv) · ℓ′)− = L(3vˆ · ℓ′ − 1) > L. An appliation of (3.9) yields that
sup
ω
P0,ω[TVℓ′,b,L > γL] ≤ sup
ω
P0,ω[XγL ∈ Vℓ′,b,L]
≤c2γ−d/2L−d/2
∫
Vℓ′,b,L
exp{− |y−vγL|2c2γL } dy ≤ c(b, γ, η)L3d/2−1 exp{− Lc2γ } .
(3.13)
In view of (3.11) and (3.12), it remains to show that for all b > 0, and ℓ′ as above (3.11),
lim sup
L→∞
L−1 sup
ω∈Ω
log P0,ω[XTV
ℓ′,b,L
· ℓ′ < L,TVℓ′,b,L ≤ γL] < 0. (3.14)
Introdue the subsets of Vℓ′,b,L,
V −ℓ′,b,L
def
= {x ∈ Vℓ′,b,L : x · ℓ′ < − bL2 } , V 0ℓ′,b,L
def
= {x ∈ Vℓ′,b,L : |Πℓ′(x)| > L22 } ,
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as well as the union of these two sets, V˜ℓ′,b,L
def
= V −ℓ′,b,L ∪ V 0ℓ′,b,L, and write
P0,ω[XTV
ℓ′,b,L
· ℓ′ < L,TVℓ′,b,L ≤ γL] ≤ P0,ω[TVℓ′,b,L ≤ 1] + (3.15)
+
⌊γL⌋∑
n=1
P0,ω[TVℓ′,b,L ∈ (n, n+ 1], XTVℓ′,b,L · ℓ
′ < L, Xn /∈ V˜ℓ′,b,L] +
⌊γL⌋∑
n=1
P0,ω[Xn ∈ V˜ℓ′,b,L] .
Lemma 5.1 ii) shows that supω P0,ω[TVℓ′,b,L ≤ 1] ≤ c˜(b) exp{−c(b)L2}. With the help of
the Markov property and Lemma 5.1 ii) we nd that for large L, the middle term on the
right-hand side of (3.15) is smaller than
⌊γL⌋∑
n=1
sup
ω
P0,ω[ sup
0≤t≤1
|Xt −X0| ◦ θn > bL2 ] ≤ γL sup
x,ω
Px,ω[ sup
0≤t≤1
|Xt −X0| > bL2 ]
≤ c˜(b, γ)L exp{−c(b)L2}.
(3.16)
We now bound the third term on the right-hand side of (3.15):
⌊γL⌋∑
n=1
sup
ω
P0,ω[Xn ∈ V˜ℓ′,b,L] ≤
⌊γL⌋∑
n=1
sup
ω
P0,ω[Xn ∈ V −ℓ′,b,L] + γL sup
ω
P0,ω[ sup
t≤γL
|Xt| > L2/2] .
(3.17)
Lemma 5.1 iii) shows that the seond term on the right-hand side is smaller than
c˜(γ)L exp{−c(γ)L3}. Using (3.9) we an bound the rst term on the right-hand side
of (3.17) with
⌊γL⌋∑
n=1
∫
V −
ℓ′,b,L
c2 n
−d/2 exp{− |y−nv|2c2n }dy ≤ c(b, γ, η)L2d exp{− b
2
4c2γ
L} , (3.18)
where, in the last inequality, we simply used that 1 ≤ n ≤ γL and, and that for all
n ≥ 1, and y ∈ V −ℓ′,b,L, |y − nv| ≥ ((y − nv) · ℓ′)− ≥ bL/2 sine ℓ′ · vˆ > 0. We now obtain
(3.14) by olleting the results between (3.15) and (3.18).This nishes the proof of the
theorem.
4 Condition (T ) for an anisotropi gradient-type diusion
Let ϕ be a real-valued random variable on (Ω,A,P), and dene for ω ∈ Ω, x ∈ Rd,
ϕ(x, ω)
def
= ϕ(txω), so that ϕ is stationary. We assume that ϕ obeys nite range depen-
dene, i.e.
(1.5) holds with ϕ in plae of a, b, (4.1)
and that ϕ is bounded and has bounded and Lipshitz ontinuous derivatives, i.e. there
are onstants η, β, K suh that for all 1 ≤ i, j, k ≤ d, ω ∈ Ω,
• |ϕ(·, ω)| ≤ η (4.2)
• |∇ϕ(·, ω)| ≤ β˜, and |∇ϕ(y, ω)−∇ϕ(z, ω)| ≤ K|y − z|, y, z ∈ Rd. (4.3)
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Fix λ > 0 and ℓ ∈ Sd−1, and dene the non-stationary funtion ψ(x, ω) = ϕ(x, ω)+λℓ·x,
ω ∈ Ω, x ∈ Rd. We now dene diusion and drift oeients
a(·, ω) = Id, b(·, ω) = ∇ψ(·, ω) = ∇ϕ(·, ω) + λℓ , all ω ∈ Ω . (4.4)
It follows from (4.2) that
e−2ηe2λℓ·x ≤ e2ψ(x,ω) ≤ e2ηe2λℓ·x , x ∈ Rd, ω ∈ Ω. (4.5)
Under the above assumptions, Shen has shown that a ballisti law of large numbers and
an invariane priniple holds under the annealed measure P0, see Setion 4 of [22℄. Our
aim is to verify that ondition (T )|ℓ holds.
Theorem 4.1. (d ≥ 1) Condition (T )|ℓ holds under the assumptions (4.2)-(4.4).
Proof. We reall the onvention on onstants stated at the end of the Introdution.
It follows from (4.3),(4.4) that our standing assumptions (1.3), (1.4) hold with ν = 1,
β = β˜ + λ and K. We rst introdue some notation. Reall the projetion Π in (3.10),
and dene for ℓ′ ∈ Sd−1 and δ > 0, Vℓ′,δ = {x ∈ Uℓ′,b,L : |Πℓ′(x)| < L/
√
δ}. In fat, we
will show that there exists 0 < δ < 1 suh that for all ℓ′ ∈ Sd−1 with ℓ′ · ℓ > √1− δ2,
lim sup
L→∞
L−1 sup
ω
logP0,ω[XTV
ℓ′,δ
· ℓ′ < L] < 0 , (4.6)
whih easily implies ondition (T )|ℓ. The strategy of proof of (4.6) relies on the methods
introdued in Setion 4.1 in Shen [22℄. We reall some important fats from there.
We denote with P tωf(x) = Ex,ω[f(Xt)], f bounded measurable, the quenhed semi-group
generated by the operator Lω dened in (1.6), and with mω(dx) = exp(2ψ(x, ω)) dx the
reversible measure to P tω. The following key estimate is ontained in Proposition 4.1 of
[22℄: there is a positive onstant c3(η, λ) suh that
sup
ω,U
‖P tω,U‖mω ≤ exp{−c3t} , t > 0 , (4.7)
where (P tω,Uf)(x)
def
= Ex,ω[f(Xt), TU > t], t > 0, f ∈ L2(mω), ‖ · ‖mω denotes the
operator norm in L2(mω) and U varies over the olletion of non-empty open subsets of
R
d
.
The laim (4.6), and hene Theorem 4.1, follow from the next two propositions:
Proposition 4.2. Let 0 < δ < 1. There is a positive onstant c4(δ, b, η) suh that for
ℓ′ ∈ Sd−1 with ℓ′ · ℓ > √1− δ2 and L > 0,
sup
ω
P0,ω[TVℓ′,δ ≥ 3λc3 L] ≤ c4e
−λ2L . (4.8)
Proposition 4.3. There exist 0 < δ < 1 and positive onstants c5(δ, b, η, λ), c6(b, η, λ)
suh that for all ℓ′ ∈ Sd−1 with ℓ′ · ℓ > √1− δ2 and L > 0,
sup
ω
P0,ω[TVℓ′,δ <
3λ
c3
L, XTV
ℓ′,δ
· ℓ′ < L] ≤ c5e−c6L . (4.9)
The proofs are lose to the proofs of Propositions 4.2 and 4.3 in Shen [22℄. We
indiate the main steps of the proofs in the Appendix.
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5 Appendix
5.1 Bernstein's Inequality
The following Lemma follows in essene from Bernstein's inequality (see [20℄ page 153-
154). A proof of an inequality similar to those below an be found in the appendix of
[21℄. Reall the denition of the lass of operators N (ν, β) at the beginning of Setion 2.
Lemma 5.1. Let L ∈ N (ν, β), denote with Qx an arbitrary solution to the martingale
problem for L started at x ∈ Rd, and set Zt = sups≤t |Xs −X0|. For every γ > 0, there
are positive onstants c, c˜, depending only on γ, ν, β, d suh that for L > 0,
i) sup
x
Qx
[
ZγL ≥ 2γβL
] ≤ c˜ e−cL, ii) sup
x
Qx
[
Z1 ≥ γL
] ≤ c˜ e−c L2 ,
iii) sup
x
Qx
[
ZγL ≥ L2
] ≤ c˜ e−c L3 . (5.1)
5.2 Bounds on the transition density and on the Green funtion
Reall the onvention on the onstants stated at the end of the Introdution.
Lemma 5.2. Let Lω be as in (1.6), and let assumptions (1.3) and (1.4) be in fore. Then
the linear paraboli equation of seond order
∂u
∂t = Lωu has a unique fundamental solution
pω(t, x, y), and there are positive onstants c, c˜, suh that for ω ∈ Ω, and 0 < t ≤ 1,
|pω(t, x, y)| < c˜td/2 exp
{− c|x−y|2t } . (5.2)
For the proof of (5.2) we refer the reader to [7℄. The statement (4.16) therein or-
responds to (5.2). Reall the Green funtion gω,U in (2.4). In Corollary 6.3 in [21℄, we
obtained the following
Corollary 5.3. Assume (1.3) and (1.4), and let U be a bounded C∞-domain. There are
positive onstants c˜, c(U) suh that for x ∈ U , and all ω ∈ Ω,
gω,U (x) ≤


c˜ |x|2−d + c, if d ≥ 3 and x 6= 0,
c˜ log diamU|x| + c, if d = 2 and x 6= 0,
c, if d = 1 .
(5.3)
Proof. We repeat here the omputations from [21℄ for the onveniene of the reader.
From the denition of gω,U and pω,U , see (2.4) and (2.3), we obtain
gω,U (x) =
∫ ∞
0
pω,U (t, 0, x) dt ≤
∫ 1
0
pω(t, 0, x) dt +
∞∑
k=2
∫ k+1
2
k
2
pω,U (t, 0, x) dt . (5.4)
With the help of (5.2), we nd positive onstants c˜, c suh that
∫ 1
0 pω(t, 0, x) dt is smaller
than the right-hand side of (5.3), and hene, it sues to show that for some onstant
c(U),
sup
ω
∞∑
k=2
∫ k+1
2
k
2
pω,U(t, 0, x) dt ≤ c <∞. (5.5)
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We obtain by a repeated use of the Chapman-Kolmogorov equation and by (5.2), that
for k ≥ 2,
∫ k+1
2
k
2
pω,U(t, 0, x) dt ≤
∫
U
pω,U (
1
2 , 0, v) dv sup
v∈U
∫ k
2
k−1
2
pω,U(t, v, x) dt
induction≤
(
sup
v∈U
Pv,ω[TU >
1
2 ]
)k−1
sup
v∈U
∫ 1
1
2
pω,U (t, v, z) dt ≤ c
(
sup
v∈U
Pv,ω [TU >
1
2 ]
)k−1
.
(5.6)
The Support Theorem of Strook-Varadhan, see [1℄ p.25, shows that
supω, v∈U Pv,ω[TU >
1
2 ] ≤ 1− c(U) for some positive onstant c(U), and (5.5) follows.
5.3 The proof of propositions 4.2 and 4.3
Proof of Proposition 4.2. For sake of notations, we write V and B for Vℓ′,δ resp. BL(1∧b)
2
(0).
The Markov property and Cauhy-Shwarz's inequality yield for t > 0
P0,ω[TV > t] ≤E0,ω[PX1,ω[TV > t− 1],X1 ∈ B] + P0,ω[X1 /∈ B]
≤‖1B(·)pω(1, 0, ·)e−2ψ(·,ω)‖L2(mω) ‖P t−1ω,V ‖mω ‖1V ‖L2(mω) + P0,ω[X1 /∈ B] ,
where pω(s, x, y) denotes the transition density funtion under the quenhed measure
Px,ω. Lemma 5.1 ii) shows that P0,ω[X1 /∈ B] ≤ c(b) exp(−c(b)L2). Further, using (4.5)
and Lemma 5.2, we obtain
‖1B(·)pω(1, 0, ·)e−2ψ(·,ω)‖2L2(mω) ≤ c e2η
∫
1B(y)e
−2λℓ·ydy ≤ c(η, b)Ldeλ(1∧b)L .
Choose a unit vetor ℓ˜, orthogonal to ℓ′, and suh that ℓ˜ lies in the span of ℓ and ℓ′. Then
ℓ · ℓ′ > √1− δ2 implies that ℓ · ℓ˜ < δ, and for y ∈ V , we nd that y · ℓ ≤ (1+√δ)L < 2L.
As a result, and using again (4.5) and Lemma 5.2,
‖1V ‖2L2(mω) ≤ e2η
∫
1V (y)e
2λℓ·ydy ≤ c(δ, η)Ld exp{4λL}. (5.7)
Jointly with (4.7), we nd that P0,ω[TV > t] ≤ c(δ, η, b)Ld exp(52λL) exp(−c3t), and the
laim follows from the hoie of t.
Proof of Proposition 4.3. We write V for Vℓ′,δ, ℓ
′ ∈ Sd−1, and B for B (1∧b)L
4
(0), and we
reall the projetion Π in (3.10). We dene
V 0
def
= {x ∈ V : |Πℓ′(x)| > 12√δL}, V
− def= {x ∈ V : x · ℓ′ < −34(1 ∧ b)L} .
We proeed in a similar fashion as in the proof of Proposition 3.1, see (3.15) and the
following lines, and nd with µ0 = 3λ/c3 that
P0,ω[TV < µ0L, XTV · ℓ′ < L] ≤
⌊µ0L⌋∑
n=1
P0,ω[Xn ∈ V − ∪ V 0] + c(δ, b) exp{−c(δ, b)L} .
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The rst term in the right-hand side an be bounded by
⌊µ0L⌋∑
n=1
P0,ω[Xn ∈ V 0] +
⌊µ0L⌋∑
n=1
P0,ω[Xn ∈ V −,X1 ∈ B] + µ0LP0,ω[X1 /∈ B] . (5.8)
Lemma 5.1 ii) shows that the righmost term in (5.8) is smaller than c(b, η, λ)Le−c(b)L,
and, when in addition δ−1/2 ≥ 4µ0β, Lemma 5.1 i) shows that the leftmost sum in
(5.8) is smaller than c(η, λ)L exp{−c(η, λ)L}. It thus sues to bound the middle term
in (5.8). Introdue the measure m(dx) = exp{2λℓ · x}dx. It follows from the Markov
property and Lemma 5.2 that the seond sum in (5.8) is smaller than
⌊µ0L⌋∑
n=1
∫
B
pω(1, 0, y)(P
n−1
ω 1V −)(y)dy ≤
⌊µ0L⌋∑
n=1
c exp{12λ(1 ∧ b)L}〈Pn−1ω 1V − , 1B〉m , (5.9)
where, for two measurable funtions f, g, 〈f, g〉m denotes the integral of the produt f ·g
w.r.t. the measure m. It follows from Theorem 1.8 in [25℄ (for details see the proof of
Proposition 4.3 in [22℄) that there is a onstant c7(η) suh that for all ω ∈ Ω, and any
open sets A,D in Rd,
〈Pn−1ω 1A, 1D〉m ≤
√
m(A)
√
m(D) exp{− d(A,D)24c7(n−1)} . (5.10)
We nd by denition of B, V and, by a similar argument as given above (5.7), that
m(B) ≤ c(b)Ld exp{12λ(1∧b)L}, m(V −) ≤ c(δ, b)Ld exp{−32λ(1∧b)
√
1− δ2 L+2λ
√
δL}.
Sine d(B,V −) = 12 (1 ∧ b)L, (5.10) applied to the open sets B,V , yields that for large
L, the right-hand side of (5.9) is smaller than
⌊µ0L⌋∑
n=1
c exp{12λ(1 ∧ b)L}
√
m(B)
√
m(V −) exp{−d(B,V−)24c7µ0L }
≤ c(δ, b)µ0Ld+1 exp{
√
δλL} exp{34λ(1 ∧ b)(1−
√
1− δ2)L} exp{− (1∧b)2c(λ,η) L}
≤ c(δ, b) e−c(b,η,λ)L ,
provided δ is hosen small enough. This nishes the proof.
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