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Room-temperature fluorescence detection of the nitrogen-vacancy center electronic spin typically
has low signal to noise, requiring long experiments to reveal an averaged signal. Here, we present a
simple approach to analysis of time-resolved fluorescence data that permits an improvement in mea-
surement precision through signal processing alone. Applying our technique to experimental data
reveals an improvement in signal to noise equivalent to a 14% increase in photon collection efficiency.
We further explore the dependence of the signal to noise ratio on excitation power, and analyze our
results using a rate equation model. Our results provide a rubric for optimizing fluorescence spin
detection, which has direct implications for improving precision of nitrogen-vacancy-based sensors.
I. INTRODUCTION
The nitrogen-vacancy (NV) center in diamond has be-
come a leading candidate for applications in precision
sensing [1–3] and quantum information science [4]. Much
of this interest hinges on the interplay between the elec-
tronic spin and the optical transitions of the defect, which
permit preparation and fluorescence detection of the spin,
even in ambient conditions. Nevertheless, the low signal
to noise of the standard room-temperature fluorescence
detection poses challenges for applications. For example,
in typical sensing applications, fluorescence shot noise -
and not spin projection noise - limits measurement pre-
cision [2]. There exist other approaches that can signifi-
cantly improve spin measurement fidelity, such as repeti-
tive readout [5, 6], resonant excitation [7], spin-to-charge
conversion [8], and nuclear spin encoding [9], but they
come with constraints: they increase system complexity,
require longer readout times, or impose restrictions on its
environment. Here, we describe an efficient and simple
approach to analysis of fluorescence data that permits a
small improvement in spin detection through signal pro-
cessing alone, and consider the optimal regimes for its
operation.
We consider room temperature applications, in which
the electronic spin detection relies on a transient op-
tical signal. Specifically, one of the Zeeman sublevels
of the S = 1 spin, ms = 0, fluoresces more strongly
than the others during the first few hundred nanosec-
onds of optical illumination [10]. Current analysis tech-
niques sum the photons observed during a fixed inter-
val following illumination, and compare them to photon
counts measured during the same interval for different
prepared states. To optimize the counting interval, many
experiments record time-tagged photon arrival events [9].
The timing information is lost when summing the photon
counts. By efficiently using the time-of-arrival informa-
tion, a more precise estimate of the spin populations can
be made.
II. MAXIMUM-LIKELIHOOD ESTIMATION OF
THE SPIN PROJECTION
A. The mechanism for fluorescence-based spin
detection
The basic photo-physical mechanisms behind the opti-
cal detection of the NV spin are now well established [10],
although the details continue to be developed [11, 12].
The essential mechanism is illustrated in the level di-
agram in Fig. 1(a). When green optical illumination
is applied, the electronic transition is excited incoher-
ently at rate R via a strong phonon sideband in absorp-
tion; this process is largely spin-conserving, as is the ra-
diative decay process, which occurs at rate γ ≈ 1/13
ns [13, 14]. The spin-dependence of the fluorescence
arises through an intersystem crossing to metastable sin-
glet states, which occurs preferentially from the ms = ±1
excited states. The long-lived singlet states cause the
ms = ±1 spin projection to exhibit reduced fluorescence
during the first few hundred nanoseconds after optical il-
lumination is applied. In contrast, the ms = 0 spin state
couples more weakly into the singlets at rate S0  S1,
leading to higher initial fluorescence. Furthermore, re-
laxation out of the singlets weakly favors the ms = 0
sublevel (D0 > D1) [14], and the entire cycle leads to a
net polarization into ms = 0 of approximately ∼ 70−90%
under continued optical illumination [7, 10, 13, 14].
A typical transient fluorescence signal is shown in
Fig. 1(b), where ms = 0 labels spins prepared by op-
tical illumination and ms = 1 labels spins subsequently
flipped by a pi pulse. Data points are averaged over 3∗107
individual measurements, and it is worth emphasizing
that on average a given measurement produces much less
than one photon. Practically, the transient fluorescence
signal is typically measured by counting photons in a
brief period following optical illumination [9]. As dis-
cussed below, an optimal counting time can be calculated
from the time-resolved data; it is 225 ns for the exam-
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2FIG. 1. (a) A simplified model for the photophysics of
the NV center [10, 14]. R, γ,D0, D1, S0, and S1 are rates
for transitions indicated by adjacent arrows. In the 5-level
model, transitions to the other charge state are assumed to
be negligibly slow compared to other rates, and the singlet
states are lumped into a single level, as are the ms = ±1
states. (b) Example fluorescence traces after optical initial-
ization (”ms = 0”) and after initialization followed by a pi
pulse on the 0 → 1 spin transition (”ms = 1”). Data is av-
eraged over N = 3 ∗ 107 measurement repetitions. In this
example data, the optimal duration for the photon counting
strategy is 225 ns, illustrated by the dashed lines.
ple data shown in Fig. 1(b), as illustrated by the dashed
line. Clearly, this strategy misses some of the signal, since
a differential fluorescence remains after the time cutoff.
Conversely, it over-weights photons that arrive towards
the end of the counting interval. It is thus of interest to
determine if a more efficient signal processing strategy
can be employed that takes advantage of photon arrival
times.
B. A theoretical approach for uncorrelated photons
To accurately measure the effect of some process on the
NV center spin requires many repetitions N of spin ini-
tialization, evolution, and readout. In principle, the full
data set of time-resolved photon arrival times would then
be required for optimal estimation of the spin projec-
tion following evolution. In most experimental situations,
however, the probability is very small to detect more than
one photon during a single measurement. For example,
in our experiments registering ∼ 200, 000 photons per
second from a single NV center, on average ∼ 0.06 pho-
tons arrive during the ∼ 300 ns transient spin-dependent
fluorescence period, and the probability of two photons
is below the percent level. Thus the majority of photons
registered experimentally arrive at times that are uncor-
related with other photon arrival times (since they would
belong to different measurement instances).
To develop a simplified theory, we thus consider the
limit of completely uncorrelated photons, for which the
full data set can be compressed into a histogram of the
number of photons arriving at some time t after the read-
out laser turns on. Owing to finite detector bandwidth,
the histogram necessarily has a finite bin width ∆t, and
thus the data set can be expressed as the number of pho-
tons in each bin {n1, n2, n3, . . . }.
1. Estimation of the spin projection
Clearly, the fluorescence signal only permits discrimi-
nation between two of the three spin sub-levels, ms = 0
vs ms = ±1. In practice, this issue is avoided by perform-
ing experiments that isolate two of the spin sub-levels,
e.g. ms = 0 and ms = 1. Often, one applies a mag-
netic field, and then employs microwave pulses that only
address one of the two spin resonance transitions. For
sensing applications, the microwave pulses can be used
to map a quantity of interest onto the population differ-
ence p(0) − p(1), where p(0)(p(1)) is the probability to
project the state onto ms = 0 (ms = 1). In what follows,
we thus consider only two spin sub-levels, and derive a
maximum likelihood estimate for this population differ-
ence Sz = p(0)− p(1).
Suppose that we have access to a calibration that gives
the mean number of photons m
(0)
i ( m
(1)
i ) that would
be registered in the ith bin for a single readout instance
performed after the spin is perfectly initialized in ms = 0
(ms = 1). Note that this mean number is defined for a
single measurement, so it will be very small m
(0,1)
i  1.
N measurements are then performed on an unknown spin
state with population difference p(0)− p(1). After those
N repetitions, the total number of photons ni measured
in the ith bin has mean value
µi = N
(
m
(0)
i p(0) +m
(1)
i p(1)
)
(1)
= ai + biSz, (2)
where ai = (N/2)(m
(0)
i +m
(1)
i ), bi = (N/2)(m
(0)
i −m(1)i ),
and p(0) + p(1) = 1. Assuming Poisson processes for
the photon statistics within each bin, and m
(0,1)
i  1,
the variance of ni is equal to its mean. Furthermore, for
large N the central limit theorem applies, leading to a
Gaussian distribution of the number of photons in each
bin. The probability that a given experimental realiza-
tion {n1, n2, n3, . . . } occurs is thus
3P ({ni}) =
∏
i
1√
2piµi
e−(ni−µi)
2/2µi . (3)
The most likely value of Sz is the value that maximizes
this probability, or, equivalently, its logarithm. Differen-
tiating − lnP with respect to Sz yields an equation that
can be solved for the most likely value of Sz given the
experimental data:
d(− lnP )
dSz
=
∑
i
bi
2
(
1 +
ai − n2i + biSz
(ai + biSz)2
)
= 0. (4)
A further simplification is possible: because bi  ai,
one might feasibly neglect the variation with Sz in the
denominator. Physically, this corresponds to modifying
the probability distribution of each ni such that its mean
µi varies with Sz but its variance does not. Because the
mean value plays a stronger role in determining the likeli-
hood than the variance, we find that this approximation
gives very good numerical results in our data analysis (see
below). This approximation makes it possible to find an
analytic expression for the approximate spin projection
S
(A)
z :
Sz ≈ S(A)z =
∑
i
bi
ai
(ni − ai)∑
i
b2i
ai
(5)
It is worth noting that this approximation essentially ap-
plies a weighting function to the data according to time
of arrival, with greater weight given where the signal ∼ bi
is larger in comparison to the noise ∼ ai. Since bi van-
ishes for large i, the upper limit on the sum can be any
large value.
These two estimates for Sz (Eqs. 4-5) can be compared
to the typical approach for signal processing, in which the
first imax bins of the data set are summed (or, equiva-
lently, photons are counted during an interval imax ∗∆t)
to obtain an experimental signal η =
imax∑
i=1
ni. Such a
photon counting approach would yield as an estimate
S(PC)z =
2
(
η − η(1))
η(0) − η(1) − 1, (6)
where η(0,1) =
imax∑
i=1
Nm
(0,1)
i .
2. The signal to noise ratio
S
(A)
z will vary due to the noise in the Poisson-
distributed ni from which it is calculated. An expression
for the variance in S
(A)
z can thus be readily found from
the probability distributions for ni,
var(S(A)z ) =
∑
i
[(
bi
ai
)2
(ai + biSz)
]
/
(∑
i
b2i
ai
)2
. (7)
If we define the signal to noise ratio (SNR) as S
(max)
z −
S
(min)
z (signal) divided by the square root of the variance
of Sz averaged over all possible values of Sz (noise), then
SNR(A) = 2
√∑
i
b2i
ai
=
√
2N
√√√√√∑
i
(
m
(0)
i −m(1)i
)2
m
(0)
i +m
(1)
i
.
(8)
This can be compared with the signal to noise ratio
similarly calculated for the photon counting estimate [9]:
SNR(PC) =
√
2N
imax∑
i=1
m
(0)
i −m(1)i√
imax∑
i=1
m
(0)
i +m
(1)
i
, (9)
for which imax is chosen to yield the largest SNR
(PC).
Note that in all data analysis presented below, we find
the optimal imax for each set of experimental conditions
by maximizing SNR(PC).
3. Application to data
The above theoretical treatment implicitly made sev-
eral assumptions that are not always attainable experi-
mentally. In particular, it assumed that the NV center
was in its negatively charged state, in one of two pos-
sible spin states ms = 0 or ms = 1[15], and that one
has access to calibration data m
(0)
i and m
(1)
i taken for
perfectly initialized spin states. For typical experiments,
especially in sensing applications at room temperature,
it is costly in time and equipment to initialize charge and
spin with high fidelity. Fortunately, however, the same
analysis holds exactly if one is interested not in the spin
projection itself, but in the probability of a spin flip be-
tween the initialization and readout.
To use the above expressions for imperfect initializa-
tion, one replaces m
(0)
i by a calibration data set taken
after initialization by optical illumination, and m
(1)
i by
a calibration data set taken after initialization plus a pi
pulse on the spin transition of interest (e.g. ms = 0 to
ms = +1). When used in a subsequent experiment (with
the same initialization and readout conditions) driving
the same transition, the parameter Sz calculated above
is equal to Sz = 1−2p, where p is the probability that the
pulse sequence used in the experiment induced a spin flip
on the calibrated transition. Essentially, this calculates
4the extent to which the experimental sequence mimics
the pi pulse. More complex calibration techniques nor-
mally applied with the photon counting technique (see
e.g. supplemental information for [16]) can similarly be
extended to the time resolved estimate.
III. EXPERIMENTAL IMPLEMENTATION
By acquiring experimental fluorescence data for differ-
ent prepared values of Sz, we can compare the three dif-
ferent estimators (Eqs. 4, 5, 6) and examine their relative
precision in analyzing the same data sets.
We acquire data on a homebuilt confocal microscope
with green (532 nm) excitation and fluorescence detection
for wavelengths of 650-770 nm. The 〈111〉 cut chemical-
vapor-deposition grown diamond sample is mounted at
the focus of a NA 1.35 oil objective on an XYZ scanning
piezo stage, and a 20 micron copper wire soldered across
the diamond allows application of microwave signals for
driving spin transitions. The fluorescence is collected into
a single mode optical fiber, and a single photon counting
module (≈ 70% quantum efficiency and < 1 ns timing
resolution) converts the photons to a stream of digital
pulses that encodes our signal.
All elements of the experiment are controlled by a Na-
tional Instruments 7841-R FPGA (field programmable
gate array) card. The FPGA card includes sufficient ana-
log and digital inputs and outputs to control the scanning
microscope, record photon counts, and also to create dig-
ital pulse patterns to rapidly turn on and off the optical
illumination and microwaves [17]. In addition, by over-
clocking the FPGA at 120 MHz, we can time-tag photon
arrivals with 8.33 ns resolution, which is sufficient to re-
solve the transient fluorescence signals.
A. Comparison of Sz estimators
We tested the data analysis techniques on three NV
centers (all single defects as verified by g(2) measure-
ments), and found similar results for all of them. Fig. 2
shows data from a representative defect (NV1) in which
we analyze Rabi oscillations using the three Sz estima-
tors. A magnetic field of approximately 75 Gauss isolates
the two spin transitions, and we adjust the microwave fre-
quency and intensity such that a pi pulse on the ms = 0
to ms = +1 transition occurs after 91.7 ns. We record
time-tagged fluorescence data after first initializing the
defect with 532 nm excitation and then driving it on this
transition for variable durations, thus producing a range
of possible Sz values. Each microwave duration is re-
peated N = 106 times to obtain a precise estimate of Sz,
and then the entire experiment is performed 100 times
to obtain statistics on the Sz estimates.
Fig. 2(a) shows the mean value of these Sz estimates,
on which the three techniques for analysis closely agree;
the difference of each technique from the average of the
FIG. 2. (a) The mean spin projection as estimated by the
photon counting (squares), maximum likelihood (diamonds),
and approximate maximum likelihood (circles) techniques
over 100 repetitions of an experiment comprising N = 106
measurements. Each data point corresponds to a different
duration of microwave driving following optical initialization
and prior to measurement. (b) The mean value of Sz (as in
(a)) minus the average of the three methods. Error bars are
standard error in the mean. (c) The standard deviation in
Sz (data points), along with the predicted standard deviation
for the photon counting (dashed line) and approximate MLE
(solid line) methods. The legend at the bottom applies to all
three parts of the figure.
three is shown in Fig. 2(b), which reveals that there are
deviations, but they lie within experimental error bars.
In particular, the approximation for the MLE estimate
is extremely close to the numeric solution to Eq. 4 for
all data points, with the greatest deviation where |Sz| is
large, as expected. Fig. 2(c) shows the standard devi-
ation of the 100 Sz estimates made at each microwave
duration. Data points indicate the standard deviation in
the values extracted by the three techniques, while the
solid lines show the predicted standard deviation accord-
ing to Eq. 7 and a similar prediction for the photon count-
ing technique. The difference in noise is small, but signif-
icant. We find that the photon counting method (Eq. 6)
has a standard deviation that is on average 7.1 ± 0.1%
5higher than the MLE technique (Eq. 4), while the approx-
imate MLE technique (Eq. 5) is only 0.1± 0.1% higher.
FIG. 3. (a) Average signal to noise ratio per run (N = 1)
for the photon counting method and the approximate MLE
method, measured for NV3 as a function of laser intensity
(given in units of the saturation intensity). (b) Percent in-
crease in signal to noise ratio associated with the MLE signal
processing.
B. Dependence on excitation power
The data taken in Fig. 2 were acquired using a readout
laser intensity of approximately 2∗Isat, where the satura-
tion intensity Isat produces continuous-wave fluorescence
rates that are half of their saturating value. In fact, the
spin-dependent fluorescence signal varies with the inten-
sity of the readout laser, as does the improvement at-
tained with time-resolved signal processing. Fig. 3 shows
the signal to noise ratios (Eqns 8 and 9) and the percent
difference between them as a function of laser intensity
for NV3. These data were acquired by taking fluores-
cence time traces for nominal ms = 0 and ms = 1 spin
preparations at 13 different laser powers; the uncertainty
in laser intensity is given as the standard deviation of val-
ues extracted from multiple saturation curves taken un-
der nominally identical conditions. All three NV centers
studied exhibited similar behavior, showing the highest
SNR near 1.5− 2 ∗ Isat, with a dramatic dropoff at lower
powers and a slow decrease at higher powers.
To quantitatively understand the SNR dependence on
laser power, we used a 5-level rate-equation model [14] in
which transitions to other charge states are neglected and
the singlet states are treated as a single level (see Fig. 1a).
FIG. 4. (a) A simultaneous fit of the 5-level model to 6 data
sets for NV3 acquired at different laser intensities. The life-
time of the excited states was constrained by independent
measurements. For clarity, fluorescence traces are separated
for nominal preparation into ms = 0 (left) and ms = 1 (right).
(b) The signal-to-noise ratio predicted by the 5-level model
using parameters extracted from the fits shown in (a).
The parameters describing this model comprise the inco-
herent optical excitation rate R and the radiative emis-
sion rate γ (presumed to be equal for both spin states),
as well as spin-dependent shelving rates (S0, and S1) and
deshelving rates (D0 and D1), where the subscript labels
the spin projection. The steady-state solution (which can
be found analytically) was used to determine the initial
spin polarization in the model.[18] Numerically integrat-
ing the rate equations reveals the time-dependent fluores-
cence rate ∝ e0(t) + e1(t), where e0,1 are the populations
in the ms = {0, 1} optically excited states. We can then,
for example, fit the numerically integrated model to our
data sets to extract the model parameters.
In principle, only the excitation rate R depends on the
laser power. Thus one might expect to be able to simul-
taneously fit all of the data sets used in the analysis for
Fig. 3 to the same set of parameters, only varying R be-
tween the different laser intensities. We have performed
such fits using a nonlinear least-squares fitting procedure
including varying numbers of data sets; Fig. 4 shows fits
to data from NV3 acquired at intensities up to 1.5Isat
(the first six data sets in Fig. 3). These fits were con-
strained by independent measurements of the ms = 0
and ms = 1 excited state lifetimes, t0 = 1/(γ + S0) =
6NV t0 (ns) t1 (ns) γ (MHz) S0 (MHz) S1 (MHz) D0 (MHz) D1 (MHz) ts (ns) Imax(Isat)
NV1 12.94 ± 0.12 6.29 ± 0.1 67.4 ± 0.2 9.9 ± 0.8 91.6 ± 2.5 4.83 ± 0.04 2.11 ± 0.04 144. ± 1. 1.1± 0.2
66.08 ± 0.09 11.2 ± 0.7 92.9 ± 2.5 4.90 ± 0.02 2.03 ± 0.01 144.3 ± 0.4 3.7± 0.7
NV2 12.93 ± 0.1 6.42 ± 0.15 67.1 ± 0.2 10.2 ± 0.6 88.6 ± 3.6 4.79 ± 0.05 2.11 ± 0.04 145. ± 1. 1.4± 0.1
66.43 ± 0.12 10.9 ± 0.6 89.3 ± 3.6 4.75 ± 0.03 2.13 ± 0.02 145.3 ± 0.6 4.6± 0.4
NV3 12.95 ± 0.1 6.33 ± 0.11 65.9 ± 0.3 11.4 ± 0.7 92.1 ± 2.8 4.84 ± 0.05 2.35 ± 0.04 139. ± 1. 1.5± 0.2
66.08 ± 0.09 11.1 ± 0.6 91.9 ± 2.7 4.90 ± 0.02 2.03 ± 0.01 144.3 ± 0.4 4.9± 0.5
TABLE I. Parameters extracted from 5-level model fits. The first row of parameters for each defect is fit to the six lowest-
intensity data traces taken for each NV center (Imax < 1.5Isat); an example is shown in Fig. 4 for NV3; the second line is fit
to all 13 data sets. The largest intensity included in the fits is noted in the final column. t0 = 1/(γ + S0) and t1 = 1/(γ + S1)
were measured independently for each NV center, and constrained in the fits. ts = 1/(D0 + D1) is the singlet lifetime. All
errors are standard deviation in the fit.
12.9 ± 0.1 ns and t1 = 1/(γ + S1) = 6.3 ± 0.1 ns, which
were extracted using a multiexponential fit to decay after
pulsed excitation (data not shown) [13, 14]. The parame-
ters extracted from this fit are displayed in Table I, along
with similar results for other NV centers and for fits in-
cluding all 13 data sets used for Fig. 3. Interestingly,
the resulting models predict that the optically induced
polarization decreases with power, from nearly 90% at
low power to around 80% at the higher observed intensi-
ties. However, they may not be trustworthy: we observe
that some fit parameters change by more than the fit er-
ror as we include higher intensities, and the goodness of
fit decreases, indicating that the 5-level model may not
adequately explain our data.
Most notably, the 5-level model cannot reproduce the
observed dependence of SNR on power at high laser in-
tensity. While initial growth with intensity is observed,
the 5-level model predicts a saturating - but not decreas-
ing - SNR at high laser power (see Fig. 4b). Such saturat-
ing behavior is observed for all parameter values we used
in the 5-level model - even those extracted from fits to the
high-power data. Some other mechanism must therefore
turn on at high power to reduce signal to noise. Indeed,
this is the motivation for only including low-intensity
data sets (for which SNR increases with laser power) in
our fits in Fig. 4.
One possible explanation for the discrepancy between
the 5-level model and our data is that additional param-
eters besides R are power-dependent, perhaps through
thermal effects [19]. Another likely candidate is ioniza-
tion of the NV center. Time-resolved measurements of
ionization and deionization under 532 nm excitation in-
dicate that ionization rates in the range of MHz can be
expected at moderate laser powers [20, 21]. Thus for low
powers, the charge state could be modeled as approxi-
mately static during the readout, acting only to reduce
the overall detected fluorescence level. At higher powers,
the charge state becomes dynamic on timescales simi-
lar to the transient fluorescence signals. Dynamic charge
state switching would reduce spin-dependence of the flu-
orescence, and could thereby account for the reduction
in SNR we observe at high laser intensities.
IV. CONCLUSION
By employing a simple weighting scheme derived from
maximum likelihood estimation techniques, we have
shown that a 7% increase in signal to noise ratio for the
NV spin projection can be obtained through signal pro-
cessing alone. While this increase is small, we stress that
many groups already employ time-resolved photon count-
ing in order to calculate the optimal counting interval
∆t∗ imax, and thus the improvement comes for free. Fur-
thermore, since the signal to noise ratio increases as the
square root of N , this improvement is equivalent to what
would be obtained by a 14% increase in photon count
rates. On the other hand, for experiments such as those
using wide-field imaging onto a CCD camera [22, 23],
where photon arrival times cannot be recorded, our re-
sults are encouraging: as long as the right duration is
used, the photon counting approach is very nearly as
good as a maximum likelihood estimation taking into ac-
count detailed timing information.
The formulas provided above assume uncorrelated pho-
ton arrival times, as is appropriate for standard low col-
lection efficiency experiments. For experiments using
enhanced collection efficiency techniques such as solid
immersion lenses, waveguides, or other photonic de-
vices [24, 25], the increased photon count rates will lead
to a higher probability for correlations between photons.
In the limit of strong photon correlations, signal pro-
cessing based on quantum trajectory theory or hidden
Markov models could be employed to gain further advan-
tage in readout sensitivity and speed [26]. Ultimately,
the improvements in measurement precision gained by
better signal processing translate directly to sensitivity
of the NV center for magnetometry, thermometry, and
other applications.
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