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Abstract
In this paper, we study reiterated homogenization for equations of the form −div(aε(x,Duε))=f .
We assume that aε is a Carathéodory function and satisfies some monotonicity and growth conditions
and its reiterated unfolding converges almost everywhere to a Carathéodory type function. Under
these assumptions, we show that the sequence of solutions converges to the solution of a limit varia-
tional problem. In particular this contains the case aε(x, ξ) = a(x, xε , xεδ(ε) , ξ), where a is periodic
in the second and third arguments, and continuous in each argument.
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article, nous étudions l’homogénéisation réitérée pour des équations de la forme
−div(aε(x,Duε)) = f . Nous supposons que aε est une fonction de Carathéodory vérifiant des
conditions de monotonie et de croissance, telle que son éclatée réitérée converge presque partout
vers une fonction de Carathéodory. Sous ces hypothèses, nous montrons que la suite des solu-
tions converge vers la solution d’un problème variationnel limite. Cela contient en particulier le cas
aε(x, ξ) = a(x, xε , xεδ(ε) , ξ), où a est periodique par rapport aux deuxième et troisième variables, et
continue.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
This article is devoted to reiterated homogenization for nonlinear partial differential
equations with oscillating coefficients and multiscales. This type of equation models
various physical problems arising in media with holes, heterogeneous materials with sev-
eral length-scales.
Consider partial differential equations of the form:
{−div(aε(x,∇uε)) = f in Ω,
uε ∈W 1,p0 (Ω),
(1.1)
where Ω is a Lipschitz open bounded subset of RN , 1 < p < ∞, p−1 + q−1 = 1 and
f ∈ W−1,q (Ω). The interesting case is when the function aε is increasingly oscillating as
ε goes to zero. The homogenization study of Eq. (1.1) consists in examining the behavior
of the sequence of the solution (uε)ε , as ε tends to zero. In Bensoussan, Lions and Papan-
icolaou [2] and Sanchez-Palencia [13], the terminology of reiterated homogenization was
introduced when aε is of the following form:
aε(x, ξ) = a
(
x, x/ε, x/ε2, ξ
)
.
In [2,13], the function aε is linear (p = 2) and it is proved that under suitable assump-
tions, the sequence (uε)ε converges weakly in H 10 (Ω) to the solution u0 of the reiterated
homogenization problem:
{−div(ahom(x,∇u0)) = f in Ω,
u0 ∈W 1,p0 (Ω).
(1.2)
More recently, Lions, Lukkassen and Persson in [9] considered non-linear periodic
monotone aε’s where aε(x, ξ) = a(x, xε , xε2 , ξ), with ε = 1h and h ∈ N∗, such that a is
periodic in the second and third variables and measurable for all ξ ∈ RN . Moreover it was
assumed that a satisfies a continuity condition of the form
∣∣a(x, y, z, ξ)− a(x, y1, z, ξ)∣∣p  ω(|y1 − y2|)(1 + |ξ |)p,
and the following conditions in ξ :
• there exists β  p and c > 0 such that for all x ∈Ω , ξ1, ξ2 ∈ RN ,
|ξ1 − ξ2|β
(1 + |ξ1| + |ξ2|)β−p  c
(
aε(x, ξ1)− aε(x, ξ2) | ξ1 − ξ2
); (1.3)
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• and
a(x, y, z,0) = 0. (1.5)
The homogenization result is obtained using a method of energy and multiscale conver-
gence (cf. Allaire and Briane [1]).
In this paper, we extend the previous results to the case where aε is of the form:
aε(x, ξ) = a(x, x/ε, x/(εδ(ε)), ξ), where δ(ε) tends to zero along with ε, a satisfies sim-
ilar condition (1.3), with β  max(2,p), (1.4) and (1.5). We only assume that a is of
Carathéodory type. We obtain this result using an extension of the periodic unfolding
method introduced by Cioranescu, Damlamian and Griso [3], suitable for reiterated prob-
lems (see [12] and [14] for homogenization in the nonperiodic case). Moreover, in order
to apply the method for aε as above, we define an unfolding operator with a microscopic
correction.
The plan of the paper is the following: First, we recall the standard results of the un-
folding method and also prove some refinements needed for our case in section two. In
the third section, we define a periodic unfolding operator with a microscopic correction.
In section four, we introduce the reiterated unfolding operator. Then, in sections five and
six, we give the homogenization results in the case of the simple scale and in the reiterated
case. Part of the results of this article were announced in [11].
2. The periodic unfolding operator
The periodic unfolding operator was introduced by Cioranescu, Damlamian and
Griso [3]. We recall the definitions and properties that we will need to define a reiterated
unfolding operator with microscopic correction in order to treat the reiterated homogeniza-
tion problem. The proofs can be found in Cioranescu, Damlamian and Griso [3] for the
Lp(Ω) case and were exposed to the authors for the Lp(RN) case [4]. We state them and
also include some variants which will be useful for the reiterated case.
2.1. Definition of the periodic unfolding operator and Lp properties
In Rn, let Y be a reference cell (e.g., ]0,1[n, or more generally a set having the paving
property with respect to a basis (b1, . . . , bn) defining the periods). For y ∈ Rn, we denote
[y]Y the unique integer combination ∑nj=1 kjbj of the periods such that y − [y]Y belongs
to Y and we set:
{y}Y = y − [y]Y ∈ Y.
Definition 2.1. Let ε > 0, Y be a reference cell and u :RN → S, where S is a set, the
unfolding operator T Yε is defined as follows:
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(x, y) → T Yε (u)(x, y) = u
(
ε
[
x
ε
]
Y
+ εy
)
.
One readily sees that
∀x ∈ RN, T Yε (u)
(
x, {x/ε})= u(x).
Moreover, T Yε (u) is invariant under the action of ZN , that is to say, if ξ ∈ ZN , then
T Yε (u)(x + εξ, y − ξ) = T Yε (u)(x, y).
If u :RN → S and f :S → S′, then
T Yε (f ◦ u) = f ◦ T Yε (u).
In particular if u :RN → S and v :RN → T , the preceding property applied to the projec-
tions P : (u, v) → u and Q : (u, v) → v yields,
T Yε
(
(u, v)
)= (T Yε (u),T Yε (v)).
Therefore, if F :S × T → R,
T Yε
(
F(u, v)
)= F (T Yε (u),T Yε (v)). (2.1)
Useful particular cases are when S = R, T = R and F : (s, t) → st and where S = RN ,
T = RN and F is the dot product.
Remark 1. The previous statements allow to define the unfolded of an operator T Yε (a).
Proposition 2.2. For every u ∈ L1(RN),∫
RN
u(x) dx = 1|Y |
∫
RN×Y
T Yε (u)(x, y)dx dy.
In particular, if 1 p < +∞ and u ∈ Lp(RN), then T Yε (u) ∈ Lp(RN × Y), and∥∥T Yε (u)∥∥Lp(RN×Y) = |Y |1/p‖u‖Lp(RN).
If χA denotes the characteristic function of a measurable set A, the combination of
Proposition 2.2 together with (2.1) yields:
Proposition 2.3. Let A ⊂ RN be measurable. If u ∈ L1(A), then T Yε (χA)T Yε (u) is well-
defined on RN × RN , T Yε (χA)T Yε (u) ∈ L1(RN × Y), and∫
u(x)dx = 1|Y |
∫
N
T Yε (χA)T Yε (u)dx dy.
A R ×Y
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R
N × RN , T Yε (χA)T Yε (u) ∈ Lp(RN × Y) and∥∥T Yε (χA)T Yε (u)∥∥Lp(RN×Y) = |Y |1/p‖u‖Lp(A).
2.2. Unfolding locally summable functions
Since the unfolding operator has a local action, it is natural to examine its effect on
locally summable functions.
Lemma 2.4. For every bounded open set Ω ⊂ RN ×RN , and every ε0 > 0, there is C  1
and a bounded open set Ω ′ ⊂ RN , such that for every u ∈ Lploc(RN), 1  p < +∞, for
every ε < ε0, ∥∥T Yε (u)∥∥Lp(Ω)  C|Y |1/p‖u‖Lp(Ω ′). (2.2)
Proof. The case p > 1 follows from the case p = 1 applied to the function |u|p . We can
thus consider that p = 1.
Assume first that Ω = Ω1 × (ζ + Y). Define:
Ω ′ = {x ∈ RN s.t. d(Ω1, x) < 2ε0(diam(Y )+ |ζ |)}. (2.3)
Note that if x + εζ ∈ Ω1 and y ∈ Y , then |x − ε[x/ε]Y − εy| = |ε{x/ε}Y − εy| < ε, and
therefore ε[x/ε]Y + εy ∈ Ω . This means that T Yε (χΩ ′)  χ(Ω1−εζ )×Y . Therefore, by the
group invariance of the unfolding, and by Proposition 2.3:∫
Ω1×(Y+ζ )
∣∣T Yε (u)∣∣dx dy 
∫
(Ω1−εζ )×Y
∣∣T Yε (u)∣∣dx dy

∫
RN×Y
T Yε (χΩ)
∣∣T Yε (u)∣∣dx dy =
∫
Ω
|u|dx.
In general consider Ω = Ω1 × Ω2. Since Ω2 is bounded, there is a finite collection
(ξi)
m
i=1 in ZN such that
Ω2 ⊂
m⋃
i=1
(Y + ξi).
The proposition is applicable to each of the sets ξi +Y with C = 1 and yields a set Ωi . Let
Ω ′ =⋃i Ωi , C = m. For every ε < ε0, one has finally:∫
Ω1×Ω2
∣∣T Yε (u)∣∣dx dy 
m∑
i=1
∫
Ω1×(ξi+Y)
∣∣T Yε (u)∣∣dx dy
 |Y |
m∑
i=1
∫
i
|u|dx  C|Y |
∫
′
|u|dx. Ω Ω
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L
p
loc(R
N) to Lploc(R
N × RN).
We turn now on to the Lploc convergence properties for 1 p < +∞.
Theorem 2.6. Let (uε)ε, u in Lploc(RN), 1  p < +∞. If uε → u strongly in Lploc(RN),
then
T Yε (uε) → u⊗ 1 strongly in Lploc
(
R
N × RN ) as ε → 0.
Remark 2. Proposition 2.3 shows that the natural domain of the unfolding T Yε (u) of a
function u defined on A is the unfolding of the set A. As we shall see later,
T Yε (χA) → χA×Y ,
in L1loc(R
N × Y). The convergence is in L1(RN × Y) if A has a finite measure. If Ω is a
bounded open set with a Lipschitz boundary, then there is a constant C such that when ε is
sufficiently small,
∥∥T Yε (χΩ)− χΩ×Y∥∥L1(RN×Y)  Cε.
Global convergences follow easily:
Theorem 2.7. Let A ⊂ RN be measurable, (uε)ε, u in Lp(A), 1  p < +∞. If uε → u
strongly in Lp(A), then
T Yε (χA)T Yε (uε) → (χAu)⊗ 1 strongly in Lp
(
R
N × Y ) as ε → 0.
In the following result, we prove that the limit (if it exists) of an unfolding sequence is
periodic.
Lemma 2.8. Let uε ∈ L1loc(RN) (Lploc(RN)) and uˆ ∈ L1loc(RN ×RN) (Lploc(RN ×RN)). If
T Yε (uε)⇀ uˆ ∗weakly inM
(
R
N × RN ) (weakly in Lploc(RN )),
whereM(RN × RN) denotes the Radon measure space, then uˆ is Y -periodic.
Proof. Let ϕ ∈ C(RN × RN) be compactly supported and let ξ ∈ ZN . By the ∗weak con-
vergence of (uε), and the uniform continuity of ϕ,
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RN×RN
ϕ(x, y)
(
uˆ(x, y + ξ)− uˆ(x, y))dx dy
= lim
ε→0
∫
RN×RN
ϕ(x, y)
(T Yε (uε)(x, y + ξ)− T Yε (uε)(x, y))dx dy
= lim
ε→0
∫
RN×RN
ϕ(x, y)
(T Yε (uε)(x + εξ, y)− T Yε (uε)(x, y))dx dy
= lim
ε→0
∫
RN×RN
(
ϕ(x − εξ, y)− ϕ(x, y))T Yε (uε)(x, y)dx dy = 0.
Therefore, uˆ(x, y + ξ)= uˆ(x, y) for every ξ ∈ ZN . 
Remark 3. In particular if,
T Yε (uε)→ uˆ a.e.,
then uˆ is Y -periodic. Indeed, in this case we can assume that |uε| < 1 (otherwise we
consider the sequence arctg(uε)) and uε ⇀ uˆ ∗weakly in M(RN × RN), therefore we
can apply the previous Lemma 2.8.
2.3. Unfolding operator and gradients
In this section we study the properties of the unfolding operator applied on the gradient
of some functions.
If u ∈ W 1,ploc then by Proposition 2.5, T Yε (u) ∈ Lploc(RN × RN) and T Yε (∇u) ∈
L
p
loc(R
N × RN). Moreover, for every test function ϕ ∈D(RN × RN)
∫
RN×RN
∇yϕT Yε (u)dx dy =
∫
RN×RN
∇yϕ(x, y)u
(
ε[x/ε]Y + εy
)
dx dy
= −
∫
RN×RN
ϕ(x, y)ε∇u(ε[x/ε]Y + εy)dx dy = −
∫
RN×RN
ϕεT Yε (∇u)dx dy,
Therefore T Yε (u) is weakly differentiable with respect to y, and
εT Yε (∇u) = ∇y
(T Yε (u)). (2.4)
The following proposition is an important tool for the sequel.
Proposition 2.9. Let (uε)ε be a sequence of W 1,ploc (RN) and let uˆ ∈ Lploc(RN ;RN). If (uε)ε
is bounded in Lp (RN), (ε∇uε)ε is bounded in Lp (RN) andloc loc
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(
R
N × RN ) as ε → 0,
then
εT Yε (∇uε)⇀ ∇yuˆ weakly in Lploc
(
R
N × RN ) as ε → 0.
Moreover uˆ is Y -periodic in y.
For every u ∈ L1loc(Rn), the functions QYε (u) and RYε (u) are defined as follows:
u =QYε (u)+RYε (u), (2.5)
where QYε (w) is a Q1 function such that
QYε (u)(εξk)=
1
|Y |
∫
Y
u(εξk + y)dy. (2.6)
The following properties of QYε (w) and RYε (w) follow from the Poincaré–Wirtinger in-
equality together with a scaling of order ε and a change of coordinate, see [7,3]:
Proposition 2.10. Let ε0 > 0, u ∈ W 1,ploc (RN), Ω ⊂ RN be bounded and open. There is a
bounded open set Ω ′ ⊂ Ω such that for every ε < ε0,
∥∥QYε (u)∥∥W 1,p(Ω)  C‖u‖W 1,p(Ω ′), (2.7a)∥∥RYε (u)∥∥Lp(Ω)  Cε‖∇u‖Lp(Ω ′), (2.7b)∥∥RYε (u)∥∥Lp(Ω)  C‖u‖W 1,p(Ω ′), (2.7c)∥∥RYε (u)∥∥W 1,p(Ω) C‖u‖W 1,p(Ω ′). (2.7d)
2.4. Averaging operator
Definition 2.11. Let ε > 0, Y be a reference cell and u in L1loc(R
N × RN), the averaging
operator UYε is defined as follows:
UYε (u)(x) =
1
|Y |
∫
Y
u
(
ε
[
x
ε
]
Y
+ εz, ε
{
x
ε
}
Y
)
dz.
The following proposition easily follows from a change of coordinate together with
Fubini’s theorem.
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UYε
(T Yε (u))(x) = u(x),
and for every v ∈ L1loc(RN × RN),
T Yε
(UYε (v))(x, y) = 1|Y |
∫
Y
v
(
ε
[
x
ε
]
Y
+ εz, y
)
dz.
Remark 4. Since we consider Lploc(R
N × RN) functions, we cannot define the averaging
operator as the adjoint of the unfolding operator. This is the case in Lp(RN × RN).
Remembering Proposition 2.2 and Proposition 2.12, we deduce:
Proposition 2.13. For every u ∈ L1(RN × Y),
1
|Y |
∫
RN×Y
u(x, y)dx dy =
∫
RN
UYε (u)(x)dx.
In particular, if 1 p < +∞ and u ∈ Lp(RN × Y), then UYε (u) ∈ Lp(RN), and
∥∥UYε (u)∥∥Lp(RN) = |Y |−1/p‖u‖Lp(RN×Y).
Similarly to Lemma 2.4, we prove:
Lemma 2.14. For every bounded open set Ω ⊂ RN , and every ε0 > 0, there are C  1 and
a bounded open set Ω × Y ⊂ Ω ′ ⊂ RN × RN , such that for every u ∈ Lploc(RN × RN),
1 p < +∞, for every ε < ε0,
∥∥UYε (u)∥∥Lp(Ω) C|Y |−1/p‖u‖Lp(Ω ′). (2.8)
Therefore, we have:
Proposition 2.15. For every 1  p < ∞, UYε is a linear and continuous operator from
L
p
loc(R
N × RN) to Lploc(RN).
Proposition 2.16. If 1 p < ∞ and w ∈ Lploc(RN × RN) then
T Yε
(UYε (w))→ w
strongly in Lp (RN × RN) as ε → 0.loc
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We turn now on to the Lp locally convergence equivalence properties for 1 p < +∞.
The following result is in [3].
Theorem 2.17. Let (uε)ε in Lploc(R
N) and uˆ ∈ Lploc(RN × RN), 1  p < +∞. Thefollowing strong convergences are equivalent:
(i) T Yε (uε) → uˆ strongly in Lploc(RN × RN) as ε → 0,
(ii) uε − UYε (uˆ) → 0 strongly in Lploc(RN) as ε → 0.
3. Unfolding operator with microscopic translations
In order to obtain a powerful reiterated homogenization technique, we should under-
stand small perturbation of the unfolding obtained by microscopic translation.
Let γ :RN → RN . The translation operator τγ associated to γ , is defined for
w :RN × RN → S by:
τγ (w)(x, y) = w
(
x, y − γ (x)).
The next propositions follow from measure theory.
Proposition 3.1. If γ and w are both Borel measurable, then τγ (w) is Borel measurable.
If w ∈ L1loc(RN) and ϕ ∈ L∞c (RN), then∫
RN×RN
ϕτγ (w)dx dy =
∫
RN×RN
τ−γ (ϕ)w dx dy.
If w ∈ L1loc(RN) and ∇yw ∈ L1loc(RN), then ∇yτγ w = τγ∇yw ∈ L1loc(RN × RN).
Proposition 3.2. For every open bounded set Ω2 ⊂ RN and C  0, there is a bounded
open set Ω ′2 ⊂ RN such that for every bounded open set Ω1 ⊂ RN , every Borel measurable
function γ :RN → RN and every w ∈ Lploc(RN × RN), if |γ | C on Ω1, then
‖τγw‖Lp(Ω1×Ω2)  ‖w‖Lp(Ω1×Ω ′2).
Now we can consider sequences:
Proposition 3.3. Let w,wε ∈ Lploc(RN × RN), 1  p < +∞. Let γ, γε :RN → RN be
Borel measurable such that the sequence (γε) is bounded in L∞loc(RN) and γε → γ
almost everywhere. If wε → w strongly in Lp (RN × RN), then τγεwε → τγw stronglyloc
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N × RN). If wε ⇀ w weakly in Lploc(RN × RN), then τγεwε ⇀ τγw weakly in
L
p
loc(R
N × RN).
Proof. Using Proposition 3.2, we deduce that for all ε,
‖τγεwε‖Lp(Ω1×Ω2)  ‖wε‖Lp(Ω1×Ω ′2),
hence this gives the strong convergence.
Let ϕ be in D(Ω1 ×Ω2). We have:
∫
RN
τγε (wε)ϕ dx =
∫
RN
wετ−γε (ϕ)dx.
Consequently, using that τ−γεϕ → τ−γ ϕ strongly in Lq(Ω1 ×Ω2), we obtain that
∫
RN
τγε (wε)ϕ dx →
∫
RN
wτ−γ (ϕ)dx =
∫
RN
τγ (w)ϕ dx. 
Now let us see how the microscopic translation interacts with the unfolding. Let
T Yε,γε (u)(x, y) = τγεT Yε (u)(x, y) = u
(
ε[x/ε]Y + ε
(
y − γε(x)
))
.
Proposition 3.4 (Relationships with unfolding). If u ∈ L1(RN), then
∫
RN
udx = 1|Y |
∫
RN×RN
τγε (χRN×Y )T Yε,γε (u)dx dy.
Suppose the sequence (γε) is bounded in L∞loc(RN) and γε → 0 almost everywhere. If
uε → u strongly in Lploc(RN), then
T Yε,γε (uε) → u⊗ 1
strongly in Lploc(RN) as ε → 0.
Proof. The integration formula follows from Proposition 3.1 and Proposition 3.2. The
convergence result comes from Proposition 3.3, Theorem 2.6 together with Proposi-
tion 3.2. 
Remark 5. Proposition 3.2 and Proposition 3.4 imply that we have the equivalent of
Lemma 2.4 and Proposition 2.5 for T Yε,γ .ε
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f g =
∫
RN
f (x, y)g(x)dx. (3.1)
The following result is the main result of this section. In the case where there is no
microscopic translation, this is a result of [3]. In order to have a reiterated operator we add
the strong convergence (3.4).
Theorem 3.5. Suppose the sequence (γε) is bounded in L∞loc(RN) and γε → 0 almost
everywhere. Let (uε)ε be a sequence of W 1,ploc (RN). If uε ⇀ u weakly in W 1,ploc (RN), then,
QYε (uε)⇀ u weakly in W 1,ploc
(
R
N
)
, (3.2)
T Yε,γε
(∇QYε (uε))⇀ ∇u⊗ 1 weakly in Lploc(RN × RN ). (3.3)
More precisely, for every ϕ ∈D(RN),
T Yε,γε
(∇QYε (uε))ϕ →
∫
RN
ϕ∇udx strongly in Lploc
(
R
N
)
. (3.4)
Moreover there exists uˆ in Lploc(R
N ×RN) such that for a subsequence (not relabeled), the
following convergences hold:
1
ε
T Yε,γε
(RYε (uε))⇀ uˆ weakly in Lploc(RN × RN ), (3.5)
T Yε,γε
(∇RYε (uε))⇀ ∇yuˆ weakly in Lploc(RN × RN ), (3.6)
T Yε,γε (∇uε)⇀ ∇u⊗ 1 + ∇yuˆ weakly in Lploc
(
R
N × RN ), (3.7)
as ε goes to zero. Additionally, uˆ is a Y -periodic function in y.
Proof. By (2.7b), we have:
QYε (uε) → u strongly in Lploc
(
R
N
)
. (3.8)
Therefore, since QYε (uε) is bounded in W 1,ploc (RN),
QYε (uε)⇀ u weakly in W 1,ploc
(
R
N
)
.
With Proposition 2.5 and Proposition 3.3, the convergence (3.8) also yields:
T Yε,γ
(QYε (uε))→ u⊗ 1 strongly in Lp (RN × RN ).ε loc
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sequence (wε) in Lploc(R
N) by:
wε(y) = T Yε,γε
(∇QYε (uε))ϕ.
The elements of the sequence (wε) are Q1 affine functions. The space of Q1 affine func-
tions is locally finite-dimensional, so that any bounded set is strongly relatively compact
for the Lploc(R
N) topology. By (2.7a) and Proposition 2.5, the sequence (wε) is bounded
and thus relatively compact in Lploc(R
N). Let w be an accumulation point of the sequence
(wε). The function w is Q1 affine. Moreover recalling Lemma 2.8, we see that w is peri-
odic. Since w is Q1 affine and periodic, w must be constant. Using the convergence (3.2),
one has:
w(x) = 1|Y |
∫
Y
w dy = lim
ε→0
1
|Y |
∫
Y
wε dy
= lim
ε→0
∫
RN×Y
ϕ(x)T Yε,γε
(∇QYε (uε))dx dy
= lim
ε→0
∫
RN×Y
T Yε,γε (ϕ)T Yε,γε
(∇QYε (uε))dx dy
= lim
ε→0
∫
RN
ϕ∇QYε (uε) =
∫
RN
ϕ∇udx.
This shows that wε has a unique accumulation point, therefore, as ε → 0,
wε →
∫
RN
ϕ∇udx.
This establishes (3.4). Since T Yε,γε (∇QYε (uε)) is bounded in Lploc(RN × RN) this gives the
convergence (3.3).
The convergences (3.5) and (3.6) come as follows. By (2.7d), the sequence (∇RYε (uε))ε
is bounded in Lploc(R
N) and by (2.7b) the sequence (ε−1RYε (uε))ε is bounded in Lploc(RN).
Therefore, Proposition 2.9 is applicable. This gives (3.6) and the Y -periodicity of uˆ.
The last convergence (3.7) comes from the decomposition:
T Yε,γε (∇uε) = T Yε,γε
(∇QYε (uε))+ T Yε,γε(∇RYε (uε)). 
4. Composition of unfolding operators
In this section we compose unfolding operators with the following convention:
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For simplicity, we will state the result for a composition of two unfolding operators, but
the composition of any number of unfolding operators would be similar.
Let Y and Z be two reference cells (sets having the paving property with respect to basis,
defining the periods, (b1, . . . , bN) and (c1, . . . , cN), respectively). For ε > 0 and δ(ε) > 0,
with limε→0 δ(ε) = 0, u :RN → X, where X is a set, the composition of the unfolding
operators associated to Y and Z with τγε in between, where γε is a bounded sequence of
L∞loc(RN),
T Zδ(ε)
(
τγε
(T Yε (u)))= T Zδ(ε)(T Yε,γε (u)),
is defined as follows:
T Zδ(ε)
(T Yε,γε (u)) :RN × RN × RN → X
(x,y, z) → u
(
ε
[
x
ε
]
Y
+ εδ(ε)
[
y
δ(ε)
]
Z
+ εδ(ε)z− εγε(x)
)
.
We immediately see that for all x ∈Ω , we have:
T Zδ(ε)
(T Yε,γε (u))
(
x,
{
x
ε
}
Y
,
{ { x
ε
}Y
δ(ε)
}
Z
+ γε(x)
δ(ε)
)
= u(x).
We also have the integration formula:
∫
RN
udx = 1|Y ||Z|
∫
RN×RN×Z
T Zδ(ε)
(
τγε (χRN×Y )
)T Zδ(ε)(T Yε,γε (u))dx dy dz.
Remark 6. Proposition 3.2 and Proposition 3.4 imply that we have the equivalent of
Lemma 2.4 and Proposition 2.5 for T Zδ(ε)(T Yε,γε (u)).
The following result is the main result of this section:
Theorem 4.1. Let (uε)ε be a sequence of W 1,ploc (RN) such that, uε ⇀ u weakly in
W
1,p
loc (R
N). Suppose the sequence (γε) is bounded in L∞loc(RN) and γε → 0 almost every-
where. Then,
T Zδ(ε)
(T Yε,γε(∇QYε (uε)))→ ∇u⊗ 1 ⊗ 1, (4.1a)
strongly in Lploc(RN ×RN ×RN). Moreover, there exists a subsequence (not relabeled), uˆ
in Lploc(R
N × RN) and u˜ in Lploc(RN × RN × RN) such that the following convergences
hold:
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δ(ε)
T Zδ(ε)
(
1
ε
T Yε,γε
(RYε (uε))
)
⇀ u˜, (4.1b)
T Zδ(ε)
(T Yε,γε (∇uε))⇀ ∇u⊗ 1 ⊗ 1 + ∇yuˆ⊗ 1 + ∇zu˜, (4.1c)
weakly in Lploc(RN × RN × RN) as ε goes to zero. Additionally, uˆ is Y -periodic and u˜ is
Z-periodic.
Proof. Let ϕ ∈D(RN). By Theorem 3.5, we know that
T Yε,γε
(∇QYε (uε))ϕ → ∇u⊗ 1ϕ strongly in Lploc(RN ), as ε → 0.
Therefore, by Theorem 2.6,
T Zδ(ε)
(T Yε,γε(∇QYε (uε))ϕ)→ (∇u⊗ 1ϕ)⊗ 1 strongly in Lploc(RN ), as ε → 0.
By Fubini’s theorem,
T Zδ(ε)
(T Yε,γε(∇QYε (uε)))ϕ → (∇u⊗ 1 ⊗ 1)ϕ strongly in Lploc(RN × RN ), as ε → 0.
Since by Fubini’s theorem, Proposition 2.5, Proposition 2.10 together with Proposition 3.2,
the sequence (T Zδ(ε)(T Yε,γε (∇QYε (uε))))ε is bounded in Lploc(RN × RN × RN), we obtain(4.1a).
Next apply Theorem 3.5 to the sequence (uε)ε in order to obtain uˆ and the correspond-
ing converging subsequence (uε). Then applying Fubini’s theorem, and twice Proposi-
tion 2.5 and Proposition 2.10, (2.7d) and Proposition 3.2, we obtain that the sequence
( 1
δ(ε)
T Zδ(ε)(RZδ(ε)( 1εT Yε,γε (RYε (uε)))))ε is bounded in L
p
loc(R
N ×RN ×RN). Therefore, there
exists u˜ ∈ Lploc(RN × RN × RN) and a subsequence of our subsequence such that
1
δ(ε)
T Zδ(ε)
(
RZδ(ε)
(
1
ε
T Yε,γε
(RYε (uε))
))
⇀ u˜, (4.2)
weakly in Lploc(R
N × RN × RN) as ε goes to zero. This is (4.1b).
Finally, let ϕ ∈D(RN) be a test function.
Consider the sequence
vε = 1
ε
T Yε,γεRYε (uε)ϕ.
By Theorem 3.5,
vε ⇀ v = uˆϕ weakly in W 1,p
(
R
N
)
. (4.3)loc
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operator T Zδ(ε), this gives the existence of vˆ and the following weak convergence for a
subsequence
1
δ(ε)
T Zδ(ε)
(RZδ(ε)(vε))⇀ vˆ weakly in Lploc(RN × RN ). (4.4)
Recalling next (4.2), we deduce that
vˆ = u˜ϕ. (4.5)
Additionally, the convergence (3.7) in Theorem 3.5 gives that
T Zδ(ε)(∇yvε)⇀ ∇yv ⊗ 1 + ∇zvˆ weakly in Lploc
(
R
N × RN ;RN ), (4.6)
hence using (4.5), the fact that ∇y(uˆϕ)⊗ 1 = ∇yv ⊗ 1 together with the definition of vε ,
we obtain:
1
δ(ε)
∇zT Zδ(ε)
(
1
ε
T Yε,γε
(RYε (uε))
)
ϕ
= T Zδ(ε)
(
∇y 1
ε
T Yε,γε
(RYε (uε))
)
ϕ ⇀∇yuˆ⊗ 1ϕ + ∇zv˜ ϕ, (4.7)
weakly in Lploc(R
N × RN ;RN). Since the sequence T Zδ(ε)( 1εT Yε,γε (RYε (uε)))ε is bounded in
L
p
loc(R
N × RN × RN), we have,
1
δ(ε)
∇zT Zδ(ε)
(
1
ε
T Yε,γε
(RYε (uε))
)
= T Zδ(ε)
(
∇y 1
ε
T Yε,γε
(RYε (uε))
)
⇀∇yuˆ⊗ 1 + ∇zv˜,
weakly in Lploc(R
N × RN × RN). The convergence (4.1c) follows. 
We can compose the averaging operators with a translation in between: for u in
L1loc(R
N × RN × RN), we can define:
UYε
(
τ−γεUZδ(ε)(u)
)
,
with the convention that the averaging operator acts on the two last variables.
Then we have for 1 p < +∞,
Theorem 4.2. Let (uε)ε be in Lploc(R
N) and uˆ ∈ Lploc(RN × RN), 1 p < +∞. Suppose
the sequence (γε) is bounded in L∞loc(RN) and γε → 0 almost everywhere. The following
strong equivalences are equivalent:
(i) T Zδ(ε)(T Yε,γε (uε)) → uˆ strongly in Lploc(RN × RN × RN) as ε → 0,
(ii) uε − UYε (τ−γεUZ (uˆ)) → 0 strongly in Lp (RN) as ε → 0.δ(ε) loc
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T Zδ(ε)
(T Yε,γε (uε))→ uˆ strongly in Lploc(RN × RN × RN ) as ε → 0, and
T Yε,γε (uε)− UZδ(ε)(uˆ)→ 0 strongly in Lploc
(
R
N × RN ) as ε → 0.
Then we obtain the equivalence with
T Yε (uε)− τ−γεUZδ(ε)(uˆ) → 0 strongly in Lploc
(
R
N × RN ) as ε → 0,
and applying again Theorem 2.17 with UYε , this gives the equivalence with
uε − UYε
(
τ−γεUZδ(ε)(uˆ)
)→ 0 strongly in Lploc(RN ) as ε → 0. 
5. Homogenization results
In this section, we give an homogenization result in the case of one scale, applying the
unfolding method together with the approach of [9]. For the linear case this is the approach
of [3].
Theorem 5.1. Let 1 <p < ∞, p−1 + q−1 = 1, Ω be a bounded open set, aε :Ω × RN →
R
N
, with aε(. , ξ) measurable for all ξ ∈ RN and aε(x, .) continuous for almost all x ∈ Ω ,
be such that
• there exists β max(2,p) and c > 0 such that for all x ∈Ω , ξ1, ξ2 ∈ RN ,
|ξ1 − ξ2|β
(1 + |ξ1| + |ξ2|)β−p  c
(
aε(x, ξ1)− aε(x, ξ2) | ξ1 − ξ2
)
, (5.1)
• there exists C > 0 such that for all x ∈ Ω and ξ ∈ RN ,
∣∣aε(x, ξ)∣∣ C(1 + |ξ |p−1), (5.2)
• and
aε(x,0) = 0 for all x ∈Ω. (5.3)
Furthermore, we assume that there exists a cell Y such that for almost every (x, y) ∈
R
N × RN ,
T Yε (χΩaε)(x, y, ξ) → χΩ×RN a0(x, y, ξ), as ε → 0, (5.4)
where a0(x, y, ξ) is of Carathéodory type.
Let fε ∈ W−1,q (Ω) be such that fε → f strongly in W−1,q (Ω).
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Ω
(aε(x,∇uε) | ∇ϕ)dx =
∫
Ω
fεϕ dx,
∀ϕ ∈W 1,p0 (Ω),
(5.5)
then
uε ⇀ u0 weakly in W 1,p0 (Ω),
where u0 is the first term of the unique solution (u0, uˆ) of the following variational prob-
lem:

u0 ∈ W 1,p0 (Ω), uˆ ∈ Lp(Ω;W 1,pper (Y )), with
∫
Y
uˆ(x, y)dy = 0,
∀Ψ ∈W 1,p0 (Ω),∀Φ ∈ Lp(Ω;W 1,pper (Y )),
1
|Y |
∫
Ω×Y (a0(x, y,∇xu0 + ∇yuˆ) | ∇xΨ (x)+ ∇yΦ(x, y))dx dy =
∫
Ω
fΨ dx.
(5.6)
Moreover, the following strong convergences hold
T Yε (χΩ)T Yε (∇uε) → χΩ×RN (∇xu0 + ∇yuˆ) in Lp(RN × Y), as ε → 0,
∇uε − ∇xu0 − UYε (χΩ×RN∇yuˆ) → 0 in Lp(Ω), as ε → 0.
Remark 7. Theorem 5.1 implies for example the homogenization result obtained by Wall
[15], and Lukkasen and Wall [10].
The previous result easily extends to the case of equations with different boundary con-
ditions for which a variational formulation holds. For example, for the Neumann problem,
we state the following:
Theorem 5.2. Under the same assumptions on aε , a0 and fε , if moreover, Ω is connected
and has a Lipschitz boundary and ∫
Ω
fε dx = 0,
if uε ∈W 1,p(Ω) denotes the unique solution of :

∫
Ω
uε dx = 0,∫
Ω
(aε(x,∇uε) | ∇ϕ)dx =
∫
Ω
fεϕ dx,
∀ϕ ∈W 1,p(Ω),
(5.7)
then we have,
uε ⇀ u0 weakly in W 1,p(Ω),
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lem:

u0 ∈W 1,p(Ω), uˆ ∈ Lp(Ω;W 1,pper (Y )), with
∫
Y
uˆ(x, y)dy = 0, and ∫
Ω
u0 dx = 0,
∀Ψ ∈ W 1,p0 (Ω),∀Φ ∈ Lp(Ω;W 1,pper (Y )),
1
|Y |
∫
Ω×Y (a0(x, y,∇xu0 + ∇yuˆ) | ∇xΨ (x)+ ∇yΦ(x, y))dx dy =
∫
Ω
fΨ dx.
(5.8)
Moreover, the following strong convergences hold:
T Yε (χΩ)T Yε (∇uε)→ χΩ×RN (∇xu0 + ∇yuˆ) in Lp
(
R
N × Y ), as ε → 0,
∇uε − ∇xu0 − UYε (χΩ×RN∇yuˆ) → 0 in Lp(Ω), as ε → 0
where u0 has been extended to RN by a continuous extension operator.
Proof of Theorem 5.1. We know from [8], that there exists a unique solution of problem
(5.5) for each ε. Let uε be the extension of the solution to problem (5.5).
First we establish the weak convergence of the unfolded sequences. It is classical, see
[9], to deduce that the sequence (uε)ε is bounded in W 1,p(RN). To see this, let a, b, η > 0,
Young’s inequality gives:
ab p
β
η
− β
p a
β
p + β − p
β
η
β
β−p a
β
β−p ,
hence using (5.3) and (5.1), we deduce that
|ξ |p = (1 + |ξ |)p(p−β)|ξ |p(1 + |ξ |)p(β−p)
 p
β
η
−β
p
(
1 + |ξ |)p−β |ξ |β + β − p
β
η
β
β−p
(
1 + |ξ |)p
 p
β
η
−β
p
(
aε(x, ξ) | ξ
)+ 2p−1 β − p
β
η
β
β−p
(
1 + |ξ |p).
Next, by choosing η sufficiently small, we deduce that there exits C > 0 such that for all
x ∈Ω and ξ ∈ RN , the following inequality holds:
|ξ |p  C(1 + (aε(x, ξ) | ξ)). (5.9)
The sequence (uε)ε is bounded in W 1,p(Ω). Indeed, choose uε in (5.5), it follows from
(5.9) that ∫
Ω
|∇uε|p dx  C
∫
Ω
(
1 + (aε(x,∇uε) | ∇uε))dx
 C
(|Ω| + ‖fε‖W−1,q (Ω)‖uε‖W 1,p(Ω))
 C
(
1 + ‖uε‖W 1,p(Ω)
)
. (5.10)
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‖uε‖W 1,p(Ω)  1, using that the two norms ‖.‖W 1,p(Ω) and ‖∇.‖Lp(Ω) are equivalent on
W
1,p
0 (Ω), together with (5.10), we deduce that
‖uε‖W 1,p(Ω)  C.
Up to a subsequence, uε ⇀ u0 weakly in W 1,p(Ω). By Theorem 3.5, there is uˆ ∈
Lp(Ω;W 1,pper (Y )) such that
{T Yε (uε)⇀ u0 weakly in Lp(RN ;W 1,p(Y )),
T Yε (∇uε)⇀∇xu0 + ∇yuˆ weakly in Lp(RN × Y ;RN).
Similarly, the sequence T Yε (χΩ)(T Yε (aε)(x, y,T Yε (∇uε))) is bounded in Lq(RN ×Y). Up
to a subsequence, there is η ∈ Lq(RN × Y) such that
T Yε (χΩ)T Yε (aε)
(
x, y,T Yε (∇uε)
)
⇀η weakly in Lq
(
R
N × Y ).
We are now ready to obtain a first homogenized equation. For the test function vε ∈
W
1,p
0 (Ω), that we extend to R
N
, we have by Proposition 2.3:
1
|Y |
∫
RN×Y
T Yε (χΩ)
(T Yε (aε)(x, y,T Yε (∇uε)) | T Yε (∇uε))dx dy =
∫
Ω
fεvε dx.
If vε = Ψ ∈D(Ω), and if ε → 0, since by Theorem 2.6, T Yε (∇Ψ ) → ∇Ψ ⊗ 1 strongly in
Lp(RN × Y), we obtain:
1
|Y |
∫
Ω×Y
(
η(x, y) | ∇Ψ (x))dx dy = ∫
Ω
fΨ dx.
For ϕ ∈ D(Ω) and ψ ∈ W 1,pper (Y ), consider vε(x) = εϕ(x)ψ(x/ε). The sequence vε con-
verges weakly to 0 in W 1,p(Ω) while the unfolded sequence T Yε (∇vε) converges strongly
to ϕ(x)∇ψ(y) in Lp(Ω;W 1,pper (Y )), hence
1
|Y |
∫
Ω×Y
(
η(x, y) | ϕ(x)∇ψ(y))dx dy = 0.
From the previous statement and the density of test functions vε in Lp(Ω;W 1,pper (Y )), we
deduce that for all Φ ∈ Lp(Ω;W 1,pper (Y )),
1
|Y |
∫ (
η(x, y) | ∇yΦ(x, y)
)
dx dy = 0.Ω×Y
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we see that∫
RN×Y
T Yε (χΩ)
∣∣∇xu0 + ∇yuˆ− T Yε (∇uε)∣∣p dx dy

( ∫
RN×Y
T Yε (χΩ)
(
1 + |∇xu0 + ∇yuˆ| +
∣∣T Yε (∇uε)∣∣)p dx dy
)1−p/β
×
( ∫
RN×Y
T Yε (χΩ)|∇xu0 + ∇yuˆ− T Yε (∇uε)|β
(1 + |∇xu0 + ∇yuˆ| + |T Yε (∇uε)|)β−p
dx dy
)p/β
.
Since T Yε (χΩ)T Yε (∇uε) converges weakly in Lp(RN × Y ;RN), thanks to the fact that
(T Yε (χΩ))ε is bounded in L∞(RN ×RN) and converges almost everywhere, the first factor
in the right-hand side is bounded as ε → 0 since the unfolded operator T Yε (aε) enjoys the
same monotonicity property (5.1) as aε , we have:
∫
RN×Y
T Yε (χΩ)|∇xu0 + ∇yuˆ− T Yε (∇uε)|β
(1 + |∇xu0 + ∇yuˆ| + |T Yε (∇uε)|)β−p
dx dy
 c
∫
RN×Y
T Yε (χΩ)
(T Yε (aε)(x, y,∇xu0 + ∇yuˆ)− T Yε (aε)(x, y,T Yε (∇uε)) |
∇xu0 + ∇yuˆ− T Yε (∇uε)
)
dx dy.
We need to prove that the right-hand side goes to 0 as ε → 0. First, by Proposition 2.3,
1
|Y |
∫
RN×Y
T Yε (χΩ)
(T Yε (aε)(x, y,T Yε (∇uε)) | T Yε (∇uε))dx dy
=
∫
Ω
fεuε dx →
∫
Ω
f u0 dx
while the weak convergence of T Yε (χΩ)(T Yε (aε)(x, y,T Yε (∇uε))) to η previously
established yields:
1
|Y |
∫
RN×Y
T Yε (χΩ)
(T Yε (aε)(x, y,T Yε (∇uε)) | ∇xu0 + ∇yuˆ)dx dy
→ 1|Y |
∫ (
η(x, y) | ∇xu0∇yuˆ
)
dx dy =
∫
f u0 dx.
Ω×Y Ω
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∫
RN×Y
T Yε (χΩ)
(T Yε (aε)(x, y,∇xu0 + ∇yuˆ) | ∇xu0 + ∇yuˆ− T Yε (∇uε))dx dy → 0.
Since ∇xu0 + ∇yuˆ− T Yε (∇uε)⇀ 0 weakly in Lp(RN × Y ;RN), the strong convergence
of
T Yε (aε)(x, y,∇xu0 + ∇yuˆ),
in Lq(RN ×Y) would be sufficient. This follows from Lebesgue’s dominated convergence
theorem. One has:
χΩ×Y a0(x, y,∇xu0 + ∇yuˆ)− T Yε (χΩ)T Yε (aε)(x, y,∇xu0 + ∇yuˆ) → 0,
for almost every (x, y) ∈ RN × Y , while
∣∣χΩ×Y a0(x, y,∇xu0 + ∇yuˆ)− T Yε (χΩ)T Yε (aε)(x, y,∇xu0 + ∇yuˆ)∣∣q
 C
(
1 + |∇xu0 + ∇yuˆ|p−1
)q
.
Hence we have just proved that T Yε (χΩ)T Yε (∇uε) → χΩ×Y (∇xu0 + ∇yuˆ) strongly in
Lp(RN × Y) as ε → 0.
Finally we prove that η(x, y) = a0(x, y,∇xu0 + ∇yuˆ), this will follow from the strong
convergence:
T Yε (χΩ)T Yε (aε)
(
x, y,T Yε (∇uε)
)→ χΩ×Y a0(x, y,∇xu0 + ∇yuˆ), (5.11)
in Lq(RN ×RN). Up to a subsequence, T Yε (χΩ)T Yε (∇uε) → χΩ×Y (∇xu0 +∇yuˆ) almost
everywhere and there is g ∈ Lp(RN × RN) such that
∣∣T Yε (χΩ)T Yε (∇uε)∣∣ g.
By Lemma 5.3, (5.11) occurs for almost every x, y ∈ RN × RN . Moreover,
T Yε (χΩ)T Yε (aε)
(
x, y,T Yε (∇uε)
)
 C
(
1 + |g|p−1).
The strong convergence (5.11) in Lq(RN × RN) follows from Lebesgue’s monotone
convergence theorem.
It remains to prove the corrector result. Recalling Proposition 2.12, and the strong con-
vergence T Yε (χΩ)T Yε (∇uε) → χΩ×Y (∇xu0 + ∇yuˆ) in Lp(RN × Y) as ε → 0, we deduce
that
χΩ∇uε − UYε
(
χΩ×RN (∇u0 ⊗ 1 + ∇yuˆ)
)→ 0,
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∥∥UYε (χΩ×RN∇u0 ⊗ 1)− χΩ∇u0∥∥Lp(RN)
= ∥∥UYε (χΩ×RN∇u0 ⊗ 1)− UYε (T Yε (χΩ∇u0))∥∥Lp(RN)
= 1|Y |1/p
∥∥χΩ×RN∇u0 ⊗ 1 − T Yε (χΩ∇u0)∥∥Lp(RN×Y),
therefore, recalling Theorem 2.7, we deduce that the previous expression tends to zero as
ε goes to zero. 
Lemma 5.3. Let G ⊂ RN be open, an :G → RN and a :G → RN . Suppose for every
ξ1, ξ2 ∈ G, (
an(ξ1)− an(ξ2) | ξ1 − ξ2
)
 0,
and a is continuous. If for every ξ ∈ G, an(ξ) → a(ξ) as n → ∞, then for every ζ ∈ G,
there is a neighborhood V  ζ and n0 such that for every n n0,∣∣an(ξ)− a(ξ)∣∣ ε for every ξ ∈ V.
Proof. Let ζ ∈ G and ε > 0. Since a is continuous, there is δ > 0 such that for every
ξ1, ξ2 ∈ B(ζ, δ), ∣∣a(ξ1)− a(ξ2)∣∣< ε.
Let (ζ0, . . . , ζN ) be the vertices of a regular simplex S centered around ζ and contained in
B(ζ, δ). Since an converges pointwise, there is n0 such that if n 0, then for 0 k N ,∣∣an(ζk)− a(ζk)∣∣ ε.
Let V be the open simplex generated by ((ζ + ζk)/2)Nk=0. For every ξ ∈ V and 1 k N ,
by the monotonicity assumption on a, we have:(
an(ξ)− a(ξ) | ζk − ξ
)

(
an(ζk)− a(ζk) | ζk − ξ
)+ (a(ζk)− a(ζ ) | ζk − ξ) 2δε.
By convexity, for every θ ∈ S,(
an(ξ)− a(ξ) | ζk − θ
)
 2δε.
There is cN > 0 which depends only on N such that for ξ ∈ S, B(ξ, cNδ) ⊂ V . Hence, for
every θ ∈ B(0,1),
(
an(ξ)− a(ξ) | θ
)= 1
cNδ
(
an(ξ)− a(ξ) | (ζ + cNδθ)− ζ
)
 2ε/cN,
therefore |an(ξ)− a(ξ)| 2ε/cN . 
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we can use maximal monotonicity arguments and this is the object of [6] in which we
deal with periodic homogenization for maximal monotone graph which are not necessarily
univalued.
Remark 9. An important example is the case where
aε(x, ξ) = a(x, x/ε, ξ),
where a is Y -periodic with respect to its second variable and is continuous with respect to
its first variable. In this case for almost every (x, y) ∈ RN × RN , we easily see that
T Yε (χΩaε)(x, y, ξ) → χΩ×RN a(x, y, ξ),
as ε goes to zero.
6. Reiterated homogenization
Now we show how to use the reiterated unfolding operator with some microscopic trans-
lation and apply it to the case of several small scales. For simplicity, we treat the case of
two small scales.
Theorem 6.1. Let 1 < p < ∞, p−1 + q−1 = 1, Ω be a bounded open set. Let aε :Ω ×
R
N → RN , with aε(. , ξ) measurable for all ξ ∈ RN and aε(x, .) continuous for almost all
x ∈Ω , be such that
• there exists β max(2,p) and c > 0 such that for all x ∈ Ω , ξ1, ξ2 ∈ RN ,
|ξ1 − ξ2|β
(1 + |ξ1| + |ξ2|)β−p  c
(
aε(x, ξ1)− aε(x, ξ2) | ξ1 − ξ2
)
, (6.1)
• there exists C > 0 such that for all x ∈ Ω and ξ ∈ RN ,
∣∣aε(x, ξ)∣∣ C(1 + |ξ |p−1), (6.2)
• and
aε(x,0) = 0 for all x ∈Ω. (6.3)
Let us assume that there exist two cells Y and Z such that for almost every (x, y, z) ∈
R
N × RN × RN ,
T Z (T Yε,γ (χΩaε))(x, y, z, ξ) → χΩ×RN×RN a0(x, y, z, ξ), (6.4)δ(ε) ε
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assume that the sequence γε is as follows:
γε(x) = δ(ε)
{[x/ε]Y /δ(ε)}Z.
Let fε ∈ W−1,q (Ω) be such that fε → f strongly in W−1,q (Ω).
If uε ∈W 1,p0 (Ω) is the unique solution of the problem:
∫
Ω
(
aε(x,∇uε) | ∇ϕ
)
dx =
∫
Ω
fεϕ dx, ∀ϕ ∈ W 1,p0 (Ω), (6.5)
then,
uε ⇀ u0 weakly in W 1,p0 (Ω), as ε → 0.
Moreover, u0 is the first term of the unique solution (u0, uˆ, u˜) of the variational problem:


u0 ∈W 1,p0 (Ω), uˆ ∈ Lp(Ω;W 1,pper (Y )), with
∫
Y
uˆ(x, y)dy = 0,
and u˜ ∈ Lp(Ω × Y ;W 1,pper (Z)), with
∫
Z
u˜(x, y, z)dz = 0,
∀Ψ ∈ W 1,p0 (Ω),∀Φ ∈ Lp(Ω;W 1,pper (Y )),∀Θ ∈ Lp(Ω × Y ;W 1,pper (Z))
1
|Y ||Z|
∫
Ω×Y×Z
(
b(x, y, z,∇xu0 + ∇yuˆ+ ∇zu˜) |
∇xΨ (x)+ ∇yΦ(x, y)+ ∇zΘ(x, y, z)
)
dx dy dz = ∫
Ω
fΨ dx.
(6.6)
Furthermore, the following strong convergence holds, when ε goes to zero,
T Zδ(ε)
(T Yε,γε (∇uε))→ ∇xu0 + ∇yuˆ+ ∇zu˜ in Lp(Ω × Y ×Z;RN ).
Proof. The proof is done exactly as in Theorem 5.1 except for the choice of the test func-
tion in the first step. If vε = Ψ ∈D(Ω), and if ε → 0, we obtain:
1
|Y ||Z|
∫
Ω×Y×Z
(
η(x, y, z) | ∇Ψ (x))dx dy dz = ∫
Ω
fΨ dx.
For ϕ ∈ D(Ω) and ψ ∈ W 1,pper (Y ), consider vε(x) = εϕ(x)ψ(x/ε). The sequence vε con-
verges weakly to 0 in W 1,p(Ω) while the unfolded sequence T Zδ(ε)(T Yε,γε (∇vε)) converges
strongly to ϕ(x)∇ψ(y) in Lp(Ω;W 1,pper (Y )), hence
1
|Y ||Z|
∫ (
η(x, y, z) | ϕ(x)∇ψ(y))dx dy dz = 0.Ω×Y×Z
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wε(x) = εδ(ε)ϕ(x)ψ(x/ε)θ
(
x + εγε − εδ(ε){[x/ε]Y /δ(ε)}Z
εδ(ε)
)
.
We immediately see that
wε(x) = εδ(ε)ϕ(x)ψ(x/ε)θ
(
x
εδ(ε)
)
.
The sequence wε converges weakly to 0 in W 1,p(Ω) while the unfolded sequence
T Zδ(ε)(T Yε,γε (∇wε)) converges strongly to ϕ(x)ψ(y)∇θ(z) in Lp(Ω;W 1,pper (Y )), hence
1
|Y ||Z|
∫
Ω×Y×Z
(
η(x, y, z) | ϕ(x)∇ψ(y))dx dy dz = 0.
From the previous statement and the density of test functions vε in Lp(Ω;W 1,pper (Y ))
and wε in Lp(Ω × Y ;W 1,pper (Z)) we deduce that for all Φ ∈ Lp(Ω;W 1,pper (Y )) and
Θ ∈ Lp(Ω × Y ;W 1,pper (Z)):
1
|Y ||Z|
∫
Ω×Y×Z
(
η(x, y, z) | ∇yΦ(x, y)
)
dx dy dz = 0,
and
1
|Y ||Z|
∫
Ω×Y×Z
(
η(x, y, z) | ∇zΘ(x, y, z)
)
dx dy dz = 0, 
Remark 10. An important example is the case:
aε(x, ξ)= a
(
x, x/ε, x/
(
εδ(ε)
)
, ξ
)
,
where a is Y -periodic with respect to its second variable and Z-periodic with respect to its
third variable, and is continuous with respect to its first two variables. We recall that
γε(x) = δ(ε)
{[x/ε]Y /δ(ε)}Z.
In this case, for almost every (x, y, z) ∈ RN , we easily see that
T Zδ(ε)
(T Yε,γε (χΩaε))(x, y, z, ξ) → χΩ×RN×RN a(x, y, z, ξ).
This generalizes the results of [9] in which it was necessary to assume a stronger condition
on a(x, . , z, ξ).
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Theorem 6.2. We have the following strong convergences in Lp(Ω):
∇xuε − ∇xu0 ⊗ 1 ⊗ 1 − UYε
(
τ−γεUZδ(ε)(χΩ×Y×RN∇yuˆ⊗ 1)
)
−UYε
(
τ−γεUZδ(ε)(χΩ×Y×RN∇zu˜)
)→ 0.
Remark 11. As a particular case, Theorem 6.1 applies to the following situation:
Ω = Ω1 ∪ Ω2, with Ω1,Ω2 disjoint Lipschitzian open sets and aε(x, ξ) is such that
aε(x, ξ) = a1(x, ξ) if x ∈Ω1 and
aε(x, ξ) = a2
(
x,
x
ε
,
x
εδ(ε)
, ξ
)
,
if x ∈ Ω2, where a1 and a2 are continuous with respect to every argument and satisfy (5.1),
(5.2). This is more general than what was treated in [9].
Remark 12. As in the linear case, see [3,5], Theorem 6.1 can be generalized to perforated
domains.
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