Abstract
The Problem of Creating Neural Networks for Specific Applications
This paper describes a development process for neural network software, informed by software engineering principles and practices. While there have been numerous successful neural network applications, the development processes reported in the majority of the literature could not be characterised as predictable nor repeatable, both properties central to an engineering approach. It is the lack of a design process and the absence of verification and validation methods for the design prior to implementation which constitute the most significant contribution to the unpredictable and unrepeatable nature of neural network development.
The Design Problem
In traditional software engineering development, design is a human guided process of developing a solution by choosing, creating and assembling elements to satisfy the users requirements. The elements are sometimes generic (such as design patterns) and sometimes specific to the given requirements. A program is then a collection of data structures and algorithms chosen during design. Making appropriate choices during design is made easier by layering choices at different levels of abstraction, for example by employing architectural and intermediate design levels.
Confidence in the design can be attained through inspections, walkthroughs, prototyping and other similar forms of design evaluation. This approach to design is not applicable for neural network software development because there are no known methods to completely design a neural network a priori. Instead neural networks modify their own structure through the application of learning algorithms.
What most often occurs in practice is that a generic neural network model (such as a multi layer feed-forward network) is combined with a learning algorithm (such as backpropagation) and problem data to create a specific neural network. The choice of a learning algorithm effectively replaces the more traditional design step, but the process of applying the learning algorithm is not completely automatic and does require human intervention.
Further, the selection of parameters for the learning algorithm is closer to design in the traditional sense. For neural networks, however, the verification and validation methods, and guidelines for the selection of parameters are not well developed. There is no oracle or theory which explains how to make the myriad of choices required to apply a generic neural network model to a specific problem.
The wide range of choices available to neural network developers has already been identified as an issue in [6] . They consider the problem of training a machine learning model (of which neural networks are an instance) from data and investigate the issues involved in solving real-world prediction problems. They use the term application development to describe the overall process of applying a particular model (from a family of candidate models, such as radial basis function networks) to a domain-specific realworld problem. We extend the concept of application development to problem specification and neural network creation.
Problem specification is the process of selecting the parameters associated with the neural network structure and the learning algorithm. Multiple combinations of selections can be made each combination is referred to as "parameter collection". Neural network creation is the process of systematically applying the learning algorithm with each associated parameter collection as defined in the problem specification.
The problem specification and neural network creation steps help us to achieve process predictability and repeatability. We can measure the resources required for a single iteration of the neural network creation step using a single parameter collection. In turn the data from these measurements provide us with a basis for predicting the overall resources required to apply the learning algorithm with all of the parameter collections. If we have historical data from previous projects, we can make this prediction before neural network creation begins. By recording all of the parameters associated with neural network creation we (and others) can repeat the development by following and applying the learning algorithm with the parameter collections recorded in the problem specification document.
The problem specification document is the key mechanism for identifying all of the choices facing developers and structuring these choices according to various levels of abstraction. It contains information on relevant problemdomain factors: for example, noise in the collected data; data factors, for example data normalisation and problem encoding; and human factors, for example performance requirements. The problem specification also contains information on the selection of particular neural network structures, learning algorithms, and associated parameters. The structure of the problem specification corresponds to the levels of abstraction, such that progressively more detail can be given in each section.
The Quality Assurance Problem
The major issue of quality assurance surrounding neural network software is the verification and validation of the generic model -how can we be confident that the generic components (eg. neural network models and learning algorithms) are correct 1 . This raises an issue concerning the appropriate separation of the specific problem requirements and the generic components for a specific problem. The models of neural networks are common across problems but the specifics of the problem are unique to each particular development. Our approach to addressing this issue is in providing methods for adequately capturing both the specific and generic requirements.
However, in contrast to the problem specification which is unique to each development effort, the generic neural network model can be reused. Indeed, there are a number of advantages in the neural network development community sharing a generic neural network model. Firstly, a common model allows for problems with the model to be resolved by the community rather than by an individual. Secondly, the validation of the model can be conducted via a process of wide spread community review resulting in a standardised neural network model. Finally, a shared model implemented soundly in a prototype could be used to verify the neural network implementation of any neural network developer. For example, achieving the same output from the prototype and the given implementation increases the confidence that the given implementation is correct.
These reasons have motivated our construction of a prototype implementation of a Z specification of neural networks. Space does not permit all of the specification to be presented but a sample is given in Section 4 along with a description of the associated verification and validation activities. Others have attempted to specify neural networks in [33, 34, 13, 9, 10, 1] but without the benefit of a comprehensive development process, and without addressing the matter of systematic analysis of the problem data or verification and validation issues.
Some neural network specific verification and validation work has been addressed in [12] but is limited to benchmarking and does not treat generic and specification concerns as we do in Section 2. Related work on approaches to using formal specifications to verify and validate knowledge-based systems are presented in [19] .
Engineering Neural Networks
The application of software engineering principles to the development of neural networks has received little attention, except in the work of [26] and indirectly in [6] . The aim of this paper is to provide some of the methods required to address the problems in neural network development pre-sented above, and to allow the development of neural networks for specific problems to be incorporated into traditional, planned, software engineering projects.
In the literature the process of developing neural networks has typically started with requirements and then moved to implementation, often leaving design choices implicit. However, making these design choices explicit has a number of advantages. In section 2, we present an approach which aims to enumerate the set of design choices and can be used to observe correlations between particular choices and resulting development outcomes. By recording design choices, repeatability is possible because all of the information required to repeat the development is documented.
Factors in the Design of a Neural Network
Our view is that design of neural networks is a process of making choices 2 (possibly creative choices, regarding the models, learning algorithms and associated parameters. The first set of choices that we typically face in designing a neural network to solve a specific problem is to decide on:
(i) the Neural Network Model, for example, multiple layer feed forward networks, feedback networks, radial basis function networks, associative memories, support vector machines and the type of transfer function the nodes in the network implement; and
(ii) the Learning Algorithm, which often depends on the choice of neural network model, but can be divided into:
• gradient descent methods, such as back propagation and associated derivative algorithms like quickprop and robustprop, and • stochastic methods, such as simulated annealing, genetic algorithms, evolutionary programming and monte carlo methods.
A complicating factor is that unless there is specific guidance available then we will typically need to choose a number of different combinations of neural network models and learning algorithms in order to determine which combination will satisfy the performance requirements. By documenting these choices and the results for specific problems we can begin to collect enough empirical knowledge to provide guidance in making these choices. The next step is to choose the parameters associated with our first set of choices. Current models and learning algorithms utilise the following parameters:
(i) parameters governing the structure of the neural network including:
• the number of layers,
• the number of nodes in each layer,
• the transfer function in each node,
• the weights and their initial settings which determine the connectivity between nodes.
(ii) learning algorithm parameters -each learning algorithm has a number of parameters associated with it, such as the learning constant and the momentum factor for back propagation.
(iii) training and testing strategy -what proportion of patterns should be used for training and what proportion for testing?
(iv) training and testing patterns -which patterns, out of all of those available, should be used for testing and training?
(v) error levels -what error levels, both in terms of precision and accuracy, can be expected? The selection of appropriate parameters is the difference between solving the given problem and not solving it. A major dilemma facing the neural network software developer is what set of parameters should be used for a particular problem? At this stage, no oracle or body of empirical data is available to answer this question. Several attempts to automate this process have been proposed, particularly those which employ evolutionary computing methods [44, 45, 8, 21, 24] .
The Process of Developing Neural Networks

Predicting and Repeating Development
There is an excellent reason for recording relevant problem information. By defining the datasets and testing and training strategy in the problem specification phase we can prevent the neural network creation phase from consuming an unbounded and unplanned amount of resources. Another major problem facing neural network development is the unpredictable nature of current practice with regard to the creation of a specific neural network. The current approach can be characterised as an unguided iterative approach along the lines of:
1. Choose a problem representation, create an associated data set and set performance requirements.
2. Train a neural network while varying the associated parameters to achieve the given performance requirements.
3. If the performance requirements are met, stop. Otherwise try again.
The problem with this approach is that there is no plan for meeting the requirements and the number of iterations is often unbounded. It is particularly hard to isolate the reason for not achieving the performance requirements, was it the parameters associated with the testing and training strategy? Or the problem representation?
Our solution is to break the activities into distinct phases which cannot overlap. This does not stop feedback between the phases but prevents the unbounded consumption of resources in the neural network creation phase. An example of this process is:
1. Create N valid (according to the developers judgement) problem representations and create N associated data sets.
2. Associate each data set with a testing and training strategy and all the parameters required for neural network development (referred to as a "collection").
3. Rank each collection of data sets, strategy and associated parameters for the neural network creation phase. This ranking places an order on which collection will be used to develop a specific neural network first.
4. Beginning with the highest ranking collection, develop a neural network in accordance with the data set, strategy, and parameters supplied. This rest of this section is devoted to a more detailed presentation of the process model for neural network development. This development process can be extended by practitioners to address issues not explicitly covered in this paper. At the highest conceptual level there are three distinct phases as shown in figure 1, (1) Problem Specification, (2) Neural Network Creation, and (3) Feedback. However, before we can provide details of the development process we need to identify the roles associated with development.
In a generic description of software development, there are at least three roles: a user, a client and a developer [30] . These correspond to roles in neural network development. Firstly, the neural network user, is the person who uses neural network software to solve problems as part of an overall system. Secondly, the nature of neural networks requires an understanding of the problem that is being solved. The role with this understanding is referred to as the problem domain expert and roughly corresponds to a client. Thirdly, there is the neural network developer. This is an individual or group who creates specific neural network software for a neural network user using generic neural network software. In addition to these three roles, there is an additional role involved in neural network software development, the generic neural network developer. It is their role to create the generic neural network software based on neural network models. The roles and their relationships are illustrated in figure 2. 
The Problem Specification Phase
The first phase is problem specification where the problem (as determined by the associated data) is thoroughly defined, as are analysis techniques and precision and accuracy requirements. Problem specification is performed by the user, developer and problem domain expert/client. A majority of this information is used in the next phase of development but some is used to index and characterise the problem for later use as part of a historical record for future development and planning, to allow for repeatability.
There are three main scenarios concerning the specification of neural network development requirements. Firstly, where the client requires that, for some aspect of the system, a neural network is used. In this case, the neural network is a component of a larger system and the accuracy and precision constraints of the neural network are explicitly given by the client.
Secondly, where the client requires some functionality which has associated performance requirements which can be satisfied by using a neural network. This is similar to the first case except that the client has no explicit requirement for using a neural network but the developer determines that a neural network could be an appropriate technology to satisfy the clients requirements and users needs.
Thirdly, where the client requires some functionality which could be satisfied by using a neural network but doesn't have any performance requirements. In this case, the developer must set appropriate performance constraints and can identify alternative technologies (for example, Bayesian belief networks or genetic algorithms) for potential use if neural network development is unsuccessful. The performance requirements are implicit in the design of the system determined by the developer. The dual nature of neural network requirements means a specification of both the problem data and neural network models is needed. In this section we address the problem specific content. The key property of the mechanism for recording the problem specific content is repeatability. However, because of the lack of theory associated with neural network creation, the exact information to record depends on the specific problem. To accommodate this variation, a problem specification document template which can be adapted on a case by case basis is used. The problem specification document captures the problem specific requirements in sufficient detail to allow for repeatability of development.
The problem specification document is not complete once the problem specification phase has finished. The results of neural network creation (an outcome of the next phase) are included in the document for predictability and repeatability purposes. Even unsuccessful neural network training is documented to ensure that unsuccessful development is avoided the next time a similar problem is faced.
The key content in the problem specification document are the collections which contain the different problem representations, learning parameters, precision and accuracy requirements and testing and training strategies. These collections give explicit guidelines for creating the specific neural network. Each of the collections is ranked by the likelihood that the collection will achieve the precision and accuracy requirements. The method for predicting the likelihood of achieving given precision and accuracy requirements is based on individual experience. As more experience is gathered within the neural network development community a more suitable method can be developed.
The Neural Network Creation Phase
The second phase is that of neural network creation, where the neural network software is created by combining the collections specified in the problem specification document and the generic neural network technology.
As part of this phase, a specification of the generic neural network technology is needed. Such a specification addresses the second part of the previously identified requirements problem. Three desirable properties of a neural network specification are formal verification. validation methods, and easy implementation and prototype creation.
The Feedback Phase
The third and final phase, feedback, is where the client and user evaluate the performance of the neural network. Depending on the capabilities of the development organisation, alternative methods can be implemented for evaluation purposes. Alternative methods provide a sanity check for the neural network solution that has been developed. These activities establish whether the performance of the neural network is better than available alternatives. The resulting problem specification, project plan, neural network formal model used for development, and the feedback from the user and evaluation of the neural network are placed in the historical record for repeatability and planning (an aspect of predictability) purposes.
Phases of Development
Problem Specification
The aim of the problem specification phase is to specify the problem, analyse the quality of the problem data and specify performance requirements. These activities are supported by a problem specification document template. The template includes sections for data analysis, data representation, and methods for data preparation as well as specifying the performance requirements. The performance requirements stipulate the desired precision and accuracy of the specific neural network software for it to be considered successful. Without these requirements, determining when the neural network creation phase has concluded is problematic and can lead to excessive expenditure of development resources.
The main reason for performing data analysis early in the development process is to provide an assessment of the viability of solving the problem before neural network creation begins. Neural network learning is a data driven technique and for this reason the data used to create the neural network is of critical importance. Unfortunately, neural networks learning algorithms are not so sophisticated as to identify poor data in themselves. Neural networks are robust in the face of poor quality data but it is advisable to assess the data before neural network creation. Creating a neural network with higher quality data increases the likelihood of learning the problem. The difficulty is in deciding if data is actually poor quality or if it only appears to be but this is indicative of the problem-domain. There is a trade-off here: making the data easier to learn can be at the expense of eliminating valuable, possibly even critical, data. This trade-off must be made on a case by case basis but it is clear that recording these decisions for repeatability purposes and future tradeoffs is a good idea. Unfortunately, there is insufficient space to give details on analysis methods nor who to interpret the associated results and we refer the reader to the following sources on specific data analysis techniques: 4. Graphical summaries in the form of histograms, stemand-leaf plots and box-plots provide useful information about the centre, spread and other features of a dataset [43] .
In the case of problems for which there are few or no similar examples the historical record may be inadequate. The suggestion is to replace the historical record with research into the problem domain. Note that some issues are hidden within this process. For example, in one application in mathematical formula recognition, no recognition error levels were supplied by the user and error levels were determined through data analysis [32] .
Neural Network Specification
The hardest single part of building a system is deciding what to build. [7] Sallis et. al. estimate that approximately 53% of all problems in software development result from poor requirements [28] . Schach et. al. report results from a variety of projects, conducted over the last 25 years, which describe the rapid increase in cost for correcting faults originating from poor requirements as software development progresses [30] . Indeed, there is universal agreement that poor requirements are a significant cause of problems later in the software development process. Given the pivotal role of the generic neural network software we require that the associated requirements are less problematic. One form that requirements can be stated in is a formal model.
The advantages of formal models for requirements specification have been well documented [35, 22, 42, 30, 23] . Firstly, they provide an environment suitable to analyse requirements and design in order to explore the consequences of choices and resolve problems. Typically, a formal model can be used to find ambiguous or incomplete requirements, determine over-specification or predict some aspects of behaviour. This can be accomplished by proving properties of the model or creating a prototype from the model and testing its properties. In particular, rapidly creating a prototype is an inexpensive method for gaining confidence that a specification model is complete, consistent and captures the key properties required of the proposed system (an example of domain directed verification [17] ). Prototyping and its relation to the verification and validation of the neural network requirements is the subject of a later section.
Recall in figure 2 that there are two key parties concerned with the neural network requirements, at different levels of abstraction, are the neural network user and the neural network developer. The user is typically concerned with the requirements at a higher level of abstraction (such as the dynamic operation) while the developer is concerned with requirements at all levels of abstraction. Both sets of requirements are presented separately but we show how the two sets of requirements can be kept consistent within a single model.
The Z specification language has been chosen to describe our formal model because of a number of advantages. The mathematical basis of Z allows for powerful abstraction which can be easily communicated and verified. Z is converging to a standard notation that combines many mathematical constructs into an extendible framework. Z has already been used to specify critical systems in other application areas [3, 5, 4, 15, 16, 18, 25] . It is a strongly typed language which is extremely useful for both specification and subsequent development. Z supports high level abstraction which allows us to avoid over specification. A primary black box network input size, output size : N 1
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benefit of Z is the ability to specify requirements completely independent of any idea of computation. Finally, Z provides a framework for the rigorous proof of the properties of specified neural networks.
In particular, Z helps to eliminate the following two deficiencies from requirements. Firstly, ambiguity -this can be introduced without a consistent and systematic approach to formal specification [39] . For example the use of conflicting natural language descriptions of aspects of the system. While a Z specification can be augmented with an natural language description the Z specification is definitive. Secondly, inconsistency -some specification notations are not sufficiently rigorous which can introduce inconsistencies [22] . Using a mathematical notation allows for static type checking of the specification. This ensures that the Z types used throughout the specification are consistent. There are a number of tools available for type checking and formally verifying Z specifications. For example, MUZ (Melbourne University Z type checker) and FUZZ. These tools are used to automatically check the type consistency and 'well formedness' of the Z specification. The specification presented here was type checked using 'muz'. Muz recognises input that conforms to the Spivey Z syntax [36] but with extensions from the draft Z standard 3 . Unfortunately, there is insufficient space in this paper to discuss all of the issues associated with specification or present all of our formal specification (which can be found in [31] ). The following snapshot should give the intent and flavour of our specification. In the given schema, the first half (above the line) specifies the properties represented as Z constructs. The second half (below the line) specifies the constraints on the properties. The specifications given here are abstract and do not contain computational information so as to allow the specifications to accommodate a wider range of design and implementation models.
We begin by presenting the user requirements for a neural network as a black box which takes a certain number of input and produces a certain number of output as illustrated in figure 4 .
In order to demonstrate the usefulness of our method of specification we will now specify a basic neural network and use this as the basis for defining a layered network through the addition of constraints. The addition of con- straints to previously defined models makes the specification framework extendible. We also use this approach to extend the definition of black box network to the basic network. By this method, the user and developer requirements are consistent even though they are described at different levels of abstraction.
If we look inside the black box (as illustrated in figure 5 ) then we can see that the common properties and structure of a basic neural network is:
1. Every network has a sequence of input nodes which can receive stimulus (in the form of values) from the environment, ie. values from outside the network. In the schema we denote input nodes by input nodes (an injective sequence of nodeids). 2. Every network has a sequence of output nodes which transmit values from the network to the environment. In the schema we denote output nodes by output nodes (an injective sequence of nodeids). 3. Each node in a network has an identifier called a nodeid. This allows the specification to define neural networks without knowledge of the node. It also means that we can create networks with a variety of nodes so long as they have a common interface. In this way we can create a heterogeneous network of nodes. That is, a network must be able to have a mixture of nodes with different transfer functions. 4. Every network contains a function, connections, which defines the connectivity of nodes in the network. The connections store the weights which connect nodes together. 5. In all networks, each node has a sequence (ordered set) of source nodes which supply excitory or inhibitory values. In order to be able to apply an inverse mapping of the sources (ie. a sinks function) we use an injective sequence.
We can also identify several building block components: nodes, values, nodeids, and weights. Nodes are a special The basic neural network specification factors out all the common properties neural networks share. A definition of the sets of possible nodeids, weights and values that a basic network can use is needed before we can specify our basic network requirements for the developer. This is done using the given sets
[NODE, VALUE, NODEID, WEIGHT]
With these definitions made we can specify a basic network as in figure 6 . A major advantage of our specification approach is the ability to add constraints to previously defined schemas to create new schemas. Indeed this is how the layered network of figure 7 is defined, by augmenting the network[NODE] schema with additional information. The properties that the specification in figure 7 implies are:
• There exists only one way to partition a network into layers. In other words the layer function produces a unique function mapping NODEIDs to LAYERs. This mapping must be defined for every layered network. This is implicit in figure 7 , where given x ∈ dom nodes, layer is determined by µ i • x ∈ layers(i).
• Every node belongs to one and only one layer.
• The nodes in layer i may only have sources from layer i − 1.
• The set of nodes in the input layer is the set of nodes in layer 1.
• The set of nodes in the output layer is the set of nodes in the last layer, given by #outnodes.
• There are at least two layers in a layered network.
This concludes the specifications and now we move onto the subject of the verification and validation of these specifications.
Verification & Validation Methods
The production of prototype implementations is potentially a very convincing way to explore the behaviour of a specification with its eventual user, and it is in that combination that we suggest formal specification and prototyping offer the most synergy. [22] Our approach to verifying neural network models is through constructing prototype implementations. Prototyping of the formal model allows for the specified properties and the resulting behaviour to be observed. Confidence in the implementation of the prototype and the model is gained by running appropriate test cases and comparing the results with what is expected. There are two issues that must be addressed when validating formal models using a prototype. Firstly, the prototype must be a faithful representation of the model to allow the relevant parties to test the requirements through the prototype. Secondly, the final delivered system must be a correct implementation of the model and behave in the same way as the prototype. Without this it is possible to fail to meet the expectations of the user for the system.
The use of prototypes to gain confidence in the correctness of formal models has been previously proposed for software and hardware development. Meseguer and Preece advocate the use of formal specifications to verify and validate knowledge-based systems [19] . The relevance here, is that, neural networks and knowledge-based systems are similar techniques, both used to solve complex, poorly understood problems which are derived from data. Meseguer and Preece use successively more detailed models, starting with a conceptual model then a formal specification and finally an implemented knowledge-based system. The formal specification is internally verified and validated against the conceptual model and then transformed into the KBS. Decomposing the verification and validation tasks makes them easier to perform and provides a path from conceptual model to implementation.
The automatic transformation of a Z specification into a prototype, using a sound translation scheme, results in a high degree of confidence in the prototype. However, creating a method for automatically transforming a Z specification into a program which results in a sound prototype is a hard problem. The approach of Kazmierczak et. al. in [17, 41] to animating Z specifications gives an analysis method based on modes for determining executability of Z specifications but can only be applied to a subset of the Z language. The problem with their translation scheme is that it was designed to translate an arbitrary Z specification and so cannot effectively generate prototypes for certain specifications. In our scheme we only need to translate a single specification and do not require a completely automatic process. Kazmierczak et. al. use a logic programming approach, and Mercury in particular, to implement their prototypes. Advantages in using a logic programming language for prototyping purposes, have been identified in [40] . These advantages in combination with the similarity of the declarative semantics of logic programming and Z (which make a translation scheme simple and intuitive), the development of Mercury within the department and our familiarity with the language made it an obvious choice.
The model is verified by generating a prototype and exploring its behaviour. The prototype can be applied to solve known problems as test cases and the responses observed. One of the test cases used to verify the prototype was the XOR problem. For example, to verify the recall operation, the results of recall for a defined XOR network were compared with the results published by Gibb and Hamey in [12] . The results obtained from the prototype were identical and instilled a higher degree of confidence that both the model and prototype were correct. Solving more problems will increase the confidence in both the prototype and the formal model and has been carried out in [32] .
The most significant advantage of having a prototype derived from the formal model is that it provides an additional executable model against which developers can benchmark their own implementations. The separation of the generic developer requirements and the specific user requirements is reflected in the prototype. The developer can down-load the prototype and instantiate it with any specific network, execute the resulting prototype and compare the results with those of their own implementation. However, we can only be confident of the results generated by the prototype if it is sound with respect to the formal model. Another advantage is that the process of translating the formal model into a prototype is valuable for gaining insight into design and implementation issues.
Conclusions
In this paper we have identified the major engineering problems associated with neural network development, the lack of repeatability and predictability of the development process.
To counteract these problems we have proposed a development process which incorporates specialised methods to address the issues specific to neural network development. The development process and the specific methods have been applied to a number of examples.
We present an extendible method for specifying neural network software and methods for the verification and validation of these specifications. The verification and validation method employs prototypes and benchmarking.
We are still experimenting with the method but it has been trialed in a number of examples. We have trialed this process internally in [31] and with a group of independent developers in [32] . Ongoing research into appropriate data analysis methods for specific problems, predicting development outcomes based on empirical evidence and creating a sound prototype based on the formal specification is underway.
