Abstract. This work is devoted to numerical experiments for multidimensional Spectral Inverse Problems. We c heck the e ciency of the algorithm based on the BC-method, which exploits relations between Boundary Control Theory and Inverse Problems. As a test, the problem for an ellipse is considered. This case is of interest due to the fact that a eld of normal geodesics loses regularity o n a n o n trivial separation set. The main result is that the BC-algorithm works quite successfully in spite of this complication. A theoretical introduction to the BC-method is included.
1. Introduction 1.1. Statement The paper deals with an approach t o I n verse Problems based on Boundary Control Theory (the so-called \BC-method" see 5{12]). We consider a spectral variant of this approach. Let R n be a bounded domain with a boundary ; 2 C 1 and be a positive in nitely smooth function (\density"), 2 C 1 ( ). The operator L := ; ;1 , Dom L = H 2 ( ) \ H 1 0 ( ) acting in the space H := L 2 ( dx) is selfadjoint. Let f k g 1 k=1 0< 1 < 2 : : :be its spectrum and f k ( )g 1 k=1 be the eigenfunctions: L k = k k , ( k l ) = l k .
We denote by k := @ k j ; , k 2 C 1 (;), the traces of normal derivatives (with respect to the outward normal = ( ), 2 ;). The set of pairs f k k ( )g 1 k=1 is called the Spectral Data (SD) of L.
The spectral Inverse Problem (IP) is to recover in , using the given SD.
This statement goes back to the classical papers of M.G. Krein dealing with the one dimensional spectral inverse problem for an inhomogeneous string (see 18] ). The multidimensional problem of recovering a potential q( ) in the Schr odinger operator ; +q via its spectral data was rst investigated by Y u.M. Berezanskii 13] . In our statement w e use the same ty p e o f i n verse data to recover a density. This problem is more di cult in the following sense. The well known fact is that a second order elliptical operator induces a metric in determined by its principal part. In the case of the Schr odinger operator this metric is known (Euclidean), whereas in our case the metric itself has to be found. In other words, we h a ve t o r e c o ve r a m a i n p a r t o f t h e operator in contrast to a recovering the lowest order term.
An important feature distinguishing 1-dim from multidimensional Inverse Problems is that the rst are well-posed whereas multidimensional Inverse Problems turn out to be (strongly) ill-posed. In the framework of the BCmethod this fact shows up in a di erent c haracter of controllability o f c o rresponding 1-dim and multidimensional dynamical systems. Namely, the 1-dim systems are exactly controllable whereas the multidimensional systems are only approximately controllable.
Goals, Contents and Results
As was shown in 5], a density is uniquely determined by the SD. Moreover, a constructive procedure for recovering was proposed. The recovery was rst realized numerically in 12] . Let us remark that we did not nd other numerical results concerning recovery through the Spectral Data in the multidimensional case in the literature.
Here we continue the numerical testing of the BC-method. By way o f a test, the spectral Inverse Problem for an ellipse is considered. In contrast to the case of a circle 12], an ellipse possesses an essentially richer geometry for the eld of geodesics starting from a boundary in the normal direction. The eld loses regularity o n a n o n trivial separation set (\cut locus"), on which focusing e ects are present. As was shown in 6, 7] , this lack of regularity does not in principle hinder the use of the BC-method. To con rm this fact by direct numerical tests is a main goal of this work.
In the rst part of the paper (2.1{4.2) an outline of the BC-method is set forth.
A density is recovered by means of the so-called Amplitude Formula (AF), which is a main tool of the method. By its nature the AF has a dynamical origin. It is connected with the dynamical system The AF allows us to recover the waves u f i n v i a i n verse data, the waves being expressed in terms of natural coordinates related to the -metric. To introduce them we g i v e the geometrical preliminaries in sections 2.1{2.3. The key objects here are the eikonal, semigeodesical coordinates, and a pattern.
A dynamical variant of the AF is derived in 3.1{3.5. The derivation is based on the property o f c o n trollability of the dynamical system. In 4.1{4.2 we reformulate the AF in terms of spectral data, which g i v es a w ay to recover the density. The recovery procedure is described in 4.3. It forms the basis of the algorithm which is used for the numerical tests.
In sections 5.1{5.3 we propose a somewhat simpler variant of the algorithm for recovering a density, based on a conjecture related to the inversion of geometrical optics formulas. The conjecture looks natural from the physical point of view, but has not been fully justi ed up to this moment.
The BC-method was rst proposed in 5]. For other approaches to the problem, see 21{23, 26] .
The last part (6.1{6.4) is devoted to numerical testing. The experiment consists of three steps. At rst the SD for the ellipse are calculated in terms of Mathieu functions. Then the SD are used to recover the eld of rays in the ellipse: in the second step a global characteristic (pattern) is recovered, and in the third step the equidistant curves of a boundary are calculated. Results of recovery are demonstrated and discussed.
As a conclusion drawn from the results of the tests, we c o u l d s a y that the BC-method works satisfactorily even in the case of a nonregular eld of geodesics. This is a reason to hope for its usefulness in applications. 2 . Geometry This part of the paper concerns some geometrical preliminaries. In sections 2.1{2.3 we i n troduce the basic objects used in the IP for any smooth compact Riemannian manifold with boundary. These objects are semigeodesical coordinates (s.-g.c.), a pattern of a manifold, and images. Section 2.3 deals with the particular case of a conformally at metric jdxj 2 determined by a density. W e consider the relations between the s.-g.c. ( -metric) and the Cartesian coordinates. These relations are applied to solve the IP: we demonstrate a way to recover the density through the images of the Cartesian coordinate functions. is called a separation set (\cut locus") of the manifold with respect to its boundary ; (see 14, 15] ). It is a closed set of zero volume:
(2:1) Every point of can be joined with ; by the shortest normal geodesics.
For any x 2 w e de ne a g e odesic projection pr x as follows pr x := f 2 ; j dist( x) = dist(; x ) = (x)g. T h us, pr x is the subset of ;, which consists of the endpoints of shortest geodesics connecting x with the boundary. I f x 2 n!, then its projection contains a unique point (x). The pair ( (x) (x)) is called the semigeodesical coordinates of a point x 2 n!. R n into a Riemannian manifold with boundary ; = @ a n d intrinsic distance denoted by dist . A peculiarity of this situation is that there exists a global coordinate chart on , i.e. the Cartesian coordinates x 1 : : : x n . So, we h a ve t wo coordinate systems on : there are the s.-g.c.
and the Cartesian coordinates. Let us discuss the relation between them.
Considering the eikonal = (x) x = fx 1 ::: x n g as a function of the Cartesian coordinates, one has the well known equality jr x j 2 = in n!: (2:8) Now w e i n troduce the so-called images of functions. This notion will be useful for the IP. The function e y is said to be image of y. An image is not de ned on the boundary of a pattern, but in view of (2.5) e y turns to be de ned almost everywhere on ; 0 T ]. Let us explain in advance the roles of e j , e 1 in the IP. Suppose, that we can nd e j , e 1 from the inverse data. Then one can recover the density by the following scheme. (ii). The obvious relation e j ( ) e 1( ) i ;1 : f( ) 2 j = g 7 ! ; n! 2 (0 T ): The family f; g obviously determines the eikonal ( ) i n =!.
Images and Reconstruction of
(iv). The density is recovered in =! by means of (2.8) it may t h e n b e recovered on ! by c o n tinuity. 3 . Dynamics In this part of the paper we prepare a main tool of the procedure which solves the IP. It is the so-called Amplitude Formula, which connects the geometrical objects introduced above with a dynamical system determined by the density. It expresses the images of functions via the discontinuities of waves propagating in the system. A basic fact used to derive the Amplitude Formula is controllability of the dynamical system. Thus, is a subdomain of lled by w aves up to a nal moment t = .
By virtue of (i), (ii) the operator W : f 7 ! u f ( ) a c t s c o n tinuously from F into H := fy 2 H j supp y 2 g. F or any positive < T this turns out to be injective:
Ker W = f0g 0 < < T (3.5) (see 1, 6] The relation (3.5) implies uniqueness of its solution for any < T .
The set U := Ran W = fu f ( ) j f 2 F g is called reachable (in time ) U H for any > 0 b y virtue of (3.4).
The structure of U and properties of reachable sets provide the subject matter for Boundary Control Theory. The same problems turn out to be principal ones for the BC-method. The following result concerning problem (3.6) plays a central role in IP. (G a)(x) = a(x) x 2 0 x 2 ? where ? := n . De ne also the \wave" projector P in H onto clos U . The projector G is of geometrical origin connected with the -metric in , whereas the projector P is an intrinsic object of the dynamical system (3.1){ (3.3). Obviously, both are determined by d e n s i t y , but the coincidence P = G > 0 (3.9) following from (3.8) is a deep result of Boundary Control Theory.
Esaim: Cocv, October 1997, Vol. 2, pp. 307{327 Let G ? = Id H ; G P ? = Id H ; P be the complement projectors. As a corollary of (3.9) one has the equalities G ? a (x) = P ? a (x) = 0 x 2 a(x) x 2 ? The procedures solving the IP use the relations of the Geometrical Optics describing a propagation of breaks of wave elds in dynamical systems. Below w e demonstrate these relations.
Propagation of Discontinuities in the System with Boundary Control and Geometrical Optics
Let the control f in (3.3) be a smooth function, f 2 C 1 (; 0 ]) and set f( t ) 0 f o r t < 0. In applications (acoustics, geophysics etc.) its value f( 0), 2 ; is called the onset of f. S o , i f f( 0) 6 = 0 , t h e n c o n trol has a break at the initial moment t = 0 .
It is well known that a discontinuous control generates a discontinuous wave, which has a break propagating along bicharacteristics of equation (iii) ( nite velocity o f w ave propagation) the solution v y (x t) v anishes identically for (x t) such that t is less than distance in -metric between x and supp y. In particular, if supp y ? = n , t h e n b y virtue of (2.4) @ v y ( t) 0 f o r a n y ( t) belonging to some vicinity of the set ; ft = g on ; f t 0g. This result has a clear dynamical sense. Points 2 ; ; are separated from the initial perturbation by a distance more than . That is why the wave generated by the perturbation reaches ; later than t = .
The analog of (3.13) for the free system has the following form. For arbitrary a 2 C 1 ( ) and xed < T let us put in initial condition (3.16) y = G ? a (x) : = 0 x 2 a(x) x 2 ? and denote a corresponding solution by v a . The Cauchy Data f0 G ? ag turns out to be discontinu o u s o n ; . A break of Data generates a break of wave, propagating along bicharacteristics of (3.15) and reaching the boundary ; at the moment t = . This break interacts not with the whole boundary ;
Esaim: Cocv, October 1997, Vol. 2, pp. 307{327 but with its \illuminated zone" + only. Indeed, dist ( + ? ) = and the wave v a is in time to reach + ;. At the same time, the \shadow zone" ; is not covered by w ave up to the moment t = , since it is located far from ? (see (iii) Let us remark that Geometrical Optics is not applicable for points ( ) 2 ! f t = g lying on the border of the pattern (see (2.6)).
Amplitude Formula
Let us consider the left-hand side of (3.18) as a function of ( ) 2 ; 0 T ]. Recalling, the representations (2.6), (2.7), and the de nition of images, one can write (3.18) The same transformation may be used in equalities (3.19) , (3.20) . We write them in a nal form convenient for the Inverse Problem (see (3. 4.3. Recovery P r ocedure Let us recall that the problem is to recover a density in from given SD f k k ( )g 1 k=1 . In essence, the procedure of solving of the IP consists of two steps. The rst is to construct all the objects entering the left-hand side of amplitude formulas (4.4), (4.5) via Spectral Data and to nd images e 1, e j of the unit and the coordinate functions. These images determine a correspondence between semigeodesical and Cartesian coordinates on . In the second step, using the s.-g.c., one can recover the eikonal in , and then nd the density. B e l o w w e present the procedure in more detail. Using these formulas we determine images e 1, e j . (iv) Recover the pattern as the support of the image e 1 (see 2.4). Using the images e 1, e j on , one can recover surfaces ; in , the eikonal, and, at last, the density in accordance with the scheme (i){(iv), in 3.1.
The Inverse Problem is solved. 5 . Procedure II There exists another variant of the recovery procedure based on the \front formula" (3.13). To use this variant w e should accept a conjecture, which has not been justi ed rigorously as yet. there exists a vicinity (on ; f t 0g) of the set f t = 0 g, such that controls q , p j are smooth functions in the vicinity. In particular, onsets q ( 0), p j ( 0), are the smooth functions on .
Let us note that for small T we h a ve + = ; and the smoothness of controls q , p j is the corollary of the conjecture. We c o u l d s a y in addition that the conjecture is true for the case of a ball = fx 2 R n jxj = 1 g, 1.
Onset Formula
The conjecture accepted above permits us to use q , p j in the following way.
First, q , p j must be expressed in spectral terms. We i n troduce the following from (5.1), give a representation appropriate for the Inverse Problem.
In accordance with their de nitions, the solutions q , p j satisfy
Consequently, the equality (3.14) together with the Onset Conjecture leads to an \Onset Formula": p j ( 0) q ( 0) = j (x( )) 2 0 < < T j = 1 2 : : : n :
Its left-hand side may be found through the SD by means of (5.2). 5.3. Recovery of Density Let us describe brie y the second procedure. 
Numerical Testing
The rst experiment to test the numerical opportunities of the BC-method was realized by V.B. Filippov in 12]. It dealt with 2-dim spectral IP for a nonhomogeneous circle. To prepare the Spectral Data for a smooth nonconstant d e n s i t y, a conformal automorphism of the circle with 1 w as used. A peculiarity of this case is that the picture of normal geodesics is trivial, i.e., the same as in the homogeneous circle with = 1 . F or further experiments an ellipse was chosen. On the one hand it admits a separation of variables permitting us to nd the SD e ciently. On the other hand an ellipse possesses a richer geometry of geodesics. It has a nontrivial \cut locus", where focusing e ects are present. In this concluding part of the paper we describe the numerical experiment for an ellipse.
The numerical algorithm used for testing exactly follows the procedures described in 4.3 and 5.3. The pattern and the family of equidistant curves (wave fronts) ; were reconstructed. As was shown above, these objects determine a density, therefore, we do not recover the density 1 itself. The results show that the algorithms work satisfactorily, permitting us to recover the picture of an intrinsic geometry in a domain.
Preparing the Data
As a test, we consider the spectral problem for the operator L in the ellipse = (x y) j x 2 =a 2 + y 2 =b 2 < 1 R 2 a = 2 , b = 1 with the density 1.
In this case the cut locus is the segment ;1=2 1=2] on the x-axis. Therefore T ! = d i s t ( ! ;) = 1=2, i.e., for > 1=2 the eld of normal geodesics loses regularity. The time T needed for waves to ll the whole domain is equal to 
Basis of Controls
To simulate a complete system of controls ff j g (see (3.11)), we use the Let t := =Q be the duration of the \impulse" l . The following complication arises in calculations. On the one hand, to obtain more precise approximations (6.2) one needs to decrease t (i.e., increase Q). On the other hand, the spectral expansions (4.2) for waves generated by short impulses converge more slowly when t decreases. A compromise value of t was found experimentally, t 0:1 ( Q 10 ). The number of angular harmonics 2R + 1 did not exceed 65. The total number (2R + 1 ) Q of controls f lr used in the testing was bounded by 3 6 0 . The parts of sets + and ; lying in the rst quadrant correspond to intervals 0:81 < < = 2 a n d 0 < < 0:81. The calculations give + (0:84 = 2) and, consequently, ; (0 0:84). Let us remark that the point 2 ! separating the shadow zone from the illuminated one was determined by means of an auxiliary tting algorithm. A nal result for reconstruction of the pattern is given on Fig. 5 .
To obtain Fig. 5 , the subset f k k ( )g N k=1 , N 1000, of the SD was used.
The results show that the algorithm detects the presence of shadow z o n e s ; . T h us the BC-algorithm enables us to reveal the e ect of a breakdown of regularity of a normal geodesic eld from the analysis of the Spectral Data.
It is interesting to note that the e ect may be detected even for N 40. A rather good picture of the pattern may be obtained already for N 100. Fig. 6 . The second variant, using the Onset Formula (5.3), gives the following picture (Fig. 7) .
Comparing the results one can note that the AF seems to be more e cient for calculations. On the other hand, the algorithm based on the Onset Formula is simpler to program and takes less computational time. It was used as a test to debug our program. We thank the referees, whose advices help us to improve the presentation.
