High-dimensional PDEs have been a longstanding computational challenge. We propose to solve highdimensional PDEs by approximating the solution with a deep neural network which is trained to satisfy the differential operator, initial condition, and boundary conditions. Our algorithm is meshfree, which is key since meshes become infeasible in higher dimensions. Instead of forming a mesh, the neural network is trained on batches of randomly sampled time and space points. The algorithm is tested on a class of high-dimensional free boundary PDEs, which we are able to accurately solve in up to 200 dimensions. The algorithm is also tested on a high-dimensional Hamilton-Jacobi-Bellman PDE and Burgers' equation. The deep learning algorithm approximates the general solution to the Burgers' equation for a continuum of different boundary conditions and physical conditions (which can be viewed as a high-dimensional space). We call the algorithm a "Deep Galerkin Method (DGM)" since it is similar in spirit to Galerkin methods, with the solution approximated by a neural network instead of a linear combination of basis functions. In addition, we prove a theorem regarding the approximation power of neural networks for a class of quasilinear parabolic PDEs.
DGM is a natural merger of Galerkin methods and machine learning. The algorithm in principle is straightforward; see Section 2. Promising numerical results are presented later in Section 4 for a class of high-dimensional free boundary PDEs. We also accurately solve a high-dimensional Hamilton-JacobiBellman PDE in Section 5. DGM converts the computational cost of finite difference to a more convenient form: instead of a huge mesh of O d+1 (which is infeasible to handle), many batches of random spatial points are generated. Although the total number of spatial points could be vast, the algorithm can process the spatial points sequentially without harming the convergence rate.
Deep learning has revolutionized fields such as image, text, and speech recognition. These fields require statistical approaches which can model nonlinear functions of high-dimensional inputs. Deep learning, which uses multi-layer neural networks (i.e., "deep neural networks"), has proven very effective in practice for such tasks. A multi-layer neural network is essentially a "stack" of nonlinear operations where each operation is prescribed by certain parameters that must be estimated from data. Performance in practice can strongly depend upon the specific form of the neural network architecture and the training algorithms which are used. The design of neural network architectures and training methods has been the focus of intense research over the past decade. Given the success of deep learning, there is also growing interest in applying it to a range of other areas in science and engineering (see Section 1.2 for some examples).
Evaluating the accuracy of the deep learning algorithm is not straightforward. PDEs with semi-analytic solutions may not be sufficiently challenging. (After all, the semi-analytic solution exists since the PDE can be transformed into a lower-dimensional equation.) It cannot be benchmarked against traditional finite difference (which fails in high dimensions). We test the deep learning algorithm on a class of high-dimensional free boundary PDEs which have the special property that error bounds can be calculated for any approximate solution. This provides a unique opportunity to evaluate the accuracy of the deep learning algorithm on a class of high-dimensional PDEs with no semi-analytic solutions.
This class of high-dimensional free boundary PDEs also has important applications in finance, where it used to price American options. An American option is a financial derivative on a portfolio of stocks. The number of space dimensions in the PDE equals the number of stocks in the portfolio. Financial institutions are interested in pricing options on portfolios ranging from dozens to even hundreds of stocks [42] . Therefore, there is a significant need for numerical methods to accurately solve high-dimensional free boundary PDEs.
We also test the deep learning algorithm on a high-dimensional Hamilton-Jacobi-Bellman PDE with accurate results. We consider a high-dimensional Hamilton-Jacobi-Bellman PDE motivated by the problem of optimally controlling a stochastic heat equation.
Finally, it is often of interest to find the solution of a PDE over a range of problem setups (e.g., different physical conditions and boundary conditions). For example, this may be useful for the design of engineering systems or uncertainty quantification. The problem setup space may be high-dimensional and therefore may require solving many PDEs for many different problem setups, which can be computationally expensive. We use our deep learning algorithm to approximate the general solution to the Burgers' equation for different boundary conditions, initial conditions, and physical conditions.
Approximation Power of Neural Networks for PDEs
We also prove a theorem regarding the approximation power of neural networks for a class of quasilinear parabolic PDEs. Consider the potentially nonlinear PDE ∂ t u(t, x) + Lu(t, x) = 0, (t, x) ∈ [0, T ] × Ω u(0, x) = u 0 (x), x ∈ Ω u(t, x) = g(t, x),
where ∂Ω is the boundary of the domain Ω. The solution u(t, x) is of course unknown, but an approximate solution f (t, x) can be found by minimizing the L 2 error J(f ) = ∂ t f + Lf The error function J(f ) measures how well the approximate solution f satisfies the differential operator, boundary condition, and initial condition. Note that no knowledge of the actual solution u is assumed; J(f ) can be directly calculated from the PDE (1.1) for any approximation f . The goal is to construct functions f for which J(f ) is as close to 0 as possible. Define C n as the class of neural networks with a single hidden layer and n hidden units. 1 Let f n be a neural network with n hidden units which minimizes J(f ). We prove that
× Ω), with ρ < 2, for a class of quasilinear parabolic PDEs; see subsection 7.2 and Theorem 7.3 therein for the precise statement. That is, the neural network will converge to the solution of the PDE as the number of hidden units tends to infinity. The precise statement of the theorem and its proof are presented in Section 7. The proof requires the joint analysis of the approximation power of neural networks as well as the continuity properties of partial differential equations. Note that J(f n ) → 0 does not necessarily imply that f n → u, given that we only have L 2 control on the approximation error. First, we prove that J(f n ) → 0 as n → ∞. We then establish that each neural network {f n } ∞ n=1 satisfies a PDE with a source term h n (t, x). We are then able to prove the convergence of f n → u as n → ∞ in L ρ ([0, T ] × Ω), for ρ < 2, using the smoothness of the neural network approximations and compactness arguments. Theorem 7.3 establishes the approximation power of neural networks for solving PDEs (at least within a class of quasilinear parabolic PDEs); however, directly minimizing J(f ) is not computationally tractable since it involves high-dimensional integrals. The DGM algorithm minimizes J(f ) using a meshfree approach; see Section 2.
Relevant Literature
Solving PDEs with a neural network as an approximation is a natural idea, and has been considered in various forms previously. [28] , [29] , [45] , [30] , and [34] propose to use neural networks to solve PDEs and ODEs. These papers estimate neural network solutions on an a priori fixed mesh. This paper proposes using deep neural networks and is meshfree, which is key to solving high-dimensional PDEs.
In particular, this paper explores several new innovations. First, we focus on high-dimensional PDEs and apply deep learning advances of the past decade to this problem (deep neural networks instead of shallow neural networks, improved optimization methods for neural networks, etc.). Algorithms for high-dimensional free boundary PDEs are developed, efficiently implemented, and tested. In particular, we develop an iterative method to address the free boundary. Secondly, to avoid ever forming a mesh, we sample a sequence of random spatial points. This produces a meshfree method, which is essential for high-dimensional PDEs. Thirdly, the algorithm incorporates a new computational scheme for the efficient computation of neural network gradients arising from the second derivatives of high-dimensional PDEs.
Recently, [40, 41] develop physics informed deep learning models. They estimate deep neural network models which merge data observations with PDE models. This allows for the estimation of physical models from limited data by leveraging a priori knowledge that the physical dynamics should obey a class of PDEs. Their approach solves PDEs in one and two spatial dimensions using deep neural networks. [31] uses a deep neural network to model the Reynolds stresses in a Reynolds-averaged Navier-Stokes (RANS) model. RANS is a reduced-order model for turbulence in fluid dynamics. [15, 2] have also recently developed a scheme for solving a class of quasilinear PDEs which can be represented as forward-backward stochastic differential equations (FBSDEs) and [16] further develops the algorithm. The algorithm developed in [15, 2, 16] focuses on computing the value of the PDE solution at a single point. The algorithm that we present here is different; in particular, it does not rely on the availability of FBSDE representations and yields the entire solution of the PDE across all time and space. In addition, the deep neural network architecture that we use, which is different from the ones used in [15, 2] , seems to be able to recover accurately the entire solution (at least for the equations that we studied). [48] use a convolutional neural network to solve a large sparse linear system which is required in the numerical solution of the Navier-Stokes PDE. In addition, [9] has recently developed a novel partial differential equation approach to optimize deep neural networks.
[32] developed an algorithm for the solution of a discrete-time version of a class of free boundary PDEs. Their algorithm, commonly called the "Longstaff-Schwartz method", uses dynamic programming and approximates the solution using a separate function approximator at each discrete time (typically a linear combination of basis functions). Our algorithm directly solves the PDE, and uses a single function approximator for all space and all time. The Longstaff-Schwartz algorithm has been further analyzed by [44] , [22] , and others. Sparse grid methods have also been used to solve high-dimensional PDEs; see [42] , [43] , [21] , [6] , and [7] .
In regards to general results on the approximation power of neural networks we refer the interested reader to classical works [11, 24, 25, 38] and we also mention the recent work by [37] , where the authors study the necessary and sufficient complexity of ReLU neural networks that is required for approximating classifier functions in the mean square sense.
Organization of Paper
The deep learning algorithm for solving PDEs is presented in Section 2. An efficient scheme for evaluating the diffusion operator is developed in Section 3. Numerical analysis of the algorithm is presented in Sections 4, 5, and 6. We implement and test the algorithm on a class of high-dimensional free boundary PDEs in up to 200 dimensions. The theorem and proof for the approximation of PDE solutions with neural networks is presented in Section 7. Conclusions are in Section 8. For readability purposes, proofs from Section 7 have been collected in Appendix A.
Algorithm
Consider a parabolic PDE with d spatial dimensions:
where x ∈ Ω ⊂ R d . The DGM algorithm approximates u(t, x) with a deep neural network f (t, x; θ) where θ ∈ R K are the neural network's parameters. Note that the differential operators ∂f ∂t (t, x; θ) and Lf (t, x; θ) can be calculated analytically. Construct the objective function:
dy where ν(y) is a positive probability density on y ∈ Y. J(f ) measures how well the function f (t, x; θ) satisfies the PDE differential operator, boundary conditions, and initial condition. If J(f ) = 0, then f (t, x; θ) is a solution to the PDE (2.1).
The goal is to find a set of parameters θ such that the function f (t, x; θ) minimizes the error J(f ). If the error J(f ) is small, then f (t, x; θ) will closely satisfy the PDE differential operator, boundary conditions, and initial condition. Therefore, a θ which minimizes J(f (·; θ)) produces a reduced-form model f (t, x; θ) which approximates the PDE solution u(t, x).
Estimating θ by directly minimizing J(f ) is infeasible when the dimension d is large since the integral over Ω is computationally intractable. However, borrowing a machine learning approach, one can instead minimize J(f ) using stochastic gradient descent on a sequence of time and space points drawn at random from Ω and ∂Ω. This avoids ever forming a mesh.
The DGM algorithm is:
1. Generate random points (t n , x n ) from [0, T ] × Ω and (τ n , z n ) from [0, T ] × ∂Ω according to respective probability densities ν 1 and ν 2 . Also, draw the random point w n from Ω with probability density ν 3 .
2. Calculate the squared error G(θ n , s n ) at the randomly sampled points s n = {(t n , x n ), (τ n , z n ), w n } where:
3. Take a descent step at the random point s n :
4. Repeat until convergence criterion is satisfied.
The "learning rate" α n decreases with n. The steps ∇ θ G(θ n , s n ) are unbiased estimates of ∇ θ J(f (·; θ n )):
Therefore, the stochastic gradient descent algorithm will on average take steps in a descent direction for the objective function J. A descent direction means that the objective function decreases after an iteration (i.e., J(f (·; θ n+1 )) < J(f (·; θ n )) ), and θ n+1 is therefore a better parameter estimate than θ n . Under (relatively mild) technical conditions (see [3] ), the algorithm θ n will converge to a critical point of the objective function J(f (·; θ)) as n → ∞:
It's important to note that θ n may only converge to a local minimum when f (t, x; θ) is non-convex. This is generally true for non-convex optimization and is not specific to this paper's algorithm. In particular, deep neural networks are non-convex. Therefore, it is well known that stochastic gradient descent may only converge to a local minimum (and not a global minimum) for a neural network. Nevertheless, stochastic gradient descent has proven very effective in practice and is the fundamental building block of nearly all approaches for training deep learning models.
A Monte Carlo Method for Fast Computation of Second Derivatives
This section describes a modified algorithm which may be more computationally efficient in some cases. The term Lf (t, x; θ) contains second derivatives The complicated architectures of neural networks can make it computationally costly to calculate the second derivatives (for example, see the neural network architecture (4.2)). The computational cost for calculating second derivatives (in both total arithmetic operations and memory) is O(d 2 × N ) where d is the spatial dimension of x and N is the batch size. In comparison, the computational cost for calculating first derivatives is O(d × N ). The cost associated with the second derivatives is further increased since we actually need the third-order derivatives ∇ θ ∂ 2 f ∂x 2 (t, x; θ) for the stochastic gradient descent algorithm. Instead of directly calculating these second derivatives, we approximate the second derivatives using a Monte Carlo method.
Suppose the sum of the second derivatives in Lf (t, x, ; θ) is of the form
is a positive definite matrix, and define σ(x) = σ 1 (x), . . . , σ d (x) . A generalization of the algorithm in this section to second derivatives with nonlinear coefficient dependence on u(t, x) is also possible. Then,
where
The DGM algorithm use the gradient ∇ θ G 1 (θ n , s n ), which requires the calculation of the second derivative terms in Lf (t n , x n ; θ n ). Define the first derivative operators as
Using (3.1), ∇ θ G 1 is approximated asG 1 with a fixed constant ∆ > 0:
This approximation error can be further improved via the following scheme using "antithetic variates":
The approximation (3.2) has O(∆) bias as an approximation for ∇ θ G 1 (θ n , s n ). (3.2) uses antithetic variates in the sense thatG 1,a (θ n , s n ) uses the random variables (
See [1] for a background on antithetic variates in simulation algorithms. A Taylor expansion can be used to show the approximation error is O(∆). It is important to highlight that there is no computational cost associated with the magnitude of ∆; an arbitrarily small ∆ can be chosen with no additional computational cost (although there may be numerical underflow or overflow problems). The modified algorithm using the Monte Carlo approximation for the second derivatives is:
2 Let f be a three-times differentiable function in x with bounded third-order derivatives in x. Then, it directly follows from a Taylor expansion that
The constant C(x) depends upon ρ, fxxx(t, x; θ) and σ(x).
1. Generate random points (t n , x n ) from [0, T ] × Ω and (τ n , z n ) from [0, T ] × ∂Ω according to respective densities ν 1 and ν 2 . Also, draw the random point w n from Ω with density ν 3 .
Calculate the stepG(θ
3. Take a step at the random point s n :
In conclusion, the modified algorithm here is computationally less expensive than the original algorithm in Section 2 but introduces some bias and variance. The variance essentially increases the i.i.d. noise in the stochastic gradient descent step; this noise averages out over a large number of samples though. The original algorithm in Section 2 is unbiased and has lower variance, but is computationally more expensive. We numerically implement the algorithm for a class of free boundary PDEs in Section 4. Future research may investigate other methods to further improve the computational evaluation of the second derivative terms (for instance, multi-level Monte Carlo).
Numerical Analysis for a High-dimensional Free Boundary PDE
We test our algorithm on a class of high-dimensional free boundary PDEs. These free boundary PDEs are used in finance to price American options and are often referred to as "American option PDEs". An American option is a financial derivative on a portfolio of stocks. The option owner may at any time t ∈ [0, T ] choose to exercise the American option and receive a payoff which is determined by the underlying prices of the stocks in the portfolio. T is called the maturity date of the option and the payoff function is g(x) :
d be the prices of d stocks. If at time t the stock prices X t = x, the price of the option is u(t, x). The price function u(t, x) satisfies a free boundary PDE on [0, T ] × R d . For American options, one is primarily interested in the solution u(0, X 0 ) since this is the fair price to buy or sell the option.
Besides the high dimensions and the free boundary, the American option PDE is challenging to numerically solve since the payoff function g(x) (which both appears in the initial condition and determines the free boundary) is not continuously differentiable.
Section 4.1 states the free boundary PDE and the deep learning algorithm to solve it. To address the free boundary, we supplement the algorithm presented in Section 2 with an iterative method; see Section 4.1. Section 4.2 describes the architecture and implementation details for the neural network. Section 4.3 reports numerical accuracy for a case where a semi-analytic solution exists. Section 4.4 reports numerical accuracy for a case where no semi-analytic solution exists.
The Free Boundary PDE
We now specify the free boundary PDE for u(t, x). The stock price dynamics and option price are:
The price of the American option is u(0, X 0 ).
The model (4.1) for the stock price dynamics is widely used in practice and captures several desirable characteristics. First, the drift µ(x) measures the "average" growth in the stock prices. The Brownian motion W t represents the randomness in the stock price, and the magnitude of the randomness is given by the coefficient function σ(X i t ). The movement of stock prices are correlated (e.g., if Microsoft's price increases, it is likely that Apple's price will also increase). The magnitude of the correlation between two stocks i and j is specified by the parameter ρ i,j . An example is the well-known Black-Scholes model µ(x) = µx and σ(x) = σx. In the Black-Scholes model, the average rate of return for each stock is µ.
An American option is a financial derivative which the owner can choose to "exercise" at any time t ∈ [0, T ]. If the owner exercises the option, they receive the financial payoff g(X t ) where X t is the prices of the underlying stocks. If the owner does not choose to exercise the option, they receive the payoff g(X T ) at the final time T . The value (or price) of the American option at time t is u(t, X t ). Some typical examples of the payoff function g(x) :
The former is referred to as a "geometric payoff function" while the latter is called an "arithmetic payoff function."
The price function u(t, x) in (4.1) is the solution to a free boundary PDE and will satisfy:
The free boundary set is F = (t, x) : u(t, x) = g(x) . u(t, x) satisfies a partial differential equation "above" the free boundary set F , and u(t, x) equals the function g(x) "below" the free boundary set F . The deep learning algorithm for solving the PDE (4.1) requires simulating points above and below the free boundary set F . We use an iterative method to address the free boundary. The free boundary set F is approximated using the current parameter estimate θ n . This approximate free boundary is used in the probability measure that we simulate points with. The gradient is not taken with respect to the θ n input of the probability density used to simulate random points. For this purpose, define the objective function:
2 Ω,ν3 .
Descent steps are taken in the direction −∇ θ J(f ; θ,θ). ν 1 (θ) and ν 2 (θ) are the densities of the points inB 1 andB 2 , which are defined below. The deep learning algorithm is:
1. Generate the random batch of points
Generate the random batch of points
3. Generate the random batch of points
from Ω with probability density ν 3 . 4. Approximate J(f ; θ n ,θ n ) as J(f ; θ n , S n ) at the randomly sampled points S n = {B 1 ,B 2 , B 3 }:
5. Take a descent step for the random batch S n :
6. Repeat until convergence criterion is satisfied.
The second derivatives in the above algorithm can be approximated using the method from Section 3.
Implementation details for the algorithm
This section provides details for the implementation of the algorithm, including the DGM network architecture, hyperparameters, and computational approach.
The architecture of a neural network can be crucial to its success. Frequently, different applications require different architectures. For example, convolution networks are essential for image recognition while long short-term networks (LSTMs) are useful for modeling sequential data. Clever choices of architectures, which exploit a priori knowledge about an application, can significantly improve performance. In the PDE applications in this paper, we found that a neural network architecture similar in spirit to that of LSTM networks improved performance.
The PDE solution requires a model f (t, x; θ) which can make "sharp turns" due to the final condition, which is of the form u(T, x) = max(p(x), 0) (the first derivative is discontinuous when p(x) = 0). The shape of the solution u(t, x) for t < T , although "smoothed" by the diffusion term in the PDE, will still have a nonlinear profile which is rapidly changing in certain spatial regions. In particular, we found the following network architecture to be effective:
where → x = (t, x), the number of layers is L + 1, and denotes element-wise multiplication (i.e., z v = z 0 v 0 , . . . , z N v N ). The parameters are
The number of units in each layer is M and σ : R M → R M is an element-wise nonlinearity:
where φ : R → R is a nonlinear activation function such as the tanh function, sigmoidal function e y 1+e y , or rectified linear unit (ReLU) max(y, 0). The parameters in θ have dimensions
, and b ∈ R. The architecture (4.2) is relatively complicated. Within each layer, there are actually many "sub-layers" of computations. The important feature is the repeated element-wise multiplication of nonlinear functions of the input. This helps to model more complicated functions which are rapidly changing in certain time and space regions. The neural network architecture (4.2) is similar to the architecture for LSTM networks (see [23] ) and highway networks (see [46] ).
The key hyperparameters in the neural network (4.2) are the number of layers L, the number of units M in each sub-layer, and the choice of activation unit φ(y). We found for the applications in this paper that the hyperparameters L = 3, M = 50, and φ(y) = tanh(y) were effective. It is worthwhile to note that the choice of φ(y) = tanh(y) means that f (t, x; θ) is smooth and therefore can solve for a "classical solution" of the PDE. The neural network parameters are initialized using the Xavier initialization (see [18] ).
We emphasize that the only input to the network is (t, x). We do not use any custom-designed nonlinear transformations of (t, x). If properly chosen, such additional inputs might help performance. For example, the European option PDE solution (which has an analytic formula) could be included as an input.
A regularization term (such as an 2 penalty) could also be included in the objective function for the algorithm. Such regularization terms are used for reducing overfitting in machine learning models estimated using datasets which have a limited number of data samples. (For example, a model estimated on a dataset of 60, 000 images.) However, it's unclear if this will be helpful in the context of this paper's application, since there is no strict upper bound on the size of the dataset (i.e., one can always simulate more time/space points).
Our computational approach to training the neural network involved several components. The second derivatives are approximated using the method from Section 3. Training is distributed across 6 GPU nodes using asynchronous stochastic gradient descent (we provide more details on this below). Parameters are updated using the well-known ADAM algorithm (see [26] ) with a decaying learning rate schedule (more details on the learning rate are provided below). Accuracy can be improved by calculating a running average of the neural network solutions over a sequence of training iterations (essentially a computationally cheap approach for building a model ensemble). We also found that model ensembles (of even small sizes of 5) can slightly increase accuracy.
Training of the neural network is distributed across several GPU nodes in order to accelerate training. We use asynchronous stochastic gradient descent, which is a widely-used method for parallelizing training of machine learning models. On each node, i.i.d. space and time samples are generated. Each node calculates the gradient of the objective function with respect to the parameters on its respective batch of simulated data. These gradients are then used to update the model, which is stored on a central node called a "parameter server". Figure 1 displays the computational setup. Updates occur asynchronously; that is, node i updates the model immediately upon completion of its work, and does not wait for node j to finish its work. The "work" here is calculating the gradients for a batch of simulated data. Before a node calculates the gradient for a new batch of simulated data, it receives an updated model from the parameter server. For more details on asynchronous stochastic gradient descent, see [13] . During training, we decrease the learning as the number of iterations increases. We use a learning rate schedule where the learning rate is a piecewise constant function of the number of iterations. This is a typical choice. We found the following learning rate schedule to be effective:
n ≤ 5, 000 5 × 10 −4 5, 000 < n ≤ 10, 000 10 −5 < 10, 000 < n ≤ 20, 000 5 × 10 −6 20, 000 < n ≤ 30, 000 10 −6 30, 000 < n ≤ 40, 000 5 × 10 −7 40, 000 < n ≤ 45, 000 10 −7
45, 000 < n
We use approximately 100, 000 iterations. An "iteration" involves batches of size 1, 000 on each of the GPU nodes. Therefore, there are 5, 000 simulated time/space points for each iteration. In total, we used approximately 500 million simulated time/space points to train the neural network.
We implement the algorithm using TensorFlow. TensorFlow is a software library for deep learning. TensorFlow has reverse mode automatic differentiation which allows the calculation of derivatives for a broad range of functions. For example, it can be used to calculate the gradient of the neural network (4.2) with respect to x or θ. TensorFlow also allows for the training of models on graphics processing units (GPUs). A GPU, which has thousands of cores, can be use to highly parallelize the training of deep learning models. We furthermore distribute our computations across multiple GPU nodes, as described above. The computations in this paper were performed on the Blue Waters supercomputer which has a large number of GPU nodes.
A High-dimensional Free Boundary PDE with a Semi-Analytic Solution
We implement our deep learning algorithm to solve the PDE (4.1). The accuracy of our deep learning algorithm is evaluated in up to 200 dimensions. The results are reported below in Table 1 .
Number of dimensions Error 3 0.05% 20 0.03% 100 0.11% 200 0.22% Table 1 : The deep learning algorithm solution is compared with a semi-analytic solution for the Black-Scholes model. The parameters µ(x) = (r − c)x and σ(x) = σx. All stocks are identical with correlation ρ i,j = .75, volatility σ = .25, initial stock price X 0 = 1, dividend rate c = 0.02, and interest rate r = 0. The maturity of the option is T = 2 and the strike price is K = 1. The payoff function is g(x) = max (
The error is reported for the price u(0, X 0 ) of the at-the-money American call option. The error is
The semi-analytic solution used in Table 1 is provided below. Let µ(x) = (r−c)x, σ(x) = σx, and ρ i,j = ρ for i = j (i.e., the Black-Scholes model). If the payoff function in (4.1) is g(x) = max (
where v(t, x) satisfies the one-dimensional free boundary PDE , x) , the relative error at the point (t, x) is |f (t,x;θ)−u(t,x)| |u(t,x)| × 100% and the absolute error at the point (t, x) is |f (t, x; θ) − u(t, x)|. The relative error and absolute error at the point (t, x) can be evaluated using the semi-analytic solution (4.4).
Although the solution at (t, x) = (0, X 0 ) is of primary interest for American options, most other PDE applications are interested in the entire solution u(t, x). The deep learning algorithm provides an approximate solution across all time and space (t, x) ∈ [0, T ] × Ω. As an example, we present in Figure 2 contour plots of the absolute error and percent error across time and space for the American option PDE in 20 dimensions. The contour plot is produced in the following way: . This produces an "envelope" of sampled points since X t spreads out as a diffusive process from X 0 = 1.
2. Calculate the error E at each sampled point (t , x ) for = 1, . . . , L.
3. Aggregate the error over a two-dimensional subspace t , (
4. Produce a contour plot from the data t , (
. The x-axis is t and the y-axis is the geometric average (
1/20 , which corresponds to the final condition g(x). × 100% is reported for points where |u(t, x)| > 0.05. The absolute error becomes relatively large in a few areas; however, the solution u(t, x) also grows large in these areas and therefore the percent error remains small.
A High-dimensional Free Boundary PDE without a Semi-Analytic Solution
We now consider a case of the American option PDE which does not have a semi-analytic solution. The American option PDE has the special property that it is possible to calculate error bounds on an approximate solution. Therefore, we can evaluate the accuracy of the deep learning algorithm even on cases where no semi-analytic solution is available.
We Let f (t, x; θ) be the neural network approximation. [44] derived that the PDE solution u(t, x) lies in the interval:
where τ = inf{t ∈ [0, T ] : f (t, X t ; θ) < g(X t )} and M s is a martingale constructed from the approximate 
The bounds (4.6) depend only on the approximation f (t, x; θ), which is known, and can be evaluated via Monte Carlo simulation. The integral for M s must also be discretized. The best estimate for the price of the American option is the midpoint of the interval [u(0, X 0 ), u(0, X 0 )], which has an error bound of Table 2 : The accuracy of the deep learning algorithm is evaluated on a case where there is no semianalytic solution. The parameters µ(x) = (r − c)x and σ(x) = σx. The correlations ρ i,j and volatilities σ i are estimated from data to generate a heterogeneous diffusion matrix. The initial stock price is X 0 = 1, dividend rate c = 0.02, and interest rate r = 0 for all stocks. The maturity of the option is T = 2. The payoff function is g(x) = max × 100%. In order to calculate the upper bound, the integral (4.7) is discretized with time step size ∆ = 5 × 10 −4 .
We present in Figure 3 contour plots of the absolute error bound and percent error bound across time and space for the American option PDE in 20 dimensions for strike price K = 1. The contour plot is produced in the following way: 3. Aggregate the error over a two-dimensional subspace t , 1 20
4. Produce a contour plot from the data t ,
. The x-axis is t and the y-axis is the geometric average × 100% is reported for points where |u(t, x)| > 0.05. It should be emphasized that these are error bounds; therefore, the actual error could be lower. The contour plot 3 requires significant computations. For each point at which calculate an error bound, a new simulation of (4.6) is required. In total, almost 20 billion paths are simulated, which we distribute across hundreds of GPUs on the Blue Waters supercomputer.
High-dimensional Hamilton-Jacobi-Bellman PDE
We also test the deep learning algorithm on a high-dimensional Hamilton-Jacobi-Bellman (HJB) equation corresponding to the optimal control of a stochastic heat equation. Specifically, we demonstrate that the deep learning algorithm accurately solves the high-dimensional PDE (5.5). The PDE (5.5) is motivated by the problem of optimally controlling the stochastic partial differential equation (SPDE): where u(x) is the control and W (t, x) is a space-time white noise defined on a stochastic basis (Ω, F, F t , P). The square integrable, adapted to the filtration F t , control u is a source/sink term which can be used to guide the temperature v(t, x) towards a target profilev(x) on [0, L]. As it is discussed in [10] such problems admit unique solutions in the appropriate generalized sense, see Theorem 3.1 in [10] . The endpoints at x = 0, L are held at the target temperatures. Specifically, the optimal control minimizes
The constant γ > 0 is a discount factor. The constant λ > 0 penalizes large values for the control u(x). The goal is to reach the targetv(x) while expending the minimum amount of energy. The optimal control u(x)
satisfies an infinite-dimensional HJB equation. We refer the reader to Theorems 5.3 and 5.4 of [10] as well as [14] and [35] for an analysis of infinite-dimensional HJB equations for the stochastic heat equation. An example of a problem represented by the SPDE (5.1) is the heating of a rod to a target temperature profile. One can control the heat applied to each portion of the rod along its length. There are also random fluctuations in the temperature of the rod due to other environmental factors, which is represented by the space-time white noise W (t, x). The goal is to guide the temperature profile of the rod to the target profile while expending the least amount of energy; see the objective function (5.2).
(5.1) can be discretized in space, which yields a system of stochastic differential equations (SDEs). This system of SDEs can be used to derive a finite, high-dimensional PDE for the value function and optimal control.
where ∆ is the mesh size, v(t, j∆) = X j t , u(j∆) = U j t , and W j t are independent standard Brownian motions (see [12] and mainly [20] regarding numerical schemes for stochastic parabolic PDEs of the form considered in this section). The dimension of the SDE system (5. The objective function (5.2) becomes:
The value function V (x) satisfies a nonlinear PDE with d spatial dimensions 3 Figure 4 shows a contour plot of the percent error over space. The contour plot is produced in the following way:
1. Sample spatial points x = (x 1 , . . . , x 21 ) from the distribution of (5.3) for = 1, . . . , L.
Calculate the percent error at each sampled point. The percent error is
3. Aggregate the accuracy over a two-dimensional subspace x 11 ,
4. Produce a contour plot from the data x 11 ,
. The x-axis is x 11 and the y-axis is the Lastly, we close this section by mentioning that in the recent paper [15] (see also [2] ) the authors develop a machine learning algorithm that provides the value at a single point in time and space of the solution to a class of HJB equations which admit explicit solution that can be obtained through the Cole-Hopf transformation. Their method relies on characterizing the solution via backward stochastic differential equations (BSDE). In contrast, the current work (a) does not rely on BSDE type representations through nonlinear Feynman-Kac formulas, and (b) allows to recover the whole object (i.e. the solution across all points in time and space).
Burgers' equation
It is often of interest to find the solution of a PDE over a range of problem setups (e.g., different physical conditions and boundary conditions). For example, this may be useful for the design of engineering systems or uncertainty quantification. The problem setup space may be high-dimensional and therefore may require solving many PDEs for many different problem setups, which can be computationally expensive.
Let the variable p represent the problem setup (i.e., physical conditions, boundary conditions, and initial conditions). The variable p takes values in the space P, and we are interested in the solution of the PDE u(t, x; p). (This is sometimes called a "parameterized class of PDEs".) In particular, suppose u(t, x; p)
A traditional approach would be to discretize the P-space and re-solve the PDE many times for many different points p. However, the total number of grid points (and therefore the number of PDEs that must be solved) grows exponentially with the number of dimensions, and P is typically high-dimensional.
We propose to use the DGM algorithm to approximate the general solution to the PDE (6.1) for different boundary conditions, initial conditions, and physical conditions. The deep neural network is trained using stochastic gradient descent on a sequence of random time, space, and problem setup points (t, x, p). Similar to before,
• Initialize θ.
• Repeat until convergence:
-Construct the objective function
-Update θ with a stochastic gradient descent step
where α is the learning rate.
We implement our algorithm for Burgers' equation on a finite domain.
The problem setup space is P = (ν, α, a, b) ∈ R 4 . The initial condition g(x) is chosen to be a linear function which matches the boundary conditions u(t, x = 0) = a and u(t, x = 1) = b. We train a single neural network to approximate the solution of u(t, x; p) over the entire space (t, x, ν, α, a, b) Figure 5 compares the deep learning solution with the exact solution for several different problem setups p. The solutions are very close; in several cases, the two solutions are visibly indistinguishable. The deep learning algorithm is able to accurately capture the shock layers and boundary layers. Figure 6 presents the accuracy of the deep learning algorithm for different times t and different choices of ν. As ν becomes smaller, the solution becomes steeper. It also shows the shock layer forming over time. The contour plot (7) reports the absolute error of the deep learning solution for different choices of b and ν. 
Neural Network Approximation Theorem for PDEs
Let the L 2 error J(f ) measure how well the neural network f satisfies the differential operator, boundary condition, and initial condition. Define C n as the class of neural networks with n hidden units and let f n be a neural network with n hidden units which minimizes J(f ). We prove that in the appropriate sense, for a class of quasilinear parabolic PDEs with the principle term in divergence form under certain growth assumptions on the nonlinear terms. Our theoretical result only covers a class of quasilinear parabolic PDEs as described in this section. However, the numerical results of this paper indicate that the results are more broadly applicable. The proof requires the joint analysis of the approximation power of neural networks as well as the continuity properties of partial differential equations. First, we show that the neural network can satisfy the differential operator, boundary condition, and initial condition arbitrarily well for sufficiently large n.
Let u be the solution to the PDE. The statement (7.1) does not necessarily imply that f n → u. One challenge to proving convergence is that we only have L 2 control of the error. We prove convergence for the case of homogeneous boundary data, i.e., g(t,
We are then able to prove the convergence of f n → u as n → ∞ using compactness arguments. The precise statement of the theorem and the presentation of the proof is in the next two sections. Section 7.1 proves that J(f n ) → 0 as n → ∞. Section 7.2 contains convergence results of f n to the solution u of the PDE as n → ∞. The main result is Theorem 7.3. For readability purposes the corresponding proofs are in Appendix A.
Convergence of the L
2 error J(f )
In this section, we present a theorem guaranteeing the existence of multilayer feed forward networks f able to universally approximate solutions of quasilinear parabolic PDEs in the sense that there is f that makes the objective function J(f ) arbitrarily small. To do so, we use the results of [25] on universal approximation of functions and their derivatives and make appropriate assumptions on the coefficients of the PDEs to guarantee that a classical solution exists (since then the results of [25] apply). Consider a bounded set Ω ⊂ R d with a smooth boundary ∂Ω and denote Ω T = (0, T ] × Ω and ∂Ω T = (0, T ] × ∂Ω. In this subsection we consider the class of quasilinear parabolic PDE's of the form
For notational convenience, let us write the operator of (7.2) as G. Namely, let us denote
Notice that we can write
For the purposes of this section, we consider equations of the type (7.2) that have classical solutions. In particular we assume that there is a unique u(t, x) solving (7.2) such that
(Ω T ) with η ∈ (0, 1) and that sup
We refer the interested reader to Theorems 5.4, 6.1 and 6.2 of Chapter V in [27] for specific general conditions on α, γ guaranteeing the validity of the aforementioned statement.
Universal approximation results for single functions and their derivatives have been obtained under various assumptions in [11, 24, 25] . In this paper, we use Theorem 3 of [25] . Let us recall the setup appropriately modified for our case of interest. Let ψ be an activation function, e.g., of sigmoid type, of the hidden units and define the set
compose the elements of the parameter space. Then we have the following result. .3) holds. Also, assume that the nonlinear terms ∂αi(t,x,u,p) ∂pj andγ(t, x, u, p) are locally Lipschitz in (u, p) with Lipschitz constant that can have at most polynomial growth on u and p, uniformly with respect to t, x. Then, for every > 0, there exists a positive constant K > 0 that may depend on sup Ω T |u|, sup Ω T |∇ x u| and sup Ω T |∇ (2) x u| such that there exists a function f ∈ C(ψ) that satisfies
The proof of this theorem is in the Appendix.
Convergence of the neural network to the PDE solution
We now prove the convergence of the neural networks f n to the solution u of the PDE
as n → ∞. Notice that we have restricted the discussion to homogeneous boundary data. We do this for both presentation and mathematical reasons.
4
The objective function is
Recall that the norms above are L 2 (X) norms in the respective space X = Ω T , ∂Ω T and Ω respectively. From Theorem 7.1, we have that
Each neural network f n satisfies the PDE
for some h n , u n 0 , and g n such that
For the purposes of this section, we make the following set of assumptions.
• There is a constant µ > 0 and positive functions κ(t, x), λ(t, x) such that for all (t, x) ∈ Ω T we have
• α(t, x, u, p) and γ(t, x, u, p) are continuous in (t, x, u, p) ∈ Ω T × R × R d .
• α(t, x, u, p) and γ(t, x, u, p) are Lipschitz in (t, x, u, p) ∈ Ω T × R × R d uniformly on compacts of the form {(t, x) ∈Ω T , |u| ≤ C, |p| ≤ C}.
• α(t, x, u, p) is differentiable with respect to (x, u, p) with continuous derivatives such that ∂α(t, x, u, p) ∂u ≤ µ(κ(t, x) + p ), and ∂α(t, x, u, p) ∂p ≤ µ(κ(t, x) + |u|).
• There is a positive constant ν > 0 such that
• u 0 (x) ∈ C 0,ξ (Ω) for some ξ > 0 5 and bounded.
• Ω is a bounded, open subset of R d with boundary ∂Ω ∈ C 2 .
• For every n ∈ N,
Theorem 7.3. Assume that Condition 7.2 and (7.7) hold. Then, problem (7.5) has a unique bounded weak
In addition, f n converges to u, the unique weak solution to (7.5) , strongly in L ρ (Ω T ) for every ρ < 2. If, in addition, {f n (t, x)} is bounded in n and equicontinuous then the convergence to u is uniform in Ω T .
The proof of this theorem is in the Appendix. We conclude this section with some remarks and an example.
Remark 7.4. Despite the restriction made to the zero boundary data case, we do expect that our results are also valid for reasonably smooth inhomogeneous boundary data. In addition, if we make further assumptions on the nonlinearities α(t, x, u, p) and γ(t, x, u, p) and on the initial data u 0 (x), then one can establish existence and uniqueness of classical solutions, see for example Section 6 of Chapter V in [27] for details. Furthermore, we remark here that stronger claims can be made if more properties are known in regards to the given approximating family {f n } such as, for example, a-priori bounds on appropriate Sobolev norms, but we do not explore this further here.
Remark 7.5. The uniform, in n, L 2 bound for the sequence {f n } n∈N is easily satisfied for a bounded neural network approximation sequence f n (t, x). However, we believe that it is true for a wider class of models, after all one expects that to be true if f n indeed converges in L ρ for ρ < 2. The condition on equicontinuity for {f n (t, x)} allows to both simplify the proof and make a stronger claim as well. However, it is only a sufficient condition and not necessary. The paper, [8] , see Theorems 19 and 20 therein, discusses structural restrictions (a-priori boundedness and summability) that can be imposed on the unknown weights of feedforward neural networks, belonging in the class C(ψ) = n≥1 C n (ψ) as defined by (7.4), which then guarantee both equicontinuity and universal approximation properties of the neural network for continuous and bounded functions. As it is also discussed in [8] , equicontinuity is also related to fault-tolerance properties of neural networks, a subject worthy of further study in the context of PDEs. However, we do not discuss this further here as this would be a topic for a different paper.
Let us present the case of linear parabolic PDEs in Example 7.6 below.
Example 7.6 (Linear case). Let us assume that the operator G is linear in u and ∇u. In particular, let us set
Assume that there are positive constants ν, µ > 0 such that for every ξ ∈ R d the matrix σσ
and that the coefficients b and c are such that and r, q satisfy the relations
In particular, the previous bounds always hold in the case of coefficients b and c that are bounded in Ω T . Under these conditions, standard results for linear PDE's, see for instance Theorem 4.5 of Chapter III of [27] for a related result, show that the approximation result of Theorem 7.3 holds.
Conclusion
We believe that deep learning could become a valuable approach for solving high-dimensional PDEs, which are important in physics, engineering, and finance. The PDE solution can be approximated with a deep neural network which is trained to satisfy the differential operator, initial condition, and boundary conditions. We prove that the neural network converges to the solution of the partial differential equation as the number of hidden units increases.
Our deep learning algorithm for solving PDEs is meshfree, which is key since meshes become infeasible in higher dimensions. Instead of forming a mesh, the neural network is trained on batches of randomly sampled time and space points. The approach is implemented for a class of high-dimensional free boundary PDEs in up to 200 dimensions with accurate results. We also test it on a high-dimensional Hamilton-Jacobi-Bellman PDE with accurate results.
The DGM algorithm can be easily modified to apply to hyperbolic, elliptic, and partial-integral differential equations. The algorithm remains essentially the same for these other types of PDEs. However, numerical performance for these other types of PDEs remains to be be investigated.
It is also important to put the numerical results in Sections 4 and 5 in a proper context. PDEs with highly non-monotonic or oscillatory solutions may be more challenging to solve and further developments in architecture will be necessary. Further numerical development and testing is therefore required to better judge the usefulness of deep learning for the solution of PDEs in other applications. However, the numerical results of this paper demonstrate that there is sufficient evidence to further explore deep neural network approaches for solving PDEs.
In addition, it would be of interest to establish results analogous to Theorem 7.3 for PDEs beyond the class of quasilinear parabolic PDEs considered in this paper. We leave this question for future work.
A Proofs of convergence results
In this section we have gathered the proofs of the theoretical results of Section 7.
Proof of Theorem 7.1. By Theorem 3 of [25] we know that there is a function f ∈ C(ψ) that is uniformly 2−dense on compacts of C 2 (R 1+d ). This means that for
We have assumed that (u, p) →γ(t, x, u, p) is locally Lipschitz continuous in (u, p) with Lipschitz constant that can have at most polynomial growth in u and p , uniformly with respect to t, x. This means that |γ(t, x, u, p) −γ(t, x, v, s)| ≤ |u| q1/2 + |p| q2/2 + |v| q3/2 + |s| q4/2 (|u − v| + |p − s|) .
for some constants 0 ≤ q 1 , q 2 , q 3 , q 4 < ∞. Therefore we obtain, using Hölder inequality with exponents r 1 , r 2 ,
where the unimportant constant K < ∞ may change from line to line and for two numbers q 1 ∨ q 3 = max{q 1 , q 3 }. In the last step we used (A.1). In addition, we have also assumed that for every i, j ∈ {1, · · · d}, the mapping (u, p) → ∂αi(t,x,u,p) ∂pj is locally Lipschitz in (u, p) with Lipschitz constant that can have at most polynomial growth on u and p, uniformly with respect to t, x. This means that
for some constants 0 ≤ q 1 , q 2 , q 3 , q 4 < ∞. Denote for convenience
Then, similarly to (A.2) we have after an application of Hölder inequality, for some constant K < ∞ that may change from line to line,
where in the last step we followed the computation in (A.2) and used (A.1). Using (A.1) and (A.2)-(A.3) we subsequently obtain for the objective function (note that G[u](t, x) = 0 for u that solves the PDE)
for an appropriate constant K < ∞. The last step completes the proof of the Theorem after rescaling .
Proof of Theorem 7.3. Existence, regularity and uniqueness for (7.5) follows from Theorem 2.1 [39] and Theorem 6.6 of [27] . The convergence proof follows by the smoothness of the neural networks together with compactness arguments as we explain below.
Let us first consider problem (7.6) with g n (t, x) = 0 and let us denote the solution to this problem byf n (t, x). For the same reasons as for u,f n is well defined and lives in at least the same space as u does (as a matter of fact it is even smoother, due to the additional smoothness of h n (t, x) and u n 0 (x), see Section 6, Chapter V of [27] ). Due to Condition 7.2, Lemma 4.1 of [39] implies that {f n } n∈N is uniformly bounded with respect to n in at least
0 (Ω) (in regards to such uniform energy bound results we also refer the reader to Theorem 2.1 and Remark 2.14 of [5] for the case γ = 0 and to [33, 36] for related results in more general cases). These uniform energy bounds imply that we can extract a subsequence, denoted also by {f n } n∈N , which converges to some u in the weak-* sense in
and weakly in L 2 0, T ; W [47] yields relative compactness of {f n } n∈N in L 2 (Ω T ), which means that {f n } n∈N converges strongly to u in that space. Thus, up to subsequences, {f n } n∈N converges almost everywhere to u in Ω T . The nonlinearity of the α and γ functions with respect to the gradient prohibits us from passing to the limit directly in the respective weak formulation. However, the uniform boundedness of {f n } n∈N in L σ 0, T ; W 1,σ 0 (Ω) with σ > 1 (in fact here σ = 2) and its weak convergence to u in that space, allows us to conclude, as in Theorem 3.3 of [4] , that ∇f n → ∇u almost everywhere in Ω T .
Hence, we obtain that {f n } n∈N converges to u strongly also in L ρ 0, T ; W 1,ρ 0 (Ω) for every ρ < 2. In preparation to passing to the limit as n → ∞ in the weak formulation, we need to study the behavior of the nonlinear terms. Recalling the assumptions on α(t, x, u, p) we have for ρ < 2 and for a measurable set A ⊂ Ω T (the constant K < ∞ may change from line to line)
In the latter display we used Höder inequality with exponent 2/ρ > 1. By Vitali's theorem we then conclude that α(t, x,f n , ∇f n ) → α(t, x, u, ∇u) strongly in L ρ (Ω T ) as n → ∞, for every 1 < ρ < 2. For the same reason, an analogous estimate to (A.4), gives
implying, via Vitali's theorem, that γ(t, x,f n , ∇f n ) → γ(t, x, u, ∇u) strongly in L q (Ω T ) as n → ∞, for q = 1 + d d+4 . Notice also that by construction we have that the initial condition u n 0 converges to u 0 strongly in L 2 (Ω). The weak formulation of the PDE (7.6) with g n = 0 reads as follows. For every t 1 ∈ (0, T ]
−f n ∂ t φ + α(t, x,f n , ∇f n ), ∇φ + (γ(t, x,f n , ∇f n ) − h n )φ (t, x)dxdt
for every φ ∈ C ∞ 0 (Ω T ). Using the above convergence results, we then obtain that the limit point u satisfies for every t 1 ∈ (0, T ] the equation It remains to discuss the convergence of f n −f n to zero, where we recall that f n is the neural network approximation satisfying (7.6) andf n satisfies (7.6) with g n = 0. The functions f n ∈ C 1,2 (Ω T ) andΩ T is compact. We have also assumed that {f n } n is uniformly bounded in L 2 (Ω T ). This implies that, up to a subsequence, f n will converge at least weakly in L 2 (Ω T ). Moreover, the boundary values g n (t, x) (which is nothing else by f n (t, x) evaluated at the smooth boundary ∂Ω T ) in (7.6) converge to zero strongly in L 2 . It is then a standard result that g n , i.e., f n evaluated at the boundary, converges to zero, at least, almost uniformly along a subsequence, see for example Lemma 2.1 in Chapter II of [27] . As it then follows, for example, by the proof of Theorems 6.3-6.4 of Chapter V in [27] , using smoothness and uniqueness, f n will differ from the solution to the PDE (7.6) with g n = 0,f n (t, x), by a negligible amount as n → ∞ in the almost everywhere sense. The assumed uniform L 2 bound for {f n } n∈N together with the previously derived uniform L 2 (Ω T ) bound for {f n } n∈N yield uniform L 2 (Ω T ) boundedness for {f n −f n } n∈N . Then, by Vitali's theorem again, we get that {f n −f n } n∈N goes to zero strongly in L ρ (Ω T ) for every ρ < 2. The previously derived strong convergence of {f n −f n } n∈N to zero in L ρ (Ω T ) for every ρ < 2, together with the strong L 2 (Ω T ) convergence of {f n } n∈N to u, conclude the proof of the convergence in L ρ (Ω T ) for every ρ < 2 using triangle inequality.
If {f n (t, x)} is equicontinuous then, Lemma 3.2 of [17] gives uniform convergence of g n to zero. Hence, by the previous analysis, it will certainly be true that {f n } n∈N converges to u in L ρ (Ω T ) for every ρ < 2. The L ρ convergence to zero together with equicontinuity results then in uniform convergence.
