Abstract-This paper presents a novel approach for performance improvement in WLAN receiver employing Orthogonal frequency division multiplexing (OFDM) technology. As an effective technology for wireless communications, OFDM is an important multicarrier modulation method that offers high spectral efficiency, multipath delay spread tolerance, and immunity to frequency selective fading. However, some challenging issues still remain unresolved in OFDM based system design, such as its high peak to average power ratio (PAPR). Methods used to reduce PAPR factor carry several disadvantages. Neural approach presented in this paper is the new method which provides function approximation method. WLAN receiver under consideration is Hiperlan/2. Modulation method is 16QAM with code rate ¾ and AWGN channel model is used. Self organizing map (SOM) and parameterless self organizing map (PLSOM) structures are used to improve bit error rate (BER) performance, which was degraded because of nonlinear distortions due to high PAPR factor.
I. INTRODUCTION (OFDM SYSTEMS PAPR FACTOR)
Most of the radio systems employ the HPA in the transmitter to obtain sufficient transmission power. To provide maximum output power efficiency, the HPA is usually operated at or near the saturation region. Nonlinear characteristics of the HPA are very sensitive to the variation in signal amplitudes. Variations of OFDM signal amplitudes are very wide with high PAPR. Therefore, HPA will introduce inter-modulation between the different subcarriers and introduce additional interference into the systems due to high PAPR of OFDM signals. This additional interference leads to an increase in BER [1] - [4] . An OFDM symbol is a sum of N independent symbols mapped on N different sub-channels with 1/T frequency separation. T is the OFDM symbol period. b have a zero mean Guassian distribution, as they are weighted sum of independent, identically distributed random variables. Some of these time domain samples, which lie at the tail of the distribution curve, gain high magnitudes and cause high PAPR of the system. Mathematically, PAPR of OFDM block of digital samples b=(b 0 , b 1 , ….b N-1 ) is given by equation (2) .
II. SOM ALGORITHM SOM variant is the Guassian neighborhood, Euclidean distance and neighborhood size [9] .
An input ) (t x is presented at time t . Winning node ) (t c , i.e. the weight vector that most closely matches the input at time t , is selected using (3) [10] . Learning rate  and neighborhood size  are decreased in accordance with the annealing scheme. One possible annealing scheme for the decrease of learning rate and neighborhood size is given by (7) and (8) .
And 
Here   and   are the scaling constants.
These steps are repeated until some preset condition is met, after some iterations or when measurement error reaches certain level. Density of the nodes is proportional to input samples.
Unfortunately, this unsupervised learning is dependent on two annealing schemes, one for the learning rate and one for the neighborhood size. There is no firm theoretical basis for determining the correct type and parameters for these annealing schemes, so they must be determined empirically. Furthermore, since these annealing schemes are time dependent, they prevent the SOM from assimilating new information, once the training is complete. It is not in tune with adaptive capabilities of SOM we expect.
Parameterless self organizing map is a neural network, based on SOM that eliminates need for a learning rate and neighborhood size. Fundamental difference between SOM and PLSOM is that, while a SOM depends on learning rate and neighborhood size to decrease over time, as a function of number of iterations of the learning algorithm, PLSOM calculates these values based on the local quadratic fitting error of the map to the input space. This allows the map to make large adjustments in response to the unfamiliar inputs i.e. the inputs, that are not well mapped while not making large changes in response to the inputs it is well adjusted to. Fitting error is based on the normalized distance from input to the weight vector of the winning node in the input space. This value is computed in any case, hence this mechanism can be implemented without inducing noteworthy increases in the computational load of the map or hindering parallelized implementation.
III. PLSOM ALGORITHM
Fundamental idea of PLSOM is that the amplitude and extent of weight updates are not dependent on iteration number, but how good the fit is, we calculate a scaling variable  which is then used to scale the weight update, which can be defined through following equations (9) For this paper, SOM is trained with 1000 epochs and the input vectors are plotted with the map that formed the SOM weights. SOM consists of a single layer with "negdist" weight function, "netsum" net input function and "compet" transfer function. The layer has a weight from the input but no bias. The weight was initialized with "midpoint". Adaptation was done with the function "trainr" and the weights were updated with the algorithm "learnsom". The distance function used is "dist" which calculates the Euclidean distance from home neuron to any other neuron. All the neighborhoods for a S neuron layer map are represented by S X S matrix of distances. "Gridtop" topology starts with the neuron in the rectangular grid. Weights of winning neurons are adjusted using Kohonen"s rule. The rule allows the weights of neurons to learn an input vector. Thus the neuron, whose weight vector was closest to the input vector was updated to be even closer.
PLSOM completely eliminates selection of learning rate, the annealing rate and the annealing scheme of learning rate and the neighborhood size. It also decreases the number of iterations required to get a stable and ordered map. It has been proved that in 600 epochs we are getting the desired result. For our case, we have trained MATLAB SOM variants, SOM and PLSOM with identical input data. We have taken pseudorandom two dimensional input data eliminating the need to store training data. Since the training data is uniformly distributed in the input space, perfect distribution of weight vectors would be an evenly spaced grid with a narrow margin along the edges of the input space. Each weight vector would map an evenly sized area of the input space.
Simulation setting for getting BER plot for Hiperlan/2 with Saleh model is given in table 1 and the BER plot is shown in Fig. 6 .
V. CONCLUSION
This paper presents results of simulations run on neural network based Hiperlan/2 WLAN receiver structure in fading multipath environment.
Hiperlan/2 uses OFDM as multiplexing scheme, which has a main drawback of having high peak to average power ratio. Most of the signal components are amplified in saturation region of the high power amplifiers used at the transmitter end causing nonlinear distortions. 
