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ASYMPTOTIC PROPERTIES OF RANDOM VORONOI CELLS WITH
ARBITRARY UNDERLYING DENSITY
ISAAC GIBBS AND LINAN CHEN
Abstract. We consider the Voronoi diagram generated by n i.i.d. Rd-valued random variables with
an arbitrary underlying probability density function f on Rd, and analyze the asymptotic behaviours
of certain geometric properties, such as the measure, of the Voronoi cells as n tends to infinity. We
adapt the methods used by Devroye et al. (2017) to conduct a study of the asymptotic properties
of two types of Voronoi cells: 1, Voronoi cells that have a fixed nucleus; 2, Voronoi cells that contain
a fixed point. For the first type of Voronoi cells, we show that their geometric properties resemble
those in the case when the Voronoi diagram is generated by a homogeneous Poisson point process.
For the second type of Voronoi cells, we determine the limiting distribution, which is universal in
all choices of f , of the re-scaled measure of the cells. For both types, we establish the asymptotic
independence of measures of disjoint cells.
1. Introduction
The original motivation of our work is to study the problem of ascertaining information about an
arbitrary probability density function f over Rd from an independent and identically distributed (i.i.d.)
sample of data whose distribution has f being the density. This field has a rich history dating back to
Rosenblatt’s original proposal of the kernel estimator in [19]. The literature that followed this explores
a large variety of potential solutions and applications. An introduction to some of the main modern
techniques, including histogram and kernel estimators and their applications, can be found in [6], while
alternative approaches based on combinatorial methods for parameter selection, including results for
both kernel and wavelet estimators, can be found in [7]. Besides, [2] provides a contemporary review
of nearest neighbour based techniques.
Rather than focusing on a particular estimator, this work investigates the relationship between a
well studied object, the Voronoi diagram, and the underlying density. Given f a probability density
function on Rd, we will always denote by µf the measure on Rd with f being the density. Let n ≥ 1
be an integer, and X1, · · · , Xn be i.i.d. random variables with distribution µf . In the context of this
article, we often refer to {X1, · · · , Xn} as a point process. We denote by ‖x− y‖ the Euclidean distance
between x and y ∈ Rd. For every i ∈ {1, · · · , n}, we define
An (Xi) :=
{
p ∈ Rd : ∀j ∈ {1, · · · , n} \ {i} , ||p−Xi|| ≤ ||p−Xj ||
}
to be the Voronoi cell with nucleus Xi and we call the collection of cells, {An (X1) , · · · , An (Xn)},
the Voronoi diagram generated by {X1, · · · , Xn}. By noting that each cell is formed by an inter-
section of half spaces, one may immediately observe that this defines a partition of Rd into convex
polytopes1. Generally speaking, we are interested in studying the asymptotic behaviour of the Voronoi
diagram without assuming any a priori knowledge of the underlying density f . Our goal is to establish
properties of the cells as functions (or functionals) of a general density f , or alternatively, to obtain
information on f based solely on the behaviours of the Voronoi diagram.
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1Here we also refer to an unbounded convex set formed by an intersection of half spaces as a “polytope”.
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The applications of Voronoi diagrams span far beyond density estimation into fields such as astron-
omy ([16]), cryptography ([18]), and telecommunication ([1]). More pertinently, these diagrams share
a natural link to nearest-neighbour-based estimation methods, where their study has recently been
used to develop an estimator for the residual variance ([9]). For a more comprehensive overview of the
properties of these objects and their applications we refer the interested reader to [17].
Despite the extensive interest in these structures, previous work on Voronoi diagrams has largely
focused on investigating the “typical cell”, in the Palm sense ([15]), in the case where the sample points
arise from a homogeneous Poisson point process on Rd. A number of statistics have been calculated
in this setting, including the first and the second moments of various geometric quantities, such as the
volume, the surface area, and the number of faces/edges (see, e.g., [3, 4, 10, 14, 11, 13, 12]), and many
attempts have been made to estimate the distributions of these random variables through simulations
(see [20] and reference therein). A recent article by Devroye et al. ([8]) extends this notion of the
“typical” cell to the setting presented above, where the diagram is obtained from n i.i.d. random
variables with an arbitrary density function f . More precisely, given a density f on Rd and n ≥1, let
µf and {X1, · · · , Xn} be the same as above. We denote by An (x) the Voronoi cell with fixed nucleus
x ∈ Rd in the Voronoi diagram generated by {x,X1, · · · , Xn} and by DAn (x) the diameter of An (x).
Throughout the article, we restrict our study to the case where f (x) > 0 and x is a Lebesgue point of
f in the sense that
lim
r→0
1
λ (Bx,r)
∫
Bx,r
|f (u)− f (x)| du = 0,
where λ is the Lebesgue measure on Rd, “du” is the short form of “λ (du)”, and for every z ∈ Rd, r > 0,
Bz,r is the open ball centered at z with radius r. Then, by the Lebesgue Differentiation Theorem,
λ−almost every x ∈ Rd is a Lebesgue point of f , and hence µf−almost every x ∈ Rd is a Lebesgue
point of f such that f (x) > 0. In this setting, the authors of [8] give a complete characterization of
the limiting distribution, as n → ∞, of nµf (An (x)) by determining the limit of all the moments of
nµf (An (x)). Notably, they discover that the limiting distribution of nµf (An (x)) is universal in all
choices of f . In addition, they also show that, as n→∞, DAn (x) decays probabilistically at a rate of
n−
1
d .
We hope to extend this work in multiple ways. In Section 2, we revisit the geometric properties of An (x)
the cell with fixed nucleus x. We discover that when n is large, An (x) can be “approximately” viewed
as having arisen from the Voronoi diagram generated by a homogeneous Poisson point process with the
constant parameter nf (x). Thus, previous results characterizing the distributions and the moments
of geometric parameters of Voronoi cells generated by Poisson point processes can be “transferred”
to the setting with a general underlying density. In order to state this result more precisely, we now
introduce some basic notations and terminologies. Throughout the article, we will assume that all the
concerned point processes and random variables are defined on a generic probability space (Ω,F ,P).
For every set A ∈ F , IA is the indicator function of A. For any point process {X1, · · · , Xn} and any
Borel set B ⊆ Rd, we define the random variable
N{X1,··· ,Xn} (B) :=
n∑
i=1
I{Xi∈B},
i.e., N{X1,··· ,Xn} (B) is the number of points among {X1, · · · , Xn} that fall inside B.
Definition 1.1. Given Λ > 0, a homogeneous Poisson point process with parameter Λ > 0 is a point
process {Y1, · · · , Yn, · · · } with the property that for any positive integer k, any bounded and disjoint
sets B1, · · · , Bk ⊆ Rd, and any non-negative integers m1, · · · ,mk,
P
(
N{Y1,··· ,Yn,··· } (Bi) = mi, ∀i = 1, 2, · · · , k
)
=
k∏
i=1
(Λλ (Bi))
mi
mi!
e−Λλ(Bi).
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We will denote by PΛ := {Y1, · · · , Yn, · · · } such a homogeneous Poisson point process. As we mentioned
above, previous work on the Voronoi diagram generated by PΛ has focused on the study of the “typical”
or “average” cell as defined by the Palm calculus. This is equivalent to studying the cell with fixed
nucleus x ∈ Rd in the Voronoi diagram generated by {x}∪PΛ. Given x ∈ Rd fixed, assume that f is a
probability density function on Rd with f (x) > 0. For every n ≥ 1, setting Λ := nf (x), we will denote
by Pn (x) the cell with nucleus x in the Voronoi diagram generated by the point process {x} ∪ Pnf(x).
With these notations in hand, we can now precisely state the main result in Section 2.
Theorem 1.2. Let f be a probability density function on Rd and x be a Lebesgue point of f such that
f(x) > 0. Assume that
G :
{
convex polytopes in Rd
}→ R
is any function such that ∀n ≥ 1, G (An (x)) is measurable with respect to σ (X1, · · · , Xn), and
G (Pn (x)) is measurable with respect to σ
(
Pnf(x)
)
(e.g. G(·) could be the number of faces or edges of
its input). Then,
lim
n→∞ supz∈R
|P (G (An (x)) ≤ z)− P (G (Pn (x)) ≤ z)| = 0.
This result provides the link between the Voronoi diagram generated by the point process with an
arbitrary density f and that generated by a homogeneous Poisson point process, which will lead to
convergence in distribution for a large class of functions of the Voronoi cell An (x). In many cases, we
are also interested in showing that the moments of G (An (x)) are asymptotically close to the moments
of G (Pn (x)). In order to apply the above result to establishing such properties, we will require ad-
ditional controls on G (An (x)) and G (Pn (x)). For example, in Proposition 2.1 we examine the case
where d = 2 and G(·) denotes the number of edges of its inputs, and establish a relationship between
E [G (An (x))] and E [G (Pn (x))] by controlling the second moment of G (An (x)). We expect that
similar arguments to the ones applied there can be used to derive the convergence of other moments
of interest, as well as to study other geometric parameters.
In Section 3, we extend the work of [8] to the case where x is not included in the generating point
process. In particular, we focus our study on the cell, Ln (x), that contains the fixed point x ∈ Rd in
the Voronoi diagram generated by {X1, · · · , Xn}. By applying similar methods to those in [8] to this
new case we are able to obtain both a control on the diameter of Ln (x), denoted by DLn (x), and a
complete characterization of the limiting distribution of nµf (Ln (x)) in terms of its limiting moments.
More specifically, we have the following results.
Theorem 1.3. Let f be a probability density function on Rd and x be a Lebesgue point of f such that
f(x) > 0. Then, there exist universal constants c1, c2 > 0 such that ∀t > 0,
lim sup
n→∞
P
(
DLn (x) ≥
t
n
1
d
)
≤ c1e−c2f(x)td .
Based on this diameter control, we are able to compute the limit of all the moments of nµf (Ln (x))
and hence determine the limiting distribution of nµf (Ln (x)).
Theorem 1.4. For every positive integer k, letW be a Bernoulli
(
k
k+1
)
random variable and U1, · · · , Uk
be i.i.d. random variables with the uniform distribution on B0,1 that are independent of W . Set
1¯ := (1, 0, · · · , 0) ∈ Rd, and define the random variable
Dk :=
λ
(
BU1,||1¯−U1|| ∪ · · · ∪BUk,||1¯−Uk|| ∪B0,1
)
λ (B0,1)
I{W=0}
+
λ
(
B1¯,||1¯−U1|| ∪BU2,||U1−U2|| ∪BU3,||U1−U3|| ∪ · · · ∪BUk,||U1−Uk|| ∪B0,||U1||
)
λ (B0,1)
I{W=1}.
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Let f be any probability density function on Rd and x be a Lebesgue point of f such that f (x) > 0.
Then,
lim
n→∞E
[
nkµf (Ln (x))
k
]
= E
[
(k + 1)!
Dk+1k
]
, ∀k ≥ 1.
Moreover, these limits of the moments uniquely determine a distribution D on R+ with the property
that D does not depend on the choice of f or x, and the distribution of nµf (Ln (x)) weakly converges
to D as n→∞.
In general, µf (Ln (x)) cannot be computed without a priori knowledge of f . Thus, we conclude
our study in Section 3 by investigating the information provided by the Lebesgue measure of Ln (x).
To this end, we prove the following result.
Theorem 1.5. Let f be any probability density function on Rd, x be a Lebesgue point of f such that
f (x) > 0, and Z be a random variable with the distribution D defined in Theorem 1.4. Then,
nf (x)λ (Ln (x))→ Z in distribution.
Section 4 is dedicated to showing that for all n sufficiently large, disjoint regions of the Voronoi
diagram behave “almost” independently from one another. In particular, combined with the results
from the previous sections, this gives us a method for studying f in multiple disjoint regions of Rd
simultaneously without requiring multiple data sets.
Theorem 1.6. Let k ≥ 2 be an integer and Z1, · · · , Zk be i.i.d. random variables with the distribution
D defined in Theorem 1.4. Assume that f is a probability density function on Rd and x1, · · · , xk are
k distinct Lebesgue points of f such that f (x1) , · · · , f (xk) are all positive. Then,
(nµf (Ln (x1)) , · · · , nµf (Ln (xk)))→ (Z1, · · · , Zk) in distribution.
2. Voronoi Cells With Fixed Nucleus
Assume that f , µf , x, {X1, · · · , Xn}, Pnf(x), An (x) and Pn (x) are exactly as in the Introduction.
We first look to extend the work of [8] to include consideration of other geometric properties of An (x)
besides its measure. The way we achieve this goal is by linking and comparing An (x) with Pn (x), for
all n sufficiently large. Our main result of this section is Theorem 1.2 which is stated again below. The
theorem shows that for a large class of functions G on the space of polytopes in Rd, the distributions of
G (An (x)) and G (Pn (x)) become arbitrarily close to each other for n large under the Lï¿œvy metric.
The class of such functions G includes most tractable functions of a polytope, e.g., the volume, the
surface area, the number of faces/edges, the length of each side, the locations of vertices, the loca-
tion of the center of the mass, and many more, if not all, geometric properties that one might be
interested in studying. In many cases, we are interested in obtaining information on the asymptotics
of the distributions of these random variables, e.g., the limit of their moments. With Theorem 1.2
and the existing results on the Voronoi diagrams generated by homogeneous Poisson point processes
in hand, this task reduces to establishing proper integrability of the concerned random variable for
both An (x) and Pn (x). One demonstration of how this can be done is given in Proposition 2.1 where
the expected number of edges of An (x) and Pn (x) is considered in 2D. We leave the consideration of
higher moments of this random variable to future work.
Theorem 1.2. Let f be a probability density function on Rd and x be a Lebesgue point of f such that
f (x) > 0. Assume that
G :
{
convex polytopes in Rd
}→ R
is any function such that ∀n ≥ 1, G (An (x)) is measurable with respect to σ (X1, . . . , Xn), and
G (Pn (x)) is measurable with respect to σ
(
Pnf(x)
)
. Then,
lim
n→∞ supz∈R
|P (G (An (x)) ≤ z)− P (G (Pn (x)) ≤ z)| = 0.
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Proof. Let f and x be as in the statement of the theorem. The main idea of the proof is that for
large n, An (x) is contained in a small region around x on which f is well approximated by f (x).
Moreover, by choosing this region appropriately we can establish that for some constant c > 0 the
number of points among X1, · · · , Xn that fall into this region will have the distribution Bin(n, cn ), i.e.,
the binomial distribution with parameters n and cn , which is “approximately” Poisson(c), the Poisson
distribution with parameter c, when n is large. As a result, for all n sufficiently large, An (x) can be
approximately viewed as having arisen form a homogeneous Poisson point process. Let us now make
this precise.
We first apply the estimates of the diameter obtained in [8] (see Lemma 5.1 in the Appendix), which
implies that for arbitrary  > 0, there exists t > 0 such that for all n sufficiently large,
P
(
DAn (x) >
t
n
1
d
)
<  and P
(
DPn (x) >
t
n
1
d
)
< .
Now, with t chosen and fixed, we apply the Lebesgue Differentiation Theorem (see, e.g., Theorem
20.19 of [2]) to get that for any φ > 0 and for all n sufficiently large,∣∣∣∣∣∣∣∣
µf
(
Bx,2 t
n
1
d
)
λ
(
Bx,2 t
n
1
d
) − f (x)
∣∣∣∣∣∣∣∣ ≤ φf (x) ,
which leads to
(2.1)
(1− φ)λ (B0,1) f (x) 2dtd
n
≤ µf
(
Bx,2 t
n
1
d
)
≤ (1 + φ)λ (B0,1) f (x) 2
dtd
n
.
Recall that N{X1,··· ,Xn} (B) is the number of points among X1, · · · , Xn that lie in a set B ⊆ Rd. Then,
choose M > 0 large such that for all n sufficiently large,
P
(
N{X1,··· ,Xn}
(
Bx,2 t
n
1
d
)
> M
)
=Bin
(
n, µf
(
B
x,2t·n− 1d
))
((M,∞))
≤eM−(1−φ)λ(B0,1)f(x)2
dtd−M ln
(
M
(1+φ)λ(B0,1)f(x)2dtd
)
,
where the last inequality is due to (2.1) and an application of Chernoff’s bound (see Lemma 5.5 in the
Appendix). Clearly, by choosing M large, we can make the expression above smaller than . From the
above, we obtain that
P (G (An (x)) ≤ z)− P
(
G (An (x)) ≤ z,DAn (x) ≤
t
n
1
d
, N{X1,··· ,Xn}
(
Bx,2 t
n
1
d
)
≤M
)
≤P
(
DAn (x) >
t
n
1
d
)
+ P
(
N{X1,··· ,Xn}
(
Bx,2 t
n
1
d
)
> M
)
≤ 2.
(2.2)
Now, observe that,
P
(
G (An (x)) ≤ z,DAn (x) ≤
t
n
1
d
, N{X1,··· ,Xn}
(
Bx,2 t
n
1
d
)
≤M
)
=
M∑
i=0
P
(
G (An (x)) ≤ z,DAn (x) ≤
t
n
1
d
, N{X1,··· ,Xn}
(
Bx,2 t
n
1
d
)
= i
)
=
M∑
i=0
P
(
G (An (x)) ≤ z,DAn (x) ≤
t
n
1
d
∣∣∣∣ {X1, · · · , Xn} ∩Bx,2 t
n
1
d
= {X1, · · · , Xi}
)
·
(
n
i
)[
µf
(
Bx,2 t
n
1
d
)]i [
1− µf
(
Bx,2 t
n
1
d
)]n−i
.
(2.3)
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On the other hand, for every n ≥ 1, in the case when the Voronoi diagram is generated by the
homogeneous Poisson point process Pnf(x), NPnf(x)
(
Bx,2 t
n
1
d
)
is just a Poisson random variable with
parameter
nf (x)λ
(
Bx,2 t
n
1
d
)
= λ (B0,1) f (x) 2
dtd
which does not depend on n. Thus, by choosing M sufficiently large, we can make
P
(
NPnf(x)
(
Bx,2 t
n
1
d
)
> M
)
< 
for all n ≥ 1, and hence we also have
(2.4) P (G (Pn (x)) ≤ z)− P
(
G (Pn (x)) ≤ z,DPn (x) ≤
t
n
1
d
, NPnf(x)
(
Bx,2 t
n
1
d
)
≤M
)
≤ 2.
Further,
P
(
G (Pn (x)) ≤ z,DPn (x) ≤
t
n
1
d
, NPnf(x)
(
Bx,2 t
n
1
d
)
≤M
)
=
M∑
i=0
P
(
G (Pn (x)) ≤ z,DPn (x) ≤
t
n
1
d
, NPnf(x)
(
Bx,2 t
n
1
d
)
= i
)
=
M∑
i=0
P
(
G (Pn (x)) ≤ z,DPn (x) ≤
t
n
1
d
∣∣∣∣NPnf(x) (Bx,2 t
n
1
d
)
= i
)
·
[
λ (B0,1) f (x) 2
dtd
]i
i!
e−λ(B0,1)f(x)2
dtd .
(2.5)
Combining (2.2) - (2.5), we conclude that in order to control
sup
z∈R
|P (G (An (x)) ≤ z)− P (G (Pn (x)) ≤ z)| ,
it is sufficient to prove the following two facts.
Fact 1. For every i ∈ {0, · · · ,M},
lim
n→∞
(
n
i
)[
µf
(
Bx,2 t
n
1
d
)]i [
1− µf
(
Bx,2 t
n
1
d
)]n−i
=
[
λ (B0,1) f (x) 2
dtd
]i
i!
e−λ(B0,1)f(x)2
dtd .
Fact 2. For every i ∈ {0, · · · ,M},
lim
n→∞ supz∈R
∣∣∣∣P(G (An (x)) ≤ z, DAn (x) ≤ tn 1d
∣∣∣∣ {X1, · · · , Xn} ∩Bx,2 t
n
1
d
= {X1, · · · , Xi}
)
− P
(
G (Pn (x)) ≤ z, DPn (x) ≤
t
n
1
d
∣∣∣∣NPnf(x) (Bx,2 t
n
1
d
)
= i
)∣∣∣∣ = 0.
Proof of Fact 1: Fact 1 follows from a straightforward application of the Lebesgue Differentiation
Theorem. To be specific, let φ > 0 be arbitrary. Due to (2.1), we have that
lim sup
n→∞
(
n
i
)[
µf
(
Bx,2 t
n
1
d
)]i [
1− µf
(
Bx,2 t
n
1
d
)]n−i
≤ lim sup
n→∞
(
n
i
)[
(1 + φ)λ (B0,1) f (x) 2
dtd
n
]i [
1− (1− φ)λ (B0,1) f (x) 2
dtd
n
]n−i
=
[
(1 + φ)λ (B0,1) f (x) 2
dtd
]i
i!
e−(1−φ)λ(B0,1)f(x)2
dtd
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and similarly,
lim inf
n→∞
(
n
i
)[
µf
(
Bx,2 t
n
1
d
)]i [
1− µf
(
Bx,2 t
n
1
d
)]n−i
≥
[
(1− φ)λ (B0,1) f (x) 2dtd
]i
i!
e−(1+φ)λ(B0,1)f(x)2
dtd .
Since φ > 0 is arbitrary, we have proven Fact 1.
Proof of Fact 2: Let x, t, i and n be the same as above. To simplify the notations, for every z ∈ R,
we will denote by Ez the collection of any set of i points {x1, . . . , xi} ⊆ Rd, such that the following is
true:
(i) {x1, · · · , xi} ⊆ Bx,2 t
n
1
d
;
(ii) if Ai (x) is the cell with nucleus x in the Voronoi diagram generated by {x, x1, · · · , xi}, then
G (Ai (x)) ≤ z;
(iii) if DAi (x) is the diameter of Ai (x), then DAi (x) ≤ t
n
1
d
.
By Lemma 5.2 in the Appendix, we know that whenever DAn (x) ≤ t
n
1
d
(alternatively DPn (x) ≤ t
n
1
d
),
points that are outside of Bx,2 t
n
1
d
cannot affect the shape of the cell with nucleus x, or in other words,
only points that are inside Bx,2 t
n
1
d
should be considered when studying the configuration of An (x). As
a consequence, given that X1, · · · , Xi are the only points among X1, · · · , Xn that are inside Bx,2 t
n
1
d
,
An (x) is the same as Ai (x) when only the points {x,X1, · · · , Xi} are used in generating the Voronoi
diagram. Therefore, for any z ∈ R,
P
(
G (An (x)) ≤ z,DAn (x) ≤
t
n
1
d
∣∣∣∣ {X1, · · · , Xn} ∩Bx,2 t
n
1
d
= {X1, · · · , Xi}
)
=
P
(
{X1, . . . , Xi} ∈ Ez, Xi+1, . . . , Xn /∈ Bx,2 t
n
1
d
)
P
(
{X1, · · · , Xn} ∩Bx,2 t
n
1
d
= {X1, · · · , Xi}
)
=
P ({X1, . . . , Xi} ∈ Ez)P
(
Xi+1, . . . , Xn /∈ Bx,2 t
n
1
d
)
P
(
X1, . . . , Xi ∈ Bx,2 t
n
1
d
)
P
(
Xi+1, . . . , Xn /∈ Bx,2 t
n
1
d
)
=P
(
{X1, . . . , Xi} ∈ Ez
∣∣∣∣X1, . . . , Xi ∈ Bx,2 t
n
1
d
)
.
By a similar argument as above and basic properties of homogeneous Poisson point processes, we also
have
P
(
G (Pn (x)) ≤ z,DPn (x) ≤
t
n
1
d
∣∣∣∣NPnf(x) (Bx,2 t
n
1
d
)
= i
)
= P ({U1, · · · , Ui} ∈ Ez)
where U1, · · · , Ui are i.i.d. random variables with the uniform distribution on Bx,2 t
n
1
d
.
It is easy to see that the conditional distribution of {X1, · · · , Xn}, conditioning on the event that
X1, · · · , Xi ∈ Bx,2 t
n
1
d
, has the probability density function
f (x1) f (x2) · · · f (xi)[
µf
(
Bx,2 t
n
1
d
)]i for every x1, · · · , xi ∈ Bx,2 t
n
1
d
.
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Thus, to prove Fact 2, it is enough for us to show that∣∣∣∣P({X1, . . . , Xi} ∈ Ez ∣∣∣∣X1, . . . , Xi ∈ Bx,2 t
n
1
d
)
− P ({U1, · · · , Ui} ∈ Ez)
∣∣∣∣
≤
∫
· · ·
∫
Ez
∣∣∣∣∣∣∣∣
i∏
j=1
f (xj)
µf
(
Bx,2 t
n
1
d
) − i∏
j=1
n
λ (B0,1) 2dtd
∣∣∣∣∣∣∣∣ dx1 · · · dxi
≤
∫
B
x,2 t
n
1
d
· · ·
∫
B
x,2 t
n
1
d
∣∣∣∣∣∣∣∣
i∏
j=1
f (xj)
µf
(
Bx,2 t
n
1
d
) − i∏
j=1
n
λ (B0,1) 2dtd
∣∣∣∣∣∣∣∣ dx1 · · · dxi
→0 as n→∞.
Let φ ∈ (0, 1) be arbitrary. Using Lemma 5.4 in the Appendix, we have that ∃δ > 0, such that for
every η ∈ (0, δ), ∫
Bx,η
∣∣∣∣ f (u)µf (Bx,η) − 1λ (B0,1) ηd
∣∣∣∣ du ≤ φ.
It follows that for all n sufficiently large,
∫
B
x,2 t
n
1
d
· · ·
∫
B
x,2 t
n
1
d
∣∣∣∣∣∣∣∣
i∏
j=1
f (xj)
µf
(
Bx,2 t
n
1
d
) − i∏
j=1
n
λ (B0,1) 2dtd
∣∣∣∣∣∣∣∣ dx1 · · · dxi
≤
∫
B
x,2 t
n
1
d
· · ·
∫
B
x,2 t
n
1
d
∣∣∣∣∣∣∣∣
i∏
j=2
f (xj)
µf
(
Bx,2 t
n
1
d
) − i∏
j=2
n
λ (B0,1) 2dtd
∣∣∣∣∣∣∣∣
f (x1)
µf
(
Bx,2 t
n
1
d
)dx1 · · · dxi
+
∫
B
x,2 t
n
1
d
· · ·
∫
B
x,2 t
n
1
d
∣∣∣∣∣∣∣∣
f (x1)
µf
(
Bx,2 t
n
1
d
) − n
λ (B0,1) 2dtd
∣∣∣∣∣∣∣∣
i∏
j=2
n
λ (B0,1) 2dtd
dx1 · · · dxi
≤
∫
B
x,2 t
n
1
d
· · ·
∫
B
x,2 t
n
1
d
∣∣∣∣∣∣∣∣
i∏
j=2
f (xj)
µf
(
Bx,2 t
n
1
d
) − i∏
j=2
n
λ (B0,1) 2dtd
∣∣∣∣∣∣∣∣ dx2 · · · dxi
+ φ
∫
B
x,2 t
n
1
d
· · ·
∫
B
x,2 t
n
1
d
(
n
λ (B0,1) 2dtd
)i−1
dx2 · · · dxi
=
∫
B
x,2 t
n
1
d
· · ·
∫
B
x,2 t
n
1
d
∣∣∣∣∣∣∣∣
i∏
j=2
f (xj)
µf
(
Bx,2 t
n
1
d
) − i∏
j=2
n
λ (B0,1) 2dtd
∣∣∣∣∣∣∣∣ dx2 · · · dxi + φ
≤iφ (by repeating this process i times).
Therefore, we have that
lim
n→∞ supz∈R
∣∣∣∣P({X1, . . . , Xi} ∈ Ez ∣∣∣∣X1, . . . , Xi ∈ Bx,2 t
n
1
d
)
− P ({U1, · · · , Ui} ∈ Ez)
∣∣∣∣ = 0,
which concludes the proof of Fact 2, as well as the proof of Theorem 1.2. 
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We now give an explicit example of how Theorem 1.2 can be used to derive a limit for the expected
number of edges of An (x) when d = 2.
Proposition 2.1. Let d = 2, f be a probability density function on Rd and x be a Lebesgue point of
f such that f (x) > 0. Then,
sup
n≥1
E
[
(the number of edges of An (x))
2
]
<∞.
Moreover,
lim
n→∞E [the number of edges of An (x)] = 6.
Proof. We recall that the expected number of edges of Pn (x) is equal to 6 ([14]). Also, by a direct
corollary of Theorem 5.3 of [12], we have that for every n ≥ 1,
E
[
(the number of edges of Pn (x))
2
]
= E
[
(the number of edges of P1 (x))
2
]
<∞.
Now assume that the first statement of Proposition 2.1 holds, i.e., the second moment of the number
of edges of An (x) is bounded in n. By taking G (·) to be the number of edges of its input in Theorem
1.2, one can easily check that
lim
n→∞E [the number of edges of An (x)] = limn→∞E [the number of edges of Pn (x)] = 6.
Therefore, we only need to focus on proving the first statement of Proposition 2.1.
To this end, we first observe that since every vertex of An (x) has degree 3 in the Voronoi diagram,
every vertex of An (x) is also shared by a unique pair of adjacent Voronoi cells of An (x). For all
i, j ∈ {1, · · · , n} such that i 6= j, let Ei,j denote the event that An (Xi), An (Xj) and An (x) share a
vertex. Then, we have that
E
[
(the number of edges of An (x))
2
]
= E
[
(the number of vertices of An (x))
2
]
= E

 ∑
i,j∈{1,··· ,n}, i<j
IEi,j
2
 .
Let i, j, k and l be four distinct integers in {1, · · · , n}. There are three types of terms resulting from
the expectation above:
1. There are n(n−1)2 = O
(
n2
)
terms of the form
E
[(
IEi,j
)2]
= P (Ei,j) .
2. There are n(n−1)2 · 2 (n− 2) = O
(
n3
)
terms of the form
E
[
IEi,j IEi,k
]
= P (Ei,j ∩ Ei,k) .
3. There are n(n−1)2 · (n−2)(n−3)2 = O
(
n4
)
terms of the form
E
[
IEi,j IEl,k
]
= P (Ei,j ∩ El,k) .
In particular, since X1, · · · , Xn are all identically distributed, it is enough to show that the following
three quantities are finite:
sup
n≥2
n2P (E1,2) , sup
n≥3
n3P (E1,2 ∩ E1,3) and sup
n≥4
n4P (E1,2 ∩ E3,4) .
We will only give an explicit proof that the last quantity is finite. The finiteness of the first two
quantities can be shown in an identical manner.
For any three points w, u, v ∈ R2 that do not lie on the same line, let c (w, u, v) denote the circum-
center of w, u and v. Observe that Ei,j is equivalent to the event that
‖Xk − c (x,Xi, Xj)‖ ≥ ‖x− c (x,Xi, Xj)‖ ∀k ∈ {1, · · · , n} \ {i, j} .
10 ISAAC GIBBS AND LINAN CHEN
To see this, notice that the vertex shared by An (x), An (Xi), and An (Xj) is just c (x,Xi, Xj), and
c (x,Xi, Xj) is in all three of An (x), An (Xi), and An (Xj) if and only if c (x,Xi, Xj) is not strictly
closer to any of the other points in X1, · · · , Xn. Therefore, we have that
P (E1,2 ∩ E3,4)
≤P
(
n⋂
k=5
{‖Xk − c (x,X1, X2)‖ ≥ ‖x− c (x,X1, X2)‖ , ‖Xk − c (x,X3, X4)‖ ≥ ‖x− c (x,X3, X4)‖}
)
=E
[(
1− µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖
))n−4]
.
We claim that in order to prove that
sup
n≥4
n4E
[(
1− µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖
))n−4]
<∞,
it is enough to show that
(2.6) lim sup
z→0
z−4P
(
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖
) ≤ z) <∞.
Suppose (2.6) holds. Then, there exists M > 0 and η > 0, such that ∀z ∈ (0, η),
P
(
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖
) ≤ z) ≤ z4M.
Therefore, we have that
n4E
[(
1− µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖
))n−4]
=n4 (n− 4)
∫ 1
0
(1− z)n−5 P (µf (Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖) ≤ z) dz
≤n4 (n− 4)
∫ η
0
(1− z)n−5 P (µf (Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖) ≤ z) dz
+ n4 (n− 4)
∫ 1
η
(1− z)n−5 dz
≤Mn4 (n− 4)
∫ η
0
(1− z)n−5 z4dz + n4 (1− η)n−4
=
4!Mn3
(n− 1) (n− 2) (n− 3) +O
(
n4 (1− η)n−4
)
,
which is clearly bounded in n. Now we will focus on proving (2.6).
By the generalized Lebesgue Differentiation Theorem (see, e.g., page 42 of [7]), there exists δ > 0
such that ∀y ∈ Bx,δ,
(2.7)
∣∣∣∣∣µf
(
Bx,‖y−x‖
)
λ
(
Bx,‖y−x‖
) − f (x)∣∣∣∣∣ ≤ 12f (x) and
∣∣∣∣∣µf
(
By,‖y−x‖
)
λ
(
By,‖y−x‖
) − f (x)∣∣∣∣∣ ≤ 12f (x) .
We claim that if ‖x− c (x,X1, X2)‖ > δ2 , then it must be that
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖
) ≥ 1
8
f (x)piδ2.
To see this, choose the point c∗ on the line segment connecting x and c (x,X1, X2) such that ‖x− c∗‖ =
δ
2 . Then, Bc∗, δ2 ⊆ Bc(x,X1,X2),‖x−c(x,X1,X2)‖ as shown in Figure 2.1.
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Figure 2.1. An (x), An (X1) and An (X2) sharing a vertex c (x,X1, X2).
By (2.7), we have that
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖
) ≥ µf (Bc∗, δ2) ≥ 12f (x)λ(Bc∗, δ2 ) = 18f (x)piδ2.
Meanwhile, it is clear that
1
2
‖x−X1‖ ≤ ‖x− c (x,X1, X2)‖ and 1
2
‖x−X2‖ ≤ ‖x− c (x,X1, X2)‖ .
Therefore, if
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖
)
<
1
8
f (x)piδ2,
then it means that
‖x− c (x,X1, X2)‖ ≤ δ
2
and hence
‖x−X1‖ ≤ δ and ‖x−X2‖ ≤ δ.
Similarly, we also conclude that if
µf
(
Bc(x,X3,X4),‖x−c(x,X3,X4)‖
)
<
1
8
f (x)piδ2,
then
‖x− c (x,X3, X4)‖ ≤ δ
2
, ‖x−X3‖ ≤ δ and ‖x−X4‖ ≤ δ.
Let E be the set that{‖x− c (x,X1, X2)‖ < δ2 , ‖x−X1‖ ≤ δ, ‖x−X2‖ ≤ δ}⋂{‖x− c (x,X3, X4)‖ ≤ δ2 , ‖x−X3‖ ≤ δ, ‖x−X4‖ ≤ δ} .
We observe that, by (2.7), for every y ∈ Bx,δ,
µf
(
Bx,‖y−x‖
) ≤ 3
2
f (x)λ
(
Bx,‖y−x‖
)
=
3
2
f (x)λ
(
By,‖y−x‖
) ≤ 3µf (By,‖y−x‖)
and similarly,
µf
(
Bx,‖y−x‖
) ≤ 3
2
f (x)λ
(
Bx,‖y−x‖
)
= 3 · 2d−1f (x)λ
(
Bx, 12‖y−x‖
)
≤ 3 · 2dµf
(
Bx, 12‖y−x‖
)
.
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Then, we have that for all z < 18f (x)piδ
2,
z−4P
(
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖
) ≤ z)
≤z−4P (max{µf (Bc(x,X1,X2),‖x−c(x,X1,X2)‖) , µf (Bc(x,X3,X4),‖x−c(x,X3,X4)‖)} ≤ z)
=z−4P
(
max
{
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖
)
, µf
(
Bc(x,X3,X4),‖x−c(x,X3,X4)‖
)} ≤ z, E)
≤z−4P (max{µf (Bx,‖x−c(x,X1,X2)‖) , µf (Bx,‖x−c(x,X3,X4)‖)} ≤ 3z, E)
≤z−4P
(
max
{
µf
(
Bx, 12‖x−X1‖
)
, µf
(
Bx, 12‖x−X2‖
)
, µf
(
Bx, 12‖x−X3‖
)
, µf
(
Bx, 12‖x−X4‖
)}
≤ 3z, E
)
≤z−4P (max{µf (Bx,‖x−X1‖) , µf (Bx,‖x−X2‖) , µf (Bx,‖x−X3‖) , µf (Bx,‖x−X4‖)} ≤ 9 · 2dz, E)
≤z−4P (max{µf (Bx,‖x−X1‖) , µf (Bx,‖x−X2‖) , µf (Bx,‖x−X3‖) , µf (Bx,‖x−X4‖)} ≤ 9 · 2dz)
≤z−4P (max {I1, I2, I3, I4} ≤ 9 · 2dz)
=
(
9 · 2d)4 ,
where I1, I2, I3 and I4 are i.i.d. random variables with the uniform distribution on [0, 1]. We conclude
that
sup
z∈(0, 18 f(x)piδ2)
z−4P
(
µf
(
Bc(x,X1,X2),‖x−c(x,X1,X2)‖ ∪Bc(x,X3,X4),‖x−c(x,X3,X4)‖
) ≤ z) ≤ (9 · 2d)4
which gives the desired result (2.6). 
3. Voronoi Cells That Contain a Fixed Point
We now shift our focus to the consideration of the Voronoi cell, denoted by Ln (x), that contains
the fixed point x ∈ Rd in the Voronoi diagram generated by {X1, · · · , Xn} for every n ≥ 1. In other
words, x will almost surely never be the nucleus of Ln (x) for any n ≥ 1, and Ln (x)’s nucleus may
vary as n varies. In general, we expect Ln (x) to behave similarly to An (x), but to “tend” to have
larger measure under µf . Heuristically speaking, by requiring the cell to contain a fixed point, we are
in some sense biasing our selection towards larger cells. We begin our study by giving an estimate
on DLn (x), which we recall is the diameter of Ln (x), that mirrors the result for An (x) obtained in
Theorem 5.1 of [8].
Theorem 1.3. Let f be a probability density function on Rd and x be a Lebesgue point of f such that
f (x) > 0. Then, there exist universal constants c1, c2 > 0 such that ∀t > 0,
lim sup
n→∞
P
(
DLn (x) ≥
t
n
1
d
)
≤ c1e−c2f(x)td .
Before giving the proof of Theorem 1.3, we will first state a technical lemma whose proof is left in
the Appendix.
Lemma 5.3 (in the Appendix). Let α > 0, x ∈ Rd, and C ⊆ Rd be any cone of angle pi12 and with
origin at x (C does not contain x), i.e.,
C :=
{
y ∈ Rd\ {x} : (v, y − x)Rd‖y − x‖ ≥ cos
( pi
24
)}
, for some v ∈ Rd with ‖v‖ = 1.
Let R1 = 164α, R2 =
1+31 cos(pi6 )
64 cos( pi12 )
α, and R3 = 3064α. Then, for any p, y, z ∈ C, if
0 < ‖y − x‖ < R1, R2 ≤ ‖p− x‖ < R3, and ‖x− z‖ ≥ α
2
,
then we must have
‖z − p‖ < ‖z − y‖ .
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Proof. (Proof of Theorem 1.3.) Let t > 0 and C1, · · · , Cγd be a minimal set of cones of angle pi12 and
with origin at x such that their union covers Rd. For every i ∈ {1, · · · , γd} and n ≥ 1 define the
following three sections of Ci:
C1,ni := {z ∈ Ci : ‖z − x‖ < R1,n} ,
C2,ni := {z ∈ Ci : R1,n ≤ ‖z − x‖ < R2,n}
and
C3,ni := {z ∈ Ci : R2,n ≤ ‖z − x‖ < R3,n} ,
where R1,n, R2,n and R3,n are respectively R1, R2 and R3 defined as in Lemma 5.3 with α := t
n
1
d
.
Now, for every n ≥ 1, suppose that for every i ∈ {1, · · · , γd}, ∃pi ∈ {X1, · · · , Xn} ∩ C3,ni . Let y
denote the nucleus of Ln (x) and assume that ‖y − x‖ < R1,n. We claim that Ln (x) ⊆ Bx, t
2n
1
d
and
hence DLn (x) <
t
n
1
d
. To see this, let z ∈ Rd be such that ‖z − x‖ ≥ t
2n
1
d
. Let y′ be the point on the
line segment from x to z such that ‖y − x‖ = ‖y′ − x‖ and i0 ∈ {1, · · · , γd} be such that z ∈ Ci0 . We
clearly have ‖y − z‖ ≥ ‖y′ − z‖. Moreover, Lemma 5.3 immediately gives that ‖z − pi0‖ < ‖z − y′‖.
Hence, ‖z − pi0‖ < ‖z − y‖ =⇒ z /∈ Ln (x), as desired. We conclude that ∀n ≥ 1,
P
(
DLn (x) ≥
t
n
1
d
)
≤ P
(
‖y − x‖ ≥ R1,n or ∃ i ∈ {1, · · · , γd} such that C3,ni ∩ {X1, · · · , Xn} = ∅
)
.
Hence it is enough to control
lim sup
n→∞
P
(
‖y − x‖ ≥ R1,n or ∃ i ∈ {1, · · · , γd} such that C3,ni ∩ {X1, · · · , Xn} = ∅
)
.
By the generalized Lebesgue Differentiation Theorem, we have that for every i ∈ {1, · · · , γd} and
all n sufficiently large,∣∣∣∣∣∣
µf
(
C3,ni
)
λ
(
C3,ni
) − f (x)
∣∣∣∣∣∣ ≤ 12f (x) and
∣∣∣∣∣µf
(
Bx,R1,n
)
λ
(
Bx,R1,n
) − f (x)∣∣∣∣∣ ≤ 12f (x) .
It follows that
P
(
‖y − x‖ ≥ R1,n or ∃ i ∈ {1, · · · , γd} such that C3,ni ∩ {X1, · · · , Xn} = ∅
)
≤
γd∑
i=1
P
(
C3,ni ∩ {X1, · · · , Xn} = ∅
)
+ P (‖y − x‖ ≥ R1,n)
=
γd∑
i=1
(
1− µf
(
C3,ni
))n
+
(
1− µf
(
Bx,R1,n
))n
≤γd
(
1− 1
2
λ
(
C3,ni
)
f (x)
)n
+
(
1− 1
2
λ
(
Bx,R1,n
)
f (x)
)n
≤c1
(
1− c2t
df (x)
n
)n
→ c1e−c2tdf(x) as n→∞,
where c1 and c2 are two universal positive constants. 
We now examine the relationship between f and µf (Ln (x)) and establish Theorem 1.4, which states
that under the same conditions as the ones we have been imposing on x (i.e., x is a Lebesgue point
of f and f (x) > 0), nµf (Ln (x)) converges in distribution to a random variable whose distribution is
universal for all choices of f . We provide a complete characterization of this limiting distribution in
terms of its moments and show that these moments determines a unique distribution. Furthermore,
since the limiting distribution is independent of f , we are able to obtain information about this limiting
distribution by numerically simulating data from the special case where f is the probability density
function of the uniform distribution on [−1, 1]2. A histogram estimate of the density of the limiting
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distribution is shown (in copper) in Figure 3.1. For the purpose of comparison, we also simulate data
to estimate the probability density function of the limiting distribution of nµf (An (x)) (i.e., the case
when x is the nucleus of the cell) derived in [8] and also place the histogram (in blue) in Figure 3.1.
We see that as expected, the limiting distribution of nµf (Ln (x)) gives higher probabilities to larger
values than the comparative distribution for nµf (An (x)).
Figure 3.1. Histogram of the density estimate of the limiting distribution of
nµf (Ln (x)) (copper) and nµf (An (x)) (blue).
One thousand samples of the Voronoi diagram arising from the point process {X1, · · · , X1000} that is composed of
i.i.d. random variables with the uniform distribution on [−1, 1]2 were taken. nµf (Ln (0)) and nµf (An (0)) were
calculated for each trial and the resulting data was grouped together into bins of width 0.05. The x-axis indicates the
observed values for nµf (Ln (0)) and nµf (An (0)) while the y-axis shows the number of occurrences of values in each
bin. The authors are grateful to Jean-Christophe Nave for performing the simulations of the two limiting distributions
and generating the histogram figures.
Below let us state Theorem 1.4 once again.
Theorem 1.4. For every positive integer k ≥ 1, let W be a Bernoulli
(
k
k+1
)
random variable and
U1, · · · , Uk be i.i.d. random variables with the uniform distribution on B0,1 that are independent of
W . Set 1¯ := (1, 0, · · · , 0) ∈ Rd, and define the random variable
Dk :=
λ
(
BU1,||1¯−U1|| ∪ · · · ∪BUk,||1¯−Uk|| ∪B0,1
)
λ (B0,1)
I{W=0}
+
λ
(
B1¯,||1¯−U1|| ∪BU2,||U1−U2|| ∪BU3,||U1−U3|| ∪ · · · ∪BUk,||U1−Uk|| ∪B0,||U1||
)
λ (B0,1)
I{W=1}.
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Let f be any probability density function on Rd and x be a Lebesgue point of f such that f (x) > 0.
Then,
lim
n→∞E
[
nkµf (Ln (x))
k
]
= E
[
(k + 1)!
Dk+1k
]
, ∀k ≥ 1.
Moreover, these limits of the moments uniquely determine a distribution D on R+ with the property
that D does not depend on the choice of f or x, and the distribution of nµf (Ln (x)) weakly converges
to D as n→∞.
Proof. We only give a detailed proof for the case k = 1. Higher moments can be dealt with using
similar methods without any additional steps. We split the proof into five main parts.
Step 1. Reduce estimating E [nµf (Ln (x))] to estimating a tail probability: For every n ≥ 1,
letXn+1 be a random variable with probability density function f ,Xn+1 be independent ofX1, · · · , Xn,
and y be the nucleus of Ln (x). We have that
E [µf (Ln (x))] = P (Xn+1 ∈ Ln (x))
= P (‖Xn+1 − y‖ ≤ ‖Xn+1 −Xi‖ for every i ∈ {1, · · · , n} such that Xi 6= y)
= P
(
Xi /∈ BXn+1,‖Xn+1−y‖ for every i ∈ {1, · · · , n} such that Xi 6= y
)
= nP
(
X1 = y, Xi /∈ BXn+1,‖Xn+1−X1‖ for every i ∈ {2, · · · , n}
)
= nP
(
Xi /∈ BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖ for every i ∈ {2, · · · , n}
)
= nE
[(
1− µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
))n−1]
.
Now, using arguments that are identical to those employed in the derivation of (2.6) in the proof of
Proposition 2.1, we know that in order to prove that
(3.1) lim
n→∞n
2E
[(
1− µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
))n−1]
= E
[
2
D21
]
,
it is sufficient to prove that
(3.2) lim
z→0
z−2P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z) = E [ 1
D21
]
.
Step 2. Simplify the probability to be estimated: For every z > 0, we rewrite the concerned
probability in (3.2) as
(3.3)
P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
max
{
µf
(
Bx,‖Xn+1−x‖
)
, µf
(
Bx,‖x−X1‖
)} ·max{µf (Bx,‖Xn+1−x‖) , µf (Bx,‖x−X1‖)} ≤ z
)
.
Now, let I1 and I2 be i.i.d. random variables with the uniform distribution on [0, 1], and I1, I2 be
independent of D1. Recall that(
µf
(
Bx,‖Xn+1−x‖
)
, µf
(
Bx,‖x−X1‖
))
= (I1, I2) in distribution.
Then, the rest of the proof is dedicated to showing that, for all z sufficiently small, (3.3) is well
approximated by
(3.4) P (D1 ·max {I1, I2} ≤ z) = z2E
[
1
D21
]
which leads to (3.2). This task will be carried out by a coupling technique combined with geometric
arguments.
Step 3. Introduce the coupling: In fact, the coupling technique we will adopt here is identical
to the one used in [8]. In [8], the coupling method was used to determine the limit of the second
moment of nµf (An (x)) in the case where the Voronoi cells contain a fixed nucleus x; we adapt that
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method to the setting where the Voronoi cells contain a fixed point x, and study the limit of the first
moment of nµf (Ln (x)). We take W (as in the definition of D1) to be I{‖x−X1‖≤‖x−Xn+1‖}, which is
obviously a Bernoulli
(
1
2
)
random variable. Define Y1 and Y2 to be the reordering of X1 and Xn+1 such
that ‖x− Y1‖ ≤ ‖x− Y2‖. Clearly, W is independent of Y2. Conditioning on Y2, let V1 be a random
variable that has the uniform distribution on Bx,‖x−Y2‖ and such that V1 is maximally coupled with
Y1 in the sense that
P (Y1 6= V1|Y2) = 1
2
∫
Bx,‖x−Y2‖
∣∣∣∣∣ f (u)µf (Bx,‖x−Y2‖) − 1λ (Bx,‖x−Y2‖)
∣∣∣∣∣ du.
Additionally we define
(V, V ′) :=
{
(V1, Y2) , if W = 1,
(Y2, V1) , if W = 0.
We would like to argue that (V, V ′) approximates (X1, Xn+1) well. To this end, we will again invoke
Lemma 5.4 in the Appendix. Namely, let  > 0 be arbitrary and δ be as in Lemma 5.4. By the choice
of (V, V ′) and V1, we have that
sup
η∈[0,δ]
P ( (V, V ′) 6= (X1, Xn+1)| ‖x− Y2‖ = η)
= sup
η∈[0,δ]
P (Y1 6= V1| ‖x− Y2‖ = η)
=
1
2
sup
η∈[0,δ]
∫
Bx,η
∣∣∣∣ f (u)µf (Bx,η) − 1λ (Bx,η)
∣∣∣∣ du ≤ .
(3.5)
On the other hand, with the new notations, we see that the first factor involved in the random
variable in (3.3) can be written as
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
max
{
µf
(
Bx,‖Xn+1−x‖
)
, µf
(
Bx,‖x−X1‖
)} = µf (BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖)
µf
(
Bx,‖x−Y2‖
) .
Instead of treating the ratio of the µf−measures of the two sets involved in the right hand side above,
we first look at the corresponding ratio of replacing “µf ” by “λ”, i.e.,
(3.6)
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) .
Assuming (V, V ′) = (X1, Xn+1), we have that
(X1, Xn+1) =
{
(V1, Y2) if W = 1,
(Y2, V1) if W = 0,
and hence the ratio concerned in (3.6) becomes
(3.7) D˜ :=
λ
(
BV1,‖V1−Y2‖ ∪Bx,‖x−Y2‖
)
λ
(
Bx,‖x−Y2‖
) I{W=0} + λ (BY2,‖Y2−V1‖ ∪Bx,‖x−V1‖)
λ
(
Bx,‖x−Y2‖
) I{W=1}.
The next fact we will establish is that, when conditioning on Y2, D˜ has the same distribution as
D1, as defined in the statement of Theorem 1.4. To see this, define Z := U1 ‖x− Y2‖+ x where U1 is
a random variable with the uniform distribution on B0,1 and independent of Y2, so that conditioning
on Y2, Z has the uniform distribution on Bx,‖x−Y2‖ which is the same as the distribution of V1. Recall
that 1¯ := (1, 0, · · · , 0). Then, one observes that given Y2,
D˜
in dist.
=
λ
(
BZ,‖Y2−Z‖ ∪Bx,‖x−Y2‖
)
λ
(
Bx,‖x−Y2‖
) I{W=0} + λ (BY2,‖Y2−Z‖ ∪Bx,‖Z−x‖)
λ
(
Bx,‖x−Y2‖
) I{W=1}
=
λ
(
BU1,‖1¯−U1‖ ∪B0,1
)
λ (B0,1)
I{W=0} +
λ
(
B1¯,‖1¯−U1‖ ∪B0,‖U1‖
)
λ (B0,1)
I{W=1}
= D1,
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where the sets concerned in the second line are just the shifted, re-scaled and rotated versions of those
in the first line. Moreover, it is also clear from this derivation that given Y2, the distribution of D˜ as
defined in (3.7) does not depend on the specific value of Y2. The following Figure 3.2 illustrates the
sets concerned in the definition of D˜ and D1 in the case when d = 2.
Figure 3.2. The sets concerned in D1 (and equivalently D˜) when W = 0 or W = 1 in 2D.
Step 4. Establish the probability estimate. By the generalized Lebesgue Differentiation Theorem,
one can make δ > 0 even smaller if necessary such that for all balls Bp,r ⊆ Bx,δ with r ≥ δ4 ,∣∣∣∣µf (Bp,r)λ (Bp,r) − f (x)
∣∣∣∣ ≤ f (x)2 .
Consider the event {
‖x−X1‖ > δ
4
}
∪
{
‖x−X1‖ ≤ δ
4
, ‖x−Xn+1‖ > δ
}
.
We note that if ‖x−X1‖ > δ4 , then
µf
(
Bx,‖x−X1‖
) ≥ µf (Bx, δ4) ≥ f (x)2 λ(Bx, δ4) ;
if ‖x−X1‖ ≤ δ4 and ‖x−Xn+1‖ > δ, then
µf
(
BXn+1,‖X1−Xn+1‖
) ≥ µf (Bp∗, δ4) ≥ f(x)2 λ(Bp∗, δ4)
where p∗ is the point on the line segment connecting X1 and Xn+1 such that ‖X1 − p∗‖ = δ4 . In
particular, we conclude that for every z ∈
(
0, f(x)2 λ
(
B0, δ4
))
, if
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z,
then
max
{
µf
(
BXn+1,‖Xn+1−X1‖
)
, µf
(
Bx,‖x−X1‖
)} ≤ z
and hence it must be that
‖x−X1‖ ≤ δ
4
and ‖x−Xn+1‖ ≤ δ,
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which implies that ‖x− Y2‖ ≤ δ. Thus, for all z sufficiently small,
P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z)
=P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z, ‖x− Y2‖ ≤ δ, (V, V ′) 6= (X1, Xn+1))
+ P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z, ‖x− Y2‖ ≤ δ, (V, V ′) = (X1, Xn+1)) ,(3.8)
and we will treat the two terms on the right hand side of (3.8) separately.
For every bounded Borel set B ⊆ Rd, let B∗ denote the smallest ball centered at x containing B.
Let  > 0 be chosen as in Step 3. By applying the generalized Lebesgue Differentiation Theorem
again, we can make δ even smaller such that, for all bounded Borel sets B ⊆ Rd with λ(B∗)λ(B) ≤ 6d and
λ(B) ≤ (3δ)d, we have that ∣∣∣∣µf (B)λ (B) − f (x)
∣∣∣∣ ≤ f (x) .
On one hand, for every x′ ∈ BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖,
‖x− x′‖ ≤ max {‖Xn+1 −X1‖+ ‖Xn+1 − x‖ , ‖x−X1‖} ≤ 3 ‖x− Y2‖
which means that (
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)∗ ⊆ Bx,3‖x−Y2‖.
On the other hand, it is always true that
max {‖Xn+1 −X1‖ , ‖x−X1‖} ≥ 1
2
‖x− Y2‖
which follows from the fact that if ‖x−X1‖ < 12 ‖x− Y2‖, then
‖Xn+1 −X1‖ ≥ ‖Xn+1 − x‖ − ‖x−X1‖ ≥ 1
2
‖x− Y2‖ ;
this means that BXn+1,‖Xn+1−X1‖∪Bx,‖x−X1‖ contains at least one ball with radius 12 ‖x− Y2‖. There-
fore,
(3.9) λ (B0,1)
(
1
2
‖x− Y2‖
)d
≤ λ (BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖) ≤ λ (B0,1) (3 ‖x− Y2‖)d
and
λ
((
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)∗)
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ (3 ‖x− Y2‖)d(
1
2 ‖x− Y2‖
)d = 6d.
In particular, we get that if ‖x− Y2‖ ≤ δ, then
(3.10)
1− 
1 + 
≤ µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
µf
(
Bx,‖x−Y2‖
) · λ (Bx,‖x−Y2‖)
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ 1 + 
1−  .
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Now we return to (3.8). Combining (3.9) and (3.10), we can estimate the first term on the right
hand side of (3.8) as
P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z, ‖x− Y2‖ ≤ δ, (V, V ′) 6= (X1, Xn+1))
≤P
(
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) µf (Bx,‖x−Y2‖) ≤ 1 + 1− z, ‖x− Y2‖ ≤ δ, (V, V ′) 6= (X1, Xn+1)
)
≤P
((
1
2 ‖x− Y2‖
)d
‖x− Y2‖d
µf
(
Bx,‖x−Y2‖
) ≤ 1 + 
1− z, ‖x− Y2‖ ≤ δ, (V, V
′) 6= (X1, Xn+1)
)
=P
(
µf
(
Bx,‖x−Y2‖
) ≤ 2d 1 + 
1− z
)
· P
(
‖x− Y2‖ ≤ δ
∣∣∣∣µf (Bx,‖x−Y2‖) ≤ 2d 1 + 1− z
)
· P
(
(V, V ′) 6= (X1, Xn+1)
∣∣∣∣‖x− Y2‖ ≤ δ, µf (Bx,‖x−Y2‖) ≤ 2d 1 + 1− z
)
≤P
(
µf
(
Bx,‖x−X1‖
) ≤ 2d 1 + 
1− z
)
· P
(
µf
(
Bx,‖x−Xn+1‖
) ≤ 2d 1 + 
1− z
)
· sup
η≤δ
P ( (V, V ′) 6= (X1, Xn+1)| ‖x− Y2‖ ≤ η)
≤
(
2d
1 + 
1− 
)2
z2 by (3.5).
The last inequality above is due to the fact that
µf
(
Bx,‖x−Y2‖
) ≤ 2d 1 + 
1− z ⇐⇒ ‖x− Y2‖ ≤ r
∗
where
r∗ := sup
{
s ≥ 0 :
∫
Bx,s
f (y) dy ≤ 2d 1 + 
1− z
}
,
and hence {
‖x− Y2‖ ≤ δ, µf
(
Bx,‖x−Y2‖
) ≤ 2d 1 + 
1− z
}
= {‖x− Y2‖ ≤ min {δ, r∗}} .
We move on to the second term in (3.8). Recalling the observation we made on (3.7) when (V, V ′) =
(X1, Xn+1) in Step 3, we have that
P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z, ‖x− Y2‖ ≤ δ, (V, V ′) = (X1, Xn+1))
≤P
(
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) µf (Bx,‖x−Y2‖) ≤ 1 + 1− z, (V, V ′) = (X1, Xn+1)
)
≤P
(
D˜ · µf
(
Bx,‖x−Y2‖
) ≤ 1 + 
1− z
)
where D˜ is as in (3.7)
=E
[
P
(
D˜ · µ (Bx,‖x−Y2‖) ≤ 1 + 1− z
∣∣∣∣Y2)]
=P
(
D1 ·max {I1, I2} ≤ 1 + 
1− z
)
using same notations as in (3.4)
=z2
(
1 + 
1− 
)2
E
[
1
D21
]
.
(3.11)
Combining all the arguments above, since  > 0 is arbitrarily small, we can conclude that
lim sup
z→0
z−2P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z) ≤ E [ 1
D21
]
.
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We now derive the lower bound needed to establish (3.2). When z is sufficiently small, in particular,
when 2dz < µf (Bx,δ), if
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) µf (Bx,‖x−Y2‖) ≤ 1− 1 + z,
then, by (3.9), it must be that
µf
(
Bx,‖x−Y2‖
) ≤ 2dz < µf (Bx,δ)
which implies that ‖x− Y2‖ ≤ δ. Therefore, following (3.8)-(3.11), we can derive the following estimate
for z sufficiently small:
P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z)
≥P (µf (BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖) ≤ z, ‖x− Y2‖ ≤ δ, (V, V ′) = (X1, Xn+1))
≥P
(
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) µf (Bx,‖x−Y2‖) ≤ 1− 1 + z, ‖x− Y2‖ ≤ δ, (V, V ′) = (X1, Xn+1)
)
=P
(
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) µf (Bx,‖x−Y2‖) ≤ 1− 1 + z, ‖x− Y2‖ ≤ δ
)
− P
(
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) µf (Bx,‖x−Y2‖) ≤ 1− 1 + z, ‖x− Y2‖ ≤ δ, (V, V ′) 6= (X1, Xn+1)
)
≥P
(
λ
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
)
λ
(
Bx,‖x−Y2‖
) µf (Bx,‖x−Y2‖) ≤ 1− 1 + z
)
− P
(
µf
(
Bx,‖x−Y2‖
) ≤ 2d 1− 
1 + 
z, ‖x− Y2‖ ≤ δ, (V, V ′) 6= (X1, Xn+1)
)
≥P
(
D˜ · µf
(
Bx,‖x−Y2‖
) ≤ 1− 
1 + 
z
)
− P
(
µf
(
Bx,‖x−Y2‖
) ≤ 2d 1− 
1 + 
z, ‖x− Y2‖ ≤ δ, (V, V ′) 6= (X1, Xn+1)
)
.
where D˜ is as in (3.7). The first term on the right hand side can be treated in exactly the same way
as in (3.11), and it leads to
P
(
D˜ · µf
(
Bx,‖x−Y2‖
) ≤ 1− 
1 + 
z
)
= z2
(
1− 
1 + 
)2
E
[
1
D21
]
;
the second term (without the “−” sign) can be bounded from above by
P
(
µf
(
Bx,‖x−Y2‖
) ≤ 2d 1− 
1 + 
z, ‖x− Y2‖ ≤ δ, (V, V ′) 6= (X1, Xn+1)
)
≤P ((V, V ′) 6= (X1, Xn+1) ∣∣‖x− Y2‖ ≤ δ, µf (Bx,‖x−Y2‖) ≤ 2dz )P (µf (Bx,‖x−Y2‖) ≤ 2dz)
≤22dz2 by (3.5).
Since  > 0 is arbitrarily small, we have proven that
lim inf
z→0
z−2P
(
µf
(
BXn+1,‖Xn+1−X1‖ ∪Bx,‖x−X1‖
) ≤ z) ≥ E [ 1
D21
]
.
(3.2) follows from here, and we have proven (3.1).
Step 5: Determination of the limiting distribution: The proof for higher moments is completely
similar. As in the case k = 1, W = 0 will correspond to X1 being the farthest point from x among-
st X1, Xn+1, · · · , Xn+k and W = 1 will correspond to X1 being closer to x than some other point
amongstXn+1, · · · , Xn+k. Here, Xn+1, · · · , Xn+k are new i.i.d. random variables that are independent
of X1, · · · , Xn and have probability density function f . The role of Xn+1, · · · , Xn+k in the proof is
analogous to that of Xn+1 in the arguments above.
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Finally, we notice that for every k ≥ 1, 1Dk ≤ 2d. Therefore, for every k ≥ 1,
E
[
(k + 1)!
Dk+1k
]
≤ 2d(k+1) (k + 1)!
and it follows that
∞∑
k=1
(
E
[
(k + 1)!
Dk+1k
])− 12k
≥
∞∑
k=1
(
2d(k+1) (k + 1)!
)− 12k ≥ 2−d ∞∑
k=1
((k + 1)!)
− 12k =∞.
Therefore, by Carleman’s condition, these moments determine a unique limiting distribution and the
distribution of nµf (Ln (x)) weakly converges to this limit. The proof of Theorem 1.4 is completed. 
While this result of the measure of Ln (x) under µf is informative, in general, without a priori
knowledge of f , only the Lebesgue measure of Ln (x) will be observed in the Voronoi diagram. With
Theorems 1.3 and Theorem 1.4 in hand, we are now able to determine the relation between f (x) and
the asymptotics of the Lebesgue measure of Ln (x), which constitutes Theorem 1.5 stated below.
Theorem 1.5. Let f be any probability density function on Rd, x be a Lebesgue point of f such that
f(x) > 0, and Z be a random variable with the distribution D defined in Theorem 1.4. Then,
nf (x)λ (Ln (x))→ Z in distribution.
Proof. By Theorem 1.4, we know that nµf (Ln (x)) → Z in distribution. Therefore, by Slutsky’s
theorem, it is enough to show that
λ (Ln (x))
µf (Ln (x))
→ 1
f (x)
in probability.
Let  > 0 be arbitrary. By the Lebesgue Differentiation Theorem, for every integer c ≥ 1, there exists
Rc > 0 such that if B ⊆ Rd is a bounded Borel set with λ(B
∗)
λ(B) ≤ c, where B∗ is the smallest ball
centered at x containing B, and λ (B) ≤ Rc, then∣∣∣∣ λ (B)µf (B) − 1f (x)
∣∣∣∣ < .
Without loss of generality, we can assume that Rc is non-increasing in c. Therefore, if∣∣∣∣ λ (Ln (x))µf (Ln (x)) − 1f (x)
∣∣∣∣ ≥ ,
then it must be that, for every c ≥ 1, either λ(L∗n(x))λ(Ln(x)) > c or λ (Ln (x)) > Rc, and hence
P
(∣∣∣∣ λ (Ln (x))µf (Ln (x)) − 1f (x)
∣∣∣∣ ≥ ) ≤ infc≥1
[
P
(
λ (L∗n (x))
λ (Ln (x))
> c
)
+ P (λ (Ln (x)) > Rc)
]
.
To show that the probability above goes to 0 as n→∞, it is sufficient to show that for an arbitrarily
small ′ > 0, when n is sufficiently large, we can find c ≥ 1 such that
(3.12) P
(
λ (L∗n (x))
λ (Ln (x))
> c
)
≤ ′
and
(3.13) P (λ (Ln (x)) > Rc) ≤ ′.
Let us examine (3.12) first. Set d1n (x) :=
∥∥x−X(1)∥∥ and d2n (x) := ∥∥x−X(2)∥∥, where for every
i ∈ {1, · · · , n}, X(i) denotes the ith nearest neighbour of x amongst X1, · · · , Xn. We observe that if
z ∈ Bx,d2n(x)−d1n(x), then∥∥z −X(1)∥∥ ≤ ‖z − x‖+ ∥∥x−X(1)∥∥ < d2n (x) ≤ ∥∥z −X(i)∥∥ , ∀i ≥ 2.
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In particular, we have that Bx,d2n(x)−d1n(x) ⊆ Ln (x). Then, we may conclude that
(3.14) P
(
λ (L∗n (x))
λ (Ln (x))
> c
)
≤ P
(
λ
(
Bx,DLn (x)
)
λ
(
Bx,d2n(x)−d1n(x)
) > c) = P( DLn (x)
d2n (x)− d1n (x)
> c
1
d
)
.
Let l1 and l2 be positive constants that we will specify shortly and write c :=
(
l2
l1
)d
. By Theorem 1.3,
we may choose l2 large enough such that for all n sufficiently large,
P
(
DLn (x) >
l2
n
1
d
)
≤ 1
2
′.
Next, we will show that by taking l1 small, we can make P
(
d2n (x)− d1n (x) < l1
n
1
d
)
smaller than 12
′.
To this end, let l3 be a third positive constant. Recall that Bin (n, p) is the binomial distribution with
parameters n and p ∈ (0, 1). We have that when n is sufficiently large,
P
(
d2n (x) >
l3
n
1
d
)
= Bin
(
n, µf
(
B
x,
l3
n
1
d
))
({0, 1})
≤ exp
[
1− 1
2
f (x)λ (B0,1) l
d
3 + ln
(
3
2
f (x)λ (B0,1) l
d
3
)]
where we applied Chernoff’s bound (Lemma 5.5 in the Appendix) and the Lebesgue Differentiation
Theorem. By choosing l3 sufficiently large, we have that
P
(
d2n (x) >
l3
n
1
d
)
<
1
6
′ for all n sufficiently large.
On the other hand, by choosing l1 small, Chernoff’s bound (Lemma 5.5 in the Appendix) leads to
that, for all n sufficiently large,
P
(
d2n (x) ≤
l1
n
1
d
)
= Bin
(
n, µf
(
B
x,
l1
n
1
d
))
([2,∞))
≤ exp
[
2− 1
2
f (x)λ (B0,1) l
d
1 + 2 ln
(
3
4
f (x)λ (B0,1) l
d
1
)]
,
which can be made smaller than 16
′ provided that l1 is sufficiently small. Thus, for all n sufficiently
large,
P
(
d2n (x)− d1n (x) <
l1
n
1
d
)
≤P
(
d2n (x)− d1n (x) <
l1
n
1
d
,
l1
n
1
d
< d2n (x) ≤
l3
n
1
d
)
+ P
(
d2n (x) >
l3
n
1
d
)
+ P
(
d2n (x) ≤
l1
n
1
d
)
≤P
(
d2n (x)− d1n (x) <
l1
n
1
d
,
l1
n
1
d
< d2n (x) ≤
l3
n
1
d
)
+
1
3
′.
(3.15)
Now, observe that d1n (x) and d2n (x) are the first and second smallest values amongst the i.i.d. random
variables ‖X1 − x‖ , · · · , ‖Xn − x‖. Let H be the cumulative distribution function of ‖X1 − x‖ and h
be its probability density function. We have that
P
(
d2n (x)− d1n (x) <
l1
n
1
d
,
l1
n
1
d
< d2n (x) ≤
l3
n
1
d
)
=
∫ l3n− 1d
l1n
− 1
d
∫ y2
y2−l1n−
1
d
n (n− 1)h (y1)h (y2) (1−H (y2))n−2 dy1dy2
=n (n− 1)
∫ l3n− 1d
l1n
− 1
d
[
H (y2)−H
(
y2 − l1
n
1
d
)]
h (y2) (1−H (y2))n−2 dy2.
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For every y2 ∈
(
l1
n
1
d
, l3
n
1
d
]
and every n ≥ 1,
(
Bx,y2\Bx,y2−l1n− 1d
)∗
⊆ Bx,y2 ,
λ
((
Bx,y2\Bx,y2−l1n− 1d
)∗)
λ
(
Bx,y2\Bx,y2−l1n− 1d
) ≤ λ (Bx,y2)
λ
(
Bx,y2\Bx,y2−l1n− 1d
) ≤ ld3
ld3 − (l3 − l1)d
,
and
λ
(
Bx,y2\Bx,y2−l1n− 1d
)
≤ λ (B0,1) l
d
3
n
.
Therefore, using the generalized Lebesgue Differentiation Theorem again, we have that, when n is
sufficiently large,
H (y2)−H
(
y2 − l1
n
1
d
)
= P
(
y2 − l1
n
1
d
< ‖X1 − x‖ ≤ y2
)
= µf
(
Bx,y2\Bx,y2−l1n− 1d
)
≤ 3
2
f (x)λ
(
Bx,y2\Bx,y2−l1n− 1d
)
=
3
2
f (x)λ (B0,1) f (x)
[
yd2 −
(
y2 − l1
n
1
d
)d]
≤
3d
2 f (x)λ (B0,1) l
d−1
3 l1
n
.
It follows that, when n is sufficiently large,
P
(
d2n (x)− d1n (x) <
l1
n
1
d
,
l1
n
1
d
< d2n (x) ≤
l3
n
1
d
)
=n (n− 1)
∫ l3n− 1d
l1n
− 1
d
[
H (y2)−H
(
y2 − l1
n
1
d
)]
h (y2) (1−H (y2))n−2 dy2
≤3d
2
f (x)λ (B0,1) l
d−1
3 l1 (n− 1)
∫ l3n− 1d
l1n
− 1
d
h (y2) (1−H (y2))n−2 dy2
=
3d
2
f (x)λ (B0,1) l
d−1
3 l1
[(
1−H
(
l1
n
1
d
))n−1
−
(
1−H
(
l3
n
1
d
))n−1]
≤3d
2
f (x)λ (B0,1) l
d−1
3 l1 ≤
1
6
′
so long as l1 is sufficiently small. Combining with (3.15), we have obtained that
P
(
d2n (x)− d1n (x) <
l1
n
1
d
)
≤ 1
2
′
for all n sufficiently large. Returning to (3.14), we see that
P
(
λ (L∗n (x))
λ (Ln (x))
>
(
l2
l1
)d)
= P
(
DLn (x)
d2n (x)− d1n (x)
>
l2
l1
)
≤ P
(
DLn (x) >
l2
n
1
d
)
+ P
(
d2n (x)− d1n (x) <
l1
n
1
d
)
≤ 1
2
′ +
1
2
′ = ′
for all n sufficiently large, which confirms (3.12).
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As for (3.13), for the specific choice of l1, l2 and c =
(
l2
l1
)d
, Rc is a positive constant. We apply
Theorem 1.3 again to see that
P (λ (Ln (x)) > Rc) ≤ P
(
λ
(
Bx,DLn (x)
)
> Rc
)
= P
(
DLn (x) >
(
Rc
λ (B0,1)
) 1
d
)
≤ ′
by making n even larger if necessary. The proof of Theorem 1.5 is thus completed. 
4. Asymptotic Independence of Measures of Disjoint Voronoi Cells
We will conclude this work by showing that for large n, the “configurations” of disjoint regions of the
Voronoi diagram are “almost” independent of one another. We state two versions of this result, one
for each of the settings considered above. Since the proofs of these two theorems are identical we only
provide the proof of Theorem 1.6.
In the setting where the Voronoi cells are assumed to contain fixed points, we have the following
result.
Theorem 1.6. Let k ≥ 2 be an integer and Z1, · · · , Zk be i.i.d. random variables with the distribution
D defined in Theorem 1.4. Assume that f is a probability density function on Rd and x1, · · · , xk are
k distinct Lebesgue points of f such that f (x1) , · · · , f (xk) are all positive. Then,
(nµf (Ln (x1)) , · · · , nµf (Ln (xk)))→ (Z1, · · · , Zk) in distribution.
In the setting where the Voronoi cells are assumed to have fixed nuclei, we also have “asymptotic”
independence of the measures of the cells.
Theorem 4.1. Let k ≥ 2 be an integer and Z ′1, · · · , Z ′k be i.i.d. random variables following the
limiting distribution defined in Theorem 1 of [8]. Assume that f is a probability density function on
Rd and x1, · · · , xk are k distinct Lebesgue points of f such that f (x1) , · · · , f (xk) are all positive. Let
µf (A
′
n (x1)) , · · · , µf (A′n (xk)) be the Voronoi cells with nuclei x1, · · · , xk, respectively, in the Voronoi
diagram generated by {x1, · · · , xk, X1, · · · , Xn}. Then,
(nµf (A
′
n (x1)) , · · · , nµf (A′n (xk)))→ (Z ′1, · · · , Z ′k) , in distribution.
Proof. (Proof of Theorem 1.6) We will only provide an explicit proof in the case k = 2. The proof of
the general case is highly similar, but has cumbersome notations. Let Fnx1,x2 be the joint distribution
function of (nµf (Ln (x1)) , nµf (Ln (x2))) and Fnx1 and F
n
x2 be the corresponding marginal distribution
functions. Take FZ to be the distribution function for Z1 and recall that by Theorem 1.4 we have that,
for every z ∈ Rd that is a continuity point of FZ , Fnx1 (z) → FZ (z) and Fnx2 (z) → FZ (z) as n → ∞.
Thus, it is enough to show that for every z1, z2 both continuity points of FZ ,
(4.1) lim
n→∞
∣∣Fnx1,x2 (z1, z2)− Fnx1 (z1)Fnx2 (z2)∣∣ = 0.
Let  > 0 be arbitrary. By Theorem 1.3, we may choose t large, such that for all n sufficiently large,
P
(
DLn (x1) >
t
4n
1
d
)
≤ 
16
and
P
(
DLn (x2) >
t
4n
1
d
)
≤ 
16
.
Recall that for every Borel set B ⊆ Rd, N{X1,··· ,Xn} (B) is the number of points among {X1, · · · , Xn}
that fall inside B. LetM be a large constant depending only on t whose value will be specified shortly.
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Then, for all n sufficiently large,
P
(
N{X1,··· ,Xn}
(
Bx1, t
n
1
d
)
> M
)
= Bin
(
n, µf
(
Bx1, t
n
1
d
))
((M,∞))
≤ exp
[
M − 1
2
f (x1)λ (B0,1) t
d −M ln
(
2M
λ (B0,1) 3f (x1) td
)]
≤ 1
16

so long asM is sufficiently large, where we used Chernoff’s bound (Lemma 5.5 in the Appendix) again.
Similarly, by choosing M large, we may also ensure that
P
(
N{X1,··· ,Xn}
(
Bx2, t
n
1
d
)
> M
)
≤ 1
16

for all n sufficiently large. Thus, if for every n ≥ 1,
En :=
{
N{X1,··· ,Xn}
(
Bx1, t
n
1
d
)
≤M,N{X1,··· ,Xn}
(
Bx2, t
n
1
d
)
≤M,DLn (x1) ≤
t
4n
1
d
, DLn (x2) ≤
t
4n
1
d
}
,
then P (En) ≥ 1 − 4 when n is sufficiently large. Further, we may restrict to n large such that
Bx1, t
n
1
d
∩Bx2, t
n
1
d
= ∅ and n > 2M .
Now we turn our attention to (4.1). For every n ≥ 1, z1, z2 two continuity points of FZ , set
pn := F
n
x1,x2 (z1, z2)− P ({nµf (Ln (x1)) ≤ z1, nµf (Ln (x2)) ≤ z2} ∩ En) .
We remark that pn ≤ 4 for all n sufficiently large. Thus, we can write
Fnx1,x2 (z1, z2)
=P ({nµf (Ln (x1)) ≤ z1, nµf (Ln (x2)) ≤ z2} ∩ En) + pn
=
M∑
i=1
M∑
j=1
P
(
nµf (Ln (x1)) ≤ z1, nµf (Ln (x2)) ≤ z2, DLn (x1) ≤
t
4n
1
d
, DLn (x2) ≤
t
4n
1
d
,
N{X1,··· ,Xn}
(
Bx1, t
n
1
d
)
= i,N{X1,··· ,Xn}
(
Bx2, t
n
1
d
)
= j
)
+ pn
=
M∑
i=1
M∑
j=1
(
n
i
)(
n− i
j
)
P
(
nµf (Ln (x1)) ≤ z1, nµf (Ln (x2)) ≤ z2, DLn (x1) ≤
t
4n
1
d
, DLn (x2) ≤
t
4n
1
d
,
X1, · · · , Xi ∈ Bx1, t
n
1
d
, Xi+1, · · · , Xi+j ∈ Bx2, t
n
1
d
, Xi+j+1, . . . , Xn /∈ Bx1, t
n
1
d
∪Bx2, t
n
1
d
)
+ pn.
From here, we proceed similarly as in the proof of Theorem 1.2. Namely, by forcing DLn (x1) ≤ t
4n
1
d
(respectively DLn (x2) ≤ t
4n
1
d
) and Lemma 5.2 in the Appendix, any point outside of the ball Bx1, t
n
1
d
(respectively Bx2, t
n
1
d
) cannot “contribute” to the configuration of Ln (x1) (respectively Ln (x2)). Thus,
for q = 1, 2, 1 ≤ k ≤M and 1 ≤ i1 < · · · < ik ≤ n, if we set
V
xq
i1,··· ,ik :=
{
Bxq, t
n
1
d
∩ {X1, · · · , Xn} = {Xi1 , · · · , Xik} , DLn (xq) ≤
t
4n
1
d
, nµf (Ln (xq)) ≤ zq
}
and let Li1,··· ,ik (xq) be the cell containing xq in the Voronoi diagram generated only by {Xi1 , · · · , Xik}
and DLi1,··· ,ik (xq) be the diameter of Li1,··· ,ik (xq), then, within V
xq
i1,··· ,ik , Ln (xq) = Li1,··· ,ik (xq) and it
is easy to see that V xqi1,··· ,ik is identical to{
Bxq, t
n
1
d
∩ {X1, · · · , Xn} = {Xi1 , · · · , Xik} , DLi1,··· ,ik (xq) ≤
t
4n
1
d
, and nµf (Li1,··· ,ik (xq)) ≤ zq
}
.
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Therefore, we can rewrite Fnx1,x2 (z1, z2) as
Fnx1,x2 (z1, z2)
=
M∑
i=1
M∑
j=1
(
n
i
)(
n− i
j
)
P
(
V x11,··· ,i ∩ V x2i+1,··· ,i+j ∩
{
Xi+j+1, . . . , Xn /∈ Bx1, t
n
1
d
∪Bx2, t
n
1
d
})
+ pn
=
M∑
i=1
M∑
j=1
(
n
i
)(
n− i
j
)
P
(
V x11,··· ,i
)
P
(
V x2i+1,··· ,i+j
)
P
(
Xi+j+1, . . . , Xn /∈ Bx1, t
n
1
d
∪Bx2, t
n
1
d
)
+ pn.
To proceed from here, we will introduce two more notations. For all n ≥ 1, define
αn :=
∑M
i=1
∑M
j=1
(
n
i
)(
n−i
j
)
P
(
V x11,··· ,i
)
P
(
V x2i+1,··· ,i+j
)
P
(
Xi+j+1, . . . , Xn /∈ Bx1, t
n
1
d
∪Bx2, t
n
1
d
)
∑M
i=1
∑M
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x2i+1,··· ,i+j
)
P
(
Xi+j+1, . . . , Xn /∈ Bx1, t
n
1
d
∪Bx2, t
n
1
d
)
and
βn :=
µf
(
Bx1, t
n
1
d
)
+ µf
(
Bx2, t
n
1
d
)
(f (x1) + f (x2))λ (B0,1)
td
n
.
The Lebesgue Differentiation Theorem immediately leads to limn→∞ βn = 1. We claim that limn→∞ αn =
1 as well. To see this, we check that for every i, j ∈ {1, · · · ,M},(
n−i
j
)(
n
j
) = (n− i)(n− i− 1) · · · (n− i− j + 1)
n(n− 1) · · · (n− j + 1) ∈
[
(n− 2M + 1)M
nM
, 1
]
and hence
(n− 2M + 1)M
nM
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
≤
M∑
i=1
M∑
j=1
(
n
i
)(
n− i
j
)
≤
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
which implies that αn → 1 as n→∞. Thus, we will further rewrite Fnx1,x2 (z1, z2) as
Fnx1,x2 (z1, z2)
=αn
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x2i+1,··· ,i+j
)
P
(
Xi+j+1, . . . , Xn /∈ Bx1, t
n
1
d
∪Bx2, t
n
1
d
)
+ pn
=αn
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x21,··· ,j
) [
1− βn (f (x1) + f (x2))λ (B0,1) t
d
n
]n−i−j
+ pn.
(4.2)
We now examine the quantity Fnx1 (z1)F
n
x2 (z2). Proceeding as above, for every n ≥ 1, q = 1, 2, we
define
βqn :=
µ
(
Bxq, t
n
1
d
)
f (xq)λ (B0,1)
td
n
, Eqn :=
{
N{X1,··· ,Xn}
(
Bxq, t
n
1
d
)
≤M,DLn (xq) ≤
t
4n
1
d
}
,
and
p′n := F
n
x1 (z1)F
n
x2 (z2)− P
({nµf (Ln (x1)) ≤ z1} ∩ E1n) · P ({nµf (Ln (x2)) ≤ z2} ∩ E2n).
Then, the arguments above give that
P
(
(Eqn)
{
)
≤ 
8
, q = 1, 2, and hence p′n ≤
3
8
,
as well as
lim
n→∞β
q
n = 1, q = 1, 2.
ASYMPTOTIC PROPERTIES OF RANDOM VORONOI CELLS WITH ARBITRARY UNDERLYING DENSITY 27
So, we have that
Fnx1 (z1)F
n
x2 (z2)
=p′n + P
({nµf (Ln (x1)) ≤ z1} ∩ E1n) · P ({nµf (Ln (x2)) ≤ z2} ∩ E2n)
=p′n +
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x21,··· ,j
)
·
[
1− β1nf (x1)λ (B0,1)
td
n
]n−i [
1− β2nf (x2)λ (B0,1)
td
n
]n−j
.
(4.3)
Taking the difference between (4.2) and (4.3), we see that∣∣Fnx1,x2 (z1, z2)− Fnx1 (z1)Fnx2 (z2)∣∣ ≤ Φ1 + Φ2 + Φ3 + pn + p′n
where
Φ1 := |αn − 1|
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x21,··· ,j
) [
1− βn (f (x1) + f (x2))λ (B0,1) t
d
n
]n−i−j
,
Φ2 :=
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x21,··· ,j
)
·
∣∣∣∣∣
[
1− βn (f (x1) + f (x2))λ (B0,1) t
d
n
]n−i−j
− e(f(x1)+f(x2))λ(B0,1)td
∣∣∣∣∣
and
Φ3 :=
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x21,··· ,j
)
·
∣∣∣∣∣
[
1− β1nf (x1)λ (B0,1)
td
n
]n−i [
1− β2nf (x2)λ (B0,1)
td
n
]n−j
− e(f(x1)+f(x2))λ(B0,1)td
∣∣∣∣∣ .
Therefore, the only thing left is to show that each of Φ1, Φ2 and Φ3 is no greater than 8 for all n
sufficiently large. We will bound all three of Φ1, Φ2 and Φ3 at the same time. Since we already know
that as n→∞, αn, βn, β1n and β2n all tend to 1, all we need to do is to bound
M∑
i=1
M∑
j=1
(
n
i
)(
n
j
)
P
(
V x11,··· ,i
)
P
(
V x21,··· ,j
)
=
(
M∑
i=1
(
n
i
)
P
(
V x11,··· ,i
))( M∑
i=1
(
n
i
)
P
(
V x21,··· ,i
))
uniformly in n. To this end, we observe that for q = 1, 2,
lim sup
n→∞
M∑
i=1
(
n
i
)
P
(
V
xq
1,··· ,i
) ≤ lim sup
n→∞
M∑
i=1
(
n
i
)[
µf
(
Bxq, t
n
1
d
)]i
≤ lim sup
n→∞
M∑
i=1
(
n
i
)[
3
2
f (xq)λ (B0,1)
td
n
]i
=
M∑
i=1
[
3
2f (xq)λ (B0,1) t
df (xq)
]i
i!
.
It follows from there that all of Φ1, Φ2 and Φ3 can be made arbitrarily small, say, smaller than 8 , so
long as n is sufficiently large. Finally we can conclude that∣∣Fnx1,x2 (z1, z2)− Fnx1 (z1)Fnx2 (z2)∣∣ ≤ 38+ pn + p′n ≤ ,
which proves (4.1) and hence completes the proof of Theorem 1.6. 
28 ISAAC GIBBS AND LINAN CHEN
5. Appendix
Following the same notations as in previous sections, assume that f is a probability density function
on Rd, x is a Lebesgue point of f with f (x) > 0 and µf is the probability distribution on Rd with f
being the density function; for each n ≥ 1, let {X1, · · · , Xn} be i.i.d. random variables with distribution
µf , and {Y1, · · · , Yn, · · · } be a homogeneous Poisson point process on Rd with parameter nf (x); finally
denote by An (x) the Voronoi cell containing x in the Voronoi diagram generated by {x,X1, · · · , Xn},
DAn (x) the diameter of An (x), Pn (x) the Voronoi cell containing x in the Voronoi diagram generated
by {x, Y1, · · · , Yn, · · · }, and DPn (x) the diameter of Pn (x).
Lemma 5.1. Following the notations introduced above, we have that there exist universal constants
c1, c2 > 0 such that ∀t > 0,
lim sup
n→∞
P
(
DAn (x) ≥
t
n
1
d
)
≤ c1e−c2f(x)td
and
lim sup
n→∞
P
(
DPn (x) ≥
t
n
1
d
)
≤ c1e−c2f(x)td .
The first statement is exactly Theorem 5.1 of [2]. The second statement is similar and can be proven
by making only minor adjustments to the proof of the first statement, so we will omit the details here.
Further, for each n ≥ 1, let Ln (x) be the Voronoi cell containing x in the Voronoi diagram generated
by {X1, · · · , Xn} and DLn (x) be the diameter of Ln (x). Then we have the following fact.
Lemma 5.2. Let t > 0. Suppose that DAn (x) ≤ t2 (alternatively DPn (x) ≤ t2). Then,
Xi /∈ Bx,t and z ∈ Bx, t2 =⇒ ‖z − x‖ < ‖z −Xi‖ .
Similarly, if DLn (x) ≤ t4 and y is the nucleus of Ln (x), then
Xi /∈ Bx,t and z ∈ Bx, t4 =⇒ ‖z − y‖ < ‖z −Xi‖ .
In particular, we conclude that under the above restrictions on the diameter, sample points that fall
outside of Bx,t do not effect the shape of the cell under consideration.
Proof. Let z ∈ Bx, t2 . Then,
‖z − x‖ < t
2
< ‖Xi − x‖ − ‖x− z‖ ≤ ‖Xi − z‖ .
Similarly, let z ∈ Bx, t4 . Then,
‖z − y‖ ≤ ‖z − x‖+ ‖x− y‖ < t
2
< ‖Xi − x‖ − ‖z − x‖ ≤ ‖Xi − z‖ .

Lemma 5.3. Let α > 0, x ∈ Rd, and C ⊆ Rd be any cone of angle pi12 and with origin at x (C does
not contain x), i.e.,
C :=
{
y ∈ Rd\ {x} : (v, y − x)Rd‖y − x‖ ≥ cos
( pi
24
)}
, for some v ∈ Rd with ‖v‖ = 1.
Let R1 = 164α, R2 =
1+31 cos(pi6 )
64 cos( pi12 )
α, and R3 = 3064α. Then, for any p, y, z ∈ C, if
0 < ‖y − x‖ < R1, R2 ≤ ‖p− x‖ < R3, and ‖x− z‖ ≥ α
2
,
then we must have
‖z − p‖ < ‖z − y‖ .
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Proof. We claim that it is enough to prove this lemma in the case d = 2. First, note that by translation
we may assume that x = 0. Then, let y′ be the point on the line segment connecting 0 and z such
that ‖y′‖ = ‖y‖. It should be clear that ‖y′ − z‖ ≤ ‖y − z‖. Hence, without loss of generality we may
assume that y = y′. Use the Gram-Schmidt process to complete {p, y} to an orthonormal basis of Rd
and consider the problem in this basis. Since the Euclidean inner product is invariant under orthogonal
transformations, both the Euclidean norm and the cone, C, will be preserved by this transformation.
Additionally, by the use of Gram-Schmidt, we will have that in the new basis p = (p1, 0, · · · , 0),
y = (y1, y2, 0, · · · , 0) and z = (z1, z2, 0, · · · , 0) for some p1, y1, y2, z1, z2 ∈ R. Thus, we see that we may
assume that d = 2.
Figure 5.1. Diagram of the setting under study in Lemma 5.3.
Figure 5.1 outlines the current setting. First we remark that
‖y − p‖2 = ‖x− y‖2 + ‖x− p‖2 − 2 ‖x− y‖ ‖x− p‖ cos (ξ)
≤ ‖x− y‖2 + ‖x− p‖2 − 2 ‖x− y‖ ‖x− p‖ cos
( pi
12
)
.
Moreover,
‖x− p‖2 = ‖x− y‖2 + ‖y − p‖2 − 2 ‖x− y‖ ‖y − p‖ cos (φ)
≤ 2 ‖x− y‖2 + ‖x− p‖2 − 2 ‖x− y‖ ‖x− p‖ cos
( pi
12
)
− 2 ‖x− y‖ ‖y − p‖ cos (φ) .
Rewriting the inequality above gives
cos (φ) ≤ ‖x− y‖ − ‖x− p‖ cos
(
pi
12
)
‖y − p‖ ≤
R1 −R2 cos
(
pi
12
)
R3 +R1
.
Plugging in the values of R1, R2 and R3, we get that φ ≥ 5pi6 and β = pi − φ ≤ pi6 .
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Now assume the conclusion fails, i.e., ‖z − y‖ ≤ ‖z − p‖. Then,
‖z − p‖2 = ‖z − y‖2 + ‖y − p‖2 − 2 ‖z − y‖ ‖y − p‖ cos (β)
≤ ‖z − y‖2 + ‖y − p‖2 − 2 ‖z − y‖ ‖y − p‖ cos
(pi
6
)
≤ ‖z − p‖2 + ‖y − p‖2 − 2 ‖z − y‖ ‖y − p‖ cos
(pi
6
)
,
and so
‖z − y‖ ≤ ‖y − p‖
2 cos
(
pi
6
) ≤ R1 +R3
2 cos
(
pi
6
)
which implies that
‖z − x‖ ≤ ‖z − y‖+ ‖y − x‖ ≤ R1 +R3
2 cos
(
pi
6
) +R1 < α
2
.
This contradicts the assumption that ‖z − x‖ ≥ α2 and thus concludes the proof. 
Lemma 5.4. Let f be a probability density function on Rd and x be a Lebesgue point of f such that
f (x) > 0. Then, ∀ ∈ (0, 1), ∃δ > 0, such that ∀η ∈ [0, δ],∫
Bx,η
∣∣∣∣ f (u)µf (Bx,η) − 1λ (Bx,η)
∣∣∣∣ du ≤ .
Proof. By the generalized Lebesgue Differentiation Theorem (see, e.g., Theorem 20.19 of [2]) we may
choose δ > 0 such that ∀η ≤ δ,
1
λ (Bx,η)
∫
Bx,η
|f (u)− f (x)| du ≤ f (x)
3
,∣∣∣∣µf (Bx,η)λ (Bx,η) − f (x)
∣∣∣∣ ≤ f (x)3 , and
∣∣∣∣ λ (Bx,η)µf (Bx,η) − 1f (x) |
∣∣∣∣ ≤ 3f (x) .
Then, ∫
Bx,η
∣∣∣∣ f (u)µf (Bx,η) − 1λ (Bx,η)
∣∣∣∣ du
=
1
µf (Bx,η)
∫
Bx,η
∣∣∣∣f (u)− µf (Bx,η)λ (Bx,η)
∣∣∣∣ du
=
λ (Bx,η)
µf (Bx,η)
1
λ (Bx,η)
∫
Bx,η
|f (u)− f (x)| du+ λ (Bx,η)
µf (Bx,η)
∣∣∣∣f (x)− µf (Bx,η)λ (Bx,η)
∣∣∣∣
≤
(
1
f (x)
+

3f (x)
)
f (x)
3
+
(
1
f (x)
+

3f (x)
)
f (x)
3
≤ .

Lemma 5.5. (Chernoff’s bound [5]). Let Z be a random variable with the Bin(n, p) distribution with
parameters n and p ∈ (0, 1). For every t > 0, set
φ (t) := t− np− t ln
(
t
np
)
.
Then,
P (Z ≥ t) ≤ eφ(t), for t ≥ np
and
P (Z ≤ t) ≤ eφ(t), for 0 < t ≤ np.
This is the version of Chernoff’s bound that will be adopted in this article. Proof is omitted.
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