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GENERALIZED BEREZIN TRANSFORM AND
COMMUTATOR IDEALS
KENNETH R. DAVIDSON AND RONALD G. DOUGLAS
Abstract. For a quasi-free module over a function algebra A(Ω),
we define an analogue of the Berezin transform and relate this to
the quotient of the C*-algebra it generates modulo the commutator
ideal.
Certainly the best understood commutative Banach algebras are
those that consist of all the continuous complex-valued functions on a
compact Hausdorff space. Indeed, most self-adjoint phenomena involv-
ing them have been thoroughly investigated. In particular, the study
of their representation theory as operators on a Hilbert space, which
is essentially the spectral theory for normal operators, shows that such
representations are defined by multiplication on L2-spaces. Over the
past few decades, other classes of operators have been introduced that
are defined by functions, but which involve more complicated methods.
One example is Toeplitz operators while another example is the class
of pseudo-differential operators. In both cases, one shows that the op-
erators so defined behave like the functions used to define them, up to
operators of lower order.
To be more precise, let H2(D) be the Hardy space of functions in
L2(T) consisting of the functions with zero negative Fourier coefficients
and P be the projection of L2(T) onto H2(D). The Toeplitz operator
Tϕ for the function ϕ in L
∞(T) is defined on H2(D) to be pointwise
multiplication by ϕ followed by P . If T denotes the C*-algebra gen-
erated by the Toeplitz operators Tϕ for ϕ a continuous function on T,
then T contains the algebra of compact operators K and the quotient
algebra T/K is isometrically isomorphic to C(T). If instead of H2(D)
1991 Mathematics Subject Classification. 46L06, 47L05, 47L15, 47L20, 47L80.
Key words and phrases. Toeplitz operators, Toeplitz C*-algebras, Hilbert mod-
ules, Berezin transform, commutator ideals in C*-algebras.
First author partially supported by an NSERC grant.
This research was started while the second author was visiting the Fields Institute
on research leave from Texas A&M University and continued during visits by him
to the Laboratoire de Mathe´matique Pures, Universite´ Bordeaux and the Institut
des Hautes E´tudes Scientifique.
1
2 K.R.DAVIDSON AND R.G.DOUGLAS
we take the Bergman space B2(D) consisting of the functions in L2(D)
which are a.e. equal to a holomorphic function on D, then we can de-
fine “Toeplitz operators” analogously, and the C*-algebra T′ generated
by the operators defined by continuous functions on the closed unit
disk, contains K and the quotient algebra T′/K is again isometrically
isomorphic to C(T).
The description of these two examples can be carried over to the case
of several variables in more than one way. First, consider the bound-
ary ∂Bn of the unit ball Bn in Cn and the Hardy space of functions in
L2(∂Bn) that have holomorphic extensions to the ball. Again, we can
define Toeplitz operators using functions defined on ∂Bn and the C*-
algebra generated by the ones defined by continuous functions again
contains the compact operators and the quotient algebra is isometri-
cally isomorphic to C(∂Bn). Second, for the corresponding Bergman
space we can define Toeplitz operators for functions on the closed ball
and the C*-algebra generated by the continuous functions contains the
compact operators and again, the quotient algebra is isometrically iso-
morphic to C(∂Bn). Thirdly, if we consider the polydisk Dn and the
Hardy subspace of L2(Tn), then although the C*-algebra generated by
the Toeplitz operators defined by continuous functions on Tn contains
the ideal of compact operators K, in this case K is not the commutator
ideal C in T. But C is proper and the quotient algebra is isometrically
isomorphic to C(Tn).
The phenomenon we want to consider in this note concerns an alge-
bra of operators defined by functions, the C*-algebra that the algebra
generates and the quotient algebra defined modulo the commutator
ideal. The results we obtain will contain all the above examples and
show that, in a certain sense, it is the domain that is important, rather
than the particular Hilbert space on which the operators are defined.
We will accomplish this by generalizing the notion of a transform intro-
duced by Berezin [4] in connection with quantization. In our approach,
the Hilbert space is closely related to the algebra of holomorphic func-
tions on the domain and involves a notion of kernel Hilbert space that
is a module over the algebra.
We build on results of several authors who have studied the Berezin
transform. In particular, there is the result of McDonald and Sund-
berg [15] concerning the nature of the transform for the C*-algebra
of Toeplitz operators defined by bounded holomorphic multipliers on
the Bergman space. Some of our proofs are closely related to argu-
ments in [15]. Further, some issues we study overlap questions raised
by Arveson in [2]. We also relate a further study of Sundberg [18]
on the C*-algebras generated by Toeplitz-like operators to our results
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including a relation between the property of a module multiplier hav-
ing closed range to the behavior of its Gelfand transform. Finally,
we study the relationship between the kernel ideal of the generalized
Berezin transform and the commutator ideal.
1. Definition and Basic Properties
Regardless of the original motivation of Berezin for introducing it (cf.
[4]), the Berezin transform essentially provides a kind of “symbol” for
certain natural operators on Hilbert spaces of holomorphic functions.
For our generalized transform, we will use kernel Hilbert spaces over
bounded domains in Cn, which are also contractive Hilbert modules for
natural function algebras over the domain. More precisely, we use the
concept introduced in [9] for the study of module resolutions.
For Ω a bounded domain in Cn, let A(Ω) be the function algebra
obtained as the completion of the set of functions that are holomorphic
in some neighborhood of the closure of Ω. For Ω the unit ball Bn or the
polydisk Dn in Cn, we obtain the familiar ball and polydisk algebras
A(Bn) and A(Dn), respectively. The Hilbert space M is said to be
a contractive Hilbert module over A(Ω) if M is a unital module over
A(Ω) with module map A(Ω)×M→M such that
‖ϕf‖M ≤ ‖ϕ‖A(Ω)‖f‖M for ϕ ∈ A(Ω) and f ∈M.
The space R is said to be a quasi-free Hilbert module of rank m, 1 ≤
m ≤ ∞, over A(Ω), if it is obtained as the completion of an inner
product on the algebraic tensor product A(Ω)⊗ ℓ2m such that
(1) evalz : A(Ω) ⊗ ℓ2m → ℓ
2
m, the canonical evaluation map at the
point z , is bounded for z in Ω and locally uniformly bounded
on Ω;
(2) ‖Σϕθi ⊗ xi‖R ≤ ‖ϕ‖A(Ω) ‖Σθi ⊗ xi‖R for ϕ, {θi} in A(Ω) and
{xi} in ℓ
2
m; and
(3) for {Fi} a sequence in A(Ω) ⊗ ℓ2m Cauchy in the R-norm, it
follows that evalz(Fi)→ 0 for all z in Ω if and only if ‖Fi‖R → 0.
Here, ℓ2m is the m-dimensional Hilbert space.
In [9], another characterization and other properties of quasi-free
Hilbert modules are given. This concept is closely related to the notions
of sharp and generalized Bergman kernels studied by Curto and Salinas
[6], Agrawal and Salinas [1] and Salinas [16].
Although much of what follows is valid for the case of m = ∞, we
confine our attention here to the finite rank case. Hence, the evaluation
function, evalz : R → ℓ2m, which is defined to be the extension of
evaluation on A(Ω)⊗ℓ2m, is onto and anR-valued holomorphic function
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in z . If eval∗z : ℓ
2
m →R is the operator adjoint, then it is bounded below
and is anti-holomorphic in z . Moreover, the lower bound is continuous
in z since evalz eval
∗
z is a real-analytic function in z .
The following lemma provides some well-known connections between
evalz , module multiplication, and the kernel function. Let Mϕ denote
the operator on R defined by module multiplication.
Lemma 1.1. For z in Ω and ϕ in A(Ω), one has
M∗ϕ eval
∗
z = ϕ(z) eval
∗
z and evalz Mϕ = ϕ(z) evalz .
Moreover,
K(w,z) = evalw eval
∗
z : Ω× Ω→ L(ℓ
2
m)
is the kernel function for R.
Proof. The two identities in the first sentence follow from the fact that
(evalz Mϕ)f = evalz(ϕf) = ϕ(z)f(z) = ϕ(z) evalz f
for ϕ ∈ A(Ω), f ∈ R and z ∈ Ω.
Finally, for w and z in Ω and x in ℓ2m, the function f(w) = K(w,z)x
is in R and
〈g, f〉R = 〈g,K(·, z)x〉R = 〈g(z), x〉ℓ2m for g ∈ R
by the definition of the kernel function K. Since g(z) = evalz g, we
have
〈g(z), x〉 = 〈evalz g, x〉 = 〈g, eval
∗
z x〉R
and therefore, K(·, z)x = eval∗z x. Applying evalw to both sides yields
K(w,z)x = evalw eval
∗
z x for x in ℓ
2
m which is the desired result. 
To define the transform we need the polar form of evaluation on R.
Thus, set eval∗z = VzQz , where 1) Vz is an isometry from ℓ
2
m into R
which is real-analytic in z and 2) Qz is a positive, invertible operator
on L(ℓ2m), which is also real-analytic in z . The properties of evalz in
Lemma 1.1 carry over to Vz to yield the following results:
Lemma 1.2. For ϕ in A(Ω) and z in Ω, it follows that
(1) M∗ϕVz = ϕ(z)Vz and
(2) V ∗z Mϕ = ϕ(z)V
∗
z .
We can now define the Generalized Berezin Transform (GBT) on R.
Definition 1.3. If R is a quasi-free Hilbert module of finite rank
over A(Ω), then the Generalized Berezin Transform Γ maps L(R) to
Cb(Ω,L(ℓ
2
m)), the space of bounded continuous m × m matrix-valued
functions on Ω, by (ΓX)(z) = V ∗z XVz for X in L(R) and z in Ω.
Lemma 1.4. The GBT has the following elementary properties:
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(1) Γ is contractive: ‖(ΓX)(z)‖L(ℓ2m) ≤ ‖X‖L(R) for X ∈ L(R) and
z ∈ Ω,
(2) Γ is linear: Γ(a1X1+a2X2) = a1Γ(X1)+a2Γ(X2) for a1, a2 ∈ C,
X1, X2 ∈ L(R), and
(3) Γ is self-adjoint: (ΓX)(z)∗ = Γ(X∗)(z) for X ∈ L(R) and
z ∈ Ω.
(4) Γ(X)(z) is continuous on Ω.
Proof. Only (4) requires any comment. The map sending z to evalz is
continuous on Ω, and evalz is surjective for all z ∈ Ω. It follows that
the functions taking z to Vz and V
∗
z are also continuous. Therefore,
the map Γ(X)(z) = V ∗z XVz is a bounded, continuous L(ℓ
2
m)-valued
function on Ω. 
If Vz is any isometry-valued function from Ω to L(ℓ
2
m,R), one could
define a GBT having the properties in this lemma but little more. The
interest in our setting comes about because of the relationship between
the GBT and the operators defined by the algebra A(Ω). In general, one
is interested in the behavior of the GBT on the C*-algebra generated
by the operators defined by module multiplication or the corresponding
algebra obtained when A(Ω) is replaced by a larger, natural function
algebra of bounded holomorphic functions (cf. Section 5).
The following proposition is easily deduced from Lemma 1.2.
Proposition 1.5. For ϕ, ψ in A(Ω) and X in L(R) it follows that:
(1) Γ(MϕX)(z) = ϕ(z)(ΓX)(z) and Γ(XM
∗
ϕ)(z) = ϕ(z)(ΓX)(z)
for z in Ω,
(2) Γ(Mϕ) = ϕ and Γ(M
∗
ϕ) = ϕ, and
(3) Γ(MϕM
∗
ψ) = ϕψ.
These results show that the “symbol” defined by the GBT agrees
with the multiplier for operators defined by module multiplication for
functions in A(Ω) or their complex conjugates. Also, it is multiplicative
on products of the form ϕψ for ϕ, ψ in A(Ω); but it is easy to check that
Γ(MϕM
∗
ψ) 6= Γ(M
∗
ψMϕ), in general. This comes down to evaluating Γ
on commutators of the form [Mϕ,M
∗
ψ] for ϕ, ψ in A(Ω).
If one considers the classical examples in which R is either the Hardy
or Bergman modules on the unit disk D, one sees that the Berezin trans-
form is nicely-behaved for the C*-algebra generated by module multi-
pliers only on the boundary of D and vanishes there on the commutator
ideal. More interesting is the behavior of the Berezin Transform on the
corresponding algebra defined by module multiplication by the algebra
H∞(D) of bounded holomorphic functions on D which we’ll consider in
Section 5.
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To get started we consider the basic relationship between the oper-
ators defined by module multiplication and the quotient algebra de-
fined by the commutator ideal. Understanding this quotient algebra is
equivalent to characterizing the multiplicative linear functionals on the
algebra.
Let T(R) denote the C*-algebra generated by {Mϕ : ϕ ∈ A(Ω)}
acting on R and C(R) be the closed two-sided ideal in T(R) generated
by the commutators in T(R). Then T(R)/C(R) is a commutative C*-
algebra, possibly (0), and hence is isometrically isomorphic to C(XR)
for some compact Hausdorff space XR. Thus the points of XR are
precisely the characters on T(R). So we call XR the character space
of R. Our first result relates the character space to the maximal ideal
space MA of A(Ω).
Theorem 1.6. For R a quasi-free Hilbert module of finite rank, the
map taking ϕ to Mϕ+C(R) extends to a surjective ∗-homomorphism τ
from C(MA) to T(R)/C(R) = C(XR). Consequently, one can identify
XR with a closed subset of MA.
Proof. If C(R) = T(R) whence XR is empty, then τ is the zero map
and the result is vacuous; hence we assume that XR is non-empty.
Also, we abbreviate A = A(Ω) in the following proof.
Consider the diagram
0 // C(R)
i // T(R)
q // C(XR) // 0
A(Ω)
µ
OO
//
τˆ
::uuuuuuuuu
C(MA)
τ
OO
where the map µ from A(Ω) to T(A) sends ϕ to Mϕ, the map from
A(Ω) to C(MA) is the Gelfand map, and τˆ = qµ is defined by compo-
sition. Then τ exists by the universal properties of the Gelfand map.
Moreover, since the image of A(Ω) in T(A) generates it, we have that
the range of τˆ generates C(XR). Therefore, the range of τ generates
C(XR) and hence separates the points of XR which implies that we
can identify XR as a closed subset of MA. 
As we mentioned above, for the Hardy and Bergman modules, the
quotient algebras T(H2(D))/C(H2(D)) and T(B2(D))/C(B2(D)) are
both equal to C(∂D). Hence, for both R = H2(D) and B2(D), the
character space is equal to the Sˇilov boundary. We will see in Ex-
ample 4.5 that this is not always the case. An even more dramatic
example will be given in Example 4.6 in which we show for a mod-
ule which is similar to the Hardy module (but not contractive) that
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the character space can be empty. This is in striking contrast to the
fact that for contractive modules over nice domains including the unit
disk, the character space must contain the whole Sˇilov boundary. See
Corollary 3.6.
2. Pointed Function Algebras
We introduce a property for points in the maximal ideal space of
a function algebra which is related to the well-known notions of peak
point and p-point. We shall give a few cases where this property can be
explicitly exhibited. Once this work was close to completion, we asked
John Wermer if he could establish this property in certain examples.
The result is a complete answer by Izzo and Wermer cited below that
reduces our notion to the classical ones.
Definition 2.1. The function algebra A is said to be pointed at α in
MA if A is the closed linear span of the set {ϕ ∈ A : |ϕ(α)| = ‖ϕ‖A}.
A function algebra A is said to be pointed if it is pointed on a dense
subset of the Sˇilov boundary ∂A of A.
We will say that a domain Ω is pointed if A(Ω) is pointed.
Note that since the set of functions achieving their maxima at a point
α is closed under multiplication, the closed linear span is automatically
a closed subalgebra of A.
Recall that a point α in MA is a p-point if for every neighbourhood
U of α, there is a function ϕ in A which attains its maximum modulus
at α and nowhere outside of U . It is a peak point if there is a function
ϕ which attains its maximum precisely at α. In the metric case, it is
well-known that p-points are peak points.
The following easy lemma shows that being pointed implies being a
p-point.
Lemma 2.2. If function algebra A is pointed at α, then α is a p-point.
In the metrizable case, it is a peak point.
Proof. If U is a neighborhood of α, for each point β in MA \U , choose
a function f in A such that ‖f‖ = f(α) = 1 and f(β) 6= 1. It is easy
to modify f so that its range meets the unit circle only at 1. A finite
cover yields a finite family of such functions fi, 1 ≤ i ≤ k so that for
each β in MA \ U , there is an i with |fi(β)| < 1 = fi(α) = ‖fi‖. The
average of the fi’s peaks at α and has modulus less than 1 on MA \U .
So α is a p-point. 
The converse was obtained by Izzo and Wermer [14]. It is a short but
clever argument, and yields a much stronger result than we anticipated.
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Theorem 2.3 (Izzo–Wermer). If α is a p-point of a function algebra
A, then A is pointed at A. If α is a peak point, then every function in
A is the linear combination of two functions which peak precisely at α.
In the metric case, the peak points form a dense Gδ of the Sˇilov
boundary. In general, the p-points are dense (but perhaps not even
Borel). See Gamelin [10]. Thus we obtain:
Corollary 2.4. Every function algebra is pointed.
Even though this general result eliminates the need to demonstrate
that particular function algebras are pointed, it is of interest to see
when this can be achieved in practice. So we provide a few examples.
Example 2.5. Consider finitely connected domains in C whose bound-
ary consists of a finite union of Jordan curves. Let us begin with the
case of the annulus A = {z ∈ C : 0 < r < |z| < R <∞}. Fix α on the
outer circle. The functions {zn}, n ≥ 0, satisfy the requirement that
‖zn‖ = Rn = |αn|. Moreover, the function ϕλ(z) = z+ λz−n, for n > 0
and λ in C, takes its maximum on either the inner or outer circles.
For λ of sufficiently small absolute value but non-zero, the maximum
is achieved on the outer circle. By choosing the phase of λ correctly,
call it λn, we can force the maximum absolute value of ϕλn to occur at
α. Since the closed linear span of the set of functions {zn, z + λnz−n}
is A(A), we see that A is pointed at each α on the outer circle. But
being pointed is a conformal invariant in the sense that if Ω is pointed
at α in ∂Ω and µ is a conformal self-map on Ω that extends to ∂Ω,
then Ω is also pointed at µ(α). Therefore, A is a pointed domain as
are all one-connected domains with Jordan curves as boundaries.
Now consider an arbitrary bounded finitely connected domain Ω in
C with boundary consisting of Jordan curves. By making a conformal
transformation on Ω which extends to ∂Ω, we can assume the outer
boundary is a circle. Let α be a point on the bounding outer circle of
Ω. If z0 is a point inside this circle not in Ω, we can repeat the above
argument to exhibit a function z + λn(z − z0)−n which peaks at α.
Doing this for a point in each bounded component of C \Ω, we obtain
a set of functions in A(Ω) each of which peaks at α and for which their
closed linear span equals A(Ω). Therefore, Ω is a pointed domain.
Example 2.6. An easy argument shows that the product Ω1 × Ω2 in
Cm+n of two pointed domains Ω1 in C
m and Ω2 in C
n is also pointed.
The Sˇilov boundary of the product is the product of the Sˇilov bound-
aries. The key observations are (1) that the closed linear span of func-
tions of the form ϕψ for ϕ in A(Ω1) and A(Ω2) generates A(Ω1 × Ω2)
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and (2) that |ϕ(α1)ψ(α2)| = ‖ϕψ‖A(Ω1×Ω2) if |ϕ(α1)| = ‖ϕ‖A(Ω1) and
|ψ(α2)| = ‖ψ‖A(Ω2). Therefore, the polydisk is pointed.
The following argument is not nearly as definitive as the Izzo–Wermer
result, but provides a rather different approach.
Proposition 2.7. The ball algebra A(Bn) is pointed.
Proof. Let n = 2. Observe that the following functions peak at (1, 0):
1, z1, z
2
1 + z
2
2 and z
2
1 + z
3
2 . In addition, let h ∈ A(D) with ‖h‖∞ ≤ 1
and consider f(z1, z2) = (1 + z1)z1/2 + (1 − z1)z2h(z1)/2. Then by
Cauchy–Schwartz,
|f(z1, z2)|
2 ≤
(∣∣∣∣1 + z12
∣∣∣∣2 + ∣∣∣∣1− z12
∣∣∣∣2
)
(|z1|
2 + |z2|
2‖h‖2)
≤
1 + |z1|
2
2
≤ 1.
So this function also peaks at (1,0).
The span of all functions peaking at (1,0) is an algebra. So this
span includes all polynomials of the form
∑
i hi(z1)z
i
2 provided that
h1(1) = 0. But the functional taking a polynomial to h1(1, 0), namely
ϕ(f) = ∂
∂z2
f(1, 0) is discontinuous in the ball norm. Thus the closure
in A(B2) is the whole algebra.
This argument readily generalizes to n > 2. 
Example 2.8. It is easy to see that if Ω is contained in a large ball
which is tangent to Ω at a point α, then Ω is pointed there. So any
convex domain which has strictly positive curvature at each point on
the boundary will be a pointed domain.
3. The Commutator Ideal
We now consider the nature of the range of the Generalized Berezin
Transform. Our goal is to establish that the quotient of T(R) by its
commutator ideal is large, and our tool for establishing that T(R) has
many characters is the GBT.
By Proposition 1.5, the map taking z to ΓX(z) = V ∗z XVz is a
bounded, continuous L(ℓ2m)-valued function on Ω forX in L(R). Hence
we can extend ΓX to the Stone–Cˇech compactification βΩ of Ω. The
inclusion of A(Ω) in C(βΩ) defines a map ρ : βΩ → MA. Suppose for
convenience that m = 1. For α in βΩ, we can ask if the state on T(R)
defined by X → Γ(X)(α) is multiplicative. If it is, then it must coin-
cide with the extension of the map on T(R) defined by Mϕ → ϕ̂(ρ(α)).
Thus there is a close relationship between the Berezin transform on
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T(R) and the Gelfand transform on T(R)/C(R), which we investigate
in this section. Our approach is based on the fact that A(Ω) is pointed.
The following lemma is the key observation that takes advantage of
functions which attain their maximum modulus at α. Let Pz = VzV
∗
z
be the projection onto the range of RVz for z ∈ Ω.
Lemma 3.1. Suppose that α ∈ MA and ϕ is a function in A(Ω) such
that |ϕ̂(α)| = ‖ϕ‖A(Ω). Then lim
z→α
‖[Pz ,Mϕ]‖ = 0. That is, the range of
Vz is asymptotically reducing for Mϕ as z approaches α.
For any ψ ∈ A(Ω) and S ∈ L(R), it follows that
lim
z→α
‖Γ(S[M∗ψ,Mϕ])(z)‖L(ℓ2m) = 0.
Proof. Decompose R = (rangeVz) ⊕ (rangeVz)
⊥, and write Mϕ as a
matrix relative to the decomposition. Since V ∗z Mϕ = ϕ(z)V
∗
z , we obtain
Mϕ ≃
[
ϕ(z)Irange Vz 0
Cz Dz
]
and Pz =
[
IrangeVz 0
0 0
]
.
Moreover, since
‖Mϕ‖L(R) ≤ ‖ϕ‖A(Ω) = 1 and |ϕ(z)| ≤ ‖ϕ‖A(Ω) = 1,
it follows that Cz = (1 − |ϕ(z)|
2)1/2C ′z , where ‖C
′
z‖ ≤ 1, whence we
obtain that ‖Cz‖ ≤ (1− |ϕ(z)|2)1/2. Therefore
‖[Mϕ, Pz ]‖ =
∥∥∥ [ 0 0
Cz 0
] ∥∥∥ ≤ (1− |ϕ(z)|2)1/2.
Let us write
M∗ψ ≃
[
ψ(z)IrangeVz Xz
0 Yz
]
and S =
[
S11 S12
S21 S22
]
.
A straightforward calculation now yields the 1, 1 entry of the operator
S[M∗ψ,Mϕ]:
Γ(S[M∗ψ,Mϕ])(z) = V
∗
z
(
S11Xz + S12(Yz − ψ(z)
)
CzVz .
This is easily bounded by 3‖ψ‖ ‖S‖ ‖Cz‖ which tends to 0 as z con-
verges to α. 
Theorem 3.2. If Ω is pointed at α ∈MA, then lim
z→α
Γ(T )(z) exists for
all T in T(R), and this map defines a character of T(R) corresponding
to evaluation at α. In particular, the GBT evaluated at α in this way
annihilates the commutator ideal of T(R).
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Proof. By Lemma 3.1, the ranges of Vz are asymptotically reducing for
operators Mϕ corresponding to those functions ϕ in A(Ω) which peak
at α. By hypothesis, these functions generate A(Ω). However it is a
straightforward calculation to see that the set of operators T ∈ L(R)
with the property that lim
z→α
‖[T, Pz ]‖ = 0 is a C*-algebra. Consequently
it contains all of T(R).
The limit lim
z→α
Γ(Mϕ)(z) = ϕ(α)IL(ℓ2m) exists for all ϕ ∈ A(Ω). More-
over, it follows that compression to the ranges of Vz is asymptotically
multiplicative. Therefore, this limit exists for all T ∈ T(R), and the
map is a ∗-homomorphism. As the generators are sent to a family of
scalar operators, the image consists of scalars. Hence this determines a
(unique) character extending evaluation at the point α. In particular,
this map annihilates the commutator ideal. 
Arguments such as those given above have been used in studying
the Berezin transform on the Hardy and Bergman modules for D (cf.
[12, 15, 3]) but the role of pointedness was only implicit. A somewhat
related notion appears in [2] where one assumes that the collection of
unitary operators in the closure of the set {Mϕ +M∗ψ : ϕ, ψ ∈ A(Ω)}
generates T(R). Our results hold without special hypotheses.
Theorem 3.3. Let Ω be a domain in Cn and let R be a finite rank
quasi-free Hilbert module over A(Ω). Then Γ = Γ|T(R) extends to a
∗-homomorphism from T(R) to C(∂A). The null space of Γ, denoted
γ(T(R)) and called the Berezin nullity, is an ideal which contains C(R).
Proof. The Izzo–Wermer Theorem 2.3 shows that A(Ω) is pointed.
Hence by Theorem 3.2,
Γ(T )(α) := lim
z→α
Γ(T )(z)
is defined at all p-points in the Sˇilov boundary. That is, evaluation at
α extends to a character on the C*-algebra T(R).
The set of characters on T(R) is a compact set XR. Restriction
to A(Ω) yields a map of XR into MA. This map is injective because
{Mϕ : ϕ ∈ A(Ω)} generated T(R). From the previous paragraph, XR
contains all p-points, and hence contains their closure, which is the
Sˇilov boundary.
It follows that Γ(T ) extends by continuity on ∂A to all points of the
Sˇilov boundary, yielding a ∗-homorphism of T(R) into C(∂A). Since
A(Ω) separates points in MA and thus in ∂A, this map is surjective by
the Stone–Weierstrass theorem. 
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In many situations which occur in practice, every point in the topo-
logical boundary of Ω is a peak point. In this case, a much stronger
conclusion is possible.
Corollary 3.4. Assume that the Sˇilov boundary ∂A of A(Ω) coincides
with the topological boundary ∂Ω, and furthermore that every point in
∂A is a peak point. Then the generalized Berezin transform Γ(T ) is
uniformly continuous on Ω and extends to Ω and takes scalar values
on the boundary.
If every point of ∂A is a peak point but ∂A does not coincide with
the topological boundary ∂Ω, then the GBT extends to be continuous
on Ω ∪ ∂A.
Proof. It is routine to verify that once we know (from Theorem 3.3)
that Γ(T )(z) extends by continuity to every point on ∂Ω, that Γ(T ) is
continuous on Ω. Moreover since evaluation at each boundary point is
a character, it takes scalar values there.
Likewise, if we only know continuity of the GBT at each popint of
∂A, then we at least obtain continuity on Ω∪∂A. But as we then have
no information about the GBT as it approaches boundary points which
are not in the Sˇilov boundary, we cannot make any claim to uniform
continuity. 
Remark 3.5. We have not been able to determine whether or not
the GBT extends by continuity to the Sˇilov boundary when there are
non-peak points. The well-known examples all fall within the purview
of the previous corollary, and so do not provide any insight into this
question.
What we do obtain in general is the fact that the character space
always contains the Sˇilov boundary. Consider the diagram:
0
""E
EE
EE
EE
EE
0
wwppp
pp
pp
pp
pp
p
C(R) //
$$I
II
II
II
II
γ(T(R))
yytt
tt
tt
tt
t
T(R)
zzvv
vv
vv
vv
v
%%J
JJ
JJ
JJ
JJ
A(Ω)oo
 &&M
MM
MM
MM
MM
M
C(∂A)
||yy
yy
yy
yy
y
C(XR)
&&NN
NN
NN
NN
NN
NN
N
oo C(MA(Ω))oo
0 0
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Corollary 3.6. Let Ω be a domain in Cn and let R be a finite rank
quasi-free Hilbert module over A(Ω). Then ∂A ⊆ XR ⊆MA(Ω).
Proof. From the diagram above, we see that the map of C(R) into
γ(T(R)), which is defined by inclusion, yields the dotted map from
C(XR) to C(∂A). The inclusion ∂A ⊆ XR follows from this. (Note
that the bottom row in this diagram is not exact.) 
Recall that we have XR = ∂A for R the Hardy or Bergman module
but this equality does not hold in general. This matter comes down to
the possible equality of C(R) with γ(T(R)).
Corollary 3.7. Let Ω be a bounded domain in Cn. Let {ϕi} and {ψi}
be sets of functions in A(Ω), and let C ∈ C(R). It follows that∥∥∑
i
MϕiM
∗
ψi
+ C
∥∥
L(R)
≥ sup
α∈∂A
∣∣∑ ϕ̂i(α)ψ̂i(α)∣∣.
Actually the inequality holds for C in γ(T(R)).
Observe that T(R) is the closure of the set
{MϕM
∗
ψ + C(R) : ϕ, ψ ∈ A(Ω)}.
For this conclusion we need show only that the set is closed under
multiplication which follows from the identity
Mϕ1M
∗
ψ1
Mϕ2M
∗
ψ2
= Mϕ1ϕ2M
∗
ψ1ψ2
+Mϕ1(M
∗
ψ1
Mϕ2 −Mϕ2M
∗
ψ1
)M∗ψ2
= Mϕ1ϕ2M
∗
ψ1ψ2
+Mϕ1 [M
∗
ψ1
,Mϕ2 ]M
∗
ψ2
since the second operator is in C(R). So this corollary is a statement
about all elements of T(R).
Definition 3.8. Let the Berezin spectrum σB(R) of R denote the set
of all points α in MA such that lim
z→α
Γ(T )(z) exists for all T ∈ T(R).
Theorem 3.2 shows that σB(R) contains all p-points, and thus is
dense in the Sˇilov boundary ∂A of A(Ω). The following result shows
that it is always a subset of the topological boundary of Ω.
Lemma 3.9. A quasi-free module R over A(Ω) has no reducing eigen-
vectors.
Proof. Suppose that x is a reducing eigenvector for R. Then the func-
tional Φ(A) = (Ax, x) is multiplicative on the C*-algebra T(R), and
thus determines a point ξ in the character space XR.
Suppose that z ∈ Ω and z 6= ξ. We claim that rangeVz is orthogonal
to x. Indeed if k = αx + y, with y orthogonal to x, lies in rangeVz ,
then for any ϕ ∈ A(Ω),
evalz(ϕ)αx+ evalz(ϕ)y = ϕ(z)k =M
∗
ϕk = Φ(ϕ)αx+M
∗
ϕy.
14 K.R.DAVIDSON AND R.G.DOUGLAS
Moreover M∗ϕy is orthogonal to x, and so if α 6= 0, evalz(ϕ) = Φ(ϕ).
Hence Φ = evalz rather than evaluation at ξ. This contradiction estab-
lishes the claim.
However, the span of the ranges of Vz for z 6= ξ is dense in H.
Therefore there are no reducing eigenvalues. 
Corollary 3.10. The Berezin spectrum of R is contained in the topo-
logical boundary of Ω.
Proof. The Berezin spectrum is contained in the closure of Ω in the
maximal ideal space MA, which is Ω ∪ ∂Ω. However at a point z0
interior to Ω, the limit is actually the GBT evaluated at z0. For this
to be multiplicative on T(R), the range of Vz0 must reduce T(R). The
generatorsMϕ for ϕ in A(Ω) are sent to the scalar operators ϕ(z0)IL(ℓ2m),
and thus all of T(R) is mapped into the scalars. Therefore the range of
Vz0 must consist of reducing eigenvalues. This contradicts Lemma 3.9,
and thus the Berezin spectrum is contained in the boundary of Ω. 
4. Examples
In this section, we present a variety of examples exploring the pos-
sibilities for the character space and the GBT.
The following result shows the implication of Theorem 3.3 in the one
variable case in the presence of other hypotheses on R.
Theorem 4.1. Let Ω be a bounded domain in C and R be a finite rank
quasi-free Hilbert module over A(Ω).
(1) For z0 in Ω, range(Mz−z0) is closed if and only if Mz−z0 is a
Fredholm operator of index −m.
(2) If range(Mz−z0) is closed for z0 in Ω and m = 1 or T(R) is
irreducible, then K(R) ⊆ C(R) ⊆ γ(T(R)).
(3) If range(Mz−z0) is closed for all z0 in Ω, then T(R)/K(R) =
C(∂A), which implies K(R) = C(R) = γ(T(R)).
Proof. Statement (1) follows since the null space of any module mul-
tiplier is (0) and the dimension of the null space of (Mz−z0)
∗ is m.
Statement (2) follows from the fact that a C*-algebra containing a
Fredholm operator of non-zero index must contain a non-zero compact
operator and the fact that the set of compact operators is the mini-
mal ideal in any C*-algebra containing it. Statement (3) follows from
the well-known fact that a Fredholm operator in a C*-algebra contain-
ing the compact operators is invertible modulo the ideal of compact
operators. 
It is not always true in the above context that C = K.
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Example 4.2. Let ℓ2 be the Hilbert space with orthonormal basis
{ek}k∈N, and Σ be an infinite subset of N for which Σ ∩ (Σ + k) is
finite for all k ≥ 1 and lim
n→∞
1
n
card{k ∈ Σ : 0 ≤ k < n} = 0. Let
PΣ be the projection in L(ℓ
2) onto the span of {ek : k ∈ Σ} and S
be the unilateral shift on ℓ2, that is, Sek = ek+1, k ≥ 1. Let A be
the weighted shift A = S
(
I − 1
2
PΣ
)
. Then the point spectrum of A∗
is D and hence A defines a rank one quasi-free Hilbert module over
A(D). By considering the polar decomposition of A, we see that the
C*-algebra A generated by I and A is equal to the C*-algebra generated
by S and PΣ. Moreover, A contains K = K(ℓ
2).
Let B = A/K and u and p be the images of S and PΣ in B, respec-
tively. Then u is unitary and p is a projection with the property that
the projections {u∗kpuk}k∈Z are pairwise orthogonal. Hence, the ideal
J in B generated by p is isomorphic to K. Moreover, B is a trivial
extension of K by C(∂D), that is, B/K ≃ C(∂D) and the map z → u
extends to an isomorphism from C(∂D) to B.
Now the commutator ideal C of A contains K and is the preimage of
J in A. Therefore, A/C ≃ C(∂D) but A/K = B is not commutative.
Hence, K 6= C in this case. However, C and the Berezin nullity are
equal.
There is another hypothesis that would imply the coincidence of
γ(T(R)) and C(R) in the context of Theorem 4.1. If none of the points
in Ω lie in XR, then XR must be a subset of ∂Ω. Since ∂Ω ⊂ XR,
we have XR = ∂Ω which is the maximal ideal space of T(R)/γ(T(R)).
Hence, C(R) = γ(T(R)). Note that this latter argument is valid for
the case of a domain Ω in Cn if Ω is dense in MA(Ω) and ∂A = ∂Ω.
The extension of the preceding results to the several variables context
would be of particular interest. One approach would be to assume that
the last stage of the Koszul complex, which defines the Taylor spectrum,
has closed range. In this way, one can show that XR = ∂B
n forR equal
to H2(Bn) or B2(Bn) and XH2(Dn) = T
n for all n. We will not provide
the details.
Now we consider when a point of the maximal ideal space lies in XR.
We shall see that it can be a fairly general subset containing the Sˇilov
boundary. Our argument works for any finitely generated algebra. Our
main application, Corollary 4.4, is a strengthening of an old result of
Bunce [5] where hyponormality is assumed. This paper was one of the
precursers of Voiculescu’s celebrated Weyl-von Neumann theorem [19]
(see [7, Lemma II.5.5]) which we use below.
Theorem 4.3. Let A be a unital operator algebra represented on a
Hilbert space H, and Ai, . . . , An be a finite set of generators for A;
16 K.R.DAVIDSON AND R.G.DOUGLAS
and let A = C∗(A). A multiplicative functional Φ on A extends to
a character of A if and only if the column operator T with entries
Ai − Φ(Ai)I and A
∗
i − Φ(Ai) for 1 ≤ i ≤ n is not bounded below.
Proof. Suppose that Φ extends to a character Φ¯ of A. If Φ¯ is nonzero
on the ideal A∩K of compact operators, it must correspond to a finite
dimensional reducing subspace M on which Ti|M = Φ(Ti)IM. Hence
the column operator T has M in its kernel. Otherwise Φ¯ annihilates
A∩K. So by Voiculescu’s Theorem, the identity representation absorbs
countably many copies of Φ¯, that is id ∼a id⊕Φ¯(∞). This means that
there is an orthonormal sequence {xk} of vectors which are asymptot-
ically reducing and
lim
k→∞
‖Aixk − Φ(Ai)xk‖ = 0 = lim
k→∞
‖A∗ixk − Φ(Ai)xk‖.
So limk→∞ ‖Txk‖ = 0.
Conversely, suppose that T is not bounded below. This could occur
because there is a unit vector x in its kernel. Then
Aix = Φ(Ai)x and A
∗
ix = Φ(Ai)x.
So x is a reducing eigenvalue for the operators A1, . . . , An, and hence
for the C*-algebra A. Clearly restriction to Cx is a ∗-homomorphism,
and thus determines a character Φ¯ of A which extends Φ.
On the other hand, if T is injective, there must be an orthonormal
sequence {xk : k ≥ 1} so that limk→∞ ‖Txk‖ = 0. Let Pk = xkx∗k
denote the rank one projection onto Cxk. Then
‖[Ai, Pk]‖ = max
{
‖P⊥k AiPk‖, ‖PkAiP
⊥
k ‖
}
≤ max
{
‖(Ai − Φ(Ai))xk‖, ‖(Ai − Φ(Ai))
∗xk‖
}
Hence limk→∞ ‖[Ai, Pk]‖ = 0. It follows that limk→∞ ‖[A, Pk]‖ = 0 for
every A ∈ A. In particular,
lim
k→∞
(Aixk, xk) = Φ(Ai) and lim
k→∞
(A∗ixk, xk) = Φ(Ai).
Define an extension Φ¯(A) = limk→∞(Axk, xk). It is clear that this
limit exists for any polynomial in the generators and their adjoints, and
hence, by continuity, for the whole C*-algebra. Then for A,B ∈ A,∣∣(BAxk, xk)− (Axk, xk)(Bxk, xk)∣∣
=
∣∣(PkAxk, PkB∗xk) + (P⊥k Axk, P⊥k B∗xk)− (PkAxk, xk)(xk, PkB∗xk)∣∣
=
∣∣(P⊥k Axk, P⊥k B∗xk)∣∣ ≤ ‖P⊥k APk‖ ‖P⊥k B∗Pk‖.
Hence Φ¯(BA) = Φ¯(A)Φ¯(B) is multiplicative. So Φ¯ is a character of A
which extends Φ. 
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By the previous theorem and Lemma 3.9, we obtain:
Corollary 4.4. Let R be a quasi-free module over A(Ω) where Ω is a
domain in Cn. Then evaluation at a point ω ∈ Ω extends to a multi-
plicative functional on T(R) if and only if the column operator T with
entries Mzi−ωi and M
∗
zi−ωi for 1 ≤ i ≤ n is not bounded below.
Example 4.5. Consider a contractive rank one module over A(D)
which is rotation invariant in the sense that sending z to λz, where
|λ| = 1, induces an isometric automorphism of R. It is routine to ver-
ify that this implies that {zk : k ≥ 0} is an orthogonal set spanning
R. Hence Mz is an injective weighted shift. Being a representation of
A(D), we see that ‖Mz‖ = 1 = spr(Mz) (where spr(T ) is the spectral
radius of T ). All weighted shifts are unitarily equivalent to a shift with
positive weights, so we may suppose that Mz ≃ T where T acts on ℓ
2
by Ten = anen and 0 < an ≤ 1 for n ≥ 0.
The problem of determining the set XR for this module comes down
to determining when the column operator with entries T − λI and
(T−λI)∗ is bounded below. Equivalently, we may consider the operator
X = (T − λI)∗(T − λI) + (T − λI)(T − λI)∗.
Suppose that for each ε > 0 and d ∈ N, there is an integer k so that∣∣ak+i − |λ|∣∣ < ε for 0 ≤ i ≤ d+ 1,
then with λ = eiθ|λ|, we may set xk = d
−1/2
∑d
j=1 e
−ijθek+i. It is a
simple exercise to show that ‖(T −λI)xk‖ and ‖(T −λI)
∗xk‖ are both
small. In the limit, we see that the column operator is not bounded
below and λ lies in XR.
On the other hand, if ak is bounded away from |λ| for all k ≥ 0, say
by δ > 0, then X is invertible. Indeed, one can easily see that
X = T ∗T + TT ∗ + 2|λ|2I − 2(λT + λT ∗).
This is a tridiagonal operator with entries
xii = a
2
i−1 + a
2
i + 2|λ|
2 xi,i+1 = 2λai and xi+1,i = 2λai.
(We set a−1 = 0.) Then X is the sum of two operators, X0:
a20+|λ|
2 2λa0
2λa0 a
2
0+|λ|
2
a22+|λ|
2 2λa2
2λa2 a
2
2+|λ|
2
a24+|λ|
2 2λa4
2λa4 a
2
4+|λ|
2
. . .

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and X1:
|λ|2
a21+|λ|
2 2λa1
2λa1 a
2
1+|λ|
2
a23+|λ|
2 2λa3
2λa3 a
2
3+|λ|
2
a25+|λ|
2 2λa5
2λa5 a
2
5+|λ|
2
. . .

It is now easy to check that X ≥ X0 ≥ δ2/2 I. So λ does not lie in XR.
A similar analysis, which we omit, shows that if there is a δ > 0
and an integer d so that there are no strings of weights of length d all
within δ of |λ|, then again X is bounded below; and so λ does not lie in
XR. Various spectral properties of weighted shifts have been studied
in detail. See Shields [17] for an overview. This result could well be
known, but we have been unable to find it in the literature.
Let C be a compact subset of [0, 1] containing 1 in which 0 is not an
isolated point. Choose a sequence {rk : k ≥ 1} contained in C \ {0}
so that every point in C is a cluster point. Then define T to be the
weighted shift with weights r1, r2, r2, r3, r3, r3, r4, r4, r4, r4, . . . . In this
case, the analysis above shows that XR = CT. This set of examples
shows that XR can be a rather arbitrary subset ofMA containing ∂MA.
For another example, if 0 < r < 1, let the weights an slowly oscillate
back and forth between 1 and r. That is, |ai − ai+1| tends to 0. Then
T is essentially normal with essential spectrum equal to the annulus
{λ : r ≤ |λ| ≤ 1}. For this example, it is clear that every point
in the annulus is an approximate reducing eigenvalue because T is
approximately unitarily equivalent to S ⊕N where S is the unilateral
shift and N is normal and has spectrum equal to the annulus.
In the following example, we show that the disk algebra has a com-
pletely bounded moduleR (hence similar to a contractive one) in which
the set XR is empty. Indeed, it will be similar to the classical Hardy
module. This should be compared to Corollary 3.6 which implies that
a quasi-free (hence contractive) module over the unit disk must contain
the whole unit circle in XR.
Example 4.6. Fix 0 < r < 1 and consider the weighted shift T with
weights 1, r1/2, 1, r1/4, 1, r1/2, 1, r1/8, . . . , namely an = r
1−gcd(n+1,2n)−1 .
Note that T 2
k
shifts by 2k with weights bn which are the product of
2k successive weights of T , of which 2k−1 are 1, 2k−2 are r1/2, . . . , one
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is r1−2
1−k
and one lies between r and r1−2
−k
. So there is an integer
p = p(i) ≥ n so that
2−k logr bi = 1−
(
1
2
(1)+ 1
4
(
1
2
)
+ 1
8
(
3
4
)
+. . .+2−k
(
1−21−k
)
+2−k
(
1−2−p
))
=
1
3
(
1+2−k−p− 2
3
4−k
)
.
Therefore these weights satisfy
r2
1−k/3 < r−2
k/3bn ≤ r
−2−k/3.
In particular, the spectral radius of T is r1/3.
Define A = r−1/3T . The previous estimate establishes that
‖A2
k
‖ ≤ r−2
−k/3.
Hence it is a routine calculation to see that A is power bounded. Like-
wise, all powers of A are uniformly bounded below. By [17], A is similar
to the unilateral shift. Thus A determines a bounded module R which
is similar to the Hardy module. Nevertheless, we shall show that XR
is empty.
It is evident that C∗(A) = C∗(T ) is generated by the unilateral shift
S and the diagonal operator D = (T ∗T )1/2, both of which come from
the polar decomposition of T . The spectrum of D is
σ(D) = {r, r1−gcd(n+1,2
n)−1 : n ≥ 0};
and the spectral projection for the point r1−gcd(n+1,2
n)−1 is the projec-
tion onto
{ei : i+ 1 ≡ 2
k (mod 2k+1)}.
It is clear that conjugating these projections by powers of S yields the
projections Ek,l onto the subspaces spanned by
{ei : i ≡ l (mod 2
k)} for k ≥ 1 and 0 ≤ l < 2k.
It is easy to see that this is the C*-algebra generated by all weighted
shifts of period 2k for all k ≥ 0. This is an extension of the compact
operators by the 2∞ Bunce–Deddens algebra [7, §V.3].
The commutator ideal properly contains the compact operators be-
cause A is not essentially normal. As the Bunce–Deddens algebras are
simple, the commutator ideal is the whole C*-algebra. In particular,
there are no characters. Also, by the analysis of Example 4.5, we can
see by a different method that there are no characters.
We can also extend our results to cover spherical contractions. Re-
call that the Hilbert module M over A(Bn) is said to be spherically
contractive if
n∑
i=1
‖Mzif‖
2
R ≤ ‖f‖R for all f in R.
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Theorem 4.7. If R is a finite rank quasi-free Hilbert module over
A(Bn) which is spherically contractive, then the GBT defines a ∗-
homomorphism from T(R) onto C(∂Bn) with kernel ideal γ(T(R)) con-
taining C(R).
Proof. The first part of the proof is similar to that of Lemma 3.1 but
the operator Mϕ on R is replaced by a column of such operators. Let
Φ =
( ϕ1
...
ϕk
)
be a (1× k)-column of functions in A(Bn), and let MΦ be
the corresponding (1×k)-column matrix of operators acting from R to
R(k), the direct sum of k copies of R. An easy calculation shows that∥∥∥∑
i
M∗ϕiMϕi
∥∥∥
L(R)
= ‖M∗ΦMΦ‖L(R) = ‖MΦ‖
2
and
sup
z∈Bn
‖Φ(z)‖2
L(ℓ2m,ℓ
2 (k)
m )
= sup
z∈Bn
∑
i
|ϕi(z)|
2.
Now for the column matrix operator MZ from R to R(n), defined by
the column matrix Z =
( z1
...
zn
)
formed from the coordinate functions,
we have
‖MZ‖ ≤ sup
z∈Bn
n∑
i=1
|zi|
2 = 1
and hence MZ is a spherical contraction.
Next decompose R = Pz ⊕Qz for z in B
n, where Pz = rangeVz and
Qz is the orthogonal complement of Pz . Similarly, R(n) = P
(n)
z ⊕Q
(n)
z .
Moreover, if we decompose the matrix for the operator MZ relative to
this decomposition, we obtain MZ ≃
[
Az 0
Bz Cz
]
, where Az is the column
matrix
(
z1IPz
...
znIPz
)
. Since MZ is a contraction, by the theorem of Sz.-
Nagy and Foias¸, we have that Bz = (I − A
∗
zAz)
1/2B′z , where B
′
z is a
contraction. But
(I −A∗zAz)
1/2 = (1−
∑
|zi|
2)1/2
which implies that lim‖z‖→1‖Bz‖ = 0.
This result enables us to establish the conclusion of Proposition 3.2
for functions in the closed linear span of {zi} which coincides with
A(Bn) and this concludes the proof. 
An example of a Hilbert module for which Theorem 4.7 applies but
not Theorem 3.3 is the non-commutative Hardy space H2d which is a
GENERALIZED BEREZIN TRANSFORM AND COMMUTATOR IDEALS 21
module over C[z] for which the coordinate functions are contractive
but H2d is not a bounded module over A(B
n).
5. Extension to a Larger Algebra
On the disk D one knows thatH2(D) andB2(D) are modules not only
for A(D) but for the larger algebra, H∞(D), of all bounded holomorphic
functions over D. The same thing is true for other quasi-free Hilbert
modules. In this section we restrict our attention to the rank one case,
m = 1, although most of the following developments carry over to the
higher rank case. Many of the techniques are well-known and often are
part of the folklore.
Let R be a rank one quasi-free Hilbert module over A(Ω), Hol(Ω)
be the algebra of all holomorphic functions on Ω, and H∞(Ω) be the
subalgebra of bounded functions in Hol(Ω). A function ϕ in Hol(Ω) is
said to be a multiplier forR if ϕR ⊂ R. Let Mul(Ω) denote the algebra
of all multipliers for R with norm ‖ϕ‖Mul(R) = ‖Mϕ‖, where Mϕ is the
operator on R defined to be multiplication by ϕ, which is in L(R) by
the closed graph theorem. Standard arguments show that not only
must multipliers be bounded, but that ‖Mϕ‖L(R) ≤ ‖ϕ‖H∞(Ω). Hence,
Mul(R) is a subalgebra of H∞(Ω) which is contractively included. In
general, the norms are not equal and Mul(Ω) 6= H∞(Ω). The following
lemma shows that Mul(R) is closed in a rather weak topology.
A sequence {ϕi} in A(Ω) is said to converge in the bounded, point-
wise limit (bpwl) topology to a function ϕ in H∞(Ω) if
(1) supi ‖ϕi‖A(Ω) <∞ and
(2) limi ϕi(z) = ϕ(z) for z in Ω.
Lemma 5.1. Let R be a quasi-free Hilbert module over A(Ω). Suppose
that ϕi ∈ Mul(R) converge bpwl to ϕ. Then Mϕi converge in the weak
operator topology to Mϕ. Thus Mul(R) is closed in the bpwl-topology
on H∞(Ω). Moreover {Mϕ : ϕ ∈ Mul(R), ‖ϕ‖H∞(Ω) ≤ 1} is weak
operator closed.
Proof. Let ϕ be in H∞(Ω) and {ϕi} be a sequence in Mul(R) which
converges to ϕ in the bpwl-topology. Since the sequence of operators
{Mϕi} is uniformly bounded, a subsequence of it converges to some X
in L(R) in the weak operator topology. For a vector x in ℓ2m and g in
R, we have
〈evalz(Xg), x〉ℓ2m = 〈Xg, Vzx〉R = limi
〈Mϕig, Vzx〉R
= lim
i
〈g, ϕi(z)Vzx〉 = 〈g, ϕ(z)Vzx〉R
= 〈evalz(ϕg), x〉ℓ2m.
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Therefore Xg = ϕg; whence X = Mϕ and ϕ is in Mul(R). Since this
was valid for any subsequence which had a limit in the weak operator
topology, standard arguments show that the original sequence converge
to Mϕ in the weak operator topology.
Conversely, suppose that ϕi ∈ Mul(R) such that Mϕi converge in
the weak operator topology to X . Then since Γz(X) = V
∗
z XVz is
compressed on both sides to the finite dimensional range of Vz , it follows
that
Γz(X) = lim
i→∞
Γz(Mϕi) = lim
i→∞
ϕi(z)In.
Therefore there is a bounded pointwise limit ϕ of the sequence ϕi. So
ϕ ∈ H∞(Ω) and is a bpwl-limit of multipliers, whence lies in Mul(R) by
the previous paragraph. Repeating the computation above, it follows
that X = Mϕ. 
An argument along the same lines is given in [6, Thm. 5.2].
If the inclusion is isometric, namely ‖ϕ‖Mul(R) = ‖ϕ‖H∞(Ω), then
{Mϕ : ϕ ∈ Mul(R), ‖ϕ‖H∞(Ω) ≤ 1} is the unit ball of the algebra of
multipliers {Mϕ : ϕ ∈ Mul(R))}. In this case, the Krein–Smulyan
Theorem shows that this space is weak-∗ closed.
Proposition 5.2. Let Ω be a domain in Cn for which A(Ω) is dense
in H∞(Ω) in the bpwl-topology. Then every quasi-free Hilbert module
over A(Ω) extends to a bounded Hilbert module over H∞(Ω).
Proof. By Lemma 5.1 and the hypotheses we see thatH∞(Ω) = Mul(Ω).
Therefore, we can define a module action H∞(Ω) × R → R. By
the closed graph theorem, there exists a constant K > 0 such that
‖Mϕ‖L(R) ≤ K‖ϕ‖H∞(Ω) for ϕ in H
∞(Ω). 
It is known that various assumptions on Ω imply that A(Ω) is dense
in H∞(Ω) in the bpwl-topology. We provide one easy example. Recall
that a domain Ω in Cn is said to be starlike relative to a point z0 in
Ω, if for every point z in Ω the line segment with endpoints z0 and z
is contained in Ω. Moreover, Ω is said to be starlike if it is starlike
relative to some point in Ω.
If we want R to be a contractive Hilbert module over H∞(Ω), we
need more information about how A(Ω) is bpwl-dense in H∞(Ω). The
most straightforward hypothesis is the assumption that the sequence
{ϕi} in A(Ω) converging in the bpwl-topology to a function ϕ inH∞(Ω)
can be chosen such that ‖ϕi‖A(Ω) ≤ ‖ϕ‖H∞(Ω). We will say that A(Ω)
is strongly bpwl-dense in H∞(Ω) in that case.
Lemma 5.3. If Ω is a starlike domain, then A(Ω) is strongly bpwl-
dense in H∞(Ω).
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Proof. Let z0 be a point in Ω relative to which it is starlike. With
z0 as origin and 0 ≤ t ≤ 1, let Ft be the t dilation of Cn; that is,
Ft(z) = z0 + t(z − z0) for z in C
n. By the starlike hypothesis, we have
Ft(Ω) ⊂ Ω for 0 < t ≤ 1.
For ϕ in H∞(Ω), if ϕt = ϕ ◦ Ft, then {ϕ1− 1
k
} is a sequence in A(Ω)
for which ‖ϕ1− 1
k
‖H∞(Ω) ≤ ‖ϕ‖H∞(Ω) and lim
k→∞
ϕk(z) = ϕ(z) for z in Ω.
Thus A(Ω) is dense in H∞(Ω) in the bpwl-topology. 
The arguments given in Section 3 carry over to the algebra of mul-
tipliers and hence to H∞(Ω) in case A(Ω) is strongly dense in the
bpwl-topology. We will state the results in one case and comment only
on any necessary changes.
Definition 5.4. A domain Ω for which A(Ω) is bpwl-dense in H∞(Ω)
is said to be weakly pointed at α in the Sˇilov boundary of MH∞(Ω) if
H∞(Ω) is pointed at α.
Again the Izzo–Wermer result applies to show that H∞(Ω) is pointed
at all p-points, which forms a dense subset of the Sˇilov boundary.
Let Ω be a bounded domain in Cn for which A(Ω) is strongly bpwl-
dense in H∞(Ω). If R is a finite rank quasi-free Hilbert module over
A(Ω), then R is a contractive Hilbert module over H∞(Ω). Let T∞(R)
be the C*-algebra generated by {Mϕ : ϕ ∈ H∞(Ω)}, C∞(R) be the
commutator ideal in T∞(R). Then T∞(R)/C∞(R) ≃ C(X
∞
R ) for a
subset X∞R of MH∞(Ω). Finally, let Γ∞ be the restriction of the GBT
to T∞(R) and σ∞ the ∗-homomorphism from T∞(R) to C(X∞R ).
Theorem 5.5. Let Ω be a bounded domain in Cn for which A(Ω) is
strongly bpwl-dense in H∞(Ω). If R is a finite rank quasi-free Hilbert
module over A(Ω), then the GBT defines a ∗-homomorphism from
T∞(R) onto C(∂H∞(Ω)) whose kernel contains C∞(R).
Proof. The proof is the same as Theorem 3.3 with H∞(Ω) replacing
A(Ω). The same problem exists in this case regarding the possible
continuity of Γ∞ on Ω ∪ ∂H∞(Ω). 
The classic examples of the foregoing structure occur for Ω the unit
disk and R the Hardy and Bergman modules. In [8], the second author
established that the quotient T∞(H
2(D))/C∞(H
2(D)) is isometrically
isomorphic to L∞(T) ≃ C(∂H∞(D)) via the symbol map which coin-
cides on ∂H∞(D) with the GBT. Hence, in this case the extension of
the GBT restricted to ∂H∞(D) coincides with the symbol map and
the Berezin nullity coincides with C∞(H
2(D)). cf. [3] The result of
McDonald and Sundberg [15] shows that T∞(B
2(D))/C∞(B
2(D)) is
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isometrically isomorphic to C(M1), where M1 is the subset of MH∞(D)
consisting of the one-point parts. Since ∂H∞(D) ( M1, we see in this
case that the kernel of the extension of the GBT restricted to ∂H∞(D)
does not equal C∞(B
2(D))).
There is a natural family of kernel Hilbert spaces Rn on D which
define quasi-free Hilbert modules over A(D). The kernel functions are
(1 − zω)−(n+1) and the first two are the Hardy and Bergman mod-
ules. A natural problem is to determine the maximal ideal space of
T∞(Rn)/C∞(Rn) which can be identified with a closed subset Mn of
MH∞(D). Since these kernels are each invariant under the conformal
self-maps of D, it follows that the maximal ideal spaces Mn are also.
Another interesting question would seem to be the characterization
of all conformally invariant closed subsets of MH∞(D), or at least the
ones that are the maximal ideal space of subalgebras between H∞(D)
and L∞(T) or, equivalently, the conformally invariant Douglas alge-
bras. Known examples of the latter are H∞(D), H∞(D) +C, Aint (the
algebra generated by H∞(D) and the complex conjugate of the interpo-
lating Blaschke products) and L∞(T), with the corresponding maximal
ideal spaces beingMH∞(D), MH∞(D) \D, M1, ∂H
∞(D). An example not
on this list is obtained from the Douglas algebra generated by H∞(D)
and the complex conjugates of the singular inner functions for purely
atomic measures. It would be of interest to better understand this
algebra.
6. Multiplication Operators Bounded Below
In this final section we want to relate further the commutator ideal
and the Berezin nullity to the nature of the multiplication operators.
We have already considered one aspect of such a relationship in The-
orem 4.1 and the paragraphs that follow. There we considered the
implication of the operators Mz−z0 having closed range for the case of
Ω a planar domain. We want to consider this matter in more detail
and restrict attention, at first, to the case of the unit disk. We first
recall that the question can be reduced to that of inner functions.
Lemma 6.1. Let R be a finite-rank quasi-free Hilbert module over
A(D), ϕ in H∞(D), and ϕ = θf , where θ is inner and f is outer. The
operator Mϕ has closed range if and only if f is invertible in H
∞(D)
and Mθ has closed range.
Proof. First observe that if f is an outer function, then Mf has dense
range. In [11, Theorem II.7.4] it is shown that if f is outer, there are
functions gn ∈ H
∞(D) so that ‖fgn‖∞ ≤ 1 and fgn converges to 1
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almost everywhere on the unit circle. Since point evaluation in the
disk is absolutely continuous, and the kernels are continuous on D, it
follows that f(z)gn(z) converges pointwise to 1; and in fact it converges
uniformly on compact subsets of D. In particular it converges in the
bpwl topology, and so it follows from Lemma 5.1 that Mfgn converges
to the identity in the weak operator topology. As the range of Mf
contains the range of Mfgn for all n ≥ 1, one deduces that Mf has
dense range.
Since Mϕ =MθMf has closed range, the operator is bounded below
because it is one-to-one. ThusMf is bounded below. Since it has dense
range, Mf is invertible; and so Mθ has closed range.
Consequently M∗f is invertible, and hence bounded below. So for
every vector kz in the range of Vz,
‖f(z)kz‖ = ‖M
∗
f kz‖ ≥ ε‖kz‖.
Whence |f(z)| ≥ ε for z ∈ D. Therefore, 1/f is in H∞(D). 
Proposition 6.2. Let R be a finite-rank quasi-free Hilbert module over
A(D) and let ϕ be in H∞(D). If Mϕ has closed range, then ϕ̂ is non-
zero on X∞R .
Proof. SinceMϕ is one-to-one,Mϕ has closed range if and only ifM
∗
ϕMϕ
is an invertible operator. In that case, it is invertible in T∞(R) and
hence its image, ϕˆ|X∞
R
, is invertible in C(X∞R ) which completes the
proof. 
An interesting question is whether the converse of this result holds,
that is, whether the maximal ideal space of T∞(R)/C∞(R) is deter-
mined by where the Gelfand transforms of the functions in H∞(D)
whose multipliers have closed range, are non-zero. First, the converse
holds for R = H2(D). The argument proceeds as follows: Multiplica-
tion by each inner function defines an isometry on H2(D) and hence
has closed range. Finally, the Sˇilov boundary of H∞(D) consists pre-
cisely of those points in MH∞(D) for which the Gelfand transforms of
all inner functions don’t vanish. In the case R = B2(D), Horowitz
[13] and McDonald and Sundberg [15] have shown that the same thing
holds, that is, X∞B2(D) is precisely the subset of MH∞(D) on which an
inner function is non-zero precisely when as a module multiplier it has
closed range. Moreover, they showed that the inner functions with
closed range on B2(D) are precisely the finite products of interpolating
Blaschke products.
Also, one might hope that closedness of the range for Mϕ could be
inferred directly from the Gelfand transform (or the Berezin transform)
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of the function ϕ. The preceding analysis shows that is the case for
R = B2(D) if one considers the asymptotic behavior of the transform
on MH∞(D) in the directions of X
∞
B2(D) or at limit nets that converge to
the one-point parts ofMH∞(D). There is another more direct possibility,
however. If Mϕ has closed range, then ‖Mϕkz‖ ≥ ε‖kz‖ for some ε > 0
and all z in D, where kz is in the range of Vz. Is the converse true?
That is, is it enough to test whetherMϕ is bounded below on just these
vectors? This is trivially the case for R = H2(D). Zhu has informed
us that this is the case for R = B2(D) for ϕ an inner function. His
proof rests on the characterization of the inner functions on B2(D)
with closed range. What about for other quasi-free Hilbert modules
over A(D)?
If one examines the proof of the preceding proposition, one sees that
it extends to a more general setting with no change.
Proposition 6.3. Let Ω be a bounded domain in Cn. For R a finite-
rank quasi-free Hilbert module over A(Ω) and ϕ in H∞(Ω), a necessary
condition for Mϕ to have closed range is for ϕˆ|X∞
R
to be invertible in
C(X∞R ).
In [18] Sundberg obtains a converse to this result under somewhat
different but related assumptions. In particular, he assumes that R is
the compression of a larger module N on which the module action of
A(Ω) is via normal operators. We adapt his proof to our context but
at the price of having to consider finite columns of operators defined
on R by module multiplication or their adjoints.
Based on Theorem 5.5 we can assume σ∞ is defined on the whole
Sˇilov boundary of MH∞(Ω). The following result is an extension of
Theorem 4.3 to the case when there are not finitely many generators.
Theorem 6.4. Let Ω be a bounded domain in Cn, and let R be a finite-
rank quasi-free Hilbert module over A(Ω). A point α in MH∞(Ω) is in
X∞R if and only if all operators of the form T =
[ T1
...
Tn
]
mapping R to
R(n) with Ti = Mϕi or M
∗
ϕi
for ϕi in H
∞(Ω) satisfying ϕˆi(α) = 0 have
non-closed range.
Proof. Fix α in X∞R , and let Φ be the character on T∞(R) extending
evaluation at α. Consider an operator T =
T1...
Tk
 mapping R to R(k),
k-copies of R, where each Ti =Mϕi or M
∗
ϕi
for ϕi in H
∞(Ω) satisfying
ϕˆi(α) = 0. Suppose that T has closed range. Let ψ be a function in
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H∞(Ω) for which ψ̂(α) = 0, and consider the operator T ′ =
[
T
Mψ
]
from R to R(k+1). Then T ′ has closed range and is one-to-one since
Mψ is one-to-one. Therefore, the operator T
′∗T ′ =
∑
i T
∗
i Ti +M
∗
ψMψ
is invertible. Hence we obtain a contradiction:
0 6= Φ(T ′∗T ′)(α) =
∑
i
Φ(T ∗i Ti)(α) + Φ(M
∗
ψMψ)(α)
=
∑
i
|ϕ̂i(α)|
2 + |ψ̂(α)|2 = 0.
Now suppose α is a point in MH∞(Ω) satisfying the statement of the
theorem, that is, all operators of the form T =
[ T1
...
Tn
]
mapping R to
R(n) with Ti = Mϕi or M
∗
ϕi
for ϕi in H
∞(Ω) satisfying ϕˆi(α) = 0 have
non-closed range. Hence we may construct a net of unit vectors {xλ}
indexed by finite subsets of H∞(Ω) as follows. Let Tλ be the column
operator with 2|λ| entries Tϕ−ϕˆ(α) and T ∗ϕ−ϕˆ(α) for ϕ ∈ λ. Since this is
not bounded below, select a unit vector xλ so that ‖Tλxλ‖ < |λ|−1. By
Lemma 3.9, there are no reducing eigenvalues. So it is easy to verify
that the net xλ tends weakly to 0.
Now following the proof of Theorem 4.3, we can show that the
projections Pλ onto the span of xλ asymptotically reduce each Mϕ,
and hence all of T∞(R). It therefore follows as in that proof that
Φ(A) = limλ(Axλ, xλ) is a character extending evaluation at α. 
In [18] Sundberg, using the additional structure present in his con-
text, is able to replace the column operator by a single operator. In his
case, there is a Hilbert super-module N over A(Ω) containing the given
module R for which all operators Nϕ defined by module multipliers ϕ
in A(Ω) (or, equivalently, inH∞(Ω) if Ω is weak pointed) are normal. If
AN , respectively A
∞
N , is the C*-algebra generated by {Nϕ : ϕ ∈ A(Ω)},
or {Nϕ : ϕ ∈ H∞(Ω)}, then AN ≃ C(YN ) and A∞N ≃ C(Y
∞
N ). Consid-
eration of the maps from A(Ω) onto AN and H
∞(Ω) into A∞N allows
one to identify
∂A(Ω) ⊆ YN ⊆MA(Ω) and ∂H
∞(Ω) ⊆ Y ∞N ⊆MH∞(Ω).
Let P be the projection of N onto R. Consideration of the matrix
representation for module multipliers in A(Ω) and H∞(Ω) relative to
the decomposition N = R ⊕ R⊥ enables one to conclude that T(R)
and T∞(R) coincide with the C*-algebras generated by the collections
{Tϕ : ϕ ∈ C(YN )} and {Tϕ : ϕ ∈ L∞(µ)}, where Tϕ is defined to be
the “Toeplitz operator” PNϕP and µ is a scalar spectral measure for
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N . Two obvious questions which now present themselves concern the
relationship, if any, between XR and YR and between X
∞
R and Y
∞
R .
Example 6.5. Let µ be the positive measure on the closure of D de-
fined as the sum of Lebesgue measure dθ on ∂D plus the atomic measure
of mass one supported at the origin of D. IfH2(µ) is the closure of A(D)
in L2(µ), then it is a rank one quasi-free Hilbert module over A(D).
One can see that YH2(µ) is {0}∪∂D, while Y
∞
H2(µ) is {0}∪ML∞(dθ). More-
over, one can show that there are isomorphisms, one of T(H2(D)) with
T(H2(µ)) and one of T∞(H2(D)) with T∞(H2(µ)), both preserving the
respective inclusion maps of A(D) and H∞(D) into the C*-algebras.
Therefore, we have XH2(µ) = ∂D and X
∞
H2(µ) = ∂H
∞(Ω). Since both
XH2(µ) 6= YH2(µ) and X
∞
H2(µ) 6= Y
∞
H2(µ), we see that neither of the pairs
XR and YR nor X
∞
R and Y
∞
R are equal, in general. However, we can
ask whether inclusion holds, that is, does XR ⊆ YR or X∞R ⊆ Y
∞
R ?
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