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Existence, uniqueness, and continuous dependence upon the data are 
demonstrated for the solution u = u(.u. t) of the diffusion equation 
subject to 
u,=u.,,+s(x, tt, O<.r<l,O<t<T, 
u(x, 0) =f(r), o<u< 1, 
U,(L r)=gtr,. o<rg?-, 
and the specification of mass 
s Ml, 4x, I) d.r = m(r), O<b(r]<l,O<rgT, 0 
s h(O) .f(x)d.r=m(O). 0 
A numerical procedure is discussed and results of numerical experiments are presen- 
ted. ,CJ 1986 Academic Press, Inc. 
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1. INTRODUCTION 
We consider the problem of the determination of the solution u = U(S, t) 
of the problem 
u, = u,, + d-y, r ), O<x< l,O<t<T: 
d-5 0) =f(?s), o<x< 1, 
ur(l* t)=g(r). O<t<T, 
m( t ) = i”“’ u(s, t) d,u, O<@t)<l,O<r<T, 
‘0 
(1.1) 
where b, f, g, m, and s are known functions, T is a given positive constant, 
and 
(1.2) 
We note that ( 1.1 ), ( 1.2) can model several physical problems. For exam- 
ple, if u denotes concentration of a chemical for a diffusion process, then 
m(t) represents the mass of the chemical that is present in the region 
0 < x < b(t) at time t. Likewise if u denotes temperature in a heat conduc- 
tion problem, then m(t) represents an internal energy content of the region 
0 < .Y < b(r) at time t. 
Problems similar to (1.1 ), (1.2) with temperature boundary conditions 
were considered by Cannon [3] and Deckert and Maple [9]. Existence, 
uniqueness and continuous dependence upon the data were demonstrated. 
Kamynin [12] demonstrated the existence and uniqueness of the solution 
of a linear parabolic equation in a general region with one temperature 
boundary condition, initial condition, and a general integral condition 
similar to that in ( 1.1 j. Ionkin [ 111 has considered a special case of ( 1.1) 
(1.2). Cannon and van der Hoek [4,5,6] have considered one-dimensional 
one and two phase Stefan problems with specifications of energy and 
recently [7] have presented a numerical procedure for approximating 
solutions to problems similar to ( 1.1 ), ( 1.2). 
In this paper we demonstrate that problem ( 1.1 ), ( 1.2) possesses a uni- 
que solution that depends continuously upon the data. We present a 
numerical method distinct from that in [7] and discuss some results of 
numerical experimentation with the method. Specifically, in Section 2 we 
derive an equivalent Volterra integral equation of the second kind. The 
existence, uniqueness and continuous dependence result follows in Sec- 
tion 3. As a corollary of the method a simpler integral equation is derived 
for the quarter plane case of (1.1 ), (1.2) than appeared in [3]. A numerical 
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method is outlined in Section 5 along with a discussion of its application to 
the quarter-plane case of (l.l), (1.2). Briefly, the numerical method con- 
sidered here is the coupling of the numerical solution of the Volterra 
integral equation to a standard finite difference scheme for the heat conduc- 
tion (diffusion) equation. 
ASSUMPTION A. We shall assume that 
(i) s =s(x, t) is bounded and un[forml~* Hiilder continuous on each 
compact subset of 0 -C x -C 1, 0 < t 6 T, 
(ii) f = f (x) is bounded and piecewise continuous on 0 < s < 1, 
(iii) g = g(t) is bounded and piecebiise continuous on 0 -C t 6 T, 
(iv) m = m(t) is continuous on 0 6 t < T, continuously differentiable on 
0 < t 6 T with m(0) = ji’O’.f(.u) d  Y and derkatitle m’(t) = O( t”), w,here 
P> -4, 
(v) b = b( t) sat$es 0 < 6,~ b(t) 6 b, < 1 and is continuousfy dif 
ferentiable on 0 < t 6 T with bounded deriz’atille b’(t). 
We also state our definition of a solution to (1.1) (1.2). 
DEFINITION 1. By a solution of ( 1.1) ( 1.2) we mean a function 
u = u(x, t) defined on 0 d x G 1, 0 6 t 6 T such that 
(i) is continuous in 0 < .Y < 1, 0 < t 6 T, except that u remains boun- 
ded in the neighbourhood of points on t = 0, 0 <.Y < 1 where f is discon- 
tinuous. 
(ii) ,I$I+ s: [u(x, t) -.f(x)]‘d.x = 0, 
(iii) 14, is continuous in 0 6 .Y 6 1, 0 < t 6 T, except that u., remains 
bounded in the neighbourhood of points on .Y = 1, 0 < t < T where g is dis- 
continuous, 
(iv) u,(O, t) = O(t”), where 7 = min(/3, -+), 
(v) u.,, and u, are continuous in 0 < I < 1, 0 < t d T, and 
(vi) u satisfies the conditions (l.l), (1.2). 
Remark. The arguments below also apply when condition (iii) of 
assumption A has been replaced by the condition g(t) = 0( t”), a > -a. 
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2. AN EQUIVALENT INTEGRAL EQUATION 
By linearity, it s&ices to consider the problem of determining II’ = LV(.Y, t) 
and o = c(x, t) satisfying Definition 1. (i)-(iii), and 
II’, = II’, ) O<s< l,O<f<T, 
w( x, 0) = 0, o<s< 1, 
H’,( 1, t) = 0, O<r<T, 
m, (t) = 1:“’ w(.x, t) ds, O<h(t)<l,O<r<T, 
where 
with respect to t to obtain 
m’,(t) = ~‘(b(t), t) b’(t) +lb”’ w,(.K, t) ds 
0 
=w(b(t), ~)b’(f)+~~~“‘tt,,.,(~, t)ds 
=w(b(t), t)b’(r)+~,(h(r), r)-~~(0, t). 
Let 
(2.1) 
m,(I,=m(f,-j”“‘,(,~, t)d.u, O<r<T, 
0 
(2.2) 
and where 
L’(f)=L~,,+s(.u, t), O<s<l,O<t<T, 
Ll( x, 0) =f( x), O<.K< 1. 
u,(l, t)=&!(t), O<t<T. 
r,(O, f) = 0, O<t<T. 
We proceed now formally by differentiating the equation 
.bIII 
m,(t)= 
i 
w(s. t ) dx, m,(O)=O, 
0 
(2.3) 
(2.4) 
q(t) = ~~(0, I). (2.6 
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If it is known that cp is continuous for 0 < t 6 T and satisfies q(t) = O(P), 
7 = min(p, -i), then the solution of (2.1) (2.6) can be expressed as 
s 
I 
w(s, t) = - 2 H(x,t-s)cp(r)d~, (2.7 
0 
where 
2H(s, t)= (ret)-’ 2 ,,i, exp{ -(\.+4:n)l}, r>O. (2.8 
This is a consequence of the uniqueness Lemma 1, and the results of [8, 
Chap. 6, Sect. 4, 14, Chap. V, Sect. 71. Consequently, (2.5) becomes 
q(t)= -m;(t)-2 b’(t)ff(b(t), t-T)+g(b(t), t-T) (2.9) 
which is a Volterra integral equation of the second kind for cp( t). 
THEOREM 1. Under .4ssumption A, the esistence and unicity of the 
solution u=u(s, t) of (1.1) (1.2) is equivalent to the existence and uni- 
queness of a solution cp = cp( t) qf (2.9) which is continuous.for 0 < t < T and 
satisfies cp( t) = 0( t;‘). 
Proof: By Definition l(iii), we see that the existence of a solution 
$1’ = w(.Y, t) of (2.1) implies the existence of a solution of (2.9) via definition 
(2.6). On the other hand the formal reversibility of the operations leading 
to (2.9) implies the result that the existence of a solution of (2.9) implies 
the existence of a solution w = W(X, t) of (2.1). Likewise, the unicity of the 
solution w = II’(.Y, t) of (2.1) is equivalent to the unicity of the solution 
cp = q(t) of (2.9). For example, suppose that the solution of (2.9) is unique 
and that there are two solutions w,, i = 1, 2, of (2.1). By the calculations 
leading to (2.9) there exist two solutions cp!, i= 1, 2, of (2.9) which is a con- 
tradiction. Therefore, we see formally that the existence and unicity of the 
solution u = u(.u, t) of (1.1) (1.2) is equivalent to the existence and unicity 
of the solution cp = q(t) of (2.9). 1 
LEMMA 1. Let ZE C2.‘((0, 1) x (0, T]) be a solution of 
z, = z,, , O<s<l,O<t<T, (2.10) 
subject to 
lim Z\-(s, t) = 0 for almost all 0 < t < T, (2.11 
.r-0+ 
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lim Z,(.Y, r)=O for almost all 0 < t < T. 
\-I- 
(2.12) 
lim 
s 
r [Z(x, r)]’ = 0, (2.13) 
r-n+ 0 
and 
for each T > 0, SUP{ I a-& [)I. IZ.,(.L f)l, 
z<t<T,o<.u<l)-<,x. 
(2.14) 
Then, Z E 0. 
Remark. Without condition (2.14) the lemma is false as then Z(.u, t) = 
H(.x, t) + H( -x, t), where H is defined in (2.8). defines a function Z which 
satisfies (2.10)-(2.13). 
Proof Let 0 < E < T, 0 < 6 < 6, then 
I 7 ‘-’ (z(X. t))‘dsK-+ 1’ ‘) (z(S, E))‘d.u 
L ‘S 
=- ;,‘f~~‘-” [z(.K,T)]‘dSdT 
E b 
= ‘Z(I-~,T)Z~,(I---~,T)~T-~~Z(~,T)Z,(~,T)~T 
s 
‘j;[;-” [z,(X, T),‘d.KdT. 
t. 
We can let 6 + 0 + , and using (2.11), (2.12) (2.14) and dominated con- 
vergence we obtain 
for each I > 0, and using (2.13) we obtain 
i j’ [Z(.u, t~l’dx+~‘~’ CZ.Js, r)l’d.ydT=O 
0 0 0 
for each t > 0. and hence the result. [ 
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3. EXISTENCE, UNIQUENESS, AND CONTINUOUS DEPENDENCE UPON THE DATA 
From Theorem 1, we see that it suffices to consider the integral equation 
(2.9) for the determination of cp. First, we note an explicit expression for t’: 
(3.1) 
I -1 
+ f! (H(.u-r,r-t)+H(.Y+5,t-T))S(r,T)dSrdT. 0 0 
Under Assumption A, this is justified using arguments like those of [8, 
Chap. 19, Sect. 3; 13, Chap. IV; 14, Chap. V] and our uniqueness Lemma 1 
of the previous section. The following calculations can then also be 
justified: 
=cqh(r), q/f(f)+ jo;“’ {c,,(x, r)+s(x, t)) d.u (3.2) 
= u(b( t), t) b’(t) + u,(b( t), t) + lb”’ s(x, I) dx, 
0 
and hence 
m;(t)=m’(r)-u(b(r), t)b’(t)-u,(b(t), +j:“‘s(x, t)d.v. (3.3) 
Using Assumption A, direct estimates in (3.1) for LT., (b( t), t), yields the fact 
that 
u,(b(t), t) = O(t -‘:2). (3.4) 
This together with (iv) of Assumption A implies that m’, is continuous for 
O<tGTand 
m;(t)=O(P), (3.5) 
where 
r=min(fi, -f)> -1. (3.6) 
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As direct estimates of the kernel of (2.9) show that 
for any positive integer n via the estimate 
n! 
exp( -x) <--, 
.~‘I 
we see from the integral 
5 '(t-~)~~?dt= T(l+w-u+~)t,+~~+;. 0 f(2 + m + y) 
(3.8) 
(3.9) 
that (2.9) possesses a unique solution cp via either the method of successive 
approximations or the contracting mapping approach. Hence, we can state 
our existence and unicity result. 
THEOREM 2. Under Assumption A on the data, there exists a unique 
sofution u= 24(x, t) to (l.l), (1.2). 
Proqf: As (2.9) possesses a unique solution cp which is continuous for 
0 < t 6 T and q(t) = O(P), the result follows from Theorem 1. 1 
We now state some continuous dependence results for the solution II on 
the data {m, s, 6, f, g}. For each LYE R and h defined on 0 < t d T. set 
p,(h)=sup(t~~“Ih(t)l;O<tdT). (3.10) 
THEOREM 3(i). For fixed b, let u@) be the solution to (1.1). ( 1.2) 
corresponding to data {m(j), ~(“,f’~‘, g”‘J, i= 1, 2, then 
sup p~+,*.!2)(u”)(.x, )-u’2’(x, . )) 
o<rc I 
d C, 
i 
pp(m(“‘(t)-m’2)‘(t))+po(g”‘-g’2’) (3.11) 
+ sup js”‘(X, t)-syx, t)l +supI.f”I(X)--f(2’(.\.)1 ) 
O<X<l 
O<!<T 
where C, depends on bo, b, , T, /J, and the bound-for 6’. 
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For O<d<b,, 
sup p&“)(X, . ) - i.P’(.X, . )) 
d<x<l 
Pp(*““(t)--m”“(r))+po(g”‘-g”‘) (3.12) 
+ sup I.+“(& t) -.P(X, f)I + sup If”“(X) -f”‘(X)1 . 
0<1CT O<.V<l 
O<fS7- 
(ii) For fixed {nz, s,f, g>, let 6, b both satisfy assumption A(iv) and 
supposeforO<c<b,<b,<d<l that (f’(x)[~Mforc~s6dand thats 
is uniformly Holder continuous on [b,, b,] x [IO, r], then if U, U are 
solutions of (l.l), (1.2) corresponding to the distinct b and f; then 
SUP Pp+ ,,.2,(4~, .)-Z&K, .~)~Cc,(po(h-t;)+po(b’-b”)l, (3.13 
o<x< 1 
where C, depends on M ho-c, d-b,, PO(g), supl.0, ho, b,, T, B, supbl 
the Holder norm of s on [b,, b,] x [0, r], and if 0 cd< b,,, 
sup po(u(,u, .)-U(x), .))<Cc,dh+‘(po(b-b)+p,(b’-6)). (3.14) 
d<x<l 
Remark. Note that if /I > - + in assumption A(v), then 2y + 1 = 0 and 
SO (3.12) and (3.14) hold for the supremum on the left side taken over 
0 < x < 1 and dzy + i = 1 on the right side. 
Proof First, we note that for some C>O, 
and 
Inequalities (3.11 t(3.14) thus require estimates on expressions like p,(m;). 
These are achieved via (3.3) and using (3.1 j together with assumption A. 
For (3.13) and (3.14) we proceed in a similar way, but to estimate u,,(z, t) 
for 6, < z < b, we use one integration by parts over [c, d] in the first 
integral and use the uniform Holder norm of 6 on [b,, b,] x [0, T) in the 
third integral of (3.1). 1 
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4. THE SEMI-INFINITE CASE 
For the problem of the determination of the solution u = U(X, t) of the 
problem 
u, = u,, + 4-T f), O<x<lso,O<rdT, 
4% 0) =f(x), O<X<,X’, (4.1) 
m(t) = 1;“’ u(x, t) d-x, O<b(t)<;cj,O<t~T, 
where 
m(0) = j;(“f(x) dx, (4.2) 
we see that under suitable modifications to Assumption A, that is, where 
0 < ?I < 1 is replaced by .Y > 0, (iii) is omitted, and b, < 1 is replaced by 
b, < co, the existence and unicity of the solution u is equivalent to the 
existence and unicity of the solution cp of the integral equation 
t) dt, (4.3) 
where 
Hence, we can state the following result. 
(4.4) 
THEOREM 4. Under Assumption A (modified) on the data, there exists a 
unique solution u of (4.1), (4.2). Moreover, the solution u depends con- 
tinuousl.v upon m, m’, 6, b’, s, and f, in an analogous ItlaJ’ to Theorem 3. 
Proof: The result follows from arguments similar to those for 
Theorems 1,2, and 3. I 
5. A NUMERICAL PROCEDURE 
We consider here the possibility of linking the numerical solution of the 
integral equation (2.9) or (4.2) to a finite difference scheme for the initial 
value problem for the heat equation with flux boundary conditions. 
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To be specific we consider (l.l), ( 1.2) and (2.9). Let 
h=l/M and k= T/N (5.1) 
for positive integers M and N. We adopt the usual notation uiJ = u(ih, jk). 
Since (2.9) is a linear Volterra integral equation of the second kind, there 
exist numerous schemes [l] for its solution. Hence, it is no loss of 
generality to assume that 19, is an approximation to ‘pi for j = l,..., N such 
that 
(5.2) 
for some positive integer 1. As an approximation to uij. we take U,. where 
i= 1, . . . . M- I, 
~~“,-,~-4u,~,,i+3U,j)=8i, 
(5.3) 
j= 1, 2 ,..,, N
Ul.0 =h ? i= 1 ,...) M- 1. 
Utilizing the maximum principle arguments in [2], we see that 
uij- U,i=O(h’+k). (5.4) 
To gain a feel for the utility of the numerical scheme discussed above, we 
conducted a few numerical experiments. We considered the semi-infinite 
case of (4.1), (4.2) with s=f=O and b(t) =0.3 for 0~ t ~0.1. For various 
m(t), we solved the integral equation (4.3) numerically for an approximate 
rp and for 0 <x < 1, 0 < t < 0.1, we employed the difference scheme (5.3) 
with the modification that the third equation was replaced by 
uMj=o (5.5) 
which approximates the decay of the solution to the quarter plane problem 
for the heat equation with zero initial data. The difference equations were 
solved using h = 0.002 and k = 0.001. The integral 
I 
0.3 
u(x, t) dt (5.6) 
0 
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was approximated at various t by the trapezoid rule applied to U, and the 
result 
Z(t) = Trapezoid Rule Approximation of u(.u, t) dt (5.7) 
was compared with m(r). 
We display here a few of the numerical results. 
Case 1. 
Case 2. 
Case 3. 
Case 4. 
m(t) = t, 
m( 0.05 ) = 0.05, 
m(O.l)=O.l, 
m(t) = sin t, 
m(0.05) = 0.0499791, 
~(0.01) = 0.0998334, 
1(0.05)=0.0500134, 
1(0.1)=0.100052. 
Z(O.O5)= 0.049992, 
Z(O.Ol)= 0.0998832. 
m(t)=2(t+ 1o-J)‘,‘, 
m(0.05)= 0.447661, Z(O.O5)= 0.415912, 
m(O.1) = 0.632772, Z( 0.1) = 0.608446. 
m(t)=exp{ -t). 
m(O.O5)=0.95123, Z(O.5)= -0.0487645, 
m(O.l) = 0.904837, Z(O.l) = -0.0951802. 
Case 1 and 2 gave results in accord with the theory. Case 3 was a mild 
violation of the initial compatibility condition (4.2) and the results exhibit 
more error than that of Cases 1 and 2. Case 4 was a major violation of 
(4.2) and resulted in rather large errors in the solution. 
Remark. It is interesting that the numerical results demonstrate the 
necessity of the initial compatibility conditions (1.2) and (4.2) on the data 
m andf: 
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