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Abstrakt
Te´matem te´to diplomove´ pra´ce je statisticke´ vyhodnocova´n´ı dat z´ıskany´ch prˇi sen-
zoricke´ analy´ze potravin. Prˇina´sˇ´ı vy´beˇr vhodny´ch statisticky´ch test˚u, jejich podrobnou
analy´zu a srovna´n´ı dle pr˚ubeˇhu jednotlivy´ch silofunkc´ı pro dane´ parametry. Du˚lezˇitou
soucˇa´st´ı pra´ce je naprogramova´n´ı uzˇivatelske´ aplikace prˇ´ımo urcˇene´ ke zpracova´n´ı sen-
zoricky´ch dat.
Summary
The thesis deals with the statistical evaluation of data gained by the sensory analysis
of the foodstuff. It brings a selection of the suitable statistical tests, a detailed analysis
of these tests and their comparision based on the particular power functions for given
parameters. As an important part of the thesis, there is a creating of custom software for
the evaluating of sensorial data.
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U´vod
C´ılem te´to diplomove´ pra´ce je vybrat a d˚ukladneˇ popsat statisticke´ testy vhodne´ pro
vyhodnocova´n´ı dat z´ıskany´ch prˇi senzoricke´ analy´ze potravin. Da´le vysˇetrˇit silofunkce
teˇchto test˚u a na za´kladeˇ jejich pr˚ubeˇhu stanovit doporucˇen´ı ty´kaj´ıc´ı se jejich vyuzˇit´ı.
Dalˇs´ım z c´ıl˚u je take´ vybrat vhodne´ programovac´ı prostrˇed´ı a v neˇm prove´st programovou
implementaci. Jej´ı funkcˇnost je pak nezbytne´ oveˇrˇit na rea´lny´ch cˇi simulovany´ch datech.
V prvn´ı kapitole jsou uvedeny za´kladn´ı da´le pouzˇ´ıvane´ pojmy z matematicke´ statis-
tiky, testova´n´ı hypote´z a take´ neˇktere´ za´vislosti nezbytne´ pro lepsˇ´ı orientaci v dalˇs´ım
textu. Druha´ kapitola seznamuje s problematikou metod senzoricke´ analy´zy, obsahuje
strucˇnou charakteristiku jednotlivy´ch typ˚u senzoricky´ch zkousˇek a popis jejich prova´deˇn´ı.
Trˇet´ı kapitola popisuje peˇt test˚u vybrany´ch pro vyhodnocova´n´ı senzoricky´ch dat. Jsou
zavedeny jednotlive´ testovac´ı statistiky a take´ jsou zde odvozeny analyticke´ vztahy pro
prˇesne´ i aproximovane´ silofunkce test˚u. Soucˇa´st´ı je rozbor test˚u zalozˇeny´ na zkouma´n´ı
tvar˚u silofunkc´ı, ktere´ byly vykresleny pomoc´ı noveˇ naprogramovany´ch funkc´ı v MAT-
LABu. Jedna´ se o programy, ktere´ graficky zna´zornˇuj´ı pr˚ubeˇh jednotlivy´ch silofunkc´ı, jak
pro teoreticky odvozene´ vztahy, tak pro simulovana´ data. Du˚lezˇitou cˇa´st´ı te´to kapitoly
je take´ odstavec ty´kaj´ıc´ı se volby rozsahu vy´beˇru pro optimalizaci experimentu. Je zde
popsa´no stanoven´ı minima´ln´ıho rozsahu vy´beˇru graficky´m zp˚usobem a take´ vy´pocˇtem
pomoc´ı analyticky odvozeny´ch vztah˚u. Na´sleduj´ıc´ı cˇtvrta´ kapitola prˇina´sˇ´ı srovna´n´ı jed-
notlivy´ch vybrany´ch test˚u na za´kladeˇ pr˚ubeˇhu jejich silofunkc´ı. Poukazuje na vhodnost
volby test˚u pro r˚uzne´ parametry a take´ varuje prˇed jejich neuva´zˇeny´m pouzˇ´ıva´n´ım. Pa´ta´
kapitola popisuje vyuzˇit´ı jednotlivy´ch vybrany´ch test˚u pro zpracova´n´ı senzoricky´ch dat
a da´le nastinˇuje vyhodnocova´n´ı dat z´ıskany´ch dalˇs´ımi senzoricky´mi zkousˇkami.
V ra´mci te´to diplomove´ pra´ce byla autorem v prostrˇed´ı Delphi naprogramova´na uzˇiva-
telska´ aplikace SMSA (verze 1.09) slouzˇ´ıc´ı k prˇ´ıme´mu vyhodnocova´n´ı senzoricky´ch experi-
ment˚u zalozˇene´m na prˇedem teoreticky popsany´ch zp˚usobech. Tento software a mozˇnosti
jeho prakticke´ho pouzˇit´ı vcˇetneˇ ilustruj´ıc´ıch obra´zk˚u je popsa´n v kapitole sˇest. Za´veˇrecˇna´
sedma´ kapitola prˇina´sˇ´ı uka´zku senzoricke´ho experimentu. Tento aplikacˇn´ı prˇ´ıklad je vy-
rˇesˇen pomoc´ı programu SMSA.
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1 Za´kladn´ı pojmy
1.1 Za´kladn´ı statisticke´ pojmy
Definice 1. Necht’ Ω 6= ∅ je prostor elementa´rn´ıch jev˚u, A syste´m jev˚u definovany´ch na
Ω. Prˇedpokla´dejme, zˇe plat´ı
1. A 6= ∅ ,
2. A ∈ A ⇒ A¯ ∈ A ,
3. Ai ∈ A, i = 1, 2, . . . ⇒
⋂∞
i=1 Ai ∈ A .
Pak syste´m A nazy´va´me jevovou σ-algebrou. Dvojici (Ω, A) nazy´va´me jevove´ pole.
Definice 2. Necht’ (Ω, A) je jevove´ pole, n je pocˇet opakova´n´ı pokus˚u, A je na´hodny´
jev a mn(A) je cˇetnost nastoupen´ı jevu A v n pokusech. Pak fn(A) =
mn(A)
n
je relativn´ı
cˇetnost A.
Definice 3. Necht’ (Ω, A) je jevove´ pole. Necht’ P je mnozˇinova´ funkce definovana´ na A
s oborem hodnot R = (−∞, ∞) a s vlastnostmi:
1. P (A) ≥ 0, A ∈ A .
2. Necht’ Ai ∈ A, Ai ∩ Aj = ∅, i 6= j, i, j = 1, 2, · · · ⇒ P (
⋃∞
i=1 Ai) =
∑∞
i=1 P (Ai) .
3. P (Ω) = 1 .
Pak mnozˇinovou funkci P : A → R nazy´va´me pravdeˇpodobnost´ı na (Ω, A). Pro na´hodny´
jev A ∈ A pak cˇ´ıslo P (A) nazy´va´me pravdeˇpodobnost´ı jevu A. Trojici (Ω, A, P ) nazy´va´me
pravdeˇpodobnostn´ı prostor.
Definice 4. Necht’ (Ω, A, P ) je pravdeˇpodobnostn´ı prostor. Pak zobrazen´ı X : Ω → R
nazveme na´hodnou velicˇinou (vzhledem k jevove´mu poli (Ω, A)), kdyzˇ pro kazˇde´ x ∈ R
plat´ı: {ω : X(ω) ≤ x} ∈ A.
Definice 5. Necht’ (Ω, A, P ) je pravdeˇpodobnostn´ı prostor a X : Ω → R na´hodna´
velicˇina vzhledem k A. Pak funkci F (x) = P ({ω : X(ω) ≤ x}) , x ∈ R, nazy´va´me dis-
tribucˇn´ı funkc´ı na´hodne´ velicˇiny X.
Oznacˇen´ı: F (x) = P ({ω : X(ω) ≤ x}) = P ([X ≤ x]) = P (X ≤ x) .
Definice 6. Necht’ X je na´hodna´ velicˇina na (Ω, A, P ), B je Borelovska´ σ-algebra. Pak
mnozˇinovou funkci PX : B → R definovanou vztahem PX(B) = P (X ∈ B), B ∈ B,
nazy´va´me rozdeˇlen´ım pravdeˇpodobnost´ı na´hodne´ velicˇiny X.
Definice 7. Necht’ F (x) je distribucˇn´ı funkce na´hodne´ velicˇiny X. Pak funkci F−1(u) =
infx{x : F (x) ≥ u}, u ∈ (0, 1), nazy´va´me kvantilovou funkc´ı na´hodne´ velicˇiny X nebo
te´zˇ kvantilovou funkc´ı prˇ´ıslusˇnou k distribucˇn´ı funkci F (x). Pro dane´ cˇ´ıslo γ ∈ (0, 1)
nazy´va´me cˇ´ısla xγ = F
−1(γ) γ-kvantilem distribucˇn´ı funkce F (γ-kvantilem rozdeˇlen´ı
pravdeˇpodobnosti na´hodne´ velicˇiny X) .
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Definice 8. Necht’ X je na´hodna´ velicˇina definovana´ na pravdeˇpodobnostn´ım prostoru
(Ω, A, P ) a M nejvy´sˇe spocˇetna´ mnozˇina rea´lny´ch cˇ´ısel takova´, zˇe plat´ı ∑x∈M P (X =
x) = 1 . Pak rˇekneme, zˇe na´hodna´ velicˇina X je diskre´tn´ıho typu (ma´ diskre´tn´ı rozdeˇlen´ı
pravdeˇpodobnosti), M se nazy´va´ obor hodnot X a funkce p (x) definovana´ vztahy
p (x) = P (X = x) , x ∈ M
p (x) = 0 , x /∈ M
se nazy´va´ pravdeˇpodobnostn´ı funkc´ı na´hodne´ velicˇiny X .
Oznacˇen´ı X ∼ (M, p) znamena´, zˇe na´hodna´ velicˇina X ma´ diskre´tn´ı rozdeˇlen´ı pravdeˇpo-
dobnosti s oborem hodnot M a pravdeˇpodobnostn´ı funkc´ı p .
Pozna´mka. Pro diskre´tn´ı rozdeˇlen´ı s pravdeˇpodobnostn´ı funkc´ı p (x) na M stacˇ´ı dis-
tribucˇn´ı funkci zadat v bodech z M . Te´to skutecˇnosti budeme da´le vyuzˇ´ıvat.
Definice 9. Rˇekneme, zˇe na´hodna´ velicˇina X ma´ rozdeˇlen´ı pravdeˇpodobnosti spojite´ho
typu, kdyzˇ existuje neza´porna´ funkce f(x), x ∈ R, ∫∞−∞ f(x)dx = 1, a distribucˇn´ı funkci
F (x) na´hodne´ velicˇiny X lze pomoc´ı f(x) zapsat ve tvaru
F (x) =
∫ x
−∞
f(t)dt
Funkci f pak nazy´va´me hustotou na´hodne´ velicˇiny X .
1.2 Vybrana´ rozdeˇlen´ı
1.2.1 Binomicke´ rozdeˇlen´ı
Uvazˇujme na´hodnou velicˇinu X, ktera´ ma´ binomicke´ rozdeˇlen´ı Bi(n, pi) s parametry n ∈
N , pi ∈ (0, 1). Ozn. X ∼ Bi(n, pi). Pak jej´ı pravdeˇpodobnostn´ı funkce je
p(x) = P (X = x) =
(
n
t
)
pit(1− pi)n−t, x = 0, 1, ..., n. (1.1)
Strˇedn´ı hodnota je tvaru EX = npi a rozptyl DX = npi(1−pi). Je-li n = 1, jedna´ se o tzv.
alternativn´ı rozdeˇlen´ı A(pi).
1.2.2 Beta rozdeˇlen´ı
Na´hodna´ velicˇina X ma´ beta rozdeˇlen´ı Be(p, q) s parametry p, q > 0, je-li hustota
pravdeˇpodobnosti tvaru
f(x) =
{
1
B(p,q)
xp−1(1− x)q−1 pro x ∈ (0, 1),
0 pro x /∈ (0, 1), (1.2)
kde B(p, q) =
∫ 1
0
xp−1(1 − x)q−1dx je tzv. beta funkce. Ozn. X ∼ Be(p, q). Distribucˇn´ı
funkce
F (x) =
{
1
B(p,q)
∫ x
0
tp−1(1− t)q−1dt pro x > 0,
0 pro x ≤ 0, (1.3)
rozdeˇlen´ı beta je tzv. neu´plna´ beta funkce.
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1.2.3 Rozdeˇlen´ı Fisherovo-Snedecorovo F
Na´hodna´ velicˇina X ma´ rozdeˇlen´ı F o stupn´ıch volnosti ν1, ν2 ≥ 0, je-li hustota pravdeˇ-
podobnosti
fν1, ν2(x) =


1
B( ν12 ,
ν2
2 )
(
ν1
ν2
) ν1
2
x
ν1
2
−1
(
1 + ν1
ν2
x
)− ν1+ν2
2
pro x > 0,
0 pro x ≤ 0.
(1.4)
Ozn. X ∼ F (ν1, ν2). Distribucˇn´ı funkce F rozdeˇlen´ı se znacˇ´ı jako Fν1, ν2(x) a α-kvantil
jako Fα(ν1, ν2).
1.3 Souvislost mezi rozdeˇlen´ım F a binomicky´m roz-
deˇlen´ım
Veˇta 1.3.1. Distribucˇn´ı funkci F (x) binomicke´ho rozdeˇlen´ı lze vyja´drˇit pomoc´ı neu´plne´
beta funkce, tedy
F (x) =
x∑
t=0
(
n
t
)
pit(1− pi)n−t = 1
B(n− x, x + 1)
∫ 1−pi
0
zn−x−1(1− z)x dz . (1.5)
D˚ukaz. Veˇta se doka´zˇe postupnou integrac´ı per partes (viz [9]).
Veˇta 1.3.2. Distribucˇn´ı funkci F (x) binomicke´ho rozdeˇlen´ı Bi(n, pi) lze vyja´drˇit pomoc´ı
distribucˇn´ı funkce Fν1, ν2(x) rozdeˇlen´ı F o ν1, ν2 stupn´ıch volnosti ve tvaru
F (x) =
x∑
t=0
(
n
t
)
pit(1− pi)n−t = Fν1, ν2
(
x + 1
n− x ·
1− pi
pi
)
, (1.6)
kde ν1 = 2(n− x), ν2 = 2(x + 1).
D˚ukaz. Vyjdeme ze vztahu (1.5) a v uvedene´m integra´lu provedeme substituci
z =
y
a + y
, kde a =
x + 1
n− x . (1.7)
Pak
dz =
a
(a + y)2
dy .
Da´le urcˇ´ıme meze integra´lu. Pro
z = 1− pi
7
dostaneme
y = a · z
1− z = a ·
1− pi
pi
a pro
z = 0
dostaneme
y = a · 0 = 0 .
Po te´to substituci z (1.5) po u´praveˇ dostaneme
x∑
t=0
(
n
t
)
pit(1− pi)n−t =
=
1
B(n− x, x + 1)
∫ a· 1−pi
pi
0
(
y
a + y
)n−x−1(
1− y
a + y
)x
a
(a + y)2
dy
=
1
B(n− x, x + 1)
∫ a· 1−pi
pi
0
yn−x−1(a + y)x+1−n
(
a
a + y
)x
a
(a + y)2
dy
=
1
B(n− x, x + 1)
∫ a· 1−pi
pi
0
yn−x−1 · a
xa
(a + y)n(a + y)
dy
=
1
B(n− x, x + 1)
∫ a· 1−pi
pi
0
yn−x−1 · a
xa
(a + y)n(a + y)
· a
n
an
dy
=
1
B(n− x, x + 1)
∫ a· 1−pi
pi
0
yn−x−1
(
a
a + y
)n+1
ax−n dy
=
1
B(n− x, x + 1)
(
1
a
)n−x ∫ a· 1−pi
pi
0
yn−x−1
(
1 +
y
a
)−n−1
dy
Polozˇ´ıme ν1 = 2(n−x), ν2 = 2(x+1). Odtud po dosazen´ı ze vztahu (1.7) za a = x+1n−x = ν2ν1
dosta´va´me
F (x) =
1
B(ν1
2
, ν2
2
)
(
ν1
ν2
) ν1
2
∫ ν2
ν1
· 1−pi
pi
0
y
ν1
2
−1
(
1 +
ν1
ν2
y
)− ν1+ν2
2
dy . (1.8)
Cozˇ je distribucˇn´ı funkce Fν1,ν2 rozdeˇlen´ı F v bodeˇ
x+1
n−x · 1−pipi . Tedy
F (x) = Fν1,ν2
(
x + 1
n− x ·
1− pi
pi
)
.
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1.4 Aproximace binomicke´ho rozdeˇlen´ı norma´ln´ım roz-
deˇlen´ım
Veˇta 1.4.1 (Moivreova-Laplaceova). Necht’ Xn ∼ Bi(n, pi). Pak
U =
X − EX√
DX
=
X − npi√
npi(1− pi)
ma´ asymptoticky norma´ln´ı rozdeˇlen´ı N(0, 1), a tedy
lim
n→∞
P (U < u) = Φ(u) , −∞ < u < ∞ ,
kde Φ(u) je distribucˇn´ı funkce normovane´ho norma´ln´ıho rozdeˇlen´ı N(0,1).
D˚ukaz. Bud’ Xn =
∑n
i=1 Ii, kde Ii ∼ A(θ). Pak z centra´ln´ı limitn´ı veˇty plyne, zˇe Xn
konverguje v distribuci k N(0, 1).
Z veˇty 1.4.1 plyne, zˇe prˇi dostatecˇneˇ velke´m rozsahu vy´beˇru n lze distribucˇn´ı funkci
binomicke´ho rozdeˇlen´ı aproximovat distribucˇn´ı funkc´ı norma´ln´ıho rozdeˇlen´ı.
1.5 Transformace stabilizuj´ıc´ı rozptyl
Necht’ X je na´hodna´ velicˇina s rozdeˇlen´ım za´visej´ıc´ım na parametru θ. Prˇedpokla´dejme,
zˇe plat´ı EX = θ. Na parametru θ za´vis´ı take´ rozptyl velicˇiny X, tedy DX = σ2(θ).
Stabilizac´ı rozptylu rozumı´me nalezen´ı vhodne´ netrivia´ln´ı transformacˇn´ı funkce g takove´,
aby na´hodna´ velicˇina Y = g(X) meˇla rozptyl neza´visej´ıc´ı na θ. Funkce g se z´ıska´ pomoc´ı
aproximace z Taylorova vzorce
g(X) ≈ g(θ) + (X − θ)g′(θ) , tedy
Eg(X) ≈ g(θ)
Dg(X) ≈ [g′(θ)]2σ2(θ) , (1.9)
Pozˇadavek na neza´vislost rozptylu g(X) na parametru θ lze vyja´drˇit jako
g′(θ)σ(θ) = c ,
kde c je vhodneˇ zvolena´ konstanta. Odtud dosta´va´me rˇesˇen´ı
g(θ) = c
∫
dθ
σ(θ)
. (1.10)
Z´ıskana´ transformacˇn´ı funkce g(θ) vy´razneˇ stabilizuje rozptyl, tedy Dg(X) za´vis´ı na θ jen
velmi ma´lo. Nav´ıc rozdeˇlen´ı na´hodne´ velicˇiny Y by´va´ jizˇ velmi bl´ızke´ norma´ln´ımu, acˇkoli
samotne´ rozdeˇlen´ı velicˇiny X mu˚zˇe by´t vy´razneˇ nenorma´ln´ı.
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1.5.1 Arcussinova´ transformace v binomicke´m rozdeˇlen´ı
Necht’ X je na´hodna´ velicˇina s binomicky´m rozdeˇlen´ım Bi(n, pi). Relativn´ı cˇetnost u´speˇch˚u
v n neza´visly´ch pokusech je
Z =
X
n
o strˇedn´ı hodnoteˇ
EZ = pi
a rozptylu
DZ = D
X
n
=
1
n2
DX =
pi(1− pi)
n
(plyne z odstavce 1.2.1). Dle (1.10) je
g(pi) = c
∫
dpi
σ(pi)
= c
√
n
∫
dpi√
pi(1− pi) .
Zvol´ıme-li konstantu c = (2
√
n )
−1
, dostaneme arcussinovou transformaci
Y = g(Z) = arcsin(Z) = arcsin
√
X
n
, (1.11)
prˇicˇemzˇ dle (1.9) ma´ transformovana´ velicˇina Y strˇedn´ı hodnotu
EY = Eg(Z) ≈ g(pi) = arcsin√pi
a rozptyl
DY = Dg(X) ≈ (g′(pi))2 σ2(pi) =
(
1√
1− pi ·
1
2
· 1√
pi
)2
pi(1− pi)
n
=
1
4n
.
Jak bylo uvedeno vy´sˇe, velicˇina Y ma´ rozdeˇlen´ı bl´ızke´ norma´ln´ımu. Standardizac´ı se
odvod´ı asymptoticky norma´ln´ı na´hodna´ velicˇina
U1 =
Y − EY√
DY
= 2
√
n
(
arcsin
√
X
n
− arcsin√pi0
)
. (1.12)
V [6] je uvedeno, zˇe arcussinova´ transformace
Y = g(Z) = arcsin
√
Z + 3
8n
1 + 3
4n
= arcsin
√
X + 3
8
n + 3
4
(1.13)
o strˇedn´ı hodnoteˇ
EY ≈ arcsin
√
pi + 3
8n
1 + 3
4n
a rozptylu
DY ≈ 1
4n + 2
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je stabilneˇjˇs´ı. Vy´hodou te´to transformace oproti (1.11) je mensˇ´ı rozptyl. Z (1.13) lze opeˇt
z´ıskat asymptoticky norma´ln´ı statistiku
U2 =
√
4n + 2
(
arcsin
√
8X + 3
8n + 6
− arcsin
√
8npi0 + 3
8n + 6
)
. (1.14)
1.6 Testova´n´ı hypote´z
Necht’ na´hodny´ vy´beˇr X = (X1, . . . , Xn) ma´ rozdeˇlen´ı o distribucˇn´ı funkci F (x, θ), kde
parametr θ je z parametricke´ho prostoru Θ, a necht’ X je obor hodnot na´hodne´ho vy´beˇru
X. Definujme nulovou hypote´zu
H0 : θ ∈ Θ1 ⊂ Θ
a alternativn´ı hypote´zu
H1 : θ ∈ Θ¯1 = Θ−Θ1 .
Je-li mnozˇina Θ1 jednobodova´, pak H0 se nazy´va´ jednoducha´ nulova´ hypote´za. Je-li Θ−Θ1
jednobodova´ mnozˇina, pak se H1 nazy´va´ jednoduchou alternativn´ı hypote´zou.
Na za´kladeˇ na´hodne´ho vy´beˇru X z rozdeˇlen´ı o distribucˇn´ı funkci F (x, θ) je potrˇeba
rozhodnout o platnosti H0 nebo H1. Statisticky´ test je pravidlo, ktere´ kazˇde´ hodnoteˇ
na´hodne´ho vy´beˇru prˇiˇrad´ı jedno ze dvou mozˇny´ch rozhodnut´ı: hypote´za H0 se zamı´ta´,
nebo se H0 nezamı´ta´. Pokud se zamı´tne hypote´za H0, prˇestozˇe je spra´vna´, dojde k chybeˇ
I. druhu. Jestlizˇe se naopak hypote´za H0 nezamı´tne, acˇkoli neplat´ı, dojde k chybeˇ II.
druhu. Test se konstruuje tak, aby pravdeˇpodobnost chyby I. druhu byla nejvy´sˇe rovna α.
Za te´to podmı´nky se pak minimalizuje pravdeˇpodobnost chyby II. druhu β. Test se prova´d´ı
pomoc´ı tzv. kriticke´ho oboru. Kriticky´ obor Wα ⊂ X se zava´d´ı pomoc´ı testovac´ı statistiky
T a pomoc´ı kriticke´ hodnoty kα ∈ R. Pravostranny´m kriticky´m oborem vedouc´ım na
jednostranny´ test se rozumı´
Wα = {x ∈ X : T = T (x) > kα} ,
levostranny´ kriticky´ obor ma´ tvar
Wα = {x ∈ X : T = T (x) < kα} ,
na oboustranny´ test pak vede oboustranny´ kriticky´ obor
Wα = {x ∈ X : T < k′α, nebo T > k′′α}, Wα = {x ∈ X : |T | > k′′′α } ,
kde k′α, k
′′
α, k
′′′
α jsou kriticke´ hodnoty. Plat´ı-li x ∈ Wα, pak se hypote´za H0 zamı´ta´, pokud
ale x /∈ Wα, hypote´za H0 se nezamı´ta´. Horn´ı hranice pro pravdeˇpodobnost chyby I. druhu
α = sup
θ
P (x ∈ Wα)
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se nazy´va´ hladina vy´znamnosti testu. Cˇ´ıslo
βα = 1− β
se nazy´va´ s´ıla testu. S´ılou testu v bodeˇ θ se rozumı´ silofunkce testu βα(θ), cozˇ je pravdeˇ-
podobnost, zˇe hypote´za H0 se zamı´ta´, kdyzˇ hodnota parametru je θ. Aby byla splneˇna
podmı´nka, zˇe pravdeˇpodobnost chyby I. druhu nema´ by´t veˇtsˇ´ı nezˇ hladina vy´znamnosti
α, mus´ı platit
βα(θ) ≤ α pro θ ∈ Θ1 .
Problematika testova´n´ı hypote´z je podrobneˇji popsa´na v [12].
1.7 Intervalove´ odhady
Definice 10. Necht’ X = (X1, · · · , Xn) je na´hodny´ vy´beˇr z rozdeˇlen´ı o distribucˇn´ı funkci
F (x,θ), τ(θ) je dana´ parametricka´ funkce. Necht’ TD = TD(X) a TH = TH(X) jsou
statistiky. Pak 〈TD, TH〉 nazy´va´me 100(1 − α)% oboustranny´m intervalem spolehlivosti
pro τ(θ), kdyzˇ
P (TD < τ(θ) < TH) ≥ 1− α .
Da´le interval 〈−∞, TH〉 nazy´va´me 100(1 − α)% pravostranny´ interval spolehlivosti pro
τ(θ), kdyzˇ
P (τ(θ) < TH) ≥ 1− α .
Konecˇneˇ interval 〈TD,∞〉 nazy´va´me 100(1 − α)% levostranny´ interval spolehlivosti pro
τ(θ), kdyzˇ
P (TD < τ(θ)) ≥ 1− α .
Je-li 〈−∞, TH〉, resp. 〈TD,∞〉 pravostranny´, resp. levostranny´ interval spolehlivosti pro
τ(θ), pak TH , resp. TD nazy´va´me horn´ı, resp. doln´ı odhad τ(θ) s rizikem α.
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2 Senzoricka´ analy´za
Senzoricka´ analy´za je jedn´ım z prostrˇedk˚u hodnocen´ı jakosti potravin. Patrˇ´ı mezi
tzv. psychometricke´ metody, jej´ı pomoc´ı se tedy nezjiˇst’uje slozˇen´ı potravin, ale posuzuje
se existence cˇi intenzita urcˇite´ho vjemu. Urcˇuj´ı se organolepticke´ vlastnosti, tedy vlast-
nosti vn´ımatelne´ lidsky´mi smysly (chut’, v˚uneˇ apod.). Mezi metody senzoricke´ analy´zy
patrˇ´ı: rozliˇsovac´ı metody, porˇadove´ metody a hodnocen´ı s pouzˇit´ım stupnic. Prˇi prova´deˇn´ı
analy´zy se obvykle vyuzˇ´ıva´ jejich kombinace. Senzoricka´ analy´za je podrobneˇji popsa´na
vcˇetneˇ test˚u v [11].
2.1 Rozliˇsovac´ı metody
Pomoc´ı rozliˇsovac´ıch metod se stanovuje, zda mezi dveˇma hodnoceny´mi vy´robky existuje
rozd´ıl ve sledovane´m senzoricke´m znaku. Po posuzovatel´ıch se vyzˇaduje tzv. vynucena´
odpoveˇd’, hodnotitel tedy mus´ı vybrat jednu z nab´ıdnuty´ch formulac´ı. Podle zp˚usobu
prova´deˇn´ı posuzova´n´ı se rozliˇsuj´ı tyto metody: pa´rova´ porovna´vac´ı zkousˇka, zkousˇka duo-
trio, troju´heln´ıkova´ zkousˇka.
2.1.1 Pa´rova´ porovna´vac´ı zkousˇka
Posuzovatele´ obdrzˇ´ı dva za stejny´ch podmı´nek prˇipravene´ vzorky A a B zkoumany´ch
vy´robk˚u. Jejich u´kolem je odpoveˇdeˇt, ktery´ vzorek je intenzivneˇjˇs´ı prˇi zkousˇce rozd´ılu
v intenziteˇ cˇi ktere´mu ze vzork˚u da´vaj´ı prˇednost u preferencˇn´ıch zkousˇek. Pro vyhodnocen´ı
pa´rove´ porovna´vac´ı zkousˇky se pouzˇ´ıvaj´ı testy o parametru binomicke´ho rozdeˇlen´ı. Zkou-
ma´-li se rozd´ılnost vy´robk˚u jako takovy´ch, pouzˇije se pro vyhodnocen´ı obostranny´ch test˚u.
Je-li zˇa´douc´ı zjistit smeˇr te´to rozd´ılnosti, vyuzˇij´ı se testy jednostranne´.
2.1.2 Zkousˇka duo-trio
Prˇi zkousˇce duo-trio jsou posuzovatel˚um prˇedlozˇeny celkem trˇi vzorky. Prvn´ı se nazy´va´ tzv.
referencˇn´ı, poda´va´ se jako standard. Dalˇs´ı dva jsou tzv. experimenta´ln´ı a jsou prˇedlozˇeny
anonymneˇ. Jeden z teˇchto dvou vzork˚u pocha´z´ı ze stejne´ho vy´robku jako standard. Hod-
notitel ma´ pak za u´kol rozhodnout, ktery´ vzorek ze dvou experimenta´ln´ıch je ve sle-
dovane´m znaku shodny´ se standardem a ktery´ je odliˇsny´.
2.1.3 Troju´heln´ıkova´ zkousˇka
Hodnotitel prˇi troju´heln´ıkove´ zkousˇce obdrzˇ´ı rˇadu trˇ´ı na´hodneˇ usporˇa´dany´ch, avsˇak za
stejny´ch podmı´nek prˇipraveny´ch vzork˚u, z nichzˇ dva pocha´zej´ı ze stejne´ho vy´robku a trˇet´ı
je odliˇsny´. U´kolem posuzovatele je oznacˇit vzorek, ktery´ se od ostatn´ıch dvou liˇs´ı.
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2.2 Porˇadove´ metody
C´ılem porˇadove´ zkousˇky je roztrˇ´ıdeˇn´ı skupiny vy´robk˚u, jejich serˇazen´ı podle intenzity
senzoricke´ho znaku, podle preferenc´ı spotrˇebitel˚u, nebo sledova´n´ı vlivu urcˇite´ho faktoru
na organolepticke´ vlastnosti a senzorickou jakost vy´robku. Posuzovateli je prˇedlozˇena
skupina vzork˚u v na´hodne´m porˇad´ı a jeho u´kolem je serˇadit vzorky podle dane´ho ukazatele
(preference cˇi intenzity znaku). I zde je doporucˇova´na nucena´ volba, tzn. na jedno mı´sto
v porˇad´ı by nemeˇlo by´t prˇiˇrazeno v´ıce vzork˚u.
2.3 Hodnocen´ı s pouzˇit´ım ordina´ln´ıch stupnic
Existuj´ı r˚uzne´ typy stupnic, v senzoricke´ analy´ze se vsˇak nejcˇasteˇji vyuzˇ´ıvaj´ı tzv. ordina´ln´ı
stupnice. Meˇrˇit na ordina´ln´ı stupnici znamena´ prˇiˇradit jednotlivy´m varianta´m odpoveˇd´ı
cˇ´ısla vyjadrˇuj´ıc´ı veˇtsˇ´ı nebo mensˇ´ı u´rovenˇ sledovane´ho senzoricke´ho znaku. V mnozˇineˇ
usporˇa´dane´ podle stupnice tohoto typu nelze stanovit, jaka´ je tzv. vzda´lenost mezi dveˇma
sousedn´ımi objekty. Ordina´ln´ı stupnice lze da´le deˇlit na stupnice intenzitn´ı, tj. zkoumaj´ıc´ı
intenzitu dane´ho znaku, a he´donicke´, zkoumaj´ıc´ı prˇ´ıjemnost, prˇijatelnost apod. Stupnici
lze konstruovat jako tzv. stupnici prvn´ıho stupneˇ, tj. prvn´ı kategorie je vyhrazena pro
nepatrnou intenzitu vlastnosti a posledn´ı kategorie pro nejveˇtsˇ´ı intenzitu resp. nejlepsˇ´ı
jakost, nebo lze smeˇr hodnot definovat obra´ceneˇ a vytvorˇit tak tzv. stupnici druhe´ho
druhu. Prˇ´ıkladem intenzitn´ı ordina´ln´ı stupnice prvn´ıho druhu mu˚zˇe by´t posloupnost vy-
jadrˇuj´ıc´ı slanost vzorku: naprosto neslany´, velmi ma´lo slany´, ma´lo slany´, . . . , nesmı´rneˇ
slany´.
Samotna´ zkousˇka prob´ıha´ tak, zˇe zasˇkoleny´ hodnotitel obdrzˇ´ı protokol s uvedeny´mi
senzoricky´mi znaky, ktere´ bude u vzork˚u hodnotit, a stupnice, podle ktery´ch bude vzorek
zarˇazovat. Pote´ prˇedlozˇeny´ vzorek objektivneˇ posoud´ı a v souladu se stupnic´ı zap´ıˇse sve´
hodnocen´ı. Toto provede u kazˇde´ho vzorku a znaku.
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3 Testy hypote´z o parametru pi
binomicke´ho rozdeˇlen´ı
Da´le bude pozornost zameˇrˇena na podrobny´ rozbor test˚u hypote´z o parametru pi
binomicke´ho rozdeˇlen´ı, ktere´ jsou vhodne´ pro vyhodnocova´n´ı senzoricky´ch dat z´ıskany´ch
rozliˇsovac´ımi zkousˇkami.
3.1 Kriticky´ obor testu o parametru binomicke´ho roz-
deˇlen´ı
Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z alternativn´ıho rozdeˇlen´ı A(pi), pak na´hodna´ velicˇina
X =
∑n
i=1 Xi ma´ binomicke´ rozdeˇlen´ı Bi(n, pi). Testujme hypote´zu H0 : pi = pi0 proti
oboustranne´ alternativeˇ H1 : pi 6= pi0, kde pi0 je pevna´ hodnota z intervalu (0, 1). Test
zalozˇ´ıme na kriticke´m oboru je Wα = {x ∈ {0, 1, · · · , n} : x ≤ c1, x ≥ c2}, tj. hleda´me
nejveˇtsˇ´ı cele´ cˇ´ıslo c1, pro ktere´ prˇi dane´m α plat´ı
Ppi0(X ≤ c1) =
c1∑
t=0
(
n
t
)
pit0(1− pi0)n−t ≤
α
2
,
Ppi0(X ≤ c1 + 1) =
c1+1∑
t=0
(
n
t
)
pit0(1− pi0)n−t >
α
2
,
(3.1)
a nejmensˇ´ı cele´ cˇ´ıslo c2 splnˇuj´ıc´ı pro dane´ α
Ppi0(X ≥ c2) =
n∑
t=c2
(
n
t
)
pit0(1− pi0)n−t ≤
α
2
,
Ppi0(X ≥ c2 − 1) =
n∑
t=c2−1
(
n
t
)
pit0(1− pi0)n−t >
α
2
.
(3.2)
V prˇ´ıpadeˇ testova´n´ı hypote´zy H0 : pi = pi0 proti pravostranne´ alternativeˇ H1 : pi > pi0,
kde pi0 je pevna´ hodnota z intervalu (0, 1), je kriticky´m oborem mnozˇina Wα = {X =
x; x ≥ c}, prˇicˇemzˇ c splnˇuje nerovnosti
Ppi0(X ≥ c) =
n∑
t=c
(
n
t
)
pit0(1− pi0)n−t ≤ α ,
Ppi0(X ≥ c− 1) =
n∑
t=c−1
(
n
t
)
pit0(1− pi0)n−t > α .
(3.3)
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Testuje-li se hypote´za H0 : pi = pi0 proti levostranne´ alternativeˇ H1 : pi < pi0, kde pi0 je
pevna´ hodnota z intervalu (0, 1), urcˇ´ıme kriticky´ obor jako mnozˇinu Wα = {X = x; x ≤
≤ c}, kde c splnˇuje
Ppi0(X ≤ c) =
c∑
t=0
(
n
t
)
pit0(1− pi0)n−t ≤ α ,
Ppi0(X ≤ c + 1) =
c+1∑
t=0
(
n
t
)
pit0(1− pi0)n−t > α .
(3.4)
Cˇ´ısla c1 a c2 se spocˇ´ıtaj´ı jako
c1 = xα
2
− 1 , (3.5)
c2 = x1−α
2
+ 1 , (3.6)
kde xα
2
, x1−α
2
jsou prˇ´ıslusˇne´ kvantily binomicke´ho rozdeˇlen´ı. Tyto za´vislosti vycha´zej´ı ze
vztah˚u (3.1) a (3.2) a definice kvantil˚u. U jednostranny´ch test˚u cˇ´ıslo c spocˇteme analogi-
cky. V prˇ´ıpadeˇ pravostranne´ho testu ma´me
c = x1−α + 1 , (3.7)
v prˇ´ıpadeˇ levostranne´ho testu pak
c = xα − 1 . (3.8)
Vy´pocˇet cˇ´ısel c1 a c2 (resp. c) lze tedy prove´st pomoc´ı kvantil˚u binomicke´ho rozdeˇlen´ı, lze
vsˇak take´ vyuzˇ´ıt souvislosti binomicke´ho rozdeˇlen´ı s Fisherovy´m (viz (1.6)) a situaci t´ım
zjednodusˇit. Tento prˇ´ıpad je rozebra´n v odstavci 3.3.
3.2 S´ıla testu o parametru pi binomicke´ho rozdeˇlen´ı
Silofunkce testu zalozˇene´ho na kriticke´m oboru popsane´m v odstavci 3.1 ma´ dle odstavce
1.6 tvar pro oboustranny´ test tvar
βα(pi) =
c1∑
t=0
(
n
t
)
pit(1− pi)n−t +
n∑
t=c2
(
n
t
)
pit(1− pi)n−t , pi 6= pi0 , (3.9)
pro pravostranny´ test
βα(pi) =
n∑
t=c
(
n
t
)
pit(1− pi)n−t , pi > pi0 , (3.10)
pro levostranny´ test
βα(pi) =
c∑
t=0
(
n
t
)
pit(1− pi)n−t , pi < pi0 . (3.11)
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Jsou-li zna´ma cˇ´ısla c1, c2 (resp. cˇ´ıslo c), ktera´ zarucˇuj´ı dodrzˇen´ı hladiny vy´znamnosti, lze
spocˇ´ıtat hodnotu s´ıly pro libovolne´ pi.
Prˇ´ıklad: Meˇjme na´hodny´ vy´beˇr rozsahu n = 100 z rozdeˇlen´ı A(pi). Testujme hypote´zu
H0 : pi = pi0 proti oboustranne´ alternativeˇ H1 : pi 6= pi0 pro pi0 = 0, 5 na hladineˇ
vy´znamnosti α = 0, 05.
Ze vztah˚u (3.5) a (3.6) se spocˇ´ıta´, zˇe c1 = 39, c2 = 61, cˇ´ımzˇ se zarucˇ´ı splneˇn´ı nerovnic
(3.1) a (3.2):
P0,5(x ≤ 39) = P0,5(x ≥ 61) = 0, 0176 < 0, 025 = α
2
,
P0,5(x ≤ 40) = P0,5(x ≥ 60) = 0, 0284 > 0, 025 = α
2
.
Kriticky´ obor zalozˇeny´ na statistice X =
∑n
i=1 Xi (viz odstavec 3.1) je pak tvaru
Wα = {x =
n∑
i=1
xi; x ≤ 39, x ≥ 61} ,
Hodnoty silofunkce tohoto testu spocˇtene´ dle vzorce (3.9) jsou pro na´zornost uvedeny
v tabulce 3.1. Silofunkce je zna´zorneˇna na obra´zku 3.1. Analogicky´ postup se provede
u jednostranny´ch test˚u. V prˇ´ıpadeˇ pravostranne´ alternativy je dle (3.7) kriticky´ obor
Wα = {x =
n∑
i=1
xi; x ≥ 59}
(obra´zek 3.2(a)), u testova´n´ı levostranne´ alternativy pak dle (3.8)
Wα = {x =
n∑
i=1
xi; x ≤ 41}
(obra´zek 3.2(b)).
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Obr. 3.1: Silofunkce oboustranne´ho testu
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Tabulka 3.1: Hodnoty silofunkce oboustranne´ho testu H0 : pi = pi0 = 0, 5, H1 : pi 6= pi0
na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
β(pi) 1.000 1.000 0.979 0.4621 0.0352 0.4621 0.979 1.000 1.000
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(a) Pravostranny´ test
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(b) Levostranny´ test
Obr. 3.2: Silofunkce jednostranny´ch test˚u
3.3 Explicitn´ı vyja´drˇen´ı intervalu spolehlivosti pro
parametr pi binomicke´ho rozdeˇlen´ı
Test hypote´zy o parametru pi binomicke´ho rozdeˇlen´ı se da´ prove´st pomoc´ı intervalu
spolehlivosti pro pi. Oznacˇme tento test da´le jako F-test.
Veˇta 3.3.1. Necht’ na´hodna´ velicˇina X ∼ Bi(n, pi). Pak 100(1−α)-procentn´ım intervalem
spolehlivosti pro parametr pi je interval piD < pi < piH , kde
piH =
(X + 1)F1−α1( 2(X + 1) , 2(n−X))
n−X + (X + 1)F1−α1(2(X + 1) , 2(n−X))
, (3.12)
piD =
X
(n−X + 1)F1−α2( 2(n−X + 1), 2X) + X
, (3.13)
prˇicˇemzˇ F1−α1(ν 1, ν 2) je (1 − α1)-kvantil F-rozdeˇlen´ı o ν 1 = 2(X + 1), ν 2 = 2(n − X)
stupn´ıch vonosti a F1−α2(ν 3, ν 4) je (1 − α2)-kvantil F-rozdeˇlen´ı o ν 3 = 2(n − X + 1),
ν 4 = 2X stupn´ıch volnosti.
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D˚ukaz. Krajn´ı meze piD a piH intervalu se naleznou rˇesˇen´ım rovnic
x∑
t=0
(
n
t
)
pitH(1− piH)n−t = α1 (3.14)
a
n∑
t=x
(
n
t
)
pitD(1− piD)n−t = α2 , kde α1 + α2 = α . (3.15)
Z d˚ukazu veˇty 1.3.2 je zna´mo, zˇe
α1 =
x∑
t=0
(
n
t
)
pitH(1−piH)n−t = P
(
Y <
x + 1
n− x ·
1− piH
piH
)
, kde Y ∼ F ( 2(n−x), 2(x+1)) .
Za vyuzˇit´ı kvantil˚u F-rozdeˇlen´ı lze tedy po na´sleduj´ıc´ıch u´prava´ch vyja´drˇit horn´ı krajn´ı
bod intervalu spolehlivosti ve tvaru (3.12).
x + 1
n− x ·
1− piH
piH
= Fα1(2(n− x), 2(x + 1)) =
1
F1−α1(2(x + 1) , 2(n− x))
x + 1− xpiH − piH
(n− x)piH =
1
F1−α1(2(x + 1) , 2(n− x))
x + 1− (x + 1)piH
n− x =
piH
F1−α1(2(x + 1) , 2(n− x))
F1−α1(2(x + 1) , 2(n− x)) · (x + 1)− F1−α1(2(x + 1) , 2(n− x)) · (x + 1)piH = piH(n− x)
F1−α1(2(x + 1) , 2(n− x)) · (x + 1) = piH(n− x + F1−α1(2(x + 1) , 2(n− x)) · (x + 1))
piH =
(x + 1)F1−α1(2(x + 1) , 2(n− x))
n− x + (x + 1)F1−α1(2(x + 1) , 2(n− x))
Doln´ı krajn´ı bod nalezneme obdobneˇ. Nejdrˇ´ıve se rovnice (3.15) prˇevede na tvar
x−1∑
t=0
(
n
t
)
pitD(1− piD)n−t = 1− α2.
Da´le se vyuzˇije vztah (1.4) pro distribucˇn´ı funkci rozdeˇlen´ı F
v∑
t=0
(
n
t
)
pitD(1− piD)n−t =
=
1
B(n− v, v + 1)
(
n− v
v + 1
)n−v ∫ v+1
n−v ·
1−piD
piD
0
yn−v−1
(
1 +
n− v
v + 1
y
)−n−1
dy
Dosazen´ım substituce v = x− 1 se dostane
x−1∑
t=0
(
n
t
)
pitD(1− piD)n−t =
=
1
B(n− x + 1, x)
(
n− x + 1
x
)n−x+1 ∫ x
n−x+1 ·
1−piD
piD
0
yn−x
(
1 +
n− x + 1
x
y
)−n−1
dy.
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Porovna´n´ım se vztahem (1.4) pro hustotu F rozdeˇlen´ı se z´ıska´ vyja´drˇen´ı
1− α2 =
x−1∑
t=0
(
n
t
)
pitD(1− piD)n−t = P
(
Y <
x
n− x + 1 ·
1− piD
piD
)
,
kde Y ∼ F 2(n−x+1),2x. Tedy
x
n− x + 1 ·
1− piD
piD
= F1−α2(2(n− x + 1), 2x)
(n− x + 1) · piD · F1−α2(2(n− x + 1), 2x) = x− xpiD ,
odkud po u´praveˇ se dostane tvar (3.15) doln´ıho krajn´ıho bodu intervalu spolehlivosti
binomicke´ho rozdeˇlen´ı
piD =
x
(n− x + 1)F1−α2(2(n− x + 1), 2x) + x
.
Platnost hypote´zy H0 : pi = pi0 se proti oboustranne´ alternativeˇ cˇi jednostranny´m
alternativa´m testuje na za´kladeˇ prˇ´ıslusˇnosti parametru pi0 k uvedene´mu intervalu spole-
hlivosti 〈piD, piH〉 dle odstavce 1.7. Je mozˇne´ take´ pouzˇ´ıt upravenou verzi tohoto testu,
kdy se v prˇ´ıpadeˇ oboustranne´ alternativy H1 : pi 6= pi0 testuje, zda
X
n−X + 1 ·
1− pi0
pi0
≥ F1−α
2
(2(n−X + 1), 2X) (3.16)
nebo
X + 1
n−X ·
1− pi0
pi0
≤ Fα
2
(2(n−X), 2(X + 1)) . (3.17)
U pravostranne´ alternativy H1 : pi > pi0 se pak zjiˇst’uje, zda
X
n−X + 1 ·
1− pi0
pi0
≥ F1−α(2(n−X + 1), 2X) , (3.18)
a u levostranne´ alternativy H1 : pi < pi0 se hodnot´ı nerovnost
X + 1
n−X ·
1− pi0
pi0
≤ Fα(2(n−X), 2(X + 1)) . (3.19)
3.4 S´ıla testu vyuzˇ´ıvaj´ıc´ıho Fisherovy kvantily
Na´sleduj´ıc´ı vy´sledky byly z´ıska´ny pomoc´ı opakovany´ch test˚u na simulovany´ch vy´beˇrech
prˇ´ımo generovany´ch z binomicke´ho rozdeˇlen´ı, prˇicˇemzˇ hodnoty silofunkc´ı byly urcˇeny
jako pod´ıl zamı´tnuty´ch hypote´z H0 ku celkove´mu pocˇtu opakova´n´ı prˇi dane´ hodnoteˇ pi a
pi0. Prˇ´ıslusˇne´ funkce pro simulace i pro vykreslova´n´ı silofunkc´ı dle teoreticky odvozeny´ch
20
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Obr. 3.3: Silofunkce oboustranne´ho F -testu pro r˚uzna´ n
Tabulka 3.2: Hodnoty silofunkc´ı oboustranne´ho F -testu pro r˚uzna´ n, H0 : pi = pi0 = 0, 5,
H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 10 0.732 0.376 0.153 0.049 0.029 0.036 0.141 0.383 0.748
n = 15 0.960 0.669 0.296 0.091 0.036 0.097 0.281 0.651 0.922
n = 20 0.987 0.801 0.415 0.098 0.044 0.117 0.412 0.798 0.988
β(pi) n = 25 0.996 0.881 0.515 0.147 0.044 0.166 0.511 0.889 0.999
n = 30 1.000 0.926 0.595 0.176 0.034 0.177 0.595 0.926 1.000
n = 50 1.000 0.991 0.785 0.248 0.035 0.252 0.766 0.996 1.000
n = 100 1.000 1.000 0.985 0.429 0.035 0.476 0.976 1.000 1.000
vzorc˚u naprogramovane´ v prostrˇed´ı MATLAB jsou uvedeny v prˇ´ıloze P2 (toto bude platit
i da´le).
Nejprve se zaby´vejme srovna´n´ım silofunkc´ı testu pro r˚uzne´ rozsahy vy´beˇr˚u n. Testujme
hypote´zu H0 : pi = pi0 = 0, 5 proti alternativeˇ H1 : pi 6= pi0 na hladineˇ vy´znamnosti
α = 0, 05. Volme rozsah vy´beˇru n = 10, 15, 20, 25, 30, 50 a 100.
Z obra´zku 3.3, kde jsou silofunkce z´ıskane´ simulacemi vyznacˇeny tecˇkovaneˇ a teoreti-
cke´ silofunkce spocˇ´ıtane´ dle kapitoly 3.2 zakreslene´ plnou cˇarou, je patrna´ dobra´ shoda
obou teˇchto typ˚u silofunkc´ı. Da´le je zrˇejme´ i z tabulky 3.2, zˇe nejveˇtsˇ´ıch hodnot silofunkce
β(pi) dosahuje test prˇi volbeˇ rozsahu n = 100, kdy β(pi) naby´va´ hodnot bl´ızky´ch 1 jizˇ prˇi
pi = 0, 3 a pi = 0, 7, u rozsahu n = 50 toto nasta´va´ azˇ u pi = 0, 2 a pi = 0, 8. Je zde patrna´
obecna´ vlastnost silofunkc´ı, a to, zˇe s rostouc´ım n roste i s´ıla testu. Take´ se uka´zalo,
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Obr. 3.4: Silofunkce oboustranne´ho F -testu pro r˚uzna´ pi0
zˇe test je pro vsˇechna n podhodnoceny´, tj. hodnota β(pi0) nedosahuje stanovene´ hladiny
vy´znamnosti α = 0, 05. Tento fakt je zp˚usoben t´ım, zˇe jsou vy´beˇry z diskre´tn´ıho rozdeˇlen´ı,
distribucˇn´ı funkce nen´ı spojita´. Nejv´ıce se hodnota silofunkce bl´ızˇ´ı k hladineˇ vy´znamnosti
α = 0, 05 pro rozsah n = 20 a n = 25, kdy β(0, 5) = 0, 044, nejme´neˇ pak pro n = 10, kdy
β(0, 5) = 0, 029.
Nyn´ı pro stejny´ test zada´me pevny´ rozsah n = 100 a pro hypote´zu H0 : pi = pi0 proti
alternativeˇ H1 : pi 6= pi0 vol´ıme parametr pi0 = 0, 1; 0, 2; 0, 3; 0, 4 a 0, 5.
Z obra´zku 3.4 je patrne´, zˇe s´ıla testu za´vis´ı rovneˇzˇ na volbeˇ parametru pi0. Uka´zalo se,
zˇe nejsilneˇjˇs´ı je test pro pi0 = 0, 1 a zˇe s rostouc´ım parametrem pi0 jeho s´ıla klesa´. Rozd´ıl
je zrˇejmy´ take´ z tabulky 3.3, odkud lze vycˇ´ıst, zˇe pro parametr pi = pi0 + 0, 1 je hodnota
β(pi) rovna 0, 823 u volby pi0 = 0, 1, prˇicˇemzˇ u volby pi0 = 0, 5 je jizˇ s´ıla rovna jen 0, 504.
Test je opeˇt podhodnoceny´, tzn. hodnota β(pi0) ani v jednom prˇ´ıpadeˇ nedosahuje hladiny
vy´znamnosti α = 0, 05.
3.5 Test zalozˇeny´ na norma´ln´ı aproximaci
Jako dalˇs´ı testovac´ı kriterium lze dle odstavce 1.4 pouzˇ´ıt statistiku
U =
X − npi0√
npi0(1− pi0)
. (3.20)
Testujeme-li hypote´zu H0 : pi = pi0 proti oboustranne´ alternativeˇ H1 : pi 6= pi0, kriticky´m
oborem jsou vsˇechna U , pro neˇzˇ plat´ı |U | ≥ u1−α
2
, kde u1−α
2
je kvantil normovane´ho
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Tabulka 3.3: Hodnoty silofunkc´ı oboustranne´ho F -testu pro r˚uzna´ pi0, n = 100, H0 : pi =
pi0, H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pi0 = 0.1 0.033 0.823 0.998 1.000 1.000 1.000 1.000 1.000 1.000
pi0 = 0.2 0.716 0.036 0.633 0.994 1.000 1.000 1.000 1.000 1.000
β(pi) pi0 = 0.3 1.000 0.543 0.041 0.533 0.986 1.000 1.000 1.000 1.000
pi0 = 0.4 1.000 0.989 0.549 0.041 0.459 0.972 1.000 1.000 1.000
pi0 = 0.5 1.000 1.000 0.979 0.467 0.029 0.504 0.981 1.000 1.000
norma´ln´ıho rozdeˇlen´ı. V prˇ´ıpadeˇ pravostranne´ alternativy H1 : pi > pi0 zamı´ta´me hy-
pote´zu H0 prˇi platnosti U ≥ u1−α, u levostranne´ alternativy H1 : pi < pi0 zamı´ta´me hy-
pote´zu H0, je-li U ≤ −u1−α. Oznacˇme da´le tento test zalozˇeny´ na aproximaci norma´ln´ım
rozdeˇlen´ım jako U -test.
Jako testovac´ı kriterium pro oboustranny´ test lze take´ vyuzˇ´ıt upravenou statistiku
U∗ = |U | − spi ,
kde
spi =
1
2
√
DX
=
1
2
√
npi(1− pi)
je korekce na spojitost (viz [7]). Pak je tedy testovac´ı kriterium tvaru
U∗ =
|X − npi0| − 12√
npi0(1− pi0)
. (3.21)
V prˇ´ıpadeˇ jednostranny´ch test˚u se vyuzˇ´ıva´ statistika
U∗ = U − spi =
X − npi0 − 12√
npi0(1− pi0)
. (3.22)
Kriticke´ obory se stanov´ı analogicky jako u testovac´ı statistiky U . Oznacˇme tento test
s korekc´ı na spojitost jako U∗-test.
3.6 S´ıla testu zalozˇene´ho na norma´ln´ı aproximaci
Veˇta 3.6.1. Silofunkce kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U (viz (3.20)) ma´
prˇesny´ tvar pro oboustranny´ test
βα(pi) =
j
u1−α
2
√
npi0(1−pi0)+npi0−1
k∑
x=
l
u α
2
√
npi0(1−pi0)+npi0+1
m
(
n
x
)
pi x(1− pi)n−x , pi 6= pi0 , (3.23)
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pro pravostranny´ test
βα(pi) =
n∑
x=
l
u α
2
√
npi0(1−pi0)+npi0+1
m
(
n
x
)
pi x(1− pi)n−x , pi < pi0 , (3.24)
pro levostranny´ test
βα(pi) =
j
u1−α
2
√
npi0(1−pi0)+npi0−1
k∑
x=0
(
n
x
)
pi x(1− pi)n−x , pi > pi0 . (3.25)
D˚ukaz. Du˚kaz veˇty je zalozˇen na vyuzˇit´ı vyja´drˇen´ı silofunkce pro test o parametru bi-
nomicke´ho rozdeˇlen´ı:
βα(pi) = 1− Ppi(a < X < b) =
b−1∑
x=a+1
(
n
x
)
pi x(1− pi)n−x , pi 6= pi0
βα(pi) = Ppi(U ≥ u1−α
2
)
= Ppi
(
X − npi0√
npi0(1− pi0)
≥ u1−α
2
)
= 1− Ppi
(
uα
2
<
X − npi0√
npi0(1− pi0)
< u1−α
2
)
= 1− Ppi
(
uα
2
√
npi0(1− pi0) + npi0 < X < u1−α
2
√
npi0(1− pi0) + npi0
)
=
j
u1−α
2
√
npi0(1−pi0)+npi0−1
k∑
x=
l
u α
2
√
npi0(1−pi0)+npi0+1
m
(
n
x
)
pi x(1− pi)n−x
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Pozna´mka. Silofunkci kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U lze kv˚uli zjedno-
dusˇen´ı i aproximovat. Po jednoduche´m vy´pocˇtu (viz [15]) dostaneme
βα(pi) = Ppi(U ≥ u1−α
2
)
= Ppi
(
X − npi0√
npi0(1− pi0)
≥ u1−α
2
)
= 1− Ppi
(
uα
2
<
X − npi0√
npi0(1− pi0)
< u1−α
2
)
= 1− Ppi
(
uα
2
√
pi0(1− pi0)√
pi(1− pi) −
n(pi − pi0)√
npi(1− pi) <
X − npi√
npi(1− pi)
< u1−α
2
√
pi0(1− pi0)√
pi(1− pi) −
n(pi − pi0)√
npi(1− pi)
)
.
= 1−
(
Φ
(
u1−α
2
√
pi0(1− pi0)√
pi(1− pi) −
n(pi − pi0)√
npi(1− pi)
)
− Φ
(
uα
2
√
pi0(1− pi0)√
pi(1− pi) −
n(pi − pi0)√
npi(1− pi)
))
.
= Φ
(
uα
2
√
pi0(1− pi0)√
pi(1− pi) +
pi − pi0√
pi(1− pi)
√
n
)
+ Φ
(
uα
2
√
pi0(1− pi0)√
pi(1− pi) +
pi0 − pi√
pi(1− pi)
√
n
)
Tedy pro oboustranny´ test obdrzˇ´ıme aproximaci ve tvaru
βα(pi)
.
= Φ
(
pi − pi0√
pi(1− pi)
√
n + uα
2
√
pi0(1− pi0)
pi(1− pi)
)
+ Φ
(
pi0 − pi√
pi(1− pi)
√
n + uα
2
√
pi0(1− pi0)
pi(1− pi)
)
, pi 6= pi0 ,
(3.26)
pro pravostranny´ test
βα(pi)
.
= Φ
(
pi − pi0√
pi(1− pi)
√
n + uα
√
pi0(1− pi0)
pi(1− pi)
)
, pi < pi0 , (3.27)
pro levostranny´ test
βα(pi)
.
= Φ
(
pi0 − pi√
pi(1− pi)
√
n + uα
√
pi0(1− pi0)
pi(1− pi)
)
, pi > pi0, (3.28)
kde Φ(x) je distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
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V dalˇs´ım textu bude pouzˇ´ıva´no oznacˇen´ı teoreticke´ silofunkce pro tvary silofunkc´ı
z´ıskane´ aproximac´ı.
Testujme hypote´zu H0 : pi = pi0 = 0, 5 proti alternativeˇ H1 : pi 6= pi0 na hladineˇ
vy´znamnosti α = 0, 05. Rozsah na´hodne´ho vy´beˇru volme n = 20, 30, 40, 50, 60, 80 a 100.
V obra´zku 3.5 jsou zakresleny plnou cˇarou teoreticke´ silofunkce spocˇ´ıtane´ pomoc´ı
vy´sˇe uvedeny´ch vzorc˚u a ptecˇkovaneˇ silofunkce z´ıskane´ simulacemi. Ze zmı´neˇne´ho obra´zku
a tabulky 3.4 je patrne´, zˇe s rostouc´ım n roste i s´ıla testu pro dany´ parametr pi, za´rovenˇ se
ale rozd´ıly mezi silami zmeˇnsˇuj´ı. Hodnot bl´ızky´ch 1 dosahuj´ı silofunkce pro rozsahy n > 30
v bodech pi = 0, 2 a pi = 0, 8, pro rozsahy n > 60 jizˇ v bodech pi = 0, 3 a pi = 0, 7. Pro
vsˇechny volby n je hodnota silofunkce β(pi0) velmi bl´ızka´ hladineˇ vy´znamnosti α = 0, 05.
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Obr. 3.5: Silofunkce oboustranne´ho U -testu pro r˚uzna´ n
Tabulka 3.4: Hodnoty silofunkc´ı oboustranne´ho U -testu pro r˚uzna´ n, H0 : pi = pi0 = 0, 5,
H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 20 0.987 0.813 0.410 0.128 0.045 0.125 0.419 0.810 0.992
n = 30 1.000 0.937 0.579 0.178 0.050 0.177 0.624 0.949 1.000
n = 40 1.000 0.982 0.703 0.202 0.037 0.220 0.710 0.984 1.000
β(pi) n = 50 1.000 0.998 0.853 0.352 0.048 0.316 0.847 0.998 1.000
n = 60 1.000 0.996 0.898 0.337 0.048 0.345 0.899 1.000 1.000
n = 80 1.000 1.000 0.968 0.426 0.058 0.452 0.961 1.000 1.000
n = 100 1.000 1.000 0.981 0.582 0.053 0.538 0.98 1.000 1.000
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Nyn´ı porovna´me silofunkce stejne´ho testu pro r˚uznou volbu parametru pi0 hypote´zy
H0. Meˇjme na´hodny´ vy´beˇr z binomicke´ho rozdeˇlen´ı o rozsahu n = 100 a necht’ pi0 =
0, 1; 0, 2; 0, 3; 0, 4 a 0, 5. Vy´sledky simulac´ı jsou zna´zorneˇny v obra´zku 3.6 a tabulce 3.5.
Test je pro vsˇechny volby pi0 (azˇ na pi0 = 0, 4) nadhodnoceny´, tj. hodnota silofunkce
v dane´m bodeˇ pi0 prˇevysˇuje hladinu vy´znamnosti α = 0, 05, nejveˇtsˇ´ı rozd´ıl je u parametru
pi0 = 0, 1 , kdy β(pi0) je rovna 0, 07.
Tabulka 3.5: Hodnoty silofunkc´ı oboustranne´ho U -testu pro r˚uzna´ pi0, n = 100, H0 : pi =
pi0 = 0, 5, H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pi0 = 0.1 0.070 0.876 0.999 1.000 1.000 1.000 1.000 1.000 1.000
pi0 = 0.2 0.812 0.065 0.707 0.993 1.000 1.000 1.000 1.000 1.000
β(pi) pi0 = 0.3 1.000 0.654 0.061 0.607 0.989 1.000 1.000 1.000 1.000
pi0 = 0.4 1.000 0.997 0.537 0.05 0.544 0.981 1.000 1.000 1.000
pi0 = 0.5 1.000 1.000 0.988 0.555 0.062 0.541 0.989 1.000 1.000
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Obr. 3.6: Silofunkce oboustranne´ho U -testu pro r˚uzna´ pi0
Veˇta 3.6.2. Silofunkce kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U∗ (viz (3.22)) ma´
prˇesny´ tvar pro oboustranny´ test
βα(pi) =
j
u1−α
2
√
npi0(1−pi0)+npi0+ 12−1
k∑
x=
l
u α
2
√
npi0(1−pi0)+npi0+ 12+1
m
(
n
x
)
pi x(1− pi)n−x , pi 6= pi0 , (3.29)
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pro pravostranny´ test
βα(pi) =
n∑
x=
l
u α
2
√
npi0(1−pi0)+npi0+ 12+1
m
(
n
x
)
pi x(1− pi)n−x , pi < pi0 , (3.30)
pro levostranny´ test
βα(pi) =
j
u1−α
2
√
npi0(1−pi0)+npi0+ 12−1
k∑
x=0
(
n
x
)
pi x(1− pi)n−x , pi > pi0 . (3.31)
D˚ukaz. Veˇta se doka´zˇe analogicky jako veˇta 3.6.1.
Pozna´mka. Aproximace silofunkce kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U∗ ma´
pro oboustranny´ test tvar
βα(pi) =Φ
(
npi − npi0 − 12√
npi(1− pi) + u
α
2
√
pi0(1− pi0)
pi(1− pi)
)
+ Φ
(
npi0 − npi − 12√
npi(1− pi) + u
α
2
√
pi0(1− pi0)
pi(1− pi)
)
, pi 6= pi0 ,
(3.32)
pro pravostranny´ test
βα(pi) = Φ
(
npi − npi0 − 12√
npi(1− pi) + uα
√
pi0(1− pi0)
pi(1− pi)
)
, pi < pi0 , (3.33)
pro levostranny´ test
βα(pi) = Φ
(
npi0 − npi − 12√
npi(1− pi) + uα
√
pi0(1− pi0)
pi(1− pi)
)
, pi > pi0 , (3.34)
kde Φ(x) je distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
Pro srovna´n´ı silofunkc´ı zopakujeme u testu vyuzˇ´ıvaj´ıc´ıho upravenou testovac´ı statis-
tiku U∗ stejny´ postup simulac´ı jako drˇ´ıve. Meˇjme tedy hypote´zu H0 : pi = pi0 = 0, 5 proti
alternativeˇ H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05. Volme opeˇt rozsah souboru
n = 20, 30, 40, 50, 60, 80 a 100.
Jak dokazuje tabulka 3.6 i obra´zek 3.7, kde jsou teoreticke´ silofunkce zakresleny opeˇt
plnou cˇarou, test je pro vsˇechna n > 30 velmi podhodnoceny´, naprˇ´ıklad pro n = 60 je
hodnota silofunkce β(pi0) rovna pouze 0, 021. Test je tedy vhodny´ pro male´ rozsahy n.
Velka´ podhodnocennost testu se nemeˇn´ı, ani kdyzˇ vol´ıme r˚uzne´ hodnoty parametru pi0,
tedy pi0 = 0, 1; 0, 2; 0, 3; 0, 4 a 0, 5 prˇi fixn´ım rozsahu vy´beˇru n = 100 (viz tabulka 3.7,
obra´zek 3.8).
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Obr. 3.7: Silofunkce oboustranne´ho U∗-testu pro r˚uzna´ n
Tabulka 3.6: Hodnoty silofunkc´ı oboustranne´ho U∗-testu pro r˚uzna´ n, H0 : pi = pi0 = 0, 5,
H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 20 0.993 0.802 0.418 0.116 0.041 0.133 0.433 0.790 0.996
n = 30 1.000 0.946 0.564 0.165 0.046 0.178 0.570 0.945 0.999
n = 40 1.000 0.985 0.696 0.224 0.034 0.188 0.691 0.984 1.000
β(pi) n = 50 1.000 0.995 0.782 0.234 0.024 0.251 0.784 0.992 1.000
n = 60 1.000 0.998 0.831 0.243 0.021 0.267 0.849 0.998 1.000
n = 80 1.000 1.000 0.959 0.371 0.032 0.362 0.933 1.000 1.000
n = 100 1.000 1.000 0.978 0.454 0.032 0.441 0.979 1.000 1.000
Tabulka 3.7: Hodnoty silofunkc´ı oboustranne´ho U∗-testu pro r˚uzna´ pi0, n = 100, H0 : pi =
pi0 = 0, 5, H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pi0 = 0.1 0.027 0.809 0.999 1.000 1.000 1.000 1.000 1.000 1.000
pi0 = 0.2 0.708 0.033 0.606 0.989 1.000 1.000 1.000 1.000 1.000
β(pi) pi0 = 0.3 0.999 0.555 0.025 0.532 0.978 1.000 1.000 1.000 1.000
pi0 = 0.4 1.000 0.989 0.461 0.026 0.471 0.978 1.000 1.000 1.000
pi0 = 0.5 1.000 1.000 0.989 0.468 0.038 0.453 0.974 1.000 1.000
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Obr. 3.8: Silofunkce oboustranne´ho U∗-testu pro r˚uzna´ pi0
Srovna´n´ı testu vyuzˇ´ıvaj´ıc´ıho statistiku U a testu s upravenou statistikou U∗ je pro
r˚uzna´ n demonstrova´no na obra´zku 3.9, kde jsou pomoc´ı simulac´ı vykresleny silofunkce
pro testova´n´ı hypote´zy H0 : pi = pi0 = 0, 5 proti oboustranne´ alternativeˇ na hladineˇ
vy´znamnosti α = 0, 05. Silofunkce U -testu je zna´zorneˇna plnou cˇarou a silofunkce U∗
pomoc´ı tecˇek. Uka´zalo se, zˇe tyto dveˇ varianty testu zalozˇene´ho na aproximaci norma´ln´ım
rozdeˇlen´ım se neliˇs´ı pro n ≤ 49, ovsˇem u volby rozsahu n = 50 jsou jizˇ patrne´ rozd´ıly.
Jak lze vycˇ´ıst z tabulky 3.8 (kde ∗ oznacˇuje druhou variantu testu), nejv´ıce se tyto dva
testy liˇs´ı pro parametr pi = 0, 5, kdy je hodnota silofunkce β(0, 5) U -testu rovna 0, 067
a U∗-testu jen 0, 029. Je zrˇejme´, zˇe je le´pe vyuzˇ´ıvat upravene´ statistiky U∗, protozˇe tento
test je sta´le na prˇedepsane´ hladineˇ vy´znamnosti α = 0, 05, na rozd´ıl od testu zalozˇene´ho
na statistice U .
Tabulka 3.8: Hodnoty silofunkc´ı U -testu a U∗-testu pro r˚uzna´ n, H0 : pi = pi0 = 0, 5,
H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 50 1.000 1.000 0.855 0.345 0.067 0.331 0.853 0.995 1.000
β(pi) n = 100 1.000 1.000 0.988 0.566 0.062 0.522 0.989 1.000 1.000
n∗ = 50 1.000 0.996 0.777 0.253 0.029 0.240 0.765 0.992 1.000
n∗ = 100 1.000 1.000 0.981 0.484 0.037 0.442 0.980 1.000 1.000
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Obr. 3.9: Srovna´n´ı silofunkc´ı oboustranne´ varianty U -testu a U∗-testu pro r˚uzna´ n, H0 :
pi = pi0 = 0, 5, H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
3.7 Testy zalozˇene´ na arcussinove´ transformaci
Pro testy hypote´z o parametru pi binomicke´ho rozdeˇlen´ı lze vyuzˇ´ıt take´ statistiky z´ıskane´
arcussinovou transformac´ı (viz odstavec 1.5.1)
U1 = 2
√
n
(
arcsin
√
x
n
− arcsin√pi0
)
, (3.35)
U2 =
√
4n + 2
(
arcsin
√
8x + 3
8n + 6
− arcsin
√
8npi0 + 3
8n + 6
)
. (3.36)
Vyhodnocen´ı oboustranny´ch (poprˇ. jednostranny´ch) test˚u (ozn. U1-test, U2-test) se provede
analogicky jako v odstavci 3.5.
3.8 S´ıla test˚u zalozˇeny´ch na arcsin-transformaci
Veˇta 3.8.1. Silofunkce kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U1 (viz (3.35)) ma´
prˇesny´ tvar pro oboustranny´ test
βα(pi) =
—
n sin2
„
u
1−α
2
2
√
n
+arcsin
√
pi0
«
−1

∑
x=
‰
n sin2
„
u α
2
2
√
n
+arcsin
√
pi0
«
+1
ı
(
n
x
)
pi x(1− pi)n−x , pi 6= pi0 , (3.37)
pro pravostranny´ test
βα(pi) =
n∑
x=
‰
n sin2
„
u α
2
2
√
n
+arcsin
√
pi0
«
+1
ı
(
n
x
)
pi x(1− pi)n−x , pi < pi0 , (3.38)
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pro levostranny´ test
βα(pi) =
—
n sin2
„
u
1−α
2
2
√
n
+arcsin
√
pi0
«
−1

∑
x=0
(
n
x
)
pi x(1− pi)n−x , pi > pi0 . (3.39)
D˚ukaz. Du˚kaz veˇty se provede analogicky jako u veˇty 3.6.1, tedy
βα(pi) = Ppi
(
2
√
n
(
arcsin
√
X
n
− arcsin√pi0
)
≥ u1−α
2
)
= 1− Ppi
(
n sin2
(
uα
2
2
√
n
+ arcsin
√
pi0
)
< X < n sin2
(
u1−α
2
2
√
n
+ arcsin
√
pi0
))
=
—
n sin2
„
u
1−α
2
2
√
n
+arcsin
√
pi0
«
−1

∑
x=
‰
n sin2
„
u α
2
2
√
n
+arcsin
√
pi0
«
+1
ı
(
n
x
)
pi x(1− pi)n−x
Pozna´mka. Silofunkci kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U1 lze vyja´drˇit take´
v aproximovane´m tvaru. Jednoduchy´m odvozen´ım dostaneme
βα(pi) = Ppi(U1 ≥ u1−α
2
|pi = pi0)
= Ppi
(
2
√
n
(
arcsin
√
X
n
− arcsin√pi0
)
≥ u1−α
2
)
= 1− Ppi
(
uα
2
< 2
√
n
(
arcsin
√
X
n
− arcsin√pi0
)
< u1−α
2
)
= 1− Ppi(uα
2
− 2√n (arcsin√pi − arcsin√pi0)
< 2
√
n
(
arcsin
√
X
n
− arcsin√pi
)
< u1−α
2
− 2√n(arcsin√pi − arcsin√pi0))
= 1− (Φ(u1−α
2
− 2√n(arcsin√pi − arcsin√pi0))
− Φ(uα
2
− 2√n(arcsin√pi − arcsin√pi0)))
= Φ(uα
2
+ 2
√
n(arcsin
√
pi − arcsin√pi0))
+ Φ(uα
2
+ 2
√
n(arcsin
√
pi0 − arcsin
√
pi))
Tedy aproximac´ı obdrzˇ´ıme pro oboustranny´ test tvar
β(pi) = Φ
(
uα
2
+ 2
√
n
(
arcsin
√
pi − arcsin√pi0
))
+
+ Φ
(
uα
2
+ 2
√
n
(
arcsin
√
pi0 − arcsin
√
pi
))
, pi 6= pi0,
(3.40)
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pro pravostranny´ test
β(pi) = Φ
(
uα + 2
√
n
(
arcsin
√
pi − arcsin√pi0
))
, pi < pi0, (3.41)
pro levostranny´ test
β(pi) = Φ
(
uα + 2
√
n
(
arcsin
√
pi0 − arcsin
√
pi
))
, pi > pi0, (3.42)
kde Φ(x) je distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
Testujme hypote´zu H0 : pi = pi0 = 0, 5 proti alternativeˇ H1 : pi 6= pi0 na hladineˇ
vy´znamnosti α = 0, 05 pomoc´ı testovac´ı statistiky U1. Rozsah na´hodne´ho vy´beˇru volme
n = 20, 30, 40, 50, 60, 80 a 100.
Vy´sledne´ silofunkce z´ıskane´ pomoc´ı simulac´ı jsou zakresleny tecˇkovaneˇ v obra´zku 3.10,
teoreticke´ silofunkce jsou zna´zorneˇny plnou cˇarou. Hodnoty silofunkc´ı v bodeˇ pi0 se pohy-
buj´ı nad i pod hladinou vy´znamnosti α. Nejv´ıce podhodnoceny´ a za´rovenˇ nejslabsˇ´ı je test
vy´beˇru o rozsahu n = 20, kdy hodnota silofunkce β(pi) v bodeˇ pi = 0, 2 je rovna 0, 799,
zat´ım co pro rozsah n = 30 je jizˇ β(0, 2) = 0, 954.
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Obr. 3.10: Silofunkce oboustranne´ho U1-testu pro r˚uzna´ n
Pro porovna´n´ı za´vislosti silofunkc´ı na volbeˇ parametru pi0 zafixujme rozsah na´hodne´ho
vy´beˇru na hodnoteˇ n = 100 a testujme hypote´zu H0 : pi = pi0 proti alternativeˇ H1 : pi 6=
pi0 na hladineˇ vy´znamnosti α = 0, 05 pro parametr pi0 = 0, 1; 0, 2; 0, 3; 0, 4 a 0, 5.
Jak lze vycˇ´ıst z obra´zku 3.11 i tabulky 3.10, silofunkce testu si jsou velmi podobne´
pro volbu parametru pi0 = 0, 3; 0, 4; 0, 5, nejv´ıce se pak odliˇsuje silofunkce z´ıskana´ volbou
pi0 = 0, 1. Tento rozd´ıl je patrny´ zejme´na v bodeˇ pi = pi0 + 0, 1, kdy se hodnota silofunkce
β(pi) pro volby parametru pi0 = 0, 3; 0, 4; 0, 5 pohybuje v rozmez´ı od 0, 518 do 0, 633,
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Tabulka 3.9: Hodnoty silofunkc´ı oboustranne´ho U1-testu pro r˚uzna´ n, H0 : pi = pi0 = 0, 5,
H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 20 0.987 0.799 0.433 0.139 0.039 0.127 0.413 0.822 0.991
n = 30 1.000 0.954 0.580 0.184 0.046 0.169 0.543 0.943 0.999
n = 40 1.000 0.980 0.702 0.213 0.046 0.208 0.700 0.985 1.000
β(pi) n = 50 1.000 0.998 0.865 0.341 0.068 0.325 0.866 0.997 1.000
n = 60 1.000 1.000 0.896 0.367 0.048 0.368 0.894 1.000 1.000
n = 80 1.000 1.000 0.978 0.458 0.058 0.464 0.959 1.000 1.000
n = 100 1.000 1.000 0.988 0.546 0.065 0.555 0.987 1.000 1.000
zat´ım co pro volbu pi0 = 0, 1 je β(pi) = 0, 813. Ovsˇem jizˇ v bodeˇ pi = pi0 + 0, 2 se hodnoty
β(pi) pro vsˇechny volby parametru pi0 bl´ızˇ´ı k hodnoteˇ 1 tak, zˇe pravdeˇpodobnosti 1 − β
chyby II. druhu pro jednotlive´ volby parametru se liˇs´ı maxima´lneˇ jen o 2, 2%. Take´ je
patrne´, zˇe s´ıla testu v bodeˇ pi0 se s roustouc´ım pi0 zveˇtsˇuje.
0 0.05 0.1 0.15 0.2 0.25
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
δ = pi − pi
 0
β(
pi
 )
H
 0
 : pi = pi
 0
, H
 1
 : pi ≠ pi
 0
, α = 0.05,n = 100
pi
 0
 = 0.1
pi
 0
 = 0.2
pi
 0
 = 0.3
pi
 0
 = 0.4
pi
 0
 = 0.5
Obr. 3.11: Silofunkce oboustranne´ho U1-testu pro r˚uzna´ pi0
Veˇta 3.8.2. Silofunkce kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U2 (viz (3.36)) ma´
prˇesny´ tvar pro oboustranny´ test
βα(pi) =
—
8n+6
8
sin2
„
u
1−α
2√
4n+2
+arcsin
q
8npi0+3
8n+6
«
− 3
8
−1

∑
x=
‰
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8
sin2
„
u α
2√
4n+2
+arcsin
q
8npi0+3
8n+6
«
− 3
8
+1
ı
(
n
x
)
pi x(1− pi)n−x , pi 6= pi0 , (3.43)
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Tabulka 3.10: Hodnoty silofunkc´ı oboustranne´ho U1-testu pro r˚uzna´ pi0, n = 100, H0 :
pi = pi0 = 0, 5, H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pi0 = 0.1 0.041 0.813 0.998 1.000 1.000 1.000 1.000 1.000 1.000
pi0 = 0.2 0.809 0.043 0.633 0.989 1.000 1.000 1.000 1.000 1.000
β(pi) pi0 = 0.3 1.000 0.647 0.058 0.552 0.987 1.000 1.000 1.000 1.000
pi0 = 0.4 1.000 0.991 0.536 0.056 0.540 0.968 1.000 1.000 1.000
pi0 = 0.5 1.000 1.000 0.986 0.532 0.060 0.518 0.990 1.000 1.000
pro pravostranny´ test
βα(pi) =
n∑
x=
‰
8n+6
8
sin2
„
u α
2√
4n+2
+arcsin
q
8npi0+3
8n+6
«
− 3
8
+1
ı
(
n
x
)
pi x(1− pi)n−x , pi < pi0 , (3.44)
pro levostranny´ test
βα(pi) =
—
8n+6
8
sin2
„
u
1−α
2√
4n+2
+arcsin
q
8npi0+3
8n+6
«
− 3
8
−1

∑
x=0
(
n
x
)
pi x(1− pi)n−x , pi > pi0 . (3.45)
D˚ukaz. Du˚kaz veˇty se provede analogicky jako u veˇty 3.8.1.
Pozna´mka. Aproximace silofunkce kriticke´ho oboru testu vyuzˇ´ıvaj´ıc´ıho statistiku U2 ma´
tvar pro oboustranny´ test
β(pi) = Φ
(
uα
2
+
√
4n + 2
(
arcsin
√
pi + 3
8n
1 + 3
4n
− arcsin
√
pi0 +
3
8n
1 + 3
4n
))
+
+ Φ
(
uα
2
+
√
4n + 2
(
arcsin
√
pi0 +
3
8n
1 + 3
4n
− arcsin
√
pi + 3
8n
1 + 3
4n
))
, pi 6= pi0,
(3.46)
pro pravostranny´ test
β(pi) = Φ
(
uα
2
+
√
4n + 2
(
arcsin
√
pi + 3
8n
1 + 3
4n
− arcsin
√
pi0 +
3
8n
1 + 3
4n
))
, pi < pi0, (3.47)
pro levostranny´ test
β(pi) = Φ
(
uα
2
+
√
4n + 2
(
arcsin
√
pi0 +
3
8n
1 + 3
4n
− arcsin
√
pi + 3
8n
1 + 3
4n
))
, pi > pi0, (3.48)
kde Φ(x) je distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı N(0, 1).
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Provedeme-li opeˇt testova´n´ı hypote´zy H0 : pi = pi0 = 0, 5 proti alternativeˇ H1 : pi 6= pi0
na hladineˇ vy´znamnosti α = 0, 05 pro r˚uzne´ volby rozsahu vy´beˇru n tentokra´t ovsˇem
pomoc´ı statistiky U2 (situaci ilustruje obra´zek 3.12 a tabulka 3.11), z´ıska´me obdobne´
vy´sledky jako v prˇ´ıpadeˇ pouzˇit´ı statistiky U1. Hodnoty silofunkc´ı β(pi = pi0) se pohybuj´ı
nad i pod hladinou vy´znamnosti α = 0, 05.
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Obr. 3.12: Silofunkce oboustranne´ho U2-testu pro r˚uzna´ n
Tabulka 3.11: Hodnoty silofunkc´ı oboustranne´ho U2-testu pro r˚uzna´ n, H0 : pi = pi0 = 0, 5,
H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
n = 20 0.989 0.818 0.411 0.128 0.037 0.121 0.407 0.779 0.987
n = 30 1.000 0.930 0.618 0.183 0.046 0.186 0.566 0.940 1.000
n = 40 1.000 0.981 0.688 0.195 0.030 0.218 0.726 0.979 1.000
β(pi) n = 50 1.000 0.999 0.862 0.337 0.066 0.324 0.858 0.996 1.000
n = 60 1.000 0.999 0.896 0.333 0.050 0.362 0.899 1.000 1.000
n = 80 1.000 1.000 0.964 0.451 0.065 0.453 0.973 1.000 1.000
n = 100 1.000 1.000 0.988 0.562 0.065 0.564 0.988 1.000 1.000
Obra´zek 3.13 a tabulka 3.12 demonstruj´ı simulace testu vyuzˇ´ıvaj´ıc´ıho statistiku U2 pro
r˚uznou volbu parametru pi0. Silofunkce pro volby pi0 = 0, 3; 0, 4; 0, 5 si jsou opeˇt velmi
bl´ızke´. Nejsilneˇjˇs´ı je test prˇi volbeˇ pi0 = 0, 1, vy´razny´ rozd´ıl je v bodeˇ pi = pi0 +0, 1, ovsˇem
silofunkce v bodeˇ pi = pi0 + 0, 2 pro vsˇechny volby parametru pi0 se jizˇ bl´ızˇ´ı hodnoteˇ 1.
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Obr. 3.13: Silofunkce oboustranne´ho U2-testu pro r˚uzna´ pi0
Tabulka 3.12: Hodnoty silofunkc´ı oboustranne´ho U2-testu pro r˚uzna´ pi0, n = 100, H0 :
pi = pi0 = 0, 5, H1 : pi 6= pi0 na hladineˇ vy´znamnosti α = 0, 05
pi 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pi0 = 0.1 0.045 0.805 1.000 1.000 1.000 1.000 1.000 1.000 1.000
pi0 = 0.2 0.827 0.047 0.631 0.990 1.000 1.000 1.000 1.000 1.000
β(pi) pi0 = 0.3 0.999 0.683 0.060 0.543 0.986 1.000 1.000 1.000 1.000
pi0 = 0.4 1.000 0.997 0.552 0.057 0.530 0.987 1.000 1.000 1.000
pi0 = 0.5 1.000 1.000 0.987 0.540 0.041 0.544 0.988 1.000 1.000
3.9 Volba rozsahu vy´beˇru n
V ra´mci pla´nova´n´ı senzoricke´ho experimentu je nutne´ stanovit minima´ln´ı vhodny´ rozsah
souboru n odpov´ıdaj´ıc´ı prˇedem stanoveny´m pozˇadavk˚um, ktere´ zahrnuj´ı dodrzˇen´ı prˇede-
psane´ chyby II. druhu.
Veˇta 3.9.1. Uvazˇujme test jednoduche´ hypote´zy H0 : pi = pi0 proti jednoduche´ alternativeˇ
H1 : pi = pi1 na dane´ hladineˇ vy´znamnosti α pomoc´ı testovac´ı statistiky U viz (3.20). Pak
rozsah vy´beˇru n, prˇi nemzˇ je pravdeˇpodobnost chyby II. druhu nejvy´sˇe rovna prˇedem dane´
hodnoteˇ β, mus´ı splnˇovat nerovnost
n ≥
(
u1−α
2
√
pi0(1−pi0)
pi(1−pi) + u1−β
)2
(pi − pi0)2 pi(1− pi) . (3.49)
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Prˇi vyuzˇit´ı upravene´ testovac´ı statistiky U∗ viz (3.21) je rozsah n urcˇen vztahem
n ≥ nu +
√
n2u − (pi − pi0)2
2(pi − pi0)2 , kde (3.50)
nu = pi(1− pi)
(
u1−α
2
√
pi0(1− pi0)
pi(1− pi) + u1−β
)2
+ |pi − pi0| .
D˚ukaz. Podmı´nka pro volbu rozsahu n ma´ tvar 1− βα(pi) ≤ β, tedy
1− Ppi
(
X − npi0√
npi0(1− pi0)
≥ u1−α
2
)
≤ β
Ppi
(
X − npi√
npi(1− pi) ≥ u1−
α
2
√
pi0(1− pi0)
pi(1− pi) −
pi − pi0√
pi(1− pi)
√
n
)
≥ 1− β
u1−α
2
√
pi0(1− pi0)
pi(1− pi) −
pi − pi0√
pi(1− pi)
√
n = uβ
U´pravou dostaneme vy´raz pro minima´ln´ı hodnotu rozsahu vy´beˇru
n =
(
u1−α
2
√
pi0(1−pi0)
pi(1−pi) + u1−β
)2
(pi − pi0)2 pi(1− pi) .
Vzorec (3.50) uda´vaj´ıc´ı minima´ln´ı rozsah souboru pro test vyuzˇ´ıvaj´ıc´ı upravenou statistiku
U∗ se odvod´ı analogicky.
Dany´ proble´m lze rˇesˇit take´ graficky (poprˇ. numericky). Vykresl´ı se teoreticke´ silo-
funkce pro dany´ test pro r˚uzna´ n na zadane´ hladineˇ vy´znamnosti α a zjist´ı se, ke ktere´
z teˇchto silofunkc´ı ma´ zadany´ bod o sourˇadnic´ıch [pi − pi0; βα(pi − pi0)] nejbl´ızˇe.
Prˇ´ıklad: Pozˇadujme, aby pro U -test hypote´zy H0 : pi = pi0 = 0, 5 na hladineˇ vy´znamnosti
α = 0, 05 byla pravdeˇpodobnost chyby II. druhu prˇi alternativeˇ H1 : pi = pi1 = 0, 8 mensˇ´ı
nezˇ β = 0, 2, tj. aby s´ıla testu v bodeˇ δ = pi − pi0 = 0, 8 byla veˇtsˇ´ı nezˇ 0, 8.
Pak dle vzorce 3.49 lze spocˇ´ıtat, zˇe je nutno volit rozsah souboru n ≥ 19.261, tedy
vhodny´ minima´ln´ı rozsah je n = 20. Danou hodnotu lze take´ odvodit graficky. Na obra´zku
3.14(b) jsou v detailu zakresleny teoreticky spocˇ´ıtane´ silofunkce pro zadanou hladinu α
a danou alternativu H1. Bod o sourˇadnic´ıch [pi − pi0; β0,05(pi − pi0)] = [0, 3; 0, 8] lezˇ´ı mezi
silofunkcemi pro rozsah n = 19 a n = 20, cozˇ odpov´ıda´ spocˇ´ıtane´ hodnoteˇ n.
Chceme-li tento prˇ´ıpad pro danou alternativu a hladinu vy´znamnosti za stejne´ pod-
mı´nky ty´kaj´ıc´ı se s´ıly testovat pomoc´ı testovac´ı statistiky U∗, pouzˇijeme ke stanoven´ı
minima´ln´ıho doporucˇene´ho rozsahu vztah 3.50. Vy´pocˇtem z´ıska´me hodnotu n ≥ 22, 471,
pro U∗-test tedy potrˇebujeme pro dosazˇen´ı stejne´ s´ıly prˇi stejne´ hladineˇ vy´znamnosti
a alternativeˇ soubor o veˇtsˇ´ım rozsahu nezˇ u U -testu (viz srovna´n´ı silofunkc´ı teˇchto dvou
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Obr. 3.14: Hleda´n´ı minima´ln´ıho rozsahu pomoc´ı silofunkc´ı oboustranne´ho U -testu a U∗-
testu
Tabulka 3.13: Hodnoty silofunkc´ı oboustranne´ho U -testu a U∗-testu pro r˚uzna´ n, H0 :
pi = pi0 = 0, 5, H1 : pi = pi1 na hladineˇ vy´znamnosti α = 0, 05
n 18 19 20 21 22 23
β(0, 8) 0.768 0.794 0.817 0.838 0.857 0.874
β∗(0, 8) 0.669 0.703 0.734 0.762 0.789 0.812
test˚u pro r˚uzna´ n v detailu na obra´zku 3.14(c)). Pro na´zornost jsou uvedeny hodnoty
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silofunkce β(pi1) v bodeˇ pi1 = 0, 8 take´ v tabulce 3.13, prˇicˇemzˇ silofunkce U
∗-testu je
znacˇena β∗.
Veˇta 3.9.2. Meˇjme test hypote´zy H0 : pi = pi0 proti zadane´ alternativeˇ H1 : pi = pi1 na
urcˇene´ hladineˇ vy´znamnosti α zalozˇeny´ na testovac´ı statistice U1 viz (3.35). Pak pro
n ≥
(
u1−α
2
+ u1−β
)2
4(arcsin
√
pi − arcsin√pi0)2 (3.51)
plat´ı, zˇe pravdeˇpodobnost chyby II. druhu je mensˇ´ı rovna dane´ hodnoteˇ β.
D˚ukaz. Veˇta se doka´zˇe analogicky jako veˇta 3.9.1, tedy
1− βα(pi) ≤ β
1− Ppi
(
2
√
n
(
arcsin
√
X
n
− arcsin√pi0
))
≤ β
Ppi
(
2
√
n
(
arcsin
√
X
n
− arcsin√pi
)
≥ u1−α
2
− 2√n(arcsin√pi − arcsin√pi0)
)
≥ 1− β
u1−α
2
− 2√n(arcsin√pi − arcsin√pi0) = uβ
n =
(
u1−α
2
+ u1−β
)2
4(arcsin
√
pi − arcsin√pi0)2 .
Pozna´mka. Nerovnice (3.49), (3.50) a (3.51) urcˇuj´ıc´ı potrˇebny´ minima´ln´ı rozsah vy´beˇru
n jsou odvozeny aproximac´ı, jedna´ se tedy pouze o prˇiblizˇne´ vy´pocˇty rozsahu.
Vra´t´ıme-li se k prˇ´ıkladu a spocˇ´ıta´me-li pro zadane´ hodnoty minima´ln´ı rozsah vy´beˇru
podle vzorce 3.51, dostaneme vy´sledek n ≥ 18, 954, tedy pro dodrzˇen´ı s´ıly β ≥ 0, 8 v bodeˇ
pi1 = 0, 8 je zapotrˇeb´ı souboru o rozsahu n ≥ 19.
Vztah pro vy´pocˇet minima´ln´ıho rozsahu vy´beˇru n splnˇuj´ıc´ıho dane´ podmı´nky nen´ı
pro U2-test (viz (3.36)) ani pro testova´n´ı pomoc´ı intervalu 〈piD, piH〉, tedy F -testu, snadne´
analyticky vyja´drˇit, proble´m na´vrhu experimentu se tedy rˇesˇ´ı graficky nebo numericky.
Pro vy´sˇe uvedeny´ prˇ´ıklad byla z´ıska´na grafickou metodou pro oba tyto testy hodnota
minima´ln´ıho rozsahu n = 20.
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4 Srovna´n´ı test˚u o parametru pi
binomicke´ho rozdeˇlen´ı
Uvazˇujme peˇt vy´sˇe popsany´ch test˚u: F-test zalozˇeny´ na pouzˇit´ı kvantil˚u Fisherova
rozdeˇlen´ı v intervalu spolehlivosti (viz odstavec 3.3), U -test vyuzˇ´ıvaj´ıc´ı statistiku (3.20)
z´ıskanou aproximac´ı norma´ln´ım rozdeˇlen´ım, U∗-test s upravenou statistikou (3.22), da´le
pak arcussinovou transformac´ı odvozeny´ U1-test se statistikou (3.35) a U2-test vyuzˇ´ıvaj´ıc´ı
statistiku (3.36). Testujme hypote´zu H0 : pi = pi0 proti alternativeˇ pi 6= pi0 na hladineˇ
vy´znamnosti α = 0, 05. Tuto formulaci testu budeme uvazˇovat pro vsˇechny na´sleduj´ıc´ı
rozbory v te´to kapitole, nebot’ α = 0, 05 je v praxi nejuzˇ´ıvaneˇjˇs´ı volbou.
Nejprve volme parametr binomicke´ho rozdeˇlen´ı pi0 = 0, 5. Pomoc´ı simulac´ı se snadno
doka´zˇe, zˇe F-test pro rozsah vy´beˇru n ≤ 5 nikdy hypote´zu H0 nezamı´ta´. Nelze totizˇ naj´ıt
takova´ c1 a c2 (viz (3.9)), aby β(pi0) ≤ α, jak je patrne´ z tabulky 4.1. V programu pro
Tabulka 4.1: Srovna´n´ı hodnot c1, c2, β(pi0) prˇi pi0 = 0, 5
n 4 5 6 7
c1 -1 -1 0 0
c2 5 6 6 7
β(pi0) 0,125 0,063 0,031 0,016
vykreslova´n´ı teoreticky´ch silofunkc´ı F-testu (viz prˇ´ıloha P2) je tato skutecˇnost osˇetrˇena
podmı´nkami.
Necht’ je tedy n = 6. Na obra´zku 4.1 lze videˇt, zˇe ani F-test, ani U∗-test nedosahuj´ı
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Obr. 4.1: Srovna´n´ı test˚u pro pi0 = 0, 5 a n = 6
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stanovene´ hladiny vy´znamnosti, prˇicˇemzˇ v´ıce podhodnoceny´ je U∗-test. Nejveˇtsˇ´ı s´ıly
dosahuje U1-test pro δ ∈ 〈−0, 47; 0, 47〉, tedy pro pi ∈ 〈0, 03; 0, 97〉. Pouzˇit´ı testovac´ı
statistiky U∗ nen´ı pro dane´ parametry vhodne´, naprˇ. silofunkce β(pi) v bodeˇ pi = 0, 1 je
u U∗-testu rovna pouze 0.248, zat´ımco pro U1-test je β(0, 1) = 0, 6223. Z grafu je da´le
patrne´, zˇe silofunkce F-testu naby´va´ veˇtsˇ´ıch hodnot nezˇ silofunkce U -testu v rozmez´ı
pi ∈ 〈0, 03; 0, 18〉 ∪ 〈0, 82; 0, 97〉. Ve srovna´n´ı s U2-testem je F-test silneˇjˇs´ı do bodu
pi = 0, 11, resp. od bodu pi = 0, 89. Zat´ımco s´ılu U1-testu prˇevysˇuje do bodu pi = 0, 02,
resp. od bodu pi = 0, 98. Silofunkce U2-testu naby´va´ vysˇsˇ´ıch hodnot nezˇ silofunkce U -testu
do bodu pi = 0, 08, resp. od bodu pi = 0, 92. Do (resp. od) tohoto bodu je vhodneˇjˇs´ı pouzˇ´ıt
jeden z test˚u vyuzˇ´ıvaj´ıc´ıch statistiky U1, U nebo prˇesny´ F-test.
Na obra´zku 4.2 je zna´zorneˇna situace pro volbu rozsahu vy´beˇru n = 10. F-test a U∗-test
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Obr. 4.2: Srovna´n´ı test˚u pro pi0 = 0, 5 a n = 10
jsou opeˇt podhodnocene´, u obou je totizˇ s´ıla v bodeˇ pi = pi0 rovna 0, 0228, cozˇ je me´neˇ nezˇ
je stanovena´ hladina vy´znamnosti α = 0, 05. Silofunkce F-testu dosahuje vysˇsˇ´ıch hodnot
nezˇ silofunkce U∗-testu pro pi ∈ 〈0, 04; 0, 35〉 ∪ 〈0, 65; 0, 96〉. Celkoveˇ nejme´neˇ vhodny´m
testem pro parametr pi ∈ 〈0, 05; 0, 95〉 je U∗-test. Pouzˇit´ı te´to statistiky je vy´hodne´ pouze
pro velka´ δ (|δ| ≥ 0, 45). Do bodu pi = 0, 05, resp. od bodu pi = 0, 95 je nejslabsˇ´ı U2-test.
Nejsilneˇjˇs´ım testem na intervalu pi ∈ 〈0, 09; 0, 91〉 je test vyuzˇ´ıvaj´ıc´ı statistiku U1. Pro pi
do 0, 09, resp. od 0, 91 je vy´hodneˇjˇs´ı pouzˇit´ı U -testu. Testy pouzˇ´ıvaj´ıc´ı statistiky U a U2
se vy´razneˇ liˇs´ı do bodu pi = 0, 16, resp. od bodu pi = 0, 84.
Je-li n = 15, jak je videˇt z obra´zku 4.3, vy´sledky jsou podobne´ prˇedcha´zej´ıc´ı situaci. S´ıla
v bodeˇ pi = pi0 je pro F-test rovna 0, 0352 a pro U
∗-test je to 0, 0265, oba testy jsou tedy
opeˇt podhodnocene´. U∗-test je celkoveˇ nejme´neˇ vhodny´m testem pro volbu parametru
pi ∈ 〈0, 1; 0, 9〉. Do bodu pi = 0, 1, resp. od bodu pi = 0, 9 naby´va´ nejnizˇsˇ´ıch hodnot silo-
funkce U2-testu. Pro vysˇsˇ´ı δ, tj. |δ| ≥ 0, 4 je naopak jednou z nejlepsˇ´ıch variant pouzˇit´ı
pra´veˇ U∗-testu. Nejsilneˇjˇs´ım testem na intervalu pi ∈ 〈0, 15; 0, 85〉 je test vyuzˇ´ıvaj´ıc´ı statis-
tiku U1. Pro pi do 0, 15, resp. od 0, 85 naby´va´ nejvysˇsˇ´ıch hodnot U -test.
S rostouc´ım rozsahem vy´beˇru n (viz obra´zek 4.4), roste s´ıla U∗-testu v bodeˇ pi = pi0
smeˇrem k hodnoteˇ prˇedepsane´ hladiny α, ovsˇem nikdy j´ı nedosa´hne. Da´le take´ docha´z´ı
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Obr. 4.3: Srovna´n´ı test˚u pro pi0 = 0, 5 a n = 15
−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
δ = pi − pi
 0
β(
δ 
)
H
 0
 : pi = pi
 0
 = 0.5, H
 1
 : pi ≠ pi
 0
, α = 0.05, n = 50
F−test
U−test
U*−test
U
1
−test
U
2
−test
−0.3 −0.2 −0.1 0 0.1 0.2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
δ = pi − pi
 0
β(
δ 
)
H
 0
 : pi = pi
 0
 = 0.5, H
 1
 : pi ≠ pi
 0
, α = 0.05, n = 90
F−test
U−test
U*−test
U
1
−test
U
2
−test
Obr. 4.4: Srovna´n´ı test˚u pro pi0 = 0, 5 a n = 50, 90
k zu´zˇen´ı intervalu pro volbu parametru pi, pro neˇjzˇ je nejsilneˇjˇs´ım testem U1-test, za´rovenˇ
k zu´zˇen´ı intervalu, na neˇmzˇ je nevhodne´ pouzˇ´ıt testovac´ı statistiku U∗. Rozd´ıly mezi testy
U , U1 a U2 se v´ıceme´neˇ vytra´cej´ı.
Necht’ pi0 = 0, 3. Pak pro n ≤ 10 nelze v˚ubec naj´ıt vhodne´ cˇ´ıslo c1 (viz tabulka 4.2) pro
F-test. Na obra´zku 4.5 je zna´zorneˇno srovna´n´ı test˚u pro minima´ln´ı rozsah, tedy n = 11.
Jak je patrne´, silofunkce vsˇech peˇti test˚u maj´ı asymetricky´ tvar, prˇicˇemzˇ nejv´ıce anoma´ln´ı
situace nasta´va´ prˇi pouzˇit´ı statistiky U∗ pro δ < 0, tj. pi < pi0. U
∗-test je obecneˇ nejslabsˇ´ı
pro volbu parametru pi z intervalu 〈0; 0, 93〉. V bodeˇ pi = pi0 = 0, 3 je s´ıla tohoto testu
rovna 0, 0221, pro F-test je β(pi0) = 0, 0414, testy jsou tedy podhodnocene´. Od bodu
pi = 0, 93 dosahuje nejnizˇsˇ´ıch hodnot silofunkce U2-testu. Jako nejsilneˇjˇs´ı test pro pi < pi0
se chova´ U1-test, pro pi > pi0 je pak nejvhodneˇjˇs´ı pouzˇ´ıt testovac´ı statistiku U , kterou
ovsˇem pro pi < pi0 nelze doporucˇit.
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Tabulka 4.2: Srovna´n´ı hodnot c1, c2, β(pi0) prˇi pi0 = 0, 3
n 8 9 10 11
c1 -1 -1 -1 0
c2 6 7 7 7
β(pi0) 0,069 0,045 0,039 0,041
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Obr. 4.5: Srovna´n´ı test˚u pro pi0 = 0, 3 a n = 11
Na obra´zku 4.6 jsou vykresleny silofunkce test˚u pro volbu n = 15. S´ıla F-testu v bodeˇ
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Obr. 4.6: Srovna´n´ı test˚u pro pi0 = 0, 3 a n = 15
pi = pi0 dosahuje pouze hodnoty 0, 0199, u U
∗-testu se jedna´ o hodnotu 0, 0249, oba jsou
tedy opeˇt podhodnocene´. Zmeˇna nasta´va´ v tom, zˇe u´lohu nejslabsˇ´ıho testu prˇeb´ıra´ na
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intervalu pi ∈ 〈0, 31; 0, 75〉 F-test. Stejneˇ jako v prˇedesˇle´ situaci je nejsilneˇjˇs´ım testem pro
pi < pi0 U1-test, pro pi > pi0 je to vy´razneˇ U -test.
S rostouc´ım n (viz obr. 4.7) se vytra´c´ı asymetricke´ chova´n´ı silofunkc´ı. Zmensˇuj´ı se rozd´ıly
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Obr. 4.7: Srovna´n´ı test˚u pro pi0 = 0, 3 a n = 30, 60
mezi U∗-testem, F-testem a rovneˇzˇ mezi U1-testem a U2-testem. U -test z˚usta´va´ nada´le
dominantn´ı pro pi > pi0.
Je-li pi0 = 0.1, F-test zamı´ta´ hypote´zu H0 oboustranneˇ azˇ od n = 36, pro nizˇsˇ´ı n v˚ubec
nelze naj´ıt vhodna´ cˇ´ısla c1 (viz tabulka 4.3). Na obra´zku 4.8 je zna´zorneˇno srovna´n´ı silo-
funkc´ı test˚u pro n = 36.
Tabulka 4.3: Srovna´n´ı hodnot c1, c2, β(pi0) prˇi pi0 = 0, 1
n 34 35 36 37
c1 -1 -1 0 0
c2 8 8 8 9
β(pi0) 0,045 0,045 0,46 0,030
Pokud chceme prova´deˇt F-test pro pi0 = 0.05 je zapotrˇeb´ı volit n ≥ 72, nebot’ pro
mensˇ´ı rozsahy tento test zamı´ta´ pouze jednostranneˇ, prˇicˇemzˇ nelze v˚ubec naj´ıt vhodne´ c1
(viz tabulka 4.4). Srovna´n´ı silofunkc´ı test˚u je ilustrova´no obra´zkem 4.9.
Je zapotrˇeb´ı poznamenat, zˇe nen´ı vhodne´ prova´deˇt testova´n´ı dane´ hypote´zy pomoc´ı
statistik U , U∗, U1, U2 pro mensˇ´ı nezˇ vy´sˇe doporucˇene´ rozsahy vy´beˇru pro F-test. Testy
totizˇ pro male´ rozsahy zamı´taj´ı pouze jednostranneˇ cˇi asymetricky. Neˇktere´ z nich dokonce
vykazuj´ı urcˇite´ dalˇs´ı nedostatky. Konkre´tneˇ silofunkce U -testu pro pi0 = 0, 3, n = 5
a silofunkce U∗-testu pro pi0 = 0, 5, n = 5 a pi0 = 0, 3, n = 10 maj´ı anoma´ln´ı pr˚ubeˇhy. Tyto
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Obr. 4.8: Srovna´n´ı test˚u pro pi0 = 0, 1 a n = 36
Tabulka 4.4: Srovna´n´ı hodnot c1, c2, β(pi0) prˇi pi0 = 0, 05
n 70 71 72 73
c1 -1 -1 0 0
c2 8 9 9 9
β(pi0) 0,051 0,035 0,035 0,034
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Obr. 4.9: Srovna´n´ı test˚u pro pi0 = 0, 05 a n = 72
prˇ´ıklady ilustruj´ı obra´zky 4.10, 4.11 a 4.12. Prˇ´ıslusˇne´ hodnoty jsou uvedeny v tabulka´ch
4.5, 4.6 a 4.7.
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Obr. 4.10: Anoma´lie u U -testu pro pi0 = 0, 3, n = 5
Tabulka 4.5: Anoma´lie u U -testu pro pi0 = 0, 3, n = 5
pi 0,01 0,03 0,05 0,1 0,15 0,18 0,2
β(pi) 0,0060 0,0422 0,0598 0,0664 0,0578 0,0518 0,0484
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Obr. 4.11: Anoma´lie u U∗-testu pro pi0 = 0, 5, n = 5
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Tabulka 4.6: Anoma´lie u U∗-testu pro pi0 = 0, 5, n = 5
pi 0,01 0,015 0,02 0,03 0,04 0,05 0,08 0,1
β(pi) 0,1391 0,1636 0,1760 0,1855 0,1859 0,1826 0,1648 0,1514
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Obr. 4.12: Anoma´lie u U∗-testu pro pi0 = 0, 3, n = 10
Tabulka 4.7: Anoma´lie u U∗-testu pro pi0 = 0, 3, n = 10
pi 0,01 0,02 0,03 0,05 0,1 0,15 0,2 0,3
β(pi) 0,0809 0,1112 0,1176 0,1114 0,0789 0,0516 0,0324 0,0212
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5 Statisticke´ metody v senzoricke´
analy´ze
5.1 Vyhodnocen´ı rozliˇsovac´ıch metod
Senzoricka´ data z´ıskana´ prˇi rozliˇsovac´ıch zkousˇka´ch se vyhodnocuj´ı pomoc´ı test˚u hypote´z
o parametru pi binomicke´ho rozdeˇlen´ı popsany´ch v kapitole 3.
5.1.1 Pa´rova´ porovna´vac´ı zkousˇka
Necht’ pi je pravdeˇpodobnost, zˇe posuzovatel zvol´ı vy´robek A jako intenzivneˇjˇs´ı. Pak meˇjme
hypote´zu H0: vy´robky nelze rozliˇsit, tedy pi =
1
2
, proti oboustranne´ alternativeˇ H1:
vy´robky jsou rozd´ılne´, tj. pi 6= 1
2
. Hodnocen´ı provedlo n posuzovatel˚u, z toho nA posuzo-
vatel˚u oznacˇilo vzorek A a nB hodnotitel˚u se vyslovilo pro vzorek B, tedy n = nA + nB.
Test lze prove´st za vyuzˇit´ı statistik :
1.
F1 =
nA
n− nA + 1 (5.1)
a
F2 =
nA + 1
n− nA (5.2)
vycha´zej´ıc´ıch z (3.16) a (3.17), prˇicˇemzˇ hypote´za H0 se zamı´ta´, plat´ı-li na dane´
hladineˇ vy´znamnosti α
F1 ≥ Fν1,ν2
(
1− α
2
)
nebo F2 ≤ Fν3,ν4
(α
2
)
,
kde Fν1,ν2
(
1− α
2
)
a Fν3,ν4
(
α
2
)
jsou kvantily Fisherova rozdeˇlen´ı s ν1 = 2(n−nA +1),
ν2 = 2nA a ν3 = 2(n− nA), ν4 = 2(nA + 1) stupni volnosti,
2.
U =
2nA − n√
n
(5.3)
zalozˇene´ na statistice (3.20), prˇicˇemzˇ hypote´za H0 se zamı´ta´, plat´ı-li
|U | ≥ u1−α
2
,
kde u1−α
2
je kvantil rozdeˇlen´ı N(0, 1),
3.
U ∗ =
|2nA − n| − 1√
n
(5.4)
dle (3.21), prˇicˇemzˇ hypote´za H0 se zamı´ta´, plat´ı-li
U ∗ ≥ u1−α
2
,
kde u1−α
2
je kvantil rozdeˇlen´ı N(0, 1),
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4.
U1 = 2
√
n
(
arcsin
√
nA
n
− arcsin
√
1
2
)
(5.5)
odvozene´ z (3.35), H0 se zamı´ta´, plat´ı-li
|U1| ≥ u1−α
2
,
kde u1−α
2
je kvantil rozdeˇlen´ı N(0, 1),
5.
U2 =
√
4n + 2
(
arcsin
√
8nA + 3
8n + 6
− arcsin
√
4n + 3
8n + 6
)
, (5.6)
viz (3.36), H0 se zamı´ta´, plat´ı-li
|U2| ≥ u1−α
2
,
kde u1−α
2
je kvantil rozdeˇlen´ı N(0, 1).
Diskuze, kdy je kterou z teˇchto uvedeny´ch testovac´ıch statistik vhodneˇjˇs´ı pouzˇ´ıt, je popsa´na
v prˇedesˇle´ kapitole 4.
V prˇ´ıpadeˇ jednostranne´ho testu formulujeme k hypote´ze H0: vy´robky nelze rozliˇsit, tj.
pi = 1
2
, alternativu H1: vlastnost vy´robku A je intenzivneˇjˇs´ı nezˇ u vy´robku B, tj. pi >
1
2
.
Jako testovac´ı kriterium se pouzˇije (5.1), H0 se zamı´ta´, pokud
F ≥ F1−α(ν1, ν2) ,
kde F1−α(ν1, ν2) je kvantil Fisherova rozdeˇlen´ı s ν1 = 2(n − nA + 1) a ν2 = 2nA stupni
volnosti.
Je mozˇno pouzˇ´ıt take´ statistiku
U ∗ =
2nA − n− 1√
n
, (5.7)
hypote´za H0 se zamı´ta´, plat´ı-li
U ∗ ≥ u1−α ,
kde u1−α je kvantil rozdeˇlen´ı N(0, 1).
Da´le se vyuzˇ´ıvaj´ı statistiky (5.3), (5.5) a (5.6), pomoc´ı nichzˇ se test vyhodnot´ı stejneˇ jako
v prˇ´ıpadeˇ (5.7).
5.1.2 Zkousˇka duo-trio
Test pro zkousˇku duo-trio se formuluje obdobneˇ jako v odstavci 5.1.1. Pro vyhodnocen´ı
se pouzˇij´ı testovac´ı statistiky stejne´ jako u jednostranne´ho testu prˇi pa´rove´ porovna´vac´ı
zkousˇce. Zde se ovsˇem jedna´ o jednostranny´ test pouze z technicke´ho hlediska, vy´sledkem
nen´ı urcˇen´ı smeˇru rozd´ılnosti, ale pouze jej´ı existence.
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5.1.3 Troju´heln´ıkova´ zkousˇka
Necht’ pi je pravdeˇpodobnost, zˇe posuzovatel zvol´ı vzorek A jako odliˇsny´ od ostatn´ıch.
Protozˇe se jedna´ o volbu jednoho vzorku ze trˇ´ı, pravdeˇpodobnost spra´vne´ kombinace je
pi = 1
3
. Meˇjme tedy hypote´zu H0: vy´robky nelze rozliˇsit, tj. pi =
1
3
, proti oboustranne´
alternativeˇ H1: vy´robky jsou rozd´ılne´, tj. pi >
1
3
. Hodnocen´ı provedlo n posuzovatel˚u,
z toho nA posuzovatel˚u rozpoznalo spra´vnou kombinaci. Rozd´ıl ve sledovane´ vlastnosti
bude zrˇejmy´, pokud spra´vnou kombinaci uvede v´ıce nezˇ trˇetina posuzovatel˚u, tj. nA >
nB
2
,
za platnosti n = nA + nB. Jako testove´ kriterium vyuzˇijeme statistiky
1.
F =
2nA
n− nA + 1 (5.8)
odvozenou z (3.16), pak se hypote´za H0 zamı´ta´, plat´ı-li na dane´ hladineˇ vy´znamnosti
α
F1 ≥ F1−α(ν1, ν2) ,
kde F1−α(ν1, ν2) je kvantil Fisherova rozdeˇlen´ı s ν1 = 2(n−nA +1), ν2 = 2nA stupni
volnosti.
2.
U =
3nA − n√
2n
, (5.9)
viz (3.20), prˇicˇemzˇ hypote´za H0 se zamı´ta´, plat´ı-li
U ≥ u1−α ,
kde u1−α je kvantil rozdeˇlen´ı N(0, 1),
3.
U ∗ =
6nA − 2n− 3√
8n
(5.10)
dle (3.21), hypote´za H0 se zamı´ta´, plat´ı-li
U ∗ ≥ u1−α ,
kde u1−α je kvantil rozdeˇlen´ı N(0, 1),
4.
U1 = 2
√
n
(
arcsin
√
nA
n
− arcsin
√
1
3
)
(5.11)
odvozene´ z (3.35), hypote´za H0 se opeˇt zamı´ta´, plat´ı-li
U1 ≥ u1−α ,
kde u1−α je kvantil rozdeˇlen´ı N(0, 1),
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5.
U2 =
√
4n + 2

arcsin
√
8nA + 3
8n + 6
− arcsin
√
8
3
n + 3
8n + 6

 (5.12)
z´ıskane´ z (3.36), prˇicˇemzˇ hypote´za H0 se zamı´ta´, plat´ı-li
U2 ≥ u1−α ,
kde u1−α je kvantil rozdeˇlen´ı N(0, 1),
Pomoc´ı teˇchto jednostranny´ch test˚u stejneˇ jako u zkousˇky duo-trio pouze odhadujeme,
zda se vy´robky liˇs´ı cˇi nikoli, ale nelze takto zjistit smeˇr rozd´ılu. Pro tento u´cˇel je vhodne´
vyuzˇit´ı pa´rove´ porovna´vac´ı zkousˇky.
Vhodnost pouzˇit´ı test˚u je diskutova´na v kapitole 4.
5.2 Vyhodnocen´ı porˇadovy´ch metod
Porˇadova´ zkousˇka se nejcˇasteˇji vyhodnocuje Friedmanovy´m testem. Porˇad´ı vzork˚u od
jednotlivy´ch hodnotitel˚u se zap´ıˇsou do tabulky a na´sledneˇ se spocˇ´ıtaj´ı soucˇty porˇad´ı
jednotlivy´ch vzork˚u. Meˇjme hypote´zu H0: mezi vzorky nejsou vy´znamne´ rozd´ıly ve sle-
dovane´m znaku, proti alternativeˇ H1: mezi zkoumany´mi vzorky je alesponˇ jeden, ktery´ se
od jine´ho cˇi jiny´ch odliˇsuje. Pokud plat´ı H1, meˇly by by´t soucˇty porˇad´ı teoreticky stejne´.
Jako testove´ kriterium se pouzˇije velicˇina
FR =
12
nR(R + 1)
R∑
i=1
T 2i − 3n(R + 1) , (5.13)
kde n je pocˇet hodnotitel˚u, R pocˇet vzork˚u a Ti jsou soucˇty porˇad´ı jednotlivy´ch vzork˚u
pro i = 1, 2, . . . , R. Testovana´ hypote´za se zamı´ta´, pokud pro dane´ α plat´ı
FR ≥ Q1−α(R, n) ,
prˇicˇemzˇ Q1−α(R, n) jsou kriticke´ hodnoty tabelovane´ pro α = 0, 05 a 0, 01, 3 ≤ n ≤ 16,
3 ≤ R ≤ 10 (viz [11]). Pro vysˇsˇ´ı pocˇet posuzovatel˚u cˇi vzork˚u (pro R ≥ 5, n ≥ 5) je
prˇijatelna´ aproximace testovac´ı statistiky Pearsonovy´m χ2 rozdeˇlen´ım s (R − 1) stupni
volnosti. Hypote´za H0 se pak zamı´ta´, pokud pro dane´ α plat´ı
FR ≥ χ21−α(R− 1) ,
kde χ21−α(R− 1) jsou kvantily Pearsonova χ2 rozdeˇlen´ı s (R− 1) stupni volnosti.
Zamı´tne-li se dana´ hypote´za, je vhodne´ zjistit, ktere´ jednotlive´ vzorky se od sebe liˇs´ı.
K tomuto u´cˇelu slouzˇ´ı Ne´menyiho metoda v´ıcena´sobne´ho pa´rove´ho porovna´va´n´ı za´visly´ch
vy´beˇr˚u. Jedna´ se o oboustranny´ test, lze tedy stanovit rozd´ılnost mezi vzorky jako takovou,
ale nikoli jej´ı smeˇr. Metoda vy´cha´z´ı znovu ze soucˇt˚u porˇad´ı. Rozd´ıl mezi i-ty´m a j-ty´m
vzorkem pak je se 100(1− α)% spolehlivost´ı vy´znamny´, plat´ı-li
|Ti − Tj| ≥ q1−α(R, n) , (5.14)
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kde q1−α(R, n) je specia´ln´ı tabelovana´ kriticka´ hodnota pro pa´rova´ porovna´va´n´ı opeˇt
pro α = 0, 05 a 0, 01, 3 ≤ n ≤ 16, 3 ≤ R ≤ 10 (viz [11]). V prˇ´ıpadeˇ male´ho rozsahu
tabelovany´ch hodnot lze jizˇ pro R > 5 pouzˇ´ıt aproximaci. Hypote´za se pak pro dane´ α
zamı´ta´, plat´ı-li
|Ti − Tj| ≥ g1−α(R)
√
nR(R + 1)
12
(5.15)
kde g1−α(R) je kriticka´ hodnota specia´ln´ı studentizovane´ funkce pro pocˇet vzork˚u v p˚uvodn´ı
R-tici (viz [11], [4])
5.3 Vyhodnocen´ı stupnicovy´ch metod
5.3.1 Hodnocen´ı jednoho senzoricke´ho znaku v ra´mci jednoho
vy´robku
U´kolem metod slouzˇ´ıc´ıch pro hodnocen´ı jednoho senzoricke´ho znaku v ra´mci jednoho
vy´robku je srovna´n´ı pravdeˇpodobnost´ı kategori´ı v ra´mci dane´ ota´zky.
Meˇjme n posuzovatel˚u hodnot´ıc´ıch dle stupnice o K kategori´ıch. Relativn´ı cˇetnost k-
te´ kategorie je pk =
nk
n
, kde n =
∑K
k=1 nk a nk je absolutn´ı cˇetnost k-te´ kategorie pro
k = 1, 2, . . . , K. Prˇi hodnocen´ı jednoho znaku chceme oveˇrˇit, zda se pod´ıl posuzovatel˚u
hovorˇ´ıc´ıch ve prospeˇch jedne´ a druhe´ kategorie vy´znamneˇ liˇs´ı. V ra´mci jedne´ ota´zky se tedy
zjiˇst’uje, zda je rozd´ıl mezi absolutn´ımi cˇetnostmi ni a nj teˇchto dvou kategori´ı statisticky
vy´znamny´. Tato u´loha se opeˇt rˇesˇ´ı testem o parametru binomicke´ho rozdeˇlen´ı. Meˇjme
hypote´zu H0: kategorie se navza´jem neliˇs´ı, tj. pi =
1
2
, proti alternativeˇ H1: existuje rozd´ıl
mezi i-tou a j-tou kategori´ı, tj. pi 6= 1
2
. Hypote´za H0 se zamı´ta´, plat´ı-li
ni
nj + 1
≥ F1−α
2
(ν1, ν2) , (5.16)
kde F1−α
2
(ν1, ν2) je kvantil Fisherova rozdeˇlen´ı s ν1 = 2(nj +1) a ν2 = 2ni stupni volnosti.
Je-li k dispozici dostatecˇneˇ velky´ pocˇet hodnotitel˚u (dle [11] pro ni + nj > 30), lze pozˇ´ıt
take´ testovac´ı statistiku
u =
ni − nj√
ni + nj
. (5.17)
Hypote´za se pak zamı´ta´, plat´ı-li
|u| ≥ u1−α/2 ,
kde u1−α/2 je kvantil rozdeˇlen´ı N(0, 1).
Je-li prˇedmeˇtem za´jmu proka´za´n´ı, zda pod´ıl posuzovatel˚u hovorˇ´ıc´ıch ve prospeˇch i-te´ kat-
egorie vy´znamneˇ prˇevysˇuje pod´ıl hodnotitel˚u staveˇj´ıc´ıch se ve prospeˇch j-te´ kategorie,
aplikuje se jednostranny´ test.
V prˇ´ıpadeˇ, zˇe potrˇebujeme rozsˇ´ıˇrit srovna´va´n´ı na L kategori´ı, vyuzˇijeme test o shodeˇ
pravdeˇpodobnost´ı L kategori´ı, L ≤ K. Tento test je mozˇne´ prove´st, plat´ı-li n1 +n2 + . . .+
nL > 30(viz [11]). Meˇjme hypote´zu H0: kategorie jsou shodne´, tj. pi1 = pi2 = · · · = piL,
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proti alternativeˇ H1: alesponˇ jedna kategorie se od dalˇs´ı liˇs´ı, tj. pii 6= pij pro libovolne´
i 6= j. Pak pro test vyuzˇijeme statistiku
χ2 =
L∑
k=1
(nk − npik)2
npik
.
Protozˇe pro H0 plat´ı pik =
1
L
, k = 1, . . . , L, lze testovac´ı kriterium zapsat jako
χ2 =
L
∑L
k=1 n
2
k∑L
k=1 nk
−
L∑
k=1
nk . (5.18)
Hypote´za se zamı´ta´ na dane´ hladineˇ vy´znamnosti α, plat´ı-li
χ2 ≥ χ21−α(L− 1) ,
kde χ21−α(L− 1) je kvantil Pearsonova rozdeˇlen´ı s (L− 1) stupni volnosti.
K dalˇs´ım metoda´m slouzˇ´ıc´ım k vyhodnocen´ı jednoho senzoricke´ho znaku u jednoho
vy´robku patrˇ´ı take´ metoda odhadu intervalu spolehlivosti tzv. mı´ry asymetrie pro or-
dina´ln´ı znak. Prˇedpokla´da´ se veˇtsˇ´ı pocˇet posuzovatel˚u (n ≥ 30) a stupnice o liche´m pocˇtu
kategori´ı. Uprostrˇed stupnice se nacha´z´ı tzv. neutra´ln´ı kategorie. Vsˇechna hodnocen´ı se
roztrˇ´ıd´ı do trˇ´ı kategori´ı. Do prvn´ı kategorie oznacˇene´ symbolem − se zarˇad´ı vy´robky
oznacˇovane´ jako horsˇ´ı, cˇi me´neˇ intenzivn´ı nezˇ strˇedn´ı u´rovenˇ, do druhe´ kategorie oznacˇene´
symbolem 0 se zarˇad´ı vy´sledky odpov´ıdaj´ıc´ı strˇedn´ı u´rovni a posledn´ı kategorie + zahrne
vy´sledky vyjadrˇuj´ıc´ı lepsˇ´ı nebo v´ıce intenzivn´ı u´rovenˇ nezˇ strˇedn´ı u´rovenˇ. Pro tyto kate-
gorie stanov´ıme absolutn´ı a relativn´ı cˇetnosti, oznacˇ´ıme je postupneˇ n−, n0, n+, p−, p0
a p+. Za prˇedpoklad˚u n > 30, n+ > 5 a n− > 5, lze stanovit 100(1 − α)% oboustranny´
interval spolehlivosti
(α∗D, α
∗
H) = (a
∗ − u1−α
2
s∗, a∗ + u1−α
2
s∗) , (5.19)
kde
a∗ =
n+ − n−
n
je odhad charakteristiky α∗ vyjadrˇuj´ıc´ı mı´ru asymetrie (podrobneˇji viz [11]),
s∗ =
√
p0(1− p0) + 4p+p−
n
je odhad smeˇrodatne´ chyby odhadu a u1−α/2 je kvantil rozdeˇlen´ı N(0, 1).
5.3.2 Srovna´n´ı senzoricke´ho znaku dvou a v´ıce vy´robk˚u
Je-li potrˇeba srovnat mezi sebou ve sledovane´ senzoricke´ vlastnosti dva vy´robky A a B,
pouzˇije se Wilcoxon˚uv test. Podmı´nkou je, aby pro pocˇet posuzovatel˚u platilo nA + nB ≥
20. Ke kazˇde´mu vy´robku se prˇiˇrad´ı na´hodny´ vy´beˇr reprezentovany´ vy´sledky posuzovatel˚u
a ze vsˇech jednotek se vytvorˇ´ı sdruzˇeny´ vy´beˇr o rozsahu n = nA+nB usporˇa´dany´ vzestupneˇ
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podle velikosti. Jednotlivy´m hodnota´m se prˇiˇrad´ı porˇadova´ cˇ´ısla, stejny´m hodnota´m se
prˇiˇrad´ı pr˚umeˇrna´ porˇadova´ cˇ´ısla. Pro kazˇdy´ vy´robek se pak spocˇ´ıta´ soucˇet porˇad´ı jednotek
prˇ´ıslusˇej´ıc´ıch do j-te´ho vy´beˇru a oznacˇ´ı se Tj, j = A, B. Da´le se pouzˇije modifikovana´
testovac´ı statistika s opravou na spojitost
uW =
Tj − nj(n+1)2 ± 12√
var(sW )
, (5.20)
kde nj je pocˇet posuzovatel˚u j-te´ho vy´robku a
var(sW ) =
nA nB
12
· n
3 −∑Kk=1(nk)3
n(n− 1) ,
kde K je pocˇet kategori´ı, nk jsou cˇetnosti odpov´ıdaj´ıc´ı tzv. celkove´mu zastoupen´ı k-te´
kategorie ve sdruzˇene´m vy´beˇru, k = 1, 2, . . . , K. Ve vztahu (5.20) pouzˇijeme +1
2
, je-li
vy´raz v cˇitateli (bez 1
2
) za´porny´, a −1
2
, kdyzˇ je vy´raz v cˇitateli kladny´.
Prova´d´ıme-li oboustranny´ test, tj. zaj´ıma´-li na´s, zda maj´ı vy´robky odliˇsnou u´rovenˇ ve
sledovane´m znaku, zamı´tneme hypote´zu o shodnosti u´rovn´ı, pokud
|uW | ≥ u1−α
2
,
kde u1−α
2
je kvantil rozdeˇlen´ı N(0, 1).
Pouzˇit´ı jednostranne´ho testu za´vis´ı na typu prˇedlozˇene´ stupnice. Hypote´zou H0 je tvrzen´ı,
zˇe oba vy´robky nejsou ve sledovane´m znaku rozd´ılne´. Prˇedpokla´dejme pouzˇitou ordina´ln´ı
stupnici prvn´ıho druhu. Pak alternativa H1 tvrd´ı, zˇe vy´robek A je intenzivneˇjˇs´ı nebo lepsˇ´ı
nezˇ vy´robek B. Hypote´za se zamı´ta´, plat´ı-li
uW ≥ u1−α . (5.21)
Pokud bude alternativa H
′
1 tvrdit, zˇe A je me´neˇ intenzivn´ı nebo horsˇ´ı nezˇ vy´robek B,
hypote´za H0 se zamı´tne, pokud
uW ≤ −u1−α . (5.22)
Prˇedpokla´da´me-li pouzˇit´ı stupnice druhe´ho druhu, pak se prˇi alternativeˇ H1 hypote´za H0
zamı´ta´ pro (5.22) a prˇi alternativeˇ H
′
1 zamı´ta´me H0, plat´ı-li (5.21).
Pro srovna´n´ı senzoricke´ho znaku u v´ıce nezˇ dvou vy´robk˚u je vhodnou metodou Krus-
kal˚uv-Wallis˚uv test. Prˇedpokla´dejme, zˇe se hodnot´ı R vy´robk˚u ve sledovane´ vlastnosti a
pocˇet posuzovatel˚u n je alesponˇ 5. Kazˇde´mu vy´robku se prˇiˇrad´ı na´hodny´ vy´beˇr reprezen-
tovany´ vy´sledky posuzovatel˚u a ze vsˇech jednotek se vytvorˇ´ı sdruzˇeny´ vy´beˇr o rozsahu
n = n1 + n2 + . . . + nR usporˇa´da´ny´ vzestupneˇ podle velikosti. Jednotlivy´m hodnota´m se
prˇiˇrad´ı porˇadova´ cˇ´ısla. Pro kazˇdy´ vy´beˇr se pak pocˇ´ıta´ soucˇet porˇad´ı jednotek prˇ´ıslusˇej´ıc´ıch
do r-te´ho vy´beˇru. Meˇjme hypote´zu H0: mezi R vy´robky nen´ı rozd´ıl v u´rovni sledovane´ho
znaku, proti alternativeˇ H1: existuje alesponˇ jeden vy´robek, ktery´ se ve sledovane´ R-tici
v u´rovni senzoricke´ho znaku liˇs´ı od jine´ho cˇi jiny´ch. Pouzˇije se testovac´ı kriterium
QKW =
12
n(n + 1)
R∑
r=1
T 2r
nr
− 3(n + 1) . (5.23)
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Pokud je shodny´ch pozorova´n´ı ve vsˇech vy´beˇrech v´ıce nezˇ 25%, pak se doporucˇuje uzˇ´ıt
korigovane´ testove´ krite´rium
Q∗KW =
QKW
1− D
n3−n
, (5.24)
kde D =
∑K
k=1(n
3
k−nk), K je pocˇet kategori´ı, R je pocˇet vy´robk˚u, nk je pocˇet pozorova´n´ı
v k-te´ kategorii ve sdruzˇene´m souboru, nr pocˇet posuzovatel˚u v r-te´m vy´beˇru, n =
∑R
r=1 nr
je celkovy´ pocˇet posuzovatel˚u a Tr je soucˇet porˇad´ı jednotek r-te´ho vy´beˇru. Hypote´za se
prˇi dane´ hladineˇ α zamı´ta´, pokud plat´ı
Q∗KW ≥ χ21−α(R− 1) ,
kde χ21−α(R− 1) je kvantil Pearsonova rozdeˇlen´ı s (R− 1) stupni volnosti.
Pokud byla na za´kladeˇ Kruskalova-Wallisova testu zamı´tnuta hypote´za o shodeˇ u´rovn´ı, je
vhodne´ pokracˇovat Ne´menyiho metodou v´ıcena´sobne´ho porovna´va´n´ı neza´visly´ch vy´beˇr˚u
pro zjiˇsteˇn´ı, ktere´ jednotlive´ vzorky v R-tici posuzovany´ch vy´robk˚u se od sebe liˇs´ı.
Jestizˇe je pocˇet posuzovatel˚u nr u vsˇech vy´robk˚u stejny´ a plat´ı nr ≤ 25, rozd´ıl mezi i-ty´m
a j-ty´m vy´robkem je vy´znamny´ se spolehlivost´ı 100(1− α)%, plat´ı-li
|Ti − Tj| > Q1−α(R, nr) , (5.25)
kde Ti, Tj jsou soucˇty porˇad´ı jednotek prˇ´ıslusˇej´ıc´ıch i-te´mu, j-te´mu vy´robku a R je pocˇet
vy´robk˚u zahrnuty´ch v p˚uvodn´ım Kruskaloveˇ-Wallisoveˇ testu. Pro nr ≤ 25 a R ≤ 10 jsou
kriticke´ hodnoty Q1−α(R, nr) tabelovane´ pro α = 0, 05 a α = 0, 01 (viz [11]).
Jestizˇe je pocˇet posuzovatel˚u nr u vsˇech vy´robk˚u stejny´, plat´ı nr > 25 a pro pocˇet vy´robk˚u
plat´ı R ≤ 20, rozd´ıl mezi i-ty´m a j-ty´m vy´robkem je vy´znamny´ se spolehlivost´ı 100(1−
α)%, plat´ı-li
|Ti − Tj| > g1−α(R)nr
√
R(Rnr + 1)
12
. (5.26)
Kriticke´ hodnoty g1−α(R) specia´ln´ı studentizovane´ funkce jsou tabelovane´ pro pocˇet po-
suzovatel˚u R ≤ 20 a hladiny vy´znamnosti α = 0, 05 a α = 0, 01 (viz [11]).
Pro nestejny´ ale dostatecˇny´ pocˇet posuzovatel˚u u vsˇech vy´robk˚u je rozd´ıl mezi i-ty´m
a j-ty´m vy´robkem vy´znamny´ se spolehlivost´ı 100(1− α)%, plat´ı-li vztah
∣∣∣∣Tini −
Tj
nj
∣∣∣∣ >
√
1
12
(
1
ni
+
1
nj
)
n(n + 1)χ21−α(R− 1) , (5.27)
kde χ21−α(R− 1) je kvantil Pearsonova rozdeˇlen´ı s (R− 1) stupni volnosti.
Vsˇechny uvedene´ typy test˚u Neme´nyiho metody jsou oboustranne´, tj. lze stanovit pouze
rozd´ılnost v u´rovni jako takovou, a nikoli jej´ı smeˇr.
Podrobny´ popis test˚u pro vyhodnocova´n´ı stupnicovy´ch metod obsahuje naprˇ. [2], [8].
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6 Software pro zpracova´n´ı
senzoricky´ch dat
V ra´mci diplomove´ pra´ce byl na za´kladeˇ vy´sˇe uvedeny´ch teoreticky´ch za´vislost´ı v pro-
gramovac´ım jazyce Delphi vytvorˇen uzˇivatelsky´ software SMSA verze 1.09 (zkratka na´zvu
Statisticke´ metody v senzoricke´ analy´ze) pro vyhodnocova´n´ı senzoricky´ch dat vybrany´mi
statisticky´mi metodami. Skla´da´ se ze dvou modul˚u: Senzoricka´ analy´za a Analy´za jed-
norozmeˇrny´ch dat. Vy´beˇr mezi sekcemi i na´sledneˇ mezi jednotlivy´mi testy se prova´d´ı
pomoc´ı roletove´ho menu umı´steˇne´ho v horn´ı cˇa´sti aplikace. Vsˇechny aktua´ln´ı vy´sledky
vcˇetneˇ vstupn´ıch dat lze ukla´dat ve forma´tu .txt v pr˚ubeˇhu testova´n´ı, vykreslene´ grafy
lze ulozˇit ve forma´tu .bmp.
Obr. 6.1: Software SMSA
6.1 Senzoricka´ analy´za
Tento modul obsahuje prostrˇedky k vyhodnocen´ı rozliˇsovac´ıch, porˇadovy´ch a stupnicovy´ch
senzoricky´ch metod dle kapitoly 5, prˇicˇemzˇ je prˇesneˇ zachova´no vy´sˇe uvedene´ na´zvoslov´ı
a oznacˇen´ı promeˇnny´ch.
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6.1.1 Rozliˇsovac´ı zkousˇky
Po zvolen´ı jedne´ z rozliˇsovac´ıch zkousˇek z menu (viz obra´zek 6.2) lze vybrat konkre´tn´ı test,
podle ktere´ho se z´ıskana´ senzoricka´ data vyhodnot´ı. Na obra´zku 6.3 je mozˇno videˇt uka´zku
Obr. 6.2: Roletove´ menu
oboustranne´ pa´rove´ porovna´vac´ı zkousˇky. Byla zada´na vstupn´ı data: hladina vy´znamnosti
α, pocˇet hodnotitel˚u nA, kterˇ´ı oznacˇili vorek A, a pocˇet hodnotitel˚u nB, kterˇ´ı vybrali
Obr. 6.3: Uka´zka rozliˇsovac´ı zkousˇky
vzorek B. Byl zvolen test pomoc´ı statistiky F . Po vy´pocˇtu se zobrazily zara´mecˇkovane´
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vy´sledky obsahuj´ıc´ı vypocˇtene´ prˇ´ıslusˇne´ statistiky F1, F2 a kvantily F1−α
2
, F 1
2
, da´le pak
cˇerveneˇ zvy´razneˇny´ za´veˇr cele´ho testu.
Uzˇivatel ma´ mozˇnost stisknout tlacˇ´ıtko Analy´za silofunkc´ı, cˇ´ımzˇ otevrˇe nove´ okno, kde se
vykresluj´ı silofunkce pro prˇedem zadane´ hodnoty a vybrane´ druhy test˚u (viz obra´zek 6.4).
Za´rovenˇ se vypisuj´ı hodnoty β(δ) v bodeˇ δ = 0, tedy pi = pi0. Konkre´tneˇ pro porˇadovou
Obr. 6.4: Analy´za silofunkc´ı
zkousˇku je v nab´ıdce take´ tlacˇ´ıtko Volba rozsahu vy´beˇru, po jehozˇ stisknut´ı se otevrˇe
okno, v neˇmzˇ lze zadat potrˇebne´ hodnoty pro vy´pocˇet minima´ln´ıho rozsahu vy´beˇru (ten
se prova´d´ı na za´kladeˇ vzorc˚u uvedeny´ch v odstavci 3.9). Pro zadanou hladinu vy´znamnosti
α, hypote´zu H0 : pi = pi0 proti alternativeˇ H1 = pi = pi1 se pozˇaduje splneˇn´ı podmı´nky,
zˇe pravdeˇpodobnopst chyby II. druhu nebude veˇtsˇ´ı nezˇ β. Dana´ situace je ilustrova´na na
obra´zku 6.5. Ve spodn´ım ra´mecˇku jsou vypsa´ny spocˇtene´ hodnoty minima´ln´ıho rozsahu
vy´beˇru n pro jednotlive´ vybrane´ testovac´ı statistiky.
6.1.2 Porˇadove´ zkousˇky
Po zvolen´ı polozˇky Porˇadova´ zkousˇka, prˇicˇemzˇ na vy´beˇr jsou obeˇ varianty uvedene´ v od-
stavci 5.2, uzˇivatel zada´ pocˇet vzork˚u a pocˇet hodnotitel˚u. Pote´ vypln´ı do tabulky jed-
notliva´ porˇad´ı z´ıskana´ prˇi senzoricke´ zkousˇce a stiskne tlacˇ´ıtko Vypocˇti. Zobraz´ı se tabulka
s diferencemi mezi vzorky, vypocˇtene´ testovac´ı krite´rium FR, kriticke´ hodnoty Q, nebo
χ21−α, pro Ne´menyiho metodu krit., za´veˇr a tabulka se vzorky, mezi nimizˇ jsou statisticky
vy´znamne´ rozd´ıly (viz obra´zek 6.6).
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Obr. 6.5: Volba rozsahu testu
Obr. 6.6: Uka´zka porˇadove´ zkousˇky
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6.1.3 Stupnicove´ zkousˇky
Vyhodnocen´ı jedne´ ota´zky v jednom vy´beˇru
Uzˇivatel nejdrˇ´ıve zada´ pocˇet kategori´ı pouzˇite´ stupnice, prˇicˇemzˇ maxima´ln´ı pocˇet je 7,
pote´ vypln´ı tabulku z´ıskany´mi absolutn´ımi cˇetnostmi a vybere si jeden z test˚u uvedeny´ch
v odstavci 5.3.1, tedy Srovna´n´ı relativn´ı cˇetnosti a teoreticke´ pravdeˇpodobnosti u jedne´
kategorie, Srovna´n´ı struktury vy´beˇru s prˇedpokla´danou strukturou, Srovna´n´ı dvou kate-
gori´ı - prˇesny´ test, Srovna´n´ı v´ıce nezˇ dvou kategori´ı nebo Vyhodnocen´ı mı´ry asymetrie.
Na obra´zku 6.7 je zna´zorneˇna prvn´ı situace.
Obr. 6.7: Uka´zka vyhodnocen´ı jedne´ ota´zky v jednom vy´beˇru
Srovna´n´ı vy´sledk˚u jedne´ ota´zky ve dvou a v´ıce vy´beˇrech
Zde jsou na vy´beˇr tyto funkce: Srovna´n´ı dvou neza´visly´ch vy´beˇr˚u - oboustranny´ a jedno-
stranny´ Wilcoxon˚uv test, Srovna´n´ı trˇ´ı a v´ıce neza´visly´ch vy´beˇr˚u - Kruskal˚uv-Wallis˚uv test.
Vyhodnocen´ı se prova´d´ı dle odstavce 5.3.2. Na obra´zku 6.8 lze videˇt prˇ´ıklad Kruskalova-
Wallisova testu.
6.2 Analy´za jednorozmeˇrny´ch dat
Sekce Analy´za jednorozmeˇrny´ch dat je zpracova´na nad ra´mec teoreticke´ cˇa´sti te´to diplo-
move´ pra´ce, jednotlive´ vy´pocˇty jsou zalozˇeny na vzorc´ıch uvedeny´ch v literaturˇe [10], [5].
Tato cˇa´st aplikace se da´le deˇl´ı na: Za´kladn´ı zpracova´n´ı dat, Srovna´n´ı souboru s prˇedpo-
kladem, Srovna´n´ı dvou neza´visly´ch soubor˚u a Srovna´n´ı dvou za´visly´ch soubor˚u.
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Obr. 6.8: Uka´zka srovna´n´ı trˇ´ı a v´ıce neza´visly´ch vy´beˇr˚u
6.2.1 Za´kladn´ı zpracova´n´ı dat
Na za´kladeˇ vstupn´ıch dat vyplneˇny´ch do tabulky je mozˇno jednak oveˇrˇit normalitu vy´beˇru
pomoc´ı C-testu (test zalozˇeny´ na vy´beˇrove´ sˇikmosti a vy´beˇrove´ sˇpicˇatosti viz [5]) a da´le
pak spocˇ´ıtat tyto za´kladn´ı charakteristiky souboru: rozsah souboru, aritmeticky´ pr˚umeˇr,
momentovy´ rozptyl, momentova´ odchylka, vy´beˇrovy´ rozptyl, vy´beˇrova´ odchylka, koeficient
sˇikmosti a koeficient sˇpicˇatosti (viz [5]). Ilustruj´ıc´ı uka´zka je uvedena na obra´zku 6.9.
6.2.2 Srovna´n´ı souboru s prˇedpokladem
V te´to sekci se prova´d´ı srovna´n´ı hodnot s prˇedpokladem pomoc´ı parametricky´ch test˚u
a test˚u pro vyhodnocen´ı nomina´ln´ıho znaku. Testy pro nomina´ln´ı znak se prova´deˇj´ı ana-
logicky jako prˇi vyhodnocova´n´ı jedne´ ota´zky v jednom vy´beˇru u stupnicovy´ch metod
(5.3.1). Vyuzˇit´ım parametricky´ch test˚u mu˚zˇe uzˇivatel srovnat jak rozptyl (test χ2 pro
rozptyl souboru viz [10]), tak strˇedn´ı hodnotu souboru s prˇedpokla´danou konstantou (t-
test prˇi zna´me´m rozptylu viz [10]). Na obra´zku 6.10 je uveden prˇ´ıklad srovna´n´ı strˇedn´ı
hodnoty s prˇedpokladem.
6.2.3 Srovna´n´ı dvou neza´visly´ch soubor˚u
Dva neza´visle´ soubory se srovna´vaj´ı pomoc´ı parametricky´ch metod, a to porovna´n´ım bud’
jejich rozptyl˚u (F -test [10]), nebo jejich strˇedn´ıch hodnot (prˇ´ıklad uveden na obra´zku
6.12). Prˇed hodnocen´ım strˇedn´ıch hodnot soubor˚u je zapotrˇeb´ı zvolit prˇedpoklad hete-
roskedasticity, nebo homoskedasticity, dle tohoto pozˇadavku se pak zvol´ı prˇ´ıslusˇny´ test
(dvouvy´beˇrove´ t-testy viz [10]). Je mozˇno take´ vyuzˇ´ıt funkce Oveˇrˇit shodnost rozptyl˚u.
Dle jej´ıho vy´sledku se prˇedpoklad automaticky nastav´ı (ilustrova´no na obra´zku 6.11).
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Obr. 6.9: Uka´zka za´kladn´ıho zpracova´n´ı dat
Obr. 6.10: Uka´zka srovna´n´ı souboru s prˇedpokladem
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Obr. 6.11: Uka´zka srovna´n´ı dvou neza´visly´ch soubor˚u - oveˇrˇen´ı homoskedasticity
Obr. 6.12: Uka´zka srovna´n´ı dvou neza´visly´ch soubor˚u - srovna´n´ı strˇedn´ıch hodnot
6.2.4 Srovna´n´ı dvou za´visly´ch soubor˚u
Tato sekce vyuzˇ´ıva´ opeˇt parametricke´ metody. Spocˇ´ıva´ v porovna´n´ı souboru zadany´ch
diferenc´ı s prˇedpokla´danou nulovou strˇedn´ı hodnotou (t-test prˇi zna´me´m rozptylu [10]).
Uka´zku lze videˇt na obra´zku 6.13.
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Obr. 6.13: Uka´zka srovna´n´ı dvou za´visly´ch soubor˚u
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7 Prˇ´ıklad senzoricke´ho
experimentu
Byl proveden senzoricky´ experiment, kdy byly 19 laicky´m hodnotitel˚um prˇedlozˇeny
dotazn´ıky (viz prˇ´ıloha P1) a zako´dovane´ vzorky Eidamske´ cihly s 30% tuku v susˇineˇ
s r˚uznou dobou zralosti:
• vzorek A zraly´ 3 meˇs´ıce,
• vzorek B zraly´ 4 ty´dny,
• vzorek C zraly´ 6 meˇs´ıc˚u,
• vzorek D zraly´ 5 ty´dn˚u,
• vzorek E zraly´ 2 ty´dny.
C´ılem bylo zjistit, zda je beˇzˇny´ spotrˇebitel schopen rozeznat rozd´ıly mezi r˚uzneˇ zraly´mi
sy´ry a zda preferuje produkt s optima´ln´ı zralost´ı, cozˇ je doba 2 azˇ 3 meˇs´ıce. Vy´sledky
experimentu byly zpracova´ny pomoc´ı softwaru SMSA (viz kapitola 6).
7.1 Pa´rova´ porovna´vac´ı zkousˇka
Nejprve byla zarˇazena pa´rova´ porovna´vac´ı zkousˇka, kdy hodnotitele´ odpov´ıdali na tyto
ota´zky:
1. Ktery´ ze vzork˚u A a C preferujete?
2. Ktery´ ze vzork˚u A a E preferujete?
3. Ktery´ ze vzork˚u C a E preferujete?
Data (tj. cˇetnosti) z´ıskana´ t´ımto experimentem jsou uvedena v tabulce 7.1. Na za´kladeˇ
analy´zy silofunkc´ı byl pro test hypote´zy H0 : vy´robky se neliˇs´ı, proti alternativeˇ H1 : exis-
tuj´ı rozd´ıly mezi vy´robky v preferenc´ıch, na hladineˇ α = 0, 05 vybra´n jako vhodny´ test U1.
Tabulka 7.1: Z´ıskane´ cˇetnosti pro pa´rovou porovna´vac´ı zkousˇku
Vzorek
Ota´zka A C E
1. 14 5 -
2. 13 - 6
3. - 12 7
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Prˇi 1. ota´zce se vyslovilo 14 hodnotitel˚u z 19 pro vzorek A. Vypocˇtena´ testovac´ı
statistika je U1 = 2, 151. Protozˇe |U1| > u0,975 = 1, 96, mezi vzorky existuj´ı na dane´
hladineˇ vy´znamnosti statisticky vy´znamne´ rozd´ıly. Prˇi jednostranne´ zkousˇce vysˇlo, zˇe
U1 = 2, 151 > u0,95 = 1, 645, tedy vzorek A je preferovaneˇjˇs´ı nezˇ vzorek C.
Na ota´zku 2. odpoveˇdeˇlo 13 hodnotitel˚u z 19 ve prospeˇch vzorku A. Vy´sledkem je
|U1| = 1, 645 < u0,975 = 1, 96, tedy vy´robky se vy´znamneˇ neliˇs´ı na prˇedepsane´ hladineˇ
vy´znamnosti.
Prˇi ota´zce 3. vybralo 12 hodnotitel˚u z 19 jako preferovaneˇjˇs´ı vzorek C. Dle vy´sledku
|U1| = 1, 442 < u0,975 = 1, 96 je zrˇejme´, zˇe se vy´robky vy´znamneˇ na dane´ hladineˇ neliˇs´ı.
7.2 Porˇadova´ zkousˇka
Dalˇs´ım u´kolem v ra´mci experimentu byla porˇadova´ zkousˇka preferenc´ı. Hodnotitele´ meˇli
serˇadit vzorky do posloupnosti od nejpreferovaneˇjˇs´ıho (porˇadove´ cˇ´ıslo 1) azˇ po nejme´neˇ
preferovany´ (porˇadove´ cˇ´ıslo 5).
Vy´sledky hodnotitel˚u jsou uvedeny v tabulce 7.2. Na hladineˇ vy´znamnosti α = 0, 05
se testovala hypote´za H0: sy´ry v peˇti stupn´ıch prozra´losti jsou v˚ucˇi sobeˇ stejneˇ prefer-
ovane´, proti alternativeˇ H1: mezi srovna´vany´mi sy´ry je alesponˇ jeden, ktery´ se v prefer-
enc´ıch liˇs´ı od jine´ho cˇi jiny´ch. Zkousˇka byla vyhodnocena Friedmanovy´m testem s Pear-
sonovou aproximac´ı. Testovac´ı statistika vysˇla FR = 7, 916, kriticka´ hodnota χ20,95(4) =
9, 488. Protozˇe FR < χ20,95(4), nebyla s 95% spolehlivost´ı doka´za´na existence statisticky
vy´znamny´ch rozd´ıl˚u mezi preferencemi jednotlivy´ch vzork˚u.
7.3 Hodnocen´ı s pouzˇit´ım ordina´ln´ıch stupnic
Nakonec dostali hodnotitele´ za u´kol posoudit vzhled a barvu vzork˚u a jejich chut’ a v˚uni dle
prˇedlozˇeny´ch peˇtibodovy´ch stupnic. Pouzˇite´ stupnice byly specifikova´ny prˇ´ımo v dotazn´ıku
(prˇ´ıloha P1).
Vy´sledne´ cˇetnosti zastoupen´ı vzork˚u v jednotlivy´ch kategori´ıch prˇi hodnocen´ı vzhledu
a barvy jsou uvedeny v tabulce 7.3. Na hladineˇ vy´znamnosti α = 0, 05 se formulovala
hypote´za H0: sy´ry v peˇti stupn´ıch prozra´losti maj´ı stejny´ vzhled a barvu, proti alter-
nativeˇ H1: mezi srovna´vany´mi sy´ry je alesponˇ jeden, ktery´ se ve vzhledu a barveˇ liˇs´ı
od jine´ho cˇi jiny´ch. Data byla zpracova´na Kruskalovy´m-Wallisovy´m testem na hladineˇ
vy´znamnosti α = 0, 05 pomoc´ı programu SMSA, konkre´tneˇ vyuzˇit´ım funkce Srovna´n´ı trˇ´ı
a v´ıce neza´visly´ch vy´beˇr˚u. Spocˇtene´ testovac´ı krite´rium QKW = 7, 125 je mensˇ´ı nezˇ kri-
ticka´ hodnota χ20,95(4) = 9, 488, a proto s 95% spolehlivost´ı nebyl shleda´n mezi vzorky
statisticky vy´znamny´ rozd´ıl ve vzhledu a barveˇ.
Cˇetnosti kategori´ı pro hodnocen´ı chuteˇ a v˚uneˇ vzork˚u jsou uvedeny v tabulce 7.4.
Test byl na hladineˇ vy´znamnosti α = 0, 05 formulova´n jako H0: sy´ry v peˇti stupn´ıch
prozra´losti maj´ı stejnou chut’ a v˚uni, H1: mezi srovna´vany´mi sy´ry je alesponˇ jeden,
ktery´ se v chuti a v˚uni liˇs´ı od jine´ho cˇi jiny´ch. Tato zkousˇka se vyhodnotila stejny´m
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Tabulka 7.2: Z´ıskana´ porˇad´ı pro porˇadovou zkousˇku
Vzorek
Hodnotitel A B C D E
1 2 3 5 1 4
2 4 2 5 1 3
3 4 2 5 3 1
4 4 2 5 1 3
5 4 2 5 1 3
6 4 2 5 3 1
7 2 3 4 1 5
8 2 3 1 4 5
9 3 4 1 2 5
10 2 3 1 4 5
11 2 4 1 3 5
12 1 3 4 5 2
13 1 4 2 5 3
14 1 4 2 3 5
15 3 1 4 2 5
16 1 5 2 3 4
17 3 2 4 1 5
18 1 4 2 3 5
19 2 3 5 4 1
Tabulka 7.3: Z´ıskane´ cˇetnosti kategori´ı pro stupnicovou zkousˇku - vzhled a barva
Kategorie
Vzorek 1. 2. 3. 4. 5.
A 4 9 5 1 0
B 2 8 5 4 0
C 5 3 4 4 3
D 4 6 7 2 0
E 2 3 8 5 1
zp˚usobem jako prˇedesˇla´. Bylo vypocˇteno testovac´ı krite´rium QKW = 10, 772, cozˇ je me´neˇ
nezˇ χ20,95(4) = 9, 488. Mezi vy´robky tedy s 95% spolehlivost´ı existuje statisticky vy´znamny´
rozd´ıl. Dle hodnoty krite´ria pro pa´rove´ porovna´va´n´ı, ktere´ vysˇlo rovno 463, 6, byly urcˇeny
jako vy´znamneˇ statisticky rozd´ılne´ v chuti a v˚uni vzorky A a E.
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Tabulka 7.4: Z´ıskane´ cˇetnosti kategori´ı pro stupnicovou zkousˇku - chut’ a v˚uneˇ
Kategorie
Vzorek 1. 2. 3. 4. 5.
A 7 8 3 1 0
B 3 8 7 1 0
C 4 3 6 4 2
D 3 7 6 3 0
E 3 4 4 6 2
7.4 Shrnut´ı vy´sledk˚u senzoricke´ho experimentu
Z vy´sledk˚u pa´rove´ porovna´vac´ı zkousˇky plyne za´veˇr, zˇe spotrˇebitele´ da´vaj´ı prˇednost sy´ru
zrale´mu 3 meˇs´ıce (vzorek A) prˇed sy´rem zraly´m 6 meˇs´ıc˚u (vzorek C), tj. vol´ı sp´ıˇse sy´r
s optima´ln´ı zralost´ı nezˇ sy´r prˇezra´ly´. Rozd´ıly v preferenc´ıch mezi vzorky sy´ru s optima´ln´ı
zralost´ı (vzorek A) a sy´rem nezraly´m (vzorek E) a mezi vzorky sy´ru prˇezra´le´ho (vzorek C)
a nezrale´ho (vzorek E) nejsou statisticky vy´znamne´. Beˇhem porˇadove´ zkousˇky, kdy hod-
notitele´ prˇiˇrazovali preference vsˇem vzork˚um najednou, se zˇa´dne´ statisticky vy´znamne´
rozd´ıly mezi sy´ry s r˚uznou dobou zra´n´ı neproka´zaly, a to ani v prˇ´ıpadeˇ vzork˚u A a C.
Prˇi hodnocen´ı pomoc´ı stupnic se uka´zalo, zˇe r˚uzny´ stupenˇ prozra´losti pr˚ukazneˇ neovlivnil
vzhled a barvu jednotlivy´ch sy´r˚u. Ovsˇem s 95% spolehlivost´ı dosˇlo k ovlivneˇn´ı u chuti
a v˚uneˇ. Vy´znamne´ rozd´ıly se proka´zaly u vzork˚u A a E, konkre´tneˇ chut’ a v˚uneˇ sy´ru
s optima´ln´ı zralost´ı byla hodnocena jako lepsˇ´ı nezˇ sy´ru nezrale´ho.
Celkovy´ za´veˇr tohoto senzoricke´ho experimentu je pozitivn´ı. Laicky´ spotrˇebitel dle
srovna´n´ı chut´ı a v˚un´ı preferuje vzorek s optima´ln´ı prozra´lost´ı nad nezraly´m vzorkem
a za´rovenˇ, rozhoduje-li se obecneˇ mezi sy´rem s optima´ln´ı dobou zra´n´ı a prˇezra´ly´m sy´rem,
vol´ı opeˇt sy´r optima´lneˇ prozra´ly´. Du˚vod, zˇe se beˇhem porˇadove´ zkousˇky rozd´ıly mezi
teˇmito vzorky nepotvrdily, mu˚zˇe spocˇ´ıvat v celkove´ na´rocˇnosti te´to zkousˇky na posuzo-
vatele, zejme´na pak na´roky na senzorickou pameˇt’. Tento experiment provedli pouze kra´tce
zasˇkolen´ı hodnotitele´, prˇicˇemzˇ nebyl dodrzˇen jejich minima´ln´ı pocˇet doporucˇovany´ v [11]
pro porˇadovou zkousˇku.
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Za´veˇr
Vsˇechny prˇedem vytycˇene´ c´ıle byly v te´to diplomove´ pra´ci splneˇny. Bylo vybra´no
peˇt r˚uzny´ch test˚u o parametru pi binomicke´ho rozdeˇlen´ı vhodny´ch k vyhodnocova´n´ı dat
z´ıskany´ch prˇi senzoricky´ch zkousˇka´ch. Pozornost byla zameˇrˇena na rozliˇsovac´ı zkousˇky
senzoricke´ analy´zy. Byly odvozeny jednotlive´ testovac´ı statistiky. Da´le byly analyticky
odvozeny prˇ´ıslusˇne´ silofunkce v prˇesny´ch i aproximovany´ch tvarech. Na´sledneˇ byly v MAT-
LABu naprogramova´ny fukce vykresluj´ıc´ı pr˚ubeˇh silofunkc´ı z´ıskany´ch aproximac´ı. Pomoc´ı
MATLABu byly take´ naprogramova´ny simulace test˚u na na´hodneˇ generovany´ch vy´beˇrech
z binomicke´ho rozdeˇlen´ı, jejichzˇ vy´stupem jsou opeˇt grafy silofunkc´ı a prˇ´ıslusˇne´ hodnoty.
Na za´kladeˇ vy´sledk˚u teˇchto implementac´ı bylo provedeno srovna´n´ı jednotlivy´ch test˚u pro
r˚uzne´ volby parametr˚u. Zejme´na se podarˇilo zjistit, zˇe pro urcˇite´ hodnoty parametr˚u jsou
neˇktere´ z test˚u naprosto nevhodne´. Jedna´ se hlavneˇ o testova´n´ı prˇi male´m rozsahu vy´beˇru,
kdy silofunkce neˇktery´ch test˚u maj´ı anoma´ln´ı pr˚ubeˇhy. Da´le byly u vybrany´ch test˚u
odvozeny analyticke´ vztahy pro vy´pocˇet minima´ln´ıho rozsahu vy´beˇru prˇi prˇedem zadane´
alternativeˇ a pozˇadovane´ s´ıle testu. Take´ byla popsa´na graficka´ metoda pro zjiˇst’ova´n´ı
minima´ln´ıho rozsahu.
Vy´znamny´m prˇ´ınosem te´to diplomove´ pra´ce je te´zˇ vytvorˇen´ı uzˇivatelske´ aplikace naz-
vane´ SMSA (Statisticke´ metody v senzoricke´ analy´ze). Tento software slouzˇ´ı k vyhod-
nocova´n´ı vsˇech popsany´ch typ˚u senzoricky´ch zkousˇek. Jsou v neˇm take´ zacˇleneˇny funkce
Analy´za silofunkc´ı a Volba minima´ln´ıho rozsahu vy´beˇru slouzˇ´ıc´ı k optima´ln´ımu na´vrhu ex-
perimentu a jeho vyhodnocen´ı. Soucˇa´st´ı vyhodnocovac´ıho programu je i sekce pro za´kladn´ı
analy´zu jednorozmeˇrny´ch dat.
V ra´mci prakticke´ aplikace teoreticky´ch znalost´ı byl se skupinou hodnotitel˚u proveden
senzoricky´ experiment, jehozˇ u´kolem bylo zkouma´n´ı rozd´ıl˚u mezi vzorky sy´r˚u s r˚uzny´mi
stupni prozra´losti. Data z´ıskana´ t´ımto experimentem byla vyhodnocena pomoc´ı softwaru
SMSA, cˇ´ımzˇ byla oveˇrˇena jeho prakticka´ vyuzˇitelnost.
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Seznam za´kladn´ıch pouzˇity´ch
zkratek a symbol˚u
Ω prostor elementa´rn´ıch jev˚u
A syste´m jev˚u definovany´ch na Ω
A jev
(Ω, A) jevove´ pole
P (A) pravdeˇpodobnost jevu A
(Ω, A, P ) pravdeˇpodobnostn´ı prostor
X, Y na´hodna´ velicˇina
x, y realizace na´hodne´ velicˇiny
F (x) distribucˇn´ı funkce na´hodne´ velicˇiny X
p (x) pravdeˇpodobnostn´ı funkce na´hodne´ velicˇiny X
EX strˇedn´ı hodnota na´hodne´ velicˇiny X
DX rozptyl na´hodne´ velicˇiny X
Bi(n, pi) binomicke´ rozdeˇlen´ı
A(pi) alternativn´ı rozdeˇlen´ı
Be(p, q) beta rozdeˇlen´ı
B(p, q) beta funkce
F (ν1, ν2) Fisherovo-Snedecorovo rozdeˇlen´ı F
Fν1, ν2(x) distribucˇn´ı funkce rozdeˇlen´ı F
Fα(ν1, ν2) α-kvantil rozdeˇlen´ı F
ν1, ν2 stupneˇ volnosti rozdeˇlen´ı F
N(0, 1) normovane´ norma´ln´ı rozdeˇlen´ı
Φ(x) distribucˇn´ı funkce normovane´ho norma´ln´ıho rozdeˇlen´ı
α hladina vy´znamnosti
uα α-kvantil normovane´ho norma´ln´ıho rozdeˇlen´ı
g(x) transformacˇn´ı funkce
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X na´hodny´ vy´beˇr
θ parametr
Θ parametricky´ prostor
Wα kriticky´ obor
kα kriticka´ hodnota
β pravdeˇpodobnost chyby II. druhu
βα(θ) silofunkce testu
〈piD, piH〉 interval spolehlivosti pro parametr pi
⌊x⌋ nejblizˇsˇ´ı nizˇsˇ´ı cele´ cˇ´ıslo k cˇ´ıslu x
⌈x⌉ nejblizˇsˇ´ı vysˇsˇ´ı cele´ cˇ´ıslo k cˇ´ıslu x
n rozsah vy´beˇru
pi parametr binomicke´ho rozdeˇlen´ı
pi0 parametr binomicke´ho rozdeˇlen´ı dany´ nulovou hypote´zou
pi1 parametr binomicke´ho rozdeˇlen´ı dany´ alternativou
δ rozd´ıl parametr˚u pi1 − pi0
F-test prˇesny´ test o parametru binomicke´ho rozdeˇlen´ı
U, U∗, U1, U2 testovac´ı statistiky pro hypote´zy o parametru pi binomicke´ho rozdeˇlen´ı
FR testovac´ı statistika Friedmanova testu
uW testovac´ı statistika Wilcoxonova testu
QKW testovac´ı statistika Kruskalova-Wallisova testu
χ2α(R− 1) kvantily Pearsonova χ2 rozdeˇlen´ı s R− 1 stupni volnosti
≈ prˇiblizˇna´ rovnost
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Seznam prˇ´ıloh
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Prˇ´ıloha P1
Hodnotitelske´ sche´ma pro Eidamskou cihlu s 30% tuku
v susˇineˇ
Datum: Cˇas:
U´kol 1 - Pa´rova´ porovna´vac´ı zkousˇka
Vzorky A a C Ktery´ z prˇedlozˇeny´ch vzork˚u preferujete? . . . . . . . . .
Vzorky A a E Ktery´ z prˇedlozˇeny´ch vzork˚u preferujete? . . . . . . . . .
Vzorky C a E Ktery´ z prˇedlozˇeny´ch vzork˚u preferujete? . . . . . . . . .
U´kol 2 - Porˇadova´ zkousˇka
Serˇad’te prˇedlozˇene´ vzorky podle svy´ch preferenc´ı (1 - vzorek nejpreferovaneˇjˇs´ı, 5 - vzorek
s nejmensˇ´ı preferenc´ı).
Vzorek A B C D E
Porˇad´ı
U´kol 3 - Hodnocen´ı s pouzˇit´ım ordina´ln´ıch stupnic
Vzhled a barva
1. Vynikaj´ıc´ı - povrch sy´ra suchy´, hladky´, vzhled a tvar sy´ra bez vlis˚u, nerovnost´ı,
barva sy´rove´ho teˇsta smetanova´, homogenn´ı na cele´m rˇezu.
2. Vy´borna´ - povrch sy´ra suchy´, prˇ´ıp. jemneˇ vlhcˇ´ı, neporusˇeny´, hladky´ s nepatrny´mi
nerovnostmi (vlisy), tvar sy´ra pravidelny´, barva sy´rove´ho teˇsta homogenn´ı v cele´
hmoteˇ s odst´ınem smetanovy´m azˇ zˇluty´m.
3. Dobra´ - povrch sy´ra suchy´, prˇ´ıp. jemneˇ zmrazovateˇly´ (vlhcˇ´ı) na povrchu v d˚usledku
vypocene´ho tuku, resp. vlhkosti, cˇiry´, vzhled sy´ra pravidelny´, prˇipousˇt´ı se mensˇ´ı
pocˇet patrny´ch vlis˚u na povrchu, mı´rne´ odchylky od homogenn´ı smetanove´, resp.
nazˇlourle´ barvy u teˇsta jsou prˇ´ıpustne´.
4. Me´neˇ dobra´ - povrch sy´ra vlhky´ azˇ mazlavy´, na povrchu omezeny´ vy´skyt diz´ıch
barevny´ch skvrn a odst´ın˚u (skvrnitost), silneˇjˇs´ı vlisy na povrchu, mı´rne´ deformace
tvaru sy´ra, barva sy´ra mramorovita´, nehomogenn´ı, solny´ prstenes pod povrchem.
Barva teˇsta neprˇirozeneˇ b´ıla´.
5. Nevyhovuj´ıc´ı - povrch a tvar sy´ra deformovany´, nepravidelny´, povrch silneˇ narusˇeny´,
barva sy´ra netypicka´ s ciz´ımi odst´ıny naprˇ. po pl´ısni. Barva sy´rove´ho teˇsta neho-
mogenna´, b´ıle´ neprozra´le´ teˇsto, v teˇsteˇ silna´ mramorovitost, ciz´ı barevne´ odst´ıny,
hnilobna´ hn´ızda.
I
Chut’ a v˚uneˇ
1. Vynikaj´ıc´ı - chut’ cˇista´, typicka´ pro eidamske´ sy´ry, jemneˇ mle´cˇneˇ nakysla´, nebo
nasla´dla´, vy´razna´ a plna´ v d˚usledku hluboke´ho prozra´n´ı sy´ra, harmonicvka´. Vu˚neˇ
charakteristicka´, cˇista´ bez jaky´chkoliv ciz´ıch pach˚u.
2. Vy´borna´ - chut’ cˇista´, harmonicka´, mle´cˇneˇ nakysla´, nebo slabeˇ horˇko mandlova´,
sta´le vy´razna´ a typicka´ v d˚usledku odpov´ıdaj´ıc´ıho prozra´n´ı sy´ra. Vu˚neˇ sta´le cˇista´ a
harmonicka´.
3. Dobra´ - chut’ a v˚uneˇ cˇista´, mle´cˇna´, typicka´ pro eidamske´ sy´ry, mı´rne´ odchylky v
harmonii a vy´raznosti jsou prˇ´ıpustne´, naprˇ. horˇko mandlova´, mı´rneˇ slaneˇjˇs´ı nebo
kyselejˇs´ı.
4. Me´neˇ dobra´ - Chut’ neharmonicka´, ale jesˇteˇ prˇijatelna´. Vy´razneˇji prˇevla´da´ neˇktery´
z hodnoceny´ch deskriptor˚u (d´ılcˇ´ıch vlastnost´ı) v˚uneˇ a chuti, tj. kyselost, horˇkost,
ciz´ı prˇ´ıchut’, slanost apod. Ve v˚uni vy´razneˇjˇs´ı, ale jesˇteˇ prˇijatelne´ ciz´ı pachy (necˇista´,
netypicka´, ciz´ı, sladova´, nazˇlukla´, nasla´dla´ po durˇen´ı).
5. Nevyhovuj´ıc´ı - horˇka´, pa´liva´, ostrˇe kysela´, zatuchla´, plesniva´, zˇlukla´, hnilobna´,
neprˇijatelna´ ciz´ı chut’ po chemika´lii. Ve v˚uni vy´razne´ neprˇijatelne´ ciz´ı pachy, po
chemika´lii, hnilobna´, zatuchla´, zˇlukla´ apod.
Prˇiˇrad’te z vy´sˇe prezentovany´ch ordina´ln´ıch stupnic jednotlivy´m sy´r˚um stupenˇ (kategorii),
ktera´ dle Vasˇeho na´zoru nejle´pe odpov´ıda´ skutecˇnosti (do tabulky uved’te cˇ´ıslo kategorie).
Senzoricky´ znak
Vzorek Vzhled a barva Chut’ a v˚uneˇ
A
B
C
D
E
II
Prˇ´ıloha P2
1 Programy pro vykreslova´n´ı teoreticky´ch silofunkc´ı
v MATLABu
Funkce silaF, silaU, silaUstar, silaU1 a silaU2 se vstupn´ımi parametry α, n, pi0
vykresluj´ı teoreticky´ pr˚ubeˇh a vypisuj´ı spocˇ´ıtane´ hodnoty (dle aproximovany´ch vztah˚u)
silofunkc´ı pro F-test, U -test, U∗-test, U1-test a U2-test. Parametr pi se zvysˇuje s krokem
k. Vykreslova´n´ı je nyn´ı zakomentova´no kv˚uli dalˇs´ımu vyuzˇit´ı teˇchto funkc´ı prˇi srovna´va´n´ı
pomoc´ı da´le uvedene´ funkce comAllT.
Silofunkce F-testu:
function [sila] = silaF(alpha,n,Pi0)
Pi = 0; k = 0.01; m =100;
sila = zeros(1,m);
sila1 = zeros(1,m);
sila2 = zeros(1,m);
osa = zeros(1,m);
c1 = binoinv((alpha/2),n,Pi0)-1;
if (c1<0) c1 = 0;
end;
c2 = binoinv((1-alpha/2),n,Pi0)+1;
if (c2>n) c2 = n;
end;
for i = 1:m
for t = c2:n
sila1(1,i) = sila1(1,i)
+ (factorial(n)/(factorial(t)*factorial(n-t)))*Pi∧t*(1-Pi)∧(n-t);
end
for t = 0:c1
sila2(1,i) = sila2(1,i)
+ (factorial(n)/(factorial(t)*factorial(n-t)))*Pi∧t*(1-Pi)∧(n-t);
end
sila(1,i)=sila1(1,i)+sila2(1,i);
osa(1,i)=Pi;
Pi = Pi+k;
end
% plot(osa,sila,′r′);
% hold
% xlabel(′\pi′);
% ylabel(′\beta(\pi)′);
I
Silofunkce U-testu:
function [sila] = silaU(Pi0,n,alpha)
Pi = 0; k = 0.01; m = 100;
sila = zeros(1,m);
osa = zeros(1,m);
u = norminv(alpha/2,0,1);% kvantil normovane´ho norma´lnı´ho rozdeˇlenı´
for i = 1:m
X1 = sqrt(n)*((Pi-Pi0)/sqrt(Pi*(1-Pi)))+u*sqrt((Pi0*(1-Pi0))/(Pi*(1-Pi)));
X2 = sqrt(n)*((Pi0-Pi)/sqrt(Pi*(1-Pi)))+u*sqrt((Pi0*(1-Pi0))/(Pi*(1-Pi)));
sila(1,i) = normcdf(X1,0,1)+normcdf(X2,0,1);
osa(1,i) = Pi;
Pi = Pi+k;
end;
% plot(osa,sila,′r′);
% hold
% xlabel(′\pi′);
% ylabel(′\beta(\pi)′);
Silofunkce U∗-testu:
function [sila] = silaUstar(Pi0,n,alpha)
Pi = 0; k = 0.01; m = 100;
sila = zeros(1,m);
osa = zeros(1,m);
u = norminv(alpha/2,0,1);
for i = 1:m
X1 = (n*Pi-n*Pi0-0.5)/sqrt(n*Pi*(1-Pi))+u*sqrt((Pi0*(1-Pi0))/(Pi*(1-Pi)));
X2 = (n*Pi0-n*Pi-0.5)/sqrt(n*Pi*(1-Pi))+u*sqrt((Pi0*(1-Pi0))/(Pi*(1-Pi)));
sila(1,i) = normcdf(X1,0,1)+normcdf(X2,0,1);
osa(1,i) = Pi;
Pi = Pi+k;
end;
% plot(osa,sila,′r′);
% hold
% xlabel(′\pi′);
% ylabel(′\beta(\pi)′);
Silofunkce U1-testu:
function [sila] = silaU1(alpha,n,Pi0)
Pi = 0; k = 0.01; m = 100;
sila = zeros(1,m);
osa = zeros(1,m);
u = norminv(alpha/2,0,1);
II
for i = 1:m
X1 = 2*sqrt(n)*(asin(sqrt(Pi))-asin(sqrt(Pi0)))+u;
X2 = 2*sqrt(n)*(asin(sqrt(Pi0))-asin(sqrt(Pi)))+u;
sila(1,i) = normcdf(X1,0,1)+normcdf(X2,0,1);
osa(1,i) = Pi;
Pi = Pi+k;
end;
% plot(osa,sila,′r′);
% hold
% xlabel(′\pi′);
% ylabel(′\beta(\pi)′);
Silofunkce U2-testu:
function [sila] = silaU2(alpha,n,Pi0)
Pi = 0; k = 0.01; m = 100;
sila = zeros(1,m);
osa = zeros(1,m);
u = norminv(alpha/2,0,1);
for i = 1:m
X1 = sqrt(4*n+2)*(asin(sqrt((Pi+3/(8*n))/(1+3/(4*n))))
-asin(sqrt((Pi0+3/(8*n))/(1+3/(4*n)))))+u;
X2 = sqrt(4*n+2)*(asin(sqrt((Pi0+3/(8*n))/(1+3/(4*n))))
-asin(sqrt((Pi+3/(8*n))/(1+3/(4*n)))))+u;
sila(1,i) = normcdf(X1,0,1)+normcdf(X2,0,1);
osa(1,i) = Pi;
Pi = Pi+k;
end;
% plot(osa,sila,′r′);
% hold
% xlabel(′\pi′);
% ylabel(′\beta(\pi)′);
Srovna´n´ı teoreticky´ch silofunkc´ı vsˇech peˇti test˚u:
function [betaF,betaN,betaNs,betaU1,betaU2] = comAllT(alpha,Pi0,n)
Pi = 0; k=0.01; m = 100;
delta = zeros(1,m);
for i = 1:m
delta(1,i) = Pi-Pi0;
Pi = Pi+k;
end;
betaF = silaF(alpha,n,Pi0);
betaN = silaU(Pi0,n,alpha);
betaNs = silaUstar(Pi0,n,alpha);
betaU1 = silaU1(alpha,n,Pi0);
III
betaU2 = silaU2(alpha,n,Pi0);
plot(delta,betaF,′g′);
hold
plot(delta,betaN,′r′);
plot(delta,betaNs,′b′);
plot(delta,betaU1,′y′);
plot(delta,betaU2,′m′);
legend(′F-test′,′U-test′,′U*-test′,′U 1-test′,′U 2-test′,7);
set(gca,′XTick′,delta(1,1):0.1:delta(1,m));
title([′H 0 : \pi = \pi 0 = ′,num2str(Pi0),′, H 1 : \pi \neq \pi 0, \alpha
= ′,num2str(alpha),′, n = ′,num2str(n)]);
xlabel(′\delta =\pi - \pi 0′);
ylabel(′\beta(\delta )′);
2 Programy pro simulace test˚u v MATLABu
Funkce testF, testU, testUstar, testU1 a testU2 maj´ı vstupn´ı parametry Y , N , α,
n, pi0, kde Y je na´hodny´ vy´beˇr a N je celkovy´ pocˇet opakova´n´ı simulace. Tyto funkce
prova´deˇj´ı jednotlive´ simulovane´ testy a vrac´ı hodnoty silofunkce (vy´stupn´ı promeˇnna´
beta). Funkce comAllS pak na za´kladeˇ teˇchto hodnot vykresluje simulovane´ silofunkce
vsˇech peˇti test˚u do jednoho obra´zku pro zadane´ α, n a pi0.
Simulace F-testu:
function beta = testF(Y,n,Pi0,N,alpha)
D = zeros(1,N);
H = zeros(1,N);
Y = Y′;
F1 = finv(1-alpha/2,2.*(n-Y+1),2.*Y);
F2 = finv(1-alpha/2,2.*(Y+1),2.*(n-Y));
for i = 1:N
if (Y(1,i) == 0)
D(1,i) = 0;
else
D(1,i) = Y(1,i)./(Y(1,i)+(n-Y(1,i)+1).*F1(1,i));
end;
if (Y(1,i) == n)
H(1,i) = 1;
else
H(1,i) = ((Y(1,i)+1).*F2(1,i))./(n-Y(1,i)+(Y(1,i)+1).*F2(1,i));
end;
end;
s1 = length(find(Pi0<D));
s2 = length(find(Pi0>H));
M = s1+s2;
beta = M/N ;
IV
Simulace U-testu:
function beta = testU(Y,u,n,Pi0,N)
U = (Y-n*Pi0)./sqrt(n*Pi0*(1-Pi0));
absU = abs(U);
M = length(find(absU>=u));
beta = M/N;
Simulace U∗-testu:
function beta = testUstar(Y,u,n,Pi0,N)
U = (abs(Y-n*Pi0)-0.5)./sqrt(n*Pi0*(1-Pi0));
M = length(find(U>=u));
beta = M/N;
Simulace U1-testu:
function beta = testU1(Y,u,n,Pi0,N)
U = 2.*sqrt(n).*(asin(sqrt(Y./(n)))-asin(sqrt(Pi0)));
absU = abs(U);
M = length(find(absU>=u));
beta = M/N;
Simulace U2-testu:
function beta = testU2(Y,u,n,Pi0,N)
U =sqrt(4*n+2)*(asin(sqrt((8*Y+3)/(8*n+6)))-asin(sqrt((8*n*Pi0+3)/(8*n+6))))
absU = abs(U);
M = length(find(absU>=u))
beta = M/N
Srovna´n´ı simulovany´ch silofunkc´ı vsˇech peˇti test˚u:
function [betaF,betaN,betaNs,betaU1,betaU2] = comAllS(alpha,Pi0,n)
Pi = 0; k=0.01; m = 101; N = 1000;
betaF = zeros(1,m);
betaN = zeros(1,m);
betaNs = zeros(1,m);
betaU1 = zeros(1,m);
betaU2 = zeros(1,m);
delta = zeros(1,m);
u = norminv(1-alpha/2,0,1);
for i = 1:m
Y = binornd(n,Pi,N,1);
betaF(1,i) = testF(Y,n,Pi0,N,alpha);
betaN(1,i) = testU(Y,u,n,Pi0,N);
V
betaNs(1,i) = testUstar(Y,u,n,Pi0,N);
betaU1(1,i) = testU1(Y,u,n,Pi0,N);
betaU2(1,i) = testU2(Y,u,n,Pi0,N);
delta(1,i) = Pi-Pi0;
Pi = Pi+0.01;
end;
plot(delta,betaF,′r′);
hold
plot(delta,betaN,′g′);
plot(delta,betaNs,′b′);
plot(delta,betaU1,′m′);
plot(delta,betaU2,′y′);
legend(′F-test′,′U-test′,′U*-test′,′U 1-test′,′U 2-test′,7);
title([′H 0 : \pi = \pi 0 = ′,num2str(Pi0),′, H 1 : \pi \neq \pi 0, \alpha
= ′,num2str(alpha),′, n = ′,num2str(n)]);
xlabel(′\delta = \pi - \pi 0′);
ylabel(′\beta( \delta )′);
3 Programy pro vy´pocˇet minima´ln´ıho rozsahu
Funkce nU, nUstar a nU1 slouzˇ´ı k vy´pocˇtu minima´ln´ıch rozsah˚u vy´beˇru. Vstupn´ımi parame-
try jsou α, β, pi0 a pi1.
Minima´ln´ı rozsah U-testu:
function [n] = nU(alpha,beta,Pi,Pi0)
uA = norminv(1-alpha/2,0,1);
uB = norminv(1-beta,0,1);
n = (Pi*(1-Pi)*(uA*sqrt((Pi0*(1-Pi0))/(Pi*(1-Pi)))+uB)∧2)/(Pi-Pi0)∧2;
Minima´ln´ı rozsah U∗-testu:
function [n1,n2] = nUstar(alpha,beta,Pi,Pi0)
uA = norminv(1-alpha/2,0,1);
uB = norminv(1-beta,0,1);
b = Pi*(1-Pi)*(uA*sqrt((Pi0*(1-Pi0))/(Pi*(1-Pi)))+uB)∧2+abs(Pi-Pi0);
D = (b∧2)-(Pi-Pi0)∧2;
n1 = (b+sqrt(D))/(2*(Pi-Pi0)∧2);
n2 = (b-sqrt(D))/(2*(Pi-Pi0)∧2);
Minima´ln´ı rozsah U1-testu:
function [n] = nU1(alpha,beta,Pi0,Pi)
uA = norminv(1-alpha/2,0,1);
uB = norminv(1-beta,0,1);
n = (uA+uB)∧2/(4*(asin(sqrt(Pi))-asin(sqrt(Pi0)))∧2);
VI
