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LOCAL LINEAR DEPENDENCE OF LINEAR PARTIAL
DIFFERENTIAL OPERATORS
J. CIMPRICˇ
Abstract. We show that any finite set of linear partial differential operators
with continuous coefficients is linearly dependent if and only if it is locally
linearly dependent. It follows that the reflexive closure of any finite set of such
operators is equal to its linear span. The last statement can be rephrased as
a weak nullstellensatz for linear partial differential operators.
1. Introduction
Linear operators L1, . . . , Lr from a vector space V to a vector spaceW are locally
(or directionally) linearly dependent if vectors L1v, . . . , Lrv are linearly dependent
for every v ∈ V . This notion was introduced in [4]. Linear dependence of L1, . . . , Lr
always implies local linear dependence but the converse can fail even for finite-
dimensional V and W . The aim of this short note is to show that for linear partial
differential operators with continuous coefficients local linear dependence implies
linear dependence. More precisely, we will prove the following result:
Theorem 1. Let d be an integer, U an open subset of Rd, C(U) the vector space
of all continuous real functions on U and C
(∞)
c (U) the vector space of all infinitely
differentiable real functions with compact support on U .
For every linear partial differential operators L1, . . . , Lr with coefficients from
C(U) the following are equivalent:
(1) For every φ ∈ C
(∞)
c (U), L1φ, . . . , Lrφ are linearly dependent in C(U).
(2) L1, . . . , Lr are linearly dependent.
We can also replace the vector space C
(∞)
c (U) with the vector space R[x1, . . . , xd].
In Section 3 we will prove a generalization of Theorem 1 to matrices of linear
partial differential operators; see Theorem 3. An important ingredient of the proof
is multivariate Hermite interpolation which will be discussed in Section 2.
Corollary 1 is a simple corollary of Theorem 1. In Section 4 we will prove its
generalization to matrices of linear partial differential operators; see Theorem 4.
Corollary 1. Let L1, . . . , Lr and L be linear partial differential operators with co-
efficients from C(U) where U is an open subset of Rd. The following are equivalent:
(1) For every φ, ψ ∈ C
(∞)
c (U) such that 〈L1φ, ψ〉 = . . . = 〈Lrφ, ψ〉 = 0 we have
that 〈Lφ, ψ〉 = 0. (Here Cc(U) has standard inner product 〈f, g〉 =
∫
U
fg.)
(2) For every φ ∈ C
(∞)
c (U) we have that Lφ ∈ Lin{L1φ, . . . , Lrφ}.
(3) L ∈ Lin{L1, . . . , Lr}.
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Corollary 1 can be considered as a weak version of the Nullstellensatz for linear
partial differential operators from [6] which will also be discussed in Section 4.
Another motivation for studying this topic comes from Free Real Algebraic Ge-
ometry where similar results already exist. Details will be given in Section 5.
2. Auxiliary results
Hermite interpolation is an extension of Lagrange interpolation. For given lists
(zq, cq,0, cq,1, . . . , cq,kq ), q = 1, . . . ,m, of real numbers we can find a real univariate
polynomial P such that P (k)(zq) = cq,k for every q = 1, . . . ,m, k = 0, 1, . . . , kq.
Multivariate Hermite interpolation is an extension of this to several variables.
Theorem 2. Let nonnegative integers m and kq, q = 1, . . . ,m, be given. For every
points zq ∈ R
d, q = 1, . . . ,m, and every values cq,α with q = 1, . . . ,m and α ∈ N
d
0,
|α| ≤ kq there is a polynomial P ∈ Π
d := R[x1, . . . , xd] such that for every q and α
P (α)(zq) :=
∂|α|P
(∂x1)α1 · · · (∂xd)αd
(zq) = cq,α.
It can also be shown that P can be chosen so that its total degree is less than∑m
q=1(kq + 1), see [9, Theorem 19], but we will not need this in the sequel.
For the sake of completeness we provide a short algebraic proof of Theorem 2
which is based on the Chinese Remainder Theorem.
Proof. For each point a = (a1, . . . , ad) write Ia for the ideal in Π
d generated by
x1−a1, . . . , xd−ad. Let us show that for any points a 6= b and any k, l ∈ N, the ideals
Ika and I
l
b are coprime. Pick i such that ai 6= bi and note that (xi−ai)
k and (xi−bi)
l
are relatively prime in R[xi]. It follows that 1 = p(xi)(xi − ai)
k + q(xi)(xi − bi)
l ∈
Ika + I
l
b for suitable p, q. Let kq and zq for q = 1, . . . ,m be as in the formulation of
the theorem. We have just proved that the ideals I
kq+1
zq , q = 1, . . . ,m, are pairwise
coprime. By the Chinese Remainder Theorem [2, Proposition 1.10], the canonical
mapping Πd →
∏m
q=1Π
d/I
kq+1
zq is onto (and its kernel is
∏m
q=1 I
kq+1
zq =
⋂m
q=1 I
kq+1
zq ).
Therefore, there is a polynomial P ∈ Πd such that for every q = 1, . . . ,m,
P ≡
∑
α∈Nd
0
,|α|≤kq
cq,α(x − zq)
α mod Ikq+1zq

The following observation is well-known.
Lemma 1. Functions f1, . . . , fk ∈ C(U) are linearly independent iff there exist
points z1, . . . , zk ∈ U such that det[fi(zj)]i,j=1,...,k 6= 0.
We will need a generalization of Lemma 1 to n-tuples of functions.
Lemma 2. For every f1, . . . , fr ∈ C(U)
n the following are equivalent:
(1) f1, . . . , fr are linearly independent.
(2) There exist points z1, . . . , zr ∈ U and indices i1, . . . , ir ∈ {1, . . . , n} such
that det[fl,ik(zk)]k,l=1,...,r 6= 0.
(3) There exist points z1, . . . , zr ∈ U such the block matrix [fl(zk]]k,l=1,...,r has
maximal rank.
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Proof. Clearly, (2) implies (3) and (3) implies (1). We will prove that (1) implies
(2) by induction on r.
If (1) is true for r = 1 then f1 6= 0. Thus there exists z1 ∈ U such that f1(z1) 6= 0.
This implies (2).
If (1) is true for f1, . . . , fr then it is also true for f1, . . . , fr−1. By induction
hypothesis, there exist points z1, . . . , zr−1 ∈ U and indices i1, . . . , ir−1 ∈ {1, . . . , n}
such that
det[fl,ik(zk)]k,l=1,...,r−1 6= 0.
Consider the matrices
Ai,z :=


f1,i1(z1) . . . fr,i1(z1)
...
...
f1,ir−1(zr−1) . . . fr,ir−1(zr−1)
f1,i(z) . . . fr,i(z)

 .
If (2) is false then detAi,z = 0 for all i and all z. By expanding detAi,z along the
last row, we get the i-th row of the equation
c1f1(z) + . . .+ crfr(z) = 0
where cr = det[fl,ik(zk)]k,l=1,...,r−1 6= 0. This contradicts (1). Thus (2) is true. 
3. Matrices of linear partial differential operators
The aim of this section is to prove a generalization of Theorem 1 to matrices of
linear partial differential operators.
Let L1, . . . ,Lr be m×n matrices of partial differential operators with continuous
coefficients. Let s be the maximum of total degrees of all entries of all matrices and
let Is := {α ∈ N
d
0 : | α |≤ s}. Then we can write
Li =
∑
α∈Is
Pi,αD
α, i = 1, . . . , r
where Pi,α ∈ C(U)
m×n and Dα = ∂
|α|P
(∂x1)α1 ···(∂xd)
αd
.
Theorem 3. Let L1, . . . ,Lr be as above. The following are equivalent:
(1) For every φ ∈ C
(∞)
c (U)n we have that L1φ, . . . ,Lrφ are linearly dependent.
(2) L1, . . . ,Lr are linearly dependent.
Proof. Clearly, (2) implies (1). To show that (1) implies (2) we have to pick first a
suitable φ. Write
Pi,α = [pi,α,1, . . . ,pi,α,n]
for each i and α. For each α and k write Vα,k = Lin{p1,α,k, . . . ,pr,α,k}. Pick a
subset Jα,k of {1, . . . , r} such that {pj,α,k | j ∈ Jα,k} is a basis of Vα,k. By Lemma
2 there exist points zi,α,k ∈ R
d, i ∈ Jα,k such that the matrix
Qα,k := [pj,α,k(zi,α,k)]i,j∈Jα,k
has maximal rank.
We can choose zi,α,k so that zi,α,k 6= zj,β,l if (α, k) 6= (β, l). This follows from a
simple observation that elements of C(U)n are linearly independent if and only if
their restrictions to U \Z, where Z is a finite set, are linearly independent. We can
therefore assume that all zeroes zi,α,k are pairwise distinct and indexed by the set
Λ := {(i, α, k) | k = 1, . . . , n, α ∈ Is, i ∈ Jα,k}.
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By Theorem 2, there exist polynomials φ1, . . . , φn ∈ R[x1, . . . , xd] such that
φ
(α)
k (zj,β,l) = δk,lδα,β =
{
1 (α, k) = (β, l)
0 (α, k) 6= (β, l)
for each k = 1, . . . , n, each α ∈ Is and each (j, β, l) ∈ Λ.
We can chosse two balls around each zi,α,k, (i, α, k) ∈ Λ, both contained in
U and an infinitely differentiable function h which is equal to 1 on the union
of smaller balls and equal to 0 oustide the union of the bigger balls. Replacing
φ1, . . . , φn with φ1h, . . . , φnh we may assume that φ1, . . . , φn ∈ C
(∞)
c (U) and still
satisfy φ
(α)
k (zj,β,l) = δk,lδα,β .
Consider the matrix
Q := [pi,α,k(zj,β,l)φ
(α)
k (zj,β,l)](i,α,k),(j,β,l)∈Λ.
By the choice of φ1, . . . , φn we have that
Q = [pi,α,k(zj,β,l)δk,lδα,β)](i,α,k),(j,β,l)∈Λ =
⊕
(α,k)
Qα,k
where Qα,k are defined above. Since Qα,k have maximal rank, so has Q. By Lemma
2 it follows that the vectors
pi,α,kφ
(α)
k ∈ C(U)
n, (i, α, k) ∈ Λ
are linearly independent.
Write φ = [φ1, . . . , φn]
T and pick c1, . . . , cr ∈ R, at least one nonzero, such that
0 = c1L1φ+ . . .+ crLrφ.
It follows that
0 =
r∑
i=1
ci Liφ =
r∑
i=1
ci
∑
α∈Is
Pi,αD
αφ =
r∑
i=1
ci
∑
α∈Is
n∑
k=1
pi,α,kφ
(α)
k =
=
∑
α∈Is
n∑
k=1
(
r∑
i=1
cipi,α,k)φ
(α)
k =
∑
α∈Is
n∑
k=1
(
∑
i∈Jα,k
di,α,kpi,α,k)φ
(α)
k =
=
∑
(i,α,k)∈Λ
di,α,kpi,α,kφ
(α)
k .
Since pi,α,kφ
(α)
k are linearly independent, it follows that di,α,k = 0 for all (i, α, k).
Therefore
r∑
i=1
cipi,α,k =
∑
i∈Jα,k
di,α,kpi,α,k = 0
for all (α, k) which implies that
r∑
i=1
ciLi =
r∑
i=1
ci
∑
α∈Is
Pi,αD
α =
∑
α∈Is
r∑
i=1
ciPi,αD
α =
=
∑
α∈Is
r∑
i=1
ci[pi,α,1, . . . ,pi,α,n]D
α =
∑
α∈Is
[
r∑
i=1
cipi,α,1, . . . ,
r∑
i=1
cipi,α,n]D
α = 0.

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4. A weak nullstellensatz for matrices of differential operators
The aim of this section is to prove Theorem 4 which is a generalization of Corol-
lary 1 to matrices of partial differential operators. Theorem 4 can be considered as
a weak analogue of Theorem 5 below.
Theorem 4. Let L1, . . . ,Lr and L be m× n matrices of linear partial differential
operators with coefficients from C(U) where U is an open subset of Rd. The following
are equivalent:
(1) For every φ ∈ C
(∞)
c (U)n and every ψ ∈ C
(∞)
c (U)m such that 〈L1φ,ψ〉 =
. . . = 〈Lrφ,ψ〉 = 0 we have that 〈Lφ,ψ〉 = 0. (Here Cc(U)
m has standard
inner product 〈f ,g〉 =
∑m
i=1
∫
U
figi.)
(2) For every φ ∈ C
(∞)
c (U)n we have that Lφ ∈ Lin{L1φ, . . . ,Lrφ}.
(3) L ∈ Lin{L1, . . . ,Lr}.
Proof. Clearly, (3) implies (2) and (2) implies (1). By Theorem 1, (2) implies
(3). Namely, without loss of generality, we can assume that L1, . . . ,Lr are linearly
independent. By (2), L1, . . . ,Lr,L are locally linearly dependent.
To show that (1) implies (2), pick φ ∈ C(U)n and note that the sets Uφ :=
Lin{L1φ, . . . ,Lrφ} and Vφ := Lin{Lφ} are finite-dimensional subspaces of Cc(U)
m.
By (1), we have that ψ ∈ U⊥φ implies ψ ∈ V
⊥
φ , i.e. U
⊥
φ ⊆ V
⊥
φ . It follows that
U⊥⊥φ ⊆ V
⊥⊥
φ . By Lemma 3 below, it follows that Vφ ⊆ Uφ. 
In the proof we used the following simple and well-known observation:
Lemma 3. If V is an inner product space and W is a finite-dimensional subspace
of V then W⊥⊥ =W .
Proof. Let e1, . . . , en be an orthonormal basis of W . For every element v ∈ V write
v′ =
∑n
i=1〈v, ei〉ei and v
′′ = v − v′. Clearly. v′ ∈W , v′′ ∈W⊥ and v = v′ + v′′. It
follows that V = W ⊕W⊥. Finally, if v = v′ + v′′ ∈ W⊥⊥, then 〈v, v′′〉 = 0 which
implies that 〈v′′, v′′〉 = 0. Therefore v = v′ ∈ W . 
Theorem 5 can be considered as a strong nullstellensatz for matrices of linear
partial differential operators:
Theorem 5. Let U be a nonempty open subset of Rd and let L1, . . . ,Lr and L be
m× n matrices of linear partial differential operators with polynomial coefficients.
The following are equivalent:
(1) Every n-tuple of convergent power series φ around every point of U which
satisfies L1φ = . . . = Lrφ = 0 also satisfies Lφ = 0.
(2) There exists a nonzero polynomial w and m × m matrices of linear par-
tial differential operators H1, . . . ,Hr with polynomial coefficients such that
wL = H1L1 + . . .+HrLr.
Proof. The m = 1 case of Theorem 5 was proved in [6]. Write
K =


L1
...
Lr

 and L =


l1
...
lm

 .
By assumption (1), Kφ = 0 implies liφ = 0 for every i = 1, . . . ,m. By the m = 1
case there exist row matrices h1, . . . ,hm of linear partial differential operators and
6 J. CIMPRICˇ
a nonzero polynomial w such that wli = hiK for every i = 1, . . . ,m. It follows that
wL =


h1K
...
hmK

 =


h1
...
hm

K = [ H1 . . . Hr ]K = H1L1 + . . .+HrLr.

5. Free polynomials and Matrix Polynomials
Let us survey analogues of our main results for free polynomials and matrix
polynomials.
Theorem 6 is an analogue of Theorem 1 for free polynomials. It is a special case
of [3, Theorem 3.1 and Theorem 3.7] (applied to A =
⋃∞
n=1Mn(F).) See also [5]. It
would be interesting to have versions of these results for matrices over F〈x1, . . . , xd〉.
Theorem 6. Let F be a field. For any p1, . . . , pm from the free algebra F〈x1, . . . , xd〉
the following are equivalent.
(1) For every n ∈ N, every A1, . . . , Ad ∈ F
n×n and every v ∈ Fn, we have that
pi(A1, . . . , Ad)v, . . . , pi(A1, . . . , Ad)v are linearly dependent.
(2) For every n ∈ N and every A1, . . . , Ad ∈ F
n×n, we have that pi(A1, . . . , Ad),
. . . , pi(A1, . . . , Ad) are linearly dependent.
(3) p1, . . . , pm are linearly dependent.
Corollary 2 is an analogue of Corollary 1 for free polynomials. It follows from
Theorem 6 by the same argument as in the proof of Theorem 4.
Corollary 2. Let F be a field. For any p1, . . . , pm, q ∈ F〈x1, . . . , xd〉 the following
are equivalent.
(1) For every n ∈ N, every A1, . . . , Ad ∈ F
n×n and every u, v ∈ Fd such that
〈pi(A1, . . . , Ad)u, v〉 = 0 for i = 1, . . . ,m we have 〈q(A1, . . . , Ad)u, v〉 = 0.
(2) For every n ∈ N, every A1, . . . , Ad ∈ F
n×n and every u ∈ Fd we have that
q(A1, . . . , Ad)u ∈ Lin{pi(A1, . . . , Ad)u | i = 1, . . . ,m}.
(3) For every n ∈ N and every A1, . . . , Ad ∈ F
n×n, we have that q(A1, . . . , Ad) ∈
Lin{pi(A1, . . . , Ad) | i = 1, . . . ,m}.
(4) q ∈ Lin{pi | i = 1, . . . ,m}.
A variant of Theorem 5 for free polynomials is proved in [7] and extended to
matrices of free polynomials in [10]. It works only for real and complex coefficients
and it requires the notion of a real radical of a left ideal.
The precise analogue of Theorem 4 for matrices of usual polynomials fails by
[1, Example 3.1]. (This example uses only constant polynomials but it cannot be
adapted to matrices of free polynomials because evaluations are different.) For
given P1, . . . , Pr ∈ Mn(F[x1, . . . , xd]) it would be interesting to have an alge-
braic characterization of the set of all Q ∈ Mn(F[x1, . . . , xd]) for which Q(a)v ∈
Lin{P1(a)v, . . . , Pr(a)v} for every a ∈ F
d and every v ∈ Fn.
A variant of Theorem 5 for matrices of usual polynomials was proved in [8,
Theorem 3]. It also requires real or complex coefficients and the notion of a real
radical of a left ideal.
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