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MAXIMAL ALMOST DISJOINT FAMILIES AND
PSEUDOCOMPACTNESS OF HYPERSPACES
O. GUZMA´N, M. HRUSˇA´K, V. O. RODRIGUES, S. TODORCˇEVIC´, AND A. H. TOMITA
Abstract. We show that all maximal almost disjoint families have pseudo-
compact Vietoris hyperspace if and only if MAc(P(ω)/fin) holds. We further
study the question whether there is a maximal almost disjoint family whose
hyperspace is pseudocompact and prove that consistently such families do not
exist genericaly, by constructing a consistent example of a maximal almost
disjoint family A of size less than c whose hyperspace is not pseudocompact.
1. Introduction and notation
Recall that an infinite collection A ⊆ [ω]ω is almost disjoint (AD) if any two of
its members have finite intersection. An AD family is maximal (MAD) if it is not
properly contained in any other almost disjoint family.
Given an almost disjoint family A, the Mro´wka–Isbell space Ψ(A) associated to
A is the space ω ∪A, where ω is open and discrete and a open neighborhood basis
for A ∈ A is {{A} ∪ (A \ F ) : F ∈ [ω]<ω}. It is straightforward to verify that
this is a Hausdorff, locally compact, first countable, non compact, zero dimensional
topological space, and it is pseudocompact (every R-valued continuous function on
X is bounded), if and only if A is maximal (see e.g.[16]).
The Vietoris hyperspace of a topological space X is the set
exp(X) = {F ⊆ X : F 6= ∅ andF is closed}
endowed with the topology generated by the sets
U− = {F ∈ exp(X) : F ∩ U 6= ∅} and
U+ = {F ∈ exp(X) : F ⊆ U},
where U ⊆ X is open.
In [13], J. Ginsburg proved that for a Tychonoff space X , if exp(X) is pseudo-
compact, then every finite power of X is also pseudocompact. He asked whether
there is a relation between the pseudocompactness of Xω and that of exp(X), and
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asked whether it is possible to characterize those spaces which have pseudocompact
hyperspace.
J. Cao, T. Nogura and A. Tomita [7] provided a partial answer by showing that
for every homogeneous Tychonoff space X , if exp(X) is pseudocompact, then Xω
is pseudocompact. On the other hand, M. Hrusˇa´k, F. Herna´ndez-Herna´ndez and I.
Mart´ınez-Ruiz [16] showed that, in ZFC, there is a subspace of βω containing ω such
that Xω is pseudocompact but exp(X) is not. This was extended by V. Rodrigues,
A. Tomita and Y. Ortiz-Castillo [22], who showed that there is a space X such that
Xκ is countably compact for every κ < h, but exp(X) is still not pseudocompact.
They also showed that for spaces of this kind, if exp(X) is pseudocompact, so are
exp(X)ω and Xω.
J. Cao and T. Nogura, in a private conversation, asked whether exp(X) is pseu-
docompact for some/every Mro´wka–Isbell space X . The first relevant observation
is:
Proposition 1.1 ([16]). Let A be an AD family. Then Ψ(A) is pseudocompact iff
Ψ(A)ω is pseudcompact iff A is MAD.
In particular, if exp(X) is a pseudocompact hyperspace of a Mro´wka-Isbell space
then so is Xω. So Ginsburg’s questions restricted to the class of Mro´wka-Isbell
spaces becomes the problem of characterizing those MAD families whose Mro´wka-
Isbell spaces are pseudocompact.
Recall that a family P ⊆ [ω]ω is centered if any intersection of a finite number
of members of P is infinite. A set A ∈ [ω]ω is a pseudointersection of P if A ⊆∗ P
(i.e. A \ P is finite) for every P ∈ P . The pseudointersection number p is the
smallest cardinality of a centered A ⊆ [ω]ω with no pseudointersection. A collection
D ⊆ [ω]ω is open dense if ∀A ∈ [ω]ω ∃B ∈ DB ⊆ A, and ∀A ∈ [ω]ω ∀B ∈ DA ⊆∗
B =⇒ A ∈ A. The distributivity number h is the least cardinality of a family of
open dense subsets of [ω]ω with empty intersection.
The main result of [16] states:
Theorem 1.2 ([16]). (1) If p = c, then exp(Ψ(A)) is pseudocompact for every
MAD family A.
(2) If h < c, there is a MAD family A such that exp(Ψ(A)) is not pseudocom-
pact.
Part (2) of the theorem depends heavily on the base tree theorem of Balcar,
Pelant and Simon [1] which affirms the existence of a tree T ⊆ [ω]ω of height h
ordered by ⊇∗, such that every element has c-many immediate successors, each level
is a MAD family and such that every infinite subset of ω has a subset in the tree.
In [23], V. Rodrigues and A. Tomita showed that after adding ω1 Cohen Reals
there is a Cohen indestructible MAD family of cardinality ω1 whose Mro´wka-Isbell
space has pseudocompact hyperspace.
In this article we optimize the above theorem by showing (Theorem 2.4) that
the statement that all MAD families have pseudocompact Vietoris hyperspace is
equivalent to the assertion MAc(P(ω)/fin) holds
1.
1If κ is a cardinal and P is a pre-order, MAκ(P ) is the statement “for every collection of ≤ κ
dense subsets of P there exists a filter G on P which intersects every dense set of the collection”.
The boolean algebra P(ω)/ fin can be seen as the set [ω]ω ordered by ⊆∗.
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The problem of whether there is a pseudocompact hyperspace of a Mro´wka-Isbell
space in ZFC was raised in [16] and is still open. Here we provide a partial answer
to the problem by showing that it is consistent that there is a MAD family A of
size strictly less than c such that exp(Ψ(A)) is not pseudocompact. In particular,
it shows that it is consistent that MAD families with pseudocompact hyperspaces
do not exist generically 2.
Our notation is mostly standard. In particular, ω denotes the set of finite von
Neumann ordinals and is identified with the natural numbers. The set of free
ultrafilters over ω is denoted by ω∗ and is identified with the remainder of the
Stone-Cˇech compactification of ω. Given p ∈ ω∗, a topological space X , x ∈ and a
sequence f : ω → X , we say that x is a p-limit of f if for every neighborhood U of
x, the set {n ∈ ω : f(n) ∈ U} belongs to p and we write p-lim f = x.
The smallest cardinality of a MAD family is defined as a. It is well known that
ω1 ≤ p ≤ h ≤ a ≤ c and that all inequalities are consistently strict. See [2] for more
on cardinal invariants of the continuum.
2. Equivalence with MAc(P(ω)/ fin)
In this section we shall identify statements equivalent to the assertion “For every
MAD family A, exp(Ψ(A)) is pseudocompact”.
The following proposition appears as Proposition 2.1 in [23]:
Proposition 2.1. Let A be an almost disjoint family. Then exp(Ψ(A)) is pseudo-
compact if and only if every sequence F : ω → [ω]<ω \ {∅} ⊆ exp(Ψ(A)) of pairwise
disjoint sets has an accumulation point.
By restricting ourselves to pairwise disjoint sequences, we can get a result similar
to one found in [16] which appears as Lemma 3.1.
Lemma 2.2. Let A be an almost disjoint family. Let F = (Fn : n ∈ ω) be
a sequence of pairwise disjoint finite nonempty subsets of ω. Given A ⊆ ω, let
IA = {n ∈ ω : Fn ∩A 6= ∅} and MA = {n ∈ ω : Fn ⊆ A}. Then:
(1) If L is a limit point of the sequence F in exp(X), then L ⊆ A, and
(2) Given L ⊆ A, L is a limit point of F if, and only if for every P ⊆ ω such
that ∀A ∈ LA ⊆ P , the set {IA : A ∈ L} ∪ {MP} is centered.
Proof. For the first item, notice that if n ∈ ω ∩ L, then {n}− is a neighborhood
of L which intersects at most one element from the sequence F , so L cannot be a
limit point for F .
For the second item, first suppose L is a limit point for F . Fix arbitrary
A0, . . . , Al ∈ L and P as in the item, we must show that IA0 ∩ · · · ∩ IAn ∩MP
is infinite. Fix k ∈ ω. Notice that L ∪ (P \ k) is open, so V = (L ∪ P )+ ∩ ({A0} ∪
A0)
− · · · ∩ ({An} ∪ Al)− is a nhood of L, so it must have a point Fn with n ≥ k.
Then Fn ⊆ P and Fn ∩ Ai 6= ∅ for each i, that is, n ∈ IA0 ∩ · · · ∩ IAl ∩MP \ k.
Since k is arbitrary we are done.
Now we prove the converse. Let U0, . . . , Un, V be open sets of Ψ(A) such that
L ∈ U−0 ∩· · ·∩U
−
n ∩V
+. Let P = V ∩ω and, for each i ≤ l, let Ai ∈ L∩Ui and let ki
be such that Ai \ki ⊆ Ui. Then IA0 ∩· · ·∩IAl ∩MP is infinite. Since F is a pairwise
2Recall [14] A MAD family with property ϕ exists generically if any AD family of size less
than c can be extended to a MAD family satisfying ϕ.
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disjoint sequence, there exists m such that for all n ≥ m, Fn∩max{k0, . . . , kl} = ∅.
Let m ≥ n be in IA0 ∩ · · · ∩ IAl ∩MP . Then Fm ∈ U
−
0 ∩ · · · ∩ U
−
l ∩ V
+ and the
proof is complete. 
A sufficient condition to guarantee the existence of a limit point is the following
lemma:
Lemma 2.3. Let A be an almost disjoint family, p be a free ultrafilter and F : ω →
[ω]<ω \ {∅} ⊆ exp(Ψ(A)) be a sequence of pairwise disjoint sets. Then if for every
sequence f ∈
∏
n∈ω Fn there exists A ∈ A and B ∈ p such that f [B] ⊆ A, it follows
that F has a p-limit.
Proof. Let P =
∏
n∈ω Fn. Given f ∈ P , fix Bf ∈ p and Af ∈ A such that
f [Bf ] ⊆ Af . Let B = {Af : f ∈ P} We claim that p-limF = B.
To verify the claim, it suffices to verify the p-limit condition for sub-basic sets,
so let U ⊂ Ψ(A) be open.
If B ∈ U−, then there exists f ∈ P with Af ∈ U . Since U is open, Af ⊆∗ U .
Then f [Bf ] ⊆∗ U . So Bf ⊆∗ {n ∈ ω : f(n) ∈ U} ⊆ {n ∈ ω : Fn ∈ U−}. Since
Bf ∈ p and p is a free ultrafilter, it follows that {n ∈ ω : Fn ∈ U−} ∈ p.
If B ∈ U+, suppose by contradiction that {n ∈ ω : Fn ∈ U+} 6∈ p. Then
I = {n ∈ ω : Fn \ U 6= ∅} ∈ p. Let f ∈ P be such that for each n ∈ I,
f(n) ∈ Fn \ U . Then f [I ∩ Bf ] ⊆∗ Af and f [I ∩ Bf ] \ U is infinite, so Af \ U
is infinite. On the other hand, since B ∈ U+ we have Af ∈ U , but U is open, so
Af ⊆∗ U , a contradiction. 
Given a T1 topological space X with no isolated points, the Baire number of X ,
denoted by n(X), is the smallest cardinality of a family of open dense subsets of
X with empty intersection. In the following theorem, the equivalence between a)
and d) with an arbitrary infinite κ in the place of c was presented without proof in
[1]. For the sake of completeness, we present a proof (in the proof we present, one
could switch c for any other infinite cardinal).
Theorem 2.4. The following are equivalent:
a) MAc(P(ω)/ fin)
b) For every MAD family A, exp(Ψ(A)) is pseudocompact,
c) h = c and every base tree has a cofinal branch
d) n(ω∗) > c.
Proof. a) → b) Suppose MAc(P(ω)/ fin) and fix a MAD family A. Let F : ω →
[ω]<ω \ {∅} be a pairwise disjoint sequence. Let P =
∏
n∈ω Fn. Given f ∈ P , let
Df = {B ∈ [ω]
ω : ∃A ∈ A f [B] ⊆ A}.
It is straightforward to verify Df is is dense in P(ω)/ fin. By MAc(P(ω)/ fin), let
p be a filter intersecting every member of {Df : f ∈ P}. Then, by Lemma 2.3, F
has a p-limit. Now the conclusion follows from Proposition 2.1.
b)→ c) Negating c), either h < c or there exists a base tree of height c with no
cofinal branches. Either way, there is a base tree with no branches of cardinality c,
so the negation of b) follows from the second statement of Proposition 1.2.
c)→ a) Suppose ¬MAc(P(ω)/ fin) and h = c. By ¬MAc(P(ω)/ fin), there exists
a family (Aα : α < c) of MAD families such that for every p ∈ ω∗, p ∩ Aα = ∅ for
some α < c. Using h = c and following the standard construction of a base tree
(e.g. [2]), there exists a base tree T of height c such that every level Tα of T refines
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every element of {Aβ : β < α} (that is: given β < α and A ∈ Tα, there exists
B ∈ Aβ such that A ⊆∗ B). Then T cannot have a cofinal branch, for if it had,
we would be able to extend it to an ultrafilter, and this ultrafilter would intersect
every Tα for every α < c, so it would also intersect Aα for every α < c.
a) → d) suppose MAc(P(ω)/ fin) and let (Uα : α < c) be a collection of open
dense subsets of ω∗. For each α, let Aα be an infinite almost disjoint family such
that A∗ ⊆ Uα for every A ∈ Aα maximal for this property. It is easy to verify
that each Aα is a MAD family. Since MAD families are maximal antichains on
P(ω)/ fin, by MAc(P(ω)/ fin) there exists an filter that intersects all of them. We
can extend this filter to an ultrafilter p. For every α < ω, there exists A ∈ Aα ∩ p,
so p ∈ A∗ ⊆ Uα, therefore p ∈
⋂
α<c Uα.
d)→ a) Suppose n(ω∗) > c and let (Bα : α < ω1) dense subsets of P(ω)/ fin. For
each α < c, let Uα =
⋃
{B∗ : B ∈ Bα}. It is easy to verify Uα is open and dense.
Let p ∈
⋂
α<c Uα. Then for each α < c there exists B ∈ Bα such that p ∈ B
∗, that
is, B ∈ p ∩ Bα. 
Next we present a model of p < c where all Mro´wka-Isbell spaces from MAD
families have pseudocompact hyperspaces.
Theorem 2.5. It is consistent that p < c and exp(A) is pseudocompact for every
MAD family A.
Proof. Suppose V  p = c = ω2+there exists a Suslin Tree. Let S be a well pruned
Suslin tree and let G be S generic over V. It is well known that S forces p = ω1 < c
(see, for example, [10]). Suppose A is a MAD family in V [G].
Claim: there exists a MAD family B ∈ V such that for every B ∈ B there exists
A ∈ A such that B ⊆∗ A.
Proof of the claim. Let A˚ be a name for A and let p ∈ S be such that p  A˚ is a
MAD family. If t ≤ p, let At = {A ∈ [ω]ω : t  Aˇ ∈ A˚}. Each of there sets is an
almost disjoint family. In V, for each t ≤ p let Bt be a MAD family containing At.
Since |S| = ω1 < h, there exists B refining {Bt : t ≤ p}, that is, for every B ∈ B
and for every t ≤ p, there exists A ∈ Bt such that B ⊆∗ A.
We show B is as intended: given B ∈ B, there exists A ∈ A such that |B ∩A| =
ω. Since forcing with Suslin trees do not add reals, there exists t ≤ p such that
t  A ∈ A˚, so A ∈ At. There exists A
′ ∈ Bt such that B ⊆
∗ A′. Since A′, A ∈ Bt,
it follows that A = A′, which completes the proof of the claim. 
Let F ∈ V[G] be a sequence of pairwise disjoint finite nonempty subsets of ω.
Since forcing with S does not add reals, F ∈ V. Working in V, since p = c holds,
there exists a free ultrafilter p for which every f ∈
∏
n∈ω Fn there is I ∈ p such
that f [I] is contained in an element of B.
In V[G], p is still a free ultrafilter and for every f ∈
∏
n∈ω Fn there is I ∈ p such
that f [I] is contained in an element of A. This implies that every such an f has a
p-limit in Ψ(A) and that in the hyperspace, p-limF = {p- lim f : f ∈
∏
n∈ω Fn}. 
3. Generic existence of pseudocompact MAD families
In this section we study sufficient conditions for the existence of MAD families
with pseudocompact hyperspaces which we shall call pseudocompact. In particular
we give sufficient conditions for the existence of both large and small pseudocom-
pact MAD families. Following [14] we shall say that pseudocompact MAD families
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exist generically if every AD family of size less than c can be extended to a pseu-
docompact one. Of course, it follows from the results of the previous section that
pseudocompact MAD families exist generically if the conditions of Theorem 2.4 are
satisfied, i.e. if h = c and every base tree has a cofinal branch.
On the other hand, this is not equivalent to the generic existence of pseudocom-
pact MAD families which we shall show next. Recall [6] that given an ultrafilter U
the pseudointersection number p(U) of U is defined as the minimal size of a sub-
family X of U without a pseudointersection in U . I.e. p(U) > ω if and only if U
is a P -point, and p(U) = c if and only if U is a simple Pc-point i.e. an ultrafilter
generated by a ⊆∗-decreasing chain of length c.
Theorem 3.1. If A is a MAD family, U an ultrafilter and |A| < p(U) then
exp(Ψ(A)) is pseudocompact.
Proof. Let U be given. Fix a MAD family A such that |A| < p(U). By Lemma
2.3, and Proposition 2.1, it is sufficient to verify that for every injective sequence
f : ω → ω there exists B ∈ U and A ∈ A such that f [B] ⊆ A.
Suppose this is not the case. Then there exists f : ω → ω such that for all A ∈ A
and B ∈ U , f [B] \A is infinite.
First, notice that given A ∈ A, there exists BA ∈ U such that f [BA] ∩ A is
empty: the sets {n ∈ ω : f(n) /∈ A} and {n ∈ ω : f(n) ∈ A} form a partition of ω,
so one of them is in U . But the second is not in U by hypothesis. Let BA be the
first set.
Now let B be a pseudointersection of {BA : A ∈ A} in U . It follows that f [B]∩A
is finite for every A ∈ A, contradicting the maximality of A. 
Note that the same argument shows that:
Corollary 3.2. If there is an ultrafilter U such that p(U) = c then pseudocompact
MAD families exist generically.
Next we will construct a model where this actually happens, i.e. a = ω1 and
there is an ultrafilter U such that p (U) = ω2. We will use the method of matrix
iterations, which was introduced by Blass and Shelah in [3] and further developed
by Brendle and Fischer in [5]. We will provide a quick review of this method, but it
would be helpful if the reader had familiarity with [5]. To learn more about matrix
iterations, the reader may consult [20, 12, 11, 4, 9, 8].
The following forcing was introduced by Hechler [15] for adding generically a
MAD family: Let γ ≥ ω1. Define Hγ as the set of all functions p such that there
are Fp ∈ [γ]
<ω
and np ∈ ω such that p : Fp × np −→ 2.
It also appears in [5]. Given p, q ∈ Hγ , define p ≤ q if the following holds:
(1) q ⊆ p (hence Fq ⊆ Fp and nq ≤ np).
(2) For every α, β ∈ Fq (with α 6= β) and i ∈ [nq, np), if p (α, i) = 1, then
p (β, i) = 0.
Assume G ⊆ Hγ is a generic filter. For every α < γ, define
AGα = {i | p ∈ G (p (α, i) = 1)} .
Define the generic AD family as AGγ =
{
AGα | α < γ
}
. The following lemma is well
known and easy to see:
Lemma 3.3. Let γ ≤ ω1 and G ⊆ Hγ a generic filter.
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(1) If α < γ, then AGα is infinite.
(2) AGγ is an AD family.
(3) If δ < γ, then Hδ is a regular suborder of Hγ .
(4) If γ = ω1, then AGω1 is a MAD family.
More properties and preservation results may be consulted in [19].
Let F be a filter on ω. Define the Mathias forcing of F (denoted as M(F))
[18] as the set of all p = (sp, Fp) such that sp ∈ [ω]
<ω and Fp ∈ F , ordered by
p = (sp, Fp) ≤ q = (sq, Fq) if sq ⊆ sp, Fp ⊆ Fq and sp \ sq ⊆ Fq.
If G ⊆M (F) is a generic filter, the generic real of M (F) is defined as
rG =
⋃
{sp | ∃p = (sp, Fp) ∈ G} .
It is easy to see that rG is a pseudointersection of F .
The following notion was introduced in [5]: Let M ⊆ N be transitive models of
ZFC (we may assume that N is a forcing extension of M). Let A = {Aα | α ∈ γ}
be an AD family in M and B ∈ N an infinite subset of ω.We say that ⋆M,NA,B holds,
if
∀h : ω × [γ]<ω −→ ω such that h ∈M, ∀m ∈ ω and ∀F ∈ [γ]<ω
∃n ≥ m [n, h (n, F )) \
⋃
α∈F
Aα ⊆ B.
It is easy to see that if ⋆M,NA,B hold, then B ∈ I (A)
+
.
The following is easy:
Lemma 3.4. Let M ⊆ N be transitive models of ZFC, A = {Aα | α ∈ γ} ∈M an
AD family and B ∈ N such that ⋆M,NA,B holds. If X ∈ I (A)
+ ∩M then B ∩ X is
infinite (in N).
The following is Lemma 4 of [5]:
Lemma 3.5 ([5]). Let γ ≤ ω1 and G ⊆ Hγ a generic filter. For every ξ ≤ γ, define
Gξ = Hξ ∩G. If α ≤ β < γ, then ⋆
V [Gα],V [Gβ+1]
AGαα ,Aβ
holds.
The following is a deep result of Brendle and Fischer (crucial lemma 7 of [5]):
Proposition 3.6 (Brendle, Fischer [5]). Let M ⊆ N be transitive models of ZFC,
A = {Aα | α ∈ γ} ∈ M an AD family and B ∈ N such that ⋆
M,N
A,B holds. Let
U ∈ M be an ultrafilter. There is an ultrafilter W ∈ N such that the following
holds:
(1) U ⊆ W (hence M (U) ⊆M (W)).
(2) If L ⊆M (U) is a maximal antichain with L ∈M, then L is also a maximal
antichain of M (W) .
(3) If GW ⊆ M (W) is an (N,M (W))-generic filter, then GU = GW ∩M (U)
is an (M,M (U))-generic filter.
(4) rGW = rGU (in particular, rGW ∈M [GU ]).
(5) ⋆
M [GU ], N [GW ]
A,B holds.
Note that points 3 and 4 follow from points 1 and 2. It is important to note
that in general (in N) M (U) will not be a regular suborder of M (W) (except in
the trivial case where U =W). This is because in point 2, we only have the results
for the maximal antichains that are in M, but it may fail for those that are in N.
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Let κ and λ be two cardinals. We will say that(
〈Pα,β | α ≤ κ, β ≤ λ〉 , 〈Q˙α,β | α ≤ κ, β < λ〉
)
is a standard matrix iteration if the following holds for every α ≤ κ, β ≤ λ :
(1) If β < λ, then Q˙α,β is a Pα,β-name for a partial order with the countable
chain condition.
(2) If β < λ, then Pα,β+1 = Pα,β ∗ Q˙α,β.
(3) If ξ < β, then Pα,ξ is a regular suborder of Pα,β.
(4) If β is a limit ordinal, then Pα,β is the finite support iteration of 〈Pα,ξ | ξ <
β〉.
(5) If η < α, then Pη,β is a regular suborder of Pα,β .
(6) If α is a limit ordinal, then Pα,0 is the finite support iteration of 〈Pη,0 | η <
α〉.
(7) If p ∈ Pκ,β, then there is γ < κ such that p ∈ Pγ,β.
(8) If f˙ is a Pκ,β-name for a real, then there is γ < κ such that f˙ is a Pγ,β-name.
In the above situation, given α ≤ κ, β ≤ λ, we denote by Vαβ the extension of
V by forcing with Pα,β .
We now define
(
〈Pα,β | α ≤ ω1, β ≤ ω2〉 , 〈Q˙α,β | α ≤ ω1, β < ω2〉
)
such that for
every α ≤ ω1 and β ≤ ω2 with the following properties:
(1) Pα0 = Hα.
(2) Let Aα = {Aξ | ξ < α} be the AD family added by Hα.
(3) For every β < ω2, there is a sequence 〈Uγβ | γ ≤ ω1〉 with the following
properties:
(a) Uγβ ∈ Vγβ and it is an ultrafilter in such model.
(b) For every γ < δ ≤ ω1 the following holds:
(i) Uγβ ⊆ Uδβ .
(ii) If L ⊆ M (Uγβ) is a maximal antichain with L ∈ Vγβ , then L is
also a maximal antichain of M(Uδβ).
(iii) If⋆
Vγβ ,V(γ+1)β
Aγ ,Aγ
, andH ⊆M
(
U(γ+1)β
)
is a (V(γ+1)β ,M
(
U(γ+1)β
)
)
-generic filter, then ⋆
Vγβ [H],V(γ+1)β [H]
Aγ ,Aγ
holds.
(4) If β < ω2, then Pα,β  “Q˙α,β = M˙ (Uαβ) ” and Pα,β+1 = Pα,β ∗ M˙ (Uαβ) .
(5) If β < ω2 and rβ is the (Vω1β ,M (Uω1β))-generic real, then rβ ∈ U0(β+1).
(6) If β < ω2 is a limit ordinal, then {rη | η < β} ⊆ U0β .
By the construction, it follows that {rβ | β < ω2} is a ⊆∗-decreasing sequence
(this is why point 6 makes sense). The main point is of course, that our(
〈Pα,β | α ≤ ω1, β ≤ ω2〉 , 〈Q˙α,β | α ≤ ω1, β < ω2〉
)
is a standard matrix iteration. This follows by the same arguments as in [3] or [5].
We leave the details to the reader.
We can now prove the following:
Theorem 3.7. There is a model of ZFC in which a = ω1 and there is an ultrafilter
W such that p (W) = c = ω2.
Proof. We start with a model V of the Continuum Hypothesis. Let G ⊆ Pω1,ω2
be a generic filter (where Pω1,ω2 is the forcing described above). We will show
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that V [G] is the model we are looking for. A straightforward argument shows that
V [G] |= c = ω2.
We argue in V [G] . Note that R = {rβ | β < ω2} is a decreasing tower, so it is
centered. Let W be the filter generated by R. It is easy to see that W is in fact an
ultrafilter (this is because rβ is a M (Uω1β)-generic real, for more details, the reader
may consult [3]). Furthermore, since W is generated by a tower of length ω2, it
follows that p (U) = ω2.
It remains to prove that a = ω1 holds in V [G] . This is the same argument as
the one used in section 4 of [5]. We include the argument for completeness. We
will prove that Aω1 = {Aα | α < ω2} is a MAD family in V [G] . We start with the
following:
Claim. Let α < ω1 and β ≤ ω2. Then ⋆
Vαβ ,V(α+1)β
Aα, Aα
holds.
Fix α < ω1, we prove the claim by induction on β. The case β = 0 follows by
Lemma 3.5. If the claim is true for β < ω2, then it is also true for β + 1 by point
3(b)iii in the definition of our iteration. Finally, let β be a limit ordinal and assume
that the lemma is true for every ordinal less than β. If β has uncountable cofinality,
then there is nothing to prove (note that if h : ω × [α]<ω −→ ω is in Vαβ , for
every F ∈ [α]<ω we can define hF : ω −→ ω given by hF (n) = h (n, F ) . For every
F ∈ [α]<ω , there is η < β such that hF ∈ Vαη). If β has countable cofinality, the
claim follows by the Lemma 12 point 1 of [5]). This proves the claim.
We will now prove the following:
Claim. Aω2 is a MAD family in V [G] .
LetX ∈ I (Aω2)
+ (in V [G]). Since Pω1,ω2 is a finite support iteration of the c.c.c.
partial orders 〈Pω1,β | β < ω2〉, there is β < ω2 such that X ∈ Vω1β . Furthermore,
since we are using a standard matrix iteration and X is a real, there is α < ω1 such
that X ∈ Vαβ . Since ⋆
Vαβ ,V(α+1)β
Aα, Aα
holds and X ∈ I (Aα)
+
, by Lemma 3.4, we have
that Aα ∩X is infinite. This finishes the proof. 
4. Non-pseudocompact MAD families
Here we prove that consistently there is a MAD family A of size < c such
that exp(A) is not pseudocompact. This, of course, also provides a model where
pseudocompact MAD families do not exist generically.
Our example will be a MAD family over the infinite countable set△ = {(m,n) ∈
ω × ω : n ≤ m}. The elements of A will consist of graphs of partial functions. The
result easily follows from the following:
Theorem 4.1. It is consistent with c > ω2 that there are MAD families on {Aα :
α < ω1} on ω, a MAD family A of size ω2 on △ consisting of partial functions
below the diagonal such that
(1) ∀s ∈ A ∃α < ω1 dom(s) ∈ Aα,
(2) s 6= t ∈ A ⇒ dom(s) 6= dom(t).
and for every family F of ω1-many partial functions below the diagonal there is a
total function below the diagonal almost disjoint from every element of F .
We shall postpone the proof of the theorem and first show that it suffices to
prove the desired result.
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Theorem 4.2. It is relatively consistent with ZFC that there is a MAD family A
of size < c such that exp(Ψ(A)) is not pseudocompact.
Proof. By Theorem 4.1, it is consistent that c > ω2 and that there exists A and
(Aα : α < ω1) as in the statement of the proposition. We show that exp(Ψ(A)) is
not pseudocompact.
Let F : ω → exp(Ψ(A)) be given by Fn = {(m,n) : m ≤ n}. We claim F has
no accumulation point in exp(Ψ(A)). Suppose L is such an accumulation point.
Then, since F is a sequence of pairwise disjoint finite subsets of △, L ⊆ A.
If |L| < ω2, there exists a total function below the diagonal f almost disjoint
from every element of L. Then L ∈ (Ψ(A)\cl f)+ but Fn /∈ (Ψ(A)\cl f)+ for every
n ∈ ω, a contradiction.
Now suppose |L| = ω2. There exists α < ω1 such that there exists two dis-
tinct s, t ∈ A such that dom s, dom t ∈ Aα. Since s, t are distinct, it follows that
dom(s) 6= dom(t), and since Aα is an almost disjoint family, dom s ∩ dom t ⊆ k for
some k ∈ ω. Then L ∈ ({s} ∪ {s \ {(m,n) : m ≤ n < k})− ∩ {t} ∪ {t \ {(m,n) :
m ≤ n < k})−, but no element of the sequence F is a member of the latter open
set. 
Let A be an AD family. For the reader’s convenience we repeat the definition of
the Mathias forcing M(A) associated with A is the set of all p = (sp, Fp) such that
(1) there is np ∈ ω such that sp : np −→ 2, and
(2) Fp ∈ [A]
<ω.
ordered by p = (sp, Fp) ≤ q = (sq, Fq) if
(1) sq ⊆ sp (hence nq ≤ np), Fq ⊆ Fp, and
(2) if B ∈ Fq, then B ∩ s−1p (1) ⊆ nq.
Given p = (sp, Fp) ∈ M (A) , we call sp the stem of p and Fp the side condition
of p. The length of p is len (p) = np. If G ⊆ M (A) is a generic filter, the generic
real of M (A) is defined as Agen =
⋃
{i | ∃ (s, F ) ∈ G (s (i) = 1)} . The following
lemma is well-known and easy to prove:
Lemma 4.3. Let A be an AD family, G ⊆ M (A) a generic filter and Agen the
generic real.
(1) Agen is an infinite subset of ω.
(2) Agen is almost disjoint with every element of A.
(3) For every X ∈ [ω]ω ∩ V, if X ∈ I (A)+ , then Agen ∩X is infinite.
By Fun (△) we denote the set of all functions f : ω −→ ω such that f ⊆ △.
Given X ∈ [ω]ω , define PFunX (△) as the set of all functions g such that there is
A ∈ [X ]ω for which g : A −→ ω and g ⊆ △. By PFun (△) we denote PFunω (△) .
Note that if f, g ∈ PFun (△) then f and g are almost disjoint if and only if the set
{n ∈ dom (f) ∩ dom (g) | f (n) = g (n)} is finite.
Definition 4.4. Define ie as the smallest size of a family F ⊆ PFun (△) such that
for every g ∈ Fun (△) there is f ∈ F such that |f ∩ g| = ω.
The cardinal invariant ie is closely related (though not equal) to the invariant
cov∗(EDfin) defined in [17]. If X ∈ [ω]ω and n ∈ ω, we let X(n) be the n-th element
of X , and X |n = {X(i) : i < n} is the set of the first n elements of X .
Definition 4.5. Let X ∈ [ω]ω and B ⊆ PFun (△) . Define the forcing E△ (B, X)
as the set of all p = (sp, np, Fp) with the following properties:
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(1) np ∈ ω, Fp ∈ [B]
<ω
.
(2) sp : X |np −→ ω and sp ⊆ △.
(3) 2 |Fp| ≤ np.
Let p = (sp, np, Fp) , q = (sq, nq, Fq) ∈ E△ (B) , we define p ≤ q if the following
conditions hold:
(1) nq ≤ np, Fq ⊆ Fp and sq ⊆ sp.
(2) If f ∈ Fq and i ∈ dom f ∩Xnq \Xnp , then sp (i) 6= f (i).
Given p = (sp, np, Fp) ∈ E△ (B, X) , we call sp the stem of p and Fp the side
condition of p. Define the length of p as len (p) = np. By E△ we will denote
E△ (Fun (△) , ω) . If G ⊆ E△ (B, X) is a generic filter, the generic real of E△ (B, X)
is defined as fgen =
⋃
{s | ∃ (s, n, F ) ∈ G} . The analogue of lemma 4.3 is the fol-
lowing:
Lemma 4.6. Let X ∈ [ω]ω, B ⊆ Fun (△) and fgen the generic real.
(1) fgen : X −→ ω and fgen ⊆ △.
(2) fgen is almost disjoint with every element of B.
(3) If g ∈ PFunX (△) ∩ V is such that g ∈ I (B)
+
(where I (B) is the ideal
generated by B), then fgen ∩ g is infinite.
Let P be a partial order. Recall that a set L ⊆ P is linked if every p, q ∈ L are
compatible. P is σ-linked if P is the union of countably many linked sets.
Lemma 4.7. Let X ∈ [ω]ω and B ⊆ Fun (△) .
(1) Let p = (sp, np, Fp) , q = (sq, nq, Fq) ∈ E△ (B, X) . If sp = sq (hence np =
nq), then p and q are compatible.
(2) E△ (B, X) is σ-linked.
(3) Let p = (sp, np, Fp) , q = (sq, nq, Fq) ∈ E△ (B, X) . If sp = sq and
4 |Fp| , 4 |Fq| ≤ np then r = (sp, np, Fp ∪ Fq) extends both p and q.
Proof. Let p = (sp, np, Fp) , q = (sq, nq, Fq) ∈ E△ (B, X) with s = sp = sq. We first
find t ⊆ △ with the following properties:
(1) s ⊆ t.
(2) For every f ∈ Fp ∪Fq and i ∈ dom (t) \ dom (s) , we have that t (i) 6= f (i) .
(3) |t| ≥ 2 |Fp ∪ Fq| .
We can find such t since 2 |Fp| , 2 |Fq| ≤ np. It follows that r = (t, Fp ∪ Fq) is an
extension of both p and q.
We can now prove that E△ (B, X) is σ-linked. For every n ∈ ω and s : X |n −→ ω
with s ⊆ △, define L (s, n) = {p = (sp, np, Fp) | sp = s} . Clearly each L (s, n) is
linked by the previous point and E△ (B, X) =
⋃
{L (s, n) : n ∈ ω, s ⊆ δ, s ∈ ωX|n}.
Point 3 follows by the definitions. 
The following result was inspired by Lemma 5.1 of A. Miller’s [21]:
Proposition 4.8. Let n ∈ ω, s : n −→ ω with s ⊆ △. Let D ⊆ E△ be an open
dense. There is an antichain Z ∈ [D]<ω such that for every p = (s, n, Fp) ∈ E△,
there is q ∈ Z such that p and q are compatible.
Proof. Let A = {rm | m ∈ ω} ⊆ D be a maximal antichain (note that A is countable
since E△ is σ-linked and therefore c.c.c.), let k = n2 in case n is even and k =
n−1
2
in case n is odd.
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Assume the proposition is false, so for everym ∈ ω, there is pm = (s, n, Fm) ∈ E△
such that pm ⊥ ri for each i ≤ m. We can assume that each Fm has size k, let
Fm = {fmi }i<k . We may view B = {Fm | m ∈ ω} as a subset of Fun (△)
k . Since
Fun (△)k is a compact space, we can find F = {gi}i<k an accumulation point of
B.
Let p = (s, n, F ) , since A is a maximal antichain, there is j ∈ ω such that p and
rj are compatible. Let q = (t, l, G) be a common extension of both of them. Since
F is an accumulation point of B, there is m > l, j such that fmi ↾ l = gi ↾ l for
every i < k. Let pm = (t, l, Fm) and note that pm ≤ pm. It follows that pm and q
are compatible, in particular, pm and q are compatible, which implies that pm and
rj are compatible, which is a contradiction. 
For the rest of the section, we fix sets {Dγ | γ ∈ ω1} , H, E and a function R
with the following properties:
(1) {H,E} ∪ {Dγ | γ ∈ ω1} is a partition of ω2.
(2) For every γ ∈ ω1, we have that |Dγ | = |H | = |E| = ω2.
(3) R :
⋃
γ∈ω1
Dγ −→ H is a bijective function such that α < R (α) for every
α ∈
⋃
γ∈ω1
Dγ .
We now define a finite support iteration 〈Pα, Q˙α | α ≤ ω2〉 as follows:
(1) If α ∈ E, then Pα  “Q˙α = E△”.
(2) For every γ ∈ ω1 and ξ ∈ Dγ , let A˙ξγ be a name for the (M(A
ξ
γ), Vξ)-generic
real (where Aξγ = {A˙
η
γ | η ∈ ξ ∩Dγ} and Vξ is the extension by Pξ).
(3) If α ∈ Dγ (with γ ∈ ω1), then Pα  “Q˙α =M(Aαγ )”.
(4) Given ξ ∈ H, let γ ∈ ω1 and β ∈ Dγ such that ξ = R (β) . let f˙ξ be a name
for the (E△
(
Bξ, Aβγ
)
, Vξ)-generic real (where Bξ = {f˙η | η ∈ ξ ∩H} ).
(5) If α ∈ H, with (R (β) = α and β ∈ Dγ) then Pα  “Q˙α = E△
(
Bα, Aβγ
)
”.
If p ∈ Pα and x˙ is a Pα-name for a condition of Q˙α, we denote by p⌢x˙ the
condition r ∈ Pα+1 such that r ↾ α = p and r (α) = x˙.
We will need to develop some combinatorial tools for our forcing in order to
prove the main result. Let α ≤ ω2, we say that a condition p ∈ Pα is pure if there
is n ∈ ω such that for every ξ ∈ dom (p) , the following holds:
(1) If ξ ∈ Dγ (for some γ ∈ ω1), then there is sξ ∈ 2n and Jξ ∈ [Dγ ∩ ξ]
<ω
such that p (ξ) = (sξ, {A˙
η
γ | η ∈ Jξ}).
(2) Furthermore, Jξ ⊆ dom (p) .
(3) If ξ ∈ H and β is such that R (β) = ξ, then β ∈ dom (p) .
(4) If ξ ∈ H, (let β such that R (β) = ξ), then there is zξ : s
−1
β (1) −→ ω with
zξ ⊆ △ and Jξ ∈ [H ∩ ξ]
<ω
such that p (ξ) = (zξ, n, {f˙η | η ∈ Jξ}) and
4 |Jξ| ≤ n (where sβ is defined as in point 1).
(5) Furthermore, Jξ ⊆ dom (p) .
(6) If ξ ∈ E, then there is mξ ∈ ω , zξ : mξ −→ ω with zξ ⊆ △ and J˙ such
that p (ξ) = (zξ,mξ, J˙) and there is kξ such that 4kξ ≤ mξ and Pξ-names
ρ0, . . . , ρk such that J˙ = {(ρ0,1Pξ), . . . , (ρkξ−1,1Pξ)}
Of course, by (., ., .) we are denoting a name for the triple. Given a pure condition
p and β ∈ dom p, we denote by len(p) the size of the first coordinate of p.
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In the above definition, recall that A˙ξγ is the name for the (M(A
ξ
γ), Vξ)-generic
real and f˙ξ is the name for the (E△ (Bξ) , Vξ)-generic real. An important difference
between point 4 and point 6 is that we may have mξ 6= n. We call n the height of
p. One of the purposes of pure conditions is to avoid (as much as possible) the use
of names and use real objects. We now have the following:
Lemma 4.9. Pure conditions are dense in Pα.
Proof. We prove the lemma by induction on α. The cases where α = 0 or α is limit
are straightforward, so we focus on the successor case. Assume the lemma is true
for α, we will prove it is also true for α + 1. Let p ∈ Pα+1, we may assume that
α ∈ dom (p) .
Case. α ∈ E.
First, we find p1 ≤ p ↾ α such that there are mα ∈ ω , zα : mα −→ ω
with zα ⊆ △ and L˙ such that p1  “p (α) = (zα,mα, L˙)”. By extending p and
p1, we may even assume that p1  “4
∣∣∣L˙∣∣∣ ≤ mα”. So we may find p2 ≤ p1,
kξ ≤
mξ
4 and names ρ0, . . . , ρkξ−1 such that p2  L˙ = {ρ0, . . . , ρkξ−1}. Let
J˙ = {(ρ0,1Pξ), . . . , (ρkξ−1,1Pξ)}. By the inductive hypothesis, let q ≤ p2 be a
pure condition. Define q ∈ Pα+1 such that the following holds:
(1) q ↾ α = q.
(2) q (α) = (zα,mα, J˙).
It is easy to see that q is a pure extension of p.
Case. α ∈ Dγ (for some γ ∈ ω1).
First, we find p1 ≤ p ↾ α such that there are m ∈ ω, s ∈ 2m and Jα ∈ [Dα ∩ α]
<ω
such that p1  “p (α) = (s, {A˙ηγ | η ∈ Jα})”, we may assume that Jα ⊆ dom (p1) .
By the inductive hypothesis, let q ≤ p1 be a pure condition, let n witnessing that
q is pure, without lost of generality, we may assume that m < n. Let sα ∈ 2n such
that sα ↾ m = s and sα (i) = 0 for every i ∈ [m,n). Define q ∈ Pα+1 such that the
following holds:
(1) q ↾ α = q.
(2) q (α) = (sα, {A˙ηγ | η ∈ Jα}).
It is easy to see that q is a pure extension of p.
Case. α ∈ H.
First, we find p1 ≤ p ↾ α such that there are m ∈ ω, zα : m −→ ω with zα ⊆ △
and Jα ∈ [H ∩ α]
<ω
such that p1  “p (α) = (zα,m, {f˙η | η ∈ Jα})”, we may also
assume that 4 |Jα| < m and that Jα ⊆ dom (p1) . By the inductive hypothesis, let
q ≤ p1 be a pure condition, let n witnessing that q is pure, without lost of generality,
we may assume that m < n and Jα ⊆ dom(q) . Let zα : n −→ ω such that zα ⊆ △,
zα ↾ m = s and zα (i) 6= zξ (i) for every i ∈ [m,n) and ξ ∈ Jα. Define q ∈ Pα+1
such that the following holds:
(1) q ↾ α = q.
(2) q (α) = (zα, n, {f˙η | η ∈ Jα}).
It is easy to see that q is a pure extension of p. 
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Lemma 4.10. Let α ≤ ω2, p ∈ Pα a pure condition and m ∈ ω. There is q ∈ Pα
with the following properties:
(1) q ≤ p.
(2) q is pure.
(3) If β ∈ dom (q) then m ≤ len (q (β)) .
Proof. We prove the lemma by induction on α. The cases where α = 0 or α is limit
are straightforward, so we focus on the successor case. Assume the lemma is true
for α, we will prove it is also true for α + 1. Let p ∈ Pα+1, we may assume that
α ∈ dom (p) .
Case. α ∈ E.
Suppose p (α) = (zα,mα, J˙). In case that m ≤ mα, we apply the inductive
hypothesis to p ↾ α and we are done. Assume that mα < m. By the inductive
hypothesis, we may find q ≤ p ↾ α such that the following holds:
(1) q is pure.
(2) If β ∈ dom (q) then q(β) ≥ m.
(3) For every j < kξ there is wj : m −→ ω such that q  “ρj ↾ m = wj”.
We now define s : m −→ ω, with s ⊆ △ such that zα ⊆ s and s (i) 6= wj (i) for
every i ∈ (mα,m] and j < n. It is clear that q⌢(s,m, J˙) has the desired properties.
Case. α ∈ Dγ (for some γ ∈ ω1).
Suppose p (α) = (sα, {A˙ηγ : η ∈ J˙α}) and n is such that sα : n −→ 2. By the
inductive hypothesis, we may find q ≤ p ↾ α such that the following holds:
(1) q is pure.
(2) If β ∈ dom (p) then q(β) ≥ max{m,n}.
Let k be the height of q.We now define z : k −→ 2 such that sα ⊆ z and z (i) = 0
for every i ∈ [n, k). It is clear that q⌢(z, J˙α) has the desired properties.
Case. α ∈ H.
Similar to the previous cases. 
Definition 4.11. Let α ≤ ω2 and p ∈ Pα a pure condition. We say that p has the
descending condition if for every β1, β2 ∈ dom (p)∩E, if β1 < β2, then len (p (β1)) ≥
len (p (β2)) .
Using the previous lemma and induction, we get the following:
Lemma 4.12. For every α ≤ ω2, pure conditions with the descending condition
are dense.
Proof. We prove the lemma by induction on α. The cases where α = 0 or α is limit
are straightforward, so we focus on the successor case. Assume the lemma is true
for α, we will prove it is also true for α+ 1. Let p ∈ Pα+1 be a pure condition, we
may assume that α ∈ dom(p) . In case α /∈ E, there is nothing to do, so assume
that α ∈ E.
Let p (α) =
(
s, n, J˙
)
, by the inductive hypothesis and Lemma 4.10, we can find
q ∈ Pα such that q ≤ p ↾ α, q is pure with the descending condition and all the
stems in q have size larger than n. It is clear that q⌢
(
s, n, J˙
)
is the condition we
are looking for. 
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Although pure conditions are the nicest to work with, we will need to deal with
non-pure conditions for some arguments. We will develop the tools needed in order
to do this. First, we will recall a well known forcing lemma that will be often used
implicitly (for a proof, see Lemma 1.19 in the first chapter of [24]):
Lemma 4.13. Let P be a partial order, A = {pα | α ∈ κ} ⊆ P a maximal antichain
and {x˙α | α ∈ κ} be a set of P-names. There is a P-name y˙ such that pα  “y˙ = x˙α”
for every α ∈ κ.
Let A ∈ [E]<ω and K : A −→ ω<ω. We will say that K is suitable if K (α) ⊆ △
for every α ∈ A. Let K : A −→ ω<ω be suitable. We say that q ∈ Pω2 follows K if
the following holds:
(1) A ⊆ dom (q) .
(2) If α ∈ A then q ↾ α  “q (α) =
(
K (α) , |K (α)| , F˙
)
” (for some F˙ ).
Definition 4.14. Let A ∈ [E]<ω and K : A −→ ω<ω be suitable. We say that
p ∈ Pα has the K-descending condition if the following holds:
(1) For every β1, β2 ∈ (dom (p) \A)∩E, if β1 < β2, then p ↾ β2  “len (p (β1)) ≥
len (p (β2)) ”.
(2) For every β1, β2 ∈ dom(p) ∩ H, if β1 < β2, then p ↾ β2  “len (p (β1)) ≥
len (p (β2)) ”.
(3) For every γ ∈ ω1 and for every β1, β2 ∈ dom (p) ∩ Dγ , if β1 < β2, then
p ↾ β2  “len (p (β1)) ≥ len (p (β2)) ”.
(4) If β = min (dom(p)) , then there is s ∈ ω<ω such that s is the stem of
p (β) (i.e., the stem of p (β) is a real object, not just a name) and for every
η ∈ dom (p) \A, we have that p ↾ η  “len (p (β)) ≥ len (p (η)) ”.
This new notion does not clash with our previous terminology, since pure condi-
tions with the descending condition (essentially) satisfy the ∅-descending condition.
We now introduce the following notions:
Definition 4.15. Let α ∈ ω2, A ∈ [E ∩ α]
<ω and K : A −→ ω<ω suitable.
(1) Let PKα be the set of all p ∈ Pα such that the following conditions hold:
(a) p follows K.
(b) p satisfies the K -descending condition.
(c) For every β ∈ dom(p) ∩ (H ∪E) , if p (β) =
(
s˙, m˙, F˙
)
, then p ↾ β 
“4
∣∣∣F˙ ∣∣∣ ≤ m˙”.
The following result is similar to Lemma 4.10:
Lemma 4.16. Let α ≤ ω2, A ∈ [E ∩ α]
<ω
, K : A −→ ω<ω suitable, p ∈ PKα and
m ∈ ω. There is q such that the following holds:
(1) q ∈ PKα .
(2) dom (q) = dom (p) .
(3) q ≤ p.
(4) If β ∈ A, then q (β) = p (β) .
(5) If β ∈ dom (q) \A then q ↾ β  len (q (β)) = max {m, len (p (β))} .
Proof. Note that the last point already implies that q satisfies the K-descending
condition. We proceed by induction, the cases α = 0 and α is limit are immediate.
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Assume the lemma is true for α, we will now prove it for α + 1. We may assume
that α ∈ dom (p) .
Case. α /∈ H ∪E.
Note that in particular, α /∈ A. Let p ↾ α  p (α) =
(
s˙, F˙
)
, by the inductive
hypothesis, there is q ≤ p ↾ α as in the lemma. Let k˙ be a Pα-name for a natural
number, such that q  “s˙ : k˙ −→ 2”. Let z˙ be a Pα-name such that q forces the
following:
(1) dom (z˙) = max{m, k˙}.
(2) s˙ ⊆ z˙.
(3) If i ∈ dom (z˙) \ dom (s˙) , then z˙ (i) = 0.
It is clear that q⌢(z˙, F˙ ) is the condition we were looking for.
Case. α ∈ H.
Let α ∈ H, γ ∈ ω1 and β ∈ Dγ such that R (β) = α. Let p ∈ PKα+1 with
α ∈ dom(p) . By the inductive hypothesis, we may assume that p ↾ α satisfy the
properties in the conclusion of the lemma. Let p ↾ α  p (α) = (s˙, k˙, F˙ ) and find
n˙ a Pα-name for max{k˙,m}. Let z˙ be a Pα-name for a partial function forced to
have the following properties:
(1) z˙ ⊆ △.
(2) s˙ ⊆ z˙.
(3) dom (z˙) = A˙βγ ∩ n˙
(4) for all i ∈ dom (z˙) , if i /∈ dom (s˙) , then z˙ (i) = min
{
j | ∀g ∈ F˙ (g (i) 6= j)
}
.
It is clear that p ↾ α⌢
(
z˙, n˙, F˙
)
has the desired properties.
Case. α ∈ E and α /∈ A.
Similar to the previous case.
Case. α ∈ E and α ∈ A.
Let A1 = A \ {α} and K1 = K ↾ A1. By the inductive hypothesis (applied to
p ↾ α and K1) let q ≤ p ↾ α as in the lemma. It is easy to see that q
⌢p (α) has the
desired properties. 
We will need the following result, which is the generalization of 4.8 for the
iteration:
Lemma 4.17. Let α ≤ ω2, D ⊆ Pα an open dense set, A ∈ [E ∩ α]
<ω and K :
A −→ ω<ω suitable. If p ∈ PKα , then there is q with the following properties:
(1) q ∈ PKα
(2) q ≤ p.
(3) If β ∈ A, then q (β) = p (β).
(4) There is L ∈ [D]<ω an antichain such that for every r ≤ q, if r follows K,
then r is compatible with an element of L.
Proof. We prove the lemma by induction on α. The case where α = 0 is clear. We
will now prove it for α+ 1.
Case. α /∈ A.
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Define D as the set of all q ∈ Pα for which there exists q ∈ Pα+1 with the
following properties:
(1) q ↾ α = q.
(2) q ∈ D.
(3) q  “q (α) ≤ p (α) ”.
(4) There is mq ∈ ω such that q  “len (q (α)) = mq”.
(5) In case α ∈ H ∪ E, if q  q (α) =
(
s˙,mq, F˙
)
, then q  “4
∣∣∣F˙ ∣∣∣ ≤ mq”.
It is easy to see thatD is an open dense subset of Pα. By the inductive hypothesis,
there is p ≤ p ↾ α as in the lemma, let L ∈
[
D
]<ω
an antichain such that for every
q ≤ p, if q follows K, then q is compatible with an element of L. Let L = {qi | i < k}
for some k ∈ ω. For every i < k, fix qi ∈ D as in the definition of D. Let β0 =
min (dom (p)) , we now find m ∈ ω such that m > len (p (β0)) as well as m > mqi
for every i < k. Since L is an antichain, we can find x˙ a Pα-name for an element of
Q˙α with the following properties:
(1) qi  “x˙ = qi (α) ” for every i < k.
(2) r  “x˙ = p (α) ” for every r incompatible with every qi.
We now apply lemma 4.16 to find p1 with the following properties:
(1) p1 ∈ PKα .
(2) p1 ≤ p.
(3) dom (p1) = dom (p) .
(4) If γ ∈ A, then p1(γ) = p¯(γ).
(5) If β ∈ dom (p1) \A, then p1 ↾ β  “len (p1 (β)) = max {m, len (p (β))} ”.
Let q = p1
⌢x˙. We claim that q has the desired properties. In order to prove
that q ∈ PKα+1, we only need to prove that q has the K-descending condition (the
other properties are true by definition). Note that p1 forces that the length of
the stem of x˙ is at most m (since p ∈ PKα+1, then len (p (α)) is forced to be at
most len (p (β0)) , which is smaller than m). Since the length of the stem in all
the elements of dom(p1) \ A is at least m, it follows that q has the K-descending
condition. Clearly q ≤ p and if β ∈ A, then q (β) = p (β) .
Finally, let L1 = {qi | i < k} ⊆ D and let r ≤ q be a condition following K. We
need to prove that r is compatible with an element of L1. Since r ↾ α ≤ q ↾ α and
it follows K, we know there is qi ∈ L such that r ↾ α and qi are compatible. We
claim that r and qi are compatible.
Let r1 ∈ Pα be a common extension of both r ↾ α and qi. Define r = r ⌢1 r (α) ,
we will prove that r extends both r and qi. Clearly r ≤ r and in order to show that
r ≤ qi, we only need to prove that r1  “r (α) ≤ qi (α) ”. Since r1 ≤ qi, we have
that r1  “x˙ = qi (α) ”. We also know that r ↾ α  “r (α) ≤ x˙”, we conclude that
r1  “r (α) ≤ qi (α) ” and we are done.
Case. α ∈ A (in particular, α ∈ E).
Let s = K (α) and n = |s| . In this way, we have that p ↾ α  “p (α) = (s, n, F˙ )”
for some F˙ . Let G ⊆ Pα be a generic filter with p ↾ α ∈ G. In V [G] , we define the
set D = {x˙ [G] | ∃q ≤ p ↾ α (q ∈ G ∧ q⌢x˙ ∈ D)}. It is easy to see that D is an open
dense subset of E△. By proposition 4.8, there is Z ∈
[
D
]<ω
an antichain such that
for every x = (s, n, J) ∈ E△, there is z ∈ Z such that x and z are compatible.
Back in V, define B as the set of all r ∈ Pα with the following properties:
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(1) Either r and p ↾ α are incompatible, or
(2) There are k ∈ ω and Y r = {x˙ri | i < k} such that r  “Z˙ = {x˙
r
i [G˙] | i < k}”
(3) r⌢x˙ri ∈ D for every i < k.
It is easy to see that B is an open dense subset of Pα. Let K1 = K ↾ α. We apply
the inductive hypothesis with p ↾ α, B and K1. In this way, there are q and L with
the following properties:
(1) q ≤ p ↾ α.
(2) q ∈ PK1α .
(3) If β ∈ A \ {α} , then q (β) = p (β).
(4) L ∈ [B]<ω is an antichain.
(5) For every q′ ≤ q, if q′ follows K1, then q1 is compatible with an element of
L.
We now define L1 = {r⌢x˙ri | r ∈ L∧ x˙
r
i ∈ Y
r}, note that L1 is a finite antichain
of D. Define q = q⌢p (α) , we claim that q and L1 have the desired properties.
Clearly q ∈ PKα+1. Now, let q1 ≤ q that follows K. Since q1 ↾ α ≤ q ↾ α = q
and q1 ↾ α follows K1, we know that there is r ∈ L compatible with q1 ↾ α. Let
q2 ≤ q1 ↾ α, r and note that q2  “Z˙ = {x˙ri [G˙] | i < k}”, hence (without lost of
generality), there is i such that q2 forces that q1 (α) and x˙
r
i are compatible (recall
that q1 (α) is forced to be of the form (s, n, J˙) since q1 follows K). It follows that
q1 and r
⌢x˙ri are compatible.
Finally, we consider the case when α is a limit ordinal and the proposition is
true for every β < α. This case is similar to the one where α /∈ A. We first find
β < α such that A, dom(p) ⊆ β. Define D as the set of all q ∈ Pβ such that there
is q ∈ Pα with the following properties:
(1) q ↾ β = q.
(2) q ∈ D.
(3) If ξ ∈ (dom(q) \ β) ∩ (H ∪ E) and q¯ ↾ ξ  q (ξ) = (z˙, m˙, J˙) then q ↾ ξ 
“4
∣∣∣J˙∣∣∣ ≤ m˙”.
(4) q ↾ [β, α) has the decreasing condition.
(5) There is nq such that for every ξ ∈ dom (q) \ β, the condition q ↾ ξ 
“len (q (ξ)) ≤ nq”.
It is easy to see that D is an open dense subset of Pβ (it is dense by Lemma
4.12). By the induction hypothesis, there are q ≤ p following K and an antichain
L = {qi | i < k} ⊆ D such that for every r ≤ q that follows K, r is compatible with
an element of L. For every i < k, choose qi ∈ D witnessing that qi ∈ D. Find n ∈ ω
such that n > nqi for every qi ∈ L. By Lemma 4.16, we may assume that all of the
stems in dom (q) \ A are forced to be larger than n. Let Bi = dom(qi) for every
i < k. We now define a condition q̂ ∈ Pα with the following properties:
(1) q̂ ↾ β = q.
(2) dom(q̂) = dom (q) ∪
⋃
i<k
Bi
(3) For every i < k and ξ ∈ Bi, we have that qi ↾ ξ  “q̂ (ξ) = qi (ξ) ”.
(4) For every i < k and ξ ∈ α such that ξ /∈ β ∪ Bi, we have that qi ↾ ξ 
“q̂ (ξ) = 1
Q˙ξ
” (where 1
Q˙ξ
is the name of the largest condition).
(5) If r ∈ Pβ is incompatible with every qi ∈ L and ξ ∈
⋃
i<k
Bi, then r ↾ ξ 
“q̂ (ξ) = 1
Q˙ξ
”
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Let L1 = {qi | i < k}, we will show that q̂ and L1 have the desired properties.
It is easy to see that q̂ ∈ PKα . Now, let r ≤ q̂ that follows K. Clearly, r ↾ β extends
q and follows K, so there is i < k such that qi is compatible with r. It is easy to
see that r is compatible with qi. 
We can now prove the following:
Proposition 4.18. There is a model of ZFC such that the following conditions
hold:
(1) c = ω3.
(2) ie = ω2.
(3) There are families {Aγ | γ ∈ ω1}, B = {fα | α ∈ ω2} such that the following
holds:
(a) Aγ ⊆ [ω]ω is a MAD family of size ω2 (for every γ ∈ ω1).
(b) B ⊆ PFun (△) is a MAD family.
(c) Let pi : PFun (△) −→ [ω]ω be the function defined by pi (f) = dom(f) .
We have that pi ↾ B : B −→
⋃
γ∈ω1
Aγ is bijective.
Proof. We start with a ground model such that V |= c = ω3 and we will force with
Pω2 . Let G ⊆ Pω2 be a generic filter. It is easy to see that V [G] |= c = ω3. For
every γ ∈ ω1, let Aγ =
{
Aαγ | α ∈ Dγ
}
. We have the following:
Claim. Let γ ∈ ω1.
(1) Aγ ⊆ [ω]ω is a MAD family of size ω2.
(2) For every X ∈ V [G] , if X ∈ I (Aγ)+ , then the set {α ∈ Dγ |
∣∣X ∩ Aαγ ∣∣ =
ω} has size ω2.
The claim follows easily by Lemma 4.3. A more interesting fact is the following:
Claim. V [G] |=
⋂
γ∈ω1
I (Aγ) = [ω]<ω.
The ideas for the proof the claim were inspired on the several “copying” argu-
ments used in the method of forcing with side conditions. The reader may consult
[25] and [26] to learn more about forcing with side conditions.
Let X˙ be a Pω2-name for an infinite subset of ω. Let M ∈ V be a countable
elementary submodel of H((2ω3)
+
) such that X˙,Pω2 ∈ M. Choose γ ∈ ω1 \M, we
will show that X˙ is forced to be in I (Aγ)+ . In fact, we will prove that X˙ will have
infinite intersection with every element of Aγ . Note that Dγ ∩M = ∅ since γ /∈M
(recall that {Dη | η ∈ ω1} ∈M since Pω2 ∈M).
Let ξ ∈ Dγ , k ∈ ω and p ∈ Pω2 (in general, p /∈M). We must find an extension
of p forcing that X˙ and Aξγ intersect beyond k. We may assume that ξ ∈ dom (p) ,
p is pure and has the descending condition. Let n be the height of p. We may
also assume that n > k. For technical reasons, assume that 0 ∈ dom (p) . Let
B = dom (p) ∩M and A = B ∩E. We now find K : A −→ ω<ω such that p follows
K. Note that p ∈ PKα . Let dom (p) = {α0, ..., αm} where αi < αj whenever i < j.
Claim. There is p ∈M ∩ Pω2 such that for every i ≤ m, the following holds:
(1) p is pure of height n.
(2) dom (p) = {δ0, ..., δm} (where δi < δj whenever i < j) and B ⊆ dom(p) .
(3) p ∈ PKω2 .
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(4) If αi ∈ B, then δi = αi.
(5) If αi /∈ B, then δi < αi.
(6) αi ∈ E if and only if δi ∈ E.
(7) αi ∈ H if and only if δi ∈ H.
(8) For every η ∈M ∩ ω1, if αi ∈ Dη then δi ∈ Dη.
(9) For every j ≤ m, if αi, αj ∈
⋃
η∈ω1
Dη then αi, αj are in the same element of
the partition if and only if δi, δj are in the same element of the partition.
(10) If αi ∈ H, then the following holds:
(a) If p (αi) =
(
sαi , n, {f˙µ : µ ∈ J
p
αi
}
)
, then p (δi) =
(
sαi , n, {f˙µ : µ ∈ J
p
δi
}
)
(i.e. the stem of p (αi) and p (δi) is the same).
(b) For every j < i, we have that αj ∈ Jpαi if and only if δj ∈ J
p
δi
.
(11) If αi ∈ Dη for some η < ω1, then the following holds:
(a) If p ↾ αi  “p (αi) =
(
sαi , {A˙
µ
η : µ ∈ J
p
αi
}
)
”, then p ↾ δi  “p (δi) =(
sαi , {A˙
µ
η : µ ∈ J
p
δi
}
)
” (i.e. the stem of p (αi) and p (δi) is the same).
(b) For every j < i, we have that αj ∈ Jpαi if and only if δj ∈ J
p
δi
(where
αi ∈ Dη and δi ∈ Dη′).
(12) If αi ∈ E, then the following holds:
(a) If p (αi) =
(
sαi ,mαi , J
p
αi
)
, then p (δi) =
(
sαimαi , J
p
δi
)
(i.e. the stems
of p (αi) and p (δi) are the same).
(b) If αi ∈ M, then there exists names τ0, . . . , τkαi−1 such that J
p¯
αi
=
{(τ0,1), . . . , (τkαi−1,1)} (recall that in this case, αi = δi).
The claim is almost an immediate consequence of the elementarity of M, point
5 is the only one that requires being slightly more careful. For every αi /∈ B, we
define the following:
(1) ξ0i = max (B) ∩ αi (this is well defined since 0 ∈ B).
(2) ξ1i = min (M ∩ (ω2 + 1) \ αi) .
Note that ξ0i , ξ
1
i ∈ M and ξ
0
i < αi < ξ
1
i . The claim then follows by applying
elementarity and requiring that ξ0i < δi < ξ
1
i . Since δi ∈M and is smaller that ξ
1
i ,
it follows that δi < αi.
Let p be as in the claim. We now define
D =
{
r ∈ Pω2 | ∃lr ∈ ω
(
r  “lr = min
(
X˙ \ n
)
”
)}
.
Clearly D ⊆ Pω2 is an open dense subset and D ∈ M. Since p ∈ P
K
ω2
, applying
Lemma 4.17, there is q ≤ p as in the lemma. We may even assume that q ∈ M.
Note that in general, q might not be pure (we could extend it to a pure condition,
but it might not follow K anymore). Let L ∈ [D]<ω such that for every r ≤ q,
if r follows K, then r is compatible with an element of L. Let Z = {lr | r ∈ L}
and note that Z ∩ n = ∅. It is clear that if r ∈ L, then r  “Z ∩ X˙ 6= ∅”. Let
n1 = max (Z) + 1.
We now define the condition pZ with the following properties:
(1) dom (pZ) = dom (p) .
(2) For every η ∈ dom (pZ) , the following holds:
(a) If η /∈ Dγ , then pZ (η) = p (η) .
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(b) Let η ∈ Dγ with η 6= ξ. If p (η) =
(
spη, {A˙
µ
γ : µ ∈ J
p
η}
)
define spZη :
n1 −→ 2 such that spη ⊆ s
pZ
η and s
pZ
η (i) = 0 for every i ∈ [n, n1). Let
pZ (η) =
(
spZη , {A˙
µ
γ : µ ∈ J
p
η}
)
.
(c) If p (ξ) =
(
spξ , {A˙
µ
γ : µ ∈ J
p
ξ }
)
define spZξ : n1 −→ 2 such that s
p
ξ ⊆ s
pZ
ξ
and spZξ (i) = 1 for every i ∈ [n, n1). Let pZ (ξ) =
(
spZξ , {A˙
µ
γ : µ ∈ J
p
ξ }
)
.
Note that pZ  “Z ⊆ Aξγ”. Since J
p
ξ ⊆ dom(p ↾ ξ), it is follows from (b) that
pZ ≤ p. We now define the condition r as follows:
(1) dom (r) = dom (pZ) ∪ dom(q) .
(2) If η ∈ dom (q) \ dom(pZ) , then r (η) = q (η) .
(3) Let η ∈ dom(pZ) , so η = αi for some i ≤ m. We have the following:
(a) Assume αi ∈ Dγ′ with γ
′ /∈M (so η /∈ dom(q)), define r (αi) = pZ (αi)
(note that this will be the case when γ′ = γ).
(b) Assume αi ∈ Dγ′ with γ′ ∈ M . Let pZ (αi) =
(
spZαi , {A˙
µ
γ′ : µ ∈ J
pZ
αi
}
)
and q ↾ δi  q (δi) =
(
t˙qδi , {A˙
µ
γ′ : µ ∈ J˙
q
δi
}
)
(since q is not pure, t˙qδi
and J˙qδi might be names and not actual objects). Define r (αi) =(
t˙qδi , {A˙
µ
γ′ : µ ∈ J
pZ
αi
∪ J˙qδi}
)
. In here, note that t˙qδi is a Pδi -name, since
δi ≤ αi it is also a Pαi -name, so the definition at least makes sense.
(c) Assume αi ∈ H . Let pZ (αi) =
(
spZαi , n, {f˙µ : µ ∈ J
pZ
αi
}
)
, q (δi) =(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
}
)
, and r (αi) =
(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
∪ JpZαi }
)
.
(d) Assume αi ∈ E and αi /∈ dom (q) . Define r (αi) = pZ (αi) .
(e) Assume αi ∈ E and αi ∈ dom(q) (so δi = αi and αi ∈ A). Let
pZ (αi) =
(
spZαi , n, J˙
pZ
αi
)
and note that in here we have that q (δi) =(
spZαi , n, J˙
q
δi
)
(this is because αi ∈ A, so q (δi) = p (δi)). Define r (δi) =(
spZαi , n, J˙
q
δi
∪ J˙pZαi
)
.
It might not be immediately obvious that r is a condition, since the “size re-
quirement” may fail in the coordinates of E or H. We will show that this is not the
case.
Claim. Let η ∈ dom(r) .
(1) r ↾ η ∈ Pη.
(2) r ↾ η  “r (η) ∈ Q˙η”.
(3) r ↾ η ≤ q ↾ η.
(4) r ↾ η  “r (η) ≤ q (η) ”.
We will prove the claim. Note that points 3 and 4 are trivial once we know that
r ↾ η is a condition. We proceed by induction, it is enough to show that if r ↾ η ∈ Pη
and r ↾ η ≤ q ↾ η, then r ↾ η  “r (η) ∈ Q˙η”. Furthermore, this is clear whenever
η ∈ dom (q)\dom(pZ) , η /∈ H ∪E or η ∈ E \dom(q) . We focus on the other cases.
From now on, η ∈ dom(pZ) , so we may assume that η = αi for some i ≤ m.
Case. αi ∈ H.
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In here, pZ (αi) =
(
spαi , n, {f˙µ : µ ∈ J
p
αi
}
)
, q (δi) =
(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
}
)
,
and r (αi) =
(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
∪ Jpαi}
)
. As p (δi) =
(
spαi , n, {f˙µ : µ ∈ J
p¯
δi
}
)
and since q ≤ p, we get that q ↾ δi  “n ≤ m˙
q
δi
”. Furthermore, q ↾ δi 
“4
∣∣∣J˙qδi
∣∣∣ ≤ m˙qδi”. We also know that 4
∣∣Jpαi ∣∣ ≤ n, (since p is pure), hence q ↾
δi Pδi “4
∣∣∣J˙qδi
∣∣∣ , 4 ∣∣JpZαi ∣∣ ≤ m˙qδi”. Since r ↾ αi ≤ r ↾ δi ≤ q ↾ δi, Pδi is completely
embedded into Pαi and the formula is absolute for transitive models of ZFC, we
get that r ↾ αi Pαi “4
∣∣∣J˙qδi
∣∣∣ , 4 ∣∣JpZαi ∣∣ ≤ m˙qδi”, so r (α) is forced to be a condition by
Lemma 4.7.
Case. αi ∈ dom q ∩ E.
In here, pZ (αi) =
(
spαi ,mαi , J˙
p
αi
)
, q (αi) = p(αi) =
(
spαi ,mαi , J˙
q
αi
)
and r(αi) =(
spαi ,mαi , J˙
q
αi
∪ J˙pαi
)
. Clearly, r ↾ αi  4
∣∣∣J˙qαi
∣∣∣ , 4 ∣∣∣J˙pαi
∣∣∣ ≤ mα since any condition
forces this statement, so r (α) is forced to be a condition by Lemma 4.7.
We now know that r is indeed a condition and that r ≤ q. Note that r follows
K.
We will now prove that r ≤ pZ . Let αi ∈ dom(pZ) , assume that we know that
r ↾ αi ≤ pZ ↾ αi, we will prove that r ↾ αi  “r (αi) < pZ (αi) ”. We proceed by
cases:
Claim. r ≤ pZ .
Case. αi ∈ Dγ′ with γ′ /∈M.
This case is immediate by the definition.
Case. αi ∈ Dγ′ with γ′ ∈M and αi ∈ dom(q) (hence δi = αi).
In here, we have that
pZ (αi) =
(
spZαi , {A˙
µ
γ′ : µ ∈ J
pZ
αi
}
)
, q (αi) =
(
t˙qαi , {A˙
µ
γ′ : µ ∈ J˙
q
αi
}
)
and r (αi) =
(
t˙qαi , {A˙
µ
γ′ : µ ∈ J
pZ
αi
∪ J˙qαi}
)
. Since r ≤ q, we have that r ≤ p, so
r ↾ αi  “s
pZ
αi
⊆ t˙qαi” (in this case, s
p¯
αi
= spαi = s
pZ
αi
).
Now, let αj ∈ JpZαi (recall that the stem of r (αj) is t˙
q
αj
). We need to prove that
r ↾ αi  “
(
t˙qαi
)−1
(1)∩A
αj
γ′ ⊆ n”. Let m˙αi , m˙αj such that q ↾ αi  “t˙
q
αi
: m˙αi −→ 2”
and q ↾ αj  “t˙
q
αj
: m˙αj −→ 2”. Since q satisfies the K-descending condition, we
know that q ↾ αi  “m˙αj ≥ m˙αi”. Since q ↾ αj  “A
αj
γ′ ∩ m˙αj =
(
t˙qαj
)−1
(1) ”, we
get that q ↾ αi  “A
αj
γ′ ∩ m˙αi =
(
t˙qαj
)−1
(1) ∩ m˙αi”. Since r ≤ p, we know that
r  “Aαiγ′ ∩A
αj
γ′ ⊆ n”. In particular, t˙
q
αi
is forced to be disjoint with A˙
αj
γ′ \n, so we get
that r  “
(
t˙qαi
)−1
(1) ∩
(
t˙qαj
)−1
(1) ⊆ n”, hence r ↾ αi  “
(
t˙qαi
)−1
(1) ∩ A
αj
γ′ ⊆ n”,
which is what we wanted to prove.
Case. αi ∈ Dγ′ with γ
′ ∈M and αi /∈ dom(q) (so δi < αi).
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In here, we have that pZ (αi) =
(
spZαi , {A˙
µ
γ : µ ∈ J
pZ
αi
}
)
, q (δi) =
(
t˙qδi , {A
µ
γ′ : µ ∈ J˙
q
δi
}
)
and r (αi) =
(
t˙qδi , {A
µ
γ′ : µ ∈ J˙
q
δi
∪ Jpzαi }
)
. Since r ≤ q, we have that r ≤ p, so
r ↾ δi  “s
pZ
αi
⊆ t˙qδi” (recall that s
pZ
αi
is the stem of p (δi)).
Now, let αj ∈ JpZαi (recall that the stem of r (αj) is t˙
q
δj
). We need to prove that
r ↾ αi  “
(
t˙qδi
)−1
(1) ∩ A
αj
γ′ ⊆ n”. Let m˙δi , m˙δj such that q ↾ δi  “t˙
q
δi
: m˙δi −→ 2”
and q ↾ δj  “t˙
q
δj
: m˙δj −→ 2”. Since q satisfies the K-descending condition, we
know that q ↾ δi  “m˙δj ≥ m˙δi”. Since q ↾ δj  “A
δj
γ′ ∩ m˙δj =
(
t˙qδj
)−1
(1) ”,
we get that q ↾ δi  “A
δj
γ′ ∩ m˙δi =
(
t˙qδj
)−1
(1) ∩ m˙δi”. Since r ≤ p, we know that
r  “Aδiγ′ ∩A
δj
γ′ ⊆ n”. In particular, t˙
q
δi
is forced to be disjoint with A˙
δj
γ′ \n, so we get
that r  “
(
t˙qαi
)−1
(1) ∩
(
t˙qδj
)−1
(1) ⊆ n”, hence r ↾ αi  “
(
t˙qδi
)−1
(1) ∩ A
αj
γ′ ⊆ n”,
which is what we wanted to prove.
Case. αi ∈ H and αi ∈ dom(q) (so αi = δi).
In here, we have that pZ (αi) =
(
spZαi , n, {f˙µ : µ ∈ J
pZ
αi
}
)
, q (δi) =
(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
}
)
and r (αi) =
(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
∪ JpZαi }
)
. Since r ≤ q, we have that r ≤ p, so
r ↾ αi  “s
pZ
αi
⊆ t˙qδi”.
Now, let αj ∈ JpZαi (recall that the stem of r (αj) is t˙
q
δj
). We need to prove that
r ↾ αi  “t˙
q
δi
∩ f˙αj ⊆ n× n”. Since q satisfies the K-descending condition, we know
that q ↾ δi  “m˙δj ≥ m˙δi”. Since q ↾ αj  “f˙αj ↾ m˙δj = t˙
q
δj
”, we get that q ↾ δi 
“f˙αj ↾ m˙δi = t˙
q
δj
”. Since r ≤ p, we know that r  “f˙αi ∩ f˙δj ⊆ n×n”. In particular,
t˙qδi is forced to be disjoint with f˙αj above n, so we get that r  “t˙
q
δi
∩ t˙qδj ⊆ n× n”,
hence r ↾ αi  “t˙
q
δi
∩ f˙αj ⊆ n× n”, which is what we wanted to prove.
Case. αi ∈ H and αi /∈ dom(q) (so δi < αi).
In here, we have that pZ (αi) =
(
spZαi , n, {f˙µ : µ ∈ J
pZ
αi
}
)
, q (δi) =
(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
}
)
and r (αi) =
(
t˙qδi , m˙
q
δi
, {f˙µ : µ ∈ J˙
q
δi
∪ JpZαi }
)
. Since r ≤ q, we have that r ≤ p, so
r ↾ δi  “s
pZ
αi
⊆ t˙qδi” (recall that s
pZ
αi
is the stem of p (δi)).
Now, let αj ∈ JpZαi (recall that the stem of r (αj) is t˙
q
δj
). We need to prove that
r ↾ αi  “t˙
q
αi
∩ f˙αj ⊆ n × n”. Since q satisfies the descending condition, we know
that q ↾ δi  “m˙δj ≥ m˙δi”. Since q ↾ αj  “f˙αj ↾ m˙δj = t˙
q
δj
”, we get that q ↾ αi 
“f˙αj ↾ m˙δi = t˙
q
δj
”. Since r ≤ p, we know that r  “f˙αi ∩ f˙δj ⊆ n×n”. In particular,
t˙qδi is forced to be disjoint with f˙αj above n, so we get that r  “t˙
q
δi
∩ t˙qδj ⊆ n× n”,
hence r ↾ αi  “t˙
q
δi
∩ f˙αj ⊆ n× n”, which is what we wanted to prove.
Case. αi ∈ E and αi /∈ dom (q) .
This case is immediate by the definition.
Case. αi ∈ E and αi ∈ dom (q) (so δi = αi and αi ∈ A).
This case is immediate by the definition.
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After all the cases, we can finally conclude that r ≤ q, pZ . Since r follows K
and r ≤ q, there is r′ ∈ L such that r′ and r are compatible. Let r be a common
extension. We now have the following:
(1) r  “X˙ ∩ Z 6= ∅”.
(2) r  “Z ⊆ A˙ξγ” (since r ≤ pZ).
Hence r  “A˙ξγ ∩ X˙ * k”, which is what we wanted to prove. We conclude that
V [G] |=
⋂
γ∈ω1
I (Aγ) = [ω]<ω.
Let B = {fα | α ∈ H} , we now have the following:
Claim. B is a MAD family of size ω2.
It is easy to see that B is an almost disjoint family of size ω2, it remains to prove
that it is maximal. Let h ∈ PFun (△) and A = dom(h) . By the last claim, there is
γ ∈ ω1 such that A ∈ I (Aγ)
+ . In this way, we can find β ∈ Dγ such that C = A∩Aβγ
is infinite and h ∈ V [Gβ ] , define h1 = h ↾ C and note that h1 ∈ V [Gβ+1] . Let
α = R (β) (so β < α). First consider the case where h1 ∈ I (Bα) . In this way,
there are α1, ..., αn ∈ H such that h1 ⊆ fα1 ∪ ... ∪ fαn , so clearly h1 has infinite
intersection with an fαi . In case h1 ∈ I (Bα)
+
, we will have that fα ∩h1 is infinite
by 4.6.
Finally, we will prove the following:
Claim. ie = ω2.
On one hand, since B is MAD, we get that ie ≤ ω2. On the other hand, since we
are forcing with E△ cofinally many times, we get that ω2 ≤ ie. We conclude that
ie = ω2 holds in our model. 
References
[1] Bohuslav Balcar, Jan Pelant, and Petr Simon. The space of ultrafilters on N covered by
nowhere dense sets. Fundamenta Mathematicae, 110:11–24, 1980.
[2] Andreas Blass. Combinatorial cardinal characteristics of the continuum. In M. Foreman and
A. Kanamori, editors, Handbook of Set Theory, pages 395–489. Springer Netherlands, 2009.
[3] Andreas Blass and Saharon Shelah. Ultrafilters with small generating sets. Israel J. Math.,
65(3):259–271, 1989.
[4] Jo¨rg Brendle. Van Douwen’s diagram for dense sets of rationals. Ann. Pure Appl. Logic,
143(1-3):54–69, 2006.
[5] Jo¨rg Brendle and Vera Fischer. Mad families, splitting families and large continuum. J. Sym-
bolic Logic, 76(1):198–208, 2011.
[6] Jo¨rg Brendle and Saharon Shelah. Ultrafilters on ω -their ideals and their cardinal character-
istics. Transactions of the American Mathematical Society, 351(7):2643–2674, 1999.
[7] Jiling Cao, Tsugunori Nogura, and A.H. Tomita. Countable compactness of hyperspaces and
Ginsburg’s questions. Topology and its Applications, 144(1):133 – 145, 2004.
[8] Alan Dow and Saharon Shelah. On the cofinality of the splitting number. Indag. Math. (N.S.),
29(1):382–395, 2018.
[9] Alan Dow and Saharon Shelah. Pseudo P-points and splitting number. Arch. Math. Logic,
58(7-8):1005–1027, 2019.
[10] Ilijas Farah. OCA and towers in P(N)/fin. Comment. Math. Univ. Carolin., 37(4):861–866,
1996.
[11] Vera Fischer, Sy D. Friedman, Diego A. Mej´ıa, and Diana C. Montoya. Coherent systems of
finite support iterations. J. Symb. Log., 83(1):208–236, 2018.
[12] Vera Fischer and Diego Alejandro Mejia. Splitting, bounding, and almost disjointness can be
quite different. Canad. J. Math., 69(3):502–531, 2017.
[13] John Ginsburg. Some results on the countable compactness and pseudocompactness of hy-
perspaces. Canadian Journal of Mathematics, 27(6):1392–1399, 1975.
MAD FAMILIES AND PSEUDOCOMPACTNESS 25
[14] Osvaldo Guzma´n-Gonza´lez, Michael Hrusˇa´k, Carlos Azarel Mart´ınez-Ranero, and Ulises Ariet
Ramos-Garc´ıa. Generic existence of MAD families. J. Symb. Log., 82(1):303–316, 2017.
[15] Stephen H. Hechler. Short complete nested sequences in βN\N and small maximal almost-
disjoint families. General Topology and Appl., 2:139–149, 1972.
[16] Michael Hrusˇa´k, Fernando Herna´ndez-Herna´ndez, and Iva´n Mart´ınez-Ruiz. Pseudocompact-
ness of hyperspaces. Topology and its Applications, 154(17):3048 – 3055, 2007.
[17] Michael Hrusˇa´k, David Meza-Alca´ntara, and Hiroaki Minami. Pair-splitting, pair-reaping and
cardinal invariants of Fσ-ideals. J. Symbolic Logic, 75(2):661–677, 06 2010.
[18] A. R. D. Mathias. Happy families. Ann. Math. Logic, 12(1):59–111, 1977.
[19] Diego A. Mej´ıa. Matrix iterations with vertical support restrictions. In Proceedings of the
14th and 15th Asian Logic Conferences, pages 213–248. World Sci. Publ., Hackensack, NJ,
2019.
[20] Diego Alejandro Mej´ıa. Matrix iterations and Cichon’s diagram. Arch. Math. Logic, 52(3-
4):261–278, 2013.
[21] Arnold W. Miller. Some properties of measure and category. Trans. Amer. Math. Soc.,
266(1):93–114, 1981.
[22] Y.F. Ortiz-Castillo, V.O. Rodrigues, and A.H. Tomita. Small cardinals and the pseudocom-
pactness of hyperspaces of subspaces of βω. Topology and its Applications, 246:9 – 21, 2018.
[23] V.O. Rodrigues and A.H. Tomita. Small MAD families whose Isbell-Mro´wka space has pseu-
docompact hyperspace. Fund. Math., 247:99–108, 2019.
[24] S. Shelah. Proper and Improper Forcing. Perspectives in Logic. Cambridge University Press,
2017.
[25] Stevo Todorcˇevic´. Partition problems in topology, volume 84 of Contemporary Mathematics.
American Mathematical Society, Providence, RI, 1989.
[26] Stevo Todorcevic. Notes on forcing axioms, volume 26 of Lecture Notes Series. Institute for
Mathematical Sciences. National University of Singapore. World Scientific Publishing Co.
Pte. Ltd., Hackensack, NJ, 2014. Edited and with a foreword by Chitat Chong, Qi Feng, Yue
Yang, Theodore A. Slaman and W. Hugh Woodin.
Centro de Ciencias Matema´ticas, Universidad Nacional Auto´noma de Me´xico, Campus
Morelia, Morelia, Michoaca´n, Me´xico 58089
E-mail address: oguzman@matmor.unam.mx
Centro de Ciencias Matema´ticas, Universidad Nacional Auto´noma de Me´xico, Campus
Morelia, Morelia, Michoaca´n, Me´xico 58089
E-mail address: michael@matmor.unam.mx
URL: http://www.matmor.unam.mx/~michael
Institute of Mathematics and Statistics, University of Sa˜o Paulo, Rua do Mata˜o,
1010, Sa˜o Paulo, Brazil
E-mail address: vinior@ime.usp.br
Department of Mathematics, University of Toronto, Toronto, Ontario M5S 2E4,
Canada
E-mail address: stevo@math.utoronto.ca
Institute of Mathematics and Statistics, University of Sa˜o Paulo, Rua do Mata˜o,
1010, Sa˜o Paulo, Brazil
E-mail address: tomita@ime.usp.br
