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We present a consistent theory of classical gravity coupled to quantum field theory. The dynamics
is linear in the density matrix, completely positive and trace-preserving, and reduces to Einstein’s
equations in the classical limit. The constraints of general relativity are imposed as a symmetry on
the equations of motion. The assumption that gravity is classical necessarily modifies the dynamical
laws of quantum mechanics – the theory must be fundamentally stochastic involving finite sized and
probabilistic jumps in space-time and in the quantum field. Nonetheless the quantum state of the
system can remain pure conditioned on the classical degrees of freedom. The measurement postulate
of quantum mechanics is not needed since the interaction of the quantum degrees of freedom with
classical space-time necessarily causes collapse of the wave-function. More generally, we derive
a form of classical-quantum dynamics using a non-commuting divergence which has as its limit
deterministic classical Hamiltonian evolution, and which doesn’t suffer from the pathologies of the
semi-classical theory.
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2I. SHOULD WE QUANTISE GAVITY?
The two pillars of modern theoretical physics are general relativity, which holds that gravity is the bending of
space-time by matter, and quantum field theory, which describes the matter which live in that space-time. Yet they
are fundamentally inconsistent. Einstein’s equations for gravity
Gµν
?
=
8piG
c4
Tµν (1)
has a left hand side which encodes the space-time degrees of freedom via the Einstein tensor and is treated classically,
while on the right hand side1 sits the energy-momentum tensor encoding the matter degrees of freedom which we now
know must be an operator according to quantum theory. The widespread belief is that this should be remedied by
finding a quantum theory of gravity so that the left hand side of Equation (1) is also an operator. Yet, with string
theory turning 50[1], and loop quantum gravity in it’s mid 30’s[2, 3], a theory of quantum gravity feels as distant as
ever.
Another possibility is that gravity should still be treated classically, but that Einstein’s equation should be modified.
There is some sense to this. Space-time, though dynamical, can be understood as describing relationships between
matter rather than being a form of matter. There are also a number of conceptual issues around what it means to
quantise causal structure, given that this structure seems a priori necessary for our current understanding of physics.
The symmetry of space-time, diffeomorphism invariance, is different to local gauge transformations[4], and there
are even some experimental hints pointing towards the absence of the graviton[5, 6]. However, treating space-time
as classical requires one to navigate a number of no-go theorems as well as technical and conceptual difficulties[7–
17]. A recent no-go theorem[17] holds not only for coupling classical mechanics with quantum theory, but also
with modifications to quantum-mechanics, so called post-quantum theories which alter the quantum state space or
dynamics. However, this no-go theorem, as well as those cited above, do not apply to the post-quantum theory
considered here2.
One approach to describe gravity classically, is to take the expectation value of the right hand side of Equation (1),
leading to the semi-classical Einstein’s[19, 20] equations
Gµν
?
=
8piG
c4
〈Tµν〉 (2)
This equation is often used to understand the backreaction on space-time due to quantum matter, but it is only valid
when fluctuations are small. Treating it as fundamental leads to pathalogical behaviour. If a heavy object is in a
statistical mixture of being in two locations (as depicted in Figure 1), a test mass will fall towards the point between
the two locations and the object itself will be attracted to the place where it might have been. This has been ruled
out experimentally, in one of the most sublime examples of trolling ever published in PRL[21].
FIG. 1. On the left hand side, the gravitational field become correlated with the quantum system, a planet in a statistical
mixture of being in two possible locations (“L” and “R”), and a test particle falls towards the planet. If one treats the semi-
classical Einstein’s equations as fundamental, the test particle falls down the middle which is indeed the average trajectory of
its path in the left hand panel. The planets are also attracted towards the place they might have been. The systems in the
linear theory considered here exhibit the behaviour depicted in the left hand panel.
The failure of the semi-classical Einstein’s equation, has generally been viewed as a reason we must quantise
gravity[22, 23]. However, one sees the same apparent paradox in a fully quantum theory of two systems. Take for
1 In the proceeding sections we will use units where ~ = c = 16piG = 1
2 For a discussion of post-quantum theories in the context of gravity, see for example [18] which considers modifications of the state space.
3example the interaction Hamiltonian HMG = HM ⊗HG, and the G system in a state with density matrix σG. Then
Heisenberg’s equation of motion for the M system, after tracing out the G system give
∂σM
∂t
= −i[σM , HM ]⊗ 〈HG〉 (3)
The state of the system M also appears to be coupled to an expectation value. By tracing out the G system, we have
lost view of the fact that the M system will get correlated with it. While this in no way suggests the semi-classical
Einstein’s equation are correct even on average, it removes a widely held objection to theories which treat gravity
classically. The theory presented here doesn’t suffer the pathologies of the semi-classical theory, because the equations
of motion are linear in the density matrix, just like quantum mechanics and the classical Liouville equation.
A second widely held belief is that a classical theory of gravity is incompatible with superpositions and the uncer-
tainty relation3 as depicted in Figure 2. If the gravitational field produced by a particle is classical, the gravitational
waves it produces can be measured to sufficiently high precision to determine the particles position and momentum.
This would either prevent particles from being in superposition or would violate the uncertainty principle. However, if
the coupling between the quantum and classical degrees of freedom is stochastic, then measuring the classical degrees
of freedom will not necessarily determine the particle’s quantum state to arbitrary precision. This could be because
the information one gains is noisy, or because the gravitational field reacts at random times4.
FIG. 2. Consider a variation of the gedankenexperiment proposed by Bohr in which a massive particle travels through two slits
as a plane wave. Quantum theory predicts an interference pattern on the screen behind the slits which enables a determination
of the particle’s momentum. The particle will also emit gravity waves and photons via the Bremsstrahlung process as it goes
through the slits. The state of the electromagnetic field will be different depending on which slit the particle goes through, but
the two states of the field, though slightly different, need not be orthogonal. The quantum nature of the electromagnetic field
prevents an experimenter from distinguishing these two non-orthogonal states and while the electromagnetic interaction might
lead to some decoherence of the particle, if the interaction is small enough the interference pattern remains. On the other
hand, if the gravitational field is classical and the interaction deterministic, then measuring the gravity waves will unambiguisly
determine which path the particle went through, and we will never get interference fringes (or the uncertainty principle will
be violated). Note that even if the gravity waves are difficult to measure[28] it is impossible to write down a pure quantum
state which is correlated with the gravitational field. Since the theory presented here modifies quantum theory so that the
interaction is stochastic, the gravitational field need not become unambiguously correlated with the particle’s path.
A theory of gravity which couples stochastically5 to matter is particularly compelling in light of the black hole
information problem[30–32], and it’s sharper version, the AMPS ”paradox” [33, 34]. Since deterministic theories
appear to require a breakdown of gravity at low energies6, serious consideration to non-deterministic theories should
be given[37]. However theories with information destruction face the imposing obstacles of violations of locality or
energy conservation[38, 39], or result in false decoherence which simply corresponds to unknown coupling constants[40].
There are a few attempts to work around this. Unruh and Wald proposed that if the information destruction was
at sufficiently high energy, then violations in momentum and energy conservation would also be at high energy, and
hence, not observable in the lab[41]. Models which are local, yet violate cluster-decomposition were proposed in [42],
and ones which have only mild violations of energy conservation at the expense of some non-locality were proposed
in [43]. However, none of these attempts have been theories of gravity, and once the back-reaction to space-time is
considered, and the constraints of general relativity taken into account, we will find the situation significantly different.
We shall return to this point in the Discussion section, where we will argue that the obstruction due to Banks, Peskin
and Susskind is connected to the cosmological constant problem.
3 This argument is usually attributed to Bohr in relation to the quantization of the electromagnetic field, but see also [10, 24–26]. The
argument in [10] additionally contain a claim concerning superluminal signalling which is addressed in [27].
4 A similar refutation was independently reached by David Poulin (private communication).
5 Although there is some similarity in language, the theory introduced here is not related to the theory which goes by the name of
Stochastic Gravity[29]. There, noise is added on top of the semi-classical Einstein’s equations. However is unclear how adding noise
makes Equation (2) any less problematic from the point of view of the issues reviewed in Figure 1.
6 For a strong case for non-unitarity, see for example[35, 36].
4An early attempt to couple classical gravity to quantum mechanics was made in [44] using the Aleksandrov
bracket[45]
∂σ
∂t
?
= −i[H, σ] + 1
2
(
{H, σ}PB − {σ,H}PB
)
(4)
However, the dynamics it generates leads to negative probabilities[44, 46]. Unless we are prepared to modify the Born
rule, or equivalently, our interpretation of the density matrix, any dynamics must preserve the trace (to conserve
probability), and be it completely positive (CP), so that probabilities remain positive. So, although the dynamics of
Equation (4) makes a frequent appearance in attempts to couple quantum and classical degrees of freedom [47–49]
(c.f. [50]), and while it may give insight in some regimes, it cannot serve as a fundamental theory. Other attempts,
such as using the Schroe¨dinger-Newton equation[51, 52], suffer from the problem that the equations are non-linear in
the density matrix, and thus will lead to superluminal signalling[53] and a breakdown of the statistical mechanical
interpretation of the density matrix7.
And yet experimentalists working in the field of quantum control routinely couple quantum and classical degrees
of freedom together, usually by invoking the mysterious measurement postulate of quantum theory. This presents
another path to treat gravity classically, where one imagines the system of interest is fundamentally quantum, but
that observables are restricted or a measurement is performed on them [46, 54–56]. However, for gravity, this would
require first quantising the theory, which might well be an impossible task. A complementary approach, is to apply a
measurement to the quantum system instead, and then couple the output to the classical degrees of freedom[57]. Both
these approaches inherit the problems associated with invoking the measurement postulate of quantum mechanics, or
invoking an ad-hoc field which produces a stochastic collapse of the wavefunction [58–62].
And here lies the essence of the problem – if nature is fundamentally quantum, our notion of classicality hinges on
the measurement postulate. Let us then invert the logic: assume that since space-time describes causal structure and
relationships between the matter degrees of freedom, that it is a-priori and fundamentally classical. Then examine
the implications of this. One, will be that the quantum degrees of freedom inherit classicallity from space-time. By
treating the space-time metric as a classical degree of freedom, we obtain for free, not only a theory of quantum matter
and gravity, but also a theory which produces the gravitationally induced collapse of the wave-function, conjectured
by Karolyhazyy, Diosi and Penrose[63–65]. Here however, the mechanism is different – there is no non-linearity as in
the Schro¨dinger-Newton equation, nor issue with identifying time-like killing vectors of two space-times, which was
what motivated Penrose, nor do we posit stochastic wave-function collapse as in the Diosi proposal. Rather collapse
arises as a simple consequence of treating space-time classically8.
We proceed by assuming that gravity is classical, and then explore the consequences. The first natural question
is: what is the most general linear dynamics which maps the set of classical-quantum states to itself. More precisely,
what is the most general linear dynamics which is completely positive, trace-preserving and preserves the division of
degrees of freedom into classical and quantum. The generator of such dynamics has previously been proposed in the
context of measurement theory[67, 68], and studying the classical limit of the collisionless Boltzman equation[69].
∂ψ(z¯; t)
∂t
=− i[H(z¯; t), ψ(z¯)] +
∑
αz¯′
Wα(z¯|z¯′)Lαψ(z¯′)L†α −
1
2
Wα(z¯){L†αLα, ψ(z¯)} (5)
where z¯ are the classical degree of freedom, Lα are arbitrary operators, and {·} is the anti-commutator. When
Wα(z¯|z¯) = Wα(z¯), this reduces to the GKSL or Lindblad equation[70, 71]. For finite dimensional classical systems,
the above dynamics has been shown to be the most general possible for countable and bounded Lα by embedding
the classical system in Hilbert space[72]. Here, we wish to consider continuous classical degrees of freedom, so it
is convenient to consider off-diagonal coupling terms Wαβ(z¯|z¯′), otherwise one generally requires an uncountable
number of operators Lα in order to retain the diagonal form while z¯, z¯
′ changes. In Section III, we derive the most
general classical-quantum dynamics of this form using a fully classical-quantum formalism, both as a general map,
and in terms of the generators. This is equation (11). The work here is very much in the spirit of [43], where Poulin
recognized that Equation (5) could be used in the context of models of black hole evaporation. In particular, as in
[43], we couple the classical system to the quantum Hamiltonian via the Lindblad operators, but in contrast, the
quantum jumps in Hilbert space are correlated with discreet classical jumps in phase space, so that the dynamics
7 If someone prepares a system in one of two states σ0 or σ1 with probability p and 1− p and keeps a record |0〉〈0|,|1〉〈1| of this prior to
the evolution L acting on the system, then p|0〉〈0|⊗Lσ0 + (1− p)|1〉〈1|⊗Lσ1 6= L(pσ0 + (1− p)σ1) implies the system evolves differently
depending on whether this record was kept or not. This motivates our restriction to linear theories.
8 See also [66] who study a variation of semi-classical approaches to hybrid dynamics such as Equation (2), but who argue that their
interaction of a quantum system with a classical measuring device necessarily leads to deoherence and consistency of the measurement
postulate. Likewise [43], notes that the classical coupling leads to decoherence of the quantum system. Here, the additional layer is
that because the stochastic jumps in phase-space are finite and correlate to Lindblad operators, one can have objective collapse of the
wavefunction, not just decoherence.
5here is able to be completely positive and have non-vanishing trace while still generating a quantum-classical version
of Liouville dynamics.
The central contribution here, presented in Section IV, is Equation (14) and realisations of it, where continuous
and deterministic classical evolution emerges in some limit. This follows from considering a perturbative expansion
of the more general dynamics. Away from this limit, the quantum system can retain some coherence, but complete
positivity requires the classical system to undergoe discrete, finite sized jumps in phase-space. A realisation of this
dynamics makes use of a discrete and non-commuting directional divergence, Equations (59) and(60). This generates
a discrete version of Liouville dynamics on the classical system and the action of a dynamical semi-group on the
quantum system, thus providing a natural generalisation of both Hamiltonian classical and quantum evolution. A
parameter τ governs how continuous and classical the total system is, with the system’s trajectory in the classical
phase-space going from finite-sized hops to continuous deterministic dynamics as τ → 0. In this limit, the quantum
system decoheres and becomes classical. For larger τ (or ~), the decoherence times are longer, while the jump distance
in the classical phase-space increases resulting in greater dispersion of the system’s trajectory.
In Section IV B, we present a simple example of the dynamics, namely a quantum spin system with a classical
position and momentum interacting with a potential. We see that if the particle is initially in a superposition of
spin states, then it eventually collapses to one of them through its interaction with the classical degrees of freedom.
In essence, the potential acts like a Stern-Gerlach device, so that after some time, the particle’s classical degrees of
freedom uniquely determine the value of the spin. Unlike standard decoherence, the collapse of the quantum state
happens suddenly, when the system undergoes a classical jump in its momentum. At that point, monitoring the
momentum unambiguously reveals the particle’s spin. The quantum state of the system remains pure, conditioned
on the state of the classical system. There is thus no need for the mysterious measurement postulate of quantum
theory, a postulate which has meant that the interpretation of quantum theory has been open to dispute, and whose
problematic nature has recently received renwed attention[73].
We then generalise to a hybrid version of quantum field theory in Section IV C, and then apply the formalism to
general relativity in Section V. We work in the ADM formalism[74], treating the metric as classical, while the matter
living on space-time are quantum fields. We present both the dynamical equations of motion and the constraint
equations. In the classical limit, the equations of motion reduce to Einstein’s equations. The interaction of the
quantum system with the classical space-time causes the wave function to collapse as in the Stern-Gerlach experiment,
at a rate determined by the system’s energy momentum tensor. The stochastic nature of the interaction suggests that
information is destroyed in black holes, although the quantum state conditioned on the metric degrees of freedom
remains pure. The theory suggests a number of possible experiments which could falsify or verify it, and we discuss
this, as well as the implications for the cosmological constant problem and astrophysical observations in the Discussion,
Section VI. We begin in Section II by reviewing the formalism of classical-quantum dynamics and then discuss how
the evolution law we will derive relates to both classical stochastic dynamics and quantum maps.
II. CONSISTENT CLASSICAL-QUANTUM DYNAMICS
A quantum system lives in a Hilbert space HS , and it’s state is represented by a density matrix – a positive trace
one matrix σ. A classical system lives in phase-space, a 2n dimensional manifoldM of points z¯ = (q¯, p¯)T and its state
can be represented by a normalised probability density ρ(z¯) over this space. A discreet classical systems is represented
by a discreet random variable z¯, and the system has a probability p(z¯) of being at z¯9. Here, as in [43, 67–69], we
consider a hybrid classical-quantum system which lives on both the Hilbert space and the classical phase space (or
is represented by a random variable). We denote its state by a positive subnormalised matrix ψ(z¯) in HS at each
point10 z¯, such that ∫
dz¯ trψ(z¯) = 1 (6)
In quantum theory, such a system is sometimes said to be in a cq-state, and has a density matrix of the form
ψcq =
∫
dz¯ρ(z¯)|z〉〈z| ⊗ σ(z¯) (7)
9 We shall here present the continuous case, with the discreet case following from taking the integrals to sums, and the Dirac-delta function
δ(z¯ − z¯′) to the Kronecker-delta function
10 As Barbara Soda noted, one can generalise this formalism to the case where the connection between the Hilbert spaces at each point z¯
is non-trivial.
6with σ(z¯) a normalised density matrix and |z¯〉 an orthonormal basis. Here, we will use the more compact notation
ψ(z¯), in part because if we want z¯ to be phase space, then using a fully quantum system requires special conditions on
the q and p degrees of freedom which would then live on different systems. The probability density that the system is
in classical state z¯ is ρ(z¯) = trψ(z¯), and conditioned on the classical system being in state z¯, the quantum system is
in the subnormalised state ψ(z¯), while σ(z¯) is the normalised state of the quantum system. We denote by ψ, the state
of the entire system, which is a subnormalised quantum state ψ(z¯) over each point z¯ of the phase space manifold,
such that
∫
z¯
trψ(z¯) = 1. When we consider gravity, each point z¯ is a classical field (the 3-metric, and 3-momentum)
over R3.
We now ask, what is the most general dynamical map which take any cq-state at time t = 0 to another cq-state at
a later time t. This will require us to adapt Kraus’s theorem[75] to the classical-quantum case. Let us recall that for
quantum systems, if the map is also Markovian, i.e. its generator is invariant with respect to time translations, then
the most general CPTP map is the GKSL or Lindblad equation[70, 71]
∂σ
∂t
= −i~[H, σ]− λαβ[LασL†β − 12{L†βLα, σ}] (8)
with H the Hamiltonian, λαβ a positive matrix and {·, ·} the anti-commutator. Lα is a traceless basis of operators,
orthogonal in the Hilbert-Schmidt norm, and one can always diagonalise it. In that case, LασL
†
α is sometimes called
the jump term since one could interpret it as giving the rate at which the system jumps from being in another quantum
state into σ, while 12{L†αLα, σ} is sometimes called the no event term.
For a classical stochastic process on the other hand, an initial state at t = 0, ρ(z¯, 0) evolves to
ρ(z¯, t) =
∫
dz¯P (z¯|z¯′; t)ρ(z¯′, 0) (9)
with P (z¯|z¯′) ≥ 0 and ∫ dz¯P (z¯|z¯′; t) = 1. This simply ensures that 0 ≤ ρ(z¯, t) ≤ 1 and is normalised for any input
distribution. This is equivalent to P (z¯|z¯′; t) being the conditional probability that the state makes a transition to z¯
at time t given that it was initially at z¯′. For a continuous, process, the most general dynamics can be give by the
rate equation
ρ(z¯)
dt
=
∫
dz¯′W (z¯|z¯′; t)ρ(z¯′)−W (z¯; t)ρ(z¯) (10)
where W (z¯|z¯′; t) are positive rates for the system to transition from state z¯′ to state z¯ (this can be thought of as
the jump term. To conserve probability, we require W (z¯; t) =
∫
dz¯′W (z¯′|z¯; t) being the total rate for the system to
transition away from state z¯ to one of the states z¯′ (this is analogous to the no event term in the GKSL equation).
For continuous dynamics, the most general Markovian rate equation is the Fokker-Planck equation, also known as the
Forward Kolmogorov equation.
Here we present the most general classical-quantum dynamics which is linear and completely positive. We then
find the generators of this map, deriving the most general continuous time master equation for the dynamics. As in
the proof of the generality of the GKSL equation, the proof presented here is valid for a separable Hilbert space, and
countable set of bounded Lindblad operators Lα. In the case of unbounded operators, one can cast the equation in
the form we derive, but it’s possible the dynamics are not unique.
We will find that the most general master equation, can be put into the form is
∂ψ(z¯; t)
∂t
=− i[H(z¯; t), ψ(z¯)] + λαβ(z¯; t)
(
Lαψ(z¯; t)L
†
β −
1
2
{L†βLα, ψ(z¯)}
)
+
∫
dz¯′Wαβ(z¯|z¯′; t)Lα(x)ψ(z¯′; t)L†β −
1
2
Wαβ(z¯; t){L†βLα, ψ(z¯)} (11)
with Wαβ(z¯|z¯′) being a positive Hermitian matrix when z¯ 6= z¯′ (to ensure positivity of the evolution), as is λαβ(z¯; t)+
δ(z¯ − z¯′)Wαβ(z¯|z¯′). Here, we use the Einstein summation notation for the α, β. For continuous quantum systems,
the sum is replaced by an integral. Lα can be any operators, but we can always rewrite the above equation in terms
of a basis of Lindblad operators orthogonal in Hilbert-Schmidt norm, such that the Lα, (distinguished by having α
in bold font) are traceless, and L0 = 1.
The terms proportional to W 00(z¯|z¯′) and W 00(z¯) are thus purely classical and accounts for both stochastic and
deterministic evolution of the classical degrees of freedom. In the case of continuous deterministic dynamics, this term
is just the Poisson bracket {h00(z¯), ψ(z¯)}PB with h00(z¯) a classical Hamiltonian. We have here separated out a pure
Lindbladian term with couplings λαβ(z¯) to be consistent with conventions of the classical literature, but it is often
7convenient to absorb them into the definition of Wαβ(z¯|z¯′; t). The Wαβ(z¯|z¯′) can be interpreted as the jump term,
both from a classical and quantum point of view. The anti-commutator terms are the collective no-event terms.
The condition that the master equation preserve probability, requires
Wαβ(z¯) =
∫
dz¯′Wαβ(z¯′|z¯) (12)
and one can verify this is the case by noting that the total probability is a constant
∂
∂t
∫
dz¯ trψ(z¯) = 0 (13)
Although our derivation allows for the coupling terms to be time-dependent, we will later assume that the dynamics
is Markovian, and thus we will drop the time dependence from λ(z¯; t) and Wαβ(z¯|z¯′; t).
If we trace out the quantum system, we get the classical stochastic-master Equation (10), while if we integrate over
z¯, we get the GKSL equation. One can think of Equation (11) as representing different branches of evolution over the
classical phase space which must integrate up to a total GKSL equation, but each branch individually doesn’t need to
conserve total probability. It is thus reminiscent of both a branching GKSL equation, and a non-commuting version
of the classical rate equation. In Section IV, we introduce a class of theories which reproduce Hamiltonian dynamics
in the case where quantum fluctuations are small. This master equation can be expanded as11
∂ψ(z¯)
∂t
=− i[H(z¯), ψ(z¯)] + W
αβ(z¯)
τ
[
Lα(x)ψ(z¯)L
†
β(x)−
1
2
{L†β(x)Lα(x), ψ(z¯)}
]
− LαXαβh (z¯) · ∇ψ(z¯)L†β + τLα∇ ·Dαβ(z¯)ψ(z¯) ·
←−∇L†β + · · · (14)
where ∇ = (∂q¯, ∂p¯)T is the divergence in phase space, and Xαβh a matrix of vector fields which, as we will detail, is
generated by a Hamiltonian H(z¯) over quantum and classical degrees of freedom. Dropping terms of higher order and
tracing out the quantum system gives a semi-classical version of the Liouville equation
∂ρ(z¯)
∂t
= − tr{H(z¯), ψ(z¯)}PB + · · · (15)
If we retain the term proportional to τ we have a hybrid version of the Fokker-Planck equation. Integrating over z¯′
gives the GKSL equation, with rates dependent on the systems position z¯ in phase space. Truncated the expansion in
Equation (15) can result in negative probabilities, but the full evolution equation is completely positive and provides
a natural generalisation of both classical Hamiltonian dynamics and the GKSL equation.
We also see, tracing out the quantum system doesn’t result in the pathological behaviour found in the semi-classical
Einstein’s equation as depicted in Figure 1 as the dynamics is linear in the density matrix. Rather, Equation (15)
is similar to the situation described in our discussion of Equation (3) where we have linear evolution of two coupled
systems which can become correlated.
III. THE CLASSICAL-QUANTUM MAP AND MASTER EQUATION
We will first derive the most general classical-quantum map which takes a cq-state, ψ(z¯; 0) at t = 0 to another
cq-state, state ψ(z¯; t) and then derive the general continuous time master equation. Let us recall Kraus’s theorem,
that for a quantum system, the most general map E(σ) is completely positive (CP), trace preserving (TP)
σ(t) =
∑
µ
Kµσ(0)K
†
µ (16)
with the operators Kµ satisfying
K†µKµ = 1 (17)
where CP means that 1⊗E acting on HS ⊗HS is positive, and together with the trace preserving condition, ensures
that density matrices are mapped to density matrices, even if the map acts on part of a system.
11 Here, we have included the pure Lindbladian term proportional to λαβ(z¯) in the Wαβ(z¯) term.
8Let us now consider the case of a map which acts on cq-states. Because the map has to be linear in ψ(z¯), and in
particular probabilities trψ(z¯), we can write the total map Λt acting on ψ in terms of quantum maps Λz¯|z¯′;t such that
ψ(z¯; t) =
∫
dz¯′Λz¯|z¯′;t
(
ψ(z¯′)
)
(18)
Since the initial state could be ψ = σ(z¯′), i.e. a normalised quantum state with support only at z¯′, the map Λz¯|z¯′;t(ψ)
must be completely positive for all z¯, z¯′. An initial state at z¯′ must be mapped to another quantum state at each z¯.
But the maps need not preserve the trace – it must merely be completely positive, trace non-increasing, since if we
act it on the normalised state at z¯′, a final state at z¯ can’t have trace larger than one as this would correspond to a
probability
∫
dz¯ρ(z¯) larger than one. Thus one easily sees that a necessary and sufficient condition for a cq-map, is
that each Λz¯|z¯′;t must be a completely positive, trace non-increasing map, with the total map
Λz¯′;t :=
∫
dz¯Λz¯|z¯′;t (19)
being trace-preserving. This is the analogue of the classical condition
∫
dz¯P (z¯|z¯′) = 1.
We can then write the map in terms of sets12 of Kraus operators Kµ(z¯|z¯′)
ψ(z¯; t) =
∫
dz¯′
∑
µ
Kµ(z¯|z¯′)ψ(z¯′, 0)Kµ(z¯|z¯′)† (20)
where
∑
µK)µ(z¯|z¯′)†Kµ(z¯|z¯′) ≤ 1. This follows from the fact that the action of the entire map must preserve the
trace, thus summing over m and taking the trace of both sides of Equation (20) on an arbitrary initial state ψ(z¯′, 0),
requires ∑
µ
∫
dz¯ Kµ(z¯|z¯′)†Kµ(z¯|z¯′) = 1 (21)
Equation (20) gives the most general map on hybrid classical-quantum states. It is the hybrid generalisation of both
the classical probability map of Equation (9), and in some sense, an extension of the Kraus representation theorem
Equation (16). However, it can also be considered a special case of a Krauss decomposition, as we could restrict
ourselves to quantum states that have the form of Equation (7) and write it’s action as
ψcq(t) =
∫
dz¯dz¯′
∑
µ
|z¯〉〈z¯′| ⊗Kµ(z¯|z¯′)ψcq(0)|z¯′〉〈z¯| ⊗Kµ(z¯|z¯′)† (22)
We now want to derive the generator L of this map
Λt = exp(Lt) (23)
using
Lψ(z¯, t) = lim
δt→0
ψ(z¯; t+ δt)− ψ(z¯; t)
δt
(24)
To this end, we write the Kraus operators in terms of an orthonormal basis of operators13 Lα to obtain
ψ(z¯; t) =
∑
α,β=0
∫
dz¯′Λαβ(z¯|z¯′; t)Lαψ(z¯′; 0)L†β (25)
where complete-positivity for all z¯, z¯′ requires the Λαβ(z¯|z¯′; t) be a positive, Hermitian matrix in α, β for all z¯, z¯′ (see
[76] and also Appendix A). The trace-preserving condition, Equation (21) requires∑
αβ
∫
dz¯Λαβ(z¯|z¯′; t)L†βLα = 1 (26)
12 One can also consider the case where µ is continuous, in which case the sum over µ becomes an integral, but uniqueness of the master
equation is only proven for Kµ(z¯|z¯′) a countable set.
13 Once again, here we take the number of basis elements to be countable, but one could consider the more general case with the proviso
that the form of the master equation is not unique
9Since Lα is an arbitrary basis, we can always take L0 = 1, and the trace-preservation condition, means that
the other Lα are traceless, and we denote them with bold font α. We are interested in changes of the state over
infinitesimally short times δt, so we expand the Λαβ as
Λ00(z¯|z¯′; t+ δt) = Λ00(z¯|z¯′; t)− δ(z¯ − z¯′)γ00(z¯′; t)δt+W 00(z¯|z¯′; t)δt+O(δt2) (27)
Λαβ(z¯|z¯′; t+ δt) = Λαβ(z¯|z¯′; t) + δ(z¯ − z¯′)λαβ(z¯′; t)δt+Wαβ(z¯|z¯′; t)δt+O(δt2) αβ 6= 00 (28)
since when δt→ 0, Λαβ(z¯|z¯′; t+ δt) needs to act as Λαβ(z¯|z¯′; t). We have divided up the terms proportional to δt into
two contributions14. To understand each of the terms, it’s perhaps simplest to restrict ourselves to the Markovian
case, which allows us to take t = 0 (since only differences in time matter) in which case Λ00(z¯|z¯′; t = 0) = 1δ(z¯ − z¯′)
(when δt → 0 the system has to remain at the same point in phase space and the quantum system doesn’t change),
while the other Λαβ(z¯|z¯′; t = 0) = 0 since these terms are associated with Lindblad operators Lα acting on the
state and nothing happens to the state in the limit δt → 0. The first term proportional to δt in Equation (28) can
be thought of as the probability the system doesn’t move in phase-space while the quantum system has Lαψ(z¯)L
†
β
applied to it, while the Wαβ(z¯|z¯′; t) term in both equations gives the probability that the system goes from z¯′ to z¯
for each αβ. We adopt the convention that the sign in front of γ00 to be negative anticipating that it will contribute
negatively – it’s the no-event term, and the probability that the system is unchanged can only decrease with time.
An expansion similar to the above is used to derive Equation (10) for continuous classical stochastic processes,
albeit without the distinction that the quantum dynamics requires. Taking the limit dt → 0 and keeping only the
first order terms require that the set of operators Lα be countable and bounded. In the Markovian case and t = 0
it is easy to see that positivity of the matrix Λαβ(z¯|z¯′; δt) require that Wαβ(z¯|z¯′; t = 0) also be a positive matrix
for z¯ 6= z¯′, and that λαβ(z¯; t = 0) + Wαβ(z¯|z¯′; t = 0)δ(z¯ − z¯′) and 1 − γ00(z¯; t = 0) + Wαβ(z¯|z¯′; t = 0)δ(z¯ − z¯′) are
positive15
To find the generator of the dynamics, we substitute Equations (27)-(28) into Equation (25) to get
ψ(z¯; t+ δt) =
∫
dz¯′δ(z¯ − z¯′)
((
1− δtγ00(z¯′; t))ψ(z¯′; t) + δtλα0(z¯; t)Lαψ(z¯′; t) + δtλ0β(z¯; t)ψ(z¯′; t)L†β
+ δtλαβ(z¯; t)Lαψ(z¯
′; t)L†β
)
+
∑
αβ
∫
dz¯′δtWαβ(z¯|z¯′; t)Lα(x)ψ(z¯′; t)L†β (29)
and subtracting ψ(z¯; t), dividing by δt and taking the limit δt→ 0 gives
∂ψ(z¯)
∂t
= −γ00(z¯; t)ψ(z¯; t) + λα0(z¯; t)Lαψ(z¯; t) + λ0β(z¯; t)ψ(z¯; t)L†β + λαβ(z¯; t)Lαψ(z¯; t)L†β
+
∑
αβ
∫
dz¯′Wαβ(z¯|z¯′; t)Lα(x)ψ(z¯′; t)L†β (30)
As in the derivation of the GKSL equation, we now define the two Hermitian operators
H(z¯; t) :=
1
2i
(λ0βL†β − λα0Lα), N(z¯; t) := −γ00(z¯; t) +
1
2
(λ0βL†β + λ
α0Lα) (31)
so that we can write Equation (30) as
∂ψ(z¯)
∂t
= −i[H(z¯; t), ψ(z¯; t)] + λαβ(z¯; t)ψ(z¯; t)Lαψ(z¯; t)L†β +
∫
dz¯′Wαβ(z¯|z¯′; t)Lα(x)ψ(z¯′; t)L†β + {N(z¯, t), ψ(z¯, t)}
(32)
Having subtracted ψ(z¯; t) from Equation (26) the trace-preservation condition, Equation (19) becomes Equation (13)
i.e. ∫
dz¯ tr
∂ψ(z¯; t)
∂t
= 0
14 This is not necessary since Wαβ(z¯|z¯′; t) could include both contributions, but is consistent with previous literature.
15 It is for this reason we use the convention of a minus sign in front of γ00(z¯; t), but one could define λ00(z¯; t) := 1− γ00(z¯; t) in order to
treat them on the same footing.
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for any input state ψ(z¯′; t), which requires
N(z¯′) =
1
2
(∑
αβ
λ(z¯′)αβL†βLα +
∫
dz¯
∑
αβ
W (z¯|z¯′)αβL†βLα
)
(33)
Defining the outgoing flux Wαβ(z¯) by Equation (12), gives the desired form of the master equation, Equation (11).
The first term of Equation (11) is the free evolution of the quantum system at each point in phase-space, the
second term corresponding to λαβ(z¯) is pure Lindbladian, with a rate determined by the classical degrees of freedom.
The remaining term, corresponding to Wαβ gives the interaction term between the classical and quantum degrees of
freedom. It is worth noting that the term corresponding to αβ = 00
∇00ψ(z¯) :=
∫
dz¯′W 00(z¯|z¯′)ψ(z¯′)−W 00(z¯)ψ(z¯) (34)
is the purely classical evolution of the system and is identical to Equation (10). It can be stochastic, or it can
correspond to deterministic dynamics generated by a classical Hamiltonian H(z¯) in which case, we can write it in
terms of the Poisson bracket, or equivalently as
∇00ψ(z¯) = −X00h · ∇ψ(z¯) (35)
where X00h is the Hamiltonian vector field
X00h = Ω∇H (36)
with Ω the symplectic matrix
Ω =
[
0 In
−In 0
]
(37)
so that
X00h = (
∂h00
∂p¯
,−∂h
00
∂q¯
)T (38)
∇00 could also include diffusion term as in the Fokker-Planck equation, but it will be natural to treat it in the same
way we treat the other Wαβ , in which case it will be a stochastic version of Hamiltonian dynamics which we now
introduce.
IV. NON-COMMUTING HAMILTONIAN DYNAMICS
We would like stochastic hybrid dynamics which has continuous evolution in the classical limit. This corresponds to
Equation (14) which gives a classical-quantum version of the Liouville or Fokker-Planck equation depending on which
order one takes. We begin by taking z¯ to be phase space variables, and will later present the case where z¯ represent
field degrees of freedom over x, since the generalisation is straight-forward, while the notation is more cumbersome.
The dynamics will be generated by a Hamiltonian operator which can also depend on phase space variables z¯ and a
decomposition of the Hamiltonian in terms of Lindblad operators Lα
H(z¯) = hαβ(z¯)L†βLα (39)
When we get to the field theory case, we will see that Lorentz invariance, and later, diffeomorphism invariance, place
very tight constraints on this decomposition. The h00(z¯) term is purely classical, since it couples only via 1 to the
quantum degrees of freedom. There is some ambiguity in what is included in the Lα and what in h
αβ(z¯), but it will
turn out that this ambiguity is inconsequently when applying this formalism to general relativity. The matrix hαβ
is Hermitian, and it is sometimes convenient to take it to be positive as is the case for the coupling term of general
relativity. We define a generator of dynamics Xh which has both phase space components and components α,β in
Hilbert space determined by the Lindblad operators I.e.
Xαβh =
(
∂hαβ
∂p¯
,−∂h
αβ
∂q¯
)T
(40)
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Just as XH determines the rate of flow along different directions in phase space in the case of purely deterministic
classical evolution, here, Xαβh , additionally sets the rate of quantum jumps along different Lindblad operators.
We have already expanded Λt in terms of infinitesimally small times δt, and we will now also expand it in terms of
the phase space vector ∆ := z¯ − z¯′, which we can then take arbitrarily small if we choose. To this end, let us write
Λαβ(z¯|z¯′; t) = Λαβ(z¯|z¯−∆; t) and perform, both an expansion in δt and a Kramers-Moyal expansion[77, 78] in ∆. We
can either do this directly on Equations (27)-(28) but it’s slightly less cumbersome to perform it on Wαβ(z¯|z¯ −∆; t).
Wαβ(z¯|z¯ −∆; t)ψ(z¯ −∆) = Wαβ(z¯ + ∆−∆|z¯ −∆; t)ψ(z¯ −∆)
=
∞∑
n=0
(−∆ · ∇)n
n!
[
Wαβ(z¯ + ∆|z¯; t)ψ(z¯)] (41)
We now integrate this expression over ∆ to write∫
d∆Wαβ(z¯|z¯ −∆; t)ψ(z¯ −∆) =
∞∑
n=0
(−∇)⊗n · [Mαβn (z¯; t)
n!
ψ(z¯)
]
(42)
in terms of the moments16
Mαβn (z¯; t) =
∫
d∆(∆)⊗nWαβ(z¯ + ∆|z¯; t) (43)
The zeroeth moments
Mαβ0 =
∫
d∆Wαβ(z¯ + ∆|z¯; t) (44)
are just Wαβ(z¯; t) of Equation (12). The first moments are the vectors
Mαβ1 =
∫
d∆∆Wαβ(z¯ + ∆|z¯; t) (45)
For a Hamiltonian H and decomposition hαβ , we will see that there is a natural choice of Wαβ(z¯ + ∆|z¯; t) so that
the vector of first moments gives Hamiltonian flow via
Xαβh (z¯) :=
∫
d∆ ∆Wαβh (z¯ + ∆|z¯)
=Ω∇hαβ(z¯) (46)
where we have indicated that Wαβ(z¯ + ∆|z¯) is generated from the field hαβ , with the subscript h. This we do in
Section IV A. Next there is the matrix of diffusion terms
Dαβ(z¯) :=
1
2
∫
d∆∆⊗∆Wαβh (z¯ + ∆|z¯). (47)
Making the Markovian approximation so that we may drop the explicit dependence on time, and putting this
together gives ∫
d∆Wαβ(z¯|z¯ −∆)ψ(z¯ −∆) = Wh(z¯)ψ(z¯)−Xαβh · ∇ψ(z¯) +∇ ·Dαβ(z¯)ψ(z¯) ·
←−∇ + · · · (48)
where we have used the fact that ∇ ·Xαβh = 0, and the notation
←−∇ is to indicate that ∇ acts on the second ∆ in the
tensor product of Dαβ(z¯), while ∇ acts on the first.
The Pawula theorem[79], says that either the Kramers-Moyal expansion truncates at the second moment, or requires
an infinite sum of terms. In the latter case, our truncated master equation will not be completely positive, and should
be regarded as an approximation of the dynamics of Equation (11). Care must be taken, since the restrictions on
16 Here, we write Mαβn (z¯; t) as an n-fold tensor power, since ∆
⊗n · ∇⊗n = (∆ · ∇)n with ∆ · ∇ the directional divergence in the direction
∆. This has the advantage that the notation is compact, but the disadvantage that it distinguishes the moment corresponding to ∂q∂p
to that of ∂p∂q (for example).
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positivity are much more severe. In the derivation of the Fokker-Planck equation, equivalent to the Λ00(z¯|z¯′)ψ(z¯)
term here, one has the expansion
ρ(q, p; δt) = ρ(q, p; 0)− δtX00h · ∇ρ(q, p; 0) + δt
1
2
∂2
∂q2
D00(q)ρ(q, p; 0) + · · · (49)
for the classical density ρ(z¯) = trψ(z¯) where W 00(z¯; 0) = δ(z¯ − z¯′) and we have restricted the diffusion term to be
a function of one dimension and all other Wαβ = 0. The right hand side is positive, but when we subtract ρ(q, p; 0)
from both sides in order to derive
∂ρ(q, p)
∂t
= −X00h · ∇ψ(q, p) +
1
2
∂2
∂q2
D00(q)ρ(q, p) + · · · (50)
we need to be aware that the right hand side is no longer necessarily positive. This is not an issue here, since it is a
rate equation, but it is an issue were the same term to appear sandwiched between two Lindblad operators which are
not the identity. This is because this is a jump term, and must be completely positive in the master equation. It is
thus crucial that for the other Wαβ(z¯|z¯′; t), the Wαβ(z¯) or λαβ(z¯) terms remain on the right hand side to guarantee
complete positivity.
We will call a particular expansion of H in terms of Lindblad operators, and the choice of Wαβ(z¯ + ∆|z¯) or
Λαβ(z¯+ ∆|z¯) a realisation and although we will present two simple realisations in Section IV A, the main requirement
we demand is that the model satisfy Equation (46), i.e. the moment expansion include Xαβh (z¯), the Hamiltonian
vector field for hαβ(z¯). This ensures that we are able to reproduce the classical equations of motion in the appropriate
limit. When we consider applying our results to field theory and later General Relativity, we will see that Lorentz
invariance and general covariance implies further constraints on Wαβ(z¯|z¯′).
Substituting the Kramers-Moyal expansion of Wαβ(z¯|z¯′) into Equation (11) gives
∂ψ(z¯)
∂t
=− i[H(z¯), ψ(z¯)] + (λαβ(z¯) +Mαβ0 (z¯))[Lα(x)ψ(z¯)L†β(x)− 12{L†β(x)Lα(x), ψ(z¯)}]
− LαXαβh (z¯) · ∇ψ(z¯)L†β + Lα∇ ·Dαβ(z¯)ψ(z¯) ·
←−∇L†β + · · ·
When we consider realisations of Wαβ , we typically find that each order in the expansion carries with it higher powers
of some constant τ . If we identify 1τW
αβ(z¯) := λαβ(z¯)+Mαβ0 , and D
αβ → τDαβ this is Equation 14 highlighted in the
Introduction. This is a classical-quantum version of the Wiener process or Fokker-Planck equation. It’s worth noting
that in this expansion, we have a purely Lindbladian term which is itself trace-preserving, and a total divergence
term, with the quantity Xαβh − Dαβ ·
←−∇ acting as a current. Thus if we integrate over phase space, this term also
conserves probability, contributing only a boundary term. Generally though, this term is not positive by itself, and
one typically has to include the full expansion to ensure this.
The first term in Equation (14) is just the deterministic quantum evolution. One can have a purely deterministic
classical evolution term as well. Since L0 = 1, the X00h term is generated by the pure classical term h
00 in the
expansion H = hαβL†βLα.
X00h (z¯) · ∇ψ = {h00(z¯), ψ(z¯)}PB (51)
The other deterministic term, at least on the classical system and for a particular αβ is LαX
αβ
h (z¯) · ∇ψ(z¯)L†β , which,
if we trace out the quantum system, gives the required dynamics we are looking for, Equation (15).
The two non-determinstic parts include the pure Lindblad term, and if we trace out the quantum system it con-
tributes nothing to the dynamics of the classical system, except in how it evolves the quantum system. On the
quantum system it can generate decoherence, and if the Lindlad operators are diagonal in raising and lowering oper-
ators, it raises and lowers the state of the quantum system. The final term, if we trace out the quantum degrees of
freedom is a diffusion term on phase space, as in the Fokker-Planck equation.
The Lindbladian term can determine the rate at which the wave-function collapses and if this rate is small then the
diffusion term tends to be large. This is to be expected since as discussed in the introduction, a purely deterministic
evolution on phase space would collapse the wave function instantly, and so a slow rate of collapse requires either a
very noisy stochastic evolution or a very slow jump rate.
We can now write a formal solution of Equation (14). One way to do this, is to perform the standard trick of
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doubling the Hilbert space17, and instead of writing the density matrix ψ(z¯) in it’s eigenbasis as
ψ(z¯) =
∑
i
pi(z¯)|i〉〈i| (52)
we write it as a pure entangled state in the Schmidt basis
|ψ(z¯)〉AB =
∑
i
√
pi(z¯)|i〉A ⊗ |i〉B (53)
The cq-master equation can then be written as
∂|ψ(z¯)〉AB
∂t
=
[
− iH(z¯)⊗ 1 + i1⊗HT (z¯) + (λαβ(z¯) +Wαβ(z¯))(Lα ⊗ L∗β − 12L†βLα ⊗ 1− 121⊗ LTαL∗β)
+ Lα ⊗ L∗βXαβh · ∇+ Lα ⊗ L∗β ∇⊗2 ·Dαβ(z¯) + · · ·
]
|ψ(z¯)〉AB (54)
and if we designate the operator in square brackets as L then the formal solution to the rate equation is
|ψ(z¯; t)〉AB = eLt|ψ(z¯; 0)〉 (55)
A. Realisations of Wαβ(z¯, z¯ −∆)
Here, we present some simple and constructive examples for Wαβ(z¯, z¯ −∆) which have the properties we require,
namely, positive matrices whose first moment generates Hamiltonian flow via Equation (46). A simple realisation,
valid for small τ is
Wαβ(z¯, z¯ −∆) ≈ 1
τ
δ(2N)(∆− τXαβh (z¯)) (56)
This gives the Liouville term as the first moment as required, and 1/τ as the zeroeth moment governing the collapse
rate. We could take τ to depend on α, β, or include a distribution fαβ over τ which allows one to conserve energy in
the case of unconstrained systems, as we discuss elsewhere[80]. The realisation of Equation (56) can be considered an
approximation of
∫
d∆Wαβ(z¯, z¯ −∆)ψ(z¯ −∆) = 1
τ
e
τ
∑
k
[
∂hαβ
∂qk
∂
∂pk
− ∂hαβ∂pk
∂
∂qk
]
ψ(z¯) (57)
valid for larger τ . These simple realisations lead to a natural non-commuting and finite τ generalisation of the
directional divergence. To see this, let us define basis vectors eαβ and define
∇αβh ψ(z¯)eαβ :=
1
τ
[ ∫
d∆Wαβh (z¯|z¯ −∆)Lαψ(z¯ −∆)L†β −Wαβh (z¯)
1
2
{L†βLα, ψ(z¯)}
]
(58)
leading to
∇αβh ψ(z¯)eαβ =
Lαe
τ{hαβ ,·}PBψ(z¯)L†β − 12{L†βLα, ψ(z¯)}
τ
(59)
which for small τ looks very much like a directional divergence (both along the direction Xαβh and along the Lindblad
operators)
∇αβh ψ(z¯)eαβ ≈
1
τ
[
Lαψ(z¯ − τXαβh )L†β −
1
2
{L†βLα, ψ(z¯)}
]
(60)
17 For the moment we take the quantum system to be finite dimensional, since extension to the continuous case is straightforward
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This non-commuting divergence is trace-preserving and completely positive, and allows us to write the master equation
as
∂ψ(z¯)
∂t
=− i
~
[H(z¯), ψ(z¯)] +∇αβh ψ(z¯)eαβ
=− i
~
[H(z¯), ψ(z¯)] +
1
τ
[
Lαψ(z¯)L
†
β −
1
2
{L†βLα, ψ(z¯)}
]
−Xαβh · Lα∇ψ(z¯)L†β + · · · (61)
If we make the model more deterministic (τ → 0), the strength of the pure-Lindbladian term increases to compensate,
while if we make the Lindbladian term small, the diffusion terms at second order become significant. Here, we have
temporarily switched units to show ~, since it strongly suggests that we set τ = ~. Thus as ~ → 0, the decoherence
renders the system completely classical, the dispersion terms and those of higher order go to zero, and we are left
with purely continuous classical equations of motion. For gravity, the realisations are more tightly constrained due to
diffeomorphism invariance, but the realisation is in essence the same.
B. Example: Qubit coupled to a classical potential
Let us now preview a simple system, solved in greater detail in [80] which will contain some features we will
encounter with gravity18. While the model bears some similarity to the Stern-Gerlach experiment (c.f. also [46]), the
behaviour of the spin can differ depending on how one decomposes the Hamiltonian in terms of Lindblad operators.
Our system will consist of a classical particle which will couple to the spin of a two level system or the energy of
a quantum harmonic oscillator. The classical degrees of freedom are the position q = x and momentum p of the
particle, with free evolution given by h00 = p2/2. We could take this evolution to be deterministic or stochastic and
we will consider the former here and discuss the latter in [80]. We take the total cq-Hamiltonian to be given by
H(z¯) = p2/2m+B(x)H with H = ω 12 (a
†a+ aa†) for the oscillator and H =
(
ω 0
0 −ω
)
for the qubit.
The model most resembling a Stern-Gerlach experiment is a two level system with states | ↑〉,| ↓〉, a linear potential
B(x) = Bx and the decomposition of the Hamiltonian, Equation (39) in terms of Lindblad operators L↑ =
√
ω| ↑〉〈↑ |,
L↓ =
√
ω| ↓〉〈↓ | with h↑↑(z¯) = −h↓↓(z¯) = Bx and the others zero. An example which builds towards understanding
the field theoretic case is the harmonic oscillator with Lindblad operators a and a†. This is more interesting in the
sense that the pure Lindbladian term raises and lowers the state of the quantum system. In the qubit system this
corresponds to choosing Lindblad operators L↑ =
√
ω| ↓〉〈↑ |, L↓ =
√
ω| ↑〉〈↓ | with diagonal couplings Wαβ(z¯|z¯−∆) =
δαβW
αβ(z¯|z¯ −∆), or even a single Lindblad operator L =
(
0
√
ω√
ω 0
)
. Here, we just present the more trivial first
case decomposition – the other cases, including non-trivial B(x) are studied both analytically and numerically in [80].
We take the simplest of realisations, that of Equation (56) for small τ .
∂ψ(q, p)
∂t
=− i[H(q, p), ψ(q, p)] + {h00, ψ(q, p)}PB +
∑
α,β
1
τ
[
Lαψ(q − τ ∂h
αβ
∂p
, p+ τ
∂hαβ
∂q
)L†β −
1
2
{L†βLα, ψ(q, p)}
]
=− iBx[
(
ω 0
0 −ω
)
, ψ(x, p)] + { p
2
2m
,ψ(x, p)}PB + ω
τ
| ↑〉〈↑ |ψ(x, p+ τB)| ↑〉〈↑ |
+
ω
τ
| ↓〉〈↓ |ψ(x, p− τB)| ↓〉〈↓ | − ω
2τ
{1, ψ(x, p)}
]
(62)
Writing ψ =
(
u↑ α
α∗ u↓
)
the master equation decouples into two equations for the diagonal components and one for
the off-diagonal coherence term
∂u↑(x, p)
∂t
= − p
m
∂u↑(x, p)
∂x
+
ω
τ
[
u↑(x, p+ τB)− u↑(x, p)
]
∂u↓(x, p)
∂t
= − p
m
∂u↓(x, p)
∂x
+
ω
τ
[
u↓(x, p− τB)− u↓(x, p)
]
(63)
∂α(x, p)
∂t
= −2iBxωα(x, p)− p
m
∂α(x, p)
∂x
− ω
τ
α(x, p) (64)
18 A helpful suggestion by Carlo Sparaciari has streamlined the presentation of this section
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The latter has a solution
α(x, p) = ρ(x− p
m
t)e−2iBxωt−
ωt
τ (65)
where ρ(x−pt) is any normalised function of its argument. We see that the coupling of the qubit results in decoherence,
since the off-diagonal elements decay exponentially fast.
More than that, the wave function collapses into a definite state of being in the up or down state. This we see
through the equation for the diagonal terms. Comparing Equations (63) to the Equation (10), we see that at a rate
of ω/τ the system undergoes jumps in momentum by ±τB depending on its state. Since we can monitor the classical
degrees of freedom without disturbing the system, measuring the change in momentum will uniquely determine the
value of the spin. In this sense, the interaction leads to more than just decoherence, but an objective collapse of the
wave-function, and eliminates the problem of the tails[81, 82] which spontaneous collapse models suffer from, or of
having a non-linear equation which arbitrarily introduces a preferred basis. More generally, if the ∇hαβ (or τ if we
let it depend on αβ) is unique when diagonalised, then monitoring the classical system uniquely determines which
Lindblad operators were applied to the state. Thus an initially pure quantum state, remains pure conditioned on the
classical degrees of freedom.
If the particle is making a momentum jump of ±ωB at a rate of ω/τ , then on average, the particle has an acceleration
of ±ωB exactly as we would expect for a Stern-Gerlach. We can imagine that at each dt, there is a probability of the
particle undergoing a jump in momentum, so by the law of large numbers, we expect the particle to have made on
average ωt/τ jumps, normally distributed with a variance of ωτ (1− ωτ ).
If we Taylor expand Equation (63)
∂u(x, p)
∂t
= − p
m
∂u(x, p)
∂x
± ωB∂u(x, p)
∂p
+
ωB2τ
2
∂2u(x, p)
∂p2
+ · · · (66)
(where u is u↑ or u↓, for ± respectively), then to first order we have a particle undergoing acceleration ±ωB depending
on its spin, as expected, with a diffusion term at higher order. However, care must be taken, as if we truncate the
Taylor expansion, the density matrix can become negative. Equation (62) is completely positive however, and can be
understood as follows: an initial pure state in superposition will initially have a constant momentum, but will then
undergo jumps in momentum of finite size τB, and at a rate ω/τ . This causes the state to collapse to the up or down
state, at a rate ω/τ .
If we trace out the qubit and look at the average value of the particle’s trajectory, it will undergo no acceleration for
a particle in a uniform superposition of up and down, but if we look at the full state, the particle undergoes acceleration
(albeit stochastically) in a direction which depends on the value of the spin. We thus see that the evolution of the
particle corresponds to the left panel of Figure 1, not the right one.
C. Post-quantum field theory
In order to consider applying our master equation to field theories, we must first ensure that it can be made Lorentz
invariant Although it was initially thought that such dynamics are impossible[83], GKSL equations which are invariant
under the proper orthochronous Lorentz group were introduced in [84]. This was further taken up in [42, 43] (see
also [85]). A Lorentz invariant Schwinger-Keldish action for open quantum scalar field theory was used to show that
the GKSL equation for scalar field theories is renormalizable[86]. The formalism used there is manifestly Lorentz
invariant.
In order to make the dynamics here Lorentz-invariant, one begins by choosing Lindblad operators and couplings,
such that the right hand side of Equation (11) transforms like ∂/∂t, so that both sides of the equation transform in
the same way under a Lorentz boost. This has been referred to as a minimal Lorentz invariance requirement[83], but
we can go further. We will first construct a field theory version of Equation (11) and then discuss how to make it
invariant under the proper orthochronous Lorentz group.
To obtain the field theoretic version of the master equation, we take the Lindblad operators Lα to also depend on x
and in particular, take them to be local field operators Lα(x). We can think of them as carrying a double index α, x.
This requires the couplings to carry not just an index αβ but also x, y Then, instead of a sum or integral over just
α, β, we also have an integral over x,y. Cluster-separability demands that the rate be zero unless x − y is small[38].
While this is not absolutely necessary to protect causality[42], we will demand it, and thus take the master equation
to be diagonal in x. Finally, locality requires that local changes in the quantum field be accompanied by local changes
in the classical field, and we thus write the coupling as Wαβ(z¯|z¯′;x).
Here, the classical phase space variables z¯ could be classical fields, thus the semi-colon notation indicates that
Wαβ(z¯|z¯′;x) is a functional of the field z¯(x) over x. For the cq-state at z¯, we will continue to write it as ψ(z¯; t) with
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the understanding that it lives in Fock space, and is an operator-valued functional of the classical fields z¯(x) over the
entire manifold of points x. If we consider the points x to be on a lattice, with the continuum obtained in the limit
that the lattice spacing goes to zero, then we can think of the measure Dz¯ over phase space as Πxdq(x)dp(x), and in
the continuum limit, the master equation is given by a functional integral.
We consider a field theory with Hamiltonian
H =
∫
d3xhαβ(z¯;x)L†β(x)Lα(x) (67)
so that our Lindblad operators are the local field operators Lα(x) and h
αβ(z¯;x) couples the quantum field to a classical
field z¯(x), which in the case of gravity will be the 3-metric and 3-momentum, but more generally are the local field
and its conjugate momenta degrees of freedom.
The field theoretic version of Equations (11) and (14) is then
∂ψ(z¯)
∂t
= −i[H(z¯), ψ(z¯)] +
∫
d3xD∆Wαβh (z¯|z¯ −∆;x)Lα(x)ψ(z¯ −∆)L†β(x)−
1
2
Wαβh (z¯;x){L†β(x)Lα(x), ψ(z¯)} (68)
= −i[H(z¯), ψ(z¯)] +
∫
d3xWαβh (z¯;x)
[
Lα(x)ψ(z¯)L
†
β(x)−
1
2
{L†β(x)Lα(x), ψ(z¯)}
]
−
∫
d3x
[
Xαβh (z¯;x) · Lα(x)∇ψ(z¯)L†β(x)−∇ ·Dαβh (z¯;x) · Lα(x)ψ(z¯)
←−∇L†β(x)
]
+ · · · (69)
In flat space, one can consider as an example the scalar field discussed later in Section V, and take the pure Lindladian
coupling term Wαβ(z¯;x) to be some constant 1/τ . The Xαβh term transforms just as the Poisson bracket would for a
Lorentz-invariant classical field theory, since the only difference between it and {H(z¯), ψ(z¯)}PB is operator ordering.
If one wants to be explicit about Wαβ(z¯|z¯′;x) one can use the realisation presented in Section V. One can also consider
master equations which contain multiple jumps at higher order, i.e.∫
D∆dx1dx2...Wα1β1,α2β2...(z¯|z¯ −∆;x1, x2, ...) · · ·Lα2(x2)Lα1(x1)ψ(z¯ −∆)L†β1(x1)L
†
β2
(x2) · · · (70)
One might worry that there is a dependence on the choice ∂t in the master equation
∂tψ(z¯) = Ltψ(z¯) (71)
but as discussed in [84] we can consider any 4-vector a from the future cone F+ i.e. a ·a ≥ 0, and a0 ≥ 0, and consider
the dynamics ∂aψ(z¯) = La Indeed, consider M an element of the proper orthochronous Lorentz group. Let pi(a,M)
be a representation of the Poincare group and let the evolution of the state ψ(z¯) be given by a completely positive
trace-preserving Markovian map Ea. What we require, is that
pi(a,M)Ebpi(a,M)−1 = EMb (72)
for any b ∈ F+ which for the dynamics we’re considering
∂ψ(z¯)
∂xµ
= Lµψ(z¯) (73)
is equivalent to saying that Lµ transform as a 4-vector. Note however that in a space-like directions ~b, one has
∂~bψ(z¯) = −i[P~b, ψ(z¯)] (74)
for P~b the momentum. However, since the proper orthochronous group preserves time-like vectors, this doesn’t present
a difficulty. It does however imply that evolution along a time-like direction cannot be decomposed into evolution
along two space-like vectors.
V. POST-QUANTUM GENERAL RELATIVITY
We now have a procedure to take a Hamiltonian which couples classical and quantum degrees of freedom, and use
it to generate consistent hybrid dynamics. Let us now do that for General Relativity coupled to quantum matter via
the energy-momentum tensor. We will do so in the ADM formulation of General Relativity[74, 87], whose classical
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formulation we now recall. One starts with a slicing up of space-time into space-like hypersurfaces, labelled by the
parameter t, and the evolution of these hypersurfaces is governed by the classical ADM Hamiltonian
HADM =
∫
d3x(NH+NaHa) +
∮
∞
d2sa(g
ab
,b − gb,ab ) (75)
and
H = piabGabcdpicd − g1/2R+ g1/2Tµνnµnν (76)
denotes the superhamiltonian with R the intrinsic curvature on the 3-manifold, Gabcd the deWitt metric,
Gabcd =
1
2
g−1/2(gacgbd + gadgbc − gabgcd) (77)
and the supermomentum is given by
Ha = −2gac∇bpicb +
√
gT aµnµ (78)
with ∇b the covariant derivative, and nµ the future-oriented normal vector to the hypersurface. We will choose nµ to
lie along a time-like direction ∂/∂x0, and we will choose a specific time coordinate labelled t with the caveat that if we
wish to make explicit the general covariance of the theory, we should write it as an arbitrary time-like vector. Here,
gab are the components of the 3-metric, and piab its conjugate momenta, and T
µν is the energy-momentum tensor.
We will take it to include the cosmological constant term
√
ggabΛcc. The Hamiltonian needs to be supplemented with
the primary constraints
PN ≈ 0, PNa ≈ 0 (79)
where ≈ denotes that the constraints are weakly zero in the sense that they only vanish on part of the phase space
(the constraint surface). To ensure that these primary constraints are conserved in time, i.e. that
˙PN = 0 ˙PNa = 0 (80)
we require secondary constraints
H ≈ 0, Ha ≈ 0 (81)
In the present paper, we ignore the boundary term, but the formalism can be extended to apply to its inclusion.
In addition to the constraints, we have the non-trivial dynamical equations of motion.
∂gab
∂t
=
δHADM
δpiab
,
∂piab
∂t
= −δHADM
δgab
(82)
where here, δ indicates the Fre´chet derivative. The constraints, once initially satisfied, are preserved by the dynamical
equations of motion.
One can write a Liouville equation for classical general relativity
∂ρ(g, pi; t)
∂t
=
∫
d3x{NH, ρ}PB +
∫
d3x{NaHa, ρ}PB (83)
where the Poisson bracket contains a part due to the gravitational degrees of freedom, as well as any matter degrees
of freedom. For example, for the part of the ADM Hamiltonian which couples matter to gravity we have
{Tµνnµnν , ρ}PB =
∫
d3x
(δTµνnµnν
δgab(x)
δρ
δpiab(x)
− δT
µνnµnν
δpiab(x)
δρ
δgab(x)
+ {Tµνnµnν , ρ}matter
)
(84)
where {·, ·}fields includes the variation with respect to the classical field degrees of freedom of matter. We will quantise
the Poisson bracket with respect to matter, by making it a commutator, thus the Poisson bracket will no longer be
with respect to matter degrees of freedom. The part of the Poisson bracket which contains variations with respect to
gravitational degrees of freedom will become our stochastic dynamics.
We proceed by replacing Tµν with the stress tensor of quantum field theory. We can now write
H = piabGabcdpicd − g1/2R+√gTµνnµnν (85)
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as long as we recall that this object is hybrid and cannot be used to derive classical or quantum evolution in the
traditional way. We now expand H and by extension Tµνnµnν in terms of local field operators Lα(x)
H = h00(gab, piab;x)1 + hαβ(g, pi;x)L†β(x)Lα(x) (86)
with L0(x) = 1 multiplying the purely classical part of the Hamiltonian constraint
h00(g, pi;x) := piabGabcdpi
cd − g1/2R (87)
The supermomentum can be treated similarly, where the term stress-energy term in equation (78) is replaced by
it’s quantum counterpart
√
gT aµnµ → √gTµanµ (88)
leading to
Pa = pa,00(g, pi;x)1 + pa,αβ(g, pi;x)L†β(x)Lα(x) (89)
pa,00(gab , pi
cd;x) := −2gac (x)∇b(x)picb(x) (90)
Crucially, although Nap
a,αβ is not generally positive, the combination Nhαβ + Nap
a,αβ is, provided the positive
energy condition is satisfied[88].
To make things concrete it is useful to have in mind a scalar field, expecially since Lindbladian evolution has been
shown to be renormalisablein this case[86] and the general case can be treated similarly. We have
√
gnµT
µνnν =
1
2
(
g−1/2piφ(x)2 +
√
ggab∇aφ(x)∇bφ(x) +√gm2φ(x)2 − 4√gΛcc
)
(91)
√
gnµT
aµ = gabpiφ(x)∇bφ(x) (92)
and now decompose it as in Equation (39), with the metric degrees of freedom included in hαβ(g, pi;x). This is for
convenience, as it will turn out that how the decomposition is made is not important.
hpipi(x) := g−1/2, hφφ(x) :=
√
g, hab(x) :=
√
ggab, hΛΛ =
√
g, (93)
with the rest zero, leaving the Lindblad operators as
Lpi(x) =
1√
2
pi(x), Lφ(x) =
m√
2
φ(x), La(x) =
1√
2
∂aφ(x), LΛ =
√
21 (94)
Note that the hαβ(g, pi;x) do not include the N pre-factor, since we will be using it to apply the constraint equation,
however, when we look at the dynamical equations of motion we will need to include it. Their particular dependence
is not important in terms of the broad outline of this discussion, rather, what is important is that we can decompose√
gTµνnµnν(x) = h
αβ(g, pi;x)L†β(x)Lα(x) in terms of local field operators. The expansion of the supermomentum in
terms of local operators could be treated similarly, with
Lpi(x) = pi(x), La(x) = ∂aφ(x), L1 = 1 . (95)
Due to operator ordering ambiguities, we could take pa,pi(g, x) = gab and ppi,a(g, x) = 0 or pa,pi(g, x) = p¯pi,a(g, x) = 12g
ab
but which operator ordering to choose will be determined by diffeomorphism invariance, which can best be ascertained
by looking at when the constraint equations close. This is calculated in [89] where it is shown that we need to choose
the latter case. It is also generic that except for h00(g, pi;x), hαβ(g, pi;x) depends only on the 3-metric, and not on
piab, and we will restrict ourselves to this case.
We could also expand the field operators in terms of raising and lowering operators b~p(g),b
†
~p(g) to obtain∫
d3xN(x)
√
gTNN (x) =
1
2
∫
d3p
(2pi)3
ω~p
(
b†~p(g)b~p(g) + b~p(g)b
†
~p(g)
)
+
∫
d3x2N
√
gΛcc (96)
where b~p(g) is chosen to annihilate the vacuum of the space-time defined by the metric gab and Λcc is the cosmological
constant. To separate the dependence of the metric from the choice of Lindblad operators, we could choose our
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Lindblad operators Lα,L
†
β to be given by the creation and annihilation of Minkowski space
√
ωpa~p,
√
ωqa
†
~q and h
~p~q
written in terms of the metric dependent Bogoliubov transformations
b~k(g) =
∑
p
α∗kp(g)a~k − β∗kp(g)a†~p (97)
In this way, one sees the general covariance of the master equation, however, in order to make manifest the locality of
the field equations, we will use the Lindblad operators of Equation (94), and it is simple enough to change the basis
of Lindblad operators.
The dynamical equations of motion are generated by the cq-ADM Hamiltonian
HADM =
∫
d3x
[
NH+NaPa
]
(98)
with H and Pa given by Equations (86) and (89). Diffeomorphism invariance places strong constraints on the
dynamics. It requires that the stochastic part of the master equation, be generated by NWαβh (z¯|z¯ − ∆;x). This is
natural, especially if the model is linear in the sense
WαβNh(z¯|z¯ −∆;x) = NWαβh (z¯|z¯ −∆;x), WαβNapa(z¯|z¯ −∆;x) = NaW
αβ
pa (z¯|z¯ −∆;x) (99)
We will not restrict ourself to a particular realisation of Wαβh (z¯|z¯ −∆;x) and Wαβpa (z¯|z¯ −∆;x) at this point, but we
will assume that the realisation satisfies Equation (99).
We thus have the master equation
∂ψ(g, pi)
∂t
=
∫
d3xN∇00h ψ(z¯) +
∫
d3xNa∇00paψ(z¯)− i
∫
d3xNhαβ [L†β(x)Lα(x), ψ]− i
∫
d3xNapαβa [L
†
β(x)Lα(x), ψ]
+
∫
d3xD∆
[
NWαβh (z¯|z¯ −∆;x)Lα(x)ψ(z¯ −∆)L†β(x)−
1
2
NWαβh (z¯;x){L†β(x))Lα(x), ψ}
]
+
∫
d3xD∆
[
NaW
αβ
pa (z¯|z¯ −∆;x)Lα(x)ψ(z¯ −∆)L†β(x)−
1
2
NaW
αβ
pa (z¯;x){L†β(x))Lα(x), ψ}
]
(100)
where we write z¯ when gab(x),pi
ab(x) are too cumbersome and have absorbed the bare term λαβ(z¯;x) into Wαβ(z¯|z¯′;x).
The first two terms, ∇00h and ∇00pa are as defined in Equation (58) and corresponds to the purely classical terms
associated with the Lindblad operators L0(x) = 1 which we separate out for later comparison. They could be purely
deterministic terms (the standard classical Poisson brackets of pure gravity), but it is natural to take them to be
stochastic and generated in the same way we generate the coupling terms. Because they are associated with L0 they
do not need to be positive. The next two terms are the commutators of the components of the energy-momentum
tensor, describing how quantum matter evolves in space-time. Finally, we have the interaction terms between gravity
and matter which are stochastic.
As shorthand, we will denote Equation (100) by
∂ψ(g, pi)
∂t
= LHADMψ(g, pi)
=
∫
d3x
[
N(x)Lh(x)ψ(g, pi) +Na(x)La(x)ψ(g, pi)
]
(101)
This should be thought of us the fundamental dynamical equation, but we can perform a Kramers-Moyal expansion
on it. Since we expect all moments to appear, Diffeomorphism invariance means that the moment expansion will
include terms such as δh
αβ(z¯)
δgab
δψ(z¯)
δpiab
since it transforms like a density. A realisation of Wαβh (z¯|z¯ −∆) is presented in
[89] and gives a Kramers-Moyal expansion, up to constants of∫
Wαβh (z¯|z¯ −∆;x)ψ(z¯ −∆)D∆ =
1
τ
hαβ(gab;x)ψ(z¯) +
δhαβ(z¯;x)
δgab
δψ(z¯)
δpiab
− δh
αβ(z¯;x)
δpiab
δψ(z¯)
δgab
+ τDabcd,αβpi (g, pi;x) ·
δ
δpiab
⊗ δ
δpicd
ψ(z¯)
+ τDαβg,abcd(g, pi;x) ·
δ
δgab
⊗ δ
δgcd,αβ
ψ(z¯) + 2τDcd,αβgpi,ab ·
δ
δgab
⊗ δ
δpicd
+ · · · (102)
where the diffusion terms, and all higher order moments are tensor densities of the appropriate weight to contract with
the derivatives acting on the density matrix. This is what we should expect from spatial diffeomorphism invariance
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alone. For the pure gravity component, W 00, we expect all such terms, while for the other ones, the hαβ(z¯;x) and
hence Wαβh depend only on gab since we consider energy-momentum tensors which depend only on gab. In this case,
terms which involve δhαβ(g;x)/δpiab are zero, yielding
∂ψ(g, pi)
∂t
=
∫
d3xN∇00h ψ(z¯) +
∫
d3xNa∇00paψ(z¯)− i
∫
d3xN
√
g[Tµν(x)nµnν , ψ]− i
∫
d3x
√
gNa[Tµa(x)nµ, ψ]
+
∫
d3x
1
τ
(
Nhαβ(g;x) +Napαβa
)[
Lα(x)ψL
†
β(x)−
1
2
{L†β(x)Lα(x), ψ}
]
+
∫
d3xN
δhαβ(z¯;x)
δgab(x)
Lα(x)
δψ
δpiab
L†β(x) + τD
abcd,αβ
pi (g;x) ·
δ
δpiab
⊗ δ
δpicd
Lα(x)ψ(z¯)L
†
β(x) + · · · (103)
If we trace out the quantum system, then neglecting terms of second order and higher we are left with
∂ρ(g, pi)
∂t
=
∫
d3x{Nh00, ρ}PB +
∫
d3x{Napa,00, ρ}PB +
∫
d3xN
√
g tr{Tµν(x)nµnν , ψ}PB + · · · (104)
which is the classical Liouville equation for general relativity sourced by quantum matter. We see that in the classical
limit we recover Einstein’s equations.
In terms of the evolution of the quantum system, for each classical space-time manifold, the quantum system
undergoes both decoherence with respect to the system’s energy, as well as unitary evolution generated by the
Hamiltonian, as well as quantum jumps which are accompanied by a back-reaction on the space-time. The diffusion
terms imply that the solution of Equation (103) should be a spreading Gaussian when we trace out the quantum
system. This presents a testable deviation from classical general relativity, potentially observable when the other
terms are small, such as at low acceleration. The absence of such terms is likely to falsify this model. On the other
hand since diffusion of the metric can result in stronger gravitational fields when we might otherwise expect none to
be present, it raises the possibility that diffusion may explain galaxy rotation curves[90] and galaxy formation without
the need for dark matter.
A. Post-quantum constraints of general relativity
In addition to the dynamical equation of motion Equation (100) or (103), we need to impose the constraints of
general relativity. Let us recall how this is done classically. There, the Hamiltonian and momentum constraint of
Equation (81) follows from demanding that the Lagrangian be invariant under arbitrary time reparametrisations, and
spatial diffeomorphisms. This leads to the primary constraints, pN = 0 and pNi = 0. Here, these are just constraints
on the classical phase space, and so we can constrain ψ to lie in the surface on phase space where they are zero.
Preservation of the primary constraints is implemented in the ADM formalism by requiring that ˙pN = 0 and ˙pNa = 0
(the supermomentum and superhamiltonian constraints).
Were we to impose the constraint in an equivalent manner here, it would amount to demanding that HADM be
invariant under the action of PN and PNa . This would lead to a Hamiltonian constraint of the form
h00 + 16piG
√
gTµνnµnν ≈ 0 (105)
which would be impossible to satisfy, since it contains both a classical term and a local quantum operator.
However, it is irrelevant whether the Hamiltonian is invariant under diffeomorphisms, provided that the equations
of motion are diffeomorphism invariant. Only physically meaningful quantities need to be diffeomorphism invariant,
not the formalism. In the classical case, this corresponds to demanding that the equations of motion are invariant
under the action of PN and PNa which generate the symmetry. Thus we need merely require
{PN , {HADM , ρ}PB}PB = {HADM , {PN , ρ}PB}PB , {PNa , {HADM , ρ}PB}PB = {HADM , {PNa , ρ}PB}PB (106)
i.e. that the state is the same whether a shift along the generator of a symmetry was performed before or after an
evolution.
Using the Jacobi identity, and the relations {PN , HADM} = H, {PNa , HADM} = H, we see that this is equivalent
to imposing the constraints
{H, ρ}PB ≈ 0, {H, ρ}PB ≈ 0 (107)
which is a restriction on the state space of the theory. ρ can only have support on phase space degrees of freedom for
which the above equations are satisfied. The first constraint is the classical analogue of the Wheeler-deWitt equation,
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and we see that the so-called problem of time exists even in the classical theory. The state of the system appears
not to evolve. This classical problem of time can be solved as in the quantum case, by taking one of the degrees
of freedom to be the clock[91–93], a subject we shall return to in the Discussion. The constraints as expressed by
Equation (107) are equivalent to the standard expression of the constraints of Equation (81) with a constant present.
To see this, we note that if ρ is any distribution of H, then it solves the Hamiltonian constraint, and then if we restrict
the distribution to also be one over Ha then it simultaneously solves both constraints. We could also choose ρ to be
a distribution of H+ λ with λ a constant. In fact, we can add any λ which has vanishing Poisson brackets with both
Ha and H[94].
In the present context, requiring the equations of motion be diffeomorphism invariant, is equivalent to the condition
{PN ,LHADMψ(g, pi)}PB = LHADM {PN , ψ(g, pi)}PB , {PNa ,LHADMψ(g, pi)}PB = LHADM {PNa , ψ(g, pi)}PB (108)
which leads to the constraint equations Lh(x)ψ(z¯) ≈ 0 and La(x)ψ(z¯) ≈ 0 or explicitly
∇00h ψ(z¯)− i[
√
gTµνnµnν(x), ψ] +
∫
D∆
[
Wαβh (z¯|z¯ −∆;x)Lα(x)ψ(z¯ −∆)L†β(x)
]
− 1
2
Wαβh (z¯;x){L†β(x)Lα(x), ψ(z¯)} ≈ 0
(109)
∇00paψ(z¯)− i[
√
gTµanµ(x), ψ] +
∫
D∆
[
Wαβpa (z¯|z¯ −∆;x)Lα(x)(x)ψ(z¯ −∆)L†β(x)
]
− 1
2
Wαβpa (z¯;x){L†β(x)Lα(x), ψ(z¯)} ≈ 0
(110)
where once again, for typical energy momentum tensors, the momentum constraint is pure Lindbladian. By performing
the same Kramers-Moyal expansion as in Equation (103), we can see that this once again reduces to the classical
constraints when quantum fluctuations are small.
In order to find a solution to the dynamical and constraint equations, we need the equations to be compatible.
Attempts to quantise gravity have floundered on this point, as the constraints are operators and typically don’t
commute, so no simultaneous solution of the constraints exist. This is the case in loop quantum gravity, although it
is hoped that one can find an operator ordering such that the constraints close. Likewise string theory is background
dependent. Here, we also require constraint compatibility, but it takes on a different form. Because we have attempted
to implement diffeomorphism invariance on the level of the equations of motion rather than as operator identities, the
relevant notion of constraint compatibility is not simply the commutation of operators, but whether the constraints
”commute” with one another other as equations. In other words
La(x)LH(y)ψ − LH(y)La(x)ψ ≈ 0 (111)
and similarly we require that the ”commutation relations” for all other combinations of constraints vanish on the
constraint surface. The right hand side must be a linear combination of constraint equations. This notion of constraint
compatibility replaces the closure of the constraint algebra in the classical theory. If Equation (111) holds along with
similar terms for all the constraints, the constraints are preserved in time and the system of equations is diffeomorphism
invariant. This is explored in [89], where we also introduce the realisation of Equation (57) invariant under spatial
diffeomorphisms, with the Poisson bracket being the purely gravitational part of Equation (84) i.e.∫
D∆Wαβh (z¯|z¯ −∆;x)Lα(x)ψ(z¯ −∆)L†β(x) =
1
τ
exp
[
τ(h−1)γδ(z¯;x){hδα(z¯;x), ·}PB
]
hβγ(z¯;x)Lα(x)ψ(z¯)L
†
β(x)
(112)
In this case, Wαβ(z¯;x) = 1τ h
αβ(z¯;x). The supermomentum constraint is defined similarly, with hαβ replaced by
paαβ19.
VI. DISCUSSION
Let us first address the objection to Linbladian dynamics of BPS[38]. To do so, we rewrite the dynamical equations
of motion using the realisation of Equation (112) and decomposition of the energy momentum tensor in terms of the
19 We also discuss realisations which contain multiple jumps at higher order as in Equation (70). This can arise in realisations where the
Lindblad operators are also exponentiated in a jump term such as
1
τ
exp
[
τ{
∫
dxhαβ(z¯;x)Lα(x)L
†
β(x), ·}PB
]
ψ(z¯) (113)
with Lα(x) acting on the left, and L
†
β(x) acting on the right as in Equation (55).
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Lindblad operators b†~p(g), b~p(g) as given in Equation (96). With the notation H(g,N) :=
∫
d3Nx
√
gTµν(x)nµnν ,
and the Fourier transform Wˆαβ(z¯|z¯ −∆; k) := ∫ dxWαβ(z¯|z¯ −∆;x)e2piikx this gives
∂ψ(g, pi)
∂t
=
∫
d3xN∇00h ψ(g, pi)− i[H(g,N), ψ(g, pi)] +
1
2τ
∫
D∆d3pWˆ
αβ(z¯|z¯ −∆; k)
(2pi)3
(
f(~p,~k)b†~p(g)ψ(g, pi −∆)b~p−~k(g)
+ f(~p,−~k)b~p(g)ψ(g, pi −∆)b†~p+~k(g) + g(~p,~k)b~p(g)ψ(g, pi −∆)b ~−p−~k(g)
+ g(~p,−~k)b†~p(g)ψ(g, pi −∆)b†~−p+~k(g)
)
− 1
2τ
{H(g,N), ψ(g, pi)} (114)
where f(~p,~k) = ωpωp+k + ~p ·~k+ ω2p, g(~p,~k) = −ωpωp+k + ~p ·~k+ ω2p, and we have dropped the supermomentum term
by taking the case where we can choose coordinates with Na = 0 at least for short times. We have also absorbed the
bare cosmological constant into ∇00h . If we look at the k = 0 term, we have a Lindbladian of the form
1
2τ
∫
D∆d3pω~p Wˆ
αβ(z¯|z¯ −∆; k)
(2pi)3
(
b†~p(g)ψ(g, pi −∆)b~p(g) + b~p(g)ψ(g, pi −∆)b†~p(g)
)
− 1
2τ
{H(g,N), ψ(g, pi)} (115)
The argument of Banks, Peskin and Susskind, is that if the Lindblad operators are local, as is the case here, then
as with Equation (114), we not only have jump terms like b~pψ(z¯)b
†
~p which annhilate the vacuum, but also b
†
~pψ(z¯)b~p
which excite it. If we are initially in the vacuum, this term will result in particle creation, and energy conservation
will be violated. Indeed there is no reason to expect energy conservation, because the dynamics isn’t unitary and so
Noether’s theorem doesn’t apply. The generator of time-translations is not the Hamiltonian but the Lindbladian20.
Here, there is no energy operator in the usual sense, since it is a hybrid object. However, we do have the Hamiltonian
constraint, Equation (109), which describes what effect energy has on the state of the system. The question of energy
conservation, is thus the question of whether the Hamiltonian constraint is preserved in time. We see that once
we include gravity, this becomes a question of compatibility of the constraint equations and whether the theory is
diffeomorphism invariant. In a diffeomorphism invariant theory, the constraints are preserved, and energy from the
field is not created out of nothing, but rather, needs to be compensated for by a change in the gravitational energy.
We see that the inclusion of general relativity ensures that energy is conserved.
If the Hamiltonian constraint is preserved, it may still be that that the energy of the matter fields will increase
at the expense of the gravitational energy, albeit at a suppressed rate due to the back-action on the gravitational
field. Let us then ask whether we can have a state for which the amount of energy in the quantum field is small. Let
us denote this state by ψ = ψ(η, pi = 0) with ψ having a delta function in phase space around piab = 0 so that the
gravitational field is stationary. This is not strictly necessary, since for mixed states, one can have a stationary state,
even though components of the state are not stationary. If however, we take all components to be stationary, then
examining Equation (115) we see that unlike the case considered by BPS, the creation and annhilation operators in
the jump terms do not act on ψ(η, pi = 0), but rather on the component of ψ(g, pi) which is a ∆ away in piab, with
∆ ≈ τδ√g/δgab = τ2
√
ggab. And by assumption, ψ has no support away frompiab = 0. Crucially, we only have jumps
in the quantum field, when the conjugate momenta to the metric changes. ∆ acts as a gap which suppresses particle
creation. Of course, if we look at the rate of change of other components ψ(z¯) with non-zero piab, then there can be
flux from the stationary states to the states with non-zero piab, and the question becomes whether we can stabilise
this.
Let us look at the rate of change of the component of ψ whose quantum state is |0〉, the vacuum of the quantum field
hamiltonian H(g,N). First, we see that the commutator in Equation (114) is zero here, as it is for any eigenstate of
H(g,N). Next consider the no-event term. If |0〉 is truly the ground state of the Hamiltonian, such that H(g,N)|0〉 = 0
then it also doesn’t contribute to the evolution equations either, and the vacuum is a stationary state and the
probability of being in it doesn’t change. On the other hand, we expect H to have a term 12
∫
d3pωp, which is the
cosmological constant problem arising from vacuum fluctuations. If we treat this term as we do the electric charge,
and renormalise it by cancelling it with the bare cosmological constant, then again, the vacuum is a stationary state.
But if we don’t renormalise, then this term contributes a negative flux which decreases the probability of being in the
Minkowski vacuum. In this sense, the PBS argument is related to the cosmological constant problem.
For the ordinary Lindblad equation, the probability flux away from the ground state can only be balanced by
populating the higher energy states, such that the flux into the ground state from the Lindblad jump operators,
balances the flux out from the no-event term. However this detailed balance condition only happens at infinite
20 See [42, 95–97] for extensions of Noether’s theorem to semi-groups
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temperature. Here however, we do not need to rely only on populating higher energy levels to achieve a stable state,
because the gravitational potential due to the ∇00h term, as well as the gravitational contributions in the coupling
term also contribute to the probability flux. Finding such stable states, requires solving the constraints, in particular,
Equation (109). Here, the contribution to the cosmological constant due to the quantum field, appears in a different
way to the bare cosmological constant, in that it not only contributes via the Poisson brackets of the gravitational
degrees of freedom (and higher moments), but also via the non-trivial Lindblad operators. Finding these stable states
is an important research direction which might might give further insight into the cosmological constant. It may
be, that one has to consider realisations of Wαβ(z¯|z¯ − ∆) which become small when one is at the minimum of the
gravitational potential.
The presence of the Hamiltonian constraint is particular to gravity and provides a mechanism to ensure energy
conservation even though Noether’s theorem, and the connection between time-translation invariance and energy
conservation is broken. For this reason, it is harder to apply this formalism to other field theories such as electro-
magnetism. It was also crucial, that the coupling term in general relativity is guaranteed to be positive due to the
positive energy condition[88].
In canonical quantum gravity, the Hamiltonian constraint is imposed as an operator on the wavefunction Hψ ≈ 0,
leading to the problem of time – that the wavefunction appears not to evolve. Here, the situation is closer to the
classical case, {H, ρ} = 0, which is arguably less problematic. This is because for mixed states, we can take any state
which doesn’t satisfy the constraint ρ(0), and make it satisfy the constraint by group averaging it to get the statistical
mixture
ρ =
1
N
∫
dtρ(t) (116)
with N an infinite normalisation21. The group averaged state now satisfies the constraint, but it’s clear that each
component in the statistical mixture evolves in time just as it would if it wasn’t a part of the statistical mixture. It’s
only the total statistical mixture that doesn’t appear to evolve, yet only one of the components is actually realised.
While one could make the same claim about a coherent group averaging of a pure state, it is less clear what one means
by the statement that each component evolves in time even though the group-averaged state doesn’t22.
Let us now turn to the subject of gravity’s role in wavefunction collapse. In the scalar field theory discussed here,
hαβ is diagonal and unique for each Lindblad operator. As with the Stern-Gerlach example, the accompanying jump
in phase space unambiguously determines which Lindblad operator was applied to the quantum state. If we know
the initial pure state of the quantum system, then by monitoring the classical system, we know which sequence of
Lindblad operators were applied to the quantum state and at what times. Ironically, although a strong motivation
of the present work was to obtain dynamics which allowed for the destruction of information, the dynamics here,
while stochastic, can leave the quantum state pure. It is rather the classical degrees of freedom, which gain entropy.
This suggests that in black hole evaporation, the associated entropy is the entropy of space-time. Since the formalism
introduced here allows one to study the back reaction of matter fields on the gravitational field in a consistent manner,
there is hope that we can better understand black holes, as well as other systems where gravity and quantum effects
are important.
Here, space-time is treated as fundamentally classical, and there are certainly reasons to believe this to be the case.
One could instead view this theory as simply the result of taking the classical limit of the gravitational degrees of
freedom of a quantum theory of gravity. For such a limit to exist we would require some additional coupling constant
independent of ~. In this case, the present work at least provides a consistent way to explore this limit which does
not suffer from the pathologies of the semi-classical Einstein equation. This has been lacking in our investigation into
how space-time reacts to quantum systems.
That there exists a fully quantum theory of gravity has also been an argument against theories which have funda-
mental decoherence. In the sense that given any such dynamics one can always find a purification of the state, such
that the full theory is unitary. Here however, the purification would need to obey an unnatural condition, namely
that it remain of the form
ψAB =
∑
|g, pi〉A ⊗ |g, pi〉B ⊗ |ψmatter(g, pi)〉AB (117)
with system B being the purifying system. One further needs to impose the condition that one can only measure
in the basis where |g, pi〉A is diagonal. If one lifts this ristriction on measurements, or allows dynamics more general
than the one preserving the form of the state of Equation (117), then it is far from clear that the dynamics would
21 We can define this more formally by taking the system to be finite and integrating dt over the recurrence time of the system, and then
taking the limit of infinite dimension
22 For a discussion on this point, see [42].
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still be completey positive and trace-preserving. Nonetheless, the purified state is reminiscent of the thermo-field
double state, so ubiquitous in discussions around the AdS/CFT correspondence. It suggests that some of the apparent
paradoxes[98–101] found in that context could be resolved by restricting measurements in this manner.
The classical-quantum theory has a number of experimental signatures. It predicts gravitational collapse of the
wave-function, which already a number of experiments are looking for[102–104] and with some suggestion of excess
noise in ultracold cantilever experiments[105]. It predicts stochastic, finite sized jumps of the gravitational field which
might be detectable in the lab with current technology. The theory also predicts diffusion which might be observable
in astrophysical systems and in cosmology. The theory is highly constrained, especially if τ = ~, since increasing
the coherence time results in larger jumps and more diffusion. Finally, it predicts a null result to recently proposed
experiments to test the quantum nature of gravity [106, 107]. Here, space-time, as well as gab, pi
ab are taken to be
continuous, while the jumps in phase space are not. It’s possible to imagine a theory in which the metric is discreet
or even space-time itself, however, there is no need to go this far in the present context.
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Appendix A: Conditions for complete positivity of a CQ-map
Here we extend a theorem due to Kossakowski[108] for a cq-map E(t) to be completely positive on a separable
Hilbert space. Let us consider all complete sets of projectors Pr(z¯) on the doubled Hilbert space HS ⊗ HS and
classical degrees of freedom z¯.
Theorem 1. L is a generator of continuous time, completely positive, Markovian evolution of ψ(z¯) which preserves∫
dz¯ trψ(z¯) if and only if for all sets of orthogonal projectors {Pr(z¯)}:
trPs(z¯)Lz¯|z¯′ ⊗ 1(Pr(z¯′)) ≥ 0 ∀r 6= s, z¯, z¯′ (A1)
trPs(z¯)Lz¯|z¯′ ⊗ 1(Ps(z¯′)) ≥ 0 ∀s, z¯ 6= z¯′ (A2)∫
z¯
trLz¯|z¯′ ⊗ 1(Pr(z¯′)) = 0 ∀r, z¯′ (A3)
where Lψ(z¯) = ∫ dz¯′Lz¯|z¯′ψ(z¯′)
As a consequence of the above, we automatically get
tr
∫
dz¯′δ(z¯ − z¯′)Ps(z¯)Lz¯|z¯′ ⊗ 1(Ps(z¯′)) ≤ 0 ∀s, z¯ (A4)
since the probability conservation condition, Equation (A3) ensures that outward flux from any Ps(z¯) contributes
negatively to the probability rate. The proof of Theorem 1 follows from writing
Lz¯|z¯′ := lim
δt→0
Ez¯|z¯′(δt)− 1δ(z¯ − z¯′)
δt
(A5)
where E(t)ψ(z¯) = ∫ dz¯′Ez¯|z¯′(t)ψ(z¯′), and using the fact that the map Ez¯|z¯′ is completely positive, probability conserving
map if and only if
trPs(z¯)Ez¯|z¯′ ⊗ 1(Pr(z¯′)) ≥ 0 ∀{Ps(z¯)}, {Pr(z¯′)}, z¯, z¯′ (A6)
and ∑
z¯
tr Ez¯|z¯′ ⊗ 1(Pr(z¯′)) = 1 ∀{Pr(z¯)}, r, z¯′ . (A7)
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It follows that mathcalEz¯|z¯′ is trace non-increasing
Ez¯|z¯′ ⊗ 1(Pr(z¯′)) ≤ 1 (A8)
Equation (A2) is an additional constraint on the quantum system not found in [108], although if one considers the
projector to also be on the classical degree of freedom, then it becomes subsumed by Equation (A1). From this, one
can easily see that Λαβ(z¯|z¯′; t) in Equation (25) needs to be a positive, Hermitian matrix in α, β for all z¯, z¯′.
a. Heisenberg representation
Equations (11) and (14) tells us how the classical-quantum state evolves. As with both quantum and classical
mechanics, there is an alternative ”Heisenberg” picture in which the state doesn’t evolve but the operators do. One
can easily derive the time evolution of operators in this representation, since it follows from demanding that for all
ψ(z¯)
d
dt
∫
dz¯ trAS(z¯, t)ψS(z¯) =
d
dt
∫
dz¯ trAH(z¯, t)ψH(z¯) (A9)
where the subscript S indicates the Schro¨dinger representation, and H, the Heisenberg representation. Using this
and Equation (11) for the evolution of ψS(z¯) leads to the Heisenberg evolution equation for the operator A(z¯, t) over
phase space
dAH(z¯, t)
dt
=
∂AH(z¯, t)
∂t
+ i[H(z¯),AH(z¯, t)]
+
∫
d∆Wαβ(z¯ + ∆|z¯)L†βAH(z¯ + ∆, t)Lα −
1
2
Wαβ(z¯){L†βLα,AH(z¯, t)}
=
∂AH(z¯, t)
∂t
+ i[H(z¯),AH(z¯, t)] +W
αβ(z¯)
[
L†βAH(z¯, t)Lα −
1
2
{AH(z¯, t),L†β(x)Lα}
]
− L†β{hαβ ,AH(z¯, t)}BPLα
]
+ · · · (A10)
where we have used cyclicity of operators under the trace, and integration by parts. We have included the purely
classical term in W 00 but for deterministic evolution, it would be −{H(z¯),AH(z¯, t)}PB . For a field theory, and in
general relativity, we are usually interested in the evolution of diffeomorphism invariant operators such as
AH(z¯) =
∫
d3x
√
gA(z¯;x) (A11)
where A(z¯;x) is a local scalar operator. In such a case, we have
dAH(z¯, t)
dt
=
∂AH(z¯, t)
∂t
+ i[H(z¯),AH(z¯, t)]
+
∫
d3x
[
d∆Wαβ(z¯ + ∆|z¯;x)L†β(x)AH(z¯ + ∆, t)Lα(x)−
1
2
W (z¯;x){L†β(x)Lα(x),AH(z¯, t)}
]
=
∂AH(z¯, t)
∂t
+ i[H(z¯),AH(z¯, t)] +
∫
Wαβ(z¯;x)
[
L†β(x)AH(z¯, t)Lα(x)−
1
2
{L†β(x)Lα(x),AH(z¯, t)}
]
d3x
−
∫
d3xL†β(x){hαβ(z¯;x),AH(z¯, t)}BPLα(x) + · · · (A12)
and after some manipulation, and can see that the right hand side contains operators acting on the local density
A(z¯;x)
√
g and the dynamics satisfy cluster-decomposition.
