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Using the stochastic representation for second order parabolic equations, we prove
the existence of local smooth solutions in Sobolev spaces for a class of second order
quasi-linear parabolic partial differential equations (possibly degenerate) with smooth
coeﬃcients. As a simple application, the rate of convergence for vanishing viscosity is
proved to be O (
√
νt). Moreover, using Bismut’s formula, we also obtain a global existence
result for non-degenerate semi-linear parabolic equations. In particular, multi-dimensional
Burgers equations are covered.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We start with the following d-dimensional viscous Burgers equation (ν > 0):
∂tu + (u · ∇)u = νu, t  0, u(0) = u0, (1.1)
which was originally introduced as a simpliﬁed model of the Navier–Stokes equation. The one-dimensional Burgers’ equation
(d = 1) has been studied extensively. Recently, there are increasing interests on the study of Burgers turbulence, i.e., the
asymptotic behavior of one or multi-dimensional Burgers equation with random initial conditions or random forcing as
ν → 0 (see [15,1] and references therein).
Let V : Rd → R be a bounded continuous function. Let ϕ(t, x) solve the following Cauchy problem of heat equation:
∂tϕ = νϕ, t  0, ϕ(0, x) = e−V (x)/(2ν),
i.e.,









It is easy to see that
u(t, x) = −2ν∇ logϕ(t, x) (1.2)
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form ∇V , then by using transformation (1.2), one can reduce Eq. (1.1) to a heat equation. In the literatures, one usually
calls (1.2) as Hopf–Cole’s transformation (see [2] for a historical remark). For the general non-potential initial value, by the
maximum principle in the PDE one knows that
sup
x∈Rd
∣∣u j(t, x)∣∣ sup
x∈Rd
∣∣u j0(x)∣∣, j = 1, . . . ,d,
which then leads to the well-posedness of Eq. (1.1) in suitable spaces.
The main aim of the present paper is to give a purely probabilistic treatment for the well-posedness of Burgers equa-
tion (1.1) in terms of stochastic Lagrangian particle trajectories. Let us consider the following more general system of











i ju + bi(u)∂iu = f (u), t  0,
u(0, x) = u0(x),
(1.3)
where u(t, x) = (u1(t, x), . . . ,um(t, x)), ∂i = ∂∂xi , ∂2i j = ∂
2
∂xi∂x j
and the Einstein’s convention for summation has been used. It is









 c|ξ |2, ∀ξ ∈ Rd,
then system (1.3) has a unique local smooth solution (cf. [14, p. 322, Proposition 7.4]).





















where t  s 0 and {Wt , t  0} is a d-dimensional Brownian motion. Then u(t, x) has the following representation (cf. [9]):















Conversely, if (u, X) solves the implicit system (1.4) and (1.5), then u is a solution of Eq. (1.3) (cf. [7]). Under certain bound-
edness assumptions on σ ,b, f , Blagovescenskii [5] and Tanaka [13] proved the existence of local solutions in the class of
Lipschitz continuous functions for system (1.4) and (1.5) (see Freidlin’s book [7]). Such solutions are called generalized solu-
tions of Eq. (1.3). Under further smooth assumptions on the coeﬃcients, the local generalized solution becomes a classical
solution of Eq. (1.3). In [7], Freidlin gave two types of conditions to ensure the global solvability. One is based on the
Feyman–Kac representation (cf. [7, p. 361, Theorem 2.1]), another is based on the subordination of the non-linear term to
the linear term (cf. [7, p. 371, Theorem 3.1]). However, the above well-known results do not provide a probabilistic approach
for the well posedness of Burgers equation (1.1).
Our ﬁrst result is the following local existence theorem:
Theorem 1.1. Let k  3 and p > d ∨ 2. Suppose that σ ,b and f belong to Ck and f (0) = 0. Then, for any u0 ∈ Wk,p(Rd;Rm), there
exist a time T > 0 and a unique pair of (u, X) with u ∈ C([−T ,0];Wk,p(Rd;Rm)) such that (u, X) solves system (1.4)–(1.5) on
[−T ,0]. In particular, u solves Eq. (1.3).
Compared with the well-known results, we work in the Sobolev spaces and no any boundedness assumptions on the
coeﬃcients are required. For this aim, we shall consider SDE (1.4) as an inﬁnite dimensional SDE with values




In particular, we can use Burkholder’s inequality for Lp-valued martingales to give an estimate for ‖∇Xt,s − I‖k−1,p .
For the global existence, we shall prove the following result by Bismut’s formula (see Theorem 2.3 below).
678 J. Wang, X. Zhang / J. Math. Anal. Appl. 388 (2012) 676–694Theorem 1.2. Let k 3 and p > d ∨ 2. Suppose that σ is constant and non-degenerate, b and f belong to Ck and∣∣ f (u)∣∣ c|u| log(|u| + e).
Then, for any u0 ∈ Wk,p(Rd;Rm), there exists a unique pair of (u, X) with
u ∈ C((−∞,0];Wk,p(Rd;Rm))
such that (u, X) solves system (1.4)–(1.5). In particular, u solves Eq. (1.3) with constant σ .
This paper is organized as follows: In Section 2, we prepare some notations and lemmas for later use. In Section 3, we
prove the local existence. In Section 4, the rate of convergence of inviscid limit is proved. In Section 5, a global existence
result is given.
2. Preliminaries
We begin with some notational conventions. Fix d,m ∈ N and set
N0 := {0} ∪N, R− := (−∞,0], I := (d × d)-unit matrix.
For k ∈ N0 and α ∈ (0,1), let Ckb(Rd;Rm) (resp. Ck,αb (Rd;Rm)) denote the space of all k-order continuous differentiable










:= ‖u‖Ckb + supx=y∈Rd
|∇ku(x)− ∇ku(y)|
|x− y|α < +∞,
where ∇ j denotes the j-order gradient operator. For k ∈ N0 and p  1, let Wk,p(Rd;Rm) be the usual Rm-valued Sobolev





where ‖ · ‖p is the usual Lp-norm. Note that W0,p(Rd;Rm) = Lp(Rd;Rm) and the following Sobolev’s embedding holds: for




d;Rm) ↪→ Lq(Rd;Rm)∩ C1−d/pb (Rd;Rm),
i.e., for some c = c(q, p,d,m),
‖u‖q + ‖u‖C1−d/pb  c‖u‖1,p . (2.1)
Below, we shall use letter c to denote a constant which may change in different occasions, and whose dependence on
parameters can be traced carefully from the context.
We next introduce some classes of function spaces for later use. Let
M := {γ : [0,∞) → [1,∞) is increasing and continuous}.
For p ∈ [1,∞], let Fp denote the class of measurable vector-valued functions g on R− × Rd × Rm satisfying that for some
continuous function R 	→ λR ∈ Lp(Rd)
sup
|z|R
∣∣gt(x, z)∣∣ λR(x), ∀(t, x, R) ∈ R− ×Rd ×R+,
where R 	→ ‖λR‖p can be required to be increasing. In particular, for any g ∈ Fp , there exists γg ∈ M such that for all
u ∈ L∞(Rd;Rm) and t ∈ R− ,∥∥gt(·,u(·))∥∥p  γg(‖u‖∞). (2.2)
For k ∈ N and p  1, let Fk,p denote the class of Ck-functions with the properties that for m = 1, . . . ,k,
(t, x, z) 	→ (∇mx gt)(x, z) ∈ Fp ∩ F∞ (2.3)
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(t, x, z) 	→ (∇mx ∇ jz gt)(x, z) ∈ F∞. (2.4)
We remark that any smooth function of z belongs to Fk,p .
We need the following estimate of Moser’s type about composition of functions (cf. [14, Proposition 3.9]).
Lemma 2.1. Let k ∈ N and p  1. For any g ∈ Fk,p , there exists a continuous increasing function γg : [0,∞) → [1,∞) such that for
all u ∈ Wk,p(Rd;Rm)∩ L∞(Rd;Rm) and t ∈ R−∥∥∇gt(·,u(·))∥∥k−1,p  γg(‖u‖∞) · (1+ ‖u‖k,p). (2.5)
Proof. By the chain rule, we have








(∇m−ix ∇ ju gt)(x,u(x)) · ∇l1u(x) · · ·∇l j u(x),
where  := (l1, . . . , l j), li  1 and || = l1 + · · · + l j , ci, j, ∈ N.
By (2.3), (2.4) and (2.2), there exist γ ,γi, j ∈ M such that∥∥(∇mx gt)(·,u(·))∥∥p  γ (‖u‖∞)
and ∥∥(∇m−ix ∇ ju gt)(·,u(·))∥∥∞  γi, j(‖u‖∞).
Hence, by the generalized Hölder’s inequality∥∥∇mgt(·,u(·))∥∥p  γ (‖u‖∞)+∑ ci, j, · γi, j(‖u‖∞) · ∥∥∇l1u(x) · · ·∇l j u(x)∥∥p
 γ
(‖u‖∞)+∑ ci, j, · γi, j(‖u‖∞) · ∥∥∇l1u∥∥p||/l1 · · ·∥∥∇l j u∥∥p||/l j .
Noting that by Gagliardo–Nirenberge’s inequality (cf. [8])∥∥∇l j u∥∥p||/l j  c · ‖u‖1−l j/||∞ · ‖u‖l j/||||,p ,
we further have∥∥∇mgt(·,u(·))∥∥p  γ (‖u‖∞)+ c∑ ci, j, · γi, j(‖u‖∞) · ‖u‖ j−1∞ · ‖u‖||,p,
which yields the desired conclusion by summing up m = 1, . . . ,k. 
Let {Wt : t ∈ R−} be the d-dimensional standard Brownian motion on the classical Wiener space (Ω,F , P ), i.e., Ω is
the space of all Rd-valued continuous functions on R− with ﬁnal value 0 endowed with the locally uniformly convergence
topology, F is the associated Borel σ -ﬁeld, and P is the Wiener measure. Note that for ω ∈ Ω ,
Wt(ω) =ωt .
















It is well known that if Λ and Θ are smooth and have bounded derivatives in x, then x 	→ Xt,s(x) forms a stochastic diffeo-
morphism ﬂows (cf. [11]). We need the following estimate about the Jacobi determinant of the inverse ﬂow x 	→ X−1t,s (x).
Proposition 2.2. Assume that for some α ∈ (0,1),
t 	→ ∇Λt ∈ C0,αb
(
R
d;R2d), t 	→ ∇Θt ∈ C1,αb (Rd;R3d)
and t 	→ Λt(0),Θt(0) are locally bounded functions onR− . Then for any q 1, there exists a constant c = c(q) such that for all x ∈ Rd
and t  t′  0,
E





(‖∇Λr‖∞ + ‖∇Θr‖2∞ + ∥∥∇2Θr∥∥2∞)dr
]
.
















where Λ˜r = Λr − 12 tr[(Θr · ∇)Θr], and “◦” denotes the Stratonovich integral.















where {W˜r := Wt−r − Wt , r  0} is still a Brownian motion. By the theory of stochastic ﬂows (cf. [3,10,11]), we know














) · ∇Yt,r(x) ◦ dW˜r .

















































where ˜˜Λr := Λr − tr[(Θr · ∇)Θr].
Now for q 1, we have























































The result now follows. 
The following Bismut’s formula will be used in Section 5 (cf. [4,6]). For the reader’s convenience, a short proof is provided
here.




Then for any t < t′  0 and g ∈ C1b (Rd;R), it holds that
(









r − t′)∇Λr](Xt,r(x))− I)dWr
]
. (2.7)
In particular, we have
∣∣t − t′∣∣2 · ∣∣[∇Eg(Xt,t′ )](x)∣∣2  cE∣∣g(Xt,t′(x))∣∣2
t′∫
t
(∣∣r − t′∣∣2 · ‖∇Λr‖2∞ + 1)dr. (2.8)







r − t′)∇Λr](Xt,r(x))− I]dr
)
y, s ∈ [t, t′].
Consider the Malliavin derivative of Xt,s with respect to the sample path along the direction h, i.e.,
Dh Xt,s(x,ω) = lim
ε→0
Xt,s(x, εh +ω)− Xt,s(x,ω)
ε
, ω ∈ Ω.











= (t − s)y






) · [Dh Xt,r(x)+ (r − t′)yt − t′
]
dr.
On the other hand, we have






) · ∇Xt,r(x) · y dr.
By the uniqueness of solutions for the above ODE, we get
∇Xt,s(x) · y = Dh Xt,s(x)+ (s − t
′)y
t − t′ .
In particular,
∇Xt,t′ (x) · y = Dh Xt,t′(x).
Now,
∇Eg(Xt,t′ ) · y = E
[
(∇g)(Xt,t′ ) · ∇Xt,t′ · y
]










where the last step is due to the integration by parts formula in the Malliavin calculus (cf. [12]). Formula (2.7) now follows.
Estimate (2.8) is direct by Hölder’s inequality and Itô’s isometry for stochastic integral. 
We also recall the following probabilistic representation formula for second order parabolic partial differential equations
(cf. [9,7]).
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t 	→ Λ(t, ·) ∈ C3b
(
R
d;Rd), t 	→ Θ(t, ·) ∈ C3b (Rd;Rd ×Rd)
are locally bounded measurable functions on R− . Let {Xt,s(x), t  s  0} be the solution of SDE (2.6). Let φ ∈ C2b (Rd;Rm) and
t 	→ Γ (t, ·) ∈ C3b (Rd;Rm) be locally bounded. Set




















i ju +Λi(t, x)∂iu = Γ (t, x),
u(t, x) → φ(x), t ↑ 0.
3. Local existence
Given measurable functions
σ : R− ×Rd ×Rm → Rd ×Rd,
b : R− ×Rd ×Rm → Rd,
f : R− ×Rd ×Rm → Rm,
we suppose that for some k 3 and p > d,(
Hk,p
): σ ,b ∈ F∞ ∩ Fk,p and f ∈ Fp ∩ Fk,p .





























where φ ∈ Cb(Rd;Rm) and













We now state our main result in this section.
Theorem 3.1. Suppose that (Hk,p) holds for some k  3 and p > d ∨ 2. Then, for any φ ∈ Wk,p(Rd;Rm), there exists a small time
T := T (‖φ‖k,p,∇σ ,∇b, f ,k, p,d,m) > 0 and a unique pair of (u, X) with u ∈ C([−T ,0];Wk,p) such that (u, X) solves stochastic
system (3.1) on [−T ,0] with ﬁnal value u0 = φ . Moreover, there is a constant c = c(∇σ ,∇b, f ,k, p,d,m) 1 independent of ‖φ‖k,p
such that
‖ut‖k,p  c ·
(‖φ‖k,p + 1), ∀t ∈ [−T ,0]. (3.2)
As a conclusion of this theorem, we have the following existence of local maximal solutions.
Corollary 3.2. Suppose that (Hk,p) holds for some k  3 and p > d ∨ 2. Then, for any φ ∈ Wk,p(Rd;Rm), there exist a maximal
time T ∗ := T ∗(‖φ‖k,p,∇σ ,∇b, f ,k, p,d,m) > 0 and a unique pair of (u, X) with u ∈ C((−T ∗,0];Wk,p) such that (u, X) solves
stochastic system (3.1) on (−T ∗,0] with ﬁnal value u0 = φ and if T ∗ < +∞, then
lim
t↓−T ∗ ‖ut‖k,p = +∞. (3.3)
In particular, u(t, x) = ut(x) solves the following system of quasi-linear PDEs:











(t, x,u)∂2i ju + bi(t, x,u)∂iu = f (t, x,u),
u(t, x) → φ(x), t ↑ 0.
(3.4)
Proof. Let T1 be the time given in Theorem 3.1. By Theorem 2.4, one knows that u(t, x) solves Eq. (3.4) on [−T1,0]. Since
‖u−T1‖k,p < +∞, by shifting time, we can ﬁnd another T2 > T1 so that
‖u−T2+T1‖k,p  c
(‖u−T1‖k,p + 1).
Proceeding this procedure, one ﬁnds a sequence
T1 < T2 < · · · < Tn < · · · .
Deﬁne
T ∗ = lim
n→∞ Tn.
It is easy to see that T ∗ is the required maximal time and (3.3) holds. 
Before proving Theorem 3.1, we ﬁrst prove a priori estimate.
Lemma 3.3. Let (Hk,p) hold for some k 3 and p > d ∨ 2. Then, there exists ρ ∈ M only depending on ∇σ and ∇b such that for any
U > 0, T := 1ρ(U ) > 0 and any u ∈ C([−T ,0];Wk,p) satisfying
sup
t∈[−T ,0]
‖ut‖k,p  U , (3.5)
















then for all −T  t  s 0 and q 1 and some c1 = c1(q, p,d,m) > 0,
E
∥∥g(Xt,s)∥∥qp  c1 · ‖g‖qp, ∀g ∈ Lp(Rd), (3.7)
and for some c2 = c2(q,k, p,d,m) > 0,
E‖∇Xt,s − I‖qk−1,p  c2. (3.8)







)+ γσ (c‖u‖k,p)] · (1+ ‖u‖k,p),
where c = c(k, p,d,m). In what follows, all the constants c are independent of t and U , which may change in different
places. Now, deﬁne
ρ(s) := ([γb(cs)+ γσ (cs)] · (1+ s))2  1.








and work in the time interval [−T ,0]. Thus, by (2.1), SDE (3.6) deﬁnes a C1-diffeomorphism stochastic ﬂow [−T ,0].
By Proposition 2.2, we have for any q 1,
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r∈[−T ,0]













(‖ur‖k,p) · T ]
 exp
[
c · ρ(U ) · T ]= ec.









‖g‖qp · ‖E|det(∇X−1)|‖q/p∞ , q p,
‖g‖qp · ‖E|det(∇X−1)|q/p‖∞, q p,
 c1 · ‖g‖qp . (3.10)
Below, for the simplicity of notations, we drop the subscripts t, s and r as well as the variable x. Note that
∇X − I =
s∫
t
(∇Λu)(X) · ∇X dr +
s∫
t















In order to give an estimate for E‖∇X − I‖q∞ , we shall use Sobolev inequality (2.1). Using Burkholder’s inequality for Lp-
valued martingales (p  2), we have for any q 2,
E‖∇X − I‖qp  cT q−1
s∫
t













[∥∥∇Θu∥∥qk−1,p ·E‖∇X − I‖qp + ∥∥∇Θu∥∥qp]dr
(3.9)(3.5)
 cT q/2−1 · ρ(U )q/2
s∫
t
E‖∇X − I‖qp dr + cT q/2 · ρ(U )q/2
 c · ρ(U )
s∫
t
E‖∇X − I‖qp dr + c.
By Gronwall’s inequality, we obtain
E‖∇Xt,s − I‖qp  c · exp
{
c · ρ(U ) · T }= cec. (3.11)
Similarly, we also have for any q 2,
E‖∇Xt,s − I‖q  c. (3.12)2p




[(∇Λu)(X) · ∇2X + (∇2Λu)(X) · (∇X)2]dr +
s∫
t
[(∇Θu)(X) · ∇2X + (∇2Θu)(X) · (∇X)2]dWr
=: I1 + I2.
For I2, as above, we have for q 2,
E‖I2‖qp  cT q/2−1
s∫
t
[∥∥∇Θur ∥∥q∞ ·E∥∥∇2X∥∥qp +E∥∥∣∣(∇2Θu)(X)∣∣ · |∇X |2∥∥qp]dr












∥∥∇2Θu∥∥q∞ ·E‖∇X − I‖2q2p dr




∥∥∇2X∥∥qp dr + cT q/2 · ρ(U )q/2,
where the last step is due to (3.5), (3.9), (3.10) and (3.12).
Similarly, for I1, we have




∥∥∇2X∥∥qp dr + cT q · ρ(U )q.
Hence,
E




∥∥∇2X∥∥qp dr + c.
By Gronwall’s inequality again, we get
E
∥∥∇2Xt,s∥∥qp  c · exp{c · ρ(U ) · T }= cec . (3.13)
Moreover, by (3.11), (3.13) and the Sobolev inequality (2.1), we also have
E‖∇Xt,s‖q∞  c + cE‖∇Xt,s − I‖q∞  c. (3.14)




(∇Λu)(X) · ∇3X dr + 2
s∫
t
(∇2Λu)(X) · ∇X · ∇2X dr +
s∫
t




(∇Θu)(X) · ∇3X dWr + 2
s∫
t
(∇2Θu)(X) · ∇X · ∇2X dWr +
s∫
t
(∇3Θu)(X) · (∇X)3 dWr
=: J1 + J2 + J3 + J4 + J5 + J6.
For J1 and J4, we have
E
(‖ J1‖qp + ‖ J4‖qp) cT q/2−1
s∫
t





For J2 and J5, by (3.13) and (3.14), we have
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(‖ J2‖qp + ‖ J5‖qp) cT q/2−1
s∫
t
(∥∥∇2Λu∥∥q∞ + ∥∥∇2Θu∥∥q∞) ·E(‖∇X‖q∞∥∥∇2X∥∥qp)dr





)1/2 · (E∥∥∇2X∥∥2qp )1/2 dr
 c · ρ(U ) · T = c.
For J3 and J6, by (3.10) and (3.14), we have
E










∥∥∇3Λu(X)∥∥2qp +E∥∥∇3Θu(X)∥∥2qp )1/2(E‖∇X‖6q∞)1/2 dr
 cT q/2 · ρ(U )q/2  c.
Combining the above calculations, we ﬁnd
E




∥∥∇3X∥∥qp dr + c,
which yields by Gronwall’s inequality that
E
∥∥∇3Xt,s∥∥qp  c · exp{c · ρ(U ) · T }= cec.
Higher derivatives can be dealt with similarly. 
We also need two lemmas about the continuity of Xt,s in t .








E‖∇Xt′,s − ∇Xt,s‖qk−1,p = 0. (3.16)
Proof. Let −T  t  t′  s 0. We have




















=: I1 + I2 + I3 + I4.























E‖Xt,r − Xt′,r‖qp dr.t t
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E‖I1‖qp +E‖I3‖qp  c
∣∣t − t′∣∣q + c∣∣s − t′∣∣q−1
s∫
t′
E‖Xt,r − Xt′,r‖qp dr.
Combining the above calculations and by Gronwall’s inequality, we get
E‖Xt,s − Xt′,s‖qp  c
∣∣t − t′∣∣q/2. (3.17)
Let gn be a sequence of functions in C∞0 (Rd) with
lim
n→∞‖gn − g‖p = 0.




∥∥gn(Xt′,s)− g(Xt′,s)∥∥qp  c‖gn − g‖qp  ε.




∥∥gn(Xt′,s)− gn(Xt,s)∥∥qp  ‖∇gn‖q∞ · limt′→tE‖Xt′,s − Xt,s‖qp = 0.
The ﬁrst limit (3.15) follows.
Let us now look at limit (3.16). We only prove it for k = 1. The higher derivatives can be calculated similarly. By Burkhold-
er’s inequality, we have


















[∥∥(∇Θurr )(Xt,r)− (∇Θurr )(Xt′,r)∥∥qp · ‖∇Xt,r‖q∞]dr + c
s∫
t′






∥∥(∇Θurr )(Xt,r)− (∇Θurr )(Xt′,r)∥∥2qp ]1/2 dr + c
s∫
t′
E‖∇Xt,r − ∇Xt′,r‖qp dr.
Similarly, we have





∥∥(∇Λurr )(Xt,r)− (∇Λurr )(Xt′,r)∥∥2qp ]1/2 dr + c
s∫
t′
E‖∇Xt,r − ∇Xt′,r‖qp dr
and
E‖∇ I1‖qp +E‖∇ I2‖qp  c
∣∣t − t′∣∣q/2.
Combining the above calculations and by Gronwall’s inequality again, we ﬁnd
E‖∇Xt′,s − ∇Xt,s‖qp  c











∥∥(∇Θurr )(Xt,r)− (∇Θurr )(Xt′,r)∥∥2qp ]1/2 dr,
which gives by (3.15), (3.9) and the dominated convergence theorem,
lim
t′→t
E‖∇Xt′,s − ∇Xt,s‖qp = 0.
The proof is thus complete. 
688 J. Wang, X. Zhang / J. Math. Anal. Appl. 388 (2012) 676–694Lemma 3.5. Keep the same settings as in Lemma 3.3, there exists a constant c = c(k, p,d,m) > 0 such that for any φ ∈ Wk,p(Rd;Rm),
E
∥∥φ(Xt,s)∥∥k,p  c‖φ‖k,p.
Moreover, [−T , s]  t 	→ Eφ(Xt,s) ∈ Wk,p is continuous.







(∇ jφ)(X) · ∇1 X · · ·∇ j X = (∇mφ)(X) · (∇X)m + · · · + (∇φ)(X) · ∇mX,
where  = (1, . . . ,  j), i  1, || = 1 + · · · +  j , c j, ∈ N.
We only deal with the ﬁrst and last term. For the ﬁrst term, we have
E
∥∥(∇mφ)(X) · (∇X)m∥∥p  cE[∥∥(∇mφ)(X)∥∥p · ‖∇X‖m∞] (3.14) c[E∥∥(∇mφ)(X)∥∥2p]1/2 (3.10) c∥∥∇mφ∥∥p .
For the last term, we have
E
∥∥(∇φ)(X) · ∇mX∥∥p 
{‖∇φ‖∞ ·E‖∇mX‖p, m 2
‖∇φ‖∞ ·E‖∇X − I‖p +E‖(∇φ)(X)‖p, m = 1  c‖∇φ‖1,p .
The continuity of [−T , s]  t 	→ Eφ(Xt,s) ∈ Wk,p follows from Lemma 3.4. 
We are now in a position to give the proof of Theorem 3.1.



































In view of f ∈ Fp and by Lemma 2.1, there exists γ f ∈ M such that for all u ∈ Wk,p(Rd;Rm) and t ∈ R− ,
∥∥Γ ut ∥∥k,p  γ f (‖u‖∞) · (1+ ‖u‖k,p) (2.1) γ f (c‖u‖k,p) · (1+ ‖u‖k,p)= ρ˜(‖u‖k,p),
where ρ˜(s) := γ f (cs) · (1+ s).
Let U  ‖φ‖k,p be determined below, and set
T := 1
ρ(U )∨ ρ˜(U )  1,
where ρ is given in Lemma 3.3.
By Lemmas 3.5 and 2.1, we have
∥∥un+1t ∥∥k,p  c1‖φ‖k,p + c2
0∫
t





where c1 = c1(k, p,d,m) 1 and c2 = c2(k, p,d,m) 1.
Now, taking
U := c1‖φ‖k,p + c2
and by induction, we ﬁnd that for all t ∈ [−T ,0],∥∥unt ∥∥k,p  U , ∀n ∈ N. (3.19)
Moreover, by Lemma 3.5, we also have
t 	→ un ∈ C([−T ,0];Wk,p).




















by Burkholder’s inequality, we have
E








∥∥Θun(Xn)−Θum(Xm)∥∥2p dr =: I1 + I2.













∥∥Λun −Λum∥∥2p dr + cT
s∫
t
∥∥∇Λum∥∥2∞ ·E∥∥Xn − Xm∥∥2p dr.
Noting that for some γ ∈ M,






x, sunr (x)+ (1− s)umr (x)




(∥∥unr ∥∥∞ + 2∥∥umr ∥∥∞) · ∣∣unr (x)− umr (x)∣∣
(2.1)(3.19)





∥∥un − um∥∥2p dr + cT
s∫
t









∥∥Xn − Xm∥∥2p dr, (3.20)









∥∥Xn − Xm∥∥2p dr.
Thus,
E
∥∥Xn − Xm∥∥2p  cT ,U
s∫
t




∥∥Xn − Xm∥∥2p dr.
By Gronwall’s inequality, we get
E
∥∥Xnt,s − Xmt,s∥∥2p  cT ,U
s∫
t
∥∥unr − umr ∥∥2p dr.
Now, as in (3.20), we have
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0∫
t






∥∥uns − ums ∥∥2p ds.





∥∥unt − umt ∥∥2p = 0.





∥∥unt − umt ∥∥2k−1,p = 0.
Hence, there exist u ∈ C([−T ,0];Wk−1,p) and process {Xt,s, −T  t  s 0} such that
lim
n→∞ supt∈[−T ,0]





∥∥Xnt,s − Xt,s∥∥2p = 0.
Taking limits for (3.18), it is easy to see that (u, X) solves system (3.1). Estimate (3.2) follows from (3.19), and u ∈
C([−T ,0];Wk,p) follows from Lemma 3.5. 
4. Vanishing viscosity
Consider the following viscosity perturbation of non-linear hyperbolic equation:
∂tu + νu + bi(t, x,u)∂iu = f (t, x,u), (t, x) ∈ R− ×Rd. (4.1)
From the proof of Theorem 3.1, we have the following result.
Theorem 4.1. Suppose that (Hk,p) holds for some k  2 and p > d ∨ 2. Then, for any φ ∈ Wk,p(Rd;Rm), there exists a small time












dr + √2ν(Ws − Wt),













Moreover, we have the following limit: for some c = c(T ,∇b, f ,k, p,d,m) > 0,∥∥uνt − u0t ∥∥Ck−1b  c
√
ν|t|, ∀ν  0, t ∈ [−T ,0]. (4.2)
Proof. We only prove (4.2) for C0b -norm or L
∞-norm. Higher order derivatives can be estimated step by step. As in estimat-
ing (3.20), we have
∥∥Xνt,s − X0t,s∥∥∞ 
s∫
t




∥∥Λuνrr −Λu0rr ∥∥∞ dr + √2ν|Ws − Wt | +
s∫
t
∥∥Λu0rr (Xνt,r)−Λu0rr (X0t,r)∥∥∞ dr
 c
s∫ ∥∥uνr − u0r ∥∥∞ dr + √2ν|Ws − Wt | +
s∫ ∥∥∇Λu0rr ∥∥∞ · ∥∥Xνt,r − X0t,r∥∥∞ dr.
t t
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E
∥∥Xνt,s − X0t,s∥∥∞  c√ν|t| + c
s∫
t
∥∥uνr − u0r ∥∥∞ dr.
Thus,
∥∥uνt − u0t ∥∥∞  ‖∇φ‖∞ ·E∥∥Xνt,0 − X0t,0∥∥∞ +
0∫
t
∥∥Γ uνrr − Γ u0rr ∥∥∞ dr +
0∫
t






∥∥uνr − u0r ∥∥∞ dr,
which gives (4.2) by Gronwall’s inequality. 
5. Global existence
In this section, we prove the following global existence result by using the Bismut formula.




and for some λ ∈ Lp(Rd)∩ L∞(Rd),∣∣ ft(x,u)∣∣ c · (λ(x)+ |u| log(|u| + e)), ∀(t, x,u) ∈ R− ×Rd ×Rm. (5.1)
Then the maximal existence time T ∗ in Corollary 3.2 equals inﬁnity.
Proof. Suppose that T ∗ < +∞. We only need to prove that
‖ut‖k,p  cT ∗ < +∞, ∀t ∈
(−T ∗,0],
which will lead to a contradiction with (3.3). We divide the proof into four steps.
(Step 1): First of all, from the second equation in (3.1) and by (5.1), we have
‖ut‖∞  ‖φ‖∞ +
0∫
t





where ρ(s) = 1+ s log(s + e). By Bihari’s inequality (cf. [16]), we have for all t ∈ (−T ∗,0),
‖ut‖∞  c. (5.2)
Here and below, the constant c depends on ‖φ‖k,p and T ∗ .
We now use Theorem 2.3 to deal with the ﬁrst order derivative. By estimate (2.8), we have for any g ∈ L∞(Rd),
∣∣t − t′∣∣2 · ∥∥∇Eg(Xt,t′ )∥∥2∞  c‖g‖2∞ ·
t′∫
t
(∣∣r − t′∣∣2 · ∥∥∇Λurr ∥∥2∞ + 1)dr. (5.3)
Noting that
∇Λurr (x) = (∇xbr)
(
x,ur(x)
)+ (∇ubr)(x,ur(x)) · ∇u(x),
by ∇xb,∇ub ∈ F∞ and (2.2), we have∥∥∇Λurr ∥∥∞  γ1(‖ur‖∞)+ γ2(‖ur‖∞) · ‖∇ur‖∞, γ1, γ2 ∈ M. (5.4)
Substituting this into (5.3) and using (5.2), we ﬁnd that
∣∣t − t′∣∣2 · ∥∥∇Eg(Xt,t′ )∥∥2∞  c‖g‖2∞ · ∣∣t − t′∣∣+ c‖g‖2∞
t′∫ (∣∣r − t′∣∣2 · (‖∇ur‖2∞ + 1))dr.t























∥∥Γ uss ∥∥∞ ·
[ s∫
t
























Therefore, for all t ∈ (−T ∗,0),




which yields by Gronwall’s inequality that
‖∇ut‖∞  c√|t| , ∀t ∈
(−T ∗,0). (5.5)
By Proposition 2.2 and (5.2), (5.4) and (5.5), we have for any q 1 and −T ∗ < t  t′  0,



























(Step 2): Using (3.10) and (5.6), we have for any q 1 and −T ∗ < t  s 0,
E
∥∥g(Xt,s)∥∥qp  c‖g‖qp, ∀g ∈ Lp(Rd). (5.7)
Thus, by the second equation in (3.1), we have
‖ut‖p
(5.7)
 c‖φ‖p + c
0∫
t








‖ut‖p  c, ∀t ∈
(−T ∗,0]. (5.8)
(Step 3): Observing that
∇X = I+
s∫ (∇Λu)(X) · ∇X drt










which gives that for all −T ∗ < t  s 0,
‖∇Xt,s‖∞  c. (5.9)
Thus, from the second equation in (3.1) and using (5.9) and (5.7), we have for some γ3, γ4 ∈ M,
‖∇ut‖p  c‖∇φ‖p + c
0∫
t
∥∥∇Γ urr ∥∥p dr
 c‖∇φ‖p + c
0∫
t
∥∥(∇x fr)(·,ur(·))∥∥p dr + c
0∫
t
∥∥(∇u fr)(·,ur(·)) · ∇ur∥∥p dr
(2.2)








(‖ur‖∞) · ‖∇ur‖p dr
(5.2)




which gives that for all t ∈ (−T ∗,0],
‖∇ut‖p  c.




(∇2Λu)(X) · (∇X)2 dr +
s∫
t
(∇Λu)(X) · ∇2X dr,




∥∥∇2Λu∥∥p dr + c
s∫
t
∥∥∇Λu∥∥∞ · ∥∥∇2X∥∥p dr
 c + c
0∫
t







which gives that for all −T ∗ < t  s 0,





∇2(Γ u(X))= (∇2Γ u)(X) · (∇X)2 + (∇Γ u)(X) · ∇2X,
as above, from the second equation in (3.1) and using (5.9), (5.10) and (5.7), we have
∥∥∇2ut∥∥p  c∥∥∇2φ∥∥p + ‖∇φ‖∞ · ∥∥∇2Xt,0∥∥p + c
0∫
t
∥∥∇2Γ urr ∥∥p dr + c
0∫
t
∥∥∇Γ urr ∥∥∞ · ∥∥∇2Xt,r∥∥p dr
 c + c
0∫ ∥∥∇2ur∥∥p dr,t
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Higher derivatives can be calculated similarly. The proof is thus complete. 
References
[1] J. Bec, K. Khanin, Burgers turbulence, Phys. Rep. 447 (1–2) (2007) 1–66.
[2] A. Biryuk, Note on the transformation that reduces the Burgers equation to the heat equation, http://www.math.mcmaster.ca/~abiryuk/.
[3] J.M. Bismut, Mécanique Aléatoire, Lecture Notes in Math., vol. 866, Springer-Verlag, Berlin, 1981.
[4] J.M. Bismut, Large Deviations and the Malliavin Calculus, Birkhäuser, Basel, 1984.
[5] Yu.N. Blagovescenskii, The Cauchy problem for quasi-linear parabolic equations in the degenerate case, Probab. Theory Appl. (1964) 378–382.
[6] A.B. Cruzeiro, X. Zhang, Bismut type formulae for diffusion semigroups on Riemannian manifolds, Potential Anal. 25 (2) (2006) 121–130.
[7] M. Freidlin, Functional Integration and Partial Differential Equations, Ann. of Math. Stud., Princeton Univ. Press, Princeton, 1985.
[8] A. Friedman, Partial Differential Equations, Holt, Rinehart and Winston, Inc., New York, 1969.
[9] A. Friedman, Stochastic Differential Equations and Applications, vol. 1, Academic Press, New York, 1975.
[10] N. Ikeda, S. Watanabe, Stochastic Differential Equations and Diffusion Processes, North-Holland, Kodanska, 1989.
[11] H. Kunita, Stochastic Flows and Stochastic Differential Equations, Cambridge Stud. Adv. Math., vol. 24, Cambridge Univ. Press, New York, 1990.
[12] P. Malliavin, Stochastic Analysis, Grundlehren Math. Wiss., vol. 313, Springer-Verlag, Berlin, 1997.
[13] H. Tanaka, Local solutions of stochastic differential equations associated with certain quasi-linear parabolic equations, J. Fac. Sci. Tokyo Univ. Sec. I 14
(1967) 313–326.
[14] M.E. Taylor, Partial Differential Equations III: Nonlinear Equations, Appl. Math. Sci., Springer, New York, 1996.
[15] W. Woyczyn´ski, Burgers-KPZ Turbulence. Gottingen Lectures, Springer-Verlag, New York, 1998.
[16] X. Zhang, Strong solutions of SDEs with singular drift and Sobolev diffusion coeﬃcients, Stochastic Process. Appl. 115 (11) (2005) 1805–1818.
