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Abstract. 
The investigation of noise-induced phenomena in far from equilibrium systems is one of the ap-
proach used to understand the behaviour of physical and biological complex systems. Metastability 
is a generic feature of many nonlinear systems, and the problem of the lifetime of metastable states 
involves fundamental aspects of nonequilibrium statistical mechanics. The enhancement of the life-
time of metastable states through the noise enhanced stability effect and the role played by the 
resonant activation phenomenon will be discussed in models of interdisciplinary physics: (i) Ising 
model (ii) Josephson junction; (iii) stochastic FitzHugh-Nagumo model; (iv) a population dynamics 
model, and (v) a market model with stochastic volatility. 
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INTRODUCTION 
Stabilization and delay of instability of dynamical systems using deterministic or 
stochastic external driving forces has been the focus of many studies by physicists, 
mathematicians and also oncologists [1, 2]. The idea of stabilizing an inverted pen-
dulum by imposing parametric excitation can be traced back to the work of Ref. [3]. 
In nonlinear dynamical systems, noise can shift the bifurcation threshold, or induce 
new phase transitions in spatially extended systems, or create spatial patterns [4]. 
Noise induced transitions implies a change in the number of extrema in the probability 
density function of the system response and near the transition a marked increase in the 
relaxation time occurs for cubic and for strongly asymmetric bistable systems [5]. 
For additive noise a physical quantity which characterize the stability of a metastable 
state is the mean first passage time or the relaxation time. This quantity gives a measure 
of the lifetime of the metastable state and it is strongly dependent on the potential pro-
file of the physical system investigated as well as on the initial conditions and on the 
intensity of the additive random fluctuations or thermal fluctuations. The thermal acti-
vated escape from a metastable state is a ubiquitous problem in physics, chemistry, and 
biology [6]. The dependence of the lifetime or the relaxation time on the noise intensity 
for metastable and unstable systems was revealed to have resonance character. Typical 
examples are the resonant activation (RA) phenomenon [7]-[15], whose signature is a 
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minimum of the lifetime of the metastable state as a function of a driving frequency, and 
the noise enhanced stability (NES) [10]-[19]. This resonance-like phenomenon, which 
contradicts the monotonic behavior predicted by the Kramers theory [20], shows that 
the noise can modify the stability of the system in a counterintuitive way, such that the 
system remains in the metastable state for a longer time than in the deterministic case 
and the escape time, or lifetime of the metastable state, has a maximum at some noise in-
tensity [16]. When a Brownian particle is moving in a potential profile with a fluctuating 
metastable state, the NES effect is characterized by two different dynamical regimes: (a) 
a monotonic behavior with a divergence of the lifetime of the metastable state when the 
noise intensity tends to zero, for a particular range of unstable initial conditions (see for 
details Ref. [16, 17]), which means that the Brownian particle will be trapped into the 
metastable state in the limit of very small noise intensities; (b) a nonmonotonic behavior 
of the lifetime of the metastable state as a function of the noise intensity and as a func-
tion of the driving frequency of the fluctuating potential (see Ref [10]). Noise-enhanced 
stabilization out of equilibrium in a study of metastability and nucleation in a kinetic 
two-dimensional Ising model was recently predicted in Ref [18]. Moreover a nonmono-
tonic behavior of the mean first passage time (MFPT) of a Brownian colloidal particle 
in a symmetric fluctuating periodic spatial potential as a function of the oscillation pe-
riod was revealed [21]. The Brownian particle is moving in a channel geometry and the 
behavior of the MFPT is characterized by a minimum, that is a RA phenomenon, and a 
maximum which should be related to a signature of an enhancement of the stability of 
the metastable states of the fluctuating potential profile. 
Relaxation in many natural proceeds through metastable states. This is often observed 
in condensed matter physics and also in various other fields, from cosmology to biology 
and high-energy physics. In spite of such ubiquity, the microscopic understanding of 
metastability still raises fundamental questions. This is because we are dealing with a 
typical out of equilibrium statistical dynamical phenomenon, not included in the ensem-
ble formalism. One of the fundamental question is therefore related to the fluctuation-
dissipation theorem in transient dynamics with a metastable state which decays, trig-
gered by rare random fluctuations, towards a non stationary state. In this work we will 
shortly review some recent results on thermal escape from metastable states in different 
physical systems by focusing on the enhancement of the lifetime of metastable states 
through the noise enhanced stability effect and the role played by the resonant activation 
phenomenon. Moreover, we will discuss these noise induced effects in models of inter-
disciplinary physics: (i) a kinetic Ising model; (ii) Josephson junctions; (iii) a stochastic 
FitzHugh-Nagumo model; (iv) a population dynamics model, and (v) a market model 
with stochastic volatility. 
THE MODEL 
Systems with a metastable state and strongly coupled with the noisy environment can be 
described by the following stochastic differential equation 
dx^ d[U{x) + V{x)i]{t)\ ^ ^^ ^ 
dt dx 
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FIGURE 1. Switching potential with metastable state. 
where x{t) is the displacement of the Brownian particle and S, [t] is the white Gaussian 
noise with the usual statistical properties: <t,{t)>=0,<t,{t)t,[t') >= 2D 5{t — f). 
The variable r\ [t] is the Markovian dichotomous noise, which takes the values ±1 with 
the mean flipping rate v. The potential profile U (x) + V (x) corresponds to a metastable 
state, and ulx) — V(x) corresponds to an unstable one, with a reflecting boundary at 
X -^ —°° and an absorbing boundary at x ^ +00 (see Fig. 1). Starting from the well-
known expression for the probability density P(x,?) = (5(x —x(?))),usingthe auxiliary 
function Q{x,t) = (77 {t)5{x — x{t))), and the Eq. (1), we obtain 
^ = J-[U'{X)P+V'{X)Q]+DQ, 
% i ) = -2VQ+IJU'{X)Q+V'{X)P]+DQ. (2) 
The average lifetime of Brownian particles in the interval {L\,L2), with the initial 
conditions P(x,0) = 5(x—XQ) and 2(x, 0) = ±5(x—xo), is 
T(XO)= dt P{x,t\xo,0)dx. (3) 
Jo JLI 
From the general equations (2) it is possible to calculate the average lifetime for 
potential profiles with metastable states [10]. We have two mean lifetimes T+ (XQ) and 
T_ (xo), depending on the initial configuration of the randomly switching potential 
profile: f/(x) + V{x) or f/(x) — V (x) (see Fig. 1). By considering piece-wise linear 
potential profile with f/(x) = 0° for x < 0, f/(x) = 0 for 0 < x < L, f/(x) = k{L—x) 
for x> L, and F (x) = ax (x > 0, 0 < a < k), with Li = 0 and L2 = b the boundary, we 
obtain the exact mean lifetime 
h vJ n 
T- {Xin = 0) = - + ^ + ^ ^ f{D,T, V), (4) 
where T = \/a^ + 2vD. Here /(Z3,r, v), which is also a function of the potential pa-
rameters a,b,L,k, has a complicated expression in terms of parameters D,T and v [10]. 
It is worthwhile to note that Eq. (4) was derived without any assumptions on the white 
noise intensity D and on the mean rate of flippings v of the potential. In Fig. 2 we show 
the plots of the normalized mean lifetime T_ (Xm = 0)/TO, Eq. (4), as a function of: (a) 
the noise intensity D for fixed mean flipping rate, (b) the switchings mean rate v of the 
potential profile. The maximum value of the average lifetime and the range of noise in-
tensity values, where NES effect occurs, increases when co decreases (see Fig. 2a). In 
Fig. 2b we see that the average escape time exhibits a minimum at a resonant fluctuation 
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X_(Xin=0) X_(xi„=0) 
FIGURE 2. (a) Semilogarithmic plot of the normalized mean lifetime T_ {xin = 0) /TQ VS the white noise 
intensity/) for three values of the dimensionless mean flipping rate CO = vL/k: 0.03 (curve 1), 0.01 (curve 
2), 0.005 (curve 3). Parameters are L = 1, k = 1, b = 2, and a = 0.995. (b) Semilogarithmic plot of the 
mean lifetime T_ (0) vs the dimensionless mean flipping rate CO = vL/k for six noise intensity values. 
rate, that is the signature of the resonant activation (RA) phenomenon [7]. Moreover, in 
the same figure (b) a new resonance-like behaviour, is observed. The mean lifetime of 
the metastable state T_ (x/„ = 0) exhibits a maximum, between the slow limit of potential 
fluctuations (static limit) and the RA minimum, as a function of the mean fluctuation 
rate of the potential, . This maximum occurs for a value of the barrier fluctuation rate 
on the order of the inverse of the time Tup{D) required to escape from the metastable 
fixed configuration. This suggests that, the enhancement of stability of metastable state 
is strongly correlated with the potential fluctuations, when the Brownian particle ''sees'' 
the barrier of the metastable state [16]. When the average time to cross the barrier, that 
is the average lifetime of the metastable state, is approximately equal to the correlation 
time of the fluctuations of the potential barrier, a resonance-like phenomenon occurs. 
In other words, this new effect can be considered as a NES effect in the frequency do-
main. It is worthwhile to note that the new nonmonotonic behaviour shown in Fig. 2b is 
in good agreement with experimental results observed in a periodically driven Joseph-
son junction (JJ) [14]. In this very recent paper the authors experimentally observe the 
coexistence of RA and NES phenomena. 
NOISE ENHANCED STABILITY AND RESONANT ACTIVATION 
IN INTERDISCIPLINARY PHYSICS MODELS 
Ising model 
The Ising model has been used as a prototype for the metastable dynamics of short-
range systems using Monte Carlo simulations in both two and three dimensions (see 
Ref. [18]). It was demonstrated that the metastable lifetimes for impurity-free kinetic 
Ising models exhibit system-size and field dependence. Hurtado et al. studied the sim-
plest non-equilibrium Ising model with dynamic impurities and the interfaces that sep-
arate non-equilibrium phases. They predicted noise-enhanced stabilization of the non-
equilibrium metastable states at low temperature (see Fig. 3). This is caused by the 
nonlinear interplay between thermal and non-equilibrium fluctuations, which induces 
anomalous, non-monotonous dependence on the temperature of the surface tension. The 
analytical modeling of the Ising model was based on a two-dimensional square lattice 
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FIGURE 3. Lifetime T as a function of normalized temperature T for the kinetic two-dimensional Ising 
model. Solid lines are theoretical predictions, while symbols represent Monte Carlo simulations. Inset: T 
versus D as derived from Langevin equation (5), with /z = —0.1 and /i increasing from top to bottom [18]. 
with periodic boundary conditions and a spin variable at each node. Two different heat 
paths were found to compete in the model. Both induce completely random spin-flips, 
one with probability p, and the other with probability (1 - p). This competition resulted 
in non-equilibrium steady state sets. The strength of fluctuations affecting a spin was 
found to increase with the local order (the number of neighbors with the same state). 
This is typical of a multiplicative noise, and a Langevin equation with such a noise can 
capture the essential physics of the model 
\\f-\\f^ ^h^jD^ji\\f^^{t) (5) 
where \\f is the transition rate of spin-flip, h is the external magnetic field, ^ {t) is 
a Gaussian white noise 5 correlated, D is the strength of the noise, and /i is the 
renormalized version of p. The Eq. (5) describes a Brownian particle moving in the 
effective potential 
v{^f) = r - (1 +i)/M) MM' +^/M), (6) 
obtained by the solution of the corresponding stationary Fokker-Planck equation, namely 
Pstiw) — '^^^P[~^ iw) / lA with A a normalization constant. The extrema of the effec-
tive potential F(/i), for /z < 0, correspond to metastable, stable, and unstable states. 
The above mean-field equation (5) contains the essential competition between thermal 
iP) and nonequilirium (/i) fluctuations in a metastable potential that characterizes the 
physical system. This modeling was shown to recover the thermal NES phenomenon for 
the escape time observed in the microscopic model, that is the kinetic Ising model (see 
Fig. 3). 
Josephson junction 
The interplay of the noise-induced phenomena RA and NES on the temporal char-
acteristics of the Josephson devices, and the role played by these noise-induced effects 
in the accumulation of timing errors in RSFQ logic devices, is analyzed in this sec-
tion [15]. A small junction can be modelled by a resistance R in parallel with a ca-
pacitance C, across which is connected a bias generator and a phase-dependent current 
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FIGURE 4. (a) Washboard potential and equivalent circuit of a current biased Josephson tunnel junc-
tion; (b) Average escape time as a function of the driving frequency for different bias currents. The 
resonant peaks indicate NES in the underdamped JJ sytem investigated [14]. 
generator, Isincp, representing the Josephson supercurrent due to the Cooper pairs tun-
nelling through the junction (see Fig. 4). Since the junction operates at a temperature 
above absolute zero, there will be a white Gaussian noise current superimposed on the 
bias current. Therefore the dynamics of a short overdamped JJ, widely used in logic el-
ements with high-speed switching and corresponding to a negligible capacitance C, is 
obtained from the Josephson equation [11] and from the current continuity equation of 
the equivalent circuit of the Josephson junction. The resulting equation is the following 
Langevin equation 
(Or-
id(p{t) du{(p) 
dt dip 
•ip{t), (7) 
valid for /3 <C 1, with /3 = lelcR^C/h the McCamber-Stewart parameter, Ic the critical 
current, and ip{t) =Ip/Ic, with/^? the random component of the current. Here u{(p,t) = 
1 — coscp — i{t), with i{t) = io+Asm{cot), is the dimensionless potential profile (see 
Fig. 4a), (p is the difference in the phases of the order parameter on opposite sides of 
the junction,; = 7/4, cOc = (leRjqlc)'^ is the characteristic frequency of the J J, and Rjq is 
the normal state resistance (see Ref. [15]). The Gaussian noise current is characterized 
by: < ;>(0 > = 0, < ; > ( 0 ' > ( ' ' + T) > = (2Z3/tOc)5(T), where D = {2ekT)/{nic) = 
IT/IC is the dimensionless intensity of fluctuations, T is the temperature and k is the 
Boltzmann constant. The equation of motion Eq. (7) describes the overdamped motion 
of a Brownian particle moving in a washboard potential (see Fig. 4a). A junction initially 
trapped in a zero-voltage state, with the particle localized in one of the potential wells, 
can escape out of the potential well by thermal fluctuations. The phase difference cp 
fluctuates around the equilibrium positions, minima of the potential u{(p), and randomly 
performs jumps of In across the potential barrier towards a neighbor potential minimum. 
The resulting time phase variation produces a nonzero voltage across the junction with 
marked spikes. For a bias current less than the critical current Ic, these metastable 
states correspond to "superconductive" states of the JJ. The mean time between two 
sequential jumps is the life time of the superconductive metastable state. For an external 
current greater than 4 , the JJ junction switches from the superconductive state to the 
resistive one and the phase difference slides down in the potential profile, which now 
has not equilibrium steady states. A Josephson voltage output will be generated in 
a later time. Such a time is the switching time, which is a random quantity. In the 
170 
Downloaded 10 Dec 2007 to 147.163.52.72. Redistribution subject to AIP license or copyright; see http://proceedings.aip.org/proceedings/cpcr.jsp
T{a)),aia)) 
FIGURE 5. Theoretical results in an overdamped JJ system [11]: (a) The MST vs frequency for three 
values of the noise intensity; (b) The MST vs noise intensity for three values of the driving frequency. 
Inset: The standard deviation (SD) vs noise intensity for the same values of driving frequency co. 
presence of thermal noise a Josephson voltage appears even if the current is less than 
the critical one (i < 1), therefore we can identify the lifetime of the metastable states 
with the mean switching time. Depending on the values of io and A, as well as values 
of signal frequency and noise intensity, two noise-induced effects may be observed, 
namely the resonant activation (RA) and the noise enhanced stability (NES). Specifically 
the RA effect was theoretically predicted in Ref [7, 11] and experimentally observed 
in a tunnel diode [8] and in underdamped Josephson tunnel junctions [9, 14], and the 
NES effect was theoretically predicted in [10, 11, 16] and experimentally observed in 
a tunnel diode [16] and in an underdamped Josephson junction [14]. The RA and NES 
effects, however, have different role on the behavior of the temporal characteristics of 
the Josephson junction. Specifically, the RA phenomenon minimizes the switching time 
and therefore also the timing errors in RSFQ logic devices, while the NES phenomenon 
increases the mean switching time producing a negative effect. It is interesting to see 
that near the minimum (see Fig. 5a) the MST has a very weak dependence on the noise 
intensity, i. e. in this signal frequency range the noise is effectively suppressed [11]. We 
observe also the NES phenomenon. There is a frequency range in Fig. 5b where the 
switching time increases with the noise intensity. To see in more detail this effect we 
report in Fig. 5b the MST T{D) and its SD cj{D) vs the noise intensity D, for three fixed 
values of the driving frequency. Both quantities have nonmonotonic behaviour. 
FitzHugh-Nagumo model 
The analysis of the stochastic properties of neural systems is of particular importance 
since it plays an important role in signal transmission. Here we analyze the effect of 
noise in a single neuron subjected to a strong periodic forcing. We investigate therefore, 
the influence of noise on the appearance time of a first spike, or the mean response 
time, in the output of FHN model with periodical driving in suprathreshold regime. We 
analyze the dependencies of the mean response time (MRT) on both driving frequency 
and noise intensity. The dynamics of the stochastic FitzHugh-Nagumo model can be 
expressed by two models: 
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FIGURE 6. (a) The MRT vs the frequency of periodic driving for case /, for four values of the noise 
intensity. The right solid lines give the theoretical values of T for fixed bistable potential. Inset: frequency 
range where the NES effect is observed, (b) The MRT vs the frequency of the periodic driving for case 
// , for four values of the noise intensity. The curve with diamonds gives the values of T for fixed bistable 
potential, when the noise source is a Wiener process. 
Case/ The variable x{t) that corresponds to the membrane potential is subjected to 
fluctuations, so we have 
x{t) = x{t)-x^{t)/3+Asm{a)t)-y{t) + £,{t) 
y{t) = s[x{t)+I], (8) 
where y{t) is the recovery variable, and e is a fixed small parameter (e = 0.05). In 
the absence of both external driving and noise, there is only one steady state of the 
system (8), that isxo = —I', Jo = —I+fi/3. 
Case / / The recovery variable y{t) associated with the refractory properties of a 
neuron is noisy, therefore we have 
x{t) = x{t)-x^{t)/3+Asm{cot)-y{t) 
y{t) = s[x{t)+I] + ^{t), (9) 
In Eqs. (8) and (9), S, [t] is a Gaussian white noise with zero mean and correlation 
function {t,{t)t,{t + x)) = D5{T). We observe a resonant activation-like phenomenon 
in both cases. The MRT exhibits a minimum as a function of the driving frequency, 
which is almost independent of the noise intensity (see Fig. 6). In a narrow frequency 
range (co G (0.6 -^  1.3)) (see Fig. 6a), we found a nonmonotonic behavior of the MRT as 
a function of the noise intensity. Here the noise enhanced stability effect is observed 
(see the inset of Fig. 6a). Out of this range the MRT monotonically decreases with 
increasing noise intensity. For larger noise intensities the MRT dependence on driving 
frequency takes a constant-like behavior in the range of the investigated frequency 
values. Here, the dynamics of the system is mainly controlled by the noise, and the 
frequency of periodic driving does not affect significantly the neuron response dynamics. 
By numerical simulations of our system we find that, for large noise intensities, the MRT 
coincides with that calculated by standard technique for a Brownian particle moving in 
a bistable fixed potential. The theoretical values reported in Fig. 6(a) agree with the 
limiting values of T for « ^ 0 and co ^°°. For e <c 1 in fact, x{t) is a fast variable and 
y{t) is a slow variable, so y{t) :i; 0 and this case can be recast as an escape problem from 
a one-dimensional double well in both limiting cases. In fact when co ^ 0 we have a 
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FIGURE 7. The mean response time dependence versus the noise intensity for case /, for three different 
values of driving frequency: o = 0.001, 0 = 1 and 0 = 5. Solid line gives the theoretical values of T for 
fixed bistable potential. 
fixed bistable potential, and for « ^ oo we have an average fluctuating potential, which 
coincides with the fixed one. This is weU visible in Fig. 6(a) for D = 0.07. For D = 0.5 
the MRT tends to be almost independent on the parameter (o. 
In Fig. 7 the MRT versus the noise intensity, for three values of the driving frequency, 
is shown. We see the nonmonotonic behavior for « = 1, which is a signature of the 
NES effect. It is interesting to note that even in this system, whose global dynamics 
cannot be described as the motion of a Brownian particle in a potential profile (because 
of the coupling between the two stochastic differential equations describing our system) 
a phase transition-like phenomenon, with respect to the driving frequency parameter co, 
occurs. In fact we have nonmonotonic and monotonic behavior depending on the value 
of CO. We expect similar behavior, if we fix the driving frequency and we change the 
value of the amplitude^ of the driving force [10]. 
Cancer growth dynamics 
In this section we shortly summarize some of the main results obtained with a stochas-
tic model for cancer growth dynamics (see Ref. [13]). Most of tumoral ceUs bear anti-
gens which are recognized as strange by the immune system. A response against these 
antigens may be mediated either by immune cells such as T-lymphocytes or other cells 
like macrophages. The process of damage to tumor proceeds via infiltration of the latter 
by the specialized cells, which subsequently develop a cytotoxic activity against the 
cancer cell-population. The series of cytotoxic reactions between the cytotoxic cells 
and the tumor tissue have been documented to be well approximated by a saturat-
ing, enzymatic-like process whose time evolution equations are similar to the standard 
Michaelis-Menten kinetics. The T-helper lymphocytes and macrophages, can secrete cy-
tokines in response to stimuli. The functions that cytokines induce can both "turn on" 
and "turn off" particular immune response. This "on-off" modulating regulatory role of 
the cytokines is here modelled through a dichotomous random variation of the parameter 
/3, which is responsibile for regulatory inhibition of the population growth, by taking into 
account the natural random fluctuations always present in biological complex systems. 
The dynamical equation of this biological system is 
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MFPT 
FIGURE 8. The coexistence of NES and RA phenomena in a three-dimensional plot of MFPT as a 
function of noise intensity a and correlation time T. 
dx -m (10) 
where ^ {t) is a 5-correlated Gaussian process with zero mean 
andf/±(x) = - x V 2 + 
(0x^)/3 + (/3o± A)(x — ln(x+ 1)) is the stochastic double weU Michaelis-Menten po-
tential with one the minima at x = 0. Here x{t) is the concentration of the cancer cells. 
The process /3 = (/3o ± A) can change the relative stability of the metastable state of the 
potential profile. We note that the RA and NES phenomena act counter to each other in 
the cancer growth dynamics: the NES effect increases in an unavoidable way the aver-
age lifetime of the metastable state (associated to a fixed-size tumor state), while the RA 
phenomenon minimizes this lifetime. Therefore it is crucial to find the optimal range of 
parameters in which the positive role of resonant activation phenomenon, with respect 
to the cancer extinction, prevails over the negative role of NES, which enhances the sta-
bility of the tumoral state. These are just the main results of the paper [13], that is both 
NES and RA phenomena are revealed in a biological system with a metastable state, 
with a co-occurrence region of these effects (see Fig. 8). In this coexistence region the 
NES effect, which enhances the stability of the tumoral state, becomes strongly reduced 
by the RA mechanism, which enhances the cancer extinction. 
The modified Heston model 
In this last section we present a generalization of the Heston model recently proposed 
in Ref. [19], by considering a cubic nonlinearity instead of a linear term as in the original 
Heston model. This generalization represents a fictitious "Brownian particle" moving in 
an effective potential with a metastable state, in order to model those systems with two 
different dynamical regimes like financial markets in normal activity and extreme days. 
The equations of the new model are 
dx{t) = (11) 
dv{t) = a{b-v{t))dt + cy^v{t)dW2{t), (12) 
where f/(x) = 2x^ +3x^ is the effective cubic potential with a metastable state atx^e = 0, 
a maximum at XM = — 1, and a cross point between the potential and the x axes at x/ = 
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FIGURE 9. Mean escape time T for 3 different unstable starting positions, when only the reverting term 
is present: a = 10^^, c = 0). 
— 1.5. When the starting position is chosen in the instability region %„ < XM, T exhibits 
an enhancement behavior, with respect to the deterministic escape time, as a function 
of V. This is the NES effect and it can be explained considering the barrier "seen" by 
the Brownian particle starting at the initial position XQ, that is AUi„ = U{Xmax) — U{xo). 
In fact AUin is smaller than AU as long as the starting position XQ lies in the interval 
/ = [X/,XM]- Therefore for a Brownian particle starting from an unstable initial position, 
from a probabilistic point of view, it is easier to enter into the well than to escape from, 
once the particle is entered. So a small amount of noise can increase the lifetime of the 
metastable state. For a detailed discussion on this point and different dynamical regimes 
see Refs. [16, 17]. When the noise intensity v is much greater than AU, the Kramers 
behavior, expressed by the exponential law T = Aexp[AU/v] (with v the noise intensity), 
is recovered. 
Here, by considering the modified Heston model, characterized by a stochastic volatil-
ity and a nonlinear Langevin equation for the returns, we study the mean escape time as 
a function of the model parameters a, b and c. In particular we investigate whether it is 
possible to observe some kind of nonmonotonic behavior for T. We call the enhancement 
of the mean escape time (MET) T, with a nonmonotonic behavior as a function of the 
model parameters, NES effect in the broad sense. Our modified Heston model has two 
limit regimes, corresponding to the cases a = 0, with only the noise term in the equa-
tion for the volatility v{t), and c = 0 with only the reverting term in the same equation. 
This last case corresponds to the usual parametric constant volatility regime. In fact, 
apart from an exponential transient, the volatility reaches the asymptotic value b, and 
the NES effect is observable as a function ofb. To this purpose we perform simulations 
by integrating numerically the equations (11) and (12). 
The mean escape time as a function of b is plotted in Fig. 9 for the 3 different starting 
unstable positions and for c = 0. The curves are averaged over 10^ escape events. 
The nonmonotonic behavior is present. After the maximum, when the values of b are 
much greater than the potential barrier height, the Kramers behavior is recovered. The 
nonmonotonic behavior is more evident for starting positions near the maximum of the 
potential. For a = 0 the system is too noisy and the NES effect is not observable as a 
function of parameter c. The presence of the reverting term therefore affects the behavior 
of T in the domain of the noise term of the volatility and it regulates the transition from 
nonmonotonic to monotonic regimes of MET. The results of our simulations show that 
the NES effect can be observed as a function of the volatility reverting level b, the effect 
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being modulated by the parameter {ab)/c. The phenomenon disappears if the noise term 
is predominant in comparison with the reverting term. Moreover the effect is no more 
observable if the parameter c pushes the system towards a too noisy region. When the 
noise term is coupled to the reverting term, we observe the NES effect on the variable c. 
The effect disappears \fb is so high as to saturate the system [19]. 
CONCLUSIONS 
The enhancement of stability in systems with metastable states together with the role 
played by the resonant activation effect were presented in this short review. Specifically 
different systems were considered ranging from physics to econophysics: the Ising 
model, JJ devices, stochastic neuronal models, tumor-immune system, and a market 
model with stochastic volatility. 
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