This paper presents a new method, based on a multiple-model adaptive estimation approach, to determine the most probable shape of a resident space object among a number of candidate shape models while simultaneously recovering the observed resident space object's inertial orientation and trajectory. Multiple-model adaptive estimation uses a parallel bank of filters, each operating under a different hypothesis to determine an estimate of the physical system under consideration. In this work, the shape model of the resident space object constitutes the hypothesis. Estimates of the likelihood of each hypothesis given the available measurements are provided from the multiple-model adaptive estimation approach. The multiplemodel adaptive estimation state estimates are determined using a weighted average of the individual filter estimates, whereas the shape estimate is se- space object's inertial-to-body orientation, position and respective temporal rates. Each hypothesized shape model results in a different observed optical cross-sectional area. The effects of solar radiation pressure may be recovered from accurate angles-data alone, if the collected measurements span a sufficiently long period of time, so as to make the non-conservative mismodeling effects noticeable. However, for relatively short arcs of data, this effect is weak and thus the temporal brightness of the resident space object can be used in conjunction with the angles data to exploit the fused sensitivity to both resident space object shape model and associated trajectory. Initial simulation results show that the resident space object model and states can be recovered accurately with the proposed approach.
I. Introduction
In recent years space situational awareness, which is concerned with collecting and maintaining knowledge of all objects orbiting the Earth, has gained much attention. The U.S. Air Force collects the necessary data for space object catalog development and maintenance through a global network of radar and optical sensors. Due to the fact that a limited number of sensors are available to track a large number of resident space objects (RSOs), the sparse data collected must be exploited to the fullest extent. Various sensors, such as radar, exist for RSO state estimation; typically position, velocity, and a non-conservative force parameter B * analogous to a ballistic coefficient. Another piece of useful information is the estimation of the shape of an RSO. When considering the shape of an RSO, the orientation (attitude) becomes a quantity of interest. Shape estimation is an important issue in the observation of RSOs since the shape influences the dynamics of the object and may provide valuable information on the object's origin or intent. There exists a number of methods for estimating the shape of an object.
For example, radar-based methods have been extensively used for shape estimation, which include radar cross-sectioning approaches 1 and range Doppler interferometry. 2 These techniques were first developed in the field of planetary radar astronomy to estimate the shape of natural satellites, 3 but were later applied to the imaging of artificial Earth orbiting satellites.
In low-Earth orbit, some RSOs can be imaged but these methods are limited by the RSO size and distance.
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Laser radar-based (LADAR) methods have also been used to estimate the shape of RSOs. LADAR provides a three-dimensional scan of the object, returning a cloud of points of the measured relative position of an object. Although LADAR measurements can provide very detailed shape information, due to range limitations, they are only effective for rendezvous and proximity operations. Reference 5 uses LADAR scans to perform a least squares fit of the LADAR returns to previously assembled point cloud models to estimate the shape of an RSO. Reference 6 developes a filter approach to simultaneously estimate dynamic states, geometric shape, and mass model parameters of a satellite using multiple observations with LADAR sensors. In Ref. 6 a probabilistic map of the RSO is constructed using a sensor uncertainty model and the dynamics experienced by the RSO to estimate its shape.
Resolved imaging methods have also have been used to estimate the size and shape of RSOs. 7 These methods work either directly with the pixels of the images or are used to identify features of the RSO. Features, such as corners, edges and markers, are located and tracked temporally to estimate higher level motion and the structure of the rigid body. 8 The feature-based methods rely on continuously identifying and tracking higher level traits of the RSO through the use of a Kalman filter to estimate feature location and motion parameters. Although these methods estimate the motion of features they do not by themselves provide a detailed estimate of the shape of the object, but rather only the location of a sparse set of feature points on the object. Pixel-based methods rely on pixel-level information, and use the shading, texture and optical flow of the images to estimate the shape of an object at each time step using a monocular camera. Since these methods rely on pixel-level computations, they typically involve very high-dimensional states and therefore are very computationally expensive. These methods are also very sensitive to pixel-level detail and are easily corrupted by unpredictable light intensities caused by surface irregularities. Because of the high resolution required to resolve meaningful shape estimates, pixel-based methods are only effective for space-based sensors and/or high resolution ground-based telescopes.
Some powerful ground-based telescopes, such as the Air Force Maui Optical and Supercomputing site Advanced Electro-Optical System, can resolve RSOs such as the Hubble Space Telescope and the International Space Station to very high detail, but most objects are too small and/or too distant to lend themselves to ground-based resolved imaging. 4 For example, operational RSOs in geosynchronous orbits, micro-and nanosatellites cannot be resolved using ground-based optical observations. Angular measurements of these objects are still made to estimate their orbits. The angular measurements are made by collecting light reflected off the RSO with an optical sensor. Although the amount of light collected from these objects is limited, information can still be extracted which can be used to estimate the RSOs shape.
Light curves, the temporal brightness of an observed RSO, have been exploited for shape estimation. Light curve approaches have been studied to estimate the shape and state of asteroids.
9, 10 Reference 11 uses light curve and thermal emissions to recover the threedimensional shape of an object assuming its orientation with respect to the observer is known. The benefits of using a light curve-based approach over the aforementioned others is that it is not limited to large objects in lower orbits; it can be applied to small and/or dim objects in higher orbits, such as geosynchronous. In this paper, light curve data is considered for shape estimation, which is useful because it provides a mechanism to estimate both position and attitude, as well as their respective rates.
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Several aspects of using light curve data make it particularly advantageous for object detection, identification, characterization and tracking. Light curve data is the time-varying sensor wavelength-dependent apparent magnitude of energy (i.e. photons) scattered (reflected) off of an object along the line-of-sight to an observer. Because the apparent magnitude of an RSO is a function of its size, orientation, and surface material properties, one or more of these characteristics should be recoverable. This can aid in the detection and identification of an RSO after a catalog of spacecraft data with material properties is developed, and may also prove to be powerful for never-seen-before objects.
There is a coupling between RSO attitude and non-conservative accelerations. This can be exploited to assist in the estimation of the RSO trajectory. Likewise, the measurement of the apparent magnitude is a function of several RSO characteristics. These same characteristics drive certain non-conservative forces, such as the acceleration caused by solar radiation pressure (SRP). The acceleration due to SRP is modeled as function of an object's Sunfacing area and surface properties. It has a very small magnitude compared to gravitational accelerations, and typically has an order of magnitude around 10 −7 to 10 −9 km/s 2 , but is the dominant non-conservative acceleration for objects above 1,000 km. Below 1,000 km, atmospheric drag is the dominating non-conservative acceleration. Filtering algorithms for state estimation, such as the extended Kalman filter (EKF), 14 the Unscented Kalman filter (UKF) 15 and particle filters 16 are commonly used to both estimate hidden (indirectly observable) states and filter noisy measurements. The basic difference between the EKF and the UKF results from the manner in which the state distribution of the nonlinear models is approximated. The UKF, introduced by Julier and Uhlmann, 15 uses a nonlinear transformation called the unscented transform, in which the state probability density function (pdf) is represented by a set of weighted sigma points. When the sigma points are propagated through the nonlinear system, the posterior mean and covariance are obtained up to the second order for any nonlinearity. Both the EKF and UKF assume that the process noise term is represented by a zero-mean Gaussian white-noise process and that the measurement noise is modeled as a zero-mean Gaussian random variable. Furthermore both approaches assume that the a posteriori pdf is Gaussian in a linear domain. This is true given the previous assumptions but under the effect of nonlinear measurement functions and system dynamics the initial Gaussian state uncertainty may quickly become non-Gaussian. Both filters only provide approximate solutions to the nonlinear filtering problem, since the a posteriori pdf is in general non-Gaussian due to nonlinear effects. The EKF typically works well only in the region where the first-order Taylor-series linearization adequately approxi- mates the non-Gaussian pdf. The UKF provides higher-order moments for the computation of the a posteriori pdf without the need to calculate Jacobian matrices as required in the EKF. In this work, the UKF is used as the mechanism for state estimation because the light curve observation model is highly nonlinear and Jacobian calculations are non-trivial. Attitude estimation using light curve data has been demonstrated in Ref. 17 . The main goal of the present work is to use light curve data to, autonomously and in near realtime, estimate the shape of an RSO along with its rotational (including attitude) and translational states. This is accomplished by means of a multiple-model adaptive estimation (MMAE) approach. For the MMAE approach, the hypotheses tested are different candidate RSO shape models. By computing the likelihood associated with each hypothesis, the MMAE determines which of the candidate shape models is most probable given the observations. The MMAE state estimate is given by the weighted average of each filter's estimate. The weights correspond to the normalized likelihood derived from Bayes' rule using the unknown states conditioned on the current-time measurement residual and innovations covariance.
The organization of this paper is as follows. First, the models for RSO shape, orbital dynamics, and attitude dynamics are discussed. Then a description of the measurement models used in this paper are given. Next, a review of the UKF approach is provided. Following this, the MMAE structure is outlined and discussed. Finally, simulation results of the shape estimation approach are provided.
II. Shape Model Definition
The shape models considered in this work consist of a finite number a flat facets. For curved surfaces the model become more accurate as the number of facets are increased. Each facet has a set of three orthogonal basis vectors, {u The light curve and the solar radiation pressure models discussed in subsequent sections require that some of the body vectors be expressed in inertial coordinates. Vectors expressed in body coordinates can be rotated to the inertial frame via
where A(q B I ) is the attitude matrix mapping the inertial frame to the body frame using the quaternion parameterization. The superscript I denotes that a vector is expressed in inertial coordinates. The vector u 
where µ is the Earth's gravitational parameter, r = r I , a J 2 is the gravitational perturbation due to non-symmetric distribution of mass along the lines of latitude and a I srp represents the acceleration perturbation due to SRP, which will be discussed in detail in the following section. The acceleration due to the J 2 effect is given by
where J 2 = 1.082 626 683 × 10 −3 is the coefficient for the second zonal harmonic and ̺ =ê sin(ν/2), and q 4 = cos(ν/2), whereê and ν are the Euler axis of rotation and rotation angle, respectively. Clearly, the quaternion must satisfy a unit norm constraint, q T q = 1.
In terms of the quaternion, the attitude matrix is given by
where
The rotational dynamics are given by the coupled first order differential equations:
where ω B B/I is the angular velocity of the RSO with respect to the inertial frame, expressed in body coordinates, J RSO is the inertia matrix of the RSO and T B srp is the net torque acting on the RSO due to SRP, expressed in body coordinates.
B. Solar Radiation Pressure Model
For higher altitude objects (≥ 1,000 km), SRP represents the primary non-conservative perturbation acting on RSOs. Because SRP depends upon the RSO's position and orientation, its effect couples the position and attitude dynamics.
For an RSO comprised of a collection of N facets as defined in Figure 1 , the acceleration perturbation due to SRP is given by 19, 20 
where S F = 1, 367 W/m 2 is referred to as the solar-radiation constant and is a measure of the flux density of electromagnetic radiation incident on a sphere of radius 1 AU centered at the Sun, c = 299, 792, 458 m/s is the speed of light in a vacuum, d is the distance between the RSO and the Sun expressed in AU, m RSO is the mass of the RSO, ǫ(i), A(i) and u I n (i) are the emissivity, total area and normal vector for the i th facet, respectively, and R spec (i),
R diff (i) and R abs (i) are the spectral reflectance, diffuse reflectance and absorption coefficients, respectively, which are assumed constant over the entire facet. Under the assumption that no energy is transmitted through the facet it follows that
In addition, cos (ψ (i)) ≡ u Equation (8b) can also be used to determine the torque on the RSO due to SRP. Because the spectral reflectance, diffuse reflectance and absorption coefficients are constant over the entire facet, the contribution of SRP over the entire facet can be assumed to be a single force acting on the centroid of the facet. The total torque is then given by
where ℓ B (i) is the position vector from the center of mass of the RSO to the centroid of i th facet. 
IV. Observation Models A. Astrometric Observation Model
This work considers observations made by a optical site which measures the topocentric azimuth and elevation to an RSO. The geometry and common terminology associated with this observation is shown in Figure 2 , where d I is the position vector from the observer to the RSO, r I is the position of the RSO in inertial coordinates, R I is the radius vector locating the observer, α and δ are the geocentric right ascension and declination of the RSO, respectively, θ is the sidereal time of the observer, λ is the geodetic latitude of the observer, and φ is the east longitude from the observer to the RSO. The basis vectors {î 1 ,î 2 ,î 3 } are the axis of the inertial coordinate system. The fundamental observation is given by
In non-rotating equatorial (inertial) components the vector d I is given by
The conversion from the inertial to the observer coordinate system (Up-East-North) is given by 
The angle observations consist of the azimuth, az, and elevation, el. The observation equations are given by az = atan2 (ρ e , ρ n ) (14a)
where atan2 is the four-quadrant arctangent function.
B. Light Curve Observation Model
While observing to the azimuth and elevation, the optical site also records the magnitude of the brightness of the RSO. The brightness of an object in space can be modeled using an anisotropic Phong light diffusion model. 21 This model is based on the bidirectional reflectance distribution function (BRDF) which models light distribution scattered from the surface due to the incident light. The BRDF at any point on the surface is a function of two directions, the direction from which the light source originates and the direction from which the scattered light leaves the observed the surface. The model in Ref. 21 decomposes the BRDF into a specular component and a diffuse component. The two terms sum to give the total BRDF:
The diffuse component represents light that is scattered equally in all directions (Lambertian) and the specular component represents light that is concentrated about some direction (mirror-like). Reference 21 develops a model for continuous arbitrary surfaces but simplifies for flat surfaces. This simplified model is employed in this work as shape models are considered to consist of a finite number of flat facets. Therefore the total observed brightness of an object becomes the sum of the contribution from each facet.
Under the flat facet assumption the specular term of the BRDF becomes
where the Fresnel reflectance is given by
The parameters n u and n v are terms of the Phong model which are used to weight directionality of specularly reflected light off some materials (e.g. copper). The terms in Eq. (16) are functions of the reflection geometry which is described in Figure 1 . The diffuse term of the BRDF is
(18) The apparent magnitude of an RSO is the result of sunlight reflecting off of its surfaces along the line-of-sight to an observer. First, the fraction of visible sunlight that strikes each facet of the RSO (and not absorbed) is computed by
where C sun,vis = 455 W/m 2 is the power per square meter impinging on a particular facet due to visible light striking the surface. If either the angle between the surface normal and the observer's direction or the angle between the surface normal and Sun direction is greater than π/2 then there is no light reflected toward the observer. If this is the case then the fraction of visible light is set to F sun (i) = 0. Next, the fraction of sunlight that strikes facet i which is reflected must be computed:
The reflected light is now used to compute the apparent brightness magnitude, which is measured by an observer:
where −26.7 is the apparent magnitude of the sun.
V. Unscented Filtering Using Light Curve Data
The Unscented Kalman filter (UKF) is chosen for state estimation because it has at least the accuracy of a second-order filter 15 without the requirement of computing Jacobians like the extended Kalman filter. The UKF is used to estimate the rotational and translational states based on fusing angles and light curve data along with their associated models as discussed in Section III. The global parameterization of the attitude in the UKF is the quaternion while a minimal parameterization involving the generalized Rodrigues parameters (GRPs) is used to define the local error. (2) and (7) can be expressed in general aṡ
where x is the state of the system, Γ(t) is a Gaussian white-noise process term with covariance
The function f (x, t) is the nonlinear dynamics and G(x, t) is the model error distribution matrix. To solve the general nonlinear filtering problem the UKF utilizes the unscented transformation to determine the mean and covariance propagation though the function f (x, t). If the initial pdf p(x 0 ) is given, the solution for the time evolution of the conditional pdf, p(x, t|Ỹ) constitutes the nonlinear filtering problem. HereỸ is the sequence of all available measurements up to the current time. Given a system model with initial state and covariance values, the UKF propagates the state vector and the error-covariance matrix recursively. At discrete observation times, the UKF updates the state and covariance matrix conditioned on the information gained by the latest measurement. Discrete measurements are assumed to have the following form:
whereỹ k is a measurement vector and v k is the measurement noise, which is assumed to be a zero-mean Gaussian random variable with covariance R k δ jk . The UKF operates under the principle that (i) it is easier to propagate samples from a pdf through a general nonlinear function than to propagate the pdf itself and (ii) Gaussian distributions can be represented by a finite set of deterministically selected samples known as sigma points. Given an L × L error-covariance matrix P k , the 2L + 1 sigma points are constructed by
where √ M is shorthand notation for a matrix Z such that M = Z Z T and µ k is the mean of the distribution. Given that these points are selected to represent the distribution of the state vector, each sigma point is given a weight that preserves the information contained in the initial distribution:
where λ = α 2 (L + κ) − L is a composite scaling parameter. The constant α controls the spread of the sigma point distribution and should be a small number 0 < α ≤ 1, κ provides an extra degree of freedom that is used to fine-tune the higher-order moments, and β is used to incorporate prior knowledge of the distribution by weighting the mean sigma point in the covariance calculation. Typically β = 2 and κ = 3 − L are good starting guesses for tuning the filter. The reduced state vector for the joint attitude and position estimation problem is given
where δp is the error GRP states associated with the quaternionq B I and· is used to denote an estimate. Here it is noted that the subscript B/I and superscript B in ω B B/I are omitted in this and the following sections for clarity. The initial estimatex 0 is the mean sigma point and is denoted χ 0 (0). The error GRP state of the initial estimate is set to zero, while the rest of the states are initialized by their respective initial estimates.
A. Predictor
The attitude state errors are represented as error GRPs resulting in a minimum parameter representation for the attitude state error. 22 To within first order, the state error covariance of the attitude is invariant whether the errors are parameterized using quaternions or GRPs.
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Therefore the attitude state error-covariance can be directly decomposed into error GRP sigma points for use in the UKF. The sigma points corresponding to the error GRPs are first converted into error quaternions so that the quaternion sigma points can be computed.
The error quaternion, denoted by δq − k (i), associated with the i th error GRP sigma point is computed by
where a is a parameter from 0 to 1 and f is a scale factor, which is often set to f = 2(a + 1) so that the attitude error covariance is that of the small roll, pitch and yaw angle errors.
Here it is noted that the subscript I and superscript B in q B I and its estimates are omitted in this and the following sections for clarity. The i th quaternion sigma point is given by a rotation of δq − k (i) about the a priori estimate:
The sigma points are propagated through the system dynamics:
The estimated acceleration and torque due to SRP are calculated with Eqs. (8) and (10), respectively. After propagation, the sigma points for the error GRP states are computed with the propagated attitude sigma points. The estimated mean sigma point quaternion, q − k+1 (0), is stored, and error quaternions corresponding to each propagated quaternion sigma point are computed as:
where the notation for the conjugate quaternion is defined as:
Using the result of Eq. (32), the error GRP sigma points are computed as
After setting the error GRP for the mean sigma point to zero, the propagated sigma points are reconstructed as in Eq. (26) The propagated mean and covariance are calculated as a weighted sum of the sigma points aŝ
where Q k+1 is the discrete-time process noise covariance.
B. Corrector
As previously discussed, measurements are available in the form of azimuth, elevation and apparent brightness magnitude,ỹ ≡ [m appã zẽl] T . Estimated observations are computed for each sigma point using the observation models discussed in Section IV:
The mean estimated output is then computed aŝ
The output, innovations and cross-correlation covariance are computed as
The gain is given by
The UKF update equations are given bŷ
The quaternion update is performed by converting the error GRP states ofx + k to a quaternion, δq + k , via Eq. (27) , and performinĝ 
VI. Multiple-Model Adaptive Estimation
This section provides a brief review of the multiple-model adaptive estimation algorithm. More details can be found in Refs. 25 and 26. Multiple-model adaptive estimation (MMAE) is a recursive algorithm that uses a bank of estimators, each dependent on a particular hypothesis, to determine an estimate based upon an unknown physical process under consideration. In particular, the hypotheses can correspond to different mathematical models of the same physical process, or of the same model but dependent upon different constants or model parameters. The basic framework of MMAE can be seen in Figure 3 .
A. MMAE Weights
A finite set of hypothesis {p (ℓ) ; ℓ = 1, . . . , M} are used to seed the bank of estimators.
The finite set of parameters can be the results of discretizing a continuous parameters space or describe a discrete parameter space of interest. The goal of the estimation process is to determine the conditional pdf of the ℓ th hypothesis, p (ℓ) , given all the measurements.
Application of Bayes' rule yields
whereỸ k denotes the sequence {ỹ 0 ,ỹ 1 , . . . ,ỹ k }. The a posteriori probabilities can be computed through
The conditional probabilities of the observations based on each hypothesis (likelihood),
), are given as
where measurement residual for the ℓ th hypothesis is given by
and corresponding residual covariance matrix from the UKF is
where P vv k is given by Eq. (38b) using the ℓ th filter.
Note that the denominator of Eq. (43) is just a normalizing factor to ensure that
is a pdf. Equation (43) can now be recast as a recursion formula to define the MMAE weights ̟ From Eq. (47) and Eq. (44) it is seen that hypotheses having lower residuals will have probabilities that will increase with time; this will favor hypotheses that fit the observations better. Also from Eq. (44) it is seen that hypotheses which have small values for det(S (ℓ) k ) will have probabilities that will grow. Assuming that all filters have same measurement noise covariance matrix R k , this will favor hypotheses that have smaller variance. Therefore the MMAE process will tend to select the minimum variance hypothesis from the set of hypotheses.
B. Fusion of MMAE Estimates
In addition to assigning a conditional probability to a given hypothesis, MMAE can, in some instances, provide a fused state estimate, associated error covariance and hypothesis. This is typically accomplished by means of a weighted average of each filters a posteriori estimate. However, this fusion is only applicable when fusion of the individual filters state estimate or hypothesis yield physically meaningful results. Such is the case in Ref. 29 where MMAE is used to estimate the process noise covariance for a given dynamical system. For other MMAE applications, such as three-axis gyro calibration, 30 the hypotheses under consideration correspond to different mathematical models of the gyro which lead each filter to have its own unique state vector. For this application, the notion of a fused hypothesis or state vector does not have any tractable meaning. Thus Ref. 30 selects the hypothesis with the highest weight, ̟, to be the best representative MMAE estimate. In this work a combination approach is taken. The hypotheses for the MMAE are different candidate shape models for an RSO, yet each filter estimates a common state vector. Because the shape models cannot be fused to have physical meaning, the shape model having the highest weight is accepted as being the MMAE estimated shape. Since the state vector is common to all of the filters, a representative MMAE state estimate can be formed using a weighted average of each filters a posteriori state estimates.
Traditionally, the conditional mean given an MMAE approach uses a weighted sum of each of the filter estimates as shown in Figure 3 :
However, in this work because the state vectors contain quaternion estimates an additive approach to determining the conditional mean will, in general, yield an improper quaternion which violates the unit norm constraint. Rather, a two-step process is used to determine the conditional mean and covariance. This process begins by defining a reference attitude,q k , from which all of the quaternion estimates are referenced. The weighted average quaternion from the set of all a posteriori quaternion estimates is selected as the reference attitude. The average quaternion is the normalized eigenvector corresponding to the maximum eigenvalue of the matrix
where P
+(ℓ)
αα is the 3 × 3 portion of the covariance corresponding to the attitude estimates. Once the reference attitude is determined, the attitude correction associated with estimate from the ℓ th filter is determined as
which is converted into the corresponding GRP correction, δp
, with Eq. (34). After
], the following is computed:
The conditional mean is then given byx
where the conditional mean quaternion is given byq
k is the quaternion formed from δp + k , the first three components ofx + k . This approach is essentially the same as used within the UKF presented in Section V for the fusion of sigma points which contain a quaternion. With this approach, the conditional covariance can be calculated as
VII. Simulation Results
Two simulation scenarios are presented to show the performance of the MMAE approach to estimate the shape of an RSO from magnitude and angles observations. For both scenarios, an RSO is in near geosynchronous orbit with orbital elements given by a = 42, 364. Brightness magnitude and angle observations are simulated using a ground station located at 20.71
• North, 156.26
• West longitude and 3,058.6 m altitude. Measurements constructed using instantaneous geometry are corrupted by zero-mean Gaussian white noise with standard deviations of 1 arc-seconds on the azimuth observation, 1 arc-seconds on the elevation observation and 0.1 for the brightness magnitude. 4 Observations are available every 5 seconds for one hour. The convergence of the UKF used within the MMAE approach is studied using a Monte Carlo simulation. Reference 22 discusses the limitations of the UKF approach implemented in this paper in terms of approximating the attitude error. This, along with the nonlinearity of the measurement model, limits the convergence radius of the UKF. Therefore, the covariance RSO shape models are randomly generated and can be generically grouped into two categories: regular polygon prisms and rectangular cuboids. The regular polygon prisms are prisms whose ends (i.e. top and bottom) are regular shapes. The regular polygon prisms are then further divided into equilateral triangular prisms, square prisms and regular hexagonal prisms. The shape of a regular polygon prism is defined by the number of sides n, side length s and height h. Examples of the three regular polygon prisms considered with body axis descriptions can be found in Figure 5 m. The time history of the MMAE weight for this simulation can be found in Figure 7 . As seen from this figure, the MMAE algorithm is able to converge to the true shape model model with no ambiguity. The state errors and respective 3σ bounds are shown in Figure  8 . The position and velocity errors are plotted in radial (R), in-track (IT), and cross-track (CT) or RIC coordinates. The transformation from inertial to RIC coordinates is given by
where n r = r I / r I is the radial direction, n i = [n c ×]n r / [n c ×]n r is the in-track direction,
is the cross-track direction. The errors associated with the attitude and angular rate states are very large for approximately the first 10 minutes of the simulation until they converge rapidly to their, effectively, steady-state values. Referring back to Figure 7 , it is seen that this convergence is coincident with the convergence of the MMAE algorithm. Figure 8 also provides some qualitative insight into the observability of the estimated states. The fact that there is such a large change in the conditional error indicates that the attitude and angular rate states are highly dependent upon the shape model. This is in contrast to the position and velocity states which are only very weakly coupled to the shape via the SRP induced drag.
To determine the benefit of blending the attitude states verses choosing the best attitude estimate a Monte Carlo simulation is conducted. The blended attitude states are determined using the quaternion averaging approach discussed previously and the best attitude estimate is determined by the model with the largest probability. This simulation uses the same initial condition and uncertainties as scenario one and a 1,000 random samples are selected from the initial uncertainties. For each sample the MMAE approach is simulated for scenario one and both the blended attitude states and best attitude estimates are determined. Then the error is averaged over all 1,000 samples. The results are shown in Figure 6 . From this figure it can be seen that the difference between the two approaches isn't very large but the blended estimates do provide smaller error. As the MMAE approach converges to a model in the bank both approaches result in the same error. For the second simulation, the true shape model is not within the bank of models. For Figure 9 . In this case the MMAE weights for two models are nonzero. These models represent the closest approximation to the true model that the bank of models holds. The models with nonzero weights are both rectangular cuboids with dimensions s 1 = 2.1858 m, s 2 = 1.5339 m and h = 0.3966 m (Close Model 1, which corresponds to Model 1 in Table 2 ) and s 1 = 2.1000 m, s 2 = 1.5000 m and h = 0.3800 m (Close Model 2, which corresponds to Model 2 in Table 2 ). The shape model estimate is chosen to be the model with the highest probability and therefore switches between Model 1 and Model 2 over the simulation period as these models contend for the highest probability. While the dimensions are not exact with the true model, the principal result is that the MMAE algorithm is able to identify the form of the RSO shape; in this case a plate-like shape with one dimension much smaller than the other two. This information could be further used to redefine the model bank in order to find a better shape model estimate or for classifying a piece of debris (e.g. such as a sheared off solar panel), but is considered outside of the scope of the current work.
The estimated errors and associated 3σ bounds are shown in Figure 10 . The position and velocity estimates do not suffer from the lack of knowledge of the true shape model. However, the accuracy of the attitude and angular rate states are degraded because of the uncertainty in the shape model. In particular, the errors in the rotational states are about three-times larger for this simulation compared to the previous simulation case. 
VIII. Conclusion
In this paper a multiple-model adaptive estimation algorithm using light curve and angles data was presented. This was used to identify the most probable shape of an unknown resident space object along with its associated rotational and translational states. The algorithm exploits passively collected data, meaning that only the data currently used in the tracking of resident space objects is necessary. This is an operationally important feature of the algorithm because no new sensors or specific tasking is necessary. Initial simulation results show that when the true shape model is within the bank of models considered, the algorithm is able to select the correct model without any ambiguity. When the true shape model is not within the bank, the algorithm is able to determine which shape model(s) contained within the bank best approximates the unknown shape. Also, the attitude estimate converges when the initial attitude is known with 30 degrees (3σ) of the true attitude. These results show that the presented multiple-model adaptive estimation approach can be beneficial for the tracking and characterization of resident space objects.
