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Slow light propagation is an important phenomenon in quantum optics. Here, we theoretically
study the properties of slow light in a simple optomechanical system considering an effect of non-
rotating wave approximation (NRWA) that was ignored in previous related works. With the NRWA
effect, the ultraslow light can be easily achieved at the window of optomechanically induced trans-
parency, especially in unresolved sideband regime. From the theoretical results, we find the upper
bound of the time delay is exactly the mechanical ringdown time which can last for several min-
utes (mHz linewidth) in recent experiments. Additionally, the interesting phenomena of the perfect
optomechanically induced transmission and absorption are studied in the system with the NRWA
effect. We believe the results can be used to control optical transmission in modern optical networks.
PACS numbers: 42.50.Gy, 42.50.Wk, 42.50.Nn
I. INTRODUCTION
Cavity optomechanics [1] exploring the interaction be-
tween macroscopic mechanical resonators and light fields,
has received increasing attention for the broad appli-
cations in testing macroscopic quantum physics, high-
precision measurements, and quantum information pro-
cessing [1–5]. Various experimental systems exhibiting
such interactions are proposed and investigated, such as
Fabry-Perot cavities [6, 7], whispering-gallery microcav-
ities [8–10], superconducting circuits [11, 12], and mem-
branes [13–16]. The motion of mechanical oscillator and
the optical properties in these optomechanical systems
can be strongly affected by the interaction, and then var-
ious interesting quantum phenomena can be generated,
such as ground-state cooling of mechanical modes [17–
19], nonclassical mechanical states [20, 21], photon anti-
bunching [22–25], and optomechanically induced trans-
mission and absorption [26–30].
Recently, the study of optomechanically induced trans-
parency (OMIT) has attracted much attentions [31–49].
It was theoretically predicted by Agarwal and Huang
[31] and experimentally observed in a microtoroid sys-
tem [32], a membrane-in-the-middle system [16], and
in a nanoscale optomechanical crystal [33]. A remark-
able feature of optomechanically induced transparency is
the drastic reduction in the group velocity of light pass-
ing through the system [33], achieved due to the abnor-
mal dispersion accompanied with the transparency win-
dow. This aspect of the effect has been utilized to con-
jure schemes whereby light may be slowed and stopped
[33, 36, 50–53], making it an important building block in
quantum information and communication proposals, as
well as of great practical interest in classical optics and
photonics.
In general, the narrower the transparent window is,
the more significant the abnormal dispersion is. Hence,
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it is important for the abnormal dispersion to have both
a large transparency depth and a narrow transparency
window. However, the ideal depth of the transparency
window cannot be achieved due to the nonzero mechan-
ical damping rate in the usual theory of OMIT [31–35],
where the width of the transparency window is very large
due to the large driving strength needed to increase the
depth of transparency. Hence, the slow light effect based
on the usual OMIT theory must be quite limited. Until
very recently, in Ref. [49] we provided a new mechanism
(considering the NRWA effect) by which the ideal OMIT
can easily be achieved with an ultra-narrow transparency
window. It is conceivable that under the new mechanism,
the slow light effect will be greatly enhanced. In addi-
tion, other optical properties of the system can also be
dramatically modified by the NRWA effect, such as, the
interesting phenomena of the optomechanically induced
transmission and absorption.
Here, we theoretically study the ultraslow light, per-
fect optomechanically induced transmission and absorp-
tion with a simple membrane-in-the-middle configuration
(see Fig. 1) [13, 15, 54], considering the NRWA effect
which is ignored in previous related works. After consid-
ering the NRWA effect, we find it has a strong impact
on the absorptive and dispersive behavior of the optome-
chanical system to the probe field. First, we obtain the
analytic expression of the time delay, and find there is
only slow light in the system because the time delay is al-
ways positive. Secondly, the ultraslow light can be easily
achieved with small mechanical dissipation rate (the time
delay can be improved to about one second even with the
usual Hz linewidth) at the narrow transparency window,
especially in unresolved sideband regime. Thirdly, there
exist an upper bound of the time delay that is exactly the
ringdown time of the mechanical oscillator, and in recent
optomechanical experiments [55–58], the ringdown time
can last for several minutes (mHz linewidth). In addi-
tion, we study the interesting phenomena of the perfect
optomechanically induced transmission and absorption
with the NRWA effect, and give the conditions under
which these phenomena can be achieved in the system.
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FIG. 1: Sketch of a membrane-in-the-middle optomechanical
system consists of one mechanical membrane interacted with
one cavity via radiation pressure effects. The cavity is driven
by a coupling field with frequency ωc (amplitude εc) and a
weak probe field with frequency ωp (amplitude εp).
II. MODEL AND EQUATIONS
We consider a membrane-in-the-middle optomechani-
cal system in which a cavity with frequency ω0 and length
L is coupled to a mechanical membrane with frequency
ωm and mass m via radiation pressure effects (see Fig.
1). The cavity annihilation (creation) operator is de-
noted by c (c†) with the commutation relation [c, c†] = 1,
and the annihilation (creation) operator of the mechani-
cal membrane is denoted by b (b†) with [b, b†] = 1. If the
mechanical membrane is placed at the node of the cav-
ity field, the interaction Hamiltonian can be described
by −~g0c†c(b+ b†) and the optomechanical coupling rate
g0 =
sin(2kq0)√
2mωm[(1−T )−1−cos2(2kq0)]/~
( ω0L/2) [27, 54], where k
is the wave vector of the cavity field, q0 is the rest po-
sition of the membrane in the absence of radiation and
T is the transmission rate of the membrane. The cav-
ity is driven by a strong coupling field with frequency ωc
(amplitude εc) and a weak probe field with frequency ωp
(amplitude εp). Then, the Hamiltonian in the rotating
frame at the frequency of the coupling field ωc is
H = ~∆cc
†c+ ~ωmb
†b− ~g0c†c(b† + b)
+ i~εc(c
† − c) + i~(c†εpe−iδt − cε∗peiδt). (1)
Here, δ = ωp−ωc (∆c = ω0−ωc) is the detuning between
probe field (cavity field) and coupling field.
In this paper, we deal with the mean response of the
system to the probe field in the presence of the coupling
field, hence we do not include quantum fluctuations. We
use the factorization assumption 〈bc〉 = 〈b〉〈c〉 and then
the mean value equations are then given by
〈b˙〉 = −γ
2
〈b〉 − iωm〈b〉+ ig0〈c†〉〈c〉, (2)
〈c˙〉 = −[2κ+ i(∆c − g0〈b†〉 − g0〈b〉)]〈c〉+ εc + εpe−iδt.
Here, γ is the mechanical damping rate and 2κ is the cav-
ity photon decay rate due to transmission losses through
each end mirror of the cavity. In the absence of the probe
field εp, the mean values of 〈b〉, 〈c〉 in the steady state
can be obtained respectively as bs = ig0|cs|2/(γ2 + iωm),
cs = εc/(2κ+ i∆) with ∆ = ω0 − ωc − g0(bs + b∗s).
In the presence of the probe field εp, we can write 〈b〉 =
bs + δb and 〈c〉 = cs + δc to solve Eq. (2). Substituting
them into Eq. (2) and keeping only the linear terms, we
obtain the linearized Langevin equations
δb˙ = −(γ
2
+ iωm)δb+ ig0(c
∗
sδc+ csδc
∗), (3)
δc˙ = −(2κ+ i∆)δc+ ig0cs(δb+ δb∗) + εpe−iδt.
Using the usual method [16, 31–33], we can solve Eq.
(3) by writing the solution in the form δb = δb+e
−iδt +
δb−e
iδt and δc = δc+e
−iδt+ δc−e
iδt. Inserting them into
Eq. (3) and comparing the coefficients of e±iδt on both
sides of the equation, then we have
(
γ
2
+ iωm − iδ)δb+ = ig0c∗sδc+ + ig0csδc∗−, (4)
(
γ
2
− iωm − iδ)δb∗− = −ig0c∗sδc+ − ig0csδc∗−, (5)
(2κ+ i∆− iδ)δc+ = ig0cs(δb+ + δb∗−) + εp, (6)
(2κ− i∆− iδ)δc∗− = −ig0c∗s(δb+ + δb∗−). (7)
From Eqs. (4)–(7), we can easily obtain
δc+ =
εp
2κ− i(δ −∆) + g20 |cs|2
Z×( γ2−iδ+iωm)−
g2
0
|cs|2
2κ−i(δ+∆)
, (8)
here, Z =
iδ+iωm−
γ
2
2iωm
.
III. OPTOMECHANICALLY INDUCED
ULTRASLOW LIGHT
According the input-output relation [31, 59], the
quadrature of the optical components with frequency ωp
in the output field can be defined as εT = 2κδc+/εp [31].
The real part Re[εT ] and imaginary part Im[εT ] represent
the absorptive and dispersive behavior of the optome-
chanical system to the probe field, respectively. Because
it is known that the coupling between the cavity and the
resonator is strong at the near-resonant frequency, here
we consider δ ∼ ∆ ∼ ωm. In the following, we mainly
focus on the most studied regime in cavity optomechan-
ics where γ ≪ κ, ωm (then Z = 1 + iγ4ωm ≃ 1) and set
x = δ − ωm. Then, according to Eq. (8), εT can be
obtained as
εT =
2κ
2κ− ix+ βγ
2−ix+N
(9)
where
β =
g20ε
2
c
4κ2 + ω2m
, (10)
N = − β
2κ− 2iωm . (11)
It can be seen from Eq. (10) that β depends on the power
of the coupling field. The term N is the key term and
it can strongly affect the properties of the optomechan-
ically induced transparency, and then those of the slow
3FIG. 2: The real part of εT (red-solid) and the imaginary part
of εT (blue-dashed) vs. normalized frequency detuning x/γ
with parameters ωm = κ = 10
4γ according to Eqs. (9) and
(13). The real part of εT (black-dotted) is plotted with the
same parameters but N = 0.
light in the system. Note that if we apply rotating wave
approximation to solve the Eq. (3), then the term N will
not exist, see Appendix A for details. Hence the origin of
the term N in Eq. (9) should be effects of non-rotating
wave approximation (the explanation of the origin in Ref.
[49] is not appropriate).
Since the optomechanically induced slow light is based
on the technology of OMIT, we first give the properties
of OMIT in the system. How the term N to affect the
OMIT has been studied in detail in our previous work
[49]. According to the analysis in Ref. [49], the location
of the pole in the subfraction of Eq. (9) can give the con-
ditions of the ideal OMIT dip. According to the location
of the pole, i.e., by setting γ2 − ix+N = 0, we obtain the
conditions as
x = −γωm
2κ
, (12)
β =
γ(κ2 + ω2m)
κ
. (13)
According to the analysis in Ref. [49] and with the driv-
ing strength β in Eq. (13), we obtain the width ΓOMIT
(full width at half maximum) of transparent window as
ΓOMIT =
γ(κ2 + ω2m)
κ2
, (14)
if γω2m ≪ 4κ3 which is true in most optomechanical sys-
tems. In Fig. 2, we plot Re[εT ] (red-solid) and Im[εT ]
(blue-dashed) vs. normalized frequency detuning x/γ
with parameters ωm = κ = 10
4γ and β according to Eq.
(13). With these parameters, the ideal OMIT dip oc-
curs at detuning x = − γ2 and the full width ΓOMIT = 2γ
which shows an excellent agreement with the numerical
result in Fig. 2 (see the red-solid line). For comparison,
we also plot Re[εT ] (black-dotted) with the same param-
eters but N = 0 in Fig. 2, from which it can be seen
that the ideal OMIT dip cannot occur if the term N is
FIG. 3: The normalized time delay γτ (red-solid) and the nor-
malized dispersion curve slope γK (blue-dashed) vs. normal-
ized frequency detuning x/γ with parameters ωm = κ = 10
4γ
according to Eqs. (9) and (13). The cyan vertical line locates
at the transparency window x = − γωm
2κ
.
ignored. It can also be seen from Fig. 2 that the steepest
dispersion (blue-dashed) appears at transparent window
and the slope is negative there.
In Fig. 3, we plot the normalized dispersion curve slope
γK (blue-dashed) vs. normalized frequency detuning x/γ
with parameters κ = ωm = 10
4γ according to Eqs. (9)
and (13). It can be seen from Fig. 3 that the negative
maximum value of the dispersion curve slope appears ex-
actly at transparent window (x = − γωm2κ = − γ2 , see the
location of the cyan vertical line). According to Eq. (9),
the negative maximum value of the dispersion curve slope
can be obtained as
Kmax = − 2κ
2
γ(κ2 + ω2m)
. (15)
From Eqs. (14) and (15), we have Kmax × ΓOMIT = −2,
which means the narrower the width of transparent win-
dow is, the steeper the dispersion curve becomes. Next,
we will see that the steep dispersion behavior can cause
the ultraslow light in the system.
The time delays of the transmission and reflection
pulses can be respectively determined by [32, 33]
τT =
∂arg[εT ]
∂ωp
, τR =
∂arg[εR]
∂ωp
. (16)
Here, εR is the reflected component of the probe field,
which can be obtained as εR = εT −1 according to input-
output relation [31, 51, 59]. The positive (negative) value
of the time delays represents slow (fast) light [60] in the
system. According to Eqs. (9), (13) and (16), we obtain
the analytic expressions of time delays τT and τR, and
find they are exactly equal (τT = τR = τ), that is
τ =
8κ2(y2κ+ γ(κ2 + ω2m))
16y2κ4 + (yγωm − 2y2κ+ 2γ(κ2 + ω2m))2
, (17)
here y = x + γωm2κ . It can be seen from Eq. (17) that
there is only slow light effect in the system because the
time delay τ is always positive.
4In Fig. 3, we plot the normalized time delay γτ (red-
solid) vs. normalized frequency detuning x/γ with pa-
rameters κ = ωm = 10
4γ according to Eq. (17). It can be
seen from Fig. 3 that the maximum time delay τmax oc-
curs exactly at the transparent window x = − γωm2κ = − γ2 .
By setting y = 0 in Eq. (17), the analytic expression of
the maximum time delay τmax can be easily obtained as
τmax =
2κ2
γ(κ2 + ω2m)
. (18)
According to Eq. (15) and (18), at the transparent win-
dow, we have
τmax = −Kmax (19)
which means that the steeper the slope of dispersion
curve is, the larger the slow light effect becomes.
It can be seen from Eq. (18) that the ultraslow light
can be achieved by adopting the mechanical oscillator
with small enough dissipation rate γ, especially in unre-
solved sideband regime. In fact, even with the usual Hz
linewidth, the time delay can be largely enhanced. Such
as, for γ = 0.76 Hz in Ref. [13] and κ = ωm, the time
delay τmax is about one second which is similar to the
storage time in Bose-Einstein Condensates [61] .
Actually, according to Eq. (18) and the mechanical
ringdown time τm = 2/γ [13], we have
τmax = τm (20)
in the limit of ωm/κ → 0. Hence, the upper bound of
the time delay is exactly the mechanical ringdown time
τm in the system. Recently, the mechanical ringdown
time τm can last for several minutes (mHz linewidth) in
the experiments, see Refs. [55–58]. Maybe someday in
the future, these ultralong time delays can be used for
OMIT-based memories.
IV. OPTOMECHANICALLY INDUCED
TRANSMISSION
Now we study the interesting phenomenon of perfect
optomechanically induced transmission which can be re-
alized with the term N . If the reflected component
εR = 0 and the transmitted component εT = 1, the per-
fect optomechanically induced transmission of the probe
signal will occur. According to Eq. (9), this can be
achieved when
−ix+ βγ
2 − ix+N
= 0. (21)
From Eq. (20), we find the perfect optomechanically in-
duced transmission can occur only when
β =
γ(κ2 + ω2m)
κ
, (22)
x± =
−γωm ±
√
γ(16κ3 + 16κω2m + γω
2
m)
4κ
. (23)
FIG. 4: The reflection spectrum R (blue-dashed) and trans-
mission spectrum T (red-solid) vs. normalized frequency de-
tuning x/γ with β according to Eq. (13) and parameters
ωm = 10κ = 10
4γ. The cyan vertical lines locate at x± ac-
cording to Eq. (23).
Here x± can be simplified to ±
√
γ(κ2 + ω2m)/κ due to
γ ≪ κ, ωm. The driving strength β in Eq. (22) is ex-
actly equal to that in Eq. (13), which means that the
optomechanically induced transparency and the optome-
chanically induced transmission happen with the same
driving strength, just at different frequencies of the probe
signal. Note that if the term N is ignored, the perfect
optomechanically induced transmission cannot occur in
the system.
In Fig. 4, we plot the reflection spectrum R = |εT −1|2
(blue-dashed) and transmission spectrum T = |εT |2 (red-
solid) of the probe field vs. normalized frequency de-
tuning x/γ with β according to Eq. (13) and the pa-
rameters ωm = 10κ = 10
4γ. It can be seen from
Fig. 4 that the probe signal can be perfectly reflected
(R = 1) at the transparency window x = − γωm2κ , while
it can be perfectly transmitted (T = 1) at the trans-
mission points x± in Eq. (23). With these parameters,
x± ≃ ±
√
γ(κ2 + ω2m)/κ ≃ ±317.8γ which are consistent
with the numerical results in Fig. 4, see the location of
the cyan vertical lines plotted according to Eq. (23).
According to Eq. (9), we can obtain the slopes of
Im[εT ] at x± as
K± =
1
κ±
√
γκ2ω2m
16κ3+γω2m+16κω
2
m
, (24)
which can be simplified to 1/κ due to γ ≪ κ, ωm. From
Eq. (17), the time delays τ± at the transmission point
x± can be obtained as
τ± = K± ≃ 1
κ
. (25)
It means that compared with the mechanical ringdown
time τm, there is almost no time delay at the transmission
points x± due to γ ≪ κ.
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FIG. 5: Two probe fields with amplitudes εl, εr and identical
frequency ωp are injected to the system from two sides. The
two output fields are denoted by εoutL and εoutR and the other
parameters are the same in Fig. 1.
V. OPTOMECHANICALLY INDUCED
ABSORPTION
Now we study the interesting phenomenon of perfect
optomechanically induced absorption (OMIA) which can
also be strongly affected by the term N . For this pur-
pose, two probe fields with amplitudes εl, εr and identical
frequency ωp are respectively injected to the system from
two sides, see Fig. 5. The two output fields are denoted
by εoutL and εoutR and the other parameters are denoted
as the same as above. When the perfect OMIA occurs,
the two probe fields are completely absorbed by the sys-
tem so that there is no light field with frequency ωp in
the output fields εoutL and εoutR.
In this case, with the similar calculation as above, we
have
δc+ =
εl + εr
2κ− ix+ βγ
2−ix+N
. (26)
To study the perfect OMIA, we first calculate the output
fields of the two sides of the cavity at frequency ωp, which
can be derived by the input-output relations [27, 31]
εoutL + εle
−iδt = 2κδc,
εoutR + εre
−iδt = 2κδc. (27)
Similarly, we can write the output fields as
εoutL = εoutL+e
−iδt + εoutL−e
iδt,
εoutR = εoutR+e
−iδt + εoutR−e
iδt, (28)
where εoutL+ and εoutR+ are oscillating at frequency ωp
in the output fields. Thus, when εoutL+ = εoutR+ = 0,
the perfect OMIA will occur. From Eqs. (27) and (28),
we have
εoutL+ = 2κδc+ − εl,
εoutR+ = 2κδc+ − εr. (29)
According to Eq. (26) and (29) and due to γ ≪ κ, ωm,
the conditions of the perfect OMIA can be obtained as
εl = εr, (30)
β =
γκ(κ2 + ω2m)
2κ2 + ω2m
, (31)
x = − γκωm
4κ2 + 2ω2m
, (32)
FIG. 6: The normalized output probe field |εoutR+/εr|
2
(|εoutL+/εl|
2) vs. normalized frequency detuning x/γ ac-
cording to Eqs. (29)–(31) with resolved sideband parameter
ωm = 10κ = 10
4γ [red-solid and black-dash-dotted (N = 0)]
and unresolved sideband parameter ωm = κ/2 = 10
4γ [blue-
dashed and green-dotted (N = 0)].
which can be verified in Fig. 6 where we plot the nor-
malized output probe field |εoutR+/εr|2 (|εoutL+/εl|2) vs.
normalized frequency detuning x/γ according to Eqs.
(29)–(31) with resolved sideband parameter ωm = 10κ =
104γ [red-solid and black-dash-dotted (N = 0)] and un-
resolved sideband parameter ωm = κ/2 = 10
4γ [blue-
dashed and green-dotted (N = 0)]. For comparison, we
also plot the same spectrum with the same parameters
but N = 0, see the black-dash-dotted line and the green-
dotted line in Fig. 6. Through comparison, we find the
term N can strongly affect the perfect OMIA in unre-
solved sideband regime while it has almost no effect in
resolved sideband regime (κ≪ ωm).
Finally, we study the perfect OMIA in resolved side-
band regime. As mentioned above, in this case, the term
N can be ignored. Actually, this issue has been studied in
Ref. [27] where the authors give a condition to realize the
perfect OMIA, i.e., εl = εr, γ = 4κ and x = ±
√
β − 4κ2,
which means the driving strength β must be equal or
greater than 4κ2 and the mechanical damping rate γ can
take only one value 4κ (actually, this is a huge damping
rate to mechanical oscillator in cavity optomechanics).
Here, we give another simple but interesting condition to
realize the perfect OMIA, that is
εl = εr,
β = κγ, (33)
x = 0,
which can be easily obtained according to Eqs. (26) and
(29) with N = 0. It can be seen from Eq. (33) that
the mechanical damping rate γ can take any value to re-
alize the perfect OMIA as long as the conditions in Eq.
(33) is satisfied. In Fig. 7, we plot the normalized out-
put probe field |εoutR+/εr|2 (|εoutL+/εl|2) vs. normalized
frequency detuning x/κ under the conditions in Eq. (33)
and with the resolved sideband parameter ωm = 10κ and
6FIG. 7: The normalized output probe field |εoutR+/εr|
2
(|εoutL+/εl|
2) vs. normalized frequency detuning x/κ under
the conditions in Eq. (33) and with the resolved sideband
parameter ωm = 10κ and γ = κ/10 (red-solid), γ = κ (black-
dotted) and γ = 2κ (blue-dashed).
γ = κ/10 (red-solid), γ = κ (black-dotted) and γ = 2κ
(blue-dashed). It can be seen from Fig. 7 that the perfect
OMIA can still be achieved even with very weak driving
strength (β ≪ κ2) [see the red-solid line (β = κ2/10)].
VI. CONCLUSION
In summary, we have theoretically studied the optome-
chanically induced ultraslow light, perfect transmission
and absorption in a membrane-in-the-middle optome-
chanical system with an effect of non-rotating wave ap-
proximation (NRWA) that was ignored in previous works.
From the theoretical results, we can draw some impor-
tant conclusions: (1) With the NRWA effect, the ultra-
slow light can be easily achieved with a small mechanical
damping rate at transparency window, especially in unre-
solved sideband regime (for instance, the time delay can
be enhanced to about one second with Hz linewidth);
(2) there exist an upper bound of the time delay, and it
is exactly the mechanical ringdown time which can last
for several minutes; (3) after considering the NRWA ef-
fect, we obtain respectively the conditions under which
the perfect optomechanically induced transmission and
absorption can be achieved in the system. Furthermore,
the methods are also applicable to other optomechanical
systems, such as superconducting circuits [11, 12], multi-
mode optomechanical systems [26, 28, 62], and spinning
optomechanical systems [42]. We believe these results
can be used to control optical transmission in quantum
information processing.
Appendix A: Derivation of εT with rotating wave
approximation
To find out the origin of the term N , we apply rotating
wave approximation to solve Eq. (3). To this end, we in-
troduce the substitutions δb → δbe−iωmt, δc → δce−i∆t,
and then Eq. (3) becomes
δb˙ = − γ
2
δb+ ig0(c
∗
sδce
−i(∆−ωm)t + csδc
∗ei(∆+ωm)t),
δc˙ = − 2κδc+ ig0cs(δbei(∆−ωm)t + δb∗ei(∆+ωm)t)
+ εpe
−i(δ−∆)t. (A1)
If the cavity is driven by a coupling field at the mechani-
cal red sideband ∆ ≃ ωm and we apply rotating wave ap-
proximation (neglecting all non-resonant contributions),
and set x = δ − ωm, then Eq. (A1) becomes
δb˙ = −γ
2
δb+ ig0c
∗
sδc, (A2)
δc˙ = −2κδc+ ig0csδb+ εpe−ixt.
Still following the assumption δb = δb+e
−ixt + δb−e
ixt
and δc = δc+e
−ixt + δc−e
ixt, and substituting them into
Eq. (A2), then, we can obtain the expression of δc+ and
according to εT = 2κδc+/εp, εT can be obtained as
εT =
2κ
2κ− ix+ βγ
2−ix
, (A3)
from which it can be clearly seen that the term N in Eq.
(9) does not appear here. Hence the origin of the term
N in Eq. (9) should be the effect of non-rotating wave
approximation.
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