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Abstract 
Nowadays, computer is widely used for different kinds of applications in our life. 
One of the examples is that it contributes to medical imaging research, analysis and 
diagnosis. The principle that using computer for medical imaging research is that it is 
rapid, reliable and reproducible. In my thesis, a histologic color image analysis system was 
developed in order to provide tools for quantitative imaging research. The system was 
developed with the following functions: 
1) Color image measurement. 
2) Color adjustment. 
3) Quantitative information retrieving. 
4) Capability of 24 bits color image display. 
5) Statistical information retrieving of color image. 
6) Pseudocoloring. 
7) Gray level image contrast and brightness adjustment. 
8) Color image contrast and brightness adjustment. 
9) Region coloring，smoothing and area measurement. 
This computer based image analysis system was designed especially for 
microscope images and medical images analysis. To perform image processing and 
measurements such as recognizing, counting，measuring the size, shape, position, density 
and similar properties of particular objects on this kind of images, computerized 
measurement can be used to extract specific information from the images much more 
accurately and reproducibly than a human can without any aid. 
V 
The final version of this system will be integrated to the MAGNET system 
(Medical image network system), and it will continue to develop other new functions in 
order to provide more useful tools for medical image analysis. 
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Histologic color image analysis system is one of the interesting parts of the 
ongoing research project MAGNET. The MAGNET system is a high technology medical 
image network system. It provides many powerful functions such as medical image 
diagnosis, medical imageset transmission, patient record database management, medical 
image analysis and processing, etc. At the early phase of MAGNET system, most of the 
images were captured directly from MRI (Magnetic Resonance Imaging) or CT 
(Computer Tomography) machines. Those were gray level images. For those medical 
color images, such as histologic color image and biomedical color image, no dedicated 
applications were designed to manipulate color imaging for the MAGNET system. 
However, color image provides much more valuable information for medical image 
analysis. Therefore, it is necessary to develop a color image analysis system for 
contributing to quantitative color imaging research. 
One of the existing products called OPTIMAS is an image measurement analysis 
software system. It was developed on PC platform to provide a complete set of 
object一oriented measurement tools. Other commercial image analysis systems are also 
available for medical imaging research. [1] "The SAMBA system can analyze 
autoradiographic images and perform ploidy and DNA measurement. The Roche Image 
Analysis System, set up as a workstation, is capable of image archiving, cytogenetic 
karyotyping, automated cytology screening. The CAS-200 (Cell Analysis Systems) can 
undertake preprogramed morphometric analysis, quantitation of oncogene products, 
ploidy analysis and quantitation of the proliferative index ki-67. Other example products 
are HP200 series, Eyecon II digital imaging systems, MicroVax，Robotron A6471, etc." 
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The design of the histologic color image analysis system is according to the 
medical expert opinions. Several functions are particularly helpful for their diagnosis such 
as histologic color analysis, pseudocoloring, distance measures, area measures, objects 
counting and objects recognition. A quantitative image analysis system is motivated to 
develop for providing a useful tool for analysis. The advantage of using computer for 
quantitative image analysis is that it is rapid, reliable and reproducible. The goal of the 
histologic color image analysis system is to integrate a system that satisfies the above 
requirements. 
During the development of the histologic color image analysis system, hardware 
and software setting must be done first. The coloraiap manipulation mechanism was 
important for the whole system. For color handling, a dynamic colonnap was used instead 
of the original static colonnap. Different types of images with their own color palette can 
be displayed on the system by switching of the color palettes. For those true color images 
display, color quantization mechanism is applied to reduce the 24 bits colors to 8 bits 
color display. Pseudocoloring algorithm was assigned to provide much more visual 
interpretation of the medical image. Intensity mapping functions were designed for 
adjusting the level of contrast and brightness of gray level image and color image. 
Quantitative information retrieving functions were provided for histologic color image 
analysis such as area measures, distance measures and statistical analysis. 
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Chapter 1 
Overview : Medical image network system 
1.1 MAGNET 
MAGNET is a high speed computer network system connecting between 
hospitals. It was designed for medical image capturing, storing, retrieving, transmission 
and processing. The histologic image analysis system is a part of the interesting research of 
MAGNET system. The MAGNET system contributes several useful services for medical 
imaging research. First，medical database management service provides an efficiency way 
to manage patient records. It is easy to retrieve any past or current records from the 
database. Also, image records can store in digital data form and save in a disk instead of a 
film. Another service is medical image delivery service. It transmits the digital image 
through the computer network system within few seconds in order to minimize delay for 
treatment. By using the network system, doctors from any remote places can collaborate 
on various kinds of medical imaging research by video conferencing or mail system. The 
third is medical image processing services. This service is helpful for medical image 
analysis and quantitative imaging research. By applying those image processing functions, 
the better diagnosis results will be obtained. The existing system configuration is shown in 
follow figure 1.1. 
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Figure 1.1. The configuration of the MAGNET system. 
1.2. Medical image 
To obtain and capture the medical image, several types of medical scanners such as 
Computer Tomography (CT) machine，Magnetic Resonance Imaging (MRI) machine and 
Nuclear Medicine Imaging (NM) machines can be connected directly to the computers. In 
addition, histologic slides，X-ray films and color photos can also be captured into the 
computers using a high resolution color scanner and video camera. Therefore, there will 
obtain different kinds of images with different formats. The MRI image captured from 
MRI scanning machine are conformed to the ACR—NEMA protocol for medical exchange. 
1 
Chapter 1 Overview : Medical image network system 
Following the existing protocol, the image data can be obtained. For that image captured 
by color scanner and video camera, they can be saved into any image formats (GIF, TIFF, 
BMP,PCX, etc.) depended on the software support. Owing to the unique consideration, 
The image file format called PPM/PGM and MBF (MAGNET bitmap format) are 
suggested to be used as the standard image format of the MAGNET system. 
Not only the formats of the medical image need to be considered, but the types of 
the image also need to be concerned. Different types of image contain different 
information. For example, 8-bits gray level image only contains 256 intensities information 
range from 0 (black) to 255 (white). For the 24 bits color image, each color consists of 3 
primary colors. Each primary color contains 8-bits information. This mean there are 
possible colors for the 24 bits color image. Although many different types and formats 
exist, each of them can be converted to any other types and formats by writing image 
converters for converting image. In addition, there exist many image processing packages 
that provide functions for image conversion. 
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2.1 Hardware setting 
For histologic image analysis, high quality image is preferred in order to reduce 
errors. Therefore, high quality devices are required for setting up the system. The 
hardware component of the system comprises a microscope, a video camera and a 
graphical image adapter card. High performance computer (e.g., workstation) and high 
resolution display monitor are used for the histologic color image analysis system. In 
addition, color printer is employed for printing out the resulted image. The configuration 
of the hardware setting is shown as figure 2.1. 
\ Histolog c slide 
Video source 
I I (, K j ^ 
Video image - 丨 
adapter card Color pr inter 
Works ta t ion 
^ ^ 
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\ J 
Figure 2.1 The configuration of the hardware setting for the system. 
Generally，a video camera recorder and scanner can be used for capturing images. 
However, the objects inside the histologic image are usually too small to be captured 
directly. Therefore, microscope is employed to enlarge the tissues such as blood cells and 
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cell nuclear. The original image on the histologic slides seen under the microscope is 
photographed and displayed as a digitized image on the display monitor. 
In the histologic image analysis system, the input analog signal will be decoded 
into digital signal by a video image adapter card. The digital signal then will be stored in 
the card memory. We can load the digital data of the image to the frame buffer for display 
or save the data into image file. 
The histologic color image analysis system was developed on the workstation 
platform (e.g., Sun SPARCstation). The video image adapter card that is employed in our 
system is called VideoPix. It is compatible with the Sun workstations. The standard 
workstation configuration of the system includes 59 MIPS CPU, 16 MB RAM, a color 
monitor and 1 GB harddisk storage.. 
2.2 Software functions design 
For the entire development of the system, the function design was based on the 
requirements of the end users. Each function was dedicated designed to provide an easy 
way for usage. Several auxiliary functions such as undo, clear, result saving and result 
viewing were provided inside the system. The whole system was developed on the X 
Window system and all functions were written in C language. The usage of those 
functions is straightforward except those functions that used in supervising mode. For 
example, the area measures of a region is depended on the presetting threshold selected 
by the end user. Different selection of the threshold value will obtain different result. 
Therefore，the selection of threshold is supervised by the end user. 
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A graphical user interface that consists of canvas, scrollbars，menus, and control 
panels is designed for each function. An object oriented toolkit called Xview is employed 
to design the user interface. This toolkit is based on Xlib and runs under the X Window 
System. The usage of the functions and the user interface of the system are shown in the 
appendix session. 
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The most important reasons for using color images on computerized image 
processing, rather than simply acquiring monochrome images based on brightness 
variations, is to use the color information. This implies that features of interest can be 
distinguished by color changes. Color images are generally stored in three planes. Also, 
there are many kinds of model to represent color images. Therefore, handling of color 
images are much more complicated than monochrome image. In this chapter, we will 
deal with the major components of color handling. 
3.1 Color 
A color model is a specification of a 3D color coordinate system. The purpose 
of a color model is to allow convenient specification of colors within some color 
gamut. There are several common used hardware related color models such as RGB, 
CMY, YIQ color model. The red, green and blue (RGB) color model known as 
additive primaries is commonly used in color monitor. Each primary added together to 
produce any color. The 3D color coordinate system employs a Cartesian coordinate 
system shown in figure 3.1 below. The main diagonal of the cube ,with equal amounts 
of each primary, represents the gray levels where black is (0,0,0) and white is (1,1,1). 
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Figure 3.1. The dotted diagonal of the RGB cube represents the gray. 
Another model called CMY model uses the complementary colors of RGB 
model. The cyan, magenta and yellow are the subtractive primaries of CMY model. 
When two colors added together to produce a white, they are complementary colors. 
CMY model is used widely on all color hard copy devices such as color printer. The 
linear relation of RGB to CMY is listed as the following equation: 
' c i rii \R 
M = \ - G (Eq. 3.1) 
_yj [ij [B_ 
The third model called YIQ is mostly used for the transmission of domestic 
color TV signals. The Y component is defined as luminance for representing color 
brightness. I，Q are the chromaticity components of the model. The conversion of 
RGB to YIQ is given by: 
「0.299 0.587 0.114 J R 
I = 0.596 -0.275 -0.321 G (Eq . 3 .2) 
Q 0.212 —0.528 0.311 B 
• J Is • 
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From the above transformation matrix, if only the Y component of the model is 
concerned, then the gray level image can be obtained from RGB color image by the 
following transformation function. 
Y= 0.299R + 0.587G + 0.114B (Eq. 3.3) 
According to the properties of our visual system, the system is more sensitive 
to changes in luminance than to changes in hue or saturation. Therefore，for signal 
transmission, more bits of bandwidth should be used to represent Y component than I 
and Q components. Encoding YIQ signal into broadcast signal will maximize the 
amount of information transmitted in fixed bandwidth. Also the YIQ model 
quarantines downward compatibility with monochrome TV. Those are the reason that 
YIQ is applied on television transmission. 
3.2 Colormap and color display 
The RGB color mode is most widely used for color screens. Each pixel on the 
screen is actually made up of three phosphors for each color. Three phosphors are red, 
green and blue respectively. A color screen uses multiple bits per pixel to specify 
colors. 
A colonnap is used to translate each pixel 's value into the visible colors on the 
screen. A colonnap is regarded as a lookup table. Each entry of the table is called 
colorcell. The intensity value of each pixel is used as an index into the table. Generally, 
a colorcell consists of three primary color fields (RGB). The value of each primary 
color is stored in its corresponding field. The RGB value of the pixel is used to 
determine which color will be displayed at that point on the screen. To display a gray 
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level on a color screen, the primaries in the colorcells are set to equal value in order to 
determine the luminance of the pixels on the screen. 
The number of different colors that can be displayed at any time is a function of 
the number of planes. For examples, 8 planes system could index colorcells, there 
256 distinct colors can be handled. Similarly, 24 planes system could index 
colorcells, over 16 million distinct colors can be displayed. 
3.3-1 Static colormap and dynamic colormap 
Colormap can be created as either static or dynamic types in X Window 
system[13][14]. The static colormap means that all the colorcells are read only and can 
be shared between clients. This implies that all the colorcells are shareable to every 
client. The drawback is that when a new color is asked for, X will try to return the 
closest matching color instead of the actual color. The colorcell cannot change its 
color. In opposite, the colorcells of the dynamic colormap are changeable. It is possible 
to have two types of colorcells. One is read only and the other is read/write cells. A 
read/write cell can have its color changed at any time by the client that allocated it but 
it cannot share by other clients. The advantage of changeable colormap is that 
changing the color of the image can be achieved by modifying the RGB value of the 
colorcells instead of changing the intensity value of the pixels of the image. 
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In this chapter we deal with several techniques of image processing on different 
type of image such as gray and color images. In chapter 4.1，color image quantization 
technique was introduced in order to achieve high quality color image display on midrange 
display hardware. Intensity mapping and pseudo coloring techniques will discuss in 
chapter 4.2 and 4.3. They are all intended to produce a modified or processed image that 
emphasizes some aspect of the original image at the expense of others. Depending on what 
is considered to be of interest, it is often possible to construct a suitable processing 
operation to extract it from the background information in the image. 
4.1 Color image quantization 
Image display required a large piece of memory to store and process a large 
amount of data. Those data are retrieved or captured from some devices and then stored 
in the frame buffer. A frame buffer is a piece of hardware for most graphics display tasks. 
Although the hardware components become less expensive nowadays, many 
programmers still want to use as small amount memory as possible while designing 
programs. Therefore, color quantization was introduced [2] [3] [4] for color image display 
in order to achieve the above goal. 
Color quantization is necessary when using an 8-bits color display to display high-
quality color images. For examples，24 bits color image contains up to 16 million colors, 
but the 8-bits color only support 256 colors. Color quantization was applied in order to 
finding the suitable 256 colors (color palette) from the whole color space to represent the 
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24 bits image. The 24 bits color space runs from black (0,0,0) to white (255,255,255). 




Fig 4.1 : 24 bits color space 
There have two common types of quantization. (1) scalar (uniform) and (2) vector 
(tapered) quantization. In uniform quantization, the representation level interval was 
uniformly distributed. In tapered quantization, the choice of intervals is usually based on 
the statistical distribution of the input variable. The median cut algorithm [2] is an example 
of tapered quantization that it cuts down the single cube space (color space) to a lot of 
small subspaces. It was first devised by Paul Heckbert in 1982. 
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The procedures of the color quantization can be summarized into the following 
three phases: 
1) Sampling and creating the histogram table for statistics of the original image. 
2) Choosing the representative colors by using median cut algorithm. 
3) Remapping original colors to their nearest colors in the palette. 
After finishing the color quantization, there are some degradation on the reduced 
color image, so an error distortion measurement was introduced in order to measure the 
distortion between the original and the resulted image. Different kind of quantization 
approaches yield different result of error distortion. Generally tapered quantization yield a 
good result but more complex than uniform quantization. 
In our MAGNET system, it only supports up to 240 colors and 16 colors are 
reserved for system colors. Some of our medical sample images are 24 bits color images, 
so color quantization method is used to selecting a set of colors for displaying the 24 bit 
colors image on the MAGNET system. The following sections will describe the 
procedures for color quantization in detail. 
4.1.1 Pr 竺-quantization 
To select the best representative colors from the whole color space, we need to 
determine the colors that actually exist in the source image. Also we need to find out how 
frequency of each existed color appeared. Therefore we need to build a histogram of all 
colors for reaching the above goal. But it is impossible to create a histogram with a 16 
million dimensions for all colors. Such a large histogram size is a waste of memory 
because the number of actually existed colors in the source image are significantly less 
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than 16 million colors. Therefore, pre-quantization is needed to reduce the dimension of 
the color space somewhat in order to create a manageable size histogram. Generally, 
using 5 or 6 bits for each primary color is commonly used for the reduced color space. 
The dimension of the histogram table wiU be reduced to 32768 or 262144 entries 
respectively. If using up to 7 bits for each primary color, the pre-quantization error will be 
minimized. But the implementation time and the histogram table size will significantly 
increase. Therefore, 5 or 6 bits are suggested to be used for each primary color in the 
process. 
Assume n bits are used for each primary color, the 24 bits color space from point 
(0，0，0) to point (255, 255, 255) will reduce to n x 3 bits color space from point (0,0,0) to 
point ( -1，2® -1, 2® -1). The intensity value of each primary of each pixel is quantized 
to its corresponding coordinates of the reduced color space. This process has the effect of 
reducing the histogram size and the number of different colors. In addition, it increases 
the frequency of each color. The reduced color space are shown in Fig 4.2. 
BLUE 
( 2 " - 1 , 0 , 0 ) L J n 
10'0,0) Fig 
Fig. 4.2 : Reduced n x 3 bits color space 
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4.1.2 Median cut algorithm 
The reduced color space shown in figure 4.2 regards as a cube space. This cube 
space must be repeatedly divided into n smaller subspaces in order to form the palette 
which have n colors. The ideal chosen palette satisfies the following requirements. 
1. The result palette must reflect the widest dispersal of colors represented by the 
color frequency histogram. 
2. The quantization error between the original and the quantized image must be 
minimized. 
From the color frequency histogram, we first find out the minimum and maximum 
values of each of the primary color coordinate to ensure the colors are enclosed tightly 
inside the cube space. After that, a splitting process called median cut is determined by 
sorting the colors along the longest dimension of the cube space and segregated the cube 
space into two subspaces at the median point. This means that the total number of pixels 
of each of the half space are approximately equal. 
The splitting process recursively splits the original cube of the color until n smaller 
cube spaces have been obtained. After that, the representative color for each small cube is 
chosen. Notice that there are a number of possible ways to choose the representative color 
from each small cube. One is that the representative color of each cube space is computed 
by averaging the colors contained in each small cubes. Another method would be to 
choose the center of the box. The third is to average all the pixels in the box. By using one 
of the above methods, the eventually representative colors are collected to from the color 
palette. 
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4.1.3 Remapping colors 
Assume that the resulted palette consists of n colors. Each representative color 
consists at least 4 entries; one is used for storing the color index and the remained entries 
are used for storing the intensity of red, green, and blue primary colors. There are n colors 
available for representting an image. Therefore, we need to map the color of each pixel 
from the 24 bits image to a new color that is available in the palette. The problem here is 
that how to select the suitable color from the palette. The answer is that we can measure 
the color distance by the following equation and then choosing the color from the palette 
which is closing to its original color in the 24 bits image. The algorithm of choosing the 
suitable color from the palette is shown in algorithm 4.1 below. The color distance 
measures equation is defined as follows : 
Dist 曲 H g a - g i . ? Hha-h? (Eq.4-1) 
where Dist ab is the color distance between color A and color B. 
( r a，g a，b a) are the intensity of the primary colors of color A. 
( r b，g b，b b) are the intensity of the primary colors of color B. 
Algorithm 4.1 
int FindNearestMatchColor(palette, givenColor, palettesize) 
struct RGB *palette; 
struct RGB givenColor; 
int palettesize; { 
for(i = 0; i < palettesize; i++) { 
distance = SQRT( SQ(givenColor.Red - palette[i].Red) + 
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SQ(givenColor.Green - palette[i] .Green) + 
SQ(givenColor.Blue - palette[i].Blue)) 
if (distance < MIN一DISTANCE) { 
MIN一DISTANCE: distance; 
index = i; 
} 
} retum(mdex); } 
Each pixel of the true color image must be mapped to its closest color in the 
palette, therefore, the number of times for invoking the procedure in algorithm 4.1 is 
depended on the size of the color image. It is very time consuming for computation while 
the image size is large. The computational complexity of the remapping process is 
proportional to the size of the image and also the size of the palette. 
We need to find out a method to reduce the computational complexity in order to 
save the processing time. The method that I used to solve this problem is based on the 
similarity of color occurrence in the image. In general image, the changes of colors 
between neighbor pixels are not occurred frequently in the image and also the occurred 
colors always appear more than one time in the image. So we can take advantage of such 
character to reduce the computations by using hashing technique. 
4.1.4 Hashing 
Hashing is an efficiency technique used for access, insert and delete of records 
while the amount of data is large. A table of pointer called hash table must be built. A 
mathematical function is used to translate each record into a number. This number is then 
used as an index into the hash table. The selection of the hash function is important since it 
affects the efficiency of the hashing. If the defined hash function is too complicated, then 
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the computational complexity of the process is high; if the hash function is too simple, 
collision of records will occur frequently. Collision is caused by two or more records 
which have the same table location (address) at the same time. So we should select the 
function that can minimize collisions and will not increase the computational complexity. 
Although the hash function is quite well chosen, sometimes the collisions are stiU 
unavoidable. To resolve this problem, we can apply the linked list technique. Whenever a 
record maps into a table location that is already occupied, we should create a link list 
pointed to next empty room inside the table and store the record there. When searching 
for a record that we proceed to its table address, if the record that already existed in that 
entry does not match the target record, we proceed down the link list until we find the 
record or the end of the list. 
In our experiment, each pixel with three primary colors ( red, green and blue ) is 
regarded as one piece of record. If the image size is N x M, then we will have N x M 
number of records. The hash function that applied for the experiment is listed as equation 
4-2. 
Table location = (red « 8 ) + (green « 6 ) + (blue « 4 ) (Eq. 4-2) 
The simple hash function using the shifting operation for finding the index of the 
record can reduce the computational complexity and the processing time. The reason for 
bits shifting operations with different value to each primary color is to minimize the 
collision of records and make more room for storage while collision occurred. In our case, 
the maximum dimension of the hash table is equal to 81920 (255*2^ +255*2^ +255*24). 
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After the table location of the record is obtained, if this is an empty table entry, we 
need to find out the color index which is the nearest color to the record (color). Then, we 
store the color index and the content of the record to that table entry. If the entry is not 
empty and that record matches the old record that already existed inside the entry, then the 
color index inside this entry is equal to the color index of the record. It is no need to 
compute the color index of the record again. Otherwise, we proceed down the link list 
until we find the matched record or the end of the list‘ In case, we don't find any matched 
records or we reach the end of the link list, then we must looking for another empty room 
inside the table，finding out and storing the color index and the content of the record to 
the new empty entry. Also, the end pointer of the link list must point to this new entry. 
The whole procedure is shown in the flow chart as below : 
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Fig 4.3 : The flow chart of remapping colors to nearest neighbors using hashing. 
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4.1.5 Distortion Measures 
Assume that the distortion caused by the color quantization is given by a non 
negative distortion measure. Many distortion measurement have been proposed in the 
literature. [2] [5] [6] The common used measurement is the average mean square error 
measurement. 
^ ^ N M A 
e L = ^ ^ E Z K . ( E q .“） 
iv n 
where 
N，M are the width and height of the image, 
u i j : Original input. u 八 y : Reproduced output. 
In many cases, the mean square error measurement is used to quantify the 
performance of the quantizer by using signal to noise ratio. SNR is used commonly in 
image coding field. The SNR is defined as follow: 
2 
SNR = 10 l o g 10 子（dB) (Eq. 4-5) 
i n s 
Gu^  is the variance of the original image and it is defined as follows: 
去 (Eq.4-6) 
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Notice that the original input u j j and the reproduced output u'^ i j contain three 
primary colors components for RGB color image. Therefore, the mean square error 
measures and the variance of the original image should rewrite as belows: 
1 1 iV M el,, = V V d(Ui，u“) 
户 1 (Eq 4-6，4-7) 
d is a distortion function which measures the differences between the input and 
reproduced output colors. 
d(u，u ) = K - u： f + (Ug - u； f + K - u: f ( E q . 4 - 8 ) 
where 
u = (Mr，Ug,uO 
A / A A A V 
u =、U”Ug，llb) 
f 
4.1.5 Experiment results and discussion 
The experiment ran on the Sun SPARCstation 10. The sample image was an 24 
bits color image with size 758 x 575. Figure 4.4 shows the SNR of the resulted image 
against the number of bits used for each primary color. Figure 4.5 shows the distortion of 
the pre-quantization process and the total distortion against the number of bits used for 
each primary color. The time for pre-quantization and median cut process againtst the 
number of bits used for each primary color can be seen on figure 4.6. Also Table 4.1 lists 
the results of the histogram size, the number of existed colors and the total processing 
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time with different number of bits used for each primary color. The resulted images were 
printed in figure 4.7 and figure 4.8. 
Number of bit for The histogram table Number of colors Total processing 
each primary color, size, (entries) counted time, (seconds) 
3 ^ 179 11 
_4 40% 910 12 
_5 32768 ^ 14 
_6 262144 14755 16 
2 2097152 24240 [43 
Table 4.1 Data results obtained from color quantization process of an 24 bit histologic 
color image. 
The SNR of the 
resulted color image. 
40 T 
30-- ^ B B ® 
z 
“ 1 0 -
… 0-1 1 1 1 1 
3 4 5 6 7 
number of bits 
Fig. 4.4 The SNR of the resulted image against number 
of bits for each primary color. 
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Distortion measures 
6 0 0 0 0 0 0 0 0 T 
5 0 0 0 0 0 0 0 0 
1 400000000 -X ——Seriesi 
专 3 0 0 0 0 0 0 0 0 - r \ % \ \ Series2 
i g 2 0 0 0 0 0 0 0 0 - - \ \ W 
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**、••••— 
0 - 1 I ~ I 
CQ 可 LO r ^ 
number of bits 
Seriesi: Distortion of the color image after linear quatization process. 
Series2 : Distortion of the color image after the entired color quantizaion 
process. 
Fig 4.5 The distortion of the resulted color image against number 
of bits for each primary color. Notice that the distortion of 
the image is measured by Eq. 4-8. 
30-r H 
25- 厂 
^ 20 - / 
o 15- / 
- u 1 0 - / 
ot——T ^^ . 
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number of bits 
Fig 4.6 Time for pre-quantization and median cut against the 
number of bits for each primary color. 
34 




S 400000000-A 71 .2 \ Seriesi 
•g 300000000-r \ tS \ \ Series2 
15 200000000--\\ 
• D \\ 
100000000 - \ \ 
0 - 1 — — I — — — 1 
n T L o C D r ^ 
number of bits 
Seriesi : Distortion of the color image after linear quatization process. 
Series2 : Distortion of the color image after the entired color quantizaion 
process. 
Fig 4.5. The distortion of the resulted color image against number 
of bits for each primary color. Notice that the distortion of 
the image is measured by Eq. 4-7. 
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Fig 4.6. Time for pre-quantization and median cut against the 
number of bits for each primary color. 
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Fig. 4.7. The 24 bits color image was reduced 
to 240 colors. 7 bits and 6 bits are used for 
- e a c h primary color of the reduced color 
space. The SNR are 31.4237 (dB) and 
31.001588 (dB) respectively. The entire 
processing time for color quantization is 43 
seconds for 7 bits and 16 seconds for 6 bits. 
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mi (3 bits) 
Fig. 4.8. 3 bits, 4 bits and 5 bits are used for 
each primary color of the reduced color space. 
The SNR are 21.541246 (dB), 28.079223 (dB) 
and 30.326482 (dB) respectively. The entire 
processing time for color quantization is 11 
seconds for 3 bits, 12 seconds for 4 bits and 14 
seconds for 5 bits. 
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Using different numbers of bit for each primary color and applying different 
methods to derive the representative colors from the divided cubes will yield different 
qualities of the resulted image. Using less bits for each primary color wiU received the 
following advantages: 
1) The processing time is reduced. 
2) Less memory allocated for the histogram table. 
3) Number of colors of the image were reduced. 
4) The frequency of the reduced colors are increased. 
The drawback is that the pre-quantization error (distortion) is high. On the other 
hand, using more numbers of bit for each primary color will result of less pre-quantization 
error but the allocated memory for the storage of histogram table and the total processing 
time are significantly large. From the result of the experiment, using 7 bits for each color 
component will obtain the highest SNR of the resulted image. But it requires 43 seconds 
to finish the whole process. It is intolerable to wait for such a long time to display an 
image. Therefore, 5 to 6 bits are suggested to be used because its SNR is slightly less than 
7 bits but the processing time is reduced a lot. 
In fact, we can improve the algorithm by reducing the quantization error from the 
pre-quantization process. It can be done by skipping the pre-quantization process and 
using the actual RGB value of each pixel to form a table for median cutting. This approach 
not only reduces the quantization error of the process, but also simplifies the color 
quantization process. There is no need to perform remapping process because it is already 
done after the median cut process. But this approach is impractical when the image size is 
large. The large size of image implies the dimension of table is also large. It will spend a 
lot of time for sorting the table in median cut process. In my experiment, using quick sort 
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for sorting the table of the sample 24 bits color image with size 758 x 575 required up to 
30 minutes during the first round of median cutting. Therefore, this suggested approach 
cannot be used for color quantization. But I believe that if any new method can be applied 
to replace the sorting processing in order to save the processing time, then this suggested 
approach for color quantization may obtain a better performance than the existing 
approach. 
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4.2 Intensity mapping 
The process of mapping from one intensity value to a new intensity value within 
the possible intensity range is caUed intensity mapping [7] [8]. Intensity mapping is an 
useful function for image display processing. We can do intensity mapping to achieve 
image enhancement and reduction. Please be noticed that the intensity range of the image 
is not changed during the process of enhancement or reduction. This means that if the 
original intensity range of the image ranges from 0 to n ( higher intensity value of the 
image), then the intensity range after enhancement or reduction also remains 
unchangeable. 
4.2.1 
Gray image contrast enhancement and reduction 
The process of gray level image contrast enhancement is an example of intensity 
mapping. It enhances the difference of intensity between the lighter and darker element of 
an image. The contrast enhancement can achieve the following goals : 
1) To provide a more explicit interpretation of image for human observers. 
2) To amplify the differences between the lighter tissues and darker tissues of the 
histology image. 
The undesired result of contrast enhancement is that the noise inside the image is 
also enhanced during the process. Figure 4.9 explicitly illustrates the contrast enhancement 
function. 
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Contrast reduction is opposite to contrast enhancement. It reduces the difference 
of intensity between the lighter and darker element of an image. Therefore the difference 
of intensity of the darker and lighter tissues become less observable. Figure 4.10 shows the 
contrast reduction function. 
n n 
W contrast ^ ^ 
M reduction 
F(X) m function ^ ^ ^ ^ 
m Contrast F(x) ^ ^ ^ ^ ^ 
0 n 0 n 
Fig.4.9 Contrast enhancement function Fig. 4.10 Contrast reduction function. 
n: The highest intensity value of the image. 
X： Original intensity value. 
F(x): Contrast mapping function. 
The exact contrast mapping function used is not important. But the used function 
must conform to the behavior shown in figure 4.9 or figure 4.10. The sine function 
exhibits such the behavior, therefore, we can use the sine function to approximate the 
contrast mapping function. For contrast enhancement, the sine function exhibits the 
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behavior over the domain from -nil to 71/2, after performing suitable scaling and 
translation of this segment of sine function, we will derive the approximate function of 
contrast mapping function. Assume that x represents an intensity value within the 
possible intensity range of 0 to n (the highest intensity value of the image), the 
approximate contrast enhancement function is expressed as follows. 
f{K) = - {SIN iO^) + 1) 
where ( E q . 4 - 9 , 4 - 1 0 ) 
民 ： - I) 
n 2 
The extreme possible contrast enhancement is a function that maps between the 
two extreme levels. All the intensity value that below the threshold will be mapped to 0 
(black) and those value greater or equal to the threshold will be mapped to n (white). The 
extreme contrast enhancement function is written as follows : 
0 if x < Threshold 
r 
f (x )= (Eq. 4-11) 
n if X > = Threshold 
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When the level of contrast enhancement is equal to zero, it is called normal 
contrast mapping. This implies that an intensity value maps to itself. The following 
function represents such that case. 
f(x) = X where x e [ 0，n ] (Eq. 4-12) 
Figure 4.11 and figure 4.12 show the extreme contrast enhancement and normal 
contrast functions respectively. 
n n ^ 
extreme ^ ^ 
contrast 
enhanc- ^ ^ normal 
merit contrast 
• I B ^ B L ^ 
0 n 0 n 
Fig. 4.11 Extreme contrast Fig. 4.12 Normal contrast 
enhancement. Mapping 
To adjust the level of contrast enhancement between the extreme and the normal 
contrast mapping. It can be done by changing the shape of the curve between the extreme 
and normal of contrast enhancement. Different curvature of the curve represents 
difference level of contrast enhancement. To achieve the above goal, we need to find out 
the contrast intensity delta. Contrast intensity delta is the difference between the contrast 
enhancement function and the normal contrast function. This intensity delta can be added 
to intensity values to perform contrast enhancement or subtracted from intensity values to 
perform contrast reduction. It is defined as follows: 
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碰a = f + 1) - X (Eq.4-13) 
( f x ) c_deita: contrast intensity delta. 0 x: defined in eq. 4-10. 
n : the highest intensity value, x : intensity value range from 0 to n. 
After obtained the intensity delta, we can multiply a control value 1 to the value of 
intensity delta in order to control the level of enhancement or reduction. Now let me 
rewrite the function of contrast enhancement function. 
f ( x ) = X + [(fx)c_deita * U ( E q . 4 - 1 4 ) 
where 1 is the value used for control 
the enhancement or reduction level. 
Similarly, the function of contrast reduction function is expressed as follows: 
fR ( x ) = X - [ ( f x ) c一delta * H ( E q . 4 - 1 5 ) 






Fig. 4.13 Extreme contrast reduction 
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Figure 4.14 shows the original gray level image. Figure 4.15 and figure 4.16 show the 
result of contrast enhancement and contrast reduction respectively. 
Fig. 4.14 The original gray image. 
Fig. 4.15 The contrast enhanced image. 
Fig. 4.16 The contrast reduced image. 
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4.2.2 
Gray level image brightness increment and reduction 
Brightness mapping function is similar to contrast mapping function. The possible 
intensity range of the image will not be changed after brightness increasing or reduction 
operation. Unlike contrast mapping, brightness mapping maps the lighter and darker 
intensity value to their higher value or to their lower intensity value in the same way. For 
brightness increment, the intensity value of the lighter and darker element of the image will 
be increased. Similarly, the intensity value of the lighter and darker element of the image 
will be reduced for brightness reduction mapping. Figure 4.17 shows the brightness 
mapping functions. 
\77\ 
m ^ ^ i n e 1 m 
• ^ ^ Iine3 line 1 : normal brightness 
• ^ ^ ^ ^ ^ ^ line 2 ： increased brightness 
line 3 ： reduced brightness 
0 n 
Fig. 4.17 Brightness mapping function 
The brightness mapping function is useful when the object of the display image are 
hard to distinguish from the background. Also it can used to enhance the blurry and 
invisible object of the image, but the drawback is that the invisible noise of an image will 
also be enhanced. 
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Like the contrast mapping function, we can approximate the brightness mapping 
function by taking advantage of the behavior of the sine function. We found that the sine 
function from 0 to nil exhibits the behavior of the brightness increasing function shown in 
Fig 4.17. Therefore, by applying suitable scaling and translation of intensity values to the 
function 's domain, we can derive the following brightness increasing function. 
f{x) = n s m ( — ; r ) (Eq. 4-16) 
2n 
where 
n : the highest intensity of the possible intensity range. 
X : intensity value 
Similarly, we need to find out the brightness delta which is the intensity difference 
of brightness increasing function and normal brightness function. The brightness delta is 
expressed as follows: 
{ f x \ , 血 ( E q . 4-17) 
_ 2n 
where (fx) b_deita ： Brightness delta. 
By adding or subtracting the brightness delta to the intensity value, we can achieve 
brightness increment or brightness reduction mapping respectively. To interactively adjust 
the brightness mapping function, the brightness increasing and reduction function must be 
written as following form: 
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^ i ( x ) = X + [(&),_ 碰 a * 1 ] 
= X - * � (Eq. 4-18, 4-19) 
where f i(x) : brightness increasing function, 
f r (x) : brightness reduction function. 
1 : the value used for control the increment or reduction level. 
The possible range of level is laid from 0 to n (the highest value of the possible 
intensity range). When level is equal to zero, we obtain the normal brightness mapping 
where f(x) = x. The extreme brightness increment and reduction is that when level is equal 
to n, all intensity value will map to n (white) and zero (black) for extreme brightness 
increment and reduction respectively. Figure 4.18 shows the extreme brightness increasing 
function and the extreme brightness reduction function. 
Extreme brightness 
A increasing function 
Extreme brightness 
reduction function 
Fig. 4.18 Extreme brightness increasing and reduction function 
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The experiment results of brightness enhancement and reduction of the original 
image (figure 4.14) are shown in figure 4.19 and figure 4.20 respectively. 
Fig. 4.19 The brightness increased image 
Fig. 4.20 The brightness reduced image 
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4.2.3 
Contrast enhancement and reduction on color components 
A color in RGB color model is defined by the relative intensity of the three primary 
colors that is required to produce the given color. Intensity mapping function can apply to 
each primary color in order to increase or reduce the contrast or brightness of each 
primary colors. 
To perform contrast enhancement or reduction on each primary color, we need to 
find out the contrast delta by using equation 4-13. Contrast delta is defined as the 
difference between normal contrast and enhanced contrast for contrast enhancement or the 
difference between normal contrast and reduced contrast for contrast reduction. The 
possible intensity range of each primary color is 0 to 255 in general case. Also, we need a 
control scale, 1，to control the level of enhancement or reduction. The higher value of 1 
increased or reduced, the more contrast enhanced or reduced. The value 1 affects the 
curve shape of the mapping function. Now let me write down the mapping function for 
each primary colors. 
For the color contrast enhancement: 
= X , + [ ( f x ) c —她 a * i ] 
fg ⑵ 二 Xg + [(fx、組 a * 1] ( E q . 4 - 2 0 , 4 - 2 1 , 4 - 2 2 ) 
f办 U ) = x^ + [ ( f x ) , , , , , , * I ] 
where fr (x), f g (x), f t (x) are the contrast enhancement functions of red, green 
and blue components respectively. 
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Xr，Xg，Xb，are the intensities of red, green and blue components 
respectively. 
1 ： the value used for controlling the level of contrast enhancement. 
For the color contrast reduction : 
fri^) = ^r - * 】] 
= Xg - * ！] (Eq. 4-23,4-24, 4-25) 
= X , - —她 a * 1] 
where f^ (x)，f g (x)，f b (x) are the contrast reduction functions of red, green and 
blue components respectively. 
Xr，Xg，Xb，are the intensities of red, green and blue components 
respectively. 
1 ： the value used for controlling the level of contrast reduction. 
4.2.4 
Brightness increment and reduction on color components. 
Similarly, brightness increment or reduction can apply for adjusting the intensity of 
each primary color. The possible range of intensity of those primary colors are 0 to 255. 
We can obtain the brightness delta by equation 4-17 and the value 1 is used to control the 
level of increment or reduction. The brightness delta was defined in previous chapter 
4.2.2. 
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For the color brightness enhancement: 
= x^  + [ ( f x ) �她 * 1] 
= Xg + [ ( f x ) 一 ta * (Eq. 4-26, 4-27, 4-28) 
f j x ) = X , + [ ( f x ) , — 她 a * 1] 
where f^ (x), f g (x)，f b (x) are the brightness increment functions of red, green 
and blue components respectively. 
Xr，Xg，Xb, are the intensities of red, green and blue components 
respectively. 
1 ： the value used for controlling the level of brightness increment.. 
For brightness reduction: 
= X, - [ ( f e ) � 她 * I ] 
= Xg - * 1] (Eq. 4-29，4-30，4-31) 
f j x ) = X, - [(fx)、她a * 1] 
where f^ (x), fg (x), fb (x) are the brightness reduction functions of red, green and 
blue components respectively. 
Xr，Xg’ Xb，are the intensities of red, green and blue components 
-respectively. 
1: the value used for controlling the level of brightness reduction. 
Figure 4.21 and figure 4.22 show the contrast enhancement and reduction 
respectively on the red color component. Also, figure 4.23 and figure 4.24 show the 
brightness increment and reduction respectively on the red and green color components. 
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E H 
Fig. 4.21 Contrast enhanced on red component. 
The contrast of green and blue components kept unchangeable. 
Fig. 4.22 Contrast reduced on red component. 
The contrast of green and blue components kept unchangeable. 
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Fig. 4.23 Brightness increased on red and green components. 
The brightness of blue component kept unchangeable. 
國 
B B 
Fig. 4.24 Brightness reduced on red and green components. 
The brightness of blue component kept unchangeable. 
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4.3 Pseudocoloring 
Pseudocoloring[9] [ 10] [ 12] is a kind of transformation that assigns a color to 
each gray pixel based on its intensity. Each gray level within the possible intensity 
range will be assigned with color. Each gray level can be regarded as a plane. If the 
gray level image contain n gray level, then there exist n possible planes of the image 
with each plane equivalent to its corresponding intensity value. A plane at gray level � 
is used to slice a function into two level. If a different color is assigned to each side of 
the plane, then all pixels which gray level below the gray level of the plane are assigned 
with one selected color, otherwise, another selected color will be assigned. Then the 
result image will have only two colors. Now suppose that M planes are defined at level 
to ^ where 奶 is equal to zero (black) and is equal to L (the highest value of 
possible intensity range ). Assuming that 0 < M < L where M planes will slice the gray 
level into M+1 regions and color assignments are made according to the following 
relation: 
f ( x , y ) = Ck i f f(x，y)eRk， 
where f(x,y) is the intensity value at point (x，y) of the image. 
Ck is the color assigned tokth region % 
The above described technique is sometimes called density slicing. In the 
histologic color image analysis system, the possible intensity range from 0 to 239. so 
there exist up to 240 planes. To perform psuedocoloring, each planes are assigned with 
different colors. Those colors are evenly selected from the visible color spectrum 
ranging from violet to red. Figure 4.14 shows the original gray level medical image. 
And the resulted image after pseudocoloring can been seen in figure 4.25. 
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國 
Fig. 4.25 The gray image after pseudocoloring 
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Chapter 5 Color image analysis 
In this chapter we deal with several techniques for performing image 
measurements and analysis. Those functions are contributed for quantitative imaging 
analysis especially for microscope images. 
5.1 Region Measures 
5.1.1 Region measures function design 
The size information of tissues is important for histologic image analysis. For 
example, the researchers analyze the size of different cell bodies to determine which kinds 
of virus infection. During the region measurement of histologic image, it is difficult to 
determine which objects are really that we want to measure. For example, it is hard to 
distinguish between an tiny nuclear and the existing noise without any experts indications. 
Therefore, supervising mode is suggested for the design of region measures. This means 
that the measured objects inside the histologic image are determined by the end users. For 
the region measurement function design, if the end user want to measure the size of the 
objects inside the histologic image. The following procedures should be followed : 
1) The end user should use his own knowledge to determine which object he 
wants to measure is . 
2) The threshold should be set before kicking on the object. 
3) Kick on any location within the boundary of the measured object. 
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The above operations can repeatedly perform on the same image. When the above 
operations finished, the size (in pixel units) of that object was measured. The region of the 
measured object will be colored. 
5.1.2 Region growing mechanism 
The region growing mechanism was proposed [9-12] for region measures on 
histologic images. This technique is generally better in noisy images where edges are 
extremely difficult to detect. Region growing is a procedure that groups pixels or sub 
regions into large regions. We start to grow with a initial growing point called seed point. 
The neighborhood pixels that have similar properties such as intensity value, color or 
texture, are grouped and appended to the seed points. As a result, a region with same 
properties is formed. The growing will stop when the growing point finds that all its 
neighbor pixels exhibit different properties comparing with it. This means that the growing 
is controlled by the properties. So different definition of the properties (criterions) will 
yield different results. When the growing process finished, the total grouped pixel numbers 
are equivalent to the size of the region in pixel units. The outline of region growing 
algorithm is listed as following: 
1) Define the starting seed point (location). 
2) Define the criterion for merging pixels. 
3) The grouping process will be stopped when the region cannot be merged with 
any of its neighbors. 
During the implementation for the histologic image analysis system, the criterion 
used for region measures was based on the homogeneity of pixels intensity. In general, the 
neighbors pixel of a pixel was defined by 8-neighbor. 4-neighbor was sometimes used but 
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it produced much more noises on the merged region especially near the boundary of the 
merged regions. It was because 4-neighbor considers only 4 neighbor pixels for merging 
but 8-neighbor considers one time more pixels for merging. In fact, the processing time for 
8-neighbor processing is much longer than 4_neighbors. During the implementation, the 
homogeneity criterion was based on the intensity differences. If the intensity difference 
between a pixel and its neighbor pixel is smaller or equal to the threshold, then the 
neighbor pixel will be merged to it. Eventually, those merged pixels will form a region. 
To peform region growing for area measurement, the color image need to be 
converted into gray level image. It is because the intensity value of pixels is required to 
define the merging criterion. The resulted merged region will be colored to provide more 
visual intrepretaion for analysis. Figure 5.1 and figure 5.2 shows the merged region with 
neigborhood defined as 4-neighbor and 8-neighbor respectively. 
5.1.3 Region smoothing 
As a result of region growing，smoothing operation can be used for suppressing 
noise inside the region. The commonly used smoothing technique are applied for 
diminishing spurious effects caused by poor sampling system or transmission channel. The 
widely used methods for smoothing are neighborhood averaging and median smoothing 
[10][11], The simple idea of neighborhood averaging is computed only from those points 
in the neighborhood which have similar properties to the processed point, this method will 
blur the sharp edges in the image. Therefore, alternative techniques are used to avoid 
blurring of edges[ll]. The median smoothing is another method for image smoothing. It 
can reduce the blurring of edges. The idea is that the gray level of the processed point is 
replaced by the median of the gray level in a neighborhood of that pixel. 
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To perform median filtering in a neighborhood of a pixel, we first sort the values of 
the pixel and its neighbor pixels, then find out the median value and assign the value into 
that pixel. 
In figure 5.1 and figure 5.2, we could see that there exists many holes (noises) 
inside the merged regions and near the edge of the merged region. To suppress the noise 
of the merge region, median smoothing with 3x3 neighborhood filter was applied to obtain 
a better smooth region. The smoothed region of figure 5.1 and figure 5.2 can be seen in 
figure 5.3 and figure 5.4 respectively. 
50 
Chapter 5 Color image analysis 
, � - r � ” � 譯 、 i 
戴 w 
Fig. 5.1 Merged region with neighborhood defined as 4-neighbor. 
、，、 f，；.家 
詹 £ 
Fig. 5.2 Merged region with neighborhood defined as 8-neighbor. 
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Fig. 5.3 The result of region smoothing of figure 5.1. 
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Fig. 5.4 The result of region smoothing of figure 5.2. 
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5.2 Distance measures 
The length and breadth information of a particular object on microscope image 
can be obtained by using distance measures function. The length of an object is 
sometimes referred to as the maximum Feret's diameter and the minimum diameter is 
so called breath [15]. The distance measures simply measures the length from one 
point to another point on the image. The measured length should be calibrated to its 
physical length of an object. A calibration function in the software will relate pixel 
number to calibrated units, such as millimeters or centimeters and so on. The selection 
of starting and ending point for distance measurement is operated manually by the end 
user. In figure 5.5，we measure the diameter of several particular cells by using the 
distance measures function. In addition, the output data of those measurements can be 
stored into text file for later reference. 
5.3 Statistical analysis 
The statistic function of intensity distribution is useful for staining analysis. 
Gray level distribution in a stained area enables a relative staining intensity to be 
compared in different regions of the same tissue. This is commonly used for the 
assessment of immunohistochemical staining. Similarly, the intensity distribution of 
each primary color is also an important information for analysis of color image. 
Information such as mean of intensity value, maximum intensity value, minimum 
intensity value and standard deviation of intensity value are also helpful for analysis and 
diagnosis. Although the variation of source within the specimen will make the 
measurement meaningless, one of the solutions is to standardize the equipment and 
technique procedures[l]. In the histologic color image analysis system, we provide a 
measuring tool for acquiring the statistical information of the region of interest. The 
distribution of three primary color components can been seen on three histograms. In 
figure 5.6, two regions of interest of a color image were selected and the statistical 
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information of those regions are shown. Figure 5.7 shows the measurement result of 
the gray level image. 
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Fig. 5.5 Measures of diameters with several particular cells 
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Fig. 5.6 Statistical information of selected regions on color image. 
哦砂神丨脚 1 雜 Z 附明押丨碰r 雅Q 
Fig. 5.7 Statistical information of selected region on gray image 
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Chapter 6 Summary and future work 
The main goal of this thesis is to develop new techniques and approaches for 
medical color image analysis applications. The development of this imaging analysis 
system can classify into two main parts. The first part is the color image processing. 
Color quantization, intensity mapping, pseudocoloring were discussed and 
implemented on the system. The future improvement of color quantization processing 
will be concentrated on the implementation time for the process and the SNR of the 
resulted color image. In addition, image processing functions such as filters, 
convolutions and morphology can be developed and added to the system for future 
extension of the system. Filters and convolutions are used to sharpen edges and to 
remove noise from the images. For morphology, features or separate touching blobs 
can be enhanced using erosion, dilation and skeletonization. 
The second part is the color image analysis. Several functions were designed in 
order to provide image analysis tools for the system. The region growing technique 
was applied for measure the area of the region of interest. The noise inside the merged 
region was suppressed by the region smoothing function. Distance measures and 
statistics analysis functions were also developed for quantitative imaging analysis. The 
output data of area and distance measurements can be saved into text files for storage. 
Other functions such as objects counting, classification, calibration and densitometric 
measurements are suggested for future development. 
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Appendix 
User interfaces and functions 
A1 : The MAGNET system user interface 
Description 
MAGNET is a high technology medical imaging network system. It provides 
services such as medical image retrieving and storing, image-sets transmission, 
tailor-made medical image processing tools, and so on. 
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Functions 
Medical database management services, medical image delivery services and 
image processing services. 
Method 
To invoke the histologic color image analysis system, first we need to active the 
histologic color images from the MBF folder and open the imageset by pressing 
the "open" button. 
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/ 
A2 : Color processing panel 
Description 
The color processing panel is designed for color processing of gray or color 
images. It allows user to adjust the colors inside the colormap. Besides that we can 
perform type conversion on different type of images by the appended functions on 
this panel. 
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Functions 
Gray level conversion of color image. 
Pseudo coloring. 
Color quantization for true color image. 
Saturation and lightness adjustment for pseudo color image. 
Contrast and brightness adjustment for gray level image. 
Contrast increment and reduction on red, green, and blue components. 
Brightness increment and reduction on red, green and blue components. 
Reset of all settings. 
Close and quit the panel. 
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Method: 
Press the "Gray Scale" button to convert the true color image or pseudo color 
image into gray level image. 
To perform pseudo coloring of gray and color images, pressing the "Pseudo Color，， 
button. 
To display the true color image, pressing the "True Color" button. 
Adjust the "Saturation" and "Lightness" sliders to control the saturation and 
lightness of the pseudo color image. 
Adjust the "Contrast" and "Brightness" sliders to control the contrast and 
brightness of the gray image. 
Adjust the “Red”，“Green，，，"Blue" sliders of brightness increment and reduction to 
control the brightness of the red, green and blue components respectively. 
Adjust the "Red", "Green", "Blue" sliders of contrast increment and reduction to 
control the contrast of the red, green and blue components respectively. 
Reset all sliders setting to their initial values by pressing the "Reset" button. 
Press “ Close" button to close and quit the image processing panel. 
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A3 : Image analysis window 
Description 
The image analysis window displays the true color medical image for image 
analysis and measurement. It provides tailor-made functions such as distance 
measures, statistical information acquirement and area measures. The output data 
of those operations will be shown on this window instantly for quantitative 
imaging analysis. 
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Functions 
Measurement of length, breath of particular objects. 
Statistical information acquirement of regions of interest. 
Coloring and area measures of regions. 
Smoothing the colored region in order to acquire an accurate area measures. 
Undo the past operations of distance measures or area measures. 
Clear and refresh the image. 
Close the image analysis window. 
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Method 
Press the "Distance" button and select the starting point. Then drag the cursor to 
the destination point. The distance between the starting point and the current 
cursor location is shown instantly on the display canvas. 
Press the "Statistics" button and select the starting point on the display canvas. 
Then drag the cursor to control the size of the selected region. After the region of 
interest is determined, you can release the left mouse button. The statistical 
information of the selected region will be shown on the pop up panel. 
Press the "Area Measures，’ button and drag down the menu. The first item called 
"threshold" is used to invoke the area measures function. The initial threshold 
setting for area measures is 10. User can modify the threshold value by adjusting 
the threshold slider in order to obtain a better result of object area measurement. 
After setting the threshold value, then kick on any point of the target object. Then 
the area of the target object will be colored and the area of the colored object is 
obtained. The second item called "smoothing" is used to smooth the result of the 
colored object in order to obtain a more accurate area measures. 
If any previous operations of distance measures and area measures are unexpected, 
user can select the “Undo” button to undo the previous operations. 
Press the "Clear" button will resulted in refreshing and redrawing the original 
image on the display canvas. 
For browsing and storing the output data of distance measures or area measures. 
Press the "Result" button to invoke the pop up window for result viewing. 
Press the “Close” button will quit the image analysis window without saving any 
previous setting. 
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A4 : Statistical result panel 
Description 
This panel shows the result of the statistical measures function of any selected 
regions on the medical image. The intensity distribution of regions of interest is 
shown graphically for analysis. Also the minimum intensity, maximum intensity, 
mean intensity, area, and standard deviation of the selected region can be seen on 
the panel. 
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A5: Output data panel 
Description 
The output data from distance measures and area measures can been seen on this 
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