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ABSTRACT 
This research investigated the feasibility of using the geological record to determine 
rates and drivers of morphological change in coastal lagoons. Substrate elevation in 
these environments is of primary importance for survival of wetland habitats, the 
effectiveness of drainage and flood mitigation functions delivered by those habitats, and 
the success of potential carbon sequestration programs. Investigating rates and 
trajectories of lagoon evolution will become more important given the effects of 
accelerating sea-level rise and human interventions, direct and indirect, on all coastal 
depositional environments. 
Elevation change on coastal lagoon shorelines is the net result of numerous sediment 
accretion and erosion cycles that are subject to considerable uncertainty. Numerous 
hydrological, biological, geological and anthropogenic processes interact over a range of 
timescales, and are subject to complex relationships and non-linear feedbacks. To 
successfully reproduce and predict long-term shoreline change with numerical models, 
the net effect of these processes must be captured and attributed to appropriate 
functions and parameter values. Shoreline processes are typically measured in-situ, and 
measurements would need to span several decades in order to reach an adequate level 
of confidence about the representativeness of the results. This is particularly true in 
regions subject to inter-decadal climate variability, such as the El Niño Southern 
Oscillation in southeast Australia. Even with a sufficiently long-term empirical dataset, 
the lasting effect of sediment accumulation for elevation change depends strongly on 
sub-surface processes (root production, decomposition, compaction and soil water 
content), which take place over still longer timescales and require sub-surface 
investigation. Reliance on the depositional history captured in the geological record 
would improve confidence in longer-term rates of morphological change. It would 
reduce the time and effort required from years (at least) of field measurements to a few 
months of laboratory work. The effectiveness of the geological record for model 
parameterisation and calibration, however, depends on the potential to infer drivers of 
elevation change as well as rates. 
For this research, soil samples up to 1.8 m depth were obtained in cross-shore core 
transects from prograded shorelines in three NSW coastal lagoons: Wooloweyah 
Lagoon near Yamba; Lake Innes near Port Macquarie; and Neranie Bay within Myall 
Lake. The three lagoons and the segments of shoreline sampled were selected to be as 
low-energy as possible by avoiding the effects of fluvial and tidal processes that could 
render intractable shoreline processes with already complex interactions.  Each core 
sample was split and scanned for high-resolution optical images and down-core profiles 
of magnetic susceptibility, and geochemistry. These datasets enabled the identification 
and correlation of depositional units between cores and along cross-shore profiles, and 
thus high-level analysis of shorelines stratigraphy. 
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From each site or transect at least one representative core was selected for detailed 
investigation, sub-sampled at 10 mm resolution and analysed for grain size, moisture 
content, density, organic content, and isotopic activity of 210Pb, 137Cs and 14C which 
provided the approximate timing of deposition for each sub-sample. Mass accumulation 
rates (g/cm2/yr) and vertical accretion rates (mm/yr) were calculated for correlation 
with physical sediment properties. At one site, Neranie Bay, this detailed level of 
analysis was performed for three cores, covering most of the cross-shore transect. 
Accretion rates calculated for approximately the last 100 years from 210Pb analysis 
averaged less than 2 mm/yr, consistent with figures reported for similar environments 
elsewhere in southeast Australia, and at the lower end of the spectrum for 
internationally reported rates. Preceding the timing of European settlement, accretion 
rates at the three sites were considerably lower. Recent rates of sediment mass 
accumulation mostly ranged from 0.02-0.2 g/cm2/yr, but this figure is rarely reported 
elsewhere and is therefore difficult to compare. Accretion and mass accumulation rates 
reduced rapidly down-core in the upper few centimetres of each sample, suggesting a 
significant role for organic matter decomposition for at least several decades following 
initial deposition. Changes in moisture content and bulk density were observed over 
similar depths. This research highlights the importance of analysing soil samples to 
sufficient depth and ensuring sub-surface processes have ceased to have significant 
impacts on down-core changes before making interpretations about trends over time. 
A controlling influence of organic content over vertical accretion (and therefore 
elevation change) was found for the three sites investigated. This control was 
independent of the inorganic sediment input, which was often higher (by mass) than the 
organic input. At Neranie Bay, cross-shore trends in organic content were evident. 
Organic matter input at the surface of the soil sample was greatest when the sample was 
taken from a higher elevation with less frequent inundation (i.e. short hydroperiod). 
The proportion of organic matter retained in the soil profile, however, was lowest 
where hydroperiod was shortest. On balance, organic matter makes the greatest 
contribution to elevation change when hydroperiod is longest. It could not be 
determined whether this was caused by higher rates of sub-surface decomposition with 
short hydroperiod, or high rates of below-ground productivity with long hydroperiod 
(or both). Either way the results are counter-intuitive and could not be determined 
without reliance on the geological record. 
The cross-shore trend that was established from this research is of vital importance. 
The relationship between hydroperiod and organically driven elevation change results 
in self-regulating, negative feedback and therefore greater resilience to increases in 
hydroperiod when the relationship is as reported here. When the reverse relationship is 
found, however, resilience to increased hydroperiod, and therefore sea level rise, would 
be compromised because inundation would continually decrease the ability of organic 
sedimentation to drive accretion, potentially resulting in habitat loss and exposing the 
shoreline to the risk of erosion. 
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Previous studies suggest that this cross-shore relationship varies on a site-by-site basis. 
Determining the direction of the relationship with field measurements would take years 
and still be subject to much higher uncertainty than the methods employed here. This 
research has shown that the geological record is not only a feasible source of 
information about accretion rates and drivers, but also a preferable one. Provided 
further research can succeed in linking sub-surface retention of organic matter to 
contemporary primary production at the surface, the geological record will provide a 
more efficient and effective method of designing and calibrating much-needed 
predictive models to explore scenarios of shoreline development and wetland survival 
under changing conditions. Further research should also target a range of geologic and 
climatic settings to differentiate between drivers that can be generalised across all sites 
and those that vary on a site-by-site basis. 
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1. INTRODUCTION 
The foreshores of coastal lagoons are home to a large proportion of the world’s 
population, provide a buffer from flood events, act as pollutant filters, support 
endangered and threatened species, and may play an important role in the overall 
geologic evolution of the lagoons themselves. Threats to these environments include 
infrastructure development, urbanisation, habitat fragmentation, management 
interventions and sea level rise, resulting in a proliferation in recent decades of 
predictive modelling tools to facilitate their management and for coastal planning. The 
calibration and validation of assumptions and parameters used in these models is often 
achieved through repeated field and laboratory measurements. Due to the inherent 
morphodynamic properties of coastal lagoons, however, uncertainty surrounds data 
collection at the process level due to questions of scale and complexity. Scaling up short-
term information to time scales useful for planning and management is discouraged by 
the morphodynamic modelling community. Improvements in model design and 
parameter calibration can be gained through reliance on longer-term data; ideally 
process-monitoring programs that span more than research funding cycles 
supplemented by stratigraphic data and historical reconstructions of lagoon evolution. 
The latter is the focus of the present research. To date, the geological record has been 
grossly under-exploited in the morphodynamic modelling community, considering the 
wealth of information preserved. This research explores the feasibility of using the 
geological record as a basis for parameterisation of coastal lagoon shoreline evolution. 
This introductory chapter identifies the premise underlying the work (§1.1) and the 
thesis aim (§1.2). Limits of the scope and applicability of the work are also provided 
(§1.3) followed by an overview of the thesis structure (§1.4). This chapter provides the 
reader with sufficient information to position this thesis in the context of the field of 
research and outlines the significance of this work. 
1.1. PREMISE 
There is a strong imperative to understand as much as possible about shoreline changes 
in coastal lagoons. Information about future change in these environments over 
management timescales (years to centuries) is in high demand as the low-lying areas 
are often highly urbanised or home to important habitats and therefore vulnerable to 
climate change effects such as high energy flood events and sea level rise [Titus, 1988; 
Reed, 1990; Titus, 1990; Nicholls et al., 1999; Nicholls, 2004]. Further, coastal wetlands 
appear to be one of the most efficient carbon sequestration environments yet 
considered under carbon accounting schemes [Chmura et al., 2003; Saintilan et al., 
2013]. 
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Shoreline building processes are likely to play a more significant role in the ongoing 
evolution of coastal lagoons than is generally taken into account in models of large scale 
coastal behaviour. This is because progradation of coastal lagoon shorelines is one of 
two mechanisms by which lagoon water surface area can be reduced. As estuaries tend 
towards maturity and infill to shallow depths, a limit to vertical accretion is imposed by 
the presence of wind waves whose energy regime prevents sediment deposition above 
the effective wave base [Price, 1947; Roy and Peat, 1976; Nichols and Biggs, 1985; 
Nichols and Boon, 1994]. Wave energy is a function of wind fetch, so a reduction in 
water surface area through progradation is necessary for the lagoon basin to continue 
to infill. Understanding the long term evolution of coastal lagoons, therefore, requires an 
understanding of the controls on fetch distance, one of which is shoreline position. Since 
shoreline progradation is a limiting factor in the final stages of estuary maturation, the 
mechanisms driving this progradation are key to understanding future rates of 
estuarine infill and associated habitat changes [Roy, 1984] as the estuary tends towards 
maturity. 
Models of coastal lagoon evolution and wetland development have become prolific in 
recent decades for both management decisions and explorative, academic purposes 
[Kestner, 1975; Pethick, 1981; Allen, 1990; French and Spencer, 1993; Rybczyk et al., 
1998; Stive et al., 1998; Day et al., 1999; Morris et al., 2002; Rybczyk and Cahoon, 2002; 
Mudd et al., 2004; D'Alpaos et al., 2006]. To varying extents, these models draw on 
knowledge about system processes and sedimentation rates. Visual observations and 
measurements of suspended sediment concentrations [Allen, 1990],  accretion rates 
[Pethick, 1981; Stoddart et al., 1989; Rybczyk and Cahoon, 2002; Rogers et al., 2005b], 
biological productivity [Morris et al., 2002; Kirwan and Murray, 2008] and the effects of 
vegetation on deposition [Mudd et al., 2004; Temmerman et al., 2005] have 
characterised attempts to quantify processes acting within marshes fringing coastal 
lagoons, usually for the purpose of deriving parameter values for predictive models. 
Unfortunately, the timescale of data collection (usually in the order of hours to days or 
infrequently seasons or years) is rarely commensurate with planning timescales 
(decades to centuries) and the sheer complexity of shoreline process interactions 
precludes the ‘scaling up’ of short-term data for predictions of future morphological 
behaviour [Stive et al., 1991; Terwindt and Battjes, 1991; de Vriend et al., 1993; French, 
1993; Pethick, 1996; Cowell et al., 2003a]. 
The geological record captures the net effects of many complex, fluctuating processes 
and provides data about morphological change at sufficiently large scales to facilitate 
projections over time scales of decades and longer [de Vriend et al., 1993; Cowell and 
Thom, 1994; Cowell et al., 2003b; Hanson et al., 2003; Murray et al., 2008]. Indeed, 
sedimentation rates have been derived from the geological record in several cases 
[Rybczyk et al., 1998; Day et al., 1999; Rybczyk and Cahoon, 2002], however at best 
these have relied on a small number of radiocarbon dates and have been determined 
through depth-averaging of core samples. While such a method may be applicable for 
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central mud basin deposition in early phase evolution (Chapter 3), the much wider 
range of variables operating at the shoreline [Phillips, 1992; Phillips, 1999] make 
extrapolation from one depositional environment to another problematic.  
Nichols and Biggs [1985] wrote that a historical focus on engineering, fishing and 
pollution issues limited research for understanding estuaries as sedimentary 
environments. The surprising lack of integration between investigations of current 
environments and the geological record suggests this is still the case. Morris et al. 
(2002) have published one of the very few examples of research exploiting the 
geological record, relying on 210Pb dating techniques. Technological improvements have 
rendered the interpretation of down core variations in stratigraphy far less labour 
intensive than in the past, so that considerable insight can be gained into environmental 
conditions accompanying historical shoreline progradation. As such, the geological 
record can, relatively easily, provide information about much more than the timing of 
deposition. 
1.2. AIM 
In light of the complexities and uncertainties surrounding the mechanisms of shoreline 
change and the mismatch between the timescales of observation and those of 
prediction, the aim of this research is to determine the extent to which the geological 
record can provide a basis for the parameterisation of the variables involved in 
shoreline changes and their inclusion in predictive models of overall coastal lagoon 
evolution. A number of research questions arise from this aim which guided the design 
of the present research, as well as the presentation and interpretation of results (§5.1). 
1.3. SCOPE 
The application of this research is limited to ‘coastal lagoons’, the definition of which 
can be contentious. There is considerable overlap with the term ‘estuaries’, with the 
former sometimes considered a subset of the latter, or the two terms being used 
interchangeably. The term ‘coastal lagoons’ as used here is defined in Section 2.1.1. 
Selection of these coastal environments for investigation was motivated by the relative 
simplicity of processes operating within coastal lagoons, which are generally isolated 
from significant marine or fluvial processes and are instead dominated by locally 
generated wind waves. The findings should then be applicable to the more complex 
environments of estuaries, albeit alongside consideration of more variables and more 
complex interactions between processes. Within coastal lagoon systems there will be 
regions whose energy regimes are dominated by processes other than wind waves, and 
these are excluded from consideration. Examples of exclusions include regions of delta 
progradation associated with a direct sediment source such as a river, zones of scour 
due to irregular currents and parts of the water body dominated by tidal processes. The 
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concepts and processes covered by this work are likely to be applicable to similar 
environments (e.g. Lakes). However extrapolation of findings to these environments, 
beyond highlighting the fact that it might be possible, falls outside the scope of this 
thesis.  
The information presented throughout this thesis, whether sourced from literature or 
from empirical research data, covers a range of timescales. Since the aim of the research 
relates to models of coastal evolution with practical application, conclusions will only be 
sought regarding timescales deemed relevant to prediction. This concerns timescales of 
decades to centuries, over which coastal management and planning decisions are 
typically made. Processes operating over smaller scales (e.g. days, weeks, and seasons) 
may warrant consideration in order to understand the range of system variation and 
those operating on larger scales may equally warrant consideration as system 
constraints or boundary conditions (further information is provided in Chapter 2). 
The rationale behind the use of the geological record as a basis for the investigation of 
shoreline building is that fluctuations in processes over timescales smaller than those of 
interest are unlikely to be detectable. For example, multiple alternating deposition and 
erosion events would only be preserved in the geological record where there is a 
positive net depositional balance. It is assumed here that hundreds (or even thousands) 
of years of these types of residual records will give a better understanding of long-term 
average change than would direct measurements or observations of physical processes. 
The present approach assumes that large depositional or erosional events are not 
significant over the timescales of interest, however this is a limiting assumption that 
would need to be verified on a site-by-site basis before practical application of the 
findings or methods of this research to a given environment. Where single event effects 
are significant they may be more difficult to separate from the longer term trend under 
this approach. The use of stratigraphic samples also relies on the assumption that the 
sample is representative of the zone or system as a homogeneous unit, whereas the high 
level of spatial variability throughout coastal lagoons makes extrapolation of data 
collected at any single location challenging.  
Finally, this research does not venture into the calibration of predictive models or their 
constituent variables and parameters, but is limited to an exploration of the full range of 
information that can be obtained from the geological record for such a purpose. 
1.4. APPROACH AND THESIS STRUCTURE 
In order to address the research aim, this thesis firstly provides a theoretical framework 
for the research. The relevant theoretical background can be divided into three discrete 
topics; coastal lagoon definitions and concepts, drivers of coastal lagoon evolution; and 
coastal lagoon shoreline processes. Chapter 2 defines the environment under 
consideration in the research, establishes the demand for, and use of, predictive models, 
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and introduces key concepts for understanding large scale coastal behaviour (LSCB). 
These include feedbacks, complexity, timescales and uncertainty. These concepts are 
applied in Chapter 3 which presents a critical analysis of currently accepted models of 
coastal lagoon evolution and draws from these models to offer a formal distinction 
between early and late stages of lagoon evolution. This emphasises the importance of 
shoreline building processes in the late stage coastal lagoon evolution. Chapter 4 
presents the current state of knowledge on coastal lagoon shoreline building processes 
and identifies the knowledge gaps. Particular emphasis is placed on those gaps that 
provide the rationale for this work and influence the research design. 
Research design is described in Chapter 5, including case study site selection, sampling 
and sub-sampling regimes and analysis techniques as well as detail concerning the 
geology, climate and anthropogenic history for each of the sites selected for case 
studies. The raw results from all field work, laboratory work and calibration of isotopic 
dates is presented in Chapter 6. In Chapter 7 the information is distilled into a 
stratigraphic framework within which further analysis may be undertaken. Chapter 8 
presents analysis of all available data in terms of rates and potential drivers of coastal 
lagoon shoreline change. Finally, the suitability of the geological investigation for use in 
predictive models is evaluated in Chapter 9. 
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2. COASTAL LAGOON EVOLUTION CONCEPTS: 
DEFINITIONS, COMPLEXITY AND PREDICTION 
Coastal lagoons are the focus of the present research because they represent a less 
energetic, and therefore less complex, laboratory in which to investigate aspects of the 
evolution of coastal water bodies, the findings of which may then be more widely 
applicable. The use of the term coastal lagoons in this research is according to the 
definition of Kjerfve [1994]. Coastal lagoons, as with estuaries, provide important 
ecosystem services, however attempts to predict their evolution are hampered by the 
lack of data on timescales that accord with planning and management scales of decades 
to centuries. Substantial knowledge exists of processes on a much smaller scale, but 
scaling up this information to the necessary timescale is not desirable because system 
non-linearity, sensitive dependence on initial conditions and complex, multi-scale 
interactions generate a high level of uncertainty. The geological record represents a 
more reliable and continuous source of information on historical rates of shoreline 
change in these systems, yet the viability of extracting information suitable to model 
development and calibration has not been explored. This research attempts to ascertain 
the feasibility of such an approach. 
In this Chapter, coastal lagoons are first defined in terms of their physical attributes, 
their formation and the major drivers of their evolution (§2.1). The context for 
predictive models is then provided in terms of demand for predictions, past modelling 
applications and issues arising from their use (§2.2). These issues stem largely from the 
failure of predictive models to address some of the fundamental morphodynamic 
principles of coastal evolution (§2.3), however a number of strategies have been 
developed to better represent natural systems at the required timescales for useful 
predictions (§2.4). This brings to light as yet unresolved issues of uncertainty due to 
incomplete scientific knowledge on the processes involved in shoreline building and 
highlights the contribution of the geological record in filling knowledge gaps. 
2.1. DEFINING COASTAL LAGOONS 
2.1.1. Definition 
Estuaries support dense urban populations [Hodgkin, 1994; Saenger, 1995; Kench, 
1999] and provide numerous ecosystem services [Townend and Pethick, 2002; Chmura 
et al., 2003; Jennerjahn and Mitchell, 2013; Saintilan et al., 2013], but are also highly 
variable systems whose configuration at any given moment is influenced by stochastic 
weather inputs [Cowell and Thom, 1994] and a range of human interventions [French, 
1997]. As such, predictions of estuarine change are in high demand for the purposes of 
coastal management and planning, but are also hampered by the inherent complexity of 
the systems themselves. Any opportunity to investigate a reduced number of processes 
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and interactions ought to be welcomed. For this reason, this research is focussed on the 
geologic evolution of estuaries that are largely protected from open ocean swell and 
currents, have low fluvial input and whose primary sediment dispersal mechanism is 
locally generated wind waves. The range of coastal water bodies that fit this description 
can be broadly referred to as coastal lagoons. Whereas estuaries are generally defined 
by the mixing of freshwater from landwards sources with salt water from marine 
sources [Day, 1981a] or, perhaps more apt for the present investigation, the mixing of 
sediment from fluvial and marine sources [Dalrymple et al., 1992]; definitions of coastal 
lagoons tend to focus on energy regime. Lagoon implies an expanse of sheltered, 
tranquil water [Day, 1981a] and coastal requires some measure of brackishness due to 
the interaction of freshwater and sea water. The definition of coastal lagoons adopted 
for this research is as follows:  
Coastal lagoons are inland water bodies… separated from the ocean by a barrier, 
connected to the ocean by one or more restricted inlets which remain open at least 
intermittently, and have water depths which seldom exceed a few meters. A lagoon 
may or may not be subject to tidal mixing, and salinity can vary from that of a 
coastal fresh-water lake to a hypersaline lagoon, depending on the hydrologic 
balance. [Kjerfve, 1994] 
Further, inlet size should be small relative to the total length of the enclosing barrier; for 
example,  Bird [1994] adopts a threshold of 20 per cent. Based on the above definition, a 
restricted or intermittent connection with the ocean is a requirement of coastal lagoons, 
meaning the penetration of ocean swell waves into the water body is extremely limited. 
Low fluvial discharge relative to the size of the water body is also typically necessary, 
since significant flushing would otherwise be sufficient to maintain a large or free 
connection to the ocean [Harris, 2008]. Reduced fluvial and marine influence on the 
energy regime of coastal lagoons renders them appealing natural laboratories for 
studying physical processes, providing the opportunity to largely decouple ocean and 
fluvial processes from the already vast array of processes affecting the morphological 
evolution of coastal water bodies. This study exploits the low energy regime of coastal 
lagoons (relative to other types of coastal water bodies) to explore some of the 
mechanisms of geologic evolution. The findings from this work can likely be extended to 
estuarine environments and improve researchers’ abilities to de-couple complex 
processes. 
In the definition adopted here, barriers separating coastal lagoons from the ocean are 
not restricted to sand or shingle barriers as is the case for other definitions (e.g. Harris 
[2008]); coastal lagoons may also form behind non-sedimentary barriers such as 
vegetation, biogenic reefs or geologic structures  [Nichols and Boon, 1994]. Assigning 
lagoonal status to certain systems remains somewhat subjective since, in the case of 
intermittently closed and open lakes and lagoons (ICOLLs), the existence or otherwise 
of an ocean connection may depend on the timescale being considered [Barnes, 1980]. 
While the above definition theoretically excludes coastal water bodies with completely 
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saline or fresh water, it does encompass the entire continuum of states in between 
[Ward and Ashley, 1989]. These end member states may occur temporarily if the 
lagoon-ocean connection is sealed off for long periods of time - under severe drought 
conditions, for example, freshening with fluvial input or becoming hypersaline with 
evapotranspiration. Here, again, timescale is an important consideration. Much of the 
literature concerning estuaries is also applicable to coastal lagoons as there is 
considerable overlap between certain classifications of estuaries and coastal lagoons 
(§2.1.3). As such, estuaries are referred to frequently in this research and a definition is 
provided for them: 
…the seaward portion of a drowned valley system which receives sediment from 
both fluvial and marine sources and which contains facies influenced by tide, wave 
and fluvial processes. The estuary is considered to extend from the landward limit 
of tidal facies at its head to the seaward limit of coastal facies at its mouth. 
[Dalrymple et al., 1992] 
Alternative definitions for estuaries vary according to the field of research to which they 
are applied. All are based on the combined influence of fluvial and marine processes, 
however the seaward and landward extent of estuaries depend on whether they are 
bound by hydrochemical, physical, ecological or geomorphic properties, which in turn 
depend on the field of study to which they are applied [Day, 1981a]. The various 
definitions can result in up to tenfold difference in estuary length [Nichols and Biggs, 
1985]. Since this study is concerned with geologic evolution, the definition adopted 
above is based on geomorphic characteristics. 
2.1.2. Origin/Formation 
Coastal lagoons owe their existence to a combination of factors whose relative 
importance for lagoon formation and ongoing morphological change may vary 
according to a hierarchy [Carter et al., 1989]. Those factors are: inherited geology; 
relative sea level rise (RSLR); sediment supply; and tidal range [Bird, 1994]. The 
majority of coastal lagoons formed during the late Quaternary marine transgression and 
Holocene stabilisation, approximately 6,000 years BP in southeastern Australia, through 
inundation of drowned river valleys and coastal embayments and emplacement of 
barriers [Bird, 1994]. Relict Pleistocene barriers worldwide show similar histories of 
formation  during pre-Holocene sea level fluctuations, including the Coorong Lagoon in 
South Australia, the Zululand coast in southeast Africa and the Lagoa dos Patos in 
southern Brazil [Bird, 1994]. 
Not all coastal lagoons are separated from the ocean by sand barriers [Nichols and 
Boon, 1994] but those that are occur more frequently on gently sloping shelves with 
abundant sediment supply and exposure to wave action, all of which are requirements 
for barrier building [Phleger, 1965; Bird, 1994]. The source of sand supply for barrier 
building varies geographically. In the southeastern Australian cases discussed by  Roy et 
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al. [1980] and Roy [1984], the compartmentalised nature of the SE Australian coastline 
means that sand is transported directly onshore for barrier building. Likewise the work 
of Bellotti et al. [1995] indicates that the Tyrrhenian coastal barriers on the eastern 
Italian coast were formed from transgressive sands reworked from the continental 
shelf. Early literature for the Texas Coast suggested the difference in age of barriers 
from east [Bernard and LeBlanc, 1965] to west [Fisk, 1959] indicates alongshore 
transport was largely responsible for their emplacement [Roy et al., 1980], however 
more recently the primary source of sediment is considered to be the vast fluvial delta 
deposits that occupied the continental shelf at the end of the preceding sea level 
regression in conjunction with high fluvial sediment supply throughout the Holocene 
transgression [Anderson et al., 2014]. Historical rate of RSLR is another determinant of 
barrier-building, since rapid RSLR can lead to in-situ drowning and preservation of 
barriers [Bellotti et al., 1995] rather than continued barrier roll-over that keeps pace 
with RSLR [Carter et al., 1989]. Tidal range, too, is thought to exert control over the 
position, or even the very existence, of barriers. High tidal range reduces the efficiency 
of open coast waves by spreading wave energy over a large vertical range, rather than 
focussing it on a relatively small area and allowing barriers to build to great heights 
[Davies, 1980; Bird, 1994]. Further, high tidal range produces a large tidal prism 
capable of widening inlets at the expense of barriers and causing the barrier to recede, 
as has been observed along the Belgian and Dutch coastline [Beets and van der Spek, 
2000]. 
The relative dominance of wave and tide processes during formation determine the 
facies present within estuarine systems. Increasing tidal dominance blurs delineation 
between facies whereas reduced tidal influence encourages the development of a 
distinct tripartite zonation consisting of river delta, tidal delta and central mud basin 
[Boyd et al., 1992; Dalrymple et al., 1992]. Since coastal lagoons, almost by definition, 
are influenced less by tidal processes and more by wave processes (since ocean waves 
are largely responsible for barrier emplacement), clearly distinguishable facies can be 
expected. However, the size of river and tidal deltas may not be significant relative to 
the overall size of the lagoon, given smaller river input and tidal influence. Otherwise, 
barrier inlets would be much larger and the system would no longer classify as a coastal 
lagoon. 
2.1.3. Classification systems 
Coastal lagoons in and of themselves constitute a single category in a wide range of 
coastal environments. They may be further classified, however, on the basis of their 
entrance conditions. The degree of ocean exchange profoundly affects lagoon 
hydrochemistry (salinity) through flushing time and energy regime through the relative 
dominance of ocean wave, tidal and internally generated wind waves.  Kjerfve [1986] 
and Kjerfve [1994] recognise three types of coastal lagoons that represent points along 
a spectrum of lagoon variability. At one extreme are choked coastal lagoons, which are 
connected to the ocean, perhaps only periodically, through a single, narrow channel. 
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These lagoons are isolated from ocean wave influence and experience greatly reduced 
tidal amplitude. Their energy regimes are dominated instead by internally generated 
wind waves. They have long flushing times and may become hypersaline due to 
evaporation (particularly in arid regions) or stratified following runoff events. 
Restricted lagoons represent an intermediate state along the spectrum with two or more 
entrance channels. Their energy regime is influenced by a mixture of wind waves and 
tidal circulation, they are vertically well mixed and exhibit a range of salinities. In leaky 
lagoons tidal currents maintain many entrance channels that would otherwise tend to 
be closed by wave action and littoral drift. Ocean exchange is relatively free, salinity 
approaches that of sea water and energy regimes are controlled by ocean waves and 
tides. If the threshold of 20% for the size of the channel or inlet relative to the coastal 
barrier [Bird, 1994] is adhered to, then leaky lagoons may not actually qualify as coastal 
lagoons, so the definitions may not quite align. 
The development of classification schemes that apply to estuaries or even coastal 
environments more broadly warrants some discussion, since there is considerable 
overlap between coastal lagoons as defined here and other types of water bodies 
identified in the literature. Any overlap increases the range of literature that can be 
applied to discussions of coastal lagoons. Classifications based on physical processes 
and characteristics are discussed first, followed by evolution or maturity classification 
schemes which deal with degree of estuary infill.  
The factors underlying classifications of coastal systems vary depending on the purpose 
of the classification. For example, the very early classification of estuaries by [Pritchard, 
1955] concerned density stratification and circulation patterns. Four types were 
identified (A through D) which displayed progressively reduced stratification and 
increased circulation patterns. Driven by management of estuarine ecology under 
nutrient inputs, the classification scheme of Eyre [1998] relied entirely on climate, 
expressed in terms of flooding seasons. Digby et al. [1998] sought an estuarine 
classification system to explain variability in the distribution of saltmarsh and 
mangrove habitats, for which they drew upon a combination of climate and tidal range. 
Edgar et al. [2000] developed a classification scheme to differentiate between species 
distribution for conservation purposes based on multivariate statistical analysis of 
ecological data and physical variables but their results failed to produce classes of 
estuary that were meaningful from a biological perspective. Ultimately, more 
meaningful classification for their purposes was produced from entrance conditions, 
salinity, annual runoff, estuarine area and catchment area. Haines et al. [2006], in 
response to increasing urbanisation pressure on coastal lagoons in southest Australia, 
developed an easily applicable morphometric classification scheme for intermittently 
closed and open lakes and lagoons (ICOLLs) of potential sensitivity to anthropogenic 
and other external inputs. Their scheme evaluates coastal lagoons on the basis of 
physical geographic characteristics, which influence hydrodynamic, physical, chemical 
and biological processes. 
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Geomorphologically focussed classification schemes of coastal environments tend to 
rely on physical processes as a basis for distinction. Pritchard [1967] used the relative 
dominance of wind, tidal and fluvial processes to differentiate between four types of 
estuaries: drowned river valleys; fjords (on glacial coasts); bar-built estuaries; and 
those produced by tectonic adjustments. Davies [1980] classified all coastal 
environments according to tidal range, adopting the terminology of microtidal (tidal 
range <2 m), mesotidal (tidal ranges of 2-4 m) and macrotidal (tidal range >4 m).  Davies 
[1980] also introduced fluvial processes as a discriminating factor in coastal inlets, and 
thus treated lagoons, estuaries and deltas as markers along a continuum of increasing 
dominance by fluvial processes over marine processes. Hayes [1975] applied the tidal 
classification scheme to estuaries and, despite its apparent simplicity, found it was 
effective in explaining some geomorphological variation. For instance, microtidal 
estuaries are less likely to be dominated by tidal processes and more likely to be 
dominated by ocean waves, and are therefore more likely to exhibit wave-built features 
such as barriers. Fairbridge [1980], however, did not explicitly consider physical 
processes but rather degree of inlet blocking (a function of physical processes) and 
relative relief, identifying seven physiographic categories: fjords with high relief or 
fjärd/firth/sea-loch with more subdued relief, all of which have a u-shaped profile; ria or 
aber with a v-shaped profile, moderate relief and winding valley; coastal plain estuaries, 
with funnel or flask-shaped plan, branching valleys, possible partial blockage by a bar or 
barrier; bar-built estuaries, with an L-shaped plan and low relief; blind estuaries, with 
low relief and seasonally blocked by longshore drift; deltaic or interdeltaic estuaries 
including ephemeral distributories and interlobe embayments; and tectonic estuaries 
with compound flask-shaped estuary backed by low plains. Coastal plain estuaries 
(where a bar or barrier sufficiently restricts ocean exchange), bar-built estuaries and 
blind estuaries overlap most closely with coastal lagoons. 
A ternary classification system, introduced by Dalrymple et al. [1992] and extended by 
Boyd et al. [1992], places coastal environments on a set of axes in terms of their relative 
ocean wave or tidal dominance (horizontal axis) and river power (vertical axis). The 
classification drew on earlier approaches of separating barrier coasts [Galloway, 1975; 
Wright, 1985] and deltaic coasts [Hayes, 1975] on the basis of wave dominance or tide 
dominance and was therefore considered applicable to all coastal environments (Figure 
2.1a). The area of the ternary diagram assigned to coastal lagoons [Boyd et al., 1992] is 
relatively narrow and, in fact, the definition of coastal lagoons provided by Boyd et al. 
[1992] is narrower than that applied here since it does not allow for any fluvial input. 
The relative positions of coastal lagoons on the diagram remains consistent with the 
present study, however, given the position of coastal lagoons balances high wave power 
for barrier building with low fluvial power which means entrances remain restricted. 
The predictive ability of this classification scheme under quantified wave, tidal and 
fluvial power  was tested by Harris et al. [2002], whose findings supported the idea that 
mean wave, tide and river power constitute primary coastal geomorphic controls 
(Figure 2.1b). They also suggested that this quantification would be useful for sequence 
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stratigraphy. If a paleo coastal environment was deemed to be of a particular type, then 
a minimum energy threshold for the wave, tidal and river conditions under which it 
developed could be predicted.  
A classification scheme with a more regional focus was developed for the estuaries of 
southeast Australia by Roy et al. [2001]. The earlier classification schemes of Roy et al. 
[1980] and Roy [1984] are not discussed at this point as they are superseded by the 
more recent version, which enjoys acceptance and continued application over a decade 
after its publication [OEH, 2011]. The southeast Australian region is subject to relatively 
consistent wave/tidal forcing so these processes are not explicitly included in the 
scheme. Rather, the division of coastal embayments into five groups of decreasing 
overall marine influence (relative to fluvial) is based entirely on inherited coastal 
setting since this dictates the slope of the continental shelf, the entrance conditions and 
the catchment size and lithology. The five groups, each of which consists of up to three 
further types, are: (I) Bays; (II) Tide-dominated estuaries; (III) Wave-dominated 
estuaries; (IV) Intermittent estuaries; (V) Freshwater bodies. Group I is influenced only 
by marine processes and group V exclusively by fluvial processes, but all remaining 
groups may be considered estuarine as interaction between both occurs. Groups III and 
IV overlap with the definition of coastal lagoons as defined in this study. Estuary types 
defined by Roy et al. [2001], relevant to this research, are (group membership shown in 
brackets): barrier estuaries (III), barrier lagoons (III), interbarrier estuaries (III), saline 
coastal lagoons (IV), evaporative lagoons (IV); and, from the freshwater group, brackish 
barrier lakes (V). 
 
Figure 2.1 Ternary classification system: (a) with 42 coastal examples plotted subjectively [Boyd 
et al., 1992]; (b) quantified plots of Australian estuaries on similar axes [Harris et al., 2002]. 
Several classification schemes are concerned with estuary development over time. In a 
wave dominated system, the passing of time can make the difference between a coastal 
lagoon and a wave dominated delta. The former is a youthful form, the latter a mature 
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form, and a continuum of states exists between the two which, at various points 
throughout their development, may exhibit different physical attributes and facies 
distributions. Without consideration of the time component, morphological differences 
could mistakenly be attributed to different estuary types when they are instead a 
function of timescale (and thus maturity). The work of Dalrymple et al. [1992] extends 
the ternary classification along a third axis, representing time, to create a triangular 
prism (Figure 2.1). Movement along this time axis towards the back of the prism 
represents coastal evolution towards ‘maturity’. Sea level is assumed stable over time 
and progradation results from continued sediment supply. In this direction, estuaries 
and lagoons evolve into their mature forms, deltas. Progress towards the front of the 
prism, on the other hand, involves transgression and results in estuary generation. Boyd 
et al. [1992] highlighted the limitations of this approach to coastal evolution: firstly, rate 
of infilling is not consistent amongst all estuarine systems as it depends on the rate of 
sediment supply relative to the size of the estuarine basin and individual systems could 
therefore be scattered throughout the long axis of the prism (Figure 2.2a); secondly, 
transgression and progradation are not dictated by relative wave, tide or fluvial power, 
but rather by sediment supply and RSLR.  
Dalrymple et al. [1992] propose a separate evolutionary classification on the basis of 
sediment supply and RSLR, in a modified version of Curray’s [1964] diagram which 
originally classified types of regression and transgression. Only the upper two 
quadrants are of interest to the present discussion, since these concern embayed, 
elongate or lobate (E/E/L) shorelines, into which coastal lagoons fall; whereas the 
lower two quadrants are dedicated to linear coasts (Figure 2.2b). Sediment supply 
increases vertically along the y-axis and changes to relative sea level are plotted against 
the x-axis. The top right quadrant, characterised by falling sea level, produces deltas and 
alluvial plains regardless of sediment supply. In the upper left quadrant, however, the 
relative balance between sediment supply and sea level rise determines whether the 
system is transgressing towards an estuarine state or regressing towards a deltaic one. 
The slope of the line separating the dark shaded area from the unshaded area depends 
on the size of the estuarine basin. Small systems will tend towards deltas under 
relatively small sediment input, whereas large systems will require much greater 
sediment supply to reach a mature state. Lagoons would exhibit the former pattern, i.e. 
a gentler slope, but with typically small sediment supplies (by virtue of the fact that they 
exist today despite several thousand years of stable sea level and sediment supply). 
They are less likely to transgress into the shaded area and become deltas. This 
classification scheme shows the net tendency of an estuary to be generated or infilled, 
but does not attempt to place a given system along an evolutionary continuum. 
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Figure 2.2 Maturity scale of coastal evolution (a) triangular prism and (b) modified Curray 
diagram, where slope of line in upper left quadrant depends on estuary size. Both figures adapted 
from Boyd et al. [1992] 
The development of SE Australian estuaries over time is described in great detail by Roy 
et al. [1980], Roy [1984] and Roy et al. [2001]. The four stages of maturity recognised 
most recently by Roy et al. [2001] are distinguished in terms of the percentage area of 
the estuary that has been filled, in cross-section and plan view in Figure 2.3. The stages 
are: youthful (0-25% filled); intermediate (25-50% filled); semi-mature (50-75% filled), 
mature (>75% filled). These formally identified stages provide a useful means of 
comparison between estuaries, as indicated by their application to NSW estuaries [OEH, 
2011] but do not strictly correspond with any changes in configuration or processes 
that occur throughout the evolution of estuaries. Still lacking for coastal lagoons and 
estuaries more broadly is an evolutionary classification that differentiates between 
stages of evolution on the basis of quantifiable changes in physical processes, which is 
the focus of Chapter 3. 
Finally, estuaries are not spatially homogenous in terms of either energy regimes or 
sediment supply. As a result, distinct depositional environments or facies arise. 
Classification systems used to distinguish between these are discussed here in order to 
introduce terminology used in the remainder of this thesis. The combination of marine 
and fluvial inputs to both sediment and energy regimes have led previous authors to 
identify, at the very least, a river-dominated depositional environment, a marine-
dominated depositional environment, and a hybrid between the two. Depositional 
environments identified within estuaries can vary according to estuary type; where this 
is the case, only those estuary types overlapping with coastal lagoons are considered.  
Fairbridge [1980] separated estuaries into three sectors on a hydrochemical basis: a 
lower (marine) estuary in free connection with the open ocean; a middle estuary subject 
to salt and freshwater mixing; and an upper (fluvial) estuary characterised by fresh 
water but subject to daily tidal action. Dalrymple et al. [1992] also adopt three zones for 
wave-dominated deltas but focus more on physical processes. They define energy 
maximums at both the mouth and head of wave-dominated estuaries, relating to marine 
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and fluvial processes, respectively, and an energy minimum in between these two zones 
which is influenced by a mixture of the two. These zones correspond to net bed load 
transport. The tripartite zonation thus consists of: a marine sand body that accumulates 
at the mouth of the estuary under high wave energy in the form of a coastal barrier and, 
where it is breached, subaqueous flood tidal delta shoals; the low energy central basin 
where fine-grained organic muds accumulate; and a bay-head delta at the head of the 
estuary of sand or gravel deposits of fluvial origin. Roy et al. [2001] recognise the same 
three depositional environments (marine tidal delta, central mud basin and fluvial 
delta) but also include the riverine channel. Each main depositional environment is 
further classified into sub-environments or habitats (Table 2.1) 
Table 2.1 Estuarine depositional environments. Adapted from Roy et al. [2001] 
Main depositional 
environments 
Sub-environments/habitats Main sediment types 
Marine tidal delta Rocky shoreline and rock reefs, tidal channels, tidal banks, tidal 
flats, delta front slope, back barrier sand flat 
Clean quartzose sand and 
muddy sand 
Central mud basin Rocky shoreline and rock reefs, slope and shoreline zone, basin 
floor, shell biotherms 
Organic-rich mud and 
sandy mud 
Fluvial delta Levees, distributary channels, mid-channel shoals, delta mouth bar, 
crevasse splays, delta top and delta front, interdistributary bays 
Sandy mud and muddy 
sand 
Riverine channel and 
alluvial plain 
Riverine channel, point bars, mid-channel bars, eroding banks, 
levees, floodplain, backswamp 
Fluvial sand and muddy 
sand 
 
The use of classification systems in research may vary widely depending on the specific 
application of the research. As far as maturity is concerned, however, existing 
classification schemes fall short because they are not generally quantifiable and are not 
formulated on a physical-process basis. Distinction between different phases of 
maturity ought to be accompanied by some quantifiable measure of the processes that 
operate differently between the phases. Otherwise the classifications are arbitrary and 
really represent points along an indistinguishable continuum. Chapter 3 seeks to rectify 
this situation by identifying two distinct phases of evolution, the threshold that 
separated them and the difference between processes in each phase. 
2.1.4. Evolution 
Coastal lagoons (as well as estuaries more broadly) are ephemeral over geological 
timescales [Fairbridge, 1980; Dalrymple et al., 1992; Bird, 1994]. Their existence is 
controlled in the first instance by inherited geology, sea level rise, sediment supply and 
tidal range (§2.1.2). These may be broadly referred to as inherited factors [Roy, 1984; 
Kench, 1999]. They determine, respectively, whether a morphological depression or 
embayment exists, whether it is inundated, whether barrier building takes place and the 
size of the entrance channel. If those factors are held constant, however, coastal lagoons 
naturally fill with sediment from both landwards and seawards sources (Chapter 4) and 
eventually cease to exist. From a geological standpoint, the progression towards this 
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state may be referred to as evolution and the relative measure of evolution as maturity 
(e.g. Figure 2.3). Newly inundated coastal lagoons are said to be youthful or immature; 
whereas those entirely filled with sediment are considered mature [Roy et al., 2001]. 
Any lagoon that has reached a mature state is technically no longer a lagoon and is 
referred to as a delta (as in Figure 2.2). Since this thesis is more concerned with the 
development of coastal lagoons while they still exist than with the delta form that 
succeeds them at the end of their evolutionary path, terminology relating to maturity is 
used here preferentially. 
At the most fundamental level, the geologic evolution of coastal lagoons proceeds 
through infill (deposition of sediment), but the rate of fill varies according to inherited 
and contemporary factors. Firstly, inherited factors may not remain constant. Such 
fluctuations effectively drive evolution either towards maturity or away from it. For 
example, RSLR increases the volume of the coastal lagoon through further inundation 
and drives it towards a less mature state. Relative sea level fall, on the other hand, has 
the opposite effect. These inherited factors are thus responsible for the net direction of 
evolution and tend to vary over very large timescales (§2.3.2) that may be larger than 
the total lifespan of a given coastal lagoon. Of more significance for the rate of evolution 
are a second group of factors that may be referred to as contemporary factors [Roy, 
1984; Kench, 1999]. These control patterns of deposition and erosion within coastal 
lagoons. 
 
Figure 2.3 Predicted changes in properties of barrier estuaries as they evolve. See Figure 3.1 for 
legend. Adapted from Roy [1984].  
Contemporary factors described by Bird [1994], Fairbridge [1980], Jennings and Bird 
[1967] and Kench [1999] are similar. These include: tectonics; catchment lithology; 
climate; river regime; ocean wave regime; tidal range; ecology; and anthropogenic 
Chapter 2 – Coastal Lagoon Evolution Concepts 
Page 22 of 349 
activity. Tectonics, on coasts that are actively rebounding or subsiding, contribute to 
relative sea level and therefore drive coastal lagoons towards or away from maturity, 
respectively. Catchment lithology determines the type and quantity of sediment 
available for deposition, which is important for the rate of coastal lagoon fill but also for 
the erodibility of sediment once it is deposited. Climate dictates the rate and pattern of 
sediment supply from all sources (except marine sediment, which is controlled by wave 
climate and tidal range). Climate, together with catchment size, also affects the 
discharge volume of rivers and, through wind regime, is responsible for the internal 
energy regime of coastal lagoons that are dominated by internally generated wind 
waves (‘Choked’ or ‘restricted’ coastal lagoons as in Kjerfve [1994]). River regime 
(discharge and flow rates) controls the size of channels connecting coastal lagoons to 
the ocean and, where these periodically close, the frequency with which they open. The 
ocean wave regime controls the position of barriers and provides a counter-balance to 
river discharge that, in conjunction with alongshore drift, contribute to inlet closure. 
Tidal range controls the speed of tidal currents passing through coastal lagoon inlets 
and, if tidal range is large, may help keep them open. Tidal range also dictates the 
proportion of a lagoon shoreline that can accommodate intertidal habitat, depending on 
the tidal amplitude manifest inside the lagoon. Ecological interactions can enhance and 
inhibit sediment deposition and, in the case of vegetation, can even act as a sediment 
source. Ecology impact on lagoon evolution depends on the extent of ecological habitats 
and often relies on a delicate balance of other factors, such as climate and catchment 
nutrient inputs. Finally, anthropogenic activity can affect almost all other contemporary 
factors through land clearing, construction of reservoirs and training walls, increased 
supply of nutrients, land reclamation and habitat conservation. Few of these variables 
are independent but rather affect patterns of deposition and erosion on coastal lagoon 
shorelines through complex dynamic interactions which are examined in Chapter 4. 
As coastal lagoons fill with sediment from multiple sources, substantial changes in their 
extent, configuration, hydrology and ecology accompany their evolution. The extent of 
these changes varies between lagoons according to the relative dominance of sediment 
sources that contribute to infilling. Lagoon configuration is initially controlled by the 
underlying inherited geology which may be highly irregular and becomes gradually 
smoother as the lagoon evolves and fills. Eventually, however, products of infilling such 
as prograding deltas generate more irregular shorelines until the lagoon is entirely 
filled and becomes channelized [Roy, 1984]. The areal extent of coastal lagoons 
decreases with evolutionary stage and turbidity increases as basins become shallower. 
Circulation patterns and ecological habitats tend to change along with estuary 
configuration and are in turn affected by the tidal regime, which increases with 
increasing lagoon maturity [Roy, 1984]. Basin infilling increases tidal range in at least 
two ways: firstly, the tidal prism that enters the lagoon has a greater vertical 
manifestation when surface area is reduced; and, secondly, reduced freshwater storage 
capacity causes erosive expansion of inlets and increases overall tidal exchange. 
Changes in a variety of properties are depicted for coastal lagoons in Figure 2.3. 
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Investigation of these changes is made possible by the fact that coastal lagoons and 
estuaries have filled at varying rates and, as such, examples of systems along the entire 
spectrum of maturity can be observed [Roy et al., 2001]. This provides insight on both 
inherited and contemporary controls on estuarine evolution, as well as the potential for 
paleo-environmental reconstruction from the sediment records of mature lagoons. 
2.2. THE MODELLING IMPERATIVE 
There is a long and continuing history of human interventions in coastal lagoons and 
estuaries. Given the anthropogenically altered state of many of these systems and the 
risks posed by climate change effects such as sea level rise and increased intensity and 
frequency of storms [IPCC, 2013], the importance of effective management will only 
increase. The consequences of management decisions can only be assumed to be greater 
now than in the past because human settlements and urban and industrial activity are 
increasingly concentrated around these low-lying areas. The availability of fresh water, 
fertile alluvial land, productive waters and accessibility to the hinterland for maritime 
trade have rendered estuaries preferred sites for settlement and industrial 
development in Australia [Saenger, 1995] and worldwide [Hodgkin, 1994]. In Australia, 
at least 85% of the population resides in close proximity to estuaries [Kench, 1999]. The 
empirical basis on which coastal management decisions are made has therefore never 
been so important. Depending on the timescale relevant to management decisions, 
information may constitute observable, measurable or historical data. Alternatively, 
future planning decisions may require information that does not yet exist and managers 
therefore have little option but to turn to predictive models.  
This section first establishes the demand for predictions for planning and management 
purposes in coastal lagoon environments (§2.2.1), including a number of historical 
coastal lagoon interventions and situations where models have been applied to coastal 
management decisions (§2.2.2). Some of the major criticisms made of predictive models 
of coastal evolution are also addressed (§2.2.3). 
2.2.1. Demand for predictions 
Human development has modified low-lying coastal areas and resulted in interventions 
of estuarine systems French [1997] provides a summary of such interventions. These 
include: clearing and filling swamps and wetlands for land reclamation throughout the 
mid to late 20th century (summarised for the U.K. by Doody [2004]); construction of 
artificial levees and drainage networks on intertidal flats such as Wooloweyah Lagoon 
in the Clarence Valley, NSW [White, 2009]; and dredging of lagoon basins to facilitate 
the passage of recreational and commercial vessels, minimise ‘weed growth’, and 
improve apparent water quality, often in response to human-induced increases in 
sediment and nutrient loads [Webster and Harris, 2004]. Interventions to protect or 
restore the ecological integrity of coastal lagoons include: protection of intertidal and 
subaquatic habitats through protected species acts (e.g. the  Australian Environment 
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Protection and Biodiversity Act 1999) and marine parks legislation (covered in 
Australia by the Marine Parks Act 2004 and reviewed by Jones [1999] for Great Britain 
and by Ward et al. [2001] for Australia and the world); and removal of sea walls 
throughout north-west Europe in favour of wetlands to address ‘coastal squeeze’ [Titus 
et al., 1991; Mazik et al., 2010], most notably through managed retreat programs 
[Townend and Pethick, 2002; DEFRA, 2005; Wolters et al., 2005]. 
There is renewed interest in wetland regeneration for potential blue carbon accounting 
schemes [McLeod et al., 2011]. Mangrove and saltmarsh soils are among the most 
carbon-rich of terrestrial vegetated habitats and are extremely efficient at sequestering 
carbon [Chmura et al., 2003; Donato et al., 2011]. Although further research is needed to 
improve estimates of carbon stores and fluxes for these environments [Saintilan et al., 
2013], preliminary attempts to value the carbon sequestration capacity of wetlands 
[Beaumont et al., 2014] suggests that, if habitat loss continues along the current trend, 
the value of this ecosystem service would be reduced by 25%. This is even before 
habitat loss from RSLR is taken into account. If  shoreline accretion is not able to keep 
pace with sea level rise then wetland habitats and low-lying developed areas will be 
subject to more frequent inundation and increased water and soil salinity [Saintilan and 
Williams, 1999; McCarthy et al., 2001; Syvistki et al., 2005]. These environments would 
also be less protected from storm surges and tidal flows [Townend and Pethick, 2002], 
which would be further exacerbated  by the potential drowning of intertidal habitats 
[Perillo and Syvitski, 2010] and unintended consequences of human interventions 
[Friess, 2009]. 
Further to coastal management applications, predictive models employed in academic 
contexts can provide invaluable opportunities to infer parameter values for processes 
operating simultaneously in nature and which may be otherwise intractable, to unravel 
inherent system complexity. In this context models can serve as an extra experimental 
method in scientific exploration, supplementing laboratory and field investigations and 
providing insight that could not otherwise have been obtained [Cowell and Thom, 
1994]. 
2.2.2. Predictive models for coastal lagoon morphological evolution 
Attempts to describe, replicate and predict the morphological evolution of coastal 
lagoons have been many and varied. For more than a quarter of a century models have 
been employed to quantify the threats of wetland loss and flooding by drawing on 
knowledge of sedimentation rates and system processes within estuarine environments 
[Kestner, 1975; Pethick, 1981; Allen, 1990; French and Spencer, 1993; Rybczyk et al., 
1998; Stive et al., 1998; Day et al., 1999; Morris et al., 2002; Rybczyk and Cahoon, 2002; 
Mudd et al., 2004; D'Alpaos et al., 2006]. A significant proportion of this effort has been 
dedicated to explaining observed morphological behaviour in the Venice Lagoon 
[Fagherazzi et al., 2006; Kirwan et al., 2010; Marani et al., 2010; Mariotti and 
Fagherazzi, 2010] and salt marshes of the Mississippi [Reed and Cahoon, 1992; 1993; 
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Cahoon et al., 1995a; Cahoon et al., 1995b; Cahoon et al., 2011]. Both of these systems 
experience high RSLR due to subsidence and therefore provide a valuable window into 
the future impacts likely to occur under sea level rise at more tectonically stable 
locations. 
The application of morphological evolution models for lagoon environments tends to be 
limited to exploratory analysis and efforts to explain observed behaviour, whereas few 
published studies translate these models directly to coastal management decisions. One 
of the few predictive examples is the study of  Wang et al. [2014] whose model of 
wetland surface elevation was used to estimate the size of sediment diversions required 
to alleviate wetland losses in subsiding Louisiana wetlands. Linhoss et al. [2014] used 
the Sea Level Affecting Marshes Model (SLAMM) to assess the vulnerability of wetlands 
in Florida to land use change and sea level rise. Kirwan et al. [2010] quantified the 
conditions (tidal range, suspended sediment concentration and rate of sea level rise) 
under which marshes are likely to survive in the future, and Marani et al. [2010] 
described the characteristic features of marshes of the Venice Lagoon with the intention 
to employ this capability in predictions of future evolution. While the potential 
application of such findings to coastal management is clear, documented evidence of 
applied use of morphological models is rare, which is incongruent with the scale and 
extent of threats to these systems.  Nicholls [2004] investigated the implications of  
various climate change scenarios for wetland loss and flooding by storm surges and 
concluded that wetland loss resulting from socio-economic factors such as 
environmental values, including attitudes towards coastal management, were likely to 
be of greater magnitude than effects relating directly to climate change. This highlights 
the need to support coastal management decisions with the best information available.  
2.2.3. Criticism of the use of models 
Models of coastal evolution fall into two main categories: the conceptual, qualitative, 
academic or exploratory models, on the one hand, and quantitative, predictive models 
on the other [Thieler et al., 2000]. The usefulness of the former for identifying 
interactions and drivers and furthering the understanding of coastal processes remains 
undisputed, whereas the latter kind has been the subject of some contention, with a 
small group of coastal researchers calling for an end to their use. Criticism has primarily 
been directed towards models of beach and shoreface evolution on the open coast 
rather than the estuarine environments at the centre of this research, but the issues 
raised are, in principle, equally applicable.  More than two decades ago, numerical 
models and equations for predicting beach processes were already in wide use in 
engineering and coastal management applications as well as academia. Examples 
include models of: beach shoreface response to sea level rise such as the Bruun Rule 
[Bruun, 1983] and the Shoreface Translation Model [Cowell et al., 1992]; shoreline 
responses to longshore sediment transport such as GENESIS [Hanson and Kraus, 1989]; 
and shoreline change due to cross-shore sediment transport such as SBEACH [Larson 
and Kraus, 1989]. More exist and are summarised by Hanson et al. [2003]. Each of these 
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models is based on assumptions that, to varying degrees, limit the conditions under 
which they can be applied. Of these, assumptions of alongshore homogeneity and cross-
shore equilibrium are most criticised.  
It has been argued that assumptions underpinning models of coastal evolution lag 
behind current understanding [Cooper and Pilkey, 2004b], are rarely satisfied in nature 
[Young et al., 1995; Cooper and Pilkey, 2004c; Pilkey and Cooper, 2004], and that the 
assumptions themselves are flawed to begin with [Pilkey et al., 1993; Pilkey and Cooper, 
2006]. Further issues arise with the application of models when the assumptions they 
rely upon are taken out of context or applied with little to no validation [Thieler et al., 
2000]. Model outputs also tend to portray a sense of certainty that grossly 
misrepresents the current state of knowledge [Cooper and Pilkey, 2004a], and can 
contribute towards the creation of an ‘expected universe’ as calibration is used to fit 
model outputs to expectations [Young et al., 1995]. Further, the more simplistic and 
widely applied the models, the less open to scrutiny and refinement they tend to be 
[Cooper and Pilkey, 2004b]. In fact, the uncertainty surrounding the isolation of 
processes from one another in model parameterisation efforts is considered by this 
group of coastal researchers to be entirely prohibitive, to the point where predictive 
models provide no better results than do qualitative assessments based on professional 
expertise [Thieler et al., 2000; Cooper and Pilkey, 2004a; Cooper and Pilkey, 2004b; 
Pilkey and Cooper, 2004; 2006]. 
The coastal research community has largely moved beyond such arguments and, as 
articulated by Cowell and Thom [2006], if coastal scientists are not able to provide 
quantified estimates of coastal change, planners, lawyers and engineers will adopt their 
own techniques. Decision-making will not be deferred in the face of uncertainty; 
invoking the argument of unreliability in model predictions has certainly not been 
shown to load decisions in favour of conservation or conservatism in the past [Cowell 
and Thom, 2006]. Whilst the above arguments should not be considered prohibitive, the 
concerns remain valid in many ways. As pointed out by Cowell et al. [2003a] and Cowell 
et al. [2006b], however, the concerns stem more from the application of predictive 
models than from the models themselves. A number of strategies have been formulated 
to address the application of predictive models including, most obviously, the continued 
pursuit of improved knowledge of coastal processes and morphological behaviour. In 
the field of estuarine evolution, particularly where wetland and marsh evolution is 
concerned, arguments against the use of models have been largely kept at bay and the 
research community has continued to focus on knowledge improvement. So too, 
however, has the application of predictive models to coastal management in these 
environments been more limited and the exposure to criticism somewhat reduced. 
Further strategies for addressing concerns raised in this section include structured 
frameworks for the distillation of raw data into formats appropriate for models and 
stochastic approaches to modelling in lieu of single value, deterministic outputs. The 
formulation of these strategies is based on addressing the fundamental principles of 
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large scale coastal behaviour including complexity, non-linearity and problems of scale. 
Any further discussion of modelling approaches needs to be underpinned by an 
understanding of these principles, elucidated in Section 2.3. The modelling approaches 
or strategies themselves are discussed in Section 2.4. 
2.3. PRINCIPLES OF COASTAL EVOLUTION 
Large scale coastal evolution operates on spatial scales of 10 km and time scales of 
decades, which are applicable to coastal planning [Stive et al., 1991]. Coastal evolution 
at any scale is governed by constraints imposed by processes operating on larger scales 
and is manifest as the integral of all processes operating on smaller scales [de Vriend, 
1991a]. Understanding of coastal processes is most advanced at the small time and 
space scales associated with sediment dynamics; single events such as waves, tides or 
storms. Scaling up of these processes to scales appropriate for planning and coastal 
management is hindered by uncertainty which stems from the morphodynamic nature 
of coastal systems [Cowell and Thom, 1994]. Morphodynamics is defined as “the mutual 
adjustment of hydrodynamics and topography where the one is shaped by and, in turn, 
shapes the other” [Wright and Thom, 1977]; in other words, the morphological output 
of any given change in conditions is an input for the next cycle of change. A given 
morphological state may evolve to any one of a number of states within a range of 
possibilities because the unique combination of processes operating at a given moment 
in time dictate the attainment of a new state. Each morphological state thus depends on 
all preceding morphological states and the stochastic boundary conditions that dictated 
the particular evolutionary trajectory followed at each time step. Very good accounts of 
the characteristics of morphodynamic systems applicable to coastal evolution are 
provided by Wright and Thom [1977] and Cowell and Thom [1994]; their work is the 
basis of this Section. 
In this Section, the features of morphodynamic systems are explained as they apply to 
coastal lagoon evolution. All are potential sources of uncertainty that tend to prevent 
the identification of clear cause and effect relationships [Wright and Thom, 1977], and 
influence the effectiveness of predictive models. These features are: non-linearity 
(§2.3.1); equilibrium, hysteresis and response times (§2.3.2); stochastic boundary 
conditions (§2.3.3); cumulative evolution and Markovian inheritance (§2.3.4); and,  
perhaps most relevant to the present research, the intractability of processes acting 
over multiple time and space scales (§2.3.5). 
2.3.1. Non-linearity 
In coastal lagoons, the ongoing supply of sediment over time from a variety of sources 
enables the continual creation of typical morphological features such as deltas, levees 
and tidal channels. The location and form of these features is controlled by fluid 
motions: river flows, wind waves and tidal currents. In turn, all types of flow are 
modified by the morphological features themselves. Coastal lagoons thus evolve 
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through the cyclic feedback between morphology and hydrodynamics (Figure 2.4). In 
large scale coastal behaviour, provided the environment remains depositional, the 
result of this ongoing feedback is preserved as stratigraphy; a record of past 
morphologies superimposed on one another. In coastal lagoons, a fourth component, 
ecology, influences every aspect of this feedback loop in coastal lagoons (§4.6.1).  
Non-linearity may entail positive feedback, where changes in one aspect of the 
morphodynamic system drive further, and greater, changes until a threshold is reached, 
also known as self-organising behaviour, or negative feedback, where system changes 
progressively decreased the likelihood or the magnitude of further changes, also known 
as self-regulation [Wright and Thom, 1977; Cowell and Thom, 1994]. Positive feedback 
is unstable and necessarily short-lived; this sort of behaviour drives systems towards a 
new equilibrium regime. Negative feedback, on the other hand, is the mechanism 
through which equilibrium is re-established or maintained.  
 
Figure 2.4 A schematic representation of the morphodynamic feedback that, over time and as a 
result of external forcing, causes coastal change. Adapted from [Cowell and Thom, 1994]. 
Tidal inlets, the point of exchange between coastal lagoons and the ocean, provide an 
example of both positive and negative feedback and threshold behaviour between the 
two. Under steady conditions, the size of a tidal inlet depends on the balance between 
the forces keeping it open such as tidal currents and river discharge and the forces 
attempting to close it – ocean waves [de Swart and Zimmerman, 2009]. Generally, inlets 
exist in a state of continual negative feedback, where tidal currents and river discharge 
maintain the width and depth required for flows to pass through, despite the ongoing 
barrier-building processes of ocean waves acting on the inlet. A decrease in flow 
volume, perhaps during a period of aridity and/or increase in ocean wave energy, 
however, can result in positive feedback where gradual shoaling of the entrance results 
in reduced flows through the inlet and further reduced opposition to the wave-driven 
processes, eventually resulting in closure of the inlet. This state allows barrier-building 
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to continue unabated, since the opposing force no longer exists. A threshold may be 
reached, however, when the lagoon floods due to river discharge to the point where the 
barrier is breached. This triggers a second, short-lived type of positive feedback until 
such time as a balance is once more achieved. 
This type of threshold behaviour is reminiscent of concepts more frequently dealt with 
in ecological systems, where multiple stable states exist and catastrophic shifts occur 
between them when drivers exceed certain thresholds. Such behaviour has certainly 
been observed within coastal lagoons where benthic communities interact with 
sediment deposition patterns by Wang and Temmerman [2013] and Herman et al. 
[2001]. This is discussed further in Section 4.6.1. 
2.3.2. Equilibrium, hysteresis and response times 
Coastal systems (as with all systems in nature) strive towards a balance between the 
strength of driving forces and the strength of resistance to those forces [Wright and 
Thom, 1977]. The example of the tidal inlet described in the previous section 
demonstrates such a balance. The attainment of equilibrium depends upon a total 
absence of fluctuations in driving forces but such conditions rarely, if ever, persist for 
long enough in nature for equilibrium to be reached. Typically the strength, direction or 
even type of forces shift before equilibrium is reached, resulting in dynamic equilibrium, 
or hysteresis – morphological adjustments lagging behind driving forces [Cowell and 
Thom, 1994]. The consequence of hysteresis is that the true effect of driving forces on 
morphological forces is nearly impossible to ascertain if the corresponding equilibrium 
state is never reached. 
To further complicate matters, the time required to adjust towards a new equilibrium 
state or to respond to changes in driving forces depends on morphological length scales 
[Wright and Thom, 1977]. Larger features respond to drivers slowly; for example, 
response times for the lower shoreface to sea level rise are in the order of thousands of 
years [Cowell et al., 2003a], whereas wave ripples adjust to wave regimes over days, 
hours or even minutes. This lag has been demonstrated over multiple timescales in a 
laboratory environment for tidal channel formation [Coco et al., 2013] and observed in 
relation to the 18.6 year lunar nodal cycle in tidal marshes [Wang and Townend, 2012]. 
The difficulty of linking driving forces and morphological responses is therefore 
amplified as the morphological scale increases since response times are more likely to 
exceed the period over which evidence is available. 
2.3.3. Stochastic boundary conditions 
The boundary conditions driving hydrodynamic processes (Figure 2.4) generally relate 
to weather patterns, which are unpredictable. Human impacts are now also significant 
drivers of coastal lagoon evolution (§4.5) and these are also subject to considerable 
uncertainty [Otter and Capobianco, 2000]. Boundary conditions dictate the equilibrium 
states, so the end goal of morphodynamic interactions is constantly shifting. Even if the 
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problem of hysteresis (§2.3.2) was overcome and drivers could be associated with a 
specific equilibrium state, predicting a future state would be nearly impossible because 
the drivers themselves are stochastic [Cowell and Thom, 1994]. Where models of 
coastal behaviour are concerned, stochastic drivers can be aggregated or represented 
statistically provided information is available about morphological responses to those 
drivers over the aggregation time scale [Terwindt and Battjes, 1991]. The availability of 
such information is, of course, hampered by hysteresis but represents perhaps as useful 
an approximation as is possible. 
2.3.4. Cumulative evolution and Markovian inheritance 
Morphological changes produced by sediment transport under average conditions can 
be sufficiently small and slow as to be imperceptible or immeasurable over 
instantaneous time scales (Figure 2.5a). The sum of many such small changes, however, 
generates morphological change that is both measurable and observable over longer 
time scales. Events such as storms and floods, on the other hand, can have dramatic 
morphological effects in relatively short periods of time, and yet these effects are often 
fleeting; the net change following re-adjustment of the system may be much smaller 
than that observed during or after the event itself [Wood and Widdows, 2002; Bentley 
et al., 2014; Zhu et al., 2014]. Coastal evolution is thus the cumulative result of minor 
changes resulting from weak drivers and the residual effects of fluctuating stronger 
drivers [Cowell and Thom, 1994]. Although measurements of morphological responses 
to these individual drivers contribute to process-response knowledge, they are not 
directly necessarily at larger scales. 
At any given moment in time, coastal morphology also depends on all morphological 
states preceding that moment and the stochastic drivers that, every step along the way, 
dictate the particular evolutionary path taken from a range of possibilities. State-
dependence has been demonstrated for coastal lagoons through laboratory recreation 
of tidal channel networks [Stefanon et al., 2010]. The seemingly random sequence of 
states through which a system moves is referred to as a Markov chain [Cowell and 
Thom, 1994]. In it, each state is sensitive to initial conditions; that is, it depends only on 
the preceding state which, in turn, depends on the one before it. Throughout the chain, a 
unique path is carved out where every step of the way the morphological outputs of the 
preceding step are included as inputs for the next. The probability of a system moving 
from one state to another multiplies to approach zero over time, limiting the 
predictability of coastal evolution as well as the ability to retrace historical evolution. 
2.3.5. Scale and complexity 
Processes involved in coastal evolution operate over a variety of time and space scales 
and interact within and between these scales in such a way as to become frequently 
intractable, creating complexity. Cowell and Thom [1994] define a range of scales 
relevant to coastal evolution and variations of these have been applied to coastal 
lagoons and estuaries by other authors [Coco et al., 2013]. Examples include locally 
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generated wind waves acting over short time scales of seconds, minutes or hours and 
their associated bed formations such as wave ripples and, over longer periods of time, 
spits which are in the order of centimetres or metres, respectively. Over much longer 
time scales, eustatic sea level rise and tectonic adjustments drive changes to entire 
coastal lagoon systems with spatial scales in the order of kilometres (Figure 2.5a). Since 
these processes rarely occur in isolation, separating their various effects from one 
another is challenging at best, and compounds all of the other sources of uncertainty 
discussed in preceding sections. The interaction between multi-scale processes also 
results in non-homogeneity; variability often reigns across spatial scales as well as time 
scales [Wright and Thom, 1977; de Brouwer et al., 2000; De Backer et al., 2010]. 
Many drivers of coastal change fluctuate on varying timescales. For example water 
levels may change by several metres over the course of a few hours due to tides, whilst 
the average of tidal water levels may in turn display a longer-term trend of change due 
to the (approximately) decadal El Niño Southern Oscillation, or due to the 18.6 year 
lunar nodal cycle, or even a much longer-term increasing trend of RSLR. The timescale 
of interest will dictate which of these types of fluctuation processes are significant and 
which might be considered simply ‘noise’. Processes operating on scales greater than 
that of interest for predictions are seen as extrinsic to the system, as boundary 
conditions or constraints, whereas those on smaller scales may be subject to 
aggregation or may even be dismissed as meaningless fluctuations (noise). Separating 
processes on the basis of scale is complicated by the fact that seemingly very small scale 
processes can have landscape-level significance [Murray et al., 2002; van de Koppel et 
al., 2012]. 
In summary, the combination of stochastic boundary conditions dictating the 
evolutionary path of coastal lagoons, the already intractable nature of multi-scale 
process interactions and the decoupling of the system state from its drivers precludes 
attempts to reproduce coastal evolution using traditional, reductionist approaches. 
Large scale coastal behaviour, rather than its constituent processes, is increasingly the 
focus of research efforts [de Vriend, 1991a]. Strategies to deal with the myriad sources 
of uncertainty are still required (§2.4). 
2.4. FROM NATURAL SYSTEMS TO PREDICTIVE MODELS 
A large scale coastal behaviour approach to predictive modelling entails a move away 
from the traditional, reductionist view of coastal processes, where physical 
understanding is greatest and models most prolific [de Vriend et al., 1993], and which 
cannot be reliably scaled up to time and space scales relevant to coastal management 
decision-making (§2.3). Besides, knowledge of drivers and process interactions is 
unlikely to ever reach a level of confidence (Figure 2.5b) where predictions can be made 
about future behaviour with absolute certainty [Townend, 2004; Cowell et al., 2006a]. 
Even if sufficient confidence was achieved, the complexity of models based on that level 
of detail would entail a prohibitive numerical effort [D'Alpaos et al., 2006]. Preferred 
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approaches to long-term modelling include: input reduction through the use of 
representative values for processes to generate the correct net residual changes rather 
than representing the full range of fluctuations; model reformulation to integrate 
processes and exclude unimportant, smaller scale effects; and behaviour-oriented 
modelling, where phenomena are described in terms of their major drivers without the 
detail of the underlying processes [de Vriend et al., 1993]. Ignoring process-oriented 
and quantitative thinking however, would be to the detriment of predictive modelling 
[de Vriend et al., 1993]; yet the availability of datasets to validate models over the 
required scales is limited at best, entirely absent at worst [De Vriend, 1991b]. Such 
datasets would need to span timescales longer than a typical researcher’s career, 
perhaps beyond the lifespan of some organisations. De Vriend [1991b] advocates for the 
integration of mathematical modelling with laboratory and field measurements 
wherever possible.  
 
Figure 2.5 Schematic representation of (a) the continuum of time and space scales operating in 
coastal lagoons and the implications for predictive models (adapted from [Coco et al., 2013] and 
[Cowell and Thom, 1994]) and (b) the relationship between uncertainty and the level of 
parameterisation of predictive models, which depends on the degree to which processes are 
understood [Cowell and Thom, 1994].  
The level of data and/or model reduction must be appropriate to the end goal. The 
process of determining what is appropriate becomes yet another source of uncertainty 
in predictive models that is rarely taken into account by those making decisions based 
on model outputs, fuelling arguments such as those presented in Section 2.2.3. Several 
strategies that deal with sources of uncertainty in predictive models have been 
developed but many challenges in this field of coastal research remain [de Vriend, 
2003]. The strategies include: stochastic approaches to model outputs (§2.4.1); formal 
specification of a framework and template with which to define scales and distil coastal 
systems into an appropriate form for predictive modes (§2.4.2) and calibration, 
validation and hindcasting techniques (§2.4.3).  
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2.4.1. Stochastic modelling approaches  
If coastal researchers are in agreement on anything, regardless of whether they 
advocate for the use of models in the first place, it is the need to move away from single-
output deterministic models and their misleading implication of certainty, and to 
simultaneously educate decision-makers in coastal planning and management about the 
need to consider risk and probability to enable transparent and responsible decision-
making [Young et al., 1995; Otter and Capobianco, 2000; Cooper and Pilkey, 2004a; 
Pilkey and Cooper, 2004; Cowell and Thom, 2006; Cowell et al., 2006b; Pilkey and 
Cooper, 2006]. Predictive models increasingly use techniques that allow the portrayal of 
uncertainty through their outputs. Such techniques are rare in the field of estuarine and 
wetland modelling, but a number of cases from the open coast are described here. Most 
recently, Cowell et al. [2006b] modified an existing model, the Shoreface Translation 
Model [Cowell et al., 1992], to accept inputs expressed in terms of probability density 
functions. This meant the model ran in Monte Carlo simulation fashion, where each 
iteration of the model selected randomly from the parameter ranges to generate a 
number of different model outputs that could be expressed in terms of probability. This 
approach caters for uncertainty in parameter values and, more importantly, better 
reflects the stochastic nature of external drivers and the wide range of real-world 
possibilities for future coastal evolution. The output corresponding to a probability of 
0.5 would be identical to that produced by a deterministic version of the same model, 
but the probability-based expression of it permits decision-makers to take risk into 
account.  
The issue of uncertainty in models for Integrated Coastal Zone Management is 
addressed by Otter and Capobianco [2000] with posterior evaluation of model output 
uncertainty through sensitivity analysis. They recognise three sources of uncertainty: 
uncertainty in decision making, scientific uncertainty and model uncertainty. Tools for 
handling uncertainty are identified as a priority in the development of Coastal GIS 
models [Zeng et al., 2001], including such tools as fuzzy set analysis, probability, 
random simulation and Neural Network, employed by Cowell and Zeng [2003]. 
2.4.2. Framework for system and process aggregation 
Models of morphological behaviour need to be able to integrate the usually more 
abundant and more detailed knowledge of small-scale processes in order to replicate 
the longer-term, less well-understood evolutionary path of the system. 
Even without predictive models, Cooper and Jay [2002] express the need to overcome 
the sources of uncertainty described in this section to enable the identification of 
geomorphic issues relevant to coastal planning. They developed a set of “geomorphic 
tools” to assist in this task; the formal allocation of processes and interactions to pre-
defined scales. The definition of each is non-prescriptive and dependent on the scale at 
which the coast is viewed. The application of the geomorphic tools consisted of 
systematic identification and qualitative assessment of coastal processes at all levels. 
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A similar, but perhaps more formal, approach was adopted by Cowell et al. [2003a] for 
the application of predictive models. The coastal tract concept was formulated to 
represent the entire sediment-sharing coastal system comprising the coastal zone from 
the back-barrier to the continental shelf including, where present, the backbarrier 
estuary or lagoon, barrier, dunes, upper shoreface and lower shoreface. The coastal 
tract represents the first-order system in a hierarchy of time and space scales. At any 
level of the hierarchy, constraints and boundary conditions are provided by levels above 
and internal processes shaping evolution by the levels below. The smaller the scale of 
processes and the more distant the level within which they operate, the more likely 
those processes are to be classified as noise. The coastal tract and the hierarchy provide 
a framework for the identification and aggregation of processes relevant to the scale of 
interest in coastal research. Further, a formal procedure for the distillation of 
information regarding the natural system into a form consistent with the predictive 
model being used is proposed; coastal tract templating. This involves firstly delineation 
of the spatial boundaries of the coastal cell, then determination of extent to which 
spatial aggregation is possible for the coastal cell and, finally, transformation of spatial 
attributes and processes into parameter estimates and variables for use in the 
predictive model. Where spatial homogeneity cannot be assumed under any 
circumstances, spatial aggregation is inappropriate and as yet unresolved challenges 
arise. The concept of small-scale processes interacting with large-scale (landscape-
level) constraints has been invoked to explain characteristic features of estuarine 
systems: mussel beds, mud flats and salt marshes [van de Koppel et al., 2012]. 
 A key part of the response to arguments invoking misuse of predictive models and poor 
application of model assumptions is advocacy for the application of a formal framework 
just such as this [Nicholls and Stive, 2004]. A documented, consistent approach of this 
kind would ensure that sources of uncertainty were identified and communicated to 
decision-makers to maximise transparency. Although the concept was designed with 
the open coast in mind, and the applications described in the companion paper [Cowell 
et al., 2003b] limited to models of beach shoreface evolution, the principles are easily 
applicable to coastal lagoons. From the myriad processes operating in lagoon 
environments, and particularly at lagoon shorelines (see Chapter 4), differentiation 
between signal and noise is as important as ever.  
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Figure 2.6. Schematic representation of the continuum of temporal and spatial scales and their 
respective roles relative to the scale under investigation. Source: Cowell et al., 2003a (left) and de 
Vriend, 1993 (right). 
The early, simple model of Pethick [1981] associating marsh height with age, is 
supported elsewhere and yet is complicated by additional factors controlling elevation 
and deposition rates such as compaction, sea level variation and vegetation density 
which, to this day are the subject of much research and scrutiny in wetland elevation 
models. Much attention has been focussed on these aspects of wetland elevation change 
in isolation in laboratory studies and their interactions in the field, but a structured 
approach distinguishing significant from insignificant drivers has thus far been elusive. 
Despite the structured framework for process aggregation provided by Cowell et al. 
[2003a], the delineation of process boundaries between the various scales and levels of 
the hierarchy remains subjective – in many cases the lines are blurred by multi-scale 
interactions. There is no accepted cut-off point at which smaller scale processes can be 
considered sufficiently ‘weak’ to be regarded as noise and excluded from 
parameterisation. 
2.4.3. Calibration, validation and hindcasting 
Calibration of model parameters and validation of outputs are key steps in the 
preparation of predictive models, although true validation of predictions is, by 
definition, impossible. Hindcasting or inverse modelling of existing features represent 
alternative mechanisms of validation Cowell and Thom [1994] provided the data 
against which model outputs are validates are not those used for initial model 
calibration, or there is a risk of circular reasoning [De Vriend, 1991b]. Combining 
numerical models with field and laboratory analysis can be a beneficial approach as 
highlighted by the work of Zhou et al. [2014].  
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It has been stressed in the past that “the research underpinning the prediction 
methodology should make use of all resources available” [de Vriend, 2003]. This 
includes field observations, monitoring programs, laboratory work, numerical 
modelling and historical and geological reconstructions. It will be some time before the 
former exist on sufficiently large timescales to be used for predictions with confidence 
[Terwindt and Battjes, 1991]. In the meantime the geological record represents a thus-
far grossly under-exploited resource for information about coastal lagoon evolution. Its 
true potential as an information source can only be realised if process-based research 
and measurements continue with the aim of linking contemporary processes with 
sediment inputs. This pursuit becomes important when dealing with the geological 
record because information preserved in stratigraphy is removed from the controlling 
morphodynamic processes at the time of deposition. This aspect aside, the history of 
deposition captured within the geological record provides vast quantities of 
information about rates of change and many of the contributing factors over timescales 
that could not be achieved through any other mode of data collection. Distinguishing 
between significant and insignificant processes from the stratigraphic data is simplified 
since only cumulative residuals of fluctuating events are captured in the first place. 
Investigating the full potential of the geological record as a source of information for 
model calibration is the primary focus of this research. 
2.5. SUMMARY 
This chapter has clarified the imperative for predictions of estuary evolution and 
explained that coastal lagoons provide simpler laboratories in which to improve 
understanding of the processes being modelled than estuaries. Models are widely 
employed by the estuarine research community, in both exploratory and predictive 
applications, but their effectiveness is largely limited to academic purposes because of 
the uncertainty that surrounds extrapolation of short-term process knowledge to scales 
that are suitable for coastal management. This uncertainty relates to inherent 
properties of morphodynamic coastal systems, some of which may be overcome by 
combining a continued commitment to the collection of long term monitoring data with 
better exploitation of the geological record. The latter preserves much longer periods of 
changes than can be measured by monitoring programs and is subject to less 
uncertainty in depositional environments because stratigraphy is built only by 
cumulative net residuals of fluctuating processes. An insufficiently exploited resource 
has thus been identified for the improvement of predictive models in coastal lagoons 
and estuaries (the geological record), and this is the basis for the present research. 
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3. COASTAL LAGOONS:  
GEOLOGIC EVOLUTION IN TWO PHASES 
Estuaries formed globally when river valleys and bays were inundated by the rising sea 
towards the end of the Holocene post-glacial marine transgression and have been 
supplied with sediment ever since. Coastal lagoons, estuaries that are partially or 
wholly cut off from marine influence, are said to evolve through sedimentation from an 
immature, unfilled state to a mature, filled state at a rate dependent on sediment supply. 
The existence of numerous examples of lagoons that remain unfilled worldwide, 
however, despite thousands of years of sedimentation, suggests that a discontinuity in 
the geologic evolution of lagoons occurs before maturity is reached.  
Presented here is a hypothesis that geologic evolution takes place in two phases which 
are defined by changes in physical processes. The early phase aligns with the traditional 
view but ends when a depth threshold is reached. In the late phase, sedimentation is 
inhibited by the local energy regime and can only proceed if the lagoon surface area is 
reduced. Validation of the existence of these two distinct process-based phases of 
geologic evolution will improve the reliability of predictive models for lagoon shoreline 
changes and rates of basin fill as well as reduce the risk of misinterpreting past 
conditions from the geological record. 
3.1. BACKGROUND 
The low-relief shorelines of estuaries tend to support densely populated coastal 
communities as well as important wetland habitats. The latter are often the focus of 
conservation efforts [Jennerjahn and Mitchell, 2013], act as flood buffers during storm 
surges  [Townend and Pethick, 2002], have the potential to store large quantities of 
greenhouse gases [Chmura et al., 2003; Saintilan et al., 2013], are under pressure due to 
human interventions [Elliott and Whitfield, 2011] and face future impacts from sea level 
rise and other climate change effects [Saintilan and Williams, 1999; McCarthy et al., 
2001; Syvistki et al., 2005]. Complexity and variability reign in estuarine environments 
[Roy et al., 2001] however, and this hampers efforts to understand drivers of change in 
estuaries and on their shorelines. Coastal lagoons, a comparatively less complex and 
more narrowly defined category of coastal water body, are therefore the focus of the 
evolutionary model described herein. 
Unlike many types of estuaries, coastal lagoons have only restricted or intermittent 
connections to the ocean and, in order to maintain that restricted connection, also tend 
to have low freshwater input relative to their size [Harris, 2008]. Their energy regimes 
are dominated by internally generated wind waves [Ward and Ashley, 1989; Bird, 1994; 
Harris, 2008]. The low energy regime and reduced influence from ocean waves, tides 
and fluvial discharge provide an opportunity to study a reduced number of processes in 
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an otherwise complex environment, so coastal lagoons are appealing natural 
laboratories for investigating processes operating in coastal water bodies. The formal 
definition of coastal lagoons adopted here is “inland water bodies… separated from the 
ocean by a barrier, connected to the ocean by one or more restricted inlets which 
remain open at least intermittently, and have water depths which seldom exceed a few 
metres. A  lagoon may or may not be subject to tidal mixing, and salinity can vary from 
that of a coastal fresh-water lake to a hypersaline lagoon, depending on the hydrologic 
balance” [Kjerfve, 1994]. Schematisation of an idealised coastal lagoon is provided in 
Figure 3.1. 
 
Figure 3.1 An idealised coastal lagoon displaying major geomorphic units. The central mud basin 
and fringing intertidal flats are the focus of the model of geologic evolution presented here. Cut off 
embayments exhibit analogous behaviour on smaller scales. Other geomorphic units that make up 
coastal lagoons have the potential to act as system constraints whose position and extent 
influence where the threshold depth lies through their control on wind fetch, but are otherwise 
excluded from the present scope. Vertical line X-Y represents the cross section used in Figure 3. 
Figure adapted from source [Roy et al., 2001]. 
Coastal lagoons on the southeastern Australian coast occur on gently sloping substrates 
where, following the stabilisation of sea level at least 6,000 years ago, transgressive 
coastal sand barriers were able to form at the mouths of flooded river valleys and 
coastal inlets, partially or wholly isolating low energy, lagoonal environments [Roy, 
1984; Bird, 1994]. In other parts of the world lagoons formed in similar circumstances, 
though sources of sediment for barrier formation vary [Bird, 1994]. As with estuaries 
more broadly, coastal lagoons are considered temporary features over geologic 
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timescales because they are naturally filled over time through sedimentation [Ward and 
Ashley, 1989; Bird, 1994; Nichols and Boon, 1994]. Lagoons intercept sediment 
conveyed by rivers from landwards catchments to the ocean until such time as 
accommodation space within lagoon basins is exhausted. The lagoon system then acts 
as a sediment pathway rather than a sink, as sediment is delivered directly to the coast, 
and the system is referred to as a delta [Roy, 1984; Roy et al., 2001; Heap et al., 2004]. 
Geologic evolution of coastal lagoons from unfilled to filled (delta) states has been 
described as a “seamless progression” that proceeds according to the rate of sediment 
supply [Roy et al., 2001]. The persistence of a large number of coastal lagoons along 
several coastlines despite up to 6,000 years of sediment supply suggests that sediment 
supply is not the only control on their geologic evolution. Examples are numerous on 
the southeastern Australian [Roy et al., 2001] and Texas coasts [Price, 1947]. This paper 
presents the hypothesis that a threshold can be reached in the natural geologic 
evolution of coastal lagoons that changes the trajectory of ongoing evolution. It is 
argued here that: (i) geologic evolution of coastal lagoons through sedimentation is 
divided into two distinct phases, each affected by different factors; (ii) the threshold 
between the two phases is directly related to the local wind regime; and (iii) recognition 
of lagoon maturity in relation to this threshold will improve interpretation of past infill 
rates from the geological record and prediction of future geologic evolution. The 
rationale leading to the development of these arguments is presented and further 
research to validate the arguments is proposed. 
3.2. ACCOMMODATION SPACE WITHIN COASTAL LAGOONS 
The geologic evolution of coastal lagoons is typically expressed in terms of the rate of 
basin fill through sedimentation. It is thus helpful to consider lagoon fill in terms of 
maturity [Roy et al., 2001]. Immature lagoons are newly inundated depositional basins 
in which the entire volume of the water body is available to accommodate sediment; 
mature lagoons (or deltas) are entirely filled with sediment, accommodation space has 
been exhausted, and river discharge flows directly to the coast. Most processes 
operating within lagoons affect maturity through the creation and consumption of 
accommodation space. Relative sea level rise for example, creates accommodation space 
for deposition; whereas reduced sediment supply will reduce the rate at which 
accommodation space is consumed [Nichol et al., 1994]. 
The term accommodation space, as used here, refers to the total subaqueous volume of 
coastal lagoon basins available for sediment deposition. Effective accommodation space, 
on the other hand, is the proportion of total accommodation space that is available for 
sediment deposition given the specific combination of sediment properties and energy 
regime within a coastal lagoon. The volume of effective accommodation space is less 
than the volume of total accommodation space. This is because once basin 
sedimentation comes near to occupying the total accommodation space, hydrodynamic 
processes such as waves and currents periodically exceed some critical sheer stress and 
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entrainment [Roy and Peat, 1976]. Effective accommodation space may be exhausted by 
ongoing sediment deposition but, in the absence of any mechanism to alter sediment 
properties or energy regime, some total accommodation space remains because its 
consumption is inhibited by the energy regime. The rate of consumption of 
accommodation space in coastal lagoons and estuaries has previously been described as 
dependent on rates of sediment supply [Roy et al., 1980; Boyd et al., 1992; Dalrymple et 
al., 1992].  The identification of a number of coastal lagoons not actively infilling [Price, 
1947; Roy and Peat, 1976], however, suggests that the assumption of supply-dependent 
fill is only valid up to a certain point in the evolutionary trajectory. This point appears to 
be reached well before total accommodation space is exhausted (i.e. before the system 
matures into a completely filled delta) and is assumed here to coincide with the 
exhaustion of effective accommodation space.  
For 31 oval, enclosed tidal basins on the Texas coast, maximum basin depth has been 
correlated to average width [Price, 1947]. This dataset is presented in Figure 3.2. The 
depth-width ratios appear to have been maintained over time, despite up to 10 ft of 
eustatic sea level rise, suggesting a dynamic equilibrium between basin form and energy 
regime. Departures from observed correlations were within the range of incidental 
scour and fill detected from historical depth soundings, and maintenance of the depth-
width equilibrium was attributed by the author to wave scour processes and wind fetch. 
The less regularly shaped shoreline of Myall Lake on the NSW coast, Australia, was also 
investigated for an equilibrium form, but in terms of point-specific wind fetch and wave 
energy rather than just physical dimensions [Shepherd, 1970]. In that study, smooth 
bottom profiles were assumed to indicate that basin morphology was almost entirely 
controlled by local wave regime despite heterogeneous wave exposure throughout the 
basin. The relationship between depths at 33 stations throughout the lake and their 
respective energy regimes was, in fact, very strong (r = 0.91). The coastal lakes of 
southeastern Australia have also been found to exhibit a depth-width correlation, also 
shown in  Figure 3.2 [Roy and Peat, 1976].  
These examples suggest that once coastal lagoons fill to a certain depth, their 
morphology (excluding non-erodible substrates) is in equilibrium with their time-
averaged energy regime. The continued progression from this point towards absolute 
maturity appears to be either stalled or slowed. Further demonstration of this apparent 
equilibrium is provided by numerous examples of coastal lagoons whose rate of basin 
accretion has kept pace with sea level rise, including the New Jersey coast [Carson et al., 
1988], the Wadden Sea [Eysink, 1991], and many more examples listed in Figure 7.15 of 
Nichols and Boon [1994]. If not for the ongoing creation of accommodation space by 
rising sea level it seems that basin sedimentation would have ceased entirely. 
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Figure 3.2 Scatter plot of wind fetch vs. water depth for twelve southeastern Australian estuarine 
basins [Roy and Peat, 1976] and 31 Texas water bodies [Price, 1947]. Measurement parameters 
differed between the two studies, as indicated on the axes (i.e. mean vs. maximum water depth). 
Scatter among this data set is likely to be reduced by using a wave energy parameter that accounts 
for variation in the wind regime rather than simply basin width. A line of best fit has been drawn 
through the data points for each region to indicate where the threshold depth might lie as a 
function of basin size, but had the basin width been replaced with wave energy a line representing 
the upper bound for each region would have better defined the threshold depth than a line of best 
fit. 
Originally, depth-width data for southeastern Australian coastal lakes [Roy and Peat, 
1976] were collated to test the authors’ own hypothesis regarding the geologic 
evolution of coastal lagoons. They attributed the apparent equilibrium to the fact that 
the lagoon basin, through continued sedimentation, had reached a level at which wind 
waves interacted with sediment and prevented further deposition. Where an ocean 
connection allowed suspended sediment to be exported from the lagoon, infill appeared 
to have stalled despite continued sediment supply. The depth at which this occurred 
was termed the threshold depth, representing a threshold between supply-limited basin 
sediment rates and sedimentation limited by energy regime. In terms of accommodation 
space, this depth represents the exhaustion of effective accommodation space. Wave-
sediment interactions as related to coastal lagoon evolution have been described 
anecdotally elsewhere [Nichols and Biggs, 1985; Nichols and Boon, 1994; Van Goor et 
al., 2003] but have not formed the basis of formal classification schemes of coastal 
lagoon maturity [Roy et al., 1980; Roy et al., 2001] that followed the original hypothesis. 
Since the threshold depth represents a quantifiable distinction between two phases of 
geologic evolution, it is argued here that maturity models could be strengthened if it 
was the basis on which phases of maturity were distinguished.  
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3.3. A TWO-STAGE MODEL OF GEOLOGIC EVOLUTION 
A model of geologic evolution of coastal lagoons is proposed here and, it is hoped, will 
be the subject of thorough testing and validation in the future. The model consists of 
two distinct phases of evolution: the first reflects the traditional view of supply-limited 
sedimentation (Figure 3.3a); whereas the second is constrained by additional factors 
that act to prevent sedimentation (Figure 3.3c). The threshold between the two relates 
to depth and is defined as the depth at which the orbital motions of wind waves are able 
to suspend sediments within the central mud basin (Figure 3.3b). A range of 
terminology has been used to describe the depth where wave-sediment interactions 
occur including equilibrium depth [Nichols and Biggs, 1985], base level [Nichols and 
Boon, 1994] and equilibrium volume [Van Goor et al., 2003]. The term used here is 
threshold depth after Roy and Peat (1976). It is also the depth at which effective 
accommodation space is exhausted. 
Sediment mobilisation requires that wave orbital velocities exceed some critical shear 
stress. Orbital velocities depend on wave length and period, and the critical shear stress 
depends on sediment properties [Blom et al., 1992], so both can vary between and 
within systems as a function of catchment lithology and wind regime, respectively. The 
threshold between early and late stage geologic evolution is therefore best described as 
a gradual transition. The term threshold depth in fact thus covers a range of depths and 
may also be referred to as a threshold interval. At one extreme, the largest wind waves 
experienced by a given system, generated by high return period storms and acting to 
disturb the finest particles on the bed, may have impacts at the greatest depths but 
would also have relatively rare and temporary influence on ongoing sedimentation. At 
the other extreme, the shallowest limit occurs when wind waves associated with 
average climatic conditions are able to entrain all or most surface sediments, or at least 
prevent the deposition of already suspended sediments. As lagoons fill to shallower 
depths through sedimentation, the influence of wave action increases and becomes 
more frequent so the waters of very shallow coastal lagoons are turbid for much of the 
time. As the basin accretes vertically towards the shallower end of the threshold 
interval, inhibition of basin sedimentation intensifies. Progression through this 
threshold interval is accompanied by a gradual coarsening of surface sediments since 
fine sediment fractions are generally more easily entrained than coarser fractions, 
depending on the degree of cohesion [Christiansen et al., 2000]. This effect would be 
manifest in the geological record as an upward coarsening sequence. Of course, any 
non-erodible substrate shallow enough to be subjected to wave energy is unlikely to be 
affected to the same degree as soft sediments, if at all. 
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Figure 3.3 Schematic, cross-sectional representation of two-phase geologic evolution for coastal 
lagoons. During the early phase (a) basin sediments are not impacted by the orbital motions of 
wind waves and deposition can proceed uninhibited. At the threshold depth (b) wind waves are 
able to disturb sediments from the central mud basin. The frequency of disturbance increases 
over time as infill continues and depths are reduced. If sediment is flushed through the lagoon 
entrance to the ocean, the threshold depth is maintained indefinitely. If sediment is retained, the 
late phase of evolution is entered (c) where sedimentation can occur incrementally if shoreline 
progradation or segmentation reduces fetch distances and creates a small amount of 
accommodation space. The location of the cross-section X-Y is indicated in Figure 1. 
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By the time sedimentation is inhibited even under average climatic conditions, the 
second stage of geologic evolution is entered. Henceforth, evolution may follow one of 
two trajectories on the basis of lagoon entrance conditions. On the one hand, where 
entrance conditions allow efficient ocean exchange and regular flushing, often during 
river floods, suspended sediment is likely to be exported from the system and deposited 
on the continental shelf [Roy and Peat, 1976; Nichols and Biggs, 1985; Nichols and 
Boon, 1994]. In such cases, lagoon depths remain relatively constant regardless of 
sediment supply (Figure 3b) , as has been observed on the Australian and Texas coasts 
[Price, 1947; Roy and Peat, 1976]. On the other hand, where ocean exchange is 
restricted and suspended sediment retention is much higher, creating turbid conditions, 
accelerated rates of sedimentation on lagoon shorelines are more likely. Shoreline 
accretion is necessary for ongoing infill due to its control on wind fetch. The coastal 
lagoon surface area is reduced through shoreline progradation, provided circulation 
patterns allow the dispersal of sediment to shorelines [Roy et al., 1980; Bailey and 
Hamilton, 1997; Green et al., 1997; Zhu et al., 2014], and the reduced wind fetch results 
in smaller waves with smaller and slower wave orbital velocities (Figure 3.3c). This 
effectively raises the wave base above the surface, creating a small amount of effective 
accommodation space within the central mud basin that can be consumed by vertical 
accretion, and so the cycle continues. Lake Macquarie in NSW, Australia, is an example 
of a coastal lagoon that is still deeper than the threshold depth due to very low sediment 
supply [Roy and Peat, 1976]. Nearby Tuggerah Lake, on the other hand, has filled to 
shallow depths and is frequently turbid [Roy and Peat, 1973], indicating a threshold 
depth has been reached. Wooloweyah Lagoon, part of the Clarence River system in 
NSW, has reached a similar stage of evolution but, unlike Tuggerah Lake, has a much 
more restricted connection to the ocean that limits flushing ability. It shows evidence of 
extensive shoreline progradation [White, 2009]. Relict lagoons that have completely 
filled include those on the Tiber Delta coastline of Italy [Bellotti et al., 1995]. 
The existence of a natural, internal threshold between two phases of behaviour does not 
make coastal lagoons unusual in coastal morphodynamics. Feedback reversals, from 
self-forcing (positive) to self-regulating (negative) behaviour, can occur even in the 
absence of changing external conditions such as sediment supply, sea level rise or 
climate in a range of coastal environments and processes [Cowell and Thom, 1994]. In 
the case discussed here, the reversal that occurs as the threshold depth moves the 
coastal lagoon system from a situation where no feedbacks exist (accommodation space 
is consumed through sedimentation, but as it does so there is no flow-on effect for 
further sedimentation) to a situation that is defined by feedbacks (interaction between 
the wave base and the bed causes sediments to be entrained and suspended so that they 
are available for shoreline progradation which, in turn, reduces the fetch distance, 
raises the wave base and allows further accretion to occur until the wave base is 
reached once more). The hypothesis that increased suspended sediment concentration 
in the late stage of geologic evolution may accelerate shoreline progradation is 
supported by the findings of Heap et al. [2004] who, based on facies mapping of 
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hundreds of Australian estuaries, reported acceleration in the rate of facies change at an 
unquantified, intermediate stage during the progression from wave-dominated estuary 
to wave-dominated delta that probably results from increased shoreline progradation 
in the second phase of geologic evolution. 
Independent of shoreline progradation, an additional fetch-reduction mechanism exists 
in coastal lagoons that can create accommodation space for sediment at any stage of 
geologic evolution, unaffected by the feedbacks described above. The mechanism is 
referred to broadly as segmentation, a term which encompasses the growth of river 
deltas [Roy, 1984; Roy et al., 2001], cuspate spits [Zenkovich, 1967; Bird, 1994], wantide 
tidal shoals [Nichols and Boon, 1994] and reed swamp encroachment [Nichols and 
Boon, 1994]. In southeastern Australia, segmentation (or more specifically delta 
growth) appears to dominate over shoreline progradation as a mode of fetch reduction. 
River delta size has been correlated to overall extent of infill  for 68 estuaries in 
southeastern NSW [Roy et al., 2001] and classification of the shorelines of 20 
southeastern Australian coastal lagoons from aerial photographs indicates that 87% of 
shoreline change is associated directly with delta growth [Edwards, Unpublished 
results, 1995]. These data suggest that river bed load is the primary limiting factor for 
fetch reduction and therefore late stage evolution in this region. The role of shoreline 
progradation on the southeastern Australian coastline remains significant, however, 
particularly given cut-off bays [Roy et al., 2001] can arise that do not receive fluvial 
deltaic input. The relative importance of the two mechanisms of fetch reduction 
(shoreline progradation and segmentation) in a worldwide context remains to be seen, 
however these regional findings suggest that processes relating to both segmentation 
and shoreline progradation cannot be responsibly ignored when characterising late 
stage evolution. 
3.4. FURTHER RESEARCH 
The model proposed here may be tested through the collation of data regarding the 
surface area dimensions of a large number of coastal lagoons, along the lines of Price 
[1947] or Roy and Peat [1976] in conjunction with data concerning wind and wave 
energy, as in Shepherd [1970]. It is possible that data based on energy regime would 
yield better correlation with depth than is displayed in Figure 3.2 and provide a better 
approximation of the threshold depth than the lines of best fit depicted, which were 
based on physical dimensions alone. Departures from the threshold depth would likely 
be caused by a very deep lagoon basin where sedimentation so far has been insufficient 
to raise the bed to the threshold depth (where data lies below the line) or by bedrock 
protrusions that prevent the energy regime from shaping the bed (where data lies 
above the line). Stratigraphic information is thus equally important in such an analysis. 
The availability of bathymetric [OEH, 2011], meteorological [ABM, 2014] and 
stratigraphic [NSW DoP, 2001] data in Australia and elsewhere mean that a study of this 
nature on a large scale is feasible. 
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Coastal management and coastal lagoon research alike stand to benefit from the 
recognition of a lagoon’s status relative to threshold depth. Coastal planning generally 
involves setback limits, among other decisions, and in order to define these some kind 
of prediction about the future position of the shoreline must be made. For the numerous 
lagoons worldwide that appear to have reached a threshold depth, shoreline change 
under the model presented here would either continue at historical rates where 
sediment is exported from the lagoon or accelerate if sediment retention is high. 
Interpreting historical sedimentation rates also relies on knowledge about the stage of 
evolution according to the threshold depth. Without recognition of the feedback 
reversal that occurs at the threshold depth, the cause of decreasing sedimentation rates 
in the geologic record could be incorrectly attributed to changes in sediment supply or 
boundary conditions. Rates of change on coastal lagoon shorelines are also of interest 
where wetland regeneration is concerned, for conservation of threatened species [Reed, 
1990], for the flood buffering properties of vegetation [Townend and Pethick, 2002] and 
in the burgeoning field of carbon sequestration [Chmura et al., 2003; Saintilan et al., 
2013]. In all of these cases, rates of shoreline accretion and habitat change within 
coastal lagoons could be related to the phase of geologic evolution and the entrance 
conditions. Further, the model itself elevates the importance of shoreline processes in 
the ongoing geologic evolution of coastal lagoons and, if supported by further 
investigation, suggests that understanding of complex and short-term processes 
operating on coastal lagoon shorelines ought to be pursued in the interests of 
unravelling the mechanisms of change at much larger timescales. The relative 
importance of shoreline progradation and fluvial delta growth in fetch reduction also 
deserves more attention. 
3.5. SUMMARY 
A model of coastal lagoon maturity has been proposed in order to consolidate and 
formalise previously published data and ideas. The model distinguishes between two 
distinct phases of geologic evolution separated by a threshold that relates to the local 
energy regime and is quantifiable. The first phase consists of lagoon basin infill whose 
rate is limited only by sediment supply. The second phase begins when the basin is 
sufficiently shallow for wind wave orbital motions to prevent deposition or entrain 
sediments as a result of some threshold shear strength being exceeded. Basin infill rates 
in this second phase are constrained by wave energy which, in turn, depends on the 
wind regime and the fetch depth. As a result, lagoons in the late stage of evolution are 
characterised by high turbidity, particularly where ocean connection is restricted. In the 
latter case, suspended sediments are increasingly available for deposition on low 
energy shorelines resulting in shoreline progradation and fetch reduction. A feedback 
between lateral shoreline progradation (fetch reduction) and vertical accretion thus 
controls the rate of fill. If, on the other hand, ocean connection is relatively free and 
flushing efficiency is high, suspended sediment is unlikely to be retained within the 
lagoon and an equilibrium form may be maintained. Segmentation of lagoon basins 
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(through, for example, fluvial delta growth) also provides an additional and sometimes 
more prevalent mechanism of fetch reduction, facilitating further basin accretion. While 
historically published data supports this model, further data collection would increase 
confidence in its validity. Data should concern the dimensions of coastal lagoons and, 
most importantly, their wind and wave regimes. Assuming the model is supported, 
future stratigraphic interpretations and morphological predictions ought to be made in 
the context of lagoon basin maturity relative to the threshold depth; the presence of a 
feedback between lateral and vertical changes depends on whether the threshold depth 
has been reached. 
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4. LATE STAGE EVOLUTION: PROCESSES AND 
INTERACTIONS ON COASTAL LAGOON SHORELINES 
The previous chapter highlighted the importance of shoreline processes, not just for 
planning and conservation, but also for their potential control over late stage coastal 
lagoon evolution. The term ‘shoreline’ is used here to denote the full range of elevations 
at the margins of coastal lagoons affected by water level variations. Where variations 
follow tidal cycles, the term ‘intertidal zone’ can be used interchangeably. Variations in 
water levels may also vary independently of tidal processes in response to 
meteorological forcing and lagoon entrance conditions. Shorelines are often colonised 
by a range of vegetation which is generically referred to here as ‘marsh’. Types of 
vegetation such as seagrass, mangroves and salt marsh, or even individual species, are 
differentiated as necessary. Evidence of shoreline progradation has been well 
documented for intertidal marshes by, for example, Redfield [1965] and Kirwan et al. 
[2011], however much of the literature suggests that rates of accretion on the 
shorelines of coastal lagoons, including those that are vegetated, slows down over time 
and reaches an equilibrium at an elevation somewhat below that of the maximum water 
level. The purpose of this literature review is to evaluate the current understanding of 
the mechanisms influencing shoreline progradation and to establish the theoretical 
framework for this research.  
Morphological change, involving the transition from shoreline to terrestrial 
environments, is the cumulative result over time of numerous deposition and erosion 
events. On the shorelines of coastal lagoons, these events are influenced by multiple 
variables which often operate simultaneously and which exhibit non-linear feedbacks. 
In this chapter, variables are grouped into categories and discussed in isolation before 
their interactions. These include, in the order presented: sources of allochthonous 
sediment supply and the mechanisms and patterns of deposition (§4.1); hydrodynamic 
regimes and their influence on deposition and erosion patterns (§4.2); the direct and 
indirect effects of vegetation and other biota on vertical accretion and elevation change 
(§4.3); subterranean processes that dictate how accumulation of matter ultimately 
translates into elevation change (§4.4); and human influences on all of the above  (§4.5). 
The interactions between all of these processes and the challenges associated with 
measuring their influence on shoreline progradation are then covered in the final 
section (§4.6). Parameterisation of shoreline processes in predictive models is 
mentioned where relevant, since models are increasingly relied upon to unravel 
complex interactions. 
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4.1. SEDIMENT INPUTS 
4.1.1. Sources 
Sediment properties determine deposition rates, cohesion, erosion resistance, water 
absorption and compressibility, and reflect the mineralogy of the sediment sources 
[Allen, 2000]. All of these sediment properties can affect rates of elevation change. The 
model of geologic evolution proposed in Chapter 3 suggests that sediment properties 
would be most important for determining rates of basin fill in the early phase of 
evolution, through the control of supply rates over infill rates. In the late phase, 
however, when basin deposition becomes inhibited, sediment supply would become 
more relevant to accretion along lower energy shorelines. 
As explained in Chapter 2, coastal lagoons exist at the interface between land and sea, 
and may receive sediment from either, depending on the relative importance of energy 
regimes from either direction. Sediment that is mobilised by rainfall and river flows in 
landwards catchments, or by waves and tidal flows from the seawards direction, is 
generally transported as suspended sediment into the lagoon and, on encountering a 
comparatively lower energy regime, is deposited there [Roy et al., 1980; Nichols and 
Biggs, 1985].  Material from river flows that does not settle within lagoons due either to 
very high-energy river flows or extremely fine particle size may bypass the lagoon 
entirely and be deposited offshore [Roy et al., 1980]. Additional external sources for 
lagoon deposits include retreating coastal cliffs [Nichols and Boon, 1994; Allen, 2000], 
barrier and dune sands via overwash and aeolian transport [Roy et al., 1980; Nichols 
and Boon, 1994; Friedrichs and Perry, 2001a], direct runoff from adjacent hinterland 
[Friedrichs and Perry, 2001a], precipitation of carbonates in situ [Szramek and Walter, 
2004; Power et al., 2007] and, in those parts of the world where they apply, glacial and 
volcanic sources [Nichols and Boon, 1994].  
Reworking of deposits within lagoons mean that the lagoon basin and marshes can, 
themselves, become sediment sources. This is particularly true in the late phase of 
geologic evolution, where waves frequently stir up surface sediments whose fate is to be 
either exported from the lagoon entirely, or deposited on shorelines. Chemical 
precipitation [Nichols and Boon, 1994] and biologically mediated flocculation [Allen, 
2000] can also induce sedimentation within lagoon basins where it might not otherwise 
occur. Finally, biological productivity provides an internal source of sediment; this 
organic component is covered in much greater detail in Section 4.3.2. 
4.1.2. Deposition mechanisms 
Individual erosion and deposition events represent noise in the longer term signal of 
elevation change. More important over timescales relevant to prediction is the net 
morphological change following tidal, meteorological and seasonal events; parameters 
for fluid and sediment properties discussed here are generally poor predictors of these 
net changes [McCave, 1970]. Nonetheless, the mechanisms of deposition and erosion 
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deserve brief attention in order to (a) understand the forces driving erosion and 
deposition; and (b) gain some idea of the magnitude of fluctuations that might be seen, 
and whether these might be safely ignored over longer timescales.  
Particles entering lagoons from their various sources (§4.1.1) eventually reach the bed 
by settling downwards through the water column. Nichols and Biggs [1985] provide a 
good summary of this process. The main points of their review are reproduced here 
and, unless otherwise indicated, the remainder of the section cites their work. The rate 
of deposition R of suspended particles is the product of the suspended sediment 
concentration C and the settling speed Ws of the particles present. This simple 
relationship holds true in still water but, in the presence of currents that exert shear 
stress  at the bed, deposition will only occur if stress exerted is less than a limiting 
shear stress for deposition, τd. In this case, the rate of deposition is expressed by 
Equation 4.1 This equation, or some variant of it, has been employed widely in 
predictive models of marsh sedimentation [Allen, 1990; French, 1993; Temmerman et 
al., 2005; D'Alpaos et al., 2007; Marani et al., 2010]. The shear stress ratio (1-τ/ τd) has, 
in some cases, been simplified to a parameter representing the probability of deposition 
(i.e. to account for erosion) [French, 1993], or adjusted to account for fractional porosity 
[Allen, 1990], autocompaction within the first year of deposition [Allen, 1990] and bulk 
density [Temmerman et al., 2005] in order to obtain the thickness of the resulting 
deposit. 
R = C Ws (1-τ/ τd) Equation 4.1 
Calculation of Ws remains relatively contentious [D'Alpaos et al., 2007] but in its most 
straight-forward application it is proportional to particle diameter. Coarse particles 
such as sand and gravel settle out of suspension very quickly, as occurs in fluvial deltas 
and localised runoff deposits, whereas very fine particles may be retained in suspension 
for a considerable period of time before being deposited. These latter may even be 
exported from the lagoon entirely. Flocculation of fine particles, however, increases the 
settling velocity of the constituent particles by up to an order of magnitude [McCave, 
1984; Christiansen et al., 2000], though the settling velocity remains lower than single 
particles of the equivalent diameter [Christiansen et al., 2000]. Flocculation tends to be 
more prevalent in saline water [Hayter and Mehta, 1986] and can account for up to 80% 
of deposited sediments in some environments [Christiansen et al., 2000]. Since 
suspended sediment is made up of a spectrum of grain sizes, settling flux has been 
calculated for 25%, 50% and 75% frequency distributions of grain sizes on at least one 
occasion [Hamilton and Mitchell, 1996]. At sediment concentrations greater than 
300 g/m3 particle interaction effects cause a feedback between Ws and C [McCave, 
1984]. 
Shoreline accretion has previously been thought to occur only at slack tide, when 
sufficiently low tidal velocities allow suspended sediments to settle to the bed. This 
notion was dismissed by McCave [1970], however, who found that suspended sediment 
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concentrations were too low and the duration of slack between tides too short to 
explain the volumes of sediment that could be deposited. The author found that a 
turbulent sub-layer adjacent to the bed was probably responsible for capturing 
sediments and ultimately depositing them on the bed with far reduced chance of 
resuspension. 
Deposited sediments often do not remain on the bed; erosion may occur when bed 
shear stress τ exceeds the shear strength e of constituent sediments. For large particles 
such as sand and gravel, shear strength relates to grain size. For smaller particles with 
diameters less than 50 µm, however, cohesive bonds between adjacent particles become 
more important [McCave, 1984]. Laboratory and in-situ flume tests have revealed 
typical values of τd are lower than e, indicating that a range of energy regimes between 
the two thresholds exists where neither deposition nor erosion occurs. Experiments by 
Krone [1962] and Partheniades and Kennedy [1966], however, support simultaneous 
erosional and depositional behaviour. Further, for a given particle diameter, shear 
strength can vary as a result of biologically generated cohesion (§4.3.4.2) and based on 
the shear conditions in which it was initially deposited [Droppo et al., 2001].  
Based on the above information, any factor that affects settling velocity, suspended 
sediment concentration, shear strength or shear stress may alter depositional patterns 
and ultimately influence morphological evolution.  Changes in the particle size of source 
sediment or the cohesive bonds between fine sediments would influence deposition 
rates. Similarly, increases in current flow velocity or wave orbital velocity would inhibit 
deposition and potentially cause erosion. Isolated fluctuations in these properties 
would be unlikely to influence morphological evolution over decades to centuries; 
whereas longer lived changes to properties, even if small, could accumulate over time to 
significantly alter morphological evolution. 
4.1.3. Spatial, temporal and vertical variation 
Patterns of sediment delivery within coastal lagoons are rarely uniform. As with other 
coastal depositional environments, the morphology of coastal lagoons at any given 
moment, and that of the sub-environments therein, is the net result of all depositional 
events that have gone before – this aspect of coastal morphodynamics was explained in 
Chapter 2. It is unsurprising, therefore, that a range of unique depositional 
environments emerge within coastal lagoons. The balance between physical sediment 
properties and hydrodynamic forcing (which in turn is generated by wind, wave and 
tidal regimes acting over already variable morphology), characterises these 
environments. Both hydrodynamics and sediment properties can be further altered by 
the presence of vegetation and microbiota (§4.3). Although variation is considered a 
defining feature of lagoon shorelines, geomorphologists have defined broad 
depositional environments: marine tidal deltas, central mud basins, fluvial deltas, 
riverine channels and alluvial plains [Roy et al., 2001]; washover features, marshes and 
flats [Nichols and Boon, 1994].  Levees are included as a separate feature here, on the 
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basis of the distinct interaction between sediment properties and hydrodynamics under 
which they form (§4.1.3.1). The depositional environments directly relevant to the 
present analysis of shoreline processes are marine tidal deltas, fluvial deltas, levees, 
marshes and flats. In an indirect sense, however, because of the feedback between basin 
depth and sediment resuspension described for the two-phase model in Chapter 3, the 
central mud basin also has the potential to affect rates of shoreline change. Variations in 
deposition rates may relate to spatial characteristics such as distance from sediment 
supply channel (§4.1.3.1), the rate and frequency of supply from the catchment over 
time (§4.1.3.2) or the inundation frequency or hydroperiod of a given location 
(§4.1.3.3). 
4.1.3.1. Distance from source – spatial variation in deposition rate 
Both deltaic and levee deposits owe their existence to sudden changes in hydrodynamic 
regime. In both cases, particles suspended or transported under one regime enter 
another, lower energy regime that is not capable of transporting them, at which point 
deposition occurs [Galloway, 1975]. The coarsest material is deposited quickly, i.e. as 
soon as a river encounters the coastal lagoon [Bird, 1994] or when tidal currents 
encounter marsh vegetation [Neubauer et al., 2002], forming fluvial deltas and levees, 
respectively. Finer sediment, on the other hand, is transported progressively further 
from the source and into the receiving environment where it may settle as the energy 
conditions allows (§4.1.2).  
A gradient of accretion rates occurs along shore-normal transects independently of 
hydroperiod (§4.1.3.3) and plant biomass (§4.3.3.1). An example of this is depicted in 
Figure 4.1a. The explanation provided for this gradient [Randerson, 1979] is that 
sediment concentration decreases with distance from its source due to particle settling 
[Kestner, 1975; Friedrichs and Perry, 2001b; D'Alpaos et al., 2007]. In further examples, 
Hensel et al. [1999] found that accretion and elevation changes were 2 to 3 times higher 
at sites situated less than 1 km from the Rhône River than at sites situated 2 km away. 
Chmura and Hung [2004] found that distance from the nearest creek explained 72% of 
accretion rate variability at their study sites in Nova Scotia and New Brunswick, Canada; 
French and Spencer [1993] reported the same phenomenon for a Norfolk salt marsh in 
the U.K. (Figure 4.1b). In all three of these studies, however, it is unclear whether other 
factors might influence results, unlike the Randerson [1979] data, which was corrected 
for hydroperiod (§4.1.3.3). 
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Figure 4.1 Examples of distance from source affecting deposition rates: (a) relationship between 
biomass and accretion rates cluster into lower (proximal to source) and upper (distal to source) 
marshes even when the effect of inundation frequency is removed [Randerson, 1979]; (b) 
variation in inorganic with distance from Hut Creek [French and Spencer, 1993]. 
Following the logic encountered in the literature, it is likely the effect of decreasing 
sediment concentrations with distance from source is more extreme in channelized 
environments with relatively greater surface area available for deposition relative to 
the volume of liquid passing through it. Channelisation of such flows will increase flow 
velocities, however and therefore decrease the chance of particles settling out of 
suspension, so the two effects may counteract each other. Model parameterisation that 
accounts for spatial variation in sedimentation rates would need to differentiate 
between the settling rates in central mud basin circulation and that of the tidal creeks 
and channels that often supply tidal flats. The effect has been parameterised in attempts 
to model shoreline processes by Temmerman et al. [2003a] with suspended sediment 
concentration decreasing over marshes as a function of marsh height, and by Kirwan 
and Murray [2007] through the identification of supply channels and an exponential 
reduction in inorganic sediment supply with distance from those channels. 
4.1.3.2. Rates of supply – temporal variations in supply and deposition 
Deposition rates on coastal lagoon shorelines vary not just spatially, but also temporally 
in response to fluctuating sediment supply. High energy events such as storms and 
cyclones (or typhoons/hurricanes depending on the global region) can mobilise far 
more sediment in relatively short periods of time compared to supply under average 
conditions. This is often referred to as a sediment pulse and is generally accompanied by 
elevated water levels, allowing sediment delivery to higher elevations than would 
normally be possible. The contribution of sediment supply during pulses to accretion 
rates relative to that of supply under average conditions is an important factor in 
unravelling past rates of shoreline change and predicting future changes [Coco et al., 
2013].  A cascade of timescales exists for the sorts of energy events that affect sediment 
supply rate. Although this is truly a continuum ranging from instantaneous to geological 
timescales, as discussed in Chapter 2, frequently recognised types of events and the 
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temporal scales with which they are generally associated are listed in Table 4.1. 
Determining the event scale that is most important for a given depositional 
environment or system over the timescale in question is a crucial step for ensuring that 
any investigation accounts for the most significant processes, and a large number of 
studies throughout the U.S.A., Europe and Australia have addressed exactly this issue. 
Table 4.1 Temporal scale and impacts of pulsing events. Source: Day et al. [1995] 
Event Return interval / 
timescale 
Impact 
River switching 1,000 years Deltaic lobe formation; net advance of deltaic land masses 
Major river floods 50-100 years Channel switching; major deposition 
Major storms 10-20 years Major deposition; enhanced production 
Average river floods Annual Deposition; freshening (lower salinity); enhanced 
production 
Normal storm (front) 
events 
Weeks Deposition; net transport; organism transport 
Tides Daily Drainage and/or production of marsh; low net transport 
 
For shorelines that are either adjacent to tidal creeks (and therefore flooded by higher 
suspended sediment concentrations - §4.1.3.1) or which are low in the tidal frame (and 
thus have a long hydroperiod - §4.1.3.3), supply under average conditions appears to be 
sufficient to account for rates of elevation change [Stumpf, 1983; French and Spencer, 
1993]. Under these conditions, deposition is aided by the wave dissipation effects of 
vegetation, where it is present (§4.3.3.1). These same studies, however, found that 
accretion for higher, less frequently inundated marshes is more closely linked to pulsing 
events, with normal, tidal accretion accounting for as little as 11% of total accretion 
[French and Spencer, 1993]. The findings indicate that different levels of the timescale 
cascade in Table 4.1 become significant at different inundation thresholds. In an apt 
demonstration of this concept, a combination of field investigation and 
parameterisation of a marsh on the Rhône River by Pont et al. [2002] found annual 
floods were extremely important, supplying 77% of accumulated sediment, whereas 2-
10 year floods supplied 21% and >10 year floods only 3%. High marshes above a certain 
elevation threshold, however, only received sediment during low frequency, high energy 
events. Limited river supply of sediment due to human interventions can also cause the 
relative importance of pulsing events to be elevated. A 20 year record of marsh 
accretion rates in the Oosterchelde Estuary following engineering interventions [Ma et 
al., 2014]  suggested that periodic storms controlled sedimentation rates during that 
period. Day et al. [1995] summarise a number of examples from the Mississippi Delta 
Plain and the Mediterranean region, leading to the recommendation that river 
connectivity be restored to ensure availability of river sediments as the best defence 
against habitat loss from subsidence and sea level rise, since river flood pulsing events 
represented the only significant sediment supply in these environments. 
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Deposits resulting from hurricanes have been particularly well studied on the Louisiana 
coastline in the U.S.A. Their contribution has generally been found to exceed long-term 
average accretion rates [Cahoon et al., 1995b; Nyman et al., 1995; Cahoon et al., 1996; 
Yang et al., 2003; McKee and Cherry, 2009]. These deposits can be several centimetres 
thick and visually identifiable due to higher mineral content [Chmura and Kosters, 
1994]. The deposits are rarely, however, spatially homogenous since morphological and 
ecological heterogeneity can drive localised effects including scour, wrack deposition, 
salt burning and destruction of vegetation [Guntenspergen et al., 1995]. Though 
significant in terms of total accretion, the ability of such deposits to provide an overall 
elevation surplus depends largely on sub-surface processes (§4.4). The effects of sub-
surface processes vary and can, in fact, be either positive or negative [Cahoon, 2006]. All 
possible combinations of elevation change resulting from the interaction between 
accretion and subsurface processes were reported by Cahoon [2006] from 17 different 
sites across Louisiana, California, Carolina and Florida. More recently, McKee and 
Cherry [2009] reported that elevation gained through accretion following Hurricane 
Katrina was almost entirely lost through subsidence, whereas elevation gains following 
Hurricane Wilma, reported by Whelan et al. [2009], exceeded vertical accretion due to 
soil swelling. 
Scour resulting from pulse events is often in the form of lateral erosion at the margins of 
marsh vegetation. Erosion in this zone has been linked to back marshes accretion, 
indicating an overall profile-flattening response of marshes to high energy regimes 
(Mudd et al. [2009] list a number of such observations on p. 383). Recovery of fringing 
marshes can be extremely rapid [Yang et al., 2003]. In fact, productivity may be boosted 
by the rapid injection of nutrients that accompany sediments [Davis et al., 2004]. In this 
way, sediment is transferred to back marshes without lasting detrimental effects to 
lower, fringing marshes. Where extensive vegetation destruction has occurred, 
however, the advantageous wave dissipation properties of vegetation are lost and, as 
reported by Smith et al. [2009] the reversion of vegetated marshes to unvegetated, 
inundated mud flats can occur. Comparable studies are lacking from Australia so far, 
excepting Rogers et al. [2013], whose decade of elevation and accretion monitoring in a 
Hunter River estuary, NSW, included an intensely stormy period in 2007. Deposition 
over this period was found to be negligible and elevation changes were more strongly 
controlled by sub-surface processes. Over longer time scales, accretion under average 
conditions was concluded to drive elevation change. Given observed and predicted 
increases in frequency of high intensity storms [Webster et al., 2005; IPCC, 2013], 
distinguishing between morphological change driven by average conditions and that 
driven by pulsing events is becoming ever more important. 
4.1.3.3. Hydroperiod – vertical variations in deposition rate 
It is generally accepted that vertical accretion is proportional to elevation [Redfield, 
1972; Kestner, 1975; Pethick, 1981; Allen, 1990; French and Spencer, 1993; Allen, 1995; 
Cahoon and Reed, 1995; Callaway et al., 1997; Rybczyk et al., 1998; van Wijnen and 
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Bakker, 2001; Temmerman et al., 2003a; Marani et al., 2010]. More specifically, since 
suspended particles can only be transported to and deposited at a given elevation when 
that elevation is submerged, the supply of suspended sediment is proportional to 
inundation frequency. The proportion of time for which a given elevation is submerged 
is referred to here as the hydroperiod and is at its maximum (i.e. 100% of the time) at 
the lower limit of water level fluctuations, and minimum at the highest limit (0% of the 
time). Hydroperiod-dependent sedimentation rates can be estimated using elevation as 
a proxy in models provided the full range of inundation and frequencies within that 
range are known (E.g. Figure 4.2). In Australian wetlands, correlations between 
hydroperiod and vertical accretion have been found for both saltmarsh and mangrove 
environments [Rogers et al., 2006; Howe et al., 2009], so processes operating in this 
region are consistent with global findings [Bricker-Urso et al., 1989; Pasternack et al., 
2000].  
 
Figure 4.2. Distribution of tidal inundation frequencies, expressed as per cent of time inundated, 
for intertidal elevations at Antwerp. Adapted from Temmerman et al. [2003a]. 
From this hydroperiod-dependence results a non-linear, negative feedback loop. High 
sediment supply and rapid elevation gain accompany large hydroperiod; increased 
elevation, however, leads to a reduction in hydroperiod and reduced sediment supply, 
and the loop continues. The behaviour is self-regulating because the greater the rate of 
change, the more change is suppressed. This is an example of negative feedback 
(§2.3.1). It remains possible that tidal ebb and flow currents have some effect on 
stirring up sediments or preventing their deposition at intertidal elevations, but the 
large number of observations linking accretion rate to inundation frequency would 
suggest that the effect, if present, is not significant., and particularly not in the presence 
of marsh vegetation (§4.3.3.1). 
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Figure 4.3. Asymptotic function of elevation change over time. Adapted from Kestner, 1975. 
The rate of change for lagoon shorelines can be represented as an asymptotic function 
of time [Kestner, 1975] where a limiting elevation is approached but never reached due 
to constantly decreasing rates of accretion (Figure 4.3). This relationship assumes 
stable long-term sea level. Under rising sea level, on the other hand, inundation-
dependent accretion rates provide considerable resilience for intertidal habitats; a 
resilience which appears to increase with increasing tidal range [Kirwan and 
Guntenspergen, 2010]. This is explored further in Section 4.5.2. Several other processes 
operating within the intertidal zone are also elevation-dependent, and therefore have 
the potential to either reinforce or offset the self-regulating behaviour that typifies 
shoreline accretion. The effects of intertidal vegetation are an example of this, and their 
contribution to depositional processes is discussed in Section 4.3.2. 
4.2. HYDRODYNAMIC REGIMES 
4.2.1. Wind waves and a vertical limit to shoreline deposition 
The limiting elevation approached by hydroperiod-dependent accretion over time 
Figure 4.3) might be assumed to correspond with the maximum elevation that is 
flooded under the normal tidal regime or range of fluctuations. The few studies that 
have investigated this fact, however, suggest this is not the case. Rather, the limiting 
elevation has been found to lie somewhat below the elevation of the maximum flooding 
surface [Bricker-Urso et al., 1989; Allen, 1990]. For example, in the marshes of the North 
Norfolk Coast, England, Pethick [1981] observed that vertical accretion followed the 
asymptotic relationship in Figure 4.3 but that the asymptote approached a limiting 
elevation of approximately 80 cm below the maximum spring high tide level. The 
observation was attributed to extraordinarily low frequency tidal inundation in the 
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upper intertidal zone, resulting in negligible sediment supply. The reasoning provided is 
that the limiting elevation lies only 15 cm below the modal high tide level, above which 
inundation frequency drops off extremely rapidly [Pethick, 1981]. An alternative, or 
perhaps complementary, explanation may be that scour from wind waves continues to 
impact the marsh bed when inundated, similar to the Venice Lagoon marsh accretion 
findings (§4.6.1). In other words, the threshold depth concept (Chapter 3) applies to 
intertidal zones just as it does to wider depositional basins. 
Since the same wave energy responsible for the threshold depth enters marshes, it 
seems unlikely that a similar threshold within the marshes themselves could be 
avoided. The presence of vegetation, however, dissipates wave energy (§4.3.3.1) and 
would therefore reduce the bed shear stress caused by wind waves and raise the 
threshold depth. In marshes of The Wash, England, observations of  the vertical limit to 
intertidal accretion suggest that colonisation of the intertidal zone by salt-marsh 
vegetation can indeed reduce the limiting depth, but does not eliminate it [Kestner, 
1975]. The conversion of subaqueous to terrestrial substrate is unlikely to occur 
through settling of suspended sediment alone wherever this vertical limit occurs, which 
raises an important question about how shoreline progradation can proceed (and, 
indeed, has proceeded wherever evidence exists of progradation). 
A possibility that has been explored only superficially to date is an analogy between the 
cross-shore profile of lagoon shorelines and that of open coast shorefaces. Wind waves 
in coastal lagoons may dissipate across the cross-shore profile in the same fashion as 
ocean waves on a beach [Pethick, 1992; van Proosdij et al., 2006]. This would mean that 
the considerable body of knowledge around beach shorefaces [Short, 1999] could be 
extended to coastal lagoon shorelines and perhaps the shorelines of any water bodies 
dominated by wave energy. Whilst concessions would need to be made for different 
behaviour of cohesive sediments and the dissipative properties of vegetation, the 
analogy allows several inferences to be made. Where suspended sediment is retained 
within coastal lagoons rather than exported, i.e. sediment flushing through entrance 
channels is inefficient [Roy and Peat, 1976; Nichols and Biggs, 1985; Nichols and Boon, 
1994], the surplus sediment could cause the same sort of shoreline progradation that 
has been observed on progradational coasts with continental shelves shallower than 
equilibrium, which act as an offshore sediment supply [Cowell et al., 2003b].  
4.2.2. Other hydrodynamic forces 
Wind waves are far from the only hydrodynamic processes driving morphological 
change on lagoon shorelines. Although the scope of the present research is focussed on 
water bodies and depositional environments that are wave dominated, a subsidiary role 
for other hydrodynamic processes such as river flows, tidal flow, basin circulation and 
storm surges cannot be excluded. In fact, even in wave-dominated environments, 
morphological change is better explained by interaction effects between waves and 
currents than by either process operating in isolation [Zhu et al., 2014]. Further, 
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heterogeneity is the rule on lagoon shorelines [Stoddart et al., 1989; Feola et al., 2005], 
so it is possible for processes other than waves to dominate locally and/or temporarily 
within otherwise wave-dominated areas. These processes merit consideration here and 
are likely to inform stratigraphic interpretation for this study. High level summaries of 
physical processes and boundary conditions driving the morphological development of 
coastal lagoons, not just their shorelines, are provided by several authors based on 
extensive observations and data sets [Redfield, 1972; Day, 1981b; Roy, 1994]. The 
present discussion, however, is limited to hydrodynamic processes that dictate 
morphological change on coastal lagoon shorelines. 
The effect of wind waves on vertical patterns of accretion was dealt with in Section 
4.2.1, but horizontal circulation patterns generated by wind waves can also have a 
significant effect on shoreline development. Zenkovich [1967] describes the formation 
of shoals and spits in elongated coastal lagoons when the wind blows in the direction of 
longest fetch - the deceleration of the alongshore current after it encounters the most 
distal part of the lagoon shoreline causes a zone of convergence where sediment spits 
grow perpendicular to the wind direction. Such elongated lagoon configurations and 
modes of evolution have been documented for the Gippsland Lakes in Victoria [Nichols 
and Boon, 1994] but are not common along the NSW coast. Nonetheless, lagoon 
circulation could still influence shoreline development to a lesser extent in the types of 
lagoons considered here, particularly where shoreline irregularities already exist. 
Although wind waves have proved more effective drivers of sediment entrainment than 
tidal flows in several cases [Green et al., 1997; Pratolongo et al., 2010], tidal flows 
remain of great importance for the horizontal distribution of entrained sediments 
[Bailey and Hamilton, 1997; Green et al., 1997]. On the flooding tide, suspended 
sediment concentration typically decreases as the tide advances into marshes and 
sediment is deposited (§4.1.3). This, in combination with the reduction in hydroperiod 
at higher elevations (§4.1.3.3), results in a gradient of progressively slower accretion 
rates on higher marshes. Defining the distance from source becomes complex on many 
shorelines, however, because intricate networks of tidal creeks can form. These dictate 
the delivery of tidal currents and suspended sediments to marshes and, as such, control 
deposition patterns [Stoddart et al., 1989; French and Spencer, 1993; Fagherazzi et al., 
1999; Allen, 2000; Christiansen et al., 2000; Friedrichs and Perry, 2001a; D'Alpaos et al., 
2007]. Their impact on sediment distribution outweighs both the effect of distance from 
the basin or main channel [Stoddart et al., 1989] and topographic controls [French and 
Spencer, 1993], and should therefore be accounted for in any investigation of lagoon 
shoreline change. 
A comprehensive account of tidal creeks was recently published by Coco et al. [2013], 
and a very brief summary of tidal creek network follows. Their location and 
configuration is inherited from drainage patterns that probably migrated fairly freely 
and pre-dated marsh vegetation. Once colonised with marsh vegetation, these networks 
remain surprisingly stable [Redfield, 1972; Friedrichs and Perry, 2001a; Temmerman et 
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al., 2005; Kirwan and Murray, 2007; Zhou et al., 2014]. The banks of tidal creeks are 
continually reinforced by vegetation which is capable of a form of “healing process” as 
comprehensively documented by Redfield [1972], while the cross-sectional area of 
creeks remains proportional to tidal prism, adjusting to peak discharge by deepening 
and widening as necessary. Thus, decreases to the volume of water draining from 
marshes, generally due to vertical accretion, causes creeks to gradually silt up starting 
from their upstream limits [Redfield, 1972]. The highly variable and competing 
processes operating within marshes prevent the description of tidal creek networks 
with consistent geometric principles, as is the case for rivers [Rinaldo et al., 1999; Allen, 
2000; Feola et al., 2005]. 
Flood dominance and ebb dominance of tidal currents passing through marshes dictates 
whether net sediment transport is to or from the marsh, respectively [Zhu et al., 2014], 
a particularly important factor for marsh accretion. Friedrichs and Perry [2001a] 
suggest a link between tidal range and ebb/flood dominance, as well as an influential 
role for the channel size relative to drained area. This latter implies that local variation 
in ebb/flood dominance within a single marsh system is to be expected. Green et al. 
[1997], however, found that ebb/flood dominance had a subordinate role to that of 
channel flows, physical sediment characteristics and particle settling timescales in 
morphological change. 
Correlations between tidal range and marsh accretion rates have been widely reported 
[Harrison and Bloom, 1977; Stevenson et al., 1986; Christiansen et al., 2000; Cahoon et 
al., 2006; Rogers et al., 2006]. However a number of other authors have found only 
weak correlations [Cahoon et al., 2006], no correlations [Chmura and Hung, 2004; 
Cahoon et al., 2006; French, 2006] or even negative correlations [Friedrichs and Perry, 
2001a]. Rather than being a driver, it is suggested that higher tidal ranges provide the 
potential for higher accretion rates, since elevations with equivalent hydroperiods 
would be overlain by a greater vertical column of water from which particles may settle. 
Tidal range, however, cannot dictate accretion rates per se, because too many other 
factors come into play, most crucially sediment supply [Harrison and Bloom, 1977; 
Cahoon et al., 2006; French, 2006]. Due in part to this increased potential for vertical 
accretion, and in part to the extended growth range of intertidal vegetation, macrotidal 
marshes are generally assumed to be much more resilient to changes in relative sea 
level [Kirwan and Guntenspergen, 2010] than microtidal marshes whose entire 
intertidal zone might be susceptible to waterlogging with only relatively small 
adjustments in water level [Stevenson et al., 1986; Friedrichs and Perry, 2001a; French, 
2006]. 
Finally Friedrichs and Perry [2001a]  identify several additional processes influencing 
the morphological evolution of marshes. These include runoff from land, barrier 
overwash and aeolian transport of sediments, all of which are able to disrupt or even 
reverse the fining sequence in grain size that would otherwise be expected to 
accompany the decreasing energy regime with distance from lagoon basins, channels 
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and tidal creeks. Such patterns would be detectable in the geological record. Particle 
size distribution has recently been proposed as a tool for identifying historical flow 
regimes from the geological record [Rahman and Plater, 2014] and failure to consider 
these sediment distribution mechanisms could be misleading. Storm surges and very 
high tides have the potential to completely submerge tidal creeks, temporarily 
removing their control over depositional patterns such that tidal currents can progress 
more freely over marsh surfaces, particularly if vegetation is also completely submerged 
(lessening its friction dissipation capacity). Under these conditions, elevated water 
levels mean that wave energy is not dissipated at the marsh fringe, and is able to 
penetrate deeper into the marsh, increasing the chances of marsh erosion. 
4.3. ORGANIC CONTRIBUTIONS 
A range of biota that inhabit the shorelines of coastal lagoons are able to modify not 
only the substrate on which they live but also sediment transport processes, sediment 
budgets, hydrodynamic regimes and even populations of other organisms. These 
organisms, including macrophytes, microalgae, bacteria and benthic macrofauna thus 
have the potential to act as agents of morphological change and can influence rates of 
shoreline progradation. This section is focussed on biota recognised in the literature as 
exerting measurable control over shoreline accretion and erosion. Macrophytes are 
certainly the most widely documented biological agents of shoreline change and are 
considered here in terms of controls on their own productivity (§4.3.1), their direct 
contribution to shoreline soils (§4.3.2) and their indirect contributions to 
hydrodynamics and sediment transport (§4.3.3). The interaction between 
microorganisms, most notably diatoms and cyanobacteria, and the implications of these 
interactions for substrate stability are also considered in detail (§4.3.4). Algal sources 
can be significant in the overall allochthonous supply of organic matter to the shoreline 
[Goñi et al., 2003] but their contribution relative to in-situ production is highly variable 
[Bouillon et al., 2003] and little has been documented about their retention in the soil 
profile and ultimate contribution to morphological change. 
4.3.1. Vegetation – general effects and productivity 
Colonisation of coastal lagoon shorelines by vegetation is generally accompanied by an 
increased rate of sediment deposition [Kestner, 1975; Morris et al., 2002] and recent 
modelling efforts by Carniello et al. [2014] highlight the importance of vegetation 
control over sediment dynamics not just at small scales as indicated by numerous other 
studies (§4.3.3) but also at the system scale. Vegetation on shorelines exhibits species 
zonation in response to a cross-shore gradient in tidal inundation stress [Emery et al., 
2001; Hickey and Bruce, 2010]. Seagrasses tend to inhabit the lowest, most frequently 
inundated elevations, in temperate regions of the world mangroves occupy a mid-tidal 
range position and in the upper tidal various marsh species and rushes are common, 
Spartina spp. and Juncus spp. being two of the most commonly mentioned of these. 
Deposition rates are influenced by the presence of vegetation both directly, through 
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contributions to the sediment budget by above- and below-ground biomass [Rybczyk et 
al., 1998; Day et al., 1999; Morris et al., 2002; Temmerman et al., 2005], and indirectly, 
through increased wave attenuation and current velocity reduction [Leonard and 
Luther, 1995; Möller et al., 1999; Nepf, 1999; Mudd et al., 2004] and particle capture on 
leaves and stems [Morris et al., 2002; Mudd et al., 2004; D'Alpaos et al., 2007; Marani et 
al., 2007].  These direct and indirect vegetation effects are covered in detail in Sections 
4.3.2 and 4.3.3, respectively.  
Historically, shoreline progradation has been attributed directly to shoreline vegetation 
and its effect on sedimentation rates. More recently, allochthonous sediment supply and 
deposition regimes have been identified as primarily responsible for geomorphic 
changes by raising substrates to depths at which vegetation colonisation can occur. For 
mangrove vegetation both arguments are summarised by Carlton [1974]. The more 
recent argument is that geomorphic trends such as deposition and erosion are unlikely 
to be dictated by vegetation. Rather, vegetation may alter the magnitude of those 
processes and profoundly alter the ecological environment [Morris et al., 2002]. Work 
on mangroves in Australia [Bird, 1986] supports the conclusion that geomorphic change 
induces shifts in vegetation, not the other way around. In the south eastern Australian 
region, the role of various types of vegetation in shoreline progradation was assessed by 
Edwards [Unpublished results, 1995]. In that study, the shorelines of 20 NSW coastal 
lagoons were classified as either bedrock or prograding. Of these, mangrove and 
saltmarsh vegetation were most often associated with prograding shorelines. 
Progradation still occurred on shorelines that were not colonised by saltmarsh or 
mangroves, however, reducing the likelihood of a causal relationship. 
In Section 4.2.1, a vertical limit to accretion was introduced. In the presence of 
vegetation this vertical limit is reduced and substrates are able to reach slightly higher 
elevations through accretion. Kestner [1975] documented the effects of salt-marsh 
colonisation on this limit (Figure 4.4). The vertical limit was observed in both vegetated 
and unvegetated scenarios but the accretion rate increased to more than double its 
previous value following the arrival of salt-marsh vegetation before flattening off once 
more at a plane 5cm higher. The limiting depth was thus reduced by 6.4%. 
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Figure 4.4. Intertidal foreshore accretion rates over time displaying an asymptotic growth 
function. Note in particular the effect of vegetation on the ability of the foreshore to reach the final 
accretion plane. Adapted from Kestner [1975]. 
The extent to which accretion rates are affected by vegetation depends on biomass 
density [Randerson, 1979; Morris et al., 2002; Mudd et al., 2004; D'Alpaos et al., 2007; 
Marani et al., 2007]. Addition of nutrients to selected plots in fertilisation experiments 
[Morris et al., 2002] not only enhanced biomass productivity, with biomass productivity 
twice that of unaltered plots, but also brought on a sudden elevation increase and 
accretion rates 2.5 times those of unaltered plots (Figure 4.5). The ongoing rate of 
elevation change was higher in fertilised plots (7.1 mm yr-1) than in unaltered plots 
(5.1 mm yr-1). Understanding shoreline accretion rates in the presence of vegetation 
therefore necessarily involves an understanding of the drivers of productivity. These 
are numerous and include soil salinity, redox conditions, water table depth, nutrient 
and sediment loading, oxygen availability and inter-species competition. This apparent 
complexity is somewhat simplified because hydroperiod (through tidal stress) can be 
considered a proxy for many of those factors [Emery et al., 2001; Mudd et al., 2004]. 
Short hydroperiod can lead to prolonged evapotranspiration and increases in soil 
salinity to levels that can be toxic to certain species [Phleger, 1971; Morris et al., 2002; 
Hughes et al., 2012]. The control of hydroperiod over productivity coexists with its 
control over allochthonous sediment deposition (§4.1.3.3). In addition to tidal 
influences, the balance between marine flows and fluvial processes can cause further 
variations in salinity and water levels. 
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Figure 4.5 Elevation change resulting from changes in biomass. Open circles represent elevation 
readings at fertilised sites, closed circles are unaltered sites. Source: [Morris et al., 2002]. 
If productivity is proportional to hydroperiod, existing self-regulating behaviour 
between hydroperiod and deposition rates is reinforced. Under this scenario, deposition 
rates and productivity are both highest at the lower end of the tidal frame. If 
productivity is inversely proportional to hydroperiod, on the other hand, vegetation 
effects are maximised in the upper tidal frame and could offset, or even overpower, the 
effect of higher inorganic sediment supply in the lower tidal frame, depending on the 
proportion of accretion that can be attributed to the presence of vegetation. Examples of 
both scenarios have been reported in the literature and are summarised here. Firstly, 
productivity has been found to be proportional to hydroperiod in response to hyper 
salinity from evapotranspiration in the upper tidal frame [Callaway et al., 1997; Morris 
et al., 2002; Mudd et al., 2004]. This effectively increases sedimentation rates where 
they are already greatest, reinforcing self-regulating behaviour. Productivity only 
increases down to a limiting depth, where hypoxia and water-logging prevent growth. 
Productivity can also be inversely proportional to hydroperiod [Reed and Cahoon, 1992; 
Lessmann et al., 1997; Rybczyk et al., 1998; Day et al., 1999; Pont et al., 2002; Rybczyk 
and Cahoon, 2002; Kirwan and Murray, 2008] in response to hypoxia or water-logging 
at submerged depths [Karagatzides and Hutchinson, 1991; Mudd et al., 2004] and 
species adaptation to more aerated [Marani et al., 2004; Silvestri et al., 2005]or better 
drainage [Wiegert et al., 1983] conditions. The latter case may compensate for [Kirwan 
and Murray, 2008], or even overpower [Ranwell, 1964], the asymptotic decline in 
accretion rate with elevation described in Section 4.2.1. 
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Figure 4.6 Productivity as (a) a decreasing function of inundation frequency [Lessmann et al., 
1997], (b) a decreasing function of depth below spring tide [Kirwan and Murray, 2008] and (c) an 
increasing function of depth below mean high tide [Morris et al., 2002]. In (c) open circles 
represent high marsh and closed circles represent low marsh. 
The relationship between productivity and hydroperiod appears, in fact, to be 
influenced by the type of vegetation present. The long-term field measurements of 
Morris et al. [2002] that suggest productivity is proportional to hydroperiod represent 
one of the most comprehensive datasets available in the present literature for cross-
shore intertidal productivity, but were from a habitat populated by a single salt-marsh 
species, Spartina alterniflora. This species is salt-tolerant and well adapted to reduced 
oxygen under flooding conditions [Reed, 1995] so that reduced drainage and high 
salinities can result in higher productivity, up to a limiting threshold [Pomeroy et al., 
1981]. The finding accords with observations such as those of Gallagher [1974] that 
Spartina tends to grow taller when inundated more frequently. It has been suggested, 
however, that habitats with greater species diversity exhibit the reverse relationship 
[Reed and Cahoon, 1992; Kirwan and Murray, 2008]. In summary, Spartina-dominated 
marshes probably exhibit higher productivity with increasing hydroperiod, whereas all 
other combinations exhibit higher productivity as hydroperiod decreases. 
For the south-eastern Australian region, studies relating biomass productivity to 
inundation are lacking. Recent emphasis on carbon sequestration, however, may 
facilitate the inference of productivity from organic matter retained in the soil (§4.3.2). 
Most notably, Saintilan et al. [2013] recently investigated allochthonous versus 
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autochthonous sources of organic material from the geological record in SE Australia 
and concluded that in-situ carbon accumulation (i.e. from the roots and leaves of 
mangroves and saltmarsh) dominated the organic carbon in the sediment profile. The 
finding implies carbon sequestration rates might be considered as indicative of plant 
productivity, at least at the sites investigated for that study. 
The two productivity scenarios have implications for ongoing rates of shoreline change. 
If proportional to hydroperiod, accretion rates decline over time in line with the 
asymptotic relationship between mineral deposition and inundation frequency (Figure 
4.1); if inversely proportional, a limit to accretion within the full range of inundated 
elevations might no longer apply. Under rising sea levels, however, the implications for 
the long-term resilience of the system might be more significant: if proportional, 
resilience [Scheffer and Carpenter, 2003] of intertidal habitats would be high since 
rising water levels would cause an increase in both mineral sedimentation and biomass 
productivity, and a greater magnitude of change would be required before habitat loss 
occurred. If inversely proportional, rising sea levels would reduce vegetation-driven 
deposition with increasing hydroperiod, leading to greater potential for drowning of 
intertidal habitats. So long as the contribution of vegetation to accretion rates is 
subordinate to that of mineral supply, accretion remains directly proportional to 
hydroperiod as stipulated in Section 4.1.3.3. The direction of the feedback between 
biological productivity and inundation might affect the strength of the negative 
feedback loop but would not cause a complete shift away from the self-regulating type 
of behaviour. Temmerman et al. [2003a], for example, found that the effect of the direct 
contribution of organic matter to sediment was insignificant in comparison to the 
inorganic component (explored further in Section 4.3.2). If biogenic sedimentation 
dominates, however, and productivity is reduced as depth increases, then the system’s 
resilience to water level changes is compromised.  
Vegetation productivity may also be subject to a feedback relationship with sediment 
particle size. Higginson [1971] report that fine sediments have a higher nutrient content 
than coarse sediments and that, since fine sediments are already preferentially 
deposited in sheltered areas, vegetation productivity would be increased in those areas, 
the local energy regime further reduced, and the feedback cycle continued. The same 
assumption forms the basis of a model of salt-marsh development by Randerson [1979]. 
Nyman et al. [1990] suggest mineral matter input stimulates organic production 
through the delivery of phosphate in Louisiana, since similar environments that were 
not actively receiving mineral sediments exhibited much lower organic matter burial 
rates. This self-forcing behaviour is classified as a positive feedback, because changing 
conditions encourage still greater changes. It could also be said to interact with 
inundation-dependencies due to a likely particle-size gradient with distance into 
marshes (§4.3.3.1).  
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4.3.2. Vegetation – direct contribution of organic matter 
Vegetation is a direct source of biogenic sediment for vertical accretion at the shorelines 
of coastal lagoons and supplements existing inorganic sources listed in Section 4.1.1. 
Leaf litter and other plant-related detritus accumulates above ground and is gradually 
incorporated into the sediment profile [Allen, 2000], while the continual creation of 
below-ground root matter introduces biogenic material directly into the soil profile 
[Rybczyk et al., 1998; Day et al., 1999; Morris et al., 2002; Temmerman et al., 2005]. The 
significance of the contribution by organic matter to accretion rates relative to that of 
inorganic matter varies according to several factors. The first is the rate of supply of 
organic material, i.e. biomass production (§4.3.1). Other factors relate to incorporation 
of organic material into the soil profile and are the focus of this section. Depositional 
environment, type of organic matter, ratio of above to below ground biomass and rates 
of decay all have the potential to affect the contribution ultimately made by organic 
matter soil and thus to elevation change. 
4.3.2.1. Organic matter control over the elevation of wetland soils 
The proportion of wetland soils comprised of organic material can vary widely. A 
number of studies have reported low organic content of wetland soils: cores from the 
Scheldt estuary, Belgium, showed down-core organic content of approximately 6% 
[Temmerman et al., 2003a]; in the Severn estuary, UK, organic matter has only 
comprised a few percent of accumulated material in wetlands since Roman times [Allen 
and Rae, 1988]; an area of marsh in the Wash, UK, exhibited organic content between 
0.1% and 10.8% [Evans, 1965]. Even when organic content is much higher, few studies 
suggest that organic matter comprises the majority of material by mass retained in 
wetland soils over the long term [Meyers, 1994]. Nonetheless, those that have tested 
relationships between rates of elevation change and soil organic content have found 
that the two correlate well, even when organic matter does not represent the majority 
of material by mass. In the Gulf of Mexico [Callaway et al., 1997], vertical accretion 
correlated more strongly with organic matter accumulation (r2=0.895) than with 
inorganic matter (r2=0.458) despite major variation in the relative proportions of the 
two: some cores contained up to three times more organic matter than inorganic matter 
by dry weight whereas in others the inorganic mass was up to an order of magnitude 
higher. 
The structural integrity of organic matter may be responsible for its disproportionate 
role in controlling accretion rates [McCaffrey and Thomson, 1980; Nyman et al., 1990]. 
If water content and pore spaces are taken into account, organic matter accounts for 91-
96% of accretion in marshes of Rhode Island, U.S.A. [Bricker-Urso et al., 1989]. Similar 
results were reported for the Connecticut coast [Anisfeld et al., 1999] despite organic 
content ranging from 11 to 64% by mass. Further analysis of the Connecticut data 
reveals that pore space correlates almost perfectly with vertical accretion (r2=0.992) 
and that pore space in turn correlates better with organic mass accumulation (r2=0.620) 
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than with inorganic accumulation (r2=0.251). For marshes on the coast of Louisiana, 
Nyman et al. [2006] reported variation in organic content between 18 and 61% and 
found that total accretion correlated well with organic matter accumulation (r2= 0.6957 
and 0.8764 for two separate sites). The low density, greater structural integrity and 
prolific pore spaces characteristic of organic matter thus indicate that the elevation of 
many marshes is more organogenically controlled than is apparent from just organic 
matter mass [Nyman et al., 2006]. The cores used by Anisfeld et al. [1999] reached to 
30 cm depth, those of Nyman et al. [2006] to 45-55 cm and those of Bricker-Urso et al. 
[1989] to 1 m. It is likely that pore space and vertical extent of the shallower cores 
would be greatly reduced by compaction (§4.4), but less so for 1 m cores. 
Variability in the proportion of organic matter in soils is seen throughout the tidal 
frame, perhaps as a direct reflection of hydroperiod control over deposition rates 
(§4.1.3.3) and productivity (§4.3.1). In the Gulf of Mexico, Callaway et al. [1997] 
reported from isotopic dating of several sediment cores that mineral and organic matter 
accumulation were higher at more frequently inundated depths, suggesting an intertidal 
trend consistent with hydroperiod-proportional productivity (§4.3.1). Hatton et al. 
[1983] investigated dated core samples from Louisiana and reported a higher 
proportion of organic matter in soils in less saline habitats, but throughout the tidal 
frame the trend was more consistent with the second model of intertidal productivity: 
the organic content of soils was higher in back marshes than on levees. Nyman et al. 
[2006] used a similar method at ten sites in Louisiana and reported the highest organic 
content in least saline sites. For Rhode Island marshes, organic matter accounted for 
slightly more of the vertical accretion in high marshes than for low marshes [Bricker-
Urso et al., 1989]. Results from sediment traps in Chesapeake Bay reported by Leonard 
et al. [2002] again showed increased organic matter inputs towards the marsh interior 
(up from 10% to 35%) as well as decreased overall sedimentation, but these results 
were for superficial deposition and not for material incorporated permanently into the 
soil column. Allen [1995] proposes that organic matter retention at the soil surface is 
higher for inner marshes where tidal currents are slowed and operate for a smaller 
proportion of the time, so that they do not have the same capacity to export organic 
detritus. 
Carbon sequestration studies often focus on the efficiency with which plant biomass is 
converted into organic soil carbon and thus have the potential to provide valuable 
insights into the effect of plant biomass on long term sedimentation rates in fringing 
wetlands of coastal lagoons. Livesley and Andrusiak [2012] report higher organic 
carbon density in salt marsh soils than in mangrove soils but did not obtain rates of 
sequestration. The higher density could simply reflect the reduced supply of suspended 
mineral matter at higher elevations. In other words, mangrove detritus may simply be 
more diluted by inorganic material. Interestingly, for the Atlantic and Pacific coasts of 
the U.S.A., a large dataset reported by Chmura et al. [2003] showed the reverse to be 
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true, i.e. organic carbon density was greater in mangrove soils. The same trend was 
reported for the Gulf of Mexico by Bianchi et al. [2013]. 
Howe et al. [2009] calculated carbon sequestration rates as well as carbon density. They 
measured vertical accretion over six years and analysed 54 shallow core samples for 
organic carbon at two wetland sites – one disturbed by agricultural activities and 
rehabilitation, and the other undisturbed. Their measurements distinguished between 
saltmarsh and mangrove soils. Stored inorganic carbon density was higher in salt marsh 
than mangrove at both sites, whereas rates of carbon sequestration showed highly 
variable results. At the disturbed site, accretion rates were higher overall but relatively 
equal between salt marsh and mangrove soils, percentage organic matter contribution 
to soils was higher for saltmarsh, and salt marsh soils exhibited a higher carbon 
sequestration rate (1.37 Mg C ha-1 yr-1) than mangrove soils (1.05 Mg C ha-1 yr-1).  At the 
undisturbed site the opposite was observed: although accretion rates were lower 
overall, accretion was almost twice as high in mangrove as salt marsh soils. Despite 
higher organic carbon density in salt marsh soils, the percentage contribution of organic 
matter to soils was relatively even and carbon sequestration rate was higher for 
mangrove soils (0.89 Mg C ha-1 yr-1) than for salt marsh (0.64 Mg C ha-1 yr-1). These 
findings make the case for controls over organic matter retention in soils other than 
simply organic production. Accretion rate is likely to play a role, and is discussed 
further in Section 4.3.2.4). [Chmura et al., 2003] cites high temperatures as another 
control over sequestration rates. Choi and Wang [2004] report consistently higher 
carbon sequestration rates for marshes lying lower in the tidal frame, but how much of 
this trend is due to inundation-dependent sedimentation rates as opposed to 
differences in productivity is unclear.  
Given the structural integrity of organic matter and therefore its relatively more 
significant contribution to elevation change, there may be an optimal balance between 
organic and inorganic matter in soils that requires the least input of material to produce 
stable soils and elevation change [Nyman et al., 1990]. Further, Bricker-Urso et al. 
[1989] suggested there is a limit to rates of organic matter accretion, a claim which is 
supported by Callaway et al. [1997] based on the much lower variability of organic 
matter accumulation at their study sites (200-400 g/m2/yr) than that of mineral matter 
(160-5,000 g/m2/yr). If this is indeed the case, the ability of organogenic marshes to 
respond to sea level rise through elevation change may be inherently limited, even if 
elevation-productivity feedbacks are favourable. 
4.3.2.2. Depositional environment and provenance of organic matter 
Deposition of plant detritus is not restricted to the wetlands in which it is generated. 
Tidal currents, wind waves and flood events mobilise fine surface sediments, including 
organic material, so that they are available for deposition elsewhere in the lagoon 
[Allen, 2000]. In an illustrative example the organic content of suspended solids in the 
water column of inundated marshes did not differ significantly from those of the open 
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water of Chesapeake Bay [Leonard et al., 2002].  If the local energy regime is such that 
organic matter is frequently entrained, its in-situ deposition seems unlikely. In NSW 
coastal lagoons, the sediments of central mud basins can exhibit relatively high organic 
content – as much as 33% [Roy et al., 2001]. This may include detritus exported from 
shoreline vegetation in addition to algal biomass from the water column. Lagoons in 
receipt of large sediment supplies tend to be more mature (i.e. Roy et al’s [2001] mature 
or semi-mature) and exhibit low organic composition (1-12%). Lower sediment supply, 
on the other hand, as generally applies to less mature estuaries and small coastal 
lagoons (as per Roy et al’s [2001] classification scheme) seems to result in higher 
organic content (17-33%). These figures are presumably a function of the level of 
dilution of organic matter by inorganic material but may also be influenced by wind 
waves; under the two-phase model of geologic evolution introduced in Chapter 3, fine 
organic matter would be more easily winnowed from surface sediments and exported 
from the lagoon entirely. Either way, it is clear that a considerable amount of organic 
matter is not deposited in-situ. 
Distinguishing between autochthonous and allochthonous sources of organic matter 
provides insight into how much shoreline change is driven by in-situ biomass 
production. The distinction is of particular importance where carbon sequestration and 
carbon accounting schemes are concerned, since marsh rehabilitation activities need to 
be linked directly to organic carbon retained in soils. Isotopic analysis of organic carbon 
soil profiles from mangrove and saltmarsh environments throughout south eastern 
Australia led Saintilan et al. [2013] to the conclusion that surface accumulation of 
organic matter was dominated by tidally-borne allochthonous material consisting 
principally of leaf litter. Organic carbon retained in the soil profile, on the other hand, 
exhibited isotopic signatures more consistent with root matter and was therefore 
associated with autochthonous sources. Vegetation succession accompanying elevation 
change over time [Choi et al., 2001] was also considered as a cause for the observed 
down-core isotopic changes, but was rejected in all but a few cores because the soil was 
too depleted in the relevant carbon isotope. Similar core analysis by Yang et al. [2014] 
in mangrove habitats showed much greater isotopic enrichment characteristic of 
allochthonous sources such as planktonic and benthic algae. In cases such as this last 
example, where allochthonous sources of organic matter dominate, cross-shore organic 
accumulation can be expected to be proportional to hydroperiod, as in Figure 4.3. This 
is the opposite of the trend that is expected from in-situ accumulation, which would 
most often reflect productivity gradients that are inversely proportional to hydroperiod 
(§4.3.1) 
4.3.2.3. Above versus below ground contributions 
The findings of Saintilan et al. [2013] regarding the dominant contribution of below 
ground biomass to wetland elevation changes are consistent with studies elsewhere in 
the world: The Wash, England [Randerson, 1979]; Louisiana, USA [Nyman et al., 2006]; 
the Caribbean [McKee et al., 2007]; South Carolina, USA [Mudd et al., 2009]; and the 
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Atlantic and Louisiana Coasts of the United States and Belgium [Neubauer, 2008]. The 
ratio of above-ground to below-ground biomass thus becomes an important 
consideration for shoreline change. Great variability has been reported on the subject, 
however, and ratios of root versus shoot biomass productivity range from shoot 
dominance through approximate parity to root dominance [Rybczyk and Cahoon, 2002] 
(p. 988). The root-dominated isotopic signature reported by Saintilan et al. [2013] was 
most easily detected for mangrove environments, which leaves open the potential for 
variations between plant species or between habitats. Values reported for Spartina 
anglica by Hemminga et al. [1996] show unequivocal, year-round dominance of above 
ground productivity in the Netherlands, but these contrast with the other literature 
regarding the same species (summarised on  p.176 of Hemminga et al. [1996]). The 
scatter in data published prior to 1996 is provided in Figure 4.7, including data relating 
to both S. alterniflora and S. anglica. Despite substantial variability, the majority of 
values appear to lie in the portion of the chart indicating root dominance (above the 
dotted line), however site specific influence cannot be ignored. In one example in 
Louisiana [Nyman et al., 2006], aquatic root production appeared to be the primary 
cause of subaqueous soil production, even above the surface. For seagrasses, [Duarte 
and Chiscano, 1999] report above ground productivity values similar to below ground. 
 
Figure 4.7 Root:shoot productivity ratios (in grams of dry weight per metre squared per year) as 
collated by Hemminga et al. [1996]. Open symbols represent data sourced from the literature (see 
Figure 3 in source for references) and closed symbol is the value obtained in the source study. 
Dotted line indicates separation between root dominance (above line) and shoot dominance 
(below line). 
Ratios of root:shoot productivity appear not to hold constant throughout the tidal 
frame, but rather are influenced by hydroperiod, much like overall biomass productivity 
(§4.3.1). For the SE Australian region, Saintilan [1997] found that root:shoot ratios for 
mangroves in the Hawkesbury River, NSW, correlated with salinity. When salinity was 
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less than that of seawater, shoot dominance was observed, and otherwise root 
dominance occurred. While this correlation is probably the result of distinct 
hydrochemical environments in the separate locations studied, it probably has 
implications for the range of salinities exhibited throughout the tidal frame due to 
drainage frequency and evapotranspiration. Pomeroy et al. [1981], for example, 
suggests below ground productivity is higher in upper tidal frame, where 
evapotranspiration can result in higher salinities, and the results of Gallagher [1974] 
support the claim. Despite the trend of hydroperiod-proportional above-ground 
productivity for Spartina alterniflora (§4.3.1), root:shoot ratios suggest that root 
productivity exhibits the opposite correlation to the extent that it completely 
overwhelms above ground productivity. The lowest above-ground productivity showed 
not only the highest root:shoot ratio, but greatest overall below-ground macro-organic 
content [Gallagher, 1974]. Root biomass also became more important in the upper tidal 
frame in a study of the same species by Mudd et al. [2009]. Other species included in the 
study by Gallagher [1974], Juncus roemerianus and Distichlis spicata, showed below-
ground productivity that inversely correlated with hydroperiod but relatively 
consistent dominance of root material over above ground material (root:shoot ratios of 
8.2:1 and 7.2:1, respectively).  Two different species of Salicornia marshes occupying 
different elevation bands [Pont et al., 2002] exhibited root:shoot ratios in the upper 
intertidal that were three times lower than the lower intertidal, despite overall 
productivity being higher in the upper intertidal. Combined, these studies indicate that 
below-ground productivity can be much higher than above ground biomass might 
suggest. 
4.3.2.4. Decay of organic matter in wetland soils 
Organic material that is incorporated in wetland soils is not necessarily retained, so its 
effects on elevation can be partly or entirely temporary. Within just one month of 
deposition, decomposition can remove up to 30% of recently deposited organic matter 
[Neubauer et al., 2002]. Compared to primary productivity, as little as a few percent of 
the original organic matter may end up in soils [Meyers, 1994]. Under oxygenated 
conditions, microbial bacteria are able to oxidise organic matter resulting in its 
conversion to gaseous and water-soluble products such as carbon dioxide and methane 
[Tate, 1980]. These bacteria are less active in more frequently inundated, less 
oxygenated portions of the tidal frame. Even under anaerobic conditions, however, 
methanogenic bacteria can be responsible for decomposition of organic matter 
[Livesley and Andrusiak, 2012], although their activity is inhibited by saline conditions 
[Poffenbarger et al., 2011]. The relatively low rates of organic matter decomposition in 
wetlands, due to the combination of anaerobic conditions and salinity, account for great 
efficiency of wetlands as agents of carbon sequestration [Donato et al., 2011]. 
Decomposition is further inhibited by lower temperatures [Matsui et al., 2013]. 
Plant functional types can exert some further influence over decomposition rates 
[Jobbágy and Jackson, 2000]. Blum and Christian [2004] studied the production and 
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decomposition of root organic material and found that Juncus roemerianus and Spartina 
alterniflora exhibited significantly different production and decomposition rates that 
were not a function of position in tidal frame, soil chemistry or lignin content, but rather 
were likely to be related to the C:N ratios for each plant and the relative contributions of 
roots and rhizomes to total root matter. Rapid burial under high mineral supply, 
probably by limiting oxidating conditions required for decomposition of organic matter, 
was invoked to explain the apparent link between carbon sequestration rates and 
overall sedimentation rates [Chmura et al., 2003].  An alternative explanation has been 
offered – preferential binding of organic material to fine particles [Higginson, 1971] 
could dominate the organic component of soils – but the prevalence of the isotopic 
signatures of root material in wetland sediments [Saintilan et al., 2013] make this less 
likely. Indeed, both Gallagher [1974] and Nyman et al. [2006] found that root material 
constituted the vast majority of macro organic matter in the soil profile within their 
respective study areas. 
Rates of decay have been reported separately for both leaf litter and root litter, with the 
former having been found to decay much faster than the latter. For example, for 
wetlands on the Rhone delta, France, Pont et al. [2002] reported short-term (labile) 
decay rates of leaf litter over four times greater than roots, and long-term (refractory) 
decay rate three orders of magnitude greater.  Their predictive model, calibrated using 
these data, suggested 75% of total organic inputs to soil comprise aboveground biomass 
(of which 70% leaf litter) versus 20% root litter but that, after 8 years, the high leaf 
litter decomposition rate resulted in root litter component increasing to 50% of the 
non-decomposed organic matter. Higher rates of decomposition for leaf litter are also 
reported by French [1993] and Middleton and McKee [2001]. These rates appear to be 
hydroperiod-dependent. Middleton and McKee [2001] found consistently higher rates 
of leaf decay in lower tidal frame than in upper, but no such hydroperiod-dependence 
was apparent for roots. In all other reported results, however, decomposition is faster 
when hydroperiod is shorter [Hemminga and Buth, 1991; Reed, 1995; Lewis et al., 
2014], for both root and leaf material, although results for leaves [Hemminga and Buth, 
1991] were inconclusive. This hydroperiod-dependence is attributed to lower salinity 
and submersion at higher elevations, and therefore reduced inhibition of bacterial 
decay [Reed, 1995]. To further complicate matters, in the soil of fertilised wetland plots 
higher rates of CO2 respiration and an overall decreased percentage of organic carbon in 
the soils were observed [Morris and Bradley, 1999] which could not be entirely 
explained by enhanced trapping of inorganic sediment. It was proposed that the 
increase in productivity also generated a change in the proportion of labile and 
refractory carbon, or a change in the stability of refractory carbon. 
Labile and refractory decay rates were individually parameterised in separate 
predictive modelling efforts by Rybczyk et al. [1998] and Rybczyk and Cahoon [2002] 
but sensitivity analysis of both models revealed relatively low sensitivity of elevation 
changes  to rates of decomposition. Variation in decay rates with depth have been 
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studied in an Australian salt marsh by Van Der Valk and Attiwill [1983], and Mudd et al. 
[2009] provide a number of conflicting examples that show the inconclusive nature of 
refractory decay rates with depth. Nonetheless, the above findings relating to the decay 
rates of above and below ground organic matter lead to the conclusion that the 
importance of above-ground sources of organic material declines throughout the soil 
profile with rapid decomposition, while the importance of root matter increases as new 
material is created below the surface and as decomposition proceeds more slowly. It 
seems plausible that, as per the findings of Saintilan et al. [2013], root matter makes up 
the greater proportion of organic matter retained within the soil profile regardless of 
the relative productivity of above and below ground biomass. 
4.3.2.5. Determining organic content of wetland soils 
The total organic content of wetland soils can be calculated using simple methods such 
as loss on ignition as well as somewhat more robust methods such as isotopic analysis 
[Meyers and Teranes, 2001]. However down-core trends in organic content are strongly 
influenced by decomposition, below ground production and compaction (§4.4) which 
operate simultaneously [Callaway et al., 1997]. Variations resulting from these 
processes can mask or exaggerate trends in biomass inputs over time [Choi and Wang, 
2004]. The organic matter content in the upper few decimetres of cores is unlikely to be 
responsible for elevation changes over the long term. The question regarding the overall 
significance of organic matter for elevation change on coastal lagoon shorelines 
remains. This review of the current state of knowledge highlights the fact that organic 
matter profiles in wetland soils need to be interpreted with extreme caution, 
particularly where shallow cores are concerned, since many variables are involved in 
the conversion of already complex biomass production into soil organic matter. 
Numerical modelling is emerging as a useful tool for exploring how numerous variables 
and their interactions in sub-soil processes can produce elevation change [Rybczyk and 
Cahoon, 2002]. Where predictions of elevation change within wetlands are concerned, 
however, it seems prudent to echo the assertion of French [1993] that numerical 
modelling is probably better suited to marshes where elevation change is not controlled 
by organic material. Inorganic sediment deposition, due to its strong elevation 
dependence, appears to follow more predictable patterns. Organogenic marshes, on the 
other hand, are subject to additional variables relating productivity, root:shoot ratios 
and decay rates, all of which can vary depending on plant type, redox conditions and 
salinity. For any attempt to quantify organic inputs to soil, particularly in terms of their 
effects on lasting elevation change, minimising the uncertainty associated with organic 
matter production, incorporation into the soil profile and retention is vital. This is 
probably best achieved through direct analysis of the geological record, at sufficient 
depths for subterranean processes to have stabilised, relevant to the timescale under 
consideration. Such an approach, however, sacrifices any link between soil organic 
content and its initial rate of deposition or production, thereby limiting the application 
of retention rates to future scenarios of habitat change. Several equations for 
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determining marine primary productivity from sediment characteristics are assessed by 
[Felix, 2014]. The greatest shortcoming of these approaches was the lack of 
differentiation between marine and terrestrial productivity, so their potential 
application to estuarine environments seems unlikely. Studies of short-term biomass 
productivity and organic matter accumulation in conjunction with observations of their 
longer-term net effects probably remain the most effective approach. 
4.3.3. Vegetation – indirect effects 
Fringing vegetation in coastal lagoons and estuaries can have effects on the rate of 
elevation change beyond simply the contribution of organic matter. Leonard and Luther 
[1995] observed consistently higher particulate deposition near plant stems and 
between stems and leaves. The findings reported in Section 4.3.1 and Figure 4.5 
regarding the effects of fertilisation on marsh accretion rates [Morris et al., 2002] were 
re-examined by Mudd et al. [2010], who determined that very little of the observed 
accretion rate increase could be attributed to direct organic inputs to the soil. Rather, 
the greatest effect of the increase in biomass was enhanced inorganic deposition as a 
result of modified energy conditions and trapping. Plants are thus able to enhance rates 
of inorganic matter deposition via several mechanisms: stabilisation of existing 
substrates [Carlton, 1974], wave dissipation resulting in lower shear stress [Leonard 
and Luther, 1995; Möller et al., 1999; Nepf, 1999; Mudd et al., 2004] and trapping of 
suspended sediments on stems and leaves of plants [Morris et al., 2002; Mudd et al., 
2004; D'Alpaos et al., 2007; Marani et al., 2007]. The latter two mechanisms are 
explored in detail here (§4.3.3.1 and §4.3.3.2, respectively), whilst Carlton [1974] 
should be consulted for the first mechanism. These indirect contributions to shoreline 
change are biomass-dependent [Mazda et al., 1997], varying according to stem density 
and surface area [Gleason et al., 1979]. As such, these effects are expected to vary 
according to cross-shore trends in productivity (4.3.1). Plant morphology, particularly 
the structure of leaves and stems, also appears to influence the impact of vegetation on 
hydrodynamics and sedimentation [Yang, 1998]. 
4.3.3.1. Current velocity reduction through energy dissipation 
The stems and leaves of intertidal vegetation alter the hydraulic characteristics of 
waves and currents flowing past them [Nepf, 1999; 2004]. Increased drag, greater even 
than that exerted by the underlying bed [Nepf, 1999], as well as altered turbulence 
[Temmerman et al., 2005], reduce flow energy as soon as vegetation is encountered.  
Sediments are less likely to be maintained in suspension under these conditions and 
particle settling increases [López and García, 1998].  Experiments to quantify the effect 
of vegetation on deposition regimes have included wave tank [Fonseca and Calahan, 
1992] and flume [Nepf and Vivoni, 2000] experiments, field measurements of current 
velocity within marsh vegetation adjacent to tidal creeks [Stumpf, 1983; Wang et al., 
1993] and measurements on the open coast [Möller et al., 1999]. In addition, numerical, 
hydraulic models have been applied to wave and current dissipation properties of 
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vegetation [Nepf, 1999; Lopez and Garcia, 2001; Temmerman et al., 2005; Marani et al., 
2010]. These studies, measured or modelled, are unanimous in reporting significant 
energy reductions as water flows encounter vegetation. Findings range from observed 
but unquantified reductions in energy [Allen, 1994; López and García, 1998; Nepf, 1999; 
Lopez and Garcia, 2001; Mudd et al., 2004] through measured attenuation of 50-60% of 
flow energy [Fonseca and Calahan, 1992; Leonard et al., 2002]  to flows that were 
reduced by an order of magnitude [Stumpf, 1983; Wang et al., 1993; Leonard and 
Luther, 1995; Yang, 1998; Möller et al., 1999; Temmerman et al., 2005]. Not only were 
particle settling rates shown to increase, but erosion of sediments from the substrate 
also seems highly unlikely given the bottom shear stress of attenuated flows can easily 
be lower than the critical shear stress for erosion [Wang et al., 1993]. 
Table 4.2 Dissipation rates (%) of currents, waves and turbulence intensity in flows over 
vegetation. Adapted from Le Hir et al. [2007]. Consult source for complete reference list. 
Dissipation/damping (%) Species References 
Currents Waves Turbulence 
16 60  Scirpus mariqueter Shi et al. (2000) 
90   Amphibolis antartica Verduin and Backhaus (2000) 
  80 Spartina alterniflora Christiansen et al. (2000) 
40-60   Phanerogam Zhuang and Shebel (1991) 
68  65 Juncus roemerianus (quoted par Yang, 1998) 
67  77 Spartina alterniflora Leonard and Luther (1995) 
 82  Mixed species Leonard and Luther (1995) 
 54  Mixed species Möller et al. (1999) 
 70  Mixed species Möller et al. (1996) 
   Zostera marina Möller et al. (1996) 
 71  Zostera marina Wayne (1976) 
50-90   Phanerogam spp. Gambi et al. 
Fonseca & Calahan (1992) 
 40 m-1  Spartina alterniflora Knutson et al (1982) 
 80 m-1  Zostera marina Ackerman (1983,1986) 
90   Spartina alterniflora Frey & Basan (1985) 
 90  Scirpus mariqueter Frey & Basan (1985) 
82 57  Laminaria hyperborean Yang (1998) 
 70-85  Laminaria hyperborean Mork (1996) 
 
The further flows penetrate into a vegetated marsh, the more they are slowed [Allen, 
1994] and the more deposition can occur through settling. As deposition occurs, 
however, suspended sediment concentrations are reduced: much lower suspended 
sediment concentrations have been reported in waters flowing over the far reaches of 
marshes than the tidal creeks that often deliver the flows in the first place [Wang et al., 
1993]. For tidal currents, maximum deposition appears to occur during the flood tide, 
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with up to 75% of suspended sediments deposited [Wang et al., 1993]. In contrast, very 
little change in suspended sediment concentration was noted during the returning, ebb 
tide. This could lend support to the claim by Marani et al. [2010] that the large reduction 
in flow energy results in a supply-limited deposition regime where all sediment that can 
be deposited, will be deposited, regardless of the mechanism (§4.3.3.2).  A particle size 
gradient would be expected with distance from the edge of the vegetated area as a 
consequence of continually declining flow energy [Allen, 1994; Leonard and Luther, 
1995]. 
Vegetation density dictates the extent to which deposition is enhanced in its presence 
[Yang, 1998; Nepf, 1999; Lopez and Garcia, 2001; Mudd et al., 2004], and correlation 
between biomass density and drag is illustrated in Figure 4.8. Nepf [1999] argues that 
minimal vegetation density is required to increase deposition; as low as 1% by volume 
of a given inundated marsh area. However, a one dimensional model [Lopez and Garcia, 
2001] suggested there was a threshold of vegetation density below which energy flows 
was similar to those of tidal creeks. At such low densities, flow turbulence can actually 
increase, but decreases with greater vegetation density thereafter [Nepf, 1999]. At least 
two studies have failed to show significant differences between different vegetation 
species [Leonard et al., 2002; Temmerman et al., 2003b], a finding which probably 
simplifies the parameterisation of vegetation effects in depositional models to represent 
only biomass density. Finally, the effect is most significant if the flow depth is less than 
the height of vegetation - if vegetation is submerged, effect is reduced [Fonseca and 
Calahan, 1992]. 
 
Figure 4.8 Drag coefficient as a function of biomass, adapted from Mudd et al. [2004] (p. 174) 
4.3.3.2. Particle capture on plant surfaces 
The surfaces of plant stems and leaves are capable of intercepting sediment particles 
from the water column whilst submerged, and probably transfer much of the captured 
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sediment to the substrate between periods of inundation through washing by 
rainwater, in the faecal pellets of grazers or via death of the stems or leaves on which 
they are captured [Alizai and McManus, 1980; Stumpf, 1983]. Whilst this mechanism of 
deposition has been recognised as a potential contributor to overall inorganic 
deposition by some authors [Bird, 1994; Davis Jr, 1994; Leonard and Luther, 1995] 
experiments to quantify its significance with respect to other deposition mechanisms 
have yielded contrasting results. Stumpf [1983] observed that of the 80% of suspended 
sediment that was lost when tidal creek waters encountered marsh vegetation, 
approximately half of it was too fine to settle. Particle capture by Spartina stems was 
concluded to make up the difference. In highly controlled flume experiments using flow 
velocities and particle sizes representative of those in wetlands, Palmer et al. [2004] 
found an order of magnitude greater particle capture by cylindrical collectors (i.e. 
stems) than deposition due to settling when flow velocities exceeded 3 cm/s. The latter 
study assumed that findings based on a single cylindrical collector could be applied to 
arrays of stems in a typical wetland canopy, but acknowledged that the assumption 
probably would not be valid where canopies exceed 5-10% of flow volume. 
A larger number of studies, on the other hand, have shown that particle capture by 
intertidal vegetation contributes far less to deposition rates than wave dissipation. 
Alizai and McManus [1980] observed that the hollow stems of Phragmites communis 
acted directly as sediment traps and contributed to vertical accretion when the stems 
died and fell to the underlying marsh surface, but found that their contribution to 
deposition was insufficient to account for the upward building of marshes. French and 
Spencer [1993] measured sediment retention on plant surfaces following tidal 
inundation and found it was able to account for only 8.5% of deposition at any one site. 
Yang [1998], by washing the sediment from harvested wetland plants, found that 
particle capture was a notable but not dominant means of deposition. Based on 
preliminary experiments, Mudd et al. [2009] suggested particle capture was responsible 
for two orders of magnitude less deposition than particle settling. They later applied the 
particle capture equations of Palmer et al. [2004], as well as the work of Nepf [1999] on 
drag effects from plant stems to previously reported data [Morris et al., 2002] to further 
examine the link between wetland plant fertilisation and increased deposition rates 
[Mudd et al., 2010]. They found that the total increased biomass density from 
fertilisation produced larger individual plant stems but lower overall stem density. 
Numerical modelling indicated that wave dissipation effects were enhanced much more 
rapidly than particle capture, which was dependent only on stem surface area rather 
than stem volume. The enhanced deposition that followed fertilisation was therefore 
attributed almost entirely (>99%) to particle settling in the low velocity environment, 
and particle capture was deemed negligible.  
Finally, Marani et al. [2010] reported rates of particle capture and settling that were 
comparable in high flow velocities (up to 10cm/s) but at smaller velocities observed in 
wetlands the rate of particle capture was significantly less than that of settling. 
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Ultimately, particle capture seemed unlikely to be a determinant of overall deposition 
rates because, even when capture was significant, the reduction in settling flux was such 
that the overall flux deposition remained relatively constant and the settling flux was 
capable of compensating for the absence of particle capture. Nevertheless, a number of 
authors have seen fit to include parameterisations of particle capture in models of 
wetland accretion as functions of suspended sediment concentration and morphological 
characteristics of stems which vary with biomass [Mudd et al., 2004; D'Alpaos et al., 
2007; Marani et al., 2007]. 
4.3.4. Other Biota 
The wave dissipation role of vegetation and the resulting reduction in bed shear stress 
was explained in Section 4.3.3.1. This effect reduces the likelihood of sediments being 
entrained in over-marsh flows. The erodibility of the sediment that constitutes the bed, 
however, is equally as important in determining the likelihood of entrainment and 
erosion [Le Hir et al., 2007]. Erosion occurs once a threshold or critical shear stress is 
exceeded (§4.1.2). The threshold depends on physical properties of the sediment 
including particle size, bulk density, water content and, where dominant, cohesive 
forces. Many types of biota besides vegetation can alter these properties, thereby 
altering the likelihood that erosion or deposition will take place under any given energy 
regime.  The terms bioturbation and biostabilisation, as defined by Cuadrado et al. 
[2014],  are used here to denote effects of biota which, respectively, decrease and 
increase sediment stability.  
Types of biota that inhabit lagoon shorelines and influence deposition and erosion rates 
include macrofauna (§4.3.4.1), bacteria and microphytobenthos (§4.3.4.2). If biota have 
a lasting effect on sediment deposition processes at lagoon shorelines, then their role in 
the geomorphic evolution of coastal lagoons is also likely to be significant. The purpose 
of this section is to provide a literature-based conclusion about whether biotic impacts 
on sediment stability are significant for lasting morphological change. Grabowski et al. 
[2011] and Le Hir et al. [2007] may be consulted for literature reviews of biotic effects 
which are far more comprehensive than this research demands. 
4.3.4.1. Macrofauna effects on sediment stability 
Aquatic macrofauna such as bivalve, worm and snail species are generally associated 
with the bioturbation of benthic sediments [Underwood and Paterson, 1993a; de 
Deckere et al., 2001; Andersen et al., 2002; De Backer et al., 2010]. Modifications to the 
substrate include increased water content due to burrows [Underwood and Paterson, 
1993a] and destabilisation due to pelletisation of cohesive grains [Andersen et al., 
2002], both of which decrease critical shear stress thresholds and increase erodibility of 
the sediment. These impacts can, however, also produce stabilising effects. For example, 
although burrows produce higher water content in underlying sediments, they can also 
produce local consolidation effects that increase shear strength [Paterson, 1997a]. 
Similarly, pelletisation of cohesive sediments renders grains more readily erodible but 
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also results in higher settling velocities [Andersen et al., 2002]. Examples of species 
whose net impacts are stabilising as well as those whose impacts are destabilising are 
provided by De Backer et al. [2010], but the general net trend for macrofaunal impacts 
is towards destabilisation. Relevant published findings are summarised in Table 4.3. 
Table 4.3 Summary of the effects of macrofauna on sediment stability, modified from Table 5 of Le 
Hir et al. [2007]. Consult source for references unless marked with [ ]. 
Sediment Biol. Species Observations References 
(a) Examples of sediment destabilising 
Sand 169 µm Owenia fusiformis Enhanced erosion around tubes if number 
<7000m-2 
Eckman et al. 
(1981) 
Silty sand 148 µm Diopatra cuprea (tubes), 
macrofauna 
Mucus and aggregates, ucr* 46% lower  Luckenbach (1986) 
Silt 4.8 µma Nucula proxima Increase of water content, increase of 
turbidity, no effect on ucr* 
Rhoads and Young 
(1970) 
Silt 11 µm, water 
content 55%a 
Yoldia limatula 
Macoma tenta 
Pectinaria gouldi 
Nucula annulata 
Yoldia limulata 
Nephtys incisa 
Bioresuspension 
Bioresuspension 
Bioresuspension 
Erosion rate* 3–8, no change in ucr* 
Erosion rate* 3–5 
Erosion rate* 3–5 
Davis (1993) 
Estuarine mudsa Nereis diversilcolor 
Hydrobiaulvae 
Treatment with biocide removed macrofauna 
lowered water content and increased shear 
strength 200-500%. 
[Underwood and 
Paterson, 1993b] 
Silt 10 µma Hydrobia ulvae (300–40 
000m-2) 
Grazing of stabilising microphytobenthos, 
production of faecal pellets 
Austen et al. 
(1999) 
Silt 11 µma Hydrobia ulvae (up to 
3 00 000m-2) 
Erosion rate increased in summer, enhanced 
production of faecal pellets 
Andersen (2001) 
 
Silt 10 µma  
Sand <5%a 
Hydrobia ulvae Snail density do not affect erosion threshold.  
Erosion rate * 2 when no. increased from 
10,000 to 50,000 ind. m-2 
Andersen et al. 
(2002) 
Silta Macoma balthica Turbidity increase with animal density Willows et al. 
(1998) 
Silt 5 µma Hydrobia ulvae (3000m-2) Low ucr* for tracks Blanchard et al. 
(1997) 
Silta Corophium volutator Decrease of shear strength, grazing of 
stabilising diatoms 
Gerdol and Hughes 
(1994) 
Silt 18 µma Amphicteis 
scaphobranchiata 
Faecal pellets easily erodible Nowell et al. (1981) 
Fine sand 118 µm Transenella tantiilla Roughness increase by tracks (z0 *2) ucr* : 
20% lower for tracks 
Nowell et al. (1981) 
Silt 62 µma Chasmagnathus sp. 
Uca uruguayensis 
Increase water content and penetrability  
Lower permeability 
Botto and Iribarne 
(2000) 
Fine sand 100 µm Amphiura filiformis  
Callianassa subterranea 
Increase water content  
Decrease shear-wave velocity, bulk density 
and rigidity in summer 
Rowden et al. 
(1998) 
Sand % mud<5% Corophium arenarium Increase permeability and reduce shear 
strength (but see Meadows and Tait, 1989) 
Jones and Jago 
(1993) 
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Sediment Biol. Species Observations References 
Silt 40 µma Corophium volutator Increase in erosion rate, increase in bottom 
roughness (idem) 
de Deckere et al. 
(2001) 
Silt and clay 
>80%a 
Neomysis integer 
(hyperbenthos) 
Decrease erosion threshold (from 0.15 to 
0.05 Pa for 600–18,000 mysids.m-2, resp.) 
Roast et al. (2004) 
(b) Examples of sediment stabilising 
Silty sand 64 µm Hobsonia florida, 
Pseudopolydora, Macoma 
nasuta 
Faecal mounds less erodible, and mucus 
formation 
Nowell et al. (1981) 
Silty sand 50–70 
µm,W35% 
Corophium volutator Particle trapping in mucus generated by 
juveniles; erosion rate decay 
Grant and Daborn 
(1994) 
Sandy silt Corophium vol.  
Nereis diversic 
Sediment compaction around burrows. 
Increase shear strength. 
Meadows and Tait  
(1989) 
Fine sand 88–125 
µm 
Macrofauna+diatoms+bact EPS production ucr* increase in summer Grant et al. (1982) 
Sand 100–500 µm Arenicola marina Casts have higher ucr (44 cm s-1) than 
sediment bed (17–26 cm s-1) 
Girling in Meadows 
and Tufail (1986) 
a cohesive sediments. 
 
4.3.4.2. Microphytobenthos and bacteria effects on sediment stability 
Extracellular polymeric secretions (EPS) produced by microbial organisms inhabiting 
surficial benthic sediments are responsible for binding individual grains together and 
trapping sediment within extensive filamentous networks [Paterson, 1989; Grabowski 
et al., 2011] resulting in higher sediment stability [Yallop et al., 1994; Paterson, 1997a; 
Fang et al., 2013; Vignaga et al., 2013]. Secretions binding individual grains together are 
generally referred to as biofilms, and the more extensive sheets of secretions and bound 
sediment are biomats. The microbes responsible are almost ubiquitous on wet surfaces 
and capable of rapid colonisation and reproduction [Decho, 1990; Underwood and 
Paterson, 1993b; Tolhurst et al., 2008]. EPS producers on intertidal substrates most 
notably include benthic diatoms, for whom EPS production provides the locomotive 
force behind their diurnal migrations to and from the sediment surface [Paterson, 1989; 
Smith and Underwood, 1998], and cyanobacteria, who secrete EPS during growth [Dade 
et al., 1990]. Though EPS production is metabolically costly for the organisms it 
provides numerous advantages [Decho, 1990; 2000; Stal, 2003]. Rates of production 
vary throughout growth phases [Decho, 1990; Underwood and Smith, 1998; Yallop et 
al., 2000] and structure and function can differ from one species to the next; 
biostabilisation effectiveness differs accordingly [de Brouwer et al., 2005].  
Biostabilisation effectively results in the conversion of non-cohesive sediments into 
cohesive sediments [Vignaga et al., 2013]. Given inter-particle bonds in cohesive muds 
already provide shear strength equivalent to that of pebbles, the enhanced stability 
provided by EPS may render already cohesive sediments virtually unerodible under 
normal flow conditions [Vignaga et al., 2013]. Parameterisation of these effects revealed 
precisely this finding [Marani et al., 2010]. The effect of EPS can be accounted for in 
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sediment transport models as increased adhesive forces between particles, represented 
in a modified shields diagram [Righetti and Lucarelli, 2007]. This may be an over-
simplification, however: the response of EPS-bound sediments to shear stress has been 
described as resembling a flexible membrane or the skin of a drum [Paterson, 1989; 
Vignaga et al., 2013]. Rather than individual grains being energized into motion, the 
EPS-bound layer has been observed to tear off in clumps once a critical shear stress is 
exceeded [Paterson, 1989; Droppo et al., 2001]. 
Quantifying the impact of biostabilisation on sediment erodibility is complex. Algal 
biomass has been correlated with critical shear stress through the pigment Chlorophyll 
a, a good indicator of diatom concentration in sediments [Paterson, 1989; Underwood 
and Paterson, 1993a; Sutherland et al., 1998; Black et al., 2002], however the 
correlation between microbial population and EPS production can vary according to 
species and growth phase. A preferable method of quantifying EPS is the extraction of 
colloidal carbohydrate: these are a major component of the microbial secretions, but are 
more difficult work with [Dade et al., 1990; Andersen, 2001]. Nonetheless, critical shear 
stress and other indicators of erodibility have been tested both in laboratories and in-
situ, and thresholds for erosion have proved consistently higher. Many of these results 
are summarised in Table 4.4. The variation in these reported stabilisation values is large 
and may be attributed to several factors including to the range of EPS structures and 
functions and inconsistency in the erodibility measures used by the studies. The 
difficulty of in-situ testing and limited ability to isolate EPS effects from “control” 
sediment render comparisons difficult [Paterson, 1997a; Grabowski et al., 2011]. Tests 
performed in laboratory conditions have, at least, mostly yielded good agreement with 
in-situ measurements [Amos et al., 1998; Sutherland et al., 1998; Droppo et al., 2001; de 
Brouwer et al., 2005; Tolhurst et al., 2008; Fang et al., 2013]. 
Table 4.4 Summary of the effects of microphytobenthos and bacteria on sediment stability. 
Modified from Paterson [1997b] 
Study Organisms Relative stabilisation (percent increase over 
control) 
Non-cohesive sediments 
[Neumann et al., 1970] Algae/cyanobacteria 500 
[Holland et al., 1974] Diatoms 100 
[Manzenrieder, 1985] Bacteria/algae 300-700 
[Grant and Gust, 1987] Sulfured bacteria, 
cyanobacteria 
390, 350 
[Vos et al., 1988] Diatoms 100 
[Dade et al., 1990] Bacteria 200 
[Paterson, 1990] Diatoms 400 
[Madsen et al., 1993] Diatoms/bacteria 300 
[Yallop et al., 1994] Diatoms/cyanobacteria >960 
[Lelieveld et al., 2003] Bivalves 110-146 
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Study Organisms Relative stabilisation (percent increase over 
control) 
[Vignaga et al., 2013] Cyanobacteria 130-135 
[Fang et al., 2013] Bacteria/algae 140 
Cohesive 
[Holland et al., 1974] Diatoms >350 
[Rhoads et al., 1978] Not identified 300 
[Parchure, 1984] Not identified 200 
[Black, 1992] Diatoms/bacteria 500 
[Yallop et al., 1994] Diatoms/bacteria 300 
[Droppo et al., 2001] Not identified 1,000 
[Lelieveld et al., 2003] Bivalves 133-210 
[de Brouwer et al., 2005] Diatoms 250-500 
[Righetti and Lucarelli, 2007] Diatoms 152 
[Tolhurst et al., 2008] Diatoms >700 
[Fang et al., 2013] Bacteria/algae 140 
 
Other findings from biostabilisation studies indicate that coarser grained, sandy 
environments are likely to be dominated by bacterial EPS, whereas diatoms are more 
likely to populate silty environments and form biomats in the upper 2mm of sediment 
[Stal, 2003]. This results in a positive feedback between silt content and diatom 
populations, since fine-grained sediment that would otherwise be easily erodible would 
be increasingly retained within biomats, creating an increasingly favourable habitat for 
the diatoms [van de Koppel et al., 2001]. The effectiveness of EPS appears to depend on 
water content [Yallop et al., 1994; Tolhurst et al., 2008], which may go some way to 
explaining observed variations in biostabilisation across the tidal frame [Benyoucef et 
al., 2014; Cuadrado et al., 2014]. Although diatom populations tend to be highest in the 
upper tidal frame, in the greatest presence of sunlight [Underwood and Paterson, 
1993a] desiccation between tidal floods may reduce the efficacy of EPS by reducing the 
water content. Finally, diatoms themselves may have a minor role in sediment stability 
irrespective of EPS production [Tolhurst et al., 2008]. 
4.3.4.3. Significance of biota effects for lagoon evolution 
Biotic effects on sediment stability, through both bioturbation and biostabilisation, have 
the potential to be highly significant for rates of change in coastal lagoon shorelines. A 
number of complicating factors, however, ought to be taken into account. Firstly, algal 
biomass varies seasonally [Underwood and Paterson, 1993a; Andersen, 2001; Andersen 
et al., 2005; Le Hir et al., 2007; De Backer et al., 2010], partly as a result of macrofaunal 
grazing pressure [Underwood and Paterson, 1993a; Andersen, 2001]. Predicting intra-
annual variation is difficult due to the sheer complexity of interactions [Andersen, 2001; 
Black et al., 2002; Le Hir et al., 2007; Marani et al., 2010; Grabowski et al., 2011]. 
Secondly, even if biostabilisation is able to entirely prevent erosion under average 
conditions, high energy events that surpass the elevated critical shear stress tear up the 
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stabilised layer and expose the underlying sediment to the same risk of erosion as 
would have existed without biostabilisation [Paterson, 1989; Underwood and Paterson, 
1993a; Sutherland et al., 1998; Droppo et al., 2001; Le Hir et al., 2007]. Nonetheless, 
prevention of frequent, small-scale erosion and promoting recovery between large 
energy events may still be significant for lasting morphological change [Underwood and 
Paterson, 1993a]. Finally, biotic influences differ according to depositional environment 
[Andersen et al., 2005]. 
It is clear that physical parameters alone do not adequately explain the stability of 
cohesive sediments [Black et al., 2002]. Sediment characteristics such as grain size, bulk 
density and water content are often considered to govern instantaneous sediment 
transport, but cases have been documented where biotic effects exert even stronger 
control over erodibility. For example, Dade et al. [1990] found biotic adhesion to be a 
better predictor of erodibility than particle size in flume experiments with sandy 
sediments, Amos et al. [1998] found colloidal carbohydrates to have a stronger effect 
than wet bulk density in benthic flume tests performed across an intertidal transect, 
and parameterisation of biotic and physical processes by Wood and Widdows [2002] 
found that natural variation in biotic parameters had a stronger effect than variation in 
hydrodynamic variables. The role for biota over the longer term may be less significant 
[Wood and Widdows, 2002; De Backer et al., 2010; Grabowski et al., 2012], though 
probably not entirely insignificant [Borsje et al., 2008].  
Biotic effects have been considered significant enough to warrant the development of a 
dedicated sedimentary structure, Microbially induced Sediment Structures (MISS) 
[Noffke et al., 2001]  and parameterisation into sediment transport equations [Righetti 
and Lucarelli, 2007] and numerical models of morphological evolution [Wood and 
Widdows, 2002; Le Hir et al., 2007; Marani et al., 2010; Righetti and Lucarelli, 2010]. 
The lasting effects of biostabilisation, however, might be negligible in comparison to the 
effects of vegetation on reducing shear stresses [Le Hir et al., 2007]. It is clear that the 
importance of the biotic effects for shoreline change is still unknown, particularly on 
coastal management or geologic timescales. A preliminary macro scale investigation 
into estuary-wide microbial populations using remote sensing has so far managed to 
validate the technique [Benyoucef et al., 2014] and may yet lead to conclusions about 
significance in the future . 
4.4. SUB-SURFACE EFFECTS 
Vertical accretion and erosion patterns are rarely sufficient to explain shoreline 
elevation changes. In some cases, rates of accretion and elevation change have shown 
little correlation or are decoupled entirely [Kaye and Barghoorn, 1964; Cahoon et al., 
1995a; Allen, 1999; 2000; Cahoon et al., 2000; Cahoon et al., 2006; Rogers et al., 2006; 
Cahoon et al., 2011; Rogers et al., 2013]. Once deposited, sediments are acted upon by 
various processes to either increase or decrease elevation [Meyers, 1994]. Whether 
physical or biological, these processes operate over a range of timescales and often 
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simultaneously. Physical processes include shrinking and swelling of sediment with 
changes in water content, and compaction due to pressure above the sediment. Both of 
these are addressed in the sub-sections that follow (§4.4.1 and §4.4.2). Tectonic 
adjustments are manifest on shorelines as sea level changes, and thus fall under the 
scope of Section 4.6.1. Biological processes include sub-surface production of organic 
material and its decomposition, already covered in Sections 4.3.2.3 and 4.3.2.4, 
respectively. Elevation relative to water level is an important factor for determining 
inorganic sediment supply, biological productivity, rates of decay and energy regimes. 
Identification of subterranean processes, the timescales over which they operate and 
the magnitude of their effects on elevation is thus essential for interpretations of past 
shoreline change and prediction of future changes. 
4.4.1. Soil water content 
Two mechanisms of change in soil water content are identified by Nuttle et al. [1990]. 
These are saturation, whereby water displaces air from pore spaces in deposited 
sediment and thus increases wet bulk density without necessary causing sediment to 
expand, and dilation, where sediment must expand to accommodate moisture 
absorption. It may be assumed that dilation would be restricted to depths at or below 
the water table, where pore spaces would likely already be exhausted. However, Nuttle 
et al. [1990] found the two can occur simultaneously and to very different extents (the 
dilation mode accounted for as little as 20 and as much as 80% of changes to soil 
moisture content changes in the samples reported). Soil dilation and accompanying 
elevation changes have been reported in response to tidal inundation [Nuttle et al., 
1990; Cahoon et al., 2011], groundwater fluctuations following rain events [Nuttle et al., 
1990; Rogers and Saintilan, 2008; Cahoon et al., 2011] and drought conditions [van 
Wijnen and Bakker, 2001; Rogers and Saintilan, 2008; Cahoon et al., 2011; Rogers et al., 
2013]. For example, the Southern Oscillation Index during a drought event in a SE 
Australian estuary explained 70-85% of variability in surface elevation [Rogers and 
Saintilan, 2008], soil swelling during Hurricane Wilma in the U.S.A. caused elevation 
gains in excess of accretion [Whelan et al., 2009] and water table-related fluctuations 
reported by Cahoon et al. [2011] were five times larger than the long term elevation 
trend. A major complication exists for measuring elevation fluctuations and attributing 
them to soil shrink-swell cycles, because biomass growth and decay cycles occur 
simultaneously and are relatively intractable [Cahoon and Lynch, 1997; Allen, 2000] 
These findings suggest that over sub-decadal timescales meteorologically driven 
fluctuations in soil moisture can exert the greatest control over elevation. Although the 
focus of the present investigation is on decades to centuries, the magnitude of these 
fluctuations and the timescales over which they apply are important considerations. 
This is particularly important given interaction between extremes of these types of 
processes and longer term trends has the potential to disrupt negative feedback loops 
and compromise the resilience of intertidal systems. For example, where ongoing sea 
level rise might otherwise leave marsh within a submergence range that allows 
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vegetation to survive long enough to respond with increased accretion, maximum soil 
shrinkage accompanying drought conditions could exaggerate the submergence, cause 
waterlogging of vegetation and prevent recovery entirely. 
4.4.2. Compaction 
Sediment compaction has been separated into autocompaction, compression of 
sediment under its own weight, and compaction, compression from an externally 
applied force [Kaye and Barghoorn, 1964]. While such differentiation is important for 
parameterisation of the effect in predictive models, the term compaction is used here to 
encompass both, since the end result, i.e. elevation reduction, is the point of interest 
here. Compaction of sediments can profoundly affect the relationship between vertical 
accretion and elevation change – preserved Holocene deposits can be reduced to as 
little as 10% of their original thickness [Pizzuto and Schwendt, 1997]. Compaction 
under flooding appears to occur relatively easily: Cahoon et al. [2006] cite a number of 
examples of compression induced by storm surges, among which are measurements in 
Louisiana marshes, reported by Rybczyk and Cahoon [2002], following Hurricane 
Andrew.  Nuttle et al. [1990] reported that just 10 cm of inundation is sufficient to cause 
compression and lateral displacement of marsh soils. [Kosters and Bailey, 1983] 
reported that the bulk density of organic-rich deposits increased 95% within the upper 
80 cm. Bartholdy et al. [2014] suggested that, although it only explained 10% of down-
core volume loss in the samples studies, the loss of organic matter due to decomposition 
probably plays an indirect role in autocompaction through the loss of structural 
integrity. 
The compressibility of sediment is related to its organic content [Knott et al., 1987], 
though not sufficiently to explain all variation (r=0.65). This indicates that type and 
structure of organic matter may also play a role. In fact, [Rogers et al., 2006] obtained 
very different results for compaction in mangrove habitats compared to salt marsh. 
Given the heterogeneity of deposited materials that typifies intertidal habitats [Stoddart 
et al., 1989; Feola et al., 2005], particularly where buried tidal channels exist (since 
these are likely to be filled with coarser sediment than their surroundings), horizontal 
variations in compaction can be expected as materials vary [Allen, 2000]. What is clear 
from the literature is that measurements of accretion consistently out-strip those of 
elevation change and so, when looking at marsh resilience to relative sea level rise, 
elevation deficits rather than accretion deficits are worthy of much greater attention 
[Cahoon et al., 1995a; van Wijnen and Bakker, 2001]. Multi-year records should be the 
focus for measurements, in order to capture the likely magnitude of fluctuations around 
the longer term trend [Cahoon et al., 2006; Rogers and Saintilan, 2008]. These have 
been captured in the past using a variety of instruments, including tide gauges [DeLaune 
et al., 1983] and various apparatuses that allowed the separation of deep and shallow 
subsidence from vertical accretion. These include a rigid, submerged frame with 
attached gauge [Nuttle et al., 1990]; sedimentation-erosion tables [Boumans and Day, 
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1993]; and their descendents, surface elevation tables (SETs), in their various forms 
[Cahoon et al., 1995a; Cahoon et al., 2002a; Cahoon et al., 2002b]. 
The effects discussed here have been largely overlooked in predictive models of marsh 
development, or included in a simplified manner [Mudd et al., 2004]. This may not be a 
significant oversight in marshes dominated by inorganic deposits, and has, in fact, been 
deliberately ignored in several cases [Allen, 1990; French and Spencer, 1993; Cahoon et 
al., 2000; Temmerman et al., 2003a]. The best examples to date of compaction 
parameterisation descend from a model of sedimentation and decomposition 
introduced by Morris and Bowden [1986], adapted into a model of marsh elevation 
change by Chmura et al. [1992] and extended by Rybczyk et al. [1998], Day et al. [1999] 
and Rybczyk and Cahoon [2002]. 
4.5. ANTHROPOGENIC EFFECTS 
A wide range of human interventions have had measurable effects on the morphological 
development of coastal lagoons, particularly where the delicate ecosystems of fringing 
marshes are concerned. These are covered in Section 4.5.1. Since these are very likely to 
have influenced recent deposition rates in many locations, and will continue to do so, 
their consideration is vital for interpreting deposits and predicting morphological 
change. From mining activities alone, the scale of human interference in global sediment 
transport patterns outstripped natural rates of river supply to the oceans some time ago 
[Meybeck, 2003]. A global preference for building towns, cities and ports near estuaries 
maximises the impact of these interventions on estuarine systems [Elliott and Whitfield, 
2011]. Global warming effects such as weather patterns and eustatic sea level rise, as 
well as local or regional subsidence causing isostatic sea level rise, also modify many of 
the processes already described in this Chapter. These effects are covered in Section 
4.5.2. 
4.5.1. Human intervention 
Direct interference in coastal lagoons and estuaries has been prolific and has included: 
clearing and filling of wetlands for land reclamation (summarised for the UK by Doody 
[2004]); installation of coastal defences, which restrict sediment supply and prevent the 
upland migration of wetlands [Allen, 2000]; and dredging of lagoon basins to facilitate 
the passage of recreational and commercial water vessels, minimise ‘weed growth’, and 
improve apparent water quality, often in response to human-induced increases in 
sediment and nutrient loads [Webster and Harris, 2004]. In at least one instance, 
engineering interventions in Portugal to improve navigability have shifted the entire 
regime of a coastal lagoon from fluvially to tidally dominated, thus altering salinity, 
sediment properties and ecology [Duck and da Silva, 2012]. More recently, as the trend 
in attitudes towards estuaries and wetlands has shifted, interventions have taken the 
form of protection of intertidal and subaquatic habitats through protected species acts 
[Ward et al., 2001] for Australia and the world); removal of coastal protection 
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throughout north-west Europe in favour of wetlands to address ‘coastal squeeze’ [Titus 
et al., 1991; Mazik et al., 2010], most notably through managed retreat programs 
[Townend and Pethick, 2002; DEFRA, 2005; Wolters et al., 2005]; and active habitat 
creation and restoration efforts (see Elliott and Whitfield [2011] for examples). All of 
these actions manifest in the rate of morphological change on shorelines as well as the 
properties of sediments contributing to change. 
Equally significant for morphological evolution are human interventions in catchments 
feeding estuaries. Sediment loads have increased substantially as a result of 
deforestation and changes in land use [Allen, 2000; Thrush et al., 2004; Walling, 2006], 
by an order of magnitude compared to the sediment load associated with natural flows 
[Meybeck, 2003]. Human and industrial effluent represents an entirely new sediment 
source [Allen, 2000; Ruiz-Fernández et al., 2002; Meybeck, 2003]. Rapid sedimentation 
and nutrient delivery resulting from these changes can profoundly alter wetland 
ecosystems through habitat loss [Chust et al., 2009] and have flow on effects for 
morphological change [Coco et al., 2013]. Where water reservoirs have been 
constructed in catchments, freshwater and sediment delivery to wetland habitats has 
decreased [Walling, 2006], representing a greater risk to the continued existence of 
wetland habitat than sea level rise [Mariotti and Fagherazzi, 2013]. Dams built on the 
Tiber River are responsible for extensive erosion of the Tiber Delta [Bellotti et al., 
1995]. In individual cases, as much as 90% of catchment sediment budgets are trapped 
behind reservoirs and globally this figure is approximately 30% [Meybeck, 2003]. 
Sediment starvation is further enhanced by the isolation of vast areas of habitat from 
their sediment sources behind training walls, levees and dykes. Where autocompaction 
or subsidence occur, sediment starvation may prevent shorelines from keeping pace 
with relative water level changes, resulting in vegetation loss. Accounting for human 
interventions of this scale in predictive models is both necessary, and one of the major 
challenges facing the advancement of such predictions [Coco et al., 2013]. 
4.5.2. Sea level rise and other climate change impacts 
Climate change effects that might be expected to influence the future rate of shoreline 
change in coastal lagoons include sea level rise, increasing frequency and intensity of 
high energy meteorological events and, to a lesser extent, temperature increases [IPCC, 
2013]. These are already manifest to varying degrees globally and are expected to 
continue at accelerated rates. Mean global sea level rose at a rate of 3.2 ± 0.4 mm yr–1 
from 1993 to 2003 and is expected to accelerate [IPCC, 2013]. This global mean figure 
changes regionally and locally, not just due to unequal rates of sea level rise, but due 
also to varying rates of isostatic adjustment that may add to, or subtract from, relative 
sea level rise [IPCC, 2013]. The frequency of the highest intensity categories of storms is 
already higher in many regions, and is expected to continue to increase [Webster et al., 
2005; IPCC, 2013]. This section explores the likely implications of higher sea level and 
more frequent high energy events for the physical, hydrodynamic and organic processes 
described in preceding sections. 
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Sea level rise represents a reversal in coastal lagoon maturity over geological timescales 
(as per the two phase model presented in Chapter 3). Inundation creates 
accommodation space for future sedimentation, effectively lowering the threshold 
depth below the reach of the wave base (albeit incrementally and temporarily). For the 
central mud basin, this means deposition is less inhibited and accretion can take place 
more rapidly, until the threshold depth is met once more. The temporarily reduced 
capacity of waves to disturb surface sediments results in lower water turbidity, reduced 
availability of sediments for shoreline deposition and therefore less chance of fetch 
reduction through shoreline progradation. 
In terms of inorganic supply of sediment to shorelines, internal sediment supply (i.e. 
redistribution of already deposited basin and marsh sediments) is expected to decrease 
under sea level rise for the reasons just provided, but external sources of sediment are 
most likely to increase and the temporal and spatial patterns of supply are likely to shift. 
It seems feasible that sea level rise will increase rates of supply from marine sources, 
since elevated water levels would transfer greater erosive wave power to sea cliffs, 
where relevant (§4.1.1), and the increased tidal prism being exchanged through lagoon 
inlets would generate faster tidal currents with increased erosive and transport 
capacity. Saline intrusion into coastal inlets as sea level rises will increase the salinity 
for the entire reach of saline waters, and may accelerate flocculation (§4.1.2), since an 
increase of just 2-3 parts per thousand is sufficient to affect flocculation [Christiansen et 
al., 2000]. Dominance of sediment pulses (§4.1.3.2) is expected to increase in response 
to more frequent high energy events, but supply under normal conditions will likely 
decrease as rainfall become increasingly restricted to major events [IPCC, 2013]. The 
segmentation mode of fetch reduction (as opposed to shoreline progradation, see 
Chapter 3) would thus become increasingly dominant as larger particles are able to be 
transported by high energy events and add to river delta growth rather than being 
distributed throughout the receiving basin. 
Where accumulation of allochthonous mineral and organic matter at the shoreline is 
concerned, elevated water levels would bring into play the negative feedback that exists 
between inundation frequency and deposition rate (§4.1.3.3). The entire vertical range 
of inundated elevations would shift upward with sea level rise. This has the effect of 
moving a given intertidal elevation lower in the tidal frame, where it is inundated more 
frequently and therefore has access to suspended sediment for a greater proportion of 
the time. Provided the rate of sea level rise does not exceed the maximum possible rate 
of accretion for elevations at the base of the tidal frame, accretion should be able to keep 
pace with sea level rise. This has been found to be the case for many marshes 
experiencing subsidence, whose accretion tracks well with rates of relative sea level 
rise, albeit with a time lag [Kirwan and Murray, 2005]. Many more such examples are 
compiled by French [2006]. 
High-energy events and an increased tidal prism are expected to alter hydrodynamics in 
ways that increase erosion. As the intensity of high-energy events increase, the size of 
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locally generated wind waves and therefore the shear stress they exert on bottom 
sediments is expected to increase. During these events, basins and marshes alike will 
experience a deepening of the limiting depth for deposition (§4.2.1), greater sediment 
suspension and greater transport of sediment to the upper reaches of the intertidal 
zone. Depending on the degree to which this occurs, any accommodation space (i.e. 
maturity reversal) in the lagoon created by the rise in sea level could effectively be 
consumed by periodic deepening of the wave base. Channel networks draining marshes 
would need to expand to accommodate a larger volume tidal prism that inundates 
higher elevations (§4.2.2). 
Vegetation productivity at any given elevation is likely to change with hydroperiod. This 
has implications for both the direct supply of organic detritus to the marsh substrate 
(§4.3.2), wave dissipation (§4.3.3.1) and sediment trapping (§4.3.3.2). Although some 
conflicting results have been reported, the general trend is that increased inundation 
and salinity accompanying sea level rise will be detrimental to vegetation productivity 
(§4.3). In marshes whose vertical growth is dominated by allochthonous sediment, this 
is less likely to result in habitat loss since the hydroperiod proportionality of accretion 
still applies. Where autochthonous organic material dominates accretion, however, self-
regulating behaviour may be offset, or even overridden, by positive feedback. In this 
case, increased hydroperiod is accompanied by a decrease in vegetation as well as in the 
rate of elevation change. Either immediately or eventually, hydroperiod will increase to 
the point where vegetation is unable to recover and dies. When this occurs, a major 
source of sediment for accretion is lost, as are the other advantageous features of 
vegetation - wave dissipation and particle trapping. The loss of wave dissipation effects 
(from vegetation loss but also due to the deeper bed) would enhance erosion rates and 
allow wave energy and storm surges to penetrate deeper into the marsh or lagoon, 
creating a flow-on effect for vegetation at higher elevations. Finally, the decomposition 
of organic matter incorporated into the sediment, and therefore rate of elevation loss 
due to this process, is likely to be enhanced under the rising temperatures of global 
warming, and inhibited by higher water levels and salinities [Reed, 1995; Lewis et al., 
2014]– the magnitude of the two opposite effects will determine whether 
decomposition accelerates or decelerates. 
Sub-surface effects would likely be influenced by both sea level rise and changing 
climate. The amplitude of groundwater fluctuations are expected to increase in 
response to more intense drought conditions and higher intensity rainfall events 
(§4.4.1). Generally, these elevation changes could be considered fluctuations around the 
mean, longer term trend of elevation change. As with most fluctuations (e.g. tides) the 
effects are temporary and contribute little to the long term trajectory of elevation 
change. If, however, several types of fluctuations align to form a worst-case scenario, the 
effects compound and can be more damaging and longer-lasting. For example, a 
temporary elevation deficit to a largely autogenic marsh during drought conditions 
could coincide with a storm surge and high tide causing vegetation damage. Vegetation 
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could be lost and the positive feedback sequence leading to unvegetated tidal flats could 
be triggered, irreversibly. In certain environments, therefore, accounting for the 
frequency and magnitude of such fluctuations can be crucial. Further, elevated water 
levels under sea level rise exert greater pressure on underlying sediments and increase 
rates of compaction (§4.4.2), as well as the likelihood of elevation deficits arising. 
In summary, higher temperatures, higher water levels and changes to the frequency of 
high energy events can both enhance and inhibit rates of elevation change, depending 
on the combination of processes at work. Identifying which of those processes is 
significant for the environment and timescale in question is of vital importance for 
predicting morphological change as well as interpreting past deposits. 
4.6. COMPLEXITY 
4.6.1. Ecomorphodynamics 
The compartmentalisation of coastal lagoon shoreline processes into the headings and 
sub-headings in preceding sections results in a somewhat oversimplified representation 
of their effects. At any given moment in time, lagoon morphology is the result of past 
interactions between sediment supply, hydrodynamics, biological processes and 
anthropogenic influence. Whilst the relative significance of each may vary from site to 
site and within one site at various times, their interdependencies prevent the exclusion 
of individual processes until their contributions can be reliably quantified. Recently, 
enormous attention has been given to these interactions. The intractability of accretion 
rates, distance seawards, elevation and vegetation characteristics in salt marshes was 
recognised by Ranwell [1964], who described their functioning as a 
“phytogeomorphological unit”. The term biogeomorphology was first introduced in 1988 
as a concept to focus cross-disciplinary research: “an approach to geomorphology that 
explicitly considers the role of organisms” [Viles, 1988]. Detailed consideration and 
application of these principles, however, is barely a decade old.  Biomorphodynamics 
[Murray et al., 2008] and ecogeomorphology [Fagherazzi et al., 2004; Marani et al., 2007; 
Kirwan et al., 2010]  have also been employed in multidisciplinary investigations and 
reviews to ensure the inclusion of physical processes and ecological interactions, 
respectively. Ecomorphodynamics is used here, after Coco et al. [2013], since it explicitly 
covers both physical processes and ecological interactions between the various biota 
present in intertidal systems.  
The effects of interactions between physical, dynamic and biological processes are dealt 
with individually in Sections 4.1, 4.2, 4.3, and 4.4, and anthropogenic influences in 
Section 4.5. Frequently, the interaction between any of these processes can have a far 
greater impact on long term morphological change than could the individual processes 
operating in isolation. Extensive feedbacks are discussed here with reference to the 
major elements that constitute ecomorphodynamics, as schematised in Figure 4.9. 
Numerical modelling has begun to play an increasingly important role in advancing the 
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understanding of ecomorphodynamic interactions. A summary of progress in this field 
so far is provided by Fagherazzi et al. [2012]. In particular, modelling allowed 
exploration of mechanisms leading to the bimodal distribution of elevations exhibited 
by marshes and tidal flats (see below for explanation) in the Venice Lagoon [Fagherazzi 
et al., 2006; Kirwan et al., 2010; Marani et al., 2010; Mariotti and Fagherazzi, 2010]. 
Simulations of marsh response to various sea level rise scenarios have revealed also the 
importance of ecomorphodynamic feedbacks: if feedbacks are not taken into account, 
sea level rise is predicted to drown marsh vegetation, resulting in habitat loss, whereas 
consideration of ecological and physical process interactions renders these systems far 
more resilient [Kirwan et al., 2010]. 
  
Figure 4.9 High level representation of interacting processes in ecomorphodynamic systems. 
Adapted from Cowell and Thom [1994]. 
Shoreline vegetation boosts accumulation of allochthonous sediments on shorelines by 
adding directly to the sediment budget through organic detritus production (§4.3.2) and 
by dissipating wave energy (§4.3.3.1). Elevation change in the presence of vegetation 
thus proceeds more quickly. Detritus production and wave dissipation effects are both 
proportional to biomass density, which varies with species and, even within a single 
species, is hydroperiod-dependent. The colonisation of vegetation in the first instance 
also relies on substrate elevation, which must provide the light and oxygenation 
conditions required for survival. Species competition dictates the structure and function 
of vegetation. In this way, morphology dictates ecological interactions which, in turn, 
alter hydrodynamics and ongoing morphological change.  
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The bimodal distribution of intertidal elevations in the Venice lagoon has been 
explained with reference to exactly these ecomorphodynamic interactions [Fagherazzi 
et al., 2006; Defina et al., 2007; Marani et al., 2010; Mariotti and Fagherazzi, 2010; Wang 
and Temmerman, 2013]. Unvegetated tidal flats slowly accrete due to the deposition of 
allochthonous sediment up to either a threshold elevation where wind waves prevent 
further deposition, or where colonisation by pioneer species of vegetation becomes 
possible, whichever is reached first. Tidal flats thus occupy a broad range of elevations 
up to this limiting depth. In the cases where vegetation is able to colonise the flats, rapid 
accretion results in the attainment of a higher elevation relatively quickly. A sort of 
equilibrium is attained because higher elevations are less frequently inundated and 
allochthonous sediment supply is drastically reduced (§4.1.3.3) and in-situ organic 
contributions are subject to decomposition (§4.3.2.4), de-watering (§4.4.1) and auto-
compaction (§4.4.2). As such, salt marshes occupy a higher, narrower band of 
elevations. The resulting morphology exhibits a steep transition from low, unvegetated 
tidal flats to high, vegetated marshes. Further dynamic feedback occurs at the transition 
between the two [Murray et al., 2008] where wave energy is focussed, steepening the 
slope to a scarp and further increasing the concentration of wave energy. The horizontal 
position of the scarp ultimately depends on the balance between the erosive 
hydrodynamic power, and the stabilising effect of fringing vegetation. From this 
example alone, all of the linkages depicted in Figure 4.9 come into play. Feedbacks are 
similarly responsible for the rapid degradation of vegetation marshes following 
inundation stress: an increase in hydroperiod beyond the ideal growth range for a 
marsh vegetation would result in biomass loss and reduced accretion rates from both 
organic and mineral sources. If the marsh is subject to compaction, subsidence or sea 
level rise then further increase in hydroperiod will not only stress plants further, but 
the greater depth will result in increased wave and current speeds acting on the bed 
which increase the likelihood of erosion and further decrease the elevation, increasing 
hydroperiod, and so the cycle continues until all vegetation is lost and the habitat 
reverted to tidal flat. If the newly attained elevation, probably the depth of the wave 
base, is too low for future vegetation colonisation, then the mud flat state persists.   
Local ecomorphodynamic interactions occurring over extensive areas can produce 
much larger, regular patterns. As already discussed, vegetation reduces the flow speed 
of waves and currents passing through stems and leaves, but also tends to result in the 
diversion of flow to less impeded pathways whose carrying capacity then needs to 
increase to accommodate the extra volume [Temmerman et al., 2007]. Multiple 
instances of this effect create patterns such as extensive and intricate tidal channel 
networks, whose scale and orientation is dictated by larger-scale geological constraints 
[van de Koppel et al., 2012]. Once these channel networks exist the discrepancy 
between flow speed within channels and that over vegetated marshes results in distinct 
sedimentation patterns that tend to reinforce the network configuration (§4.2.2).  
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In a Massachusetts example [Kirwan et al., 2011], the current spatial extent of tidal salt 
marsh is a direct reflection of anthropogenically increased sediment input in the 
eighteenth century. The injection of sediment to tidal flats following changes in land-use 
raised them to an elevation at which colonisation by vegetation could occur. The rate of 
sediment supply in the present day would not have been sufficient for the marsh to 
form in the first place but does seem to suffice to maintain the elevation of the marsh 
that is already there (Figure 4.10). This highlights the importance not just of 
contemporary processes (sediment supply, hydrodynamic regime and sediment 
transport) but the crucial role played by inherited morphology in the ongoing feedback 
loop. Roy [1984] provided a conceptual model of morphological evolution of entire 
lagoon and estuary basins which included changes to the extent and species diversity of 
seagrass, mangrove and salt marsh habitats in Australia with basin infill (Figure 2.3). 
This model shows the dependence of ecology on morphology at a very large scale. 
 
Figure 4.10 An example of state-dependent evolution and anthropogenic interference. Initial 
basin condition (a) was stable under low suspended sediment concentrations. High suspended 
sediment concentration vegetation colonisation leads to marsh development and tidal channels 
(b). Despite reversion to low suspended sediment concentration, the general form of marshes and 
tidal channels are maintained [Kirwan et al., 2011]. 
The stabilisation of surficial intertidal sediments by the mucous secretions of 
microbiota was discussed in Section 4.3.4.2 in terms of a one-way interaction: biota 
stabilise the sediment, reduce erosion and thus control morphology. Elevation with 
respect to the tidal frame dictates the presence of the biota and secretions, so the 
interaction is actually two-way. Grazing by macrofauna regulates microbiota 
populations, and these same macrofauna can actively destabilise sediment on a seasonal 
basis so that sediment stability varies according to the interaction between the two 
types of biota. This highlights the need to consider ecological interactions rather than 
just biological processes. The interaction between morphology and hydrodynamics is 
weakened in the presence of stabilising biofilms, but only up to a threshold flow velocity 
where the biofilm itself is disrupted and the underlying sediments exhibit little or none 
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of the previous stability. In this case, the very existence of the ecology-morphology 
feedback is dependent on hydrodynamics.  
The complexity of ecomorphodynamics is only beginning to be unravelled by numerical 
modelling approaches [Coco et al., 2013], and a number of improvement areas have 
been singled out by other authors for further investigation. These include (from 
Townend et al. [2011], unless otherwise indicated): relationships between biomass and 
soil depth; the relationships between biomass and stem density; belowground 
productivity and decomposition rates; marsh response to sea level rise over sufficiently 
long (decadal) periods; simplification of flow resistance parameters; interspecies 
competition; representations of organic sediment as distinct from inorganic sediment; 
ecological/trophic role of salt marshes; and horizontal variation and spatial connectivity 
between system elements [Fagherazzi et al., 2012] 
4.6.2. Issues of scale 
4.6.2.1. Measurements and data collection 
Visual observations and measurements of suspended sediment concentrations [Allen, 
1990],  accretion rates [Pethick, 1981; Stoddart et al., 1989; Rybczyk and Cahoon, 2002; 
Rogers et al., 2005b], biological productivity [Morris et al., 2002; Kirwan and Murray, 
2008] and the effects of vegetation on deposition [Mudd et al., 2004; Temmerman et al., 
2005] have featured highly in attempts to unravel processes acting within marshes 
fringing coastal lagoons, but the timescale of data collection is rarely commensurate 
with planning timescales, and the sheer complexity of the interactions precludes the 
scaling up of short-term data for predictions of future morphological behaviour [Stive et 
al., 1991; Terwindt and Battjes, 1991; de Vriend et al., 1993; French, 1993; Pethick, 
1996]. Measurements of marsh accretion and elevation change should cover at least 
decadal timescales to account for all variables acting on shorelines [Kearney et al., 1994; 
Roman et al., 1997; Townend et al., 2011] including rates of sediment supply and 
deposition (§4.1.3), rates of decomposition (§4.3.2.4), changes in soil water content 
(§4.4.1) and rates of autocompaction (§4.4.2). Measuring the net residual effects of all of 
these variables as recorded in the geological record through stratigraphic analysis can 
provide insights into their magnitude and significance and for lasting change [de Vriend 
et al., 1993; Cowell and Thom, 1994; Cowell et al., 2003b; Hanson et al., 2003; Murray et 
al., 2008]. The combined effects of non-linear feedbacks, state-dependence and 
stochastic inputs lead to Markovian inheritance (§2.3.4) and the geological record can 
reveal the unique evolutionary path of historical morphologies [Cowell and Thom, 
1994].  
Widespread application of isotopic-decay analysis [Bloom, 1964; Keene, 1971; 
Armentano and Woodwell, 1975; Delaune et al., 1978; Kearney and Ward, 1986] and, to 
a lesser extent, dated horizons [Cahoon et al., 2006; Bartholdy et al., 2010; Rogers et al., 
2013] provide records of accretion rates exceeding decadal timescales. Estimates of 
past infill rates based on identification of depositional units are also possible, for 
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example Roy and Peat [1973] estimated the past infill rate of the Tuggerah Lake basin in 
NSW to be 1.42 mm yr-1 based on stratigraphic boundaries between transgressive and 
still stand systems tracts. On this basis, they predicted that infill of the basin would be 
complete in approximately 2000 years. Sedimentation rates determined through a 
depth-averaging method are unable to take into account variations in deposition rate 
over time. Tuggerah Lake is a very shallow coastal lagoon and the residents complain 
regularly of turbidity and poor water quality. This indicates that it is in the late stage of 
infill according to the two-phase model proposed in Chapter 3 and that infill rates have 
probably slowed considerably over recent years, decades or even centuries. It is more 
likely that early rates of deposition were much higher than 1.42 mm yr-1 and that recent 
rates are near zero. This example illustrates that such approaches can still prove 
misleading as rates of vertical accretion can be strongly time-dependent [French, 1993] 
so resolution of depth-age information is critical. In combination with numerical 
modelling, particularly inverse modelling methods [Cowell and Thom, 1994], however, 
the approach has great potential to provide insight into depositional history and the 
role of many variables in driving it. 
A large number of studies exploring cross-shore (hydroperiod-dependent) variations in 
shoreline processes have been cited throughout this Chapter. Few, however, have 
extended the cross-shore transects beyond the local scale and fewer still have gathered 
information over decadal or greater timescales. Extensive data collection from marshes 
of The Wash, England [Randerson, 1979] probably represents the most comprehensive 
data set enabling examination of cross-shore variation. The study is not without 
limitations, as the timescale studied was not large, but the range of elevations covered 
by the 51 sites studied represented spatial zonation of vegetation that was assumed to 
reflect the pattern of temporal succession. The global surface elevation table (SET) 
network, too, has expanded to the point where many regions of the world are 
represented – at least 200 coastal wetlands throughout 18 countries [Cahoon et al., 
2006] – and datasets at some locations now exceed decadal timescales [Rogers et al., 
2013]. SET measurements of accretion rates and elevation changes may be 
complemented by studies of biological productivity and analysis of sediment properties 
but, to date, none have reported on all of the variables that contribute to accretion rates 
and elevation changes, in part because variables such as organic matter decomposition 
and auto-compaction continue to act over timescales well beyond those of existing 
datasets. Some of the longer-standing SET sites may well reveal trends for these 
variables that can be compared within and between regions.  
Constraints on coastal evolution operating over timescales larger than those of interest 
for predictive modelling, such as relative sea level rise, and the extent of their control 
over evolution, are more difficult to observe through real-time measurements. Regions 
of the world experience higher rates of sea level rise than the global average, as well as 
subsidence and marsh auto-compaction, probably provide the best laboratories for such 
measurements. Given the importance of gathering field data concerning change on these 
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large scales [Murray et al., 2008], however, process measurements would be best 
supplemented by less resource-intensive investigations of long-term, net morphological 
change such as that of  [Pethick, 1981]. Work of this nature may not provide 
information regarding the possible drivers of change, but can give a broad picture of the 
nature and magnitude of changes over time. Even better would be to extend this type of 
work to include the geological record, which preserves a wealth of information about 
depositional processes, the environmental regime in which deposition occurred and, 
potentially, insights into the drivers of morphological change. 
Technological advances have rendered the analysis of core samples and the 
interpretation of downcore variations far less labour intensive than in the past. Multi-
purpose machines using non-destructive scanning techniques are able to provide 
optical images, x-radiograph and geochemical profiles in a matter of hours [Croudace et 
al., 2006]. Laser particle size analysis in conjunction with other simple sub-sampling 
and weighing techniques provide physical sediment parameters. Analysis of a range of 
isotopes can reveal information about timing of sediment deposition and environmental 
conditions at the time of deposition [Appleby, 2001; Bjorck and Wohlfarth, 2001]. Since 
cause and effect are not always straight forward, few of the above described methods 
are reliable when employed in isolation [Meyers and Ishiwatari, 1995; Boyle, 2001]. In 
one example, reconstruction of sediment load into the Black Sea over several thousand 
years was made possible by analysis of a series of cores. The record was coarsely 
correlated with available information about human intervention to extrapolate 
prevailing conditions during historical deposition (Figure 4.11) and to predict system 
response to future conditions [Walling, 2006]. Considerable insight can thus be gained 
into past environmental conditions accompanying historical shoreline progradation and 
likely future response.  
 
Figure 4.11 An example of the types of record that could greatly benefit predictive models if 
correlated with measured process data - estimates of historical river load from depositional 
sequences from a small selection of cores. Adapted from Walling [2006] 
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4.6.2.2. Top-down and bottom-up modelling approaches 
Throughout this chapter, mention has been made of attempts to parameterise the 
shoreline processes under discussion in numerical models of marsh (and whole 
estuary) evolution. Despite doubts and criticisms (§2.2.3), modelling is increasingly 
being relied upon to explore interaction between otherwise intractable processes. 
Generally speaking, predictive models can be grouped into two main categories: bottom-
up models, which attempt to numerically represent processes at the smallest scale 
possible; and top-down models, which attempt to reproduce empirical observations 
without necessarily reproducing the processes involved. These latter therefore involve 
some degree of abstraction, which is most manifest in regime type models that 
represent only the state of a whole system at a moment in time under a given set of 
conditions; for example, erosional, depositional or steady-state. The distinction between 
model types has been made with other labels in the past (Ch. 2).  
Bottom-up models include parameters for all major physical processes. Elevation 
change is generally simulated as instantaneous settling rates for a given sediment 
concentration and for defined flow conditions (§4.1.2) integrated over the time of 
interest. Examples include Allen [1990], Allen [1995], French [1993], Temmerman et al. 
[2003a], Mudd et al. [2004] and D'Alpaos et al. [2007]. Top-down models, on the other 
hand, tend to use bulk parameters to represent the net effects of processes operating on 
timescales smaller than those of interest in prediction. For coastal lagoon shorelines the 
application of these models has varied widely. At the simplest end of the 
parameterisation scale are a series of models that exploit the control of hydroperiod 
over sedimentation processes and vegetation effects, including Pethick [1981], ESM 
[Bruce et al., 2003], Kirwan and Murray [2008] and SLAMM [Craft et al., 2009]. A novel 
approach to dealing with subsurface processes that can significantly affect shoreline 
elevation in coastal lagoons is the cohort approach, which has developed a series of bulk 
parameters to account for sediment input and modification of sediment volume as it 
passes deeper into the sediment column [Rybczyk et al., 1998; Day et al., 1999; Rybczyk 
and Cahoon, 2002]. Regime models take bulk parameterisation to the extreme by 
representing the system state at a given moment in time rather that its detailed 
configuration. For example, tidal currents can exert strong controls over channel 
morphology and their erosive power increases under elevated water levels and 
accompanying increased tidal prism. Regime theory states that the channel must reach 
an equilibrium form for a given set of conditions [O'Brien and Dean, 1972; Hume and 
Herdendorf, 1993] and, as such, its cross-sectional area tends to remain proportional to 
the tidal prism [Townend, 2005]. ASMITA (Aggregate Scale Morphological Interaction 
between Tidal basin and the Adjacent coast) is a coastal evolution model based on 
regime principles that assumes an equilibrium state exists, and is known, for the 
constituent units of a coastal system: tidal flats, channel and ebb-tide delta [Stive et al., 
1998; Rossington et al., 2011]. The direction of departure from the equilibrium state 
dictates whether each system element tends toward erosion, accretion or stability. 
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Regardless of the modelling rationale (i.e. top-down or bottom-up), dimensionality is an 
important consideration in modelling. Horizontal variation and spatial connectivity 
between system elements are major challenges prioritised for improvement in 
ecomorphodynamics [Fagherazzi et al., 2012]. Zero-dimensional models assume that, 
for the time scale of interest, a single point can represent a whole marsh, given the 
overall flat topography of marsh platforms [Temmerman et al., 2003a]. Examples 
include Krone [1987], Allen [1990] and French [1993]. One-dimensional models also 
apply algorithms to a single point in isolation from all surrounding points, but by 
repeating algorithms on a large number of adjacent points topographical configuration 
can be represented. These models tend only to apply processes in the vertical 
dimension and therefore assume no interconnectedness between points making up the 
marsh topography. Inclusion of the effects of horizontal flows or their interaction with 
marsh topography is therefore not possible. Examples include Bruce et al. [2003] and 
Kirwan and Murray [2008].   
A number of one-dimensional models have somewhat increased dimensionality because 
they rely on two-dimensional algorithms, such as water surface gradient and flow 
velocity [D'Alpaos et al., 2007] and saltwater intrusion [Craft et al., 2009], as input 
parameters. Two-dimensional models are rare and tend to be focussed on channel 
cross-sections rather than entire flats, marshes or channel networks, however an 
integrated approach [Wright and Townend, 2006] based on feedback between two 
commercially available models (a two-dimensional regime-based cross-sectional model 
and one-dimensional process-based hydrodynamic model) comes close to achieving the 
spatial connectivity and feedback between morphology and hydrodynamics typical of 
coastal systems. Still lacking, however, is the ecological component which, depending on 
the environment, plays an important part in shoreline change. True spatial connectivity 
through the use of cellular automata is advocated and explored by Dearing et al. [2006]. 
Models of this type not only simulate changes within a single cell, much like one-
dimensional models, but are able to effect change within adjacent cells in a contiguous 
matrix. To date, this approach has only been employed to analyse population dynamics 
for Spartina alterniflora [Huang et al., 2008]. 
Even if predictive models achieve a level of sophistication that accounts for feedbacks 
and spatial connectivity, the stochastic nature of boundary conditions driving coastal 
lagoon shoreline processes – wind waves, storm surges and river floods – prevents 
predictions being made with any acceptable level of certainty. More appropriate given 
the probabilistic nature of coastal evolution is a stochastic approach, where inputs are 
expressed in terms of their frequency and magnitude and model outputs are the result 
of numerous simulations, represented in terms of probability. Stochastic simulations 
provide a mechanism through which this uncertainty can be transparently 
communicated to decision-makers. Le Hir et al. [2007] suggests this approach where 
bottom shear stress is concerned, but so far its application to coastal evolution has been 
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limited to the open coast, with backbarrier basins (coastal lagoons) included in terms of 
cross-shore sediment budget only [Cowell et al., 2006a]. 
In light of the extent of human interventions in estuarine environments (§4.5.1) and the 
extreme impacts on low-lying coastal areas predicted under climate change scenarios 
[IPCC, 2013], the imperative for appropriately constraining and calibrating models is 
great. Predictive models ought to be parameterised and calibrated around long term 
trends, but planning decisions need to be able take fluctuations into account. For the 
latter, the importance of process-based studies and real-time measurements remains 
[French, 2006] but the former relies on integration of these measurements with 
understanding of coastal development over decades or centuries, which can only be 
reliably gleaned from the geological record. If more effort was given to examination of 
the geological record of historical coastal lagoon shorelines, much needed information 
about long-term average behavioural trends and drivers of shoreline progradation in 
those environments could then help refine the all-too-important constraint on late stage 
lagoon evolution in predictive models [Murray et al., 2008]. For this reason, the present 
research is focussed entirely on geological records of shoreline change. 
4.7. SUMMARY 
The shorelines of coastal lagoons, as discussed in Chapter 3, are a limiting factor in the 
late phase of estuary evolution. Lagoon basin infill can proceed until a depth-dependent 
threshold, beyond which further infill can only take place if fetch area is reduced. 
Shoreline progradation is one mechanism through which fetch reduction may occur. 
Coastal lagoon shorelines also often support intertidal habitats that provide important 
ecosystem services as well as contributing to shoreline stability, flood-buffering through 
wave dissipation and biogeochemical filtering of nutrients and contaminants [Wang and 
Temmerman, 2013]. The need for predictive models (Chapter 2) of the geologic 
evolution of coastal lagoons (and specifically of their vegetated shorelines, which are 
important in their own right) justifies the substantial effort that has been put into 
understanding these environments so far. Since numerous physical, hydrodynamic, 
biological and anthropogenic processes, many of which are driven by stochastic 
boundary conditions and interact in non-linear fashion, act on coastal lagoon shorelines 
over varying timescales, the challenges remaining in this domain are many, despite the 
achievements so far. 
Coastal lagoon shorelines receive sediment from allochthonous sources (§4.1.1) via 
settling through the water column to the bed. The rate at which this sediment is 
deposited depends on physical sediment properties relative to the hydrodynamic 
regime (§4.1.2). Accretion rates decrease with distance from lagoon basins or tidal 
channels in response to continually reducing suspended sediment concentrations 
towards inner marshes (§4.1.3.1) and also decreases as the proportion of time a given 
elevation is inundated (hydroperiod) decreases, generally with increasing elevation 
(§4.1.3.3). The significance of high-energy events such as river floods and storm surges 
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for accretion and longer term elevation change varies widely. The shorelines of some 
coastal lagoons remain relatively unaffected by high-energy events, and their rate of 
change is governed by long term accretion rates under average conditions. For others, 
particularly those with very small hydroperiods, accretion depends on such events for 
sediment supply through any combination of raised water levels, high sediment 
concentration, redistribution of sediment from fringing marshes, or a combination of all 
three (§4.1.3.2). 
Hydrodynamic regimes dictate the maximum depth to which accretion proceeds 
primarily through wind waves, and their control on bed shear stress (§4.2.1). Wherever 
wave energy interacts with surface sediments, a vertical limit is imposed on accretion. 
Tidal currents in coastal lagoons tend not to exert enough force on the bed to be an 
erosive power. Horizontal flows do, however, have an important role in the 
redistribution of sediment entrained by wind waves. Tidal currents also cause the 
formation of tidal channel networks which exert strong control over sedimentation 
patterns by altering the distribution and supply of suspended sediment to various parts 
of the shoreline (§4.2.2). 
Biological processes acting on coastal lagoon shorelines contribute to the sediment 
budget, alter hydrodynamics through wave dissipation, interrupt sediment transport 
patterns through trapping and alter the erodibility of sediment through biostabilisation 
and bioturbation. Direct contribution to the sediment budget comes from primary 
productivity in the water column, which has been reported in some instances to 
overwhelm other sources of organic matter, as well as organic matter washed from 
catchments and detritus produced in-situ on shorelines. Of the latter, root matter is 
more likely than stem and leaf detritus to contribute towards lasting elevation change 
due to its slower rate of decomposition (§4.3.2.4). The structural integrity of below-
ground organic matter provides stability to sediment even when mineral content is low, 
giving it a disproportionate control over rates of elevation change (§4.3.2.1). Rates of 
above-ground vegetation productivity are general inversely proportional to 
hydroperiods in the cross-shore direction, except for Spartina alterniflora which 
appears to have a competitive advantage under low aeration and high salinities (§4.3.1). 
This hydroperiods-dependent  trend in productivity, however, is not necessarily 
indicative of below-ground biomass which can be higher or lower than above-ground 
biomass, has not been shown to exhibit consistent patterns so far and probably needs to 
be assessed on a site-by-site basis (§4.3.2.3). Wave dissipation by vegetation increases 
deposition rates, exert a stronger control over deposition rates than does trapping 
(§4.3.3.2), renders the erosion of surficial sediments on vegetated shorelines rather 
unlikely and is proportional to biomass via stem density (§4.3.3.1). Macrofauna such as 
snails and worms can have simultaneously stabilising and destabilising effects on 
sediment, but tend generally towards destabilisation (§4.3.4.1). Benthic diatoms and 
bacteria stabilise surface sediments via secretions, effectively increasing cohesion 
between grains to the extent that the sediment surface behaves as a single membrane 
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under shear stress rather than individual grains (§4.3.4.2). The significance of this 
stabilisation role for lasting shoreline change is questionable, however, because 
microorganisms are seasonally depleted by macrofaunal grazing and when cohesive 
sediment surface layers are disrupted under high-energy events, the underlying 
sediments do not benefit from stabilisation and are still exposed to the full shear stress. 
Although these cohesive effects are temporary, they may promote rapid recovery 
following erosive events (§4.3.4.3). 
Sub-surface processes dictate the conversion of accumulated matter into lasting 
elevation change and may either cause elevation to fluctuate, as is the case for 
shrink/swell of soils in response to water content under tidal inundation, rain events, 
drought conditions and groundwater changes (§4.4.1) or may have permanent and 
ongoing effects, as for compaction and autocompaction (§4.4.2). Depending on the 
timescale in question, fluctuations relating to soil water content may simply represent 
noise in the longer term signal of elevation change, but may also trigger lasting effects 
such as vegetation loss during temporary elevation deficits.  
Human impacts increasingly shape coastal evolution and contribute to rates of 
shoreline change through direct intervention, such as land reclamation and habitat 
restoration, and through catchment activities such as reservoir construction (§4.5.1). 
The former types of interventions alter tidal prisms and disrupt ecological feedbacks, 
and the latter typically result in sediment starvation and loss of shoreline vegetated 
habitats. Climate change effects also impact on rates of shoreline change, most notably 
through rising water levels since so many shoreline processes are hydroperiod-
dependent, but also through the increased magnitude and frequency of extreme 
weather events and temperature increases (§4.5.2). 
The non-linear feedback between morphology and hydrodynamics that is inherent in 
coastal evolution can be affected at every stage of the cycle (Figure 4.9) by biological 
interactions, or even the net effect of interactions between biota. The term 
ecomorphodynamics is thus employed here to encapsulate the range of processes 
operating on coastal lagoons and the complexity of their interactions (§4.6.1). The 
magnitude and frequency of the various processes explored in this Chapter are best 
understood through real-time measurements, which have dominated studies in coastal 
processes, but the residual, net effects of these processes are better determined through 
stratigraphic analysis (§4.6.2.1). The latter approach, whilst its applicability is limited if 
not supplemented by short-term measurements, is particularly important given the 
timescales of measurements, usually on the order of years, are rarely commensurate 
with those of prediction, namely decades to centuries. Since many of these processes 
are difficult to distinguish in nature, numerical modelling becomes a useful tool to 
explore possible values of input parameters and interactions with other variables to 
provide insight into processes that would otherwise be intractable (§4.6.2.2). 
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In the context of predictive models, the present research seeks to improve the 
knowledge of coastal lagoon shoreline change over engineering and geological 
timescales through stratigraphic analysis of the geological record. Particular emphasis 
is placed on the mechanisms of shoreline progradation that result in reduced fetch and, 
under the model proposed in Chapter 3, allow ongoing basin fill to occur. The ultimate 
mechanism of conversion from shoreline to terrestrial habitat is still unclear, given the 
apparent equilibrium elevation reported for marshes in the literature and the vertical 
limit imposed on accretion rates by wind waves. It is hoped that this research will 
reveal some simple parameterisations of cross-shore trends that may be incorporated 
into predictive models in the future, and whose calibration for individual sites may be 
possible by replicating the methods used here or even simpler ones. The research will 
also recommend further work to link long-term, stratigraphic records with short-term 
measurements and numerical modelling to minimise uncertainty surrounding 
apparently intractable processes, feedbacks and timescales. These are major challenges 
identified by [Coco et al., 2013] for improved long-term predictions. 
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5. RESEARCH DESIGN 
The challenges identified in Chapter 2 in relation to predictive models of coastal lagoon 
evolution inspired the overall aim and approach to this research, with focus on the 
geological record. Chapter 3 highlighted the importance of coastal lagoon shorelines in 
the evolution of coastal lagoons, in addition to their well-known social and 
environmental importance. Chapter 4 summarised the current state of knowledge 
regarding shoreline processes and identified a number of factors that need to be taken 
into account during analysis of the geological record and which may hamper 
interpretation. On the basis of this assessment, five research questions have been 
formulated (§5.1). These supplement the primary aim of the research and guide the 
specific research design, including the rationale for the selection of study sites for field 
data collection. Three NSW coastal lagoon shorelines were selected and are presented in 
terms of their geologic, climatic and anthropogenic settings and histories (§5.2). 
The approach adopted was that of a cross-shore core sampling regime at each of the 
sites selected in order to recover as much of the Holocene deposits as possible. 
Followed by subsequent core sub-sampling and data collection through laboratory 
analysis (§5.3). The raw data generated by one of the laboratory techniques, XRF 
scanning, generated very large datasets that were transformed and reduced to 
meaningful dimensions using a number of statistical methods (§5.4). The sediment ages 
obtained through isotopic analysis of sub-samples from a number of cores required 
different levels of calibration and validation (§5.5). 
5.1. RESEARCH QUESTIONS 
Addressing the aim of this research (§1.2) involves several stages of work. In order to 
adequately differentiate between them and ensure that results are directly relevant to 
each, five primary research questions, arising from reviews of the current state of 
knowledge, form the basis of the research design and presentation of results. The ability 
to address each is dependent upon the results of preceding questions. This chapter and 
those that follow address these questions as indicated. 
1. What opportunities does the NSW coast provide to study shoreline processes in 
coastal lagoons that have reached the threshold depth, (e.g. Roy & Peat 1976) in the 
absence of deltaic-style sedimentation and anthropogenic interference (§5.2)? 
2. What are the depositional units that constitute the history of shoreline building from 
(at least) the Holocene sea level high stand component of the geological record at 
the case study sites (§7.1, 7.2 and 7.3)? 
The stratigraphic boundaries established in response to question 2 then provide the 
constraints within which the remainder of the research questions may be answered. 
Chapter 5 – Research Design 
Page 112 of 349 
3. To what extent does the geological record reflect the inputs to vertical accretion, and 
what is the associated level of uncertainty (Chapter 8)? 
a. Does biogenic deposition play a significant role in the total rate of accretion? 
b. Is there a quantifiable increase in mineral accretion rates accompanying high 
organic content, suggesting a significant role for vegetation in enhancing 
overall sedimentation rates beyond its own direct supply? 
4. Is the depth-limited asymptotic relationship between accretion rate and 
hydroperiod evident in the geochronology? And, if not, is there an alternative, 
consistent cross-shore pattern of accretion (Chapter 8)?  
a. Are depositional processes at each site, as interpreted from the geological 
record, dominated by the settling of suspended sediments rather than the 
deltaic-style, direct deposition of sediment? 
b. Does the variability within and between the selected sites permit 
generalisations about the variables involved in shoreline building? And if so, 
which variables have a significant effect? 
5. What opportunities arise from the interpretation and analysis of the geological 
record for parameterisation of shoreline building processes (Chapter 8)? 
Having answered each of these questions, addressing the aim of the research is simply a 
matter of assessing the effectiveness of the approach (Chapter 9). 
5.2. CASE STUDY SITE SELECTION 
Coastal lagoon shorelines that might be suitable for answering the research questions 
introduced in Section 5.1 were drawn from the NSW coastline based on three factors. 
Firstly, the coastal lagoons had to have reached the threshold depth as defined in 
Chapter 3, which would maximise the chance of progradational shorelines being 
present. Secondly, and fairly obviously, a stretch of progradational shoreline had to be 
present. This progradation could not be associated with fluvial delta growth because 
deltaic sedimentation is beyond the scope of the present investigation. The shoreline 
also needed to be affected as little as possible by tides or other significant currents, but 
rather dominated by wind waves generated within the coastal lagoon. The combination 
of these factors was expected to provide the best possible opportunity to identify rates 
and drivers of shoreline change. 
A preliminary list of NSW coastal lagoons was compiled using aerial photography 
interpretation (API) to identify suitable candidate sites. Visual evidence of a smooth 
shoreline with few bedrock protrusions and overall low relief were considered to be 
indicators of a progradational shoreline. Estuary inventories published by Roy and Peat 
[1973] and Roy et al. [2001] were consulted to ensure candidate sites were, 
respectively, either at threshold depth or classed at least as semi-mature. 
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Figure 5.1 Legend for Quaternary Geology data included in the NSW Comprehensive Coastal 
Assessment [NSW DoP, 2001]  
Quaternary geology for the entire NSW coast outside the metropolitan Sydney area, 
including the upper veneer and up to two sub-surface units, was available through the 
NSW Comprehensive Coastal Assessment Toolkit [NSW DoP, 2001]. Surface geology 
types from candidate lagoons were considered that either fell into the category of 
Estuarine Plain System (including the types: Holocene coastal lagoon, Holocene saline 
swamp and Holocene estuarine basin and bay) or the category of Undifferentiated 
(type: Holocene freshwater swamp). The complete legend for the Quaternary geology 
layer is provided in Figure 5.1 and is referred to in all subsequent geology maps (Figure 
5.3, Figure 5.7 and Figure 5.11). The Quaternary geology dataset also provided general 
statements about the depositional processes operating within each identified geological 
unit. Those deemed appropriate and targeted for further narrowing the list of 
candidates were: “Aggradation and shoreline progradation through suspension settling; 
shoreline deposition may be significantly assisted by vegetation”, and “Slow aggradation 
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by organic accumulation; usually negligible clastic sediment supply”. This information 
was particularly useful for minimising the possibility of any influence of deltaic-style 
deposition on the sites in question. The dataset was, however, compiled on a relatively 
coarse scale [NSW DoP, 2001] and deviations in the field from the  classifications could 
not be ruled out. 
Finally, the cross-shore width of the progradational unit, the availability of elevation, 
bathymetry, water level and climate data, the extent of anthropogenic interference and 
the accessibility of each site informed the final selection of case study sites. Three 
coastal lagoons with extensive progradational shorelines were chosen for investigation: 
Wooloweyah Lagoon, approximately 10 km south-west of Yamba and part of the 
Clarence River system; Lake Innes, approximately 7 km south-west of Port Macquarie 
and part of the Cathie Creek system; and Myall Lake, the northern-most point of which 
is approximately 25 km south-west of Forster (Figure 5.2).  
 
Figure 5.2 Location of major coastal towns near each of the three selected case study sites relative 
to the state boundary of New South Wales and the state capital, Sydney.  
5.2.1. Wooloweyah Lagoon 
Wooloweyah Lagoon is a tidal barrier estuary lagoon on the northern NSW coast [Roy et 
al., 2001], immediately south of Yamba (Figure 5.2). It is a cut-off bay as defined by Roy 
et al. [2001] and is connected to the main Clarence River estuary by three channels: 
Palmers Channel, Micalo Channel and Oyster Channel. The water body formed through 
infill and delta growth in the floodplains of the Clarence River, set within the Clarence-
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Moreton Basin. Its present form is determined by bedrock on the SE shoreline, delta 
progradation on the NW shoreline and vertical aggradation in the SW. 
The 22,000 km2 catchment of the Clarence River occupies the New England Fold Belt 
and, in its downstream reaches, the Clarence-Moreton Basin. The coastal floodplains 
rest over paleo channels (Figure 5.3) carved from Jurassic age sandstones including the 
Grafton Formation and Kangaroo Creek and floodplain deposits of similar age that 
constitute the Wolloon Coal Measures [NSW DoP, 2001]. The immediate hinterland of 
Wooloweyah Lagoon consists of Koukandowie Formation quartz sandstones, also of 
Jurassic age. The lagoon has a surface area of 24 km2, a volume of 32.5 million m3 and 
extends for 9 km along its main NE-SW axis. The width of the lagoon ranges from 1 km 
to 4.5 km, the average depth is 1.3 m and the maximum depth is 2 m. It drains a 
catchment of 206 km2 while the three channels connecting the lagoon to the Clarence 
River drain an additional 32 km2. The northern portion of the lagoon acts as a sediment 
transport pathway and is subject to greater disturbances from tides, waves and 
recreational boating than the southern portion, which acts as a sediment sink and 
exhibits much higher rates of sediment accretion [White, 2009].  
Sedimentation rates in the upper 30-40 cm of the lagoon bed have been estimated at 4 
to 6 mm/yr in the north, whereas faster rates of 20 to 30 mm yr -1 apply to the lower 
energy south (ANSTO, 2009). At least 50 relict shorelines are visible in aerial 
photographs of the south-western lake foreshore (Figure 6.2), confirming the rapid 
rates of sedimentation occurring in that region [Tulau, 1999] and indicating up to 2 km 
of progradation. Oyster Channel is responsible for supplying 85% of the tidal prism of 
the lagoon, with the remainder supplied by Palmers Channel, however the longer 
duration of the ebb tidal flows through Palmers Channel means it remains an important 
factor in lake flushing [Lancaster, 1990]. The tidal prism entering Wooloweyah Lagoon 
is only 7% of the tidal prism for the wider Clarence River Estuary and represents 
approximately 16.3% of the total lake volume [Lancaster, 1990]. Tidal flushing has a 
greater impact on the north of the lagoon compared to the south due to proximity to 
tidal channels and small freshwater inputs relative to tidal flows [MHL, 2000]. 
Settlement within the Clarence River catchment area was initiated by a demand for red 
cedar (Toona ciliata), with cedar-getting and exports flourishing in the region from the 
river’s ‘discovery’ and naming in 1839 throughout the 1840s and 50s. The lower 
Clarence was surveyed in 1842 and permanent settlers and pastoralists arrived shortly 
thereafter. Influx peaked in the 1850s and 60s, by which time the cedar getting industry 
had dwindled along with the supply of red cedar [Clarence Valley Council, 2014a]. 
Current land use within the Wooloweyah catchment consists predominantly of 
agriculture, with grazing accounting for 55% and sugarcane farming 24% of catchment 
area. The remainder consists of national parks and reserves (19%) and urban 
development (3%) [Foley and White, 2007]. Wooloweyah Lagoon is also a source of 
prawns, finfish, whiting, bream, blue swimmer crabs, mud crab and eels, with the catch 
of these species representing a large percentage (40-60%) of the total catch for the 
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greater Clarence River Estuary [White, 2009]. Vegetation includes seagrass, mangrove 
and salt marsh  species, and the lagoon is fringed by SEPP 14 wetlands [White, 2009].  
 
Figure 5.3 Surface geology of Wooloweyah Lagoon and the Clarence River catchment. Legend in 
Figure 5.1. Geology data source: NSW DoP [2001]. 
An extensive levee and drainage system known as the Taloumbi Ring and Radial 
Drainage system was constructed by the Clarence River Count Council in 1966/67 to 
protect agricultural land from flooding and increase grazing productivity. Private drains 
have since been constructed and supplement the system [White, 2009]. The system is 
estimated to provide more that 70% of the runoff received by the lagoon. It appears 
unlikely that the drainage system has significantly altered the distribution of runoff for 
the lagoon, since the natural catchment mostly extends to the south and west of the 
lagoon [Lancaster, 1990], but may have increased the drainage density since the 1960s 
in combination with reduced sediment filtering as a result of vegetation clearing and 
land use changes [White, 2009]. 
Wooloweyah Lagoon experiences a sub-tropical climate (Figure 5.4) which is influenced 
by the subtropical high pressure belt during winter and spring, and easterly monsoonal 
trade winds and northern tropical cyclones during summer and autumn [MHL, 2000]. 
February is the warmest month, with a mean daily temperature range of 20.3 °C to 
26.7 °C  and July is the coldest month with a mean daily range of 9.7 °C to 19.0 °C [ABM, 
2014]. On average September is the driest month and March the wettest. Mean annual 
rainfall at nearby Yamba is 1463 mm [ABM, 2014], however the interaction of moist sea 
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air with the range to the south-west of Wooloweyah Lagoon may cause higher local 
precipitation [Lancaster, 1990]. 
 
Figure 5.4 Temperature and rainfall monthly averages for Yamba from 1977-2014 [ABM, 2014] 
Winds are variable, predominantly from the north east and south during summer 
months and south to south east during autumn [White, 2009]. Winter is dominated by 
west to south-westerly winds, becoming more southerly in the spring. The strongest 
winds (greater than 15 knots) are mainly from the south and south east [Lancaster, 
1990] but the mean annual frequency data (Figure 5.5) indicates north easterly winds 
are also important. 
 
Figure 5.5 Rose of mean annual wind direction versus wind speed at 9am and 3pm for Yamba from 
1877-2014 [ABM, 2014]. 
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High resolution water level frequency data was not obtained for Wooloweyah Lagoon 
for two reasons. Firstly, the water level gauge within Wooloweyah Lagoon has only 
been in operation since 2009 and would therefore have captured only a few flood 
events. A frequency chart based on limited time series data would not have been 
representative of the full extent of inundation during extreme floods. Secondly, the 
construction of the ring drain system means that tides and moderate floods would have 
little effect on the area of foreshore under consideration. Rather, a list of major flood 
events since the settlement of nearby Grafton in 1839 was obtained (Figure 5.6). 
 
Figure 5.6 Frequency of peak water level achieved by floods from 1839-2013 at Grafton [Clarence 
Valley Council, 2014b].  
A Manly Hydraulics Laboratory report [MHL, 2013] indicates a flood peak of 8.09 m 
occurred on January 29, 2013 at the Grafton Gauge which caused a peak water level of 
approximately 1.2 m AHD at the Wooloweyah Lagoon gauge. Another two floods 
occurring on February 24 and March 24, 2013 registered 6.28 m and 3.65 m on the 
Grafton gauge respectively, and both caused a peak water level of 0.8 m inside the 
lagoon. The same report indicates that the tidal amplitude inside the lagoon is generally 
less than 0.5 m, and can be as little as 0.2 m, while the height of the levee system is 0.8 m 
[Wetland Care Australia, 2002]. Under normal conditions, the western foreshore of 
Wooloweyah Lagoon is unlikely to be inundated but this may occur under extreme flood 
conditions.  
5.2.2. Lake Innes 
Lake Innes is a saline coastal lagoon which is part of a wider Internittently Closed and 
Open Lakes and Lagoons (ICOLL) system [Roy et al., 2001] on the central NSW coast, 
immediately south of Port Macquarie (Figure 5.2). It is connected to Lake Cathie by 
Cathie Creek, and the entire estuary is only intermittently open to the ocean at 
Lighthouse/Rainbow Beach. The catchment immediately surrounding Lake Innes 
consists of Permian age Thrumster Slate with late-Permian Karikee Metadolorite 
intrusions to the west and, to the east, Silurian age Watongar Formation slate and chert, 
separating the lake from Pleistocene sand barriers [NSW DoP, 2001]. The barriers are 
adjacent to the lake foreshore at its southern extent (Figure 5.7) 
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The total estuary, comprising Cathie Creek as well as the lakes, has a surface area of 
6.7 km2 and drains a catchment of 92 km2 [DNR, 2012]. Of this, approximately 6% 
drains to Lake Cathie, 34% to Cathie Creek and the remaining 60% to Lake Innes [WMA, 
1994]. WMA [1994] estimate that under current “average” conditions one tenth of the 
total volume of Lake Innes flows into Cathie Creek daily. Due to stratification within the 
lake, however, the level of mixing and therefore flushing of the lake is low. Depending 
on conditions at the estuary entrance and catchment runoff, water levels can vary 
between less than 0 m AHD to 2.5 m AHD [PW Survey Branch, 1993]. Under average 
conditions, when the water level is at 0.75 m AHD, Lake Innes has a surface area of 
7 km2 and average depths of less than 1.5 m. The lake is approximately 4.5 km long in a 
north-south direction and 2 km wide. Lake Cathie, under average conditions, has a 
surface area of 1 km2 [WMA, 1994] and mean depth of less than 0.75 m. Most bed 
elevations within Lake Cathie are above 0 m AHD.  
 
Figure 5.7 Surface geology of Lake Innes and Lake Cathie catchments. Legend in Figure 5.1. 
Geology data source: [NSW DoP, 2001] 
Lake Cathie is fringed by coastal wetlands ranging from 300 m to 1 km wide supporting 
abundant saltmarsh, which provide a filtration system for much of the sediment and 
pollutants from runoff within the catchment, which has been heavily cleared for rural or 
residential development [WMA, 1994]. Catchment sediment loads are not considered 
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significant in the total sedimentation for the estuary due to the filtering effects of the 
fringing wetlands [Kidd, 2011]. 
Settlement of the area occurred when nearby Port Macquarie was founded as a penal 
settlement in 1820 and pastoral expansion began unofficially shortly thereafter, but 
officially from 1836 onwards [Gale and Haworth, 2002; Cook et al., 2004]. On high 
ground adjacent to the eastern foreshore of Lake Innes, a vast property known as Lake 
Innes House was built between 1831 and 1848 by Major Innes [OEH, 2014]. Major Innes 
fell into financial difficulty during the depression of the 1840s and the house was rented 
to various occupants and subsequently sold, eventually ending in ruins by the end of the 
nineteenth century. Throughout its occupation, land use included many acres of grape 
vines, sugar cane growing, a horse stud farm and, in the early twentieth century, a 
timber mill which drew its timber from the 2,560 acre property [Goold, 1931]. 
Currently a single urban development, the small town of Lake Cathie, exists on the 
southern side of the estuary entrance. Lake Innes itself is almost completely surrounded 
by the Lake Innes Nature Reserve. An estuarine commercial and recreational fishing and 
prawning industry is supported at Lake Innes, while only recreational fishing occurs in 
the Cathie Creek and the lower estuary. Prior to 1933 Lake Innes was the largest 
freshwater body on the NSW coast, however a 2 m wide and 0.3 m deep ‘drain’ was dug 
between the lake and Cathie Creek in a failed attempt to drain the lake for a proposed 
subdivision and tidal waters from Cathie Creek inundated the lake. Subsequent flows 
have enlarged the artificial channel to over 30 m wide and 3 m deep and there has been 
conversion of freshwater habitats to salt-tolerant species except for small patches on 
the lake margins [WMA, 1994].  
 
Figure 5.8 Temperature and rainfall monthly average for Port Macquarie from 1995-2014 [ABM, 
2014] 
Port Macquarie, the nearest major town to Lake Innes, experiences a humid, sub-
tropical climate (Figure 5.8). February is generally the warmest month with a mean 
daily temperature range of 18.4 °C to 27.6 °C. The coldest month is July with a mean 
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range of 6.4 °C to 18.7 °C. On average March is the wettest month and August the driest. 
Mean annual rainfall at nearby Port Macquarie airport is 1420 mm [ABM, 2014]. Mean 
wind speeds are low throughout winter, reaching a minimum in June, and tend to be 
much lower in the mornings than the afternoons. Afternoon mean wind speeds during 
summer are consistently high, with maximum average speeds seen in July. Southerly 
and south-westerly winds dominate throughout winter, whilst winds from the 
northeast prevail throughout summer. Southerly winds occur with secondary frequency 
throughout summer and westerly winds, though rare, can exhibit some of the higher 
wind speeds. Overall, the highest wind speeds are associated with southerly and north-
easterly winds (Figure 5.9). 
 
Figure 5.9 Rose of mean annual wind direction versus wind speed at 9am and 3pm for Port 
Macquarie from 1995-2014 [ABM, 2014]. 
The tidal range at the entrance to the estuary is 0.3 m when the estuary entrance is 
open, however both Lake Cathie and Lake Innes experience a reduced tidal range of 
0.1 m at their respective entrances [DNR, 2012]. Information on tidal flows into and 
from the two lakes under open entrance conditions is limited. Tide gauge data from 
1992 to 2014 was obtained from Manly Hydraulics Laboratory for Cathie Creek and 
these are graphed in Figure 5.10. The multi-modality of the curve reflects the system’s 
ICOLL status and the policy decision by the Hastings/Port Macquarie Council to dredge 
the entrance to the system when the water level reaches 1.5 m. The first peak therefore 
relates to tidal fluctuations when the inlet is open, and the last peak relates to flood 
levels that eventually prompt opening. Lake Innes is more than 3 km upstream from the 
inlet and therefore experiences lower tidal amplitude when the inlet is open. When it is 
closed, however, the time-average water levels throughout the system ought to be 
similar so the range of variation in water level remains applicable 
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Figure 5.10 Water level variation at Cathie Creek from 1992 to 2014 relative to AHD [MHL, 2014] 
5.2.3. Myall Lake 
Myall Lake is an immature, brackish barrier lake [Roy et al., 2001] on the central NSW 
coast, halfway between Forster and Port Stephens (Figure 5.2). Neranie Bay is a low 
energy, cut-off bay within Myall Lake, located at the lake’s eastern limit (inset, Figure 
5.11). It is bound to the northwest by Lamins Point and in the south by Neranie Head, 
resulting in an entrance of less than 400 m to the bay at its narrowest point.  
Myall Lake is irregular in shape, its morphology largely controlled by the underlying 
bedrock which is dominated by Boolambayte Formation sandstone of clastic origin and 
Carboniferous age [NSW DoP, 2001]. It has maximum dimensions of 12 km along its 
east-west axis and width of 9 km in a roughly north-south direction, however the 
narrowest point of the lake occurs at its centre, where headlands constrict the north-
south axis to only 1.2 km. Neranie Bay, in comparison, has a relatively smooth, oval 
shoreline, is 1.2 km long in a north-south direction, and approximately 800 m wide. The 
northern shoreline of Neranie Bay exhibits a broad, low-relief vegetated foreshore that 
could indicate up to 400 m of progradation. The immediate hinterland, in addition to 
majority Boolambayte Formation sandstone, consists also of Yagon Silstone and Booti 
Booti Sandstone of similar age [NSW DoP, 2001]. To the east, Myall Lake is isolated from 
the ocean by coastal barriers, including a small proportion of relict Pleistocene sand 
barrier and large, prograded Holocene barrier (Figure 5.11).  
Settlement of Bungwhal, adjacent to the shores of Neranie Bay, began in the 1840s 
[Great Lakes Council, 2007] but is assumed to have accelerated in response to the 
construction of a timber mill on its shores later, in 1872, as part of state-wide cedar-
getting operations. Cedar-getting had, however, begun illegally as early as 1795 [NSW 
Heritage Office, 1999a]. The mill was one of several operating on Myall Lake. Timber 
was transported to and from the mills using barges, one of which is wrecked on the 
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bottom of Neranie Bay. By 1879 the mill employed 100 men and a local schoolhouse 
catered for 80 children. A tramway was built in 1884 to transport timber between 
Neranie bay and Smith’s Lake. The mill closed in 1907 [NSW Heritage Office, 1999a] but 
the town’s population appears to have changed little to this day; it currently stands at 
254. 
 
Figure 5.11 Geology of Myall Lake and its catchment, Neranie Bay inset. Legend in Figure 5.1. 
Geology data source: [NSW DoP, 2001] 
Climate data is available for Forster, 30 km north of Myall Lake, and Nelson Bay, 38 km 
south from the Australian Bureau of Meteorology [ABM, 2014]. Data from the Forster 
station is relied upon here. Both weather stations show January as the warmest month 
and July as the coolest, however Nelson Bay exhibits slightly wider temperature ranges, 
with a warmer January mean maximum (27.3 °C compared with  26.4 °C) and a cooler 
July mean maximum (17.4 °C compared with 18.1 °C). The wettest months in Nelson 
Bay are May and July and the driest are October and November. The rainfall seasons fall 
slightly earlier at Forster-Tuncurry, with March being the wettest month and October 
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the driest. Average annual rainfall is 1350.2 mm at Nelson Bay and 1221.8 mm at 
Forster-Tuncurry (Figure 5.12. 
 
Figure 5.12 Temperature and rainfall monthly average for Forster-Tuncurry from 1896-2014 
[ABM, 2014]. 
 
Figure 5.13 Rose of mean annual wind direction versus wind speed at 9am and 3pm for Forster-
Tuncurry from 1896-2014 [ABM, 2014]. 
Both Nelson Bay and Forster-Tuncurry weather stations indicate that onshore winds 
dominate throughout summer, supplemented by higher speed but less frequent north-
easterlies, and offshore winds dominate throughout winter. Westerlies prevail for a 
smaller portion of the year. At Forster-Tuncurry easterly winds become dominant 
earlier in the year than Nelson Bay, in August rather than October, and high speed 
north-easterlies prevail throughout spring, continuing to exert some influence in early 
summer. Offshore winds in winter tend to be more frequently south-westerly, however 
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high speed winds frequently arrive from the west. Forster-Tuncurry exhibits an overall 
greater frequency of high wind speeds (> 40 km/h) than Nelson Bay, reaching a 
maximum frequency in December. Though less frequent overall, the highest wind 
speeds at Nelson Bay arrive from the east in summer and the west in winter, with 
southerlies becoming more important in November and April (Figure 5.13) 
Water level variation data was obtained for Buladelah, which is approximately the same 
distance upstream from the entrance of the Myall River as is Neranie Bay (Figure 5.14). 
A tide gauge was historically in place at Bombah Point, within the Lakes system, but was 
only in operation between 1996 and 1999 and has only recently been revived. This 
gauge shows a tidal range of 0.1 m [DNR, 2012], and it is likely that tidal influence is 
therefore negligible at the furthest shores of Myall Lake. Rather, water level variations 
relating to flood events are more significant. A report recently compiled by the Manly 
Hydraulics Laboratory [MHL, 2013] allows the comparison of simultaneous water levels 
in the Myall River at Buladelah and at Bombah Point in Lake Boolambayte (which 
adjoins Myall Lake to the north). The levels of both under average conditions are very 
similar, and in these circumstances the use of the Buladelah dataset is probably 
adequate. Three large flood events in early 2013 registered much higher water levels at 
Buladelah than at Bombah point, however. The event of January 29 registered at 
approximately 2.8 m at Buladelah and 0.75 m at Bombah point. Subsequent events on 
February 24 and March 3 registered 3.0 and 3.8 m (respectively) at Buladelah, but only 
0.8 and 1.75 m at Bombah point. The residence time for flood waters at Bombah point is 
approximately 2-3 weeks, so average conditions tend to prevail. 
 
Figure 5.14 Water level variation at Buladelah from 1984 to 2014 relative to AHD [MHL, 2014]. 
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5.3. SITE SAMPLING AND DATA COLLECTION 
Samples of the geological record at each selected site were obtained as a series of cores, 
arranged in cross-shore transects designed to maximise the history of shoreline 
changes being captured. The cross-shore sampling regime ensured that both vertical 
and horizontal reflections of the depositional history could be obtained. A further driver 
of this cross-shore approach is the effect of water level on the shoreline processes 
described in Chapter 4, which would be captured by sampling at different elevations. 
Each transect consisted of four cores (except for Wooloweyah Lagoon, where terrain 
and time constraints prevented complete sampling). Wherever feasible, replicate cores 
were extracted to assist in the identification of local deviations from the wider 
depositional trend.  
Cores were not refrigerated throughout the duration of the field campaign, which lasted 
two weeks, but were transported directly to refrigeration thereafter. Core sample 
analysis methods were all carried out in the laboratories of the Institute of 
Environmental Research at the Australian Nuclear Science and Technology Organistion 
(ANSTO). They are described in the remainder of the section, including: core splitting 
(§5.3.2); optical scans, magnetic susceptibility, X-radiographs and XRF activity (§5.3.3); 
sub-sampling for analysis if physical sediment properties (§5.3.4); moisture content, 
dry bulk density, grain size, organic content and carbonate content (§5.3.5); and 
establishment of a geochronology for each using 210Pb, 137Cs and 14C isotopes (§5.3.6). 
5.3.1. Core extraction 
It can rarely be guaranteed that any given location will be representative of the lake as a 
whole, since spatial variation in a range of processes acting on lakes tends to be high, 
including sedimentation rates  [Boyle, 2001] and trace element distribution [Hamilton-
Taylor and Davison, 1995]. As such it is vital to obtain a number of samples in an 
orderly fashion in order to establish variation within the system, and isolate those 
samples which may be representative of gross system behaviour whilst giving less 
attention to anomalies or outlier samples. 
Soil samples were obtained in transects aligned perpendicular to the lagoon shoreline, 
using 90 mm diameter PVC stormwater pipe and a clamp and sleeve hammer 
percussion coring system. The equipment used is shown in Figure 5.15. The length of 
each transect ensured the maximum width of prograded shoreline was captured. At all 
sites lake water levels dictated the lakewards limit of the transect except for 
Wooloweyah Lagoon, where terrain was the limiting factor. The average depth of the 
soil samples was approximately 500 mm, with the shallowest sample reaching only 
100 mm and the deepest 2021 mm (after accounting for compaction). 
Compaction was monitored and then recorded before core extraction by measuring the 
the depth of the surface material inside the core barrel relative to the surrounding 
terrain. Before extraction a seal was applied to the top of the barrel to prevent any loss 
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of material (by filling the empty space in the core barrel with water and either gluing a 
core cap to the end or applying a plumber’s seal) and a clamp and lever system was 
used to raise the core from the ground. The location and alignment of each transect was 
limited by accessibility in many cases, however all care was taken to avoid terrain that 
was at odds with the overall trend in elevation, sediment properties and vegetation 
cover for each site whilst maintaining as straight a transect as possible. Trees and tree 
roots in particular prevented consistent alignment of transects.  
 
Figure 5.15 Clockwise from top left: core barrel, clamp and sleeve hammer configuration; 
operation of the percussion coring system; configuration of the lever system used for core 
extraction; and use of the lever system. 
High resolution (1m) digital elevation models were available for the Lake Innes and 
Wooloweyah Lagoon transects, and a combination of GPS reference points and 
measured distances between cores was used to extract elevations from the digital 
elevation model. Further information on the location of individual transects is provided 
in Chapter 6. Coordinates and elevations of cores at Neranie Bay were obtained using a 
total station which in turn was referenced to the NSW CORS network base station in 
Forster. Elevation using this reference method was verified by comparing the NSW 
CORS network elevation reading to that of a nearby state survey mark.  
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5.3.2. Core splitting 
Cores were split using a Geotek core splitter with oscillating blades to separate the two 
halves of the PVC pipe, and a hacksaw blade helped to separate the two halves of the 
core sample itself. Normally a cheese wire integrated with the core splitter would be 
used, but was not able to penetrate some of the denser sediments and its progress 
through the sediment was hampered by the presence of vegetation and large stones. 
Due to the irregularity of some of the material in the sediments there was a potential for 
down-core contamination during core splitting by vegetation being dragged along the 
divide. To address this, the surface of each split core was cleaned horizontally so that 
only in-situ sediments were present prior to analysis. Visual descriptions were recorded 
for each of the cores after splitting. These were the author’s subjective observations. 
5.3.3. Scanning for magnetic susceptibility and geochemistry 
The activity levels, in counts per second, of different trace elements were determined 
for the full length of all cores using a Cox Analytical ITRAX core scanner [Croudace et al., 
2006; Rothwell et al., 2006; Thomson et al., 2006; Guyard et al., 2007; St-Onge et al., 
2007; Martins et al., 2013] using a Molybdenum tube, set at a sampling interval of 
1000 μm. The surface of each of the core halves was smoothed as much as possible and 
covered with thin plastic before scanning to provide the sensor with a regular surface. 
Despite the fact that the ITRAX scanner determines the core surface topography prior to 
scanning, some physical irregularities in the core surfaces can affect results and these 
need to be filtered from the dataset before any interpretation takes place. This process 
is explained further in Section 5.4. The ITRAX core scanner was also used to generate 
magnetic susceptibility values (SI) at 5 mm intervals with a Bartington MS2E sensor, 
digital X-ray radiography for the central 20 mm down the length of the core at 1,000 μm 
resolution and optical scans using a CCD colour camera for all cores. 
The XRF data was initially visualised using two specialised software programs: 
ReDiCore and ITRAXplot, both of which permit the user to quickly display geochemical 
profiles and ratios alongside each other and at the same scale as the optical core scan, X-
radiograph and magnetic susceptibility data. Visual observations and boundaries of 
colour or texture change recorded following core splitting were confirmed or adjusted 
using this method, although the final stratigraphic boundaries were determined using 
less subjective, statistical methods (§5.4). These early interpretations and correlations 
between the cores comprising each transect facilitated the selection of at least one 
representative core per transect for detailed sub-sampling, maximising confidence that 
the data from the selected core would adequately represent all or part of each transect, 
particularly when combined with visual observations and logging. 
5.3.4. Sub-sampling 
Preliminary interpretation of visual and geochemical data enabled any contiguous 
stratigraphic units to be correlated between the cores of each transect. Differentiating 
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cores that appeared to be affected by local variations from those that displayed similar 
down-core trends within any given transect was a relatively straight-forward process. 
From each transect, a single core was selected as either the most representative or the 
most complete (or both) and was subject to all of the remaining types of analysis and 
data collection described in Sections 5.3.5 and 5.3.6.  
At least one core per transect was sampled at 1 cm intervals for the upper 15 cm. 
Beyond this depth the interval between sub-samples varied from 1 cm to a maximum of 
5 cm depending on the homogeneity of the sediment and the presence of distinct 
boundaries between stratigraphic units. Each individual sample consisted of a single 
1 cm slice of sediment, and care was taken to avoid sediment adjacent to the core barrel 
walls as this was likely to have been contaminated by overlying sediments as they were 
dragged down by the PVC. This approach ensured the best resolution possible in the 
relatively light, upper 15 cm of sediment which was expected to yield the most reliable 
chronology from medium-term isotopic dating techniques and to minimise the sampling 
effort in the remainder of the core where long-term dating techniques were expected to 
yield greater uncertainty. 
5.3.5. Sediment physical properties 
During sub-sampling, a 3-4 ml aliquot was put aside from each 1 cm slice of sediment 
for the measurement of dry bulk density and particle size analysis. The remainder of 
each sample was placed in a glass beaker, weighed, oven-dried overnight at 60°C and re-
weighed to determine moisture content. To determine wet and dry bulk density of each 
aliquot, a 50 ml cylinder was filled with a known volume of de-ionised water (10ml) and 
weighed. Approximately 1-2 g of sediment was added to each cylinder of water until the 
volume could be reliably recorded (i.e. the meniscus was in line with a measurement 
line on the cylinder) and weighed, thus providing the mass and the wet volume of the 
sample. The weight of the added sample divided by its volume provided the wet density, 
and this value was adjusted for moisture content to determine the dry bulk density. This 
is the standard method employed by the ANSTO laboratory staff. The sample and water 
were both transferred to a small glass vial for later use in grain size analysis. They were 
treated for several days with hydrogen peroxide on a hot plate to destroy as much 
organic matter as possible prior to the addition of 1 mL 0.5M (NaPO3)6 dispersant, 30 
minutes of ultrasonification, and particle-size analysis using a Malvern Mastersizer 
2000 laser diffraction particle size analyser. The output data, consisting of particle size 
ranges and percentage exceedance values, were analysed for mean particle diameter 
and percentage sand, silt and clay [Folk and Ward, 1957] using the excel-based software 
program GRADISTAT 8.0 (© SJ Blott). 
The loss on ignition (LOI) method [Dean, 1974] was used to estimate the organic 
content of all sub-samples. Between 1 and 2 g of the previously dried sub-samples, 
ground using a mortar and pestle where necessary, were placed in crucibles, weighed 
and fired in a furnace for 1 hour at 550°C in order to combust all organic material. Re-
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weighing after the samples had cooled in a desiccator provided the difference in weight, 
and therefore the organic content of each sample. After cooling and weighing, the same 
samples were fired in furnace for 1 hour at 1,000°C before being cooled and re-weighed 
to calculate the percentage loss of CO2, which was taken to indicate the relative 
presence of carbonates. No corrections were applied since only trends were of interest 
and no distinction was made between different sources of carbonate. 
5.3.6. Isotopic dating 
Great care was taken to select depths from which to produce isotopic dates. Sample 
selection for 210Pb was relatively simple since the detection limit of unsupported 210Pb 
was usually within the top few decimetres of core. For 14C dating, however, substantially 
greater lengths were available from which to sample, and only a limited number of 
dates permitted. 
For 210Pb dates, approximately five samples from the upper 0-100 mm of each core 
were analysed in an initial batch, mostly concentrated within the upper few centimetres 
but with at least one sample at the deepest limit of that range. For example, an ideal 
initial distribution would be 0-10 mm, 10-20 mm, 30-40 mm, 50-60 mm, 90-100 mm. 
Depending on the results of this initial batch and the depth at which background 
radiation levels were reached, a further five samples were selected and analysed to 
either fill gaps within the range or extend the range, as appropriate. 
Once the background-level boundary was established for unsupported 210Pb activity, 
five deeper samples were selected and prepared for 14C analysis. Samples lying 
immediately above and below depositional boundaries were targeted initially, and more 
samples were submitted in subsequent batches to fill data gaps and increase the 
resolution within depositional units, or to confirm radiocarbon dates where samples 
were suspected to have been contaminated by root matter or yielded insufficient carbon 
mass for reliable results. Because of this approach, the addition of the later batches of 
14C samples was not necessary evenly spaced and resulted in varying levels of 
chronological resolution throughout the sub-sampled cores. Samples in the early 
batches all consisted of bulk sediment but the later batches included a combination of 
wood and charcoal samples, where they could be found, pollen samples and bulk 
sediment meticulously ridded of root matter under a microscope. Sample sizes were 
selected to ensure that a minimum of 5 mg of organic carbon was available (estimated 
by assuming that all organic material lost during LOI was organic carbon). Fortunately, 
sediment samples at the depths submitted for 14C analysis were sufficiently compacted 
that much more sediment could be obtained than was needed. 
Analysis of unsupported 210Pb activity was achieved using alpha radiation, since the 
sample weights in the uncompacted upper surface sediments were too low to use the 
samples directly in a gamma radiation detector. Although the gamma method was 
preferable on account of the greatly reduced preparation time and non-destructive 
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nature, combining multiple sub-samples to reach the desired weight would have 
excessively reduced the resolution of results and not contributed much to the present 
study. The alpha radiation method was carried out at the Australian Nuclear Science 
and Technology Organisation (ANSTO) and involves a number of chemical steps to 
isolate 210Po and 226Ra, respectively daughter products and precursors of 210Pb in the 
decay series for 238U. The difference between the activities of the two provides a proxy 
for the unsupported 210Pb activity in sediments which is representative of that derived 
from atmospheric fallout, as opposed to catchment delivery, and therefore provides an 
approximate time of sediment deposition. The exact steps followed during the process 
can be found in Appendix 1. The pre-treatment of all samples for Pb-210 dating by alpha 
spectrometry was performed by the author, with assistance from ANSTO staff. The final 
stage of radium collection for a small number of samples was performed exclusively by 
ANSTO staff. 
Validation of 210Pb profiles was sought through gamma detection of 137Cs activity of the 
samples corresponding to depths that returned an age of approximately 1963, as well as 
samples immediately above and below. In most cases the sample size remaining after all 
other types of analysis were far lower than the recommended minimum of 40 g. All 
samples were combined with sufficient CaCO3 to fill a petri dish, sealed and placed in 
gamma detectors by ANSTO staff. 
Radiocarbon dating was performed by accelerator mass spectrometry (AMS) by ANSTO 
staff following pre-treatment carried out by the author. A variety of sample types were 
submitted for analysis, all of which required chemical pre-treatment. Bulk sediment 
samples and individual organic samples such as charcoal were both subject to the same 
pre-treatment process, which was carried out exclusively in the carbon chemical pre-
treatment laboratory at ANSTO according to the standard acid-alkali-acid (AAA) 
operating procedure (Appendix 1). Isolation of pollen from samples and pre-treatment 
was carried out in the Geosciences laboratories at The University of Sydney before 
samples were transported to ANSTO for subsequent combustion and graphitisation.  
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5.4. TRANSFORMATION AND STATISTICAL REDUCTION OF XRF DATA SETS 
Geochemical profiles measured by XRF-scanners can provide valuable insights into the 
environmental conditions at the time of sediment deposition as well as aspects of 
diagenesis following deposition, which are explored explicitly within the discussion 
section of this chapter. Even without these specific insights, gross changes in the down-
core geochemical profile of core samples can help constrain stratigraphy. Given the 
range of element profiles detected by the XRF scanner and the high resolution of the 
data obtained in this case (1mm intervals between data points), the dataset available is 
unmanageable under any normal time constraints. As such, data transformation and 
reduction techniques have been employed as summarised in the process schema in 
Figure 5.16 and described in the text and figures that follow.  
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Figure 5.16 Process diagram of data transformation and reduction. Rectangles indicate process 
steps and are numbered for in-text reference. Diamonds indicate decision points, parallelograms 
are data inputs and outputs, and rectangles with curved bases represent reporting of results.  
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Step 1 – data normalisation. Lighter elements prevalent in organic matter (e.g. carbon, 
oxygen and nitrogen) fall outside XRF detection limits and effectively dilute the 
detection of heavier elements that fall within those limits. Because of this, organic 
matter can affect XRF data. To correct for the effect, data can be normalised against 
aluminium, a conservative element [Löwemark et al., 2011]. However, this technique is 
limited by the low aluminium counts recorded by molybdenum detectors used in this 
study. Although aluminium profiles appear to trend with organic matter (Figure 5.17), 
total aluminium counts for all XRF-scanned cores were very low. Many zero values were 
returned and these were most frequent in zones of higher organic content, limiting the 
element’s usefulness as a denominator for normalisation and resulting in a noisy 
normalised profile. Chromium detectors fare better with aluminium than the 
Molybdenum tube that was used in this study, but are less effective with heavier metals 
that tend to be of more interest [Löwemark et al., 2011]. The ratio of incoherent (inc) to 
coherent (coh) scattering detected by the XRF-scanner however, provides a clearer 
signal that has been recognised in the past as correlating with organic content [Guyard 
et al., 2007; Rodríguez-Germade et al., In press]. Normalisation of XRF data using this 
ratio appears to be a more effective method of correcting for organic content (Figure 
5.17).  As a result of normalisation, the activity profile of each element in the upper few 
decimetres of each core is increased relative to the remainder of the profile. Effectively, 
this results in enhanced activity peaks where organic content is highest and reduction in 
lower organic portions. 
To confirm the suitability of the scattering ratio for normalisation, the correlation 
between the scattering ratio and LOI was determined for all sub-sampled cores by 
performing a bivariate Pearson correlation with IBM SPSSTM statistics software (Step 1a, 
Figure 5.16). First, however, the resolution of the XRF data was reduced from its 
original 1 mm resolution to 10 mm resolution in order to align with the resolution of 
LOI profiles by averaging all values within each 10 mm interval (Figure 5.18). For all 
cores, a significant correlation was found (r > 0.911 and p < 0.001). All XRF data were 
subsequently normalised by multiplying element counts by the scattering ratio (Step 
1b). 
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Figure 5.17 Down-core variation for two cores in (from left) XRF scanner counts for aluminium, 
sub-sampled organic matter (percent loss on ignition), the scattering ratio, two untransformed 
element profiles and, finally, the same profiles normalised using two methods: division by 
aluminium counts and multiplication by the scattering ratio. Grey shaded horizontal regions 
represent cracks or gaps in the data that should not be considered. 
Figure 5.18 (next page) Visual and statistical correlation of organic content, as determined by 
percent mass lost on ignition (% LOI) and the scattering ratio. 
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The XRF scanner relies on a smooth surface for the best activity detection. Cracks or 
gaps in cores affect the activity of each element differently and can therefore produce 
misleading data. This effect can be easily identified because argon activity tends to be 
high as a result of the relative increase in the effect of the atmospheric gas on readings 
and total counts per second tend to be low. All XRF readings characterised by low total 
counts per second (kcps) and high Ar readings were thus excluded from the datasets 
and did not contribute to further analysis (step 1c). Example XRF data from a single 
core showing distinct regions with uneven or lowered surfaces is shown in Figure 5.19. 
 
Figure 5.19 XRF profiles for a core where scanner readings were disrupted by depressions or 
cracks in the surface. Grey shaded areas have low total detected counts and high Ar values and are 
therefore likely to produce misleading XRF results. These depth ranges and similar occurrences in 
other cores were thus excluded from further analysis. 
Step 2 – variable grouping. Rather than relying on the profiles of all XRF variables for 
interpretation, an exploratory and multi-step approach to data reduction was employed. 
Firstly, an attempt was made to minimise the number of elements under consideration 
by identifying those that co-vary. A single dataset was compiled, covering all cores from 
all transects, by appending the XRF profiles of all cores to one another (step 2a). It is 
hereafter referred to as the regional dataset. Bivariate Pearson correlation coefficients 
were obtained between all XRF variables (step 2b) using the IBM SPSSTM software 
package. A number of high correlations were observed and some natural groupings of 
elements inferred at this regional level. For example, a correlation coefficient of r=0.907 
was obtained for Ca and Zn and a natural grouping was found of Fe, Cr and Ni (all 
r>0.636). Similarly, composite datasets were compiled for each of the four transect sites 
by appending XRF profiles from the cores making up a single transect, hereafter 
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referred to as site datasets. Correlation coefficients were also obtained at the site level 
(Table 5.1).  
All variable pairs or groups of variables with strong correlations at the regional level 
were compared to the site level to ensure the same strength of correlation was 
exhibited (step 2c), but very few were found to align. For example, the strongest 
correlation in the regional dataset, between Cu and Zn, only returned a value of r=0.379 
at the site level example in Table 5.1 (‘Strong’ is defined here as |r| > 0.5). Both variables 
exhibited far stronger correlations with other elements: Ca with Br and Sr (r=0.847 and 
r=0.850, respectively) and Zn with Cu and Pb (r=0.771 and r=0.702, respectively). This 
suggests that down-core co-variation is unlikely to be a regional feature so correlations 
at the regional level were deemed inappropriate for further analysis and disregarded. 
The same comparison was undertaken between the site level correlations and those at 
the individual core level. These were found to be more consistent. Strong correlations at 
the site level were observed in most, if not all, cores from that site. It was thus decided 
that site-level correlations were an appropriate basis for reducing the number of 
variables reported. Since some variation between cores was apparent, these site 
datasets would need to be used with caution and validated at a later step for each site. 
Table 5.1 Pearsons’s correlation coefficients between individual XRF element profiles for the 
combined, site dataset for Lake Innes BT. Shaded cells indicate coefficients with |r|>0.5. 
 Si Cl K Ca Ti V Cr Mn Fe Ni Cu Zn Br Rb Sr Zr Pb 
Si 1 -.164 .363 .048 .544 .285 .306 -.157 .049 .495 .172 .293 -.003 -.056 -.146 .172 .229 
Cl -.164 1 .655 .752 -.556 -.278 -.544 -.048 -.502 .467 .642 .356 .807 -.192 .753 .410 .363 
K .363 .655 1 .655 -.084 -.059 -.245 -.085 -.361 .743 .719 .627 .691 -.229 .522 .462 .527 
Ca .048 .752 .655 1 -.457 -.321 -.382 -.207 -.671 .453 .722 .379 .847 -.225 .850 .445 .401 
Ti .544 -.556 -.084 -.457 1 .568 .723 -.089 .494 .021 -.291 .072 -.461 .157 -.547 .075 -.085 
V .285 -.278 -.059 -.321 .568 1 .651 -.082 .593 .100 -.259 -.030 -.357 .391 -.389 .041 -.083 
Cr .306 -.544 -.245 -.382 .723 .651 1 -.108 .541 -.198 -.374 -.019 -.477 .237 -.522 -.030 -.201 
Mn -.157 -.048 -.085 -.207 -.089 -.082 -.108 1 .278 -.061 -.221 -.128 -.219 -.004 -.159 -.180 -.198 
Fe .049 -.502 -.361 -.671 .494 .593 .541 .278 1 -.150 -.554 -.197 -.711 .424 -.672 -.331 -.286 
Ni .495 .467 .743 .453 .021 .100 -.198 -.061 -.150 1 .618 .539 .522 -.095 .358 .285 .513 
Cu .172 .642 .719 .722 -.291 -.259 -.374 -.221 -.554 .618 1 .771 .732 -.354 .550 .386 .716 
Zn .293 .356 .627 .379 .072 -.030 -.019 -.128 -.197 .539 .771 1 .395 -.326 .151 .305 .702 
Br -.003 .807 .691 .847 -.461 -.357 -.477 -.219 -.711 .522 .732 .395 1 -.320 .863 .453 .424 
Rb -.056 -.192 -.229 -.225 .157 .391 .237 -.004 .424 -.095 -.354 -.326 -.320 1 -.146 -.239 -.253 
Sr -.146 .753 .522 .850 -.547 -.389 -.522 -.159 -.672 .358 .550 .151 .863 -.146 1 .377 .206 
Zr .172 .410 .462 .445 .075 .041 -.030 -.180 -.331 .285 .386 .305 .453 -.239 .377 1 .228 
Pb .229 .363 .527 .401 -.085 -.083 -.201 -.198 -.286 .513 .716 .702 .424 -.253 .206 .228 1 
 
Having established the appropriate level of aggregation, exploratory factor analysis and 
hierarchical clustering methods were applied to site-level datasets in order to establish 
statistically valid groups of elements that behaved similarly, again using IBM SPSSTM 
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statistics software (step 2d). The outputs of each of the two processes were remarkably 
similar. Six factors were extracted through factor analysis (Table 5.2) and the same six 
groupings are marked on the cluster analysis dendogram (Figure 5.20). In the cluster 
analysis, only three variables (K, Zr and Cr) do not conform to the groupings obtained 
through factor analysis. These variables correlate relatively highly with a number of 
variables from more than one group (Table 5.1), so it is unsurprising that they have 
been classified differently under the two techniques. Based on correlation coefficients, 
however, the factor analysis groupings were considered to be more appropriate. Factor 
analysis was therefore the preferred method for variable aggregation. The appropriate 
number of factors was determined from the scree plot (Figure 5.21a - the ‘elbow’ 
technique). This indicates the point at which an increased number of factors is not 
accompanied by a substantial increase in the variance explained. 
Table 5.2 Example of a pattern matrix output from factor analysis of the site dataset for the Lake 
Innes BT transect. Grey shaded cells indicate factor membership of each variable (element). 
 
Communalities Factors 
Initial Extraction 1 2 3 4 5 6 
Sr .652 .785 .799 -.261 .123 -.197 .060 -.170 
Cl .808 .850 .776 -.119 -.199 .181 .176 -.100 
Br .786 .833 .748 -.219 -.116 -.132 -.017 -.020 
Ca .866 .867 .694 -.139 -.150 -.280 .028 -.115 
K .763 .792 .605 .006 -.310 .164 -.327 .022 
Zr .642 .662 .598 .192 .001 -.035 -.077 .261 
Cr .759 .879 -.088 .881 .029 -.230 .024 .092 
V .278 .261 .045 .748 -.006 .055 -.113 -.232 
Fe .765 .861 -.305 .589 -.024 .389 .039 -.225 
Ti .748 .838 -.203 .559 .076 -.035 -.415 .196 
Zn .877 .936 .013 .199 -.925 .011 .025 .156 
Pb .794 .867 -.082 -.075 -.788 -.071 -.059 -.031 
Cu .895 .903 .215 -.156 -.760 -.163 -.001 -.039 
Mn .384 .451 -.030 -.066 .087 .481 .047 .026 
Si .875 .903 -.088 .024 .023 -.120 -.868 .046 
Ni .425 .419 .322 -.093 -.317 .180 -.579 -.263 
Rb .608 .632 -.031 .292 .191 -.017 .025 -.518 
Eigenvalues 7.133 3.143 1.358 1.226 0.941 0.792 
% variance (cumulative) 40.892 57.692 64.052 68.988 72.674 74.935 
Extraction Method: Maximum Likelihood.  
Rotation Method: Oblimin with Kaiser Normalization 
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Figure 5.20 Dendogram output from hierarchical cluster analysis (by variable) of the site dataset 
for Lake Innes BT. Roman numerals show groupings for comparison with factor analysis of the 
same dataset. Cluster I corresponds with factor 1 in Table 5.2, cluster II with factor 2, etc. 
Variables whose cluster analysis groupings differ from those under factor analysis are circled. 
 
Figure 5.21 The number of factors considered appropriate for the Lake Innes BT site-level dataset 
lie to the left of the “elbow” (circled) in the scree plot (a). The variable groupings according to a 6-
factor analysis are grouped in shaded areas and numbered on the 2-factor loading plot (b). If 
negative factor loading values are returned by factor analysis (indicating negative correlations 
within a factor) then two separate shaded groupings are joined by a line. 
The suitability of the site level dataset for factor analysis was further determined (step 
2e) by repeating analysis on individual cores comprising the BT transect (Figure 5.22). 
Many of the same groupings were detected at the individual core level analysis as were 
reported for the site level, particularly those relating to factors 1, 2 and 3: in the results 
of all four cores there is always a distinct grouping that includes Br, Ca, Cl and Sr (factor 
1); Fe and V (factor 2) and Pb, Cu and Zn (factor 3). Similarly, Mn (factor 4) and Rb 
(factor 6) are usually isolated. All of these examples occupy similar regions of the two-
dimensional space. The membership of a small number of elements, however, changes 
between individual cores; most notably K and Ti. The former was placed in factor 1 at 
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the site level, but is variously grouped with elements for factors 1, 3 and 5 at the core 
level; the latter, placed in factor 2 at the site level, appears alongside elements from 
factors 1, 2, 4 and 6 at the core level. Zr, a site-level member of factor 1, is variously 
excluded from all factors at the core level or grouped with factors 1 and 3. Sr and Ni 
show consistent membership with factors 1 and 3, respectively, except for core B3a 
where both combine to create a single factor that is not reflected at all in the site level 
groupings.  On the whole, although there are certainly changes between individual 
cores, the major groupings reported for the whole site prove relatively consistent. The 
variations discussed above suggest that, in addition to reporting representative 
elements for each of the groups determined from the site level, certain other element 
profiles might be worth reporting if they show distinctive down-core changes. In the 
example presented, these additional elements could be K, Ti, Zr, Sr and Ni. Further, the 
variations in the correlation between these same elements and others would exclude 
them from being chosen to represent any single factor. 
 
Figure 5.22 Factor loading plots for 2 factor solution for individual cores making up the Lake Innes 
BT transect (core IDs indicated on plots). Shaded areas show the factor groupings extracted, areas 
separated by bars indicate negative correlations within a group, and numbers indicate where 
these factors line up with factors extracted from the site level data set. Question marks are used 
when a factor that is unique for the individual core is not considered unique at the site level (N.B. 
plot for B2b was horizontally flipped). 
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The output of this phase of data reduction was thus a reduced number of elements to be 
reported, rather than all 17 detected (step 2e). For each site, factor analysis of the site-
level dataset determined the minimum number to be reported, whereas the maximum 
number corresponds to the number of factors plus those elements that do not conform 
to the factor groupings at the core level. Other elements were excluded from further 
interpretation and analysis as they were deemed to co-vary or be affected by the same 
factors as the representative elements. 
Step 3 – vertical zonation of XRF data. XRF data informed the stratigraphic analysis of 
all cores through an iterative process. First, distinct visual boundaries between 
potential depositional units were recorded during core logging and were supported by 
visual inspection of XRF data where substantial or sudden changes in the counts of any 
elements were evident. Interpretation of down-core variations in XRF element profiles 
were facilitated by hierarchical cluster analysis which was used to find the most 
appropriate placement of boundaries or transition zones between depositional units.  
This statistical aggregation method groups down-core XRF readings based on similarity 
between variables. The variables used to produce hierarchical clusters had to be 
determined (step 3a). In the first instance, only representative elements from the site-
level factor analysis were used, but it was found that using the complete suite of reliable 
elements from the XRF data provided a less noisy signal (Figure 5.23).  
 
Figure 5.23 Results of hierarchical cluster analysis on XRF element profiles based on 
representative elements (left) and comprehensive suite of elements (right). 
The degree of sensitivity to down-core changes in XRF data in this analysis depends on 
the number of clusters extracted. Figure 5.24 shows the output from one example, core 
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B2b, and the likely depositional boundaries produced by cluster analysis with 
sensitivity ranging from 2 clusters (1 boundary) through to 6 clusters (5 boundaries). In 
the figure, the optical scan shows two distinct depositional units – the upper dark 
brown muddy portion and the lower, highly oxidised clay portion. This boundary is the 
first to be identified if only two factors are extracted, which supports the usefulness of 
XRF as a stratigraphic tool. The two clusters are separated by a short transition 
boundary between 66 mm and 84 mm, which is consistent with the fact that, visually, 
the change between the dark portion and the orange portion of the core is gradual.  
 
Figure 5.24 Results of hierarchical cluster analysis on XRF profiles using 2, 3, 4, 5 and 6 clusters. 
Each additional cluster change that might indicate a depositional boundary is indicated with a red 
line and numbered in order of appearance. For reference, down-core profiles are provided for the 
six representative elements determined during factor analysis of the site-level dataset. 
When more than two clusters are extracted, down-core variations in the activity of a 
range of elements influence the placement of further boundaries that are not 
immediately evident from visual inspection of the core. The challenge for interpretation 
is to judge which of these boundaries reflect meaningful changes. To this end, sub-
sampled sediment properties and isotopic analysis (e.g. Figure 5.25) informed the 
choice of the appropriate level sensitivity of the cluster analysis (i.e. the number of 
clusters), and therefore the placement of boundaries between depositional units (step 
3b). This was necessarily a subjective, though well-informed, estimate. These 
boundaries then provided the framework for the complete stratigraphic interpretation 
presented in the results.  
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The sediment properties for the example core presented here, B2b, largely accord with 
visual observations and the 2-cluster analysis in the placement of the first boundary. At 
84 mm depth the organic and moisture contents reach a minimum and dry bulk density 
a maximum. Despite the clear visual and textural change at this boundary however, very 
little change is seen in grain size distribution. Other down-core changes indicated by 
sediment properties include a region of high magnetic susceptibility between 100 mm 
and 180 mm, a peak in carbonate content at 120 mm and a slight increase in clay 
content at 130 mm. The magnitude of these changes is insufficient to justify defining a 
separate depositional unit below the 84 mm boundary, but may signal brief changes in 
processes at a moment in time that could later be linked to deposition rates. As such, in 
this case, only two depositional units are defined, according to the boundary produced 
through a 2-cluster analysis. 
 
Figure 5.25 Physical sediment properties guiding the choice of cluster sensitivity, boundary 
placement between depositional units and overall stratigraphic interpretation. 
Explanation of the reasoning involved in this data reduction process has necessarily 
involved the reporting of certain results as examples, however extension of the 
methodology to the rest of the XRF data and sub-sampled cores is reported in Chapter 6 
along with the rest of the results. 
5.5. CALIBRATION OF ISOTOPIC DATES 
Geochronologies produced through 210Pb isotopic analysis require validation through 
independent means. For this purpose, between four and five samples were prepared for 
137Cs analysis. The samples were selected at, above and below the depth which, 
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according to the chronology, corresponded to the year 1963. If the depth profile 
generated suggested an activity peak corresponding with the 1963 sample, the 137Cs 
results support the 210Pb chronology.  
Results from the 14C analysis were provided in radiocarbon years and these were 
converted to calendar years using the most recent southern hemisphere calibration 
curve, SHCAL13 [Reimer et al., 2013] and the software OxCal version 4.2 [Ramsey, 
2009b]. Calibrated dates have been reported in terms of the range covered by 95.4% 
confidence levels and where calculations called for a single date (i.e. calculating 
deposition rates) the weighted average within that range has been used [Telford et al., 
2004].  
5.6. SUMMARY 
The shorelines of three NSW coastal lagoons were selected as case studies for analysis 
of the geological record to satisfy criteria of progradational shorelines within coastal 
lagoons, of sufficient width to set up a cross-shore transect and with little or no 
influence from fluvial sediment sources or anthropogenic interference. The sites were: 
Wooloweyah Lagoon, part of the Clarence River system near Yamba; Lake Innes, part of 
the Cathie Creek system near Port Macquarie; and Neranie Bay, part of the Myall Lakes 
system near Forster. From each site, a shore-normal transect of up to four locations was 
set up and at least one core extracted from each point. All cores were split and scanned 
for optical images, magnetic susceptibility, X-ray radiography and X-ray Fluorescence 
activity using an XRF scanner. At least one core from each transect was selected for 
detailed sub-sampling and 10 mm resolution and for those cores moisture content, 
organic content, carbonate content, dry bulk density and grain size distribution data 
were obtained, and a number of sub-samples identified for isotopic analysis. 
Approximate time of deposition was returned for the upper few decimetres of the sub-
sampled cores through 210Pb ages, and from the remainder of the length of the same 
core through 14C ages. The resulting chronologies were then calibrated by independent 
data (where available) and the southern hemisphere radiocarbon calibration curve, 
respectively. 
The large datasets produced by the XRF scanner were transformed to correct for 
organic content using the incoherent/coherent scattering ratio, which was found to 
correlate highly with sub-sampled measurements of organic content. The datasets were 
trimmed of any regions of unreliable scanner readings and subjected to statistical 
reduction techniques. Factor analysis was performed between XRF variables to 
minimise the number of variables reported, and cluster analysis was performed over 
the vertical extent of each core to delineate between down-core regions of similarity. 
The latter aligned well with visual observations of down-core changes and thus formed 
the basis of depositional boundaries. The results of all of these steps are in Chapter 6. 
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6. RESULTS OF CORE SAMPLING AND ANALYSIS 
Results of the core sampling program and the subsequent scanning, sub-sampling and 
analysis of the sediment are presented here. The chapter is organised in order of each of 
the core transects extracted: the western foreshore of Wooloweyah Lagoon (§6.1); the 
eastern and western foreshore of Lake Innes (§6.2 and §6.3) and the northern foreshore 
of Neranie Bay, within Myall lake (§6.4). Results are presented as objectively as 
possible, however some interpretation is inevitable given the progressive nature of the 
research design. Where research questions need to be addressed sequentially, one 
research question is informed by outcomes of previous questions and each step in the 
method thus depends on the outcome of a previous step. Analysis and interpretation 
relating to depositional processes, rates and drivers of shoreline change are presented 
in Chapters 7 and 8. 
6.1. WOOLOWEYAH LAGOON 
6.1.1. Transect location 
The Wooloweyah Lagoon transect comprised three locations whose geographic 
coordinates are provided in Table 6.1 and displayed against a background of aerial 
photography, surface geology and topography in Figure 6.2. The transect stretched over 
720 m of the lagoon foreshore in an attempt to capture as much as possible of the lake 
progradation. Even this distance, however, represented quite a small portion of the 
foreshore width. The total width of the progradational unit, defined by the extent of 
relict shoreline ridges (Figure 6.2a), is approximately 2 km at its widest point. The 
terrain itself consists of bands of Juncus spp. vegetation, which conceal several 
decimetres of swampy water and mud beneath their densely packed blades, 
interspersed with generally narrower bands of dryer soil populated by short grass. 
Clusters of swamp paperbark trees (Meleuca ericifolia) are increasingly present 
progressing towards the lake edge, but much of the terrain furthest from the lake is 
completely devoid of standing vegetation (Figure 6.1). 
Table 6.1 Coordinates and elevation for cores comprising the Wooloweyah transect. Elevation 
source: NSW DoP [2013] 
Location ID Easting Northing Elevation (mm AHD) Data source 
W1 524287.6 6736638.2 1850 1mDEM 
W2 524797.4 6736705.8 509 1mDEM 
W3 525003.7 6736688.9 278 1mDEM 
 
Replicate cores were taken at all three locations. Their identifying codes and general 
attributes are listed in Table 6.2. Two cores were obtained at location W1 and three at 
each of W2 and W3. At these latter locations, a couple of different strategies were 
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employed to extract cores of the greatest possible lengths. In both cases, extremely 
dense sediments at the base of the core made extraction extremely challenging. The 
level of suction on the core barrel from below generally exceeded the strength of the 
seal at the top of the core barrel, and resulted in the plumber’s seal being pulled down 
the core barrel and material being lost.  
Table 6.2 General dimensions and attributes of each core sample comprising the Wooloweyah 
Lagoon transect. ID is a composite of the transect ID (W), the location number, and a letter 
denoting the replicates at each location. 
ID 
Lab 
ID 
Recovered 
length 
(mm) 
Compaction 
(mm) 
Core 
starting 
depth 
(mm) 
Penetration 
depth (mm) 
Water 
depth 
(mm) 
Comments 
W1a O483 311 60 0 371 0 15 mm of material was lost on 
extraction of core, so 
compaction could not be 
calculated 
W1b O484 467  0 467 0 Compaction not recorded 
W2a O485 162 20 0 182 0 - 
W2b O486 222  170 392 0 Core continues on from 2a. 
Compaction not recorded. 
W2c 
part 1 
O487 164 11 0 175 0 Core was taken in three 
separate parts to combat issues 
with compaction and strong 
suction. Without this method 
cores greater than 100mm 
depth could not be extracted 
without material loss. 
W2c 
part 2 
O488 164 0 175 339 0 
W2c 
part 3 
O499 219 81 339 639 0 
W3a O490 100 0 0 100 50 - 
W3b O491 252 10 0 262 50 - 
W3c O492 248 0 0 248 50 150 mm lost from the base of 
the core but measurement 
suggested no compaction.  
 
At location W2, where the land was dry, the problem of suction was avoided by taking 
the core sample from the side of a dug trench. This was achieved in three separate 
portions to minimise compaction, which was measured progressively. Although this 
method resulted in a segmented core where some uncertainty surrounds the joins 
between the three portions, the method achieved the highest penetration depth of 
639 mm. At location W3 the first coring attempts resulted in complete loss of core 
barrel contents, but the surface was submerged so the method just described was not an 
option. A method was developed whereby the core barrel was hammered into the 
ground and, just before extraction, a narrow hole was dug next to the barrel and at an 
angle to it in an attempt to release the suction pressure. This was relatively successful in 
that core barrel contents were recovered, but cores were very shallow compared to the 
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other two locations. Based on these results, progressing to a fourth location was not 
deemed worthwhile. 
 
Figure 6.1 Vegetation at the transect location on the foreshore of Wooloweyah Lagoon looking 
west (top) and east (bottom) from the location of core W3c (see Figure 6.2). 
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Figure 6.2 Location of Wooloweyah Lagoon core transect. Aerial photographs (a), surface geology 
(b) and 25 m elevation grid (c). The extent of each panel on the right hand side is indicated by the 
black rectangle in the corresponding panel on the left. For geology legend, see Figure 5.1. 
6.1.2. Visual core observations 
Down-core changes in colour, texture and material recorded immediately after cores 
were split are listed in Table 6.3. Optical scans of one core per transect location 
produced by the ITRAX core scanner are aligned in terms of their respective elevations 
in Figure 6.3. Early estimates of cross-shore stratigraphy were made based on visual 
observations and the cross-shore profile but they are not published here since they 
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were substantially revised on the basis of geochemical profiles and statistical methods 
reported in Sections 6.1.4 and 6.1.6, respectively.  
 
Figure 6.3 Cross-section profile of the core transect showing optical core scans at their relative 
elevations, distances and submergence at time of sampling. Terrain from 1m DEM [NSW DoP, 
2013]. 
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Table 6.3 Visual observations recorded at time of core splitting  
Core 
ID 
From 
depth 
(mm) 
To 
depth 
(mm) 
Colour Sediment type Trends 
W1a 0 60 Dark brown Peaty mud  
W1a 60 230 Black Mud Darkening downwards 
W1a 230 311 Dark brown Mud Increasing signs of oxidation (orange flecks) 
W1b 0 40 Dark brown Peaty mud  
W1b 40 290 Black Mud Darkening downwards 
W1b 290 430 Brown Mud Signs of oxidation increasing downwards 
W1b 430 467 Orange Clay   
W2a 0 20 Black  Peaty leaf litter & detritus High moisture content 
W2a 20 45 Black Peaty mud  
W2a 45 162 Black Mud Dense, noticeably dryer from 100mm onwards 
W2b 0 10 Black Mud High moisture content 
W2b 10 40 Black Mud High density 
W2b 40 60 Dark brown Mud Increasing signs of yellow/orange oxidation 
W2b 60 222 Grey Clay Yellow & orange oxidation patches and black 
charcoal patches 
W2c 0 30 Dark brown Peaty mud, mostly leaf 
litter detritus 
 
W2c 30 164 Black Mud Dense, darkening downwards 
W2c 164 175 -  Gap 
W2c 175 195 Black Mud Transitioning from black to dark grey downwards 
W2c 195 340 Dark grey Clay Specked with charcoal & patches of yellow/orange 
oxidation 
W2c 340 340 -  Join 
W2c 340 400 Grey Clay High moisture content, prominent oxidation patches, 
reduced density compared to above 
W2c 400 559 Grey Clay Dense with prominent oxidation patches decreasing  
W3a 0 20 Black Mud & plant detritus High moisture content 
W3a 20 70 Black Mud High density 
W3a 70 100 Black Mud Higher density and drier than above 
W3b 0 20 Black Mud & plant detritus  
W3b 20 145 Black Mud Darkening downwards from dark brown near top. 
Pieces of wood scattered through 
W3b 145 252 Black Mud Dense, low moisture content. Patches of dark grey 
clay scattered in bottom few ceintimetres 
W3c 0 85 Black Peaty mud Very soft at top, become denser downwards 
W3c 85 145 Black Mud Dense, low moisture content, pieces of wood 
scattered throughout. 
W3c 145 200 Black Mud Scattered patches of dark grey clay start to appear 
W3c 200 248 Grey Clay Mottled with yellow oxidation and mud or charcoal 
(black patches) 
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6.1.3. Magnetic susceptibility and XRF scattering ratio 
Down-core changes in magnetic susceptibility indicate altered sediment sources or 
depositional regimes. Alignment of peaks between cores can signal that deposition was 
driven by similar processes or experienced the same abrupt change in conditions. The 
scattering ratio produced by the XRF scanner may also be of use in aligning cores in 
stratigraphic interpretation and is called upon in Chapter 8 for analysis of deposition 
rates and the role of organic matter due to its correlation with organic content (§5.4). 
Both are plotted for all Wooloweyah transect cores in Figure 6.4. 
 
Figure 6.4 Magnetic susceptibility and scattering ratio profiles for cores of the Wooloweyah 
Lagoon transect. 
For the Wooloweyah Lagoon transect, the alignment between magnetic susceptibility 
profiles is fairly poor and is therefore unlikely to be useful in supporting contiguity 
between stratigraphic units identified in the various cores. The peak at 125 mm in core 
W1b may be due to a manganese nodule near the surface. The geochemical profiles and 
physical sediment properties therefore must be the main verification mechanism. 
The scattering ratio profiles seem to indicate a decreasing rate of down-core change in 
organic content. In core W1b, most of the down-core increase occurs in the surface 
100 mm before the rate of change slows drastically. In core W2c this occurs over 
150 mm and in W3c there is no sign that the ratio is stable in the length of core 
recovered, which is 225 mm long. This information is of use for the question of organic 
matter retention in wetland soils, covered in Chapter 8. 
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6.1.4. Geochemical profiles 
XRF geochemical data for all cores were normalised, trimmed and analysed according to 
the methods outlined in Section 5.4. This involved grouping of elements that co-varied 
to simplify interpretation as much as possible. Of the 17 elements with reliable 
detection by the XRF scanner, all but four (Cl, V, Cr and Zr) show strong correlations 
with at least one other element in the site dataset (Table 6.4). Some natural groupings 
emerge from the coefficient values: the strongest correlation is between Zn and Ca 
(r=0.945) and neither element correlates particularly strongly with any other. The next 
strongest correlation is between Rb and K (r=0.874), but these elements do correlate 
strongly with a number of others, and may be part of a relatively large group that shares 
similarities and includes Si, Ti, Mn and Sr. Large negative correlations exist between 
many of these elements and another distinct group which consists of Cu, Br and Ni. 
Table 6.4 Pearson correlation coefficients between individual XRF variables for the combined 
Wooloweyah Lagoon site dataset. Shaded cells indicate coefficients with |r|>0.5. 
 Si Cl K Ca Ti V Cr Mn Fe Ni Cu Zn Br Rb Sr Zr Pb 
Si 1 -.212 .791 -.022 .816 .186 .326 .428 .222 -.452 -.378 -.061 -.543 .621 .333 -.039 .004 
Cl -.212 1 -.049 .383 -.285 -.038 -.161 .116 -.317 .354 .136 .309 .407 -.058 .220 -.211 -.144 
K .791 -.049 1 .050 .725 .242 .401 .693 .238 -.367 -.550 -.043 -.383 .874 .632 -.279 .041 
Ca -.022 .383 .050 1 .076 -.022 -.033 .068 -.151 .175 -.034 .945 .073 .022 .174 -.146 -.045 
Ti .816 -.285 .725 .076 1 .254 .484 .333 .259 -.344 -.353 .041 -.470 .671 .421 .174 .021 
V .186 -.038 .242 -.022 .254 1 .091 .193 .083 -.032 -.103 -.073 -.036 .276 .241 .031 .018 
Cr .326 -.161 .401 -.033 .484 .091 1 .229 .303 -.193 -.335 -.074 -.211 .435 .236 -.009 .188 
Mn .428 .116 .693 .068 .333 .193 .229 1 .259 -.203 -.452 -.026 -.107 .684 .521 -.381 .088 
Fe .222 -.317 .238 -.151 .259 .083 .303 .259 1 -.623 -.601 -.121 -.520 .356 -.323 -.339 .560 
Ni -.452 .354 -.367 .175 -.344 -.032 -.193 -.203 -.623 1 .611 .128 .679 -.335 .212 .352 -.406 
Cu -.378 .136 -.550 -.034 -.353 -.103 -.335 -.452 -.601 .611 1 -.009 .429 -.573 -.123 .479 -.347 
Zn -.061 .309 -.043 .945 .041 -.073 -.074 -.026 -.121 .128 -.009 1 -.015 -.085 .029 -.104 -.044 
Br -.543 .407 -.383 .073 -.470 -.036 -.211 -.107 -.520 .679 .429 -.015 1 -.244 .328 .042 -.162 
Rb .621 -.058 .874 .022 .671 .276 .435 .684 .356 -.335 -.573 -.085 -.244 1 .666 -.266 .160 
Sr .333 .220 .632 .174 .421 .241 .236 .521 -.323 .212 -.123 .029 .328 .666 1 -.068 -.190 
Zr -.039 -.211 -.279 -.146 .174 .031 -.009 -.381 -.339 .352 .479 -.104 .042 -.266 -.068 1 -.346 
Pb .004 -.144 .041 -.045 .021 .018 .188 .088 .560 -.406 -.347 -.044 -.162 .160 -.190 -.346 1 
 
The grouping of variables seen in correlation coefficients is confirmed through factor 
analysis of the same, site-level dataset. The scree plot (Figure 6.5a) indicated that either 
four or six factors might be appropriate, but only four could be extracted. Their 
distribution on a two-factor plot is shown in Figure 6.5b, and the statistical results of 
the factor analysis reported in Table 6.5. 
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Figure 6.5 The number of factors considered appropriate for the Wooloweyah Lagoon site-level 
dataset lie to the left of the “elbow” (circled) in the scree plot (a). The variable groupings 
according to a 4-factor analysis are grouped in shaded areas and numbered on the 2-factor 
loading plot (b). 
When the factor membership of variables is compared with the natural groupings 
arising from the correlation coefficients, the only noticeable difference is the allocation 
of those variables with low correlation coefficients to factor groupings. Ca and Zn 
remain a strong, lone pairing; the larger group of Rb, K, Si, Ti, Mn and Sr remains and is 
joined with Cr and V. The remaining group of Cu, Br and Ni, however, is separated into 
two factors, with Br being paired with the weakly correlated Cl, and the remaining 
variables (Cu, Ni, Zr, Pb, Fe) constituting the fourth factor. In the fourth factor, however, 
Pb and Fe are negatively correlated with the other three variables and may therefore 
warrant separate reporting. They may or may not constitute a separate factor, given the 
same factor that drives changes in the concentration of one element could feasibly drive 
the opposite change in another, but for reporting purposes this fourth factor certainly 
warrants further separation.  
Factor analysis was also performed at the individual core level to identify any variability 
between the two levels of data aggregation (Figure 6.6). The strongest correlation 
(between Ca and Zn in factor 1) is still reflected within two of the three cores (W1b and 
W2c) and the grouping of Br and Cl (factor 3) is visible in all individual cores. This latter 
negatively correlates with a grouping of Si and Ti (assigned to the same factor for 
individual cores, but separate factors at the site level). The Si-Ti grouping variously also 
includes K, Sr, V and Rb. These latter elements are therefore relatively mobile between 
factor groupings. Factor 4 from the site level is reflected in both cores W1b and W2c in 
terms of a grouping of Ni, Cu and Zr being negatively correlated with Fe and Pb, 
although this grouping breaks down in W3c with Zr and Cu being included in other 
factors. The groupings that are largely consistent at both levels of aggregation are 
therefore Ca and Zn (factor 1); Si, and Ti (factor 2); Br and Cl (factor 3) and Zr, Cu, Ni, Fe 
and Pb (factor 4). The remainder are relatively mobile in terms of factor membership: 
Rb, K, Mn, Cr, V, Sr. In terms of reporting geochemical profiles, therefore, a minimum of 
4 elements will be reported, to represent the four factors, and a maximum of ten to 
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account for notable down-core changes in the profiles of any of the six unclassified 
elements. 
Table 6.5 Pattern matrix output from factor analysis of the site dataset for Wooloweyah Lagoon. 
Grey shaded cells indicate factor membership of each variable (element). 
 
Communalities Factors 
Initial Extraction 1 2 3 4 
Ca .923 .977 .986 .036 -.008 -.002 
Zn .921 .938 .980 -.086 .111 .009 
K .926 .900 .026 .893 .075 -.158 
Sr .910 .972 .043 .884 -.544 .212 
Rb .891 .885 -.029 .876 -.064 -.245 
Ti .873 .878 .130 .764 .488 .232 
Si .837 .777 .029 .703 .468 .076 
Mn .620 .581 .002 .622 -.223 -.364 
Cr .338 .233 -.026 .415 .165 -.049 
V .120 .089 -.043 .302 -.015 .041 
Br .802 .773 -.069 -.093 -.804 .214 
Cl .402 .355 .301 -.022 -.467 -.064 
Zr .645 .635 -.093 -.047 .293 .773 
Fe .816 .701 -.083 -.013 .416 -.648 
Cu .638 .654 -.044 -.350 -.140 .626 
Pb .406 .297 -.032 -.091 .090 -.530 
Ni .700 .658 .093 -.122 -.489 .506 
Eigenvalues 5.552 2.924 2.152 1.650 
% variance (cumulative) 14.764 35.946 57.134 66.482 
Extraction Method: Maximum Likelihood.  
Rotation Method: Oblimin with Kaiser Normalization 
 
A representative element for each factor was selected. This was usually the element 
considered most likely to be a direct proxy for the factor identified, but in the absence of 
an obvious proxy the element with the highest XRF readings was selected from each 
factor group. The representative elements decided upon for the Wooloweyah Lagoon 
site were Zn (factor 1), Si (factor 2), Br (factor 3) and Fe (factor 4). The down-core 
profiles for each of the Wooloweyah Lagoon cores is shown in Figure 6.7. In addition to 
these, the elements with inconsistent membership in the factor groups are also 
displayed if their profiles show any notable down-core changes. In this case, V and Cr 
activity changed very little down-core, and Rb appeared to echo trends seen in the Sr 
profile, so these were all omitted. Profiles for Mn, K and Sr are included in the figure.  
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Figure 6.6 Factor loading plots for 2 factor solution for individual cores making up the 
Wooloweyah Lagoon transect. Annotation as per Figure 5.23. 
In all Wooloweyah Lagoon cores, Fe activity is lowest at the top of the core and 
increases closer to the limit of penetration, usually in the visibly oxidised zone. Br 
activity, in contrast, is generally highest in the 100-200 mm and decreases to a 
negligible value thereafter. Si exhibits a general increase down-core, but peaks and 
troughs around that general trend are the reverse of those in Fe profiles. For example, at 
the base of core W1b (425-475 mm), where Fe activity is highest, Si activity is low. 
Similarly in the lower half of core W2c, Fe activity peaks at 223, 327 and 427 mm depth 
and Si exhibits troughs at the same locations. The possibility that these effects are due 
to relative concentrations (i.e. an increase in Fe activity will decrease the relative 
activity of all other elements) can be ruled out in this case because both exhibit an 
increasing trend down-core. Zn does not display consistent trends, but rather peaks at 
various depths and otherwise remains fairly constant. In core W1b, a Zn peak 
characterises the 40-70 mm depth, in W2c no such peak is apparent and in W3c a peak 
is visible from 95 to 100 mm depth. The Mn, K, and Sr profiles all show increasing 
down-core trends, but increase at slightly different rates. Of these, Sr shows a slight 
decrease at the lower limit of cores W1b and W3c. The deepest core, W2c, shows very 
high Mn activity below 425 mm depth, with numerous peaks up to an order of 
magnitude higher than the remainder of the profile.  
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Figure 6.7 Key element profiles for cores W1b, W2c and W3c 
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6.1.5. Sediment properties 
Of the Wooloweyah Lagoon cores, W2c was the deepest but it was extracted in three 
portions and the relative alignment and compaction values of each portion was 
therefore less likely to be reliable. Core W1b came only 5 cm short of penetrating to the 
same depth and exhibits similar overall XRF profiles, so this was selected for sub-
sampling and further analysis of sediment properties. Physical sediment properties are 
displayed in Figure 6.8. 
 
Figure 6.8 Physical sediment properties for core W1b. 
Organic content and moisture content in core W1b decrease almost monotonically 
down-core from surface values of 55% and 83% to minimums at the base of 5% and 
27%, respectively.  A notable exception is the region between 80 and 100 mm depth. In 
this range, a local minimum in both values occurs followed by a slight increase before 
the down-core decline in values is resumed. Dry bulk density exhibits an inverse 
pattern; the 80-100 mm zone exhibits higher dry bulk density values than the samples 
immediately above or below, with an otherwise steady increase from 0.17 g/ml at the 
surface to 1.26 g/ml at 450 mm depth. Carbonate content is low throughout, but 
fluctuates somewhat from less than one percent to above two percent, and is not 
notably affected by the 80-100 mm zone. Despite the obvious visual changes down-core, 
sediment properties vary little down-core. The upper 150 mm has a slightly higher silt 
content than the remainder, and clay content is negligible throughout (<0.1%). 
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6.1.6. Vertical zonation 
Visually, core W1b exhibits two layers with distinctive colouring, but the XRF 
geochemistry profiles in Figure 6.7 suggest that more than two depositional units may 
be present. Hierarchical cluster analysis was performed for this core for 2, 3, 4, 5 and 6 
clusters, and the results are reported in Figure 6.9. The first boundary (2-cluster 
analysis) was placed at 150 mm depth, which does not correspond to the greatest visual 
change in the core but may correspond to the stabilisation of several physical sediment 
properties. These include organic content and moisture content, both of which show 
sharp decreases down to this depth and only very gradual decreases beyond it, and are 
expected to affect the soil geochemistry in kind. It is also the point at which elements 
such as Fe, Mn and K begin to increase in activity. The second boundary (3-cluster 
analysis) is placed at 423 mm depth. No changes in sediment properties are evident at 
this depth, but it corresponds to the upper limit of the orange, oxidised base of the core. 
The third (4-cluster analysis) and fourth (5-cluster analysis) boundaries appear to 
delineate a peak in Zn activity but are not reflected in other element profiles or in 
sediment properties and are therefore unlikely to represent separate depositional units. 
The fifth boundary (6-cluster analysis) is clearly starting to introduce noise into the 
zonation and may owe its existence to the fact that the length of core between the first 
and second boundaries is a long, gradual transition zone. 
 
Figure 6.9 Results of hierarchical cluster analysis on W1b XRF profiles using 2, 3, 4, 5 and 6 
clusters. Each additional cluster change that might indicate a depositional boundary is indicated 
with a red line and numbered in order of appearance. For reference, down-core profiles are 
provided for the key elements determined during factor analysis of the site-level dataset. 
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From this analysis, it seems most likely that the boundaries provided by the 3-cluster 
analysis are most appropriate. This would divide core W1b into three depositional 
units. There remains a possibility, however, that the middle of the three units is actually 
a transition zone between the upper and lower units. 
Cluster analysis was also performed for cores W2c and W3c. Since these cores were not 
sub-sampled however, no physical sediment properties exist to assist in the 
determination of the appropriate number of clusters. Caution should be exercised in the 
interpretation of W2c cluster boundaries (Figure 6.10) because the core was extracted 
in three separate segments. Although the XRF dataset was trimmed for gaps or cracks, 
the possibility of discrepancies at the interface between each core remains. In fact, as 
can be seen in the figure, the first boundary assigned by a 2-cluster analysis picks up 
both interfaces. Examination of the XRF data for those depths suggests that the 
placement of the first boundary at ~150 mm is likely to be real – this is the lower limit 
of Br activity, an indicator of organic content. The second inflexion at ~310 mm is more 
likely to be an artefact of the join, since it is localised around just a few millimetres of 
core length.  
 
Figure 6.10 Results of hierarchical cluster analysis on W2c XRF profiles using 2, 3, 4, 5 and 6 
clusters. Annotations as per previous figure, plus shaded areas indicate cracks or gaps in XRF data. 
Visually, the core exhibits many colour changes and it is therefore possible that a larger 
number of clusters may be appropriate than for core W1b. On the other hand, 
particularly around the middle segment of core, stratigraphy appears to alternate 
between more and less oxidated soil and may be caused by fluctuating conditions, so 
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these might be better represented by a small number of alternating clusters. This 
alternating nature is detected by the 3-cluster analysis, and from the 4-cluster analysis 
onwards the boundary placement appears to represent more noise than is helpful. The 
3-cluster analysis is therefore deemed most appropriate, with boundaries placed at 
150-160 mm and 230 mm. The latter is not an absolute boundary, but rather signals the 
upper limit of fluctuating or alternating conditions. 
Core W3c shows only a single visible boundary in the optical scan, and down-core 
fluctuations in geochemical profiles are few. It thus seems reasonable to expect two 
clusters to suffice. Up to five were produced during analysis (Figure 6.11) and, the first 
boundary detected is a transition zone between 70 and 95 mm depth. It is unclear from 
the XRF profiles what this boundary represents as no distinctive patterns can be 
discerned within that zone. The second boundary coincides more closely with the visual 
one and with the upper limit of high Fe activity. The placement of a third boundary 
immediately below the second does not add value to the zonation and is more likely to 
be a factor of the gradual nature of the boundary.  Although the fourth boundary may be 
detecting features similar to those in the 80-100 mm zone of core W1b, characterised by 
a Br trough, it more probably represents an interesting marker of conditions at a 
moment in time rather than a depositional boundary. The 3-cluster analysis is thus the 
limit of meaningful zonation and places boundaries at 70-95 mm and 180-210 mm 
depth. 
 
Figure 6.11 Results of hierarchical cluster analysis on W3c XRF profiles using 2, 3 and 4, clusters. 
Annotations as per previous figures. 
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6.1.7. Isotopic dating 
To determine the timing of recent deposition, analysis of 210Pb isotopes by alpha 
spectroscopy was carried out for five samples (O517-O521) followed by an additional 
five (O588-O592) selected to extend or fill the profile as appropriate, based on the 
initial results. Calculation parameters and results of this analysis are presented in Table 
6.6 and Figure 6.12. All samples analysed returned positive readings. The sub-sampling 
regime was close to exhausting the limit of 210Pb detection, returning a maximum age of 
37 ± 3 years at 200-211 mm depth. Through extrapolation the concentration of 
unsupported 210Pb was estimated to have reached zero at 250 mm depth. 
Table 6.6 Results for Pb-210 isotopic analysis by alpha spectroscopy and parameters used in the 
calculation of ages for samples of core W1b 
ANSTO 
sample 
ID 
Depth 
range 
(mm) 
Unsupported 
210Pb (Bq/kg) 
Dry bulk 
density 
(g/cm3) 
Cumulative 
dry mass 
(g/cm2) 
Cumulative mass-
specific 
unsupported 210Pb 
(mBq/cm2) 
Unsupported 
210Pb inventory 
(mBq/cm2) 
Age  
(years) 
  x ± 5 C ± s m ± Â ± A ± t ± 
O517 0-10 139.5 5.6 0.17 0.08 0.08 12.8 1.0 2027.3 163.6 0 0 
O518 10-20 175 6.9 0.18 0.26 0.09 40.7 2.7 1999.3 44.7 1 0 
O519 30-40 204 9.2 0.36 0.81 0.12 143.6 9.6 1896.4 43.5 2 0 
O588 40-50 211.5 12.3 0.48 1.23 0.14 230.6 12.6 1809.5 42.5 4 0 
O520 60-70 205.5 10.5 0.58 2.28 0.18 450.8 22.6 1589.2 39.9 8 3 
O589 80-90 105.8 8.3 0.89 3.75 0.22 671.5 27.9 1368.5 37 13 3 
O521 100-110 96.3 9.8 0.86 5.51 0.26 848.6 34.8 1191.4 34.5 17 3 
O590 120-130 80.1 8.7 0.84 7.21 0.29 998.7 39.1 1041.3 32.3 22 3 
O591 160-170 53.3 17.7 0.88 10.67 0.32 1226.2 73.8 813.8 28.5 30 3 
O592 200-210 37.1 21.5 1.07 14.58 0.36 1401.1 112.4 638.9 25.3 37 3 
         A(0)= 2040  
 Chronologies determined by 210Pb analysis require validation.  Four samples were 
submitted for 137Cs detection by gamma spectroscopy (Table 6.7). All sample sizes were 
below the required mass for this method (generally 40 g). The two smallest had no 
detection whatsoever, which is most likely a function of the small sample sizes but could 
also indicate that these samples pre-date 1963. This is consistent with the 210Pb dates 
reported for this core: the sample at 120-130 mm was deposited between 
approximately 1956 and 1964, and it is the most recently deposited sediment layer to 
return no 137Cs detection. Given the small sample sizes used for 137Cs analysis, this 
should not be seen as support for the 210Pb chronology but neither does it reduce its 
validity. 
Table 6.7 Results of 137Cs analysis by gamma spectroscopy for core W1b 
ANSTO sample ID Depth range (mm) Sample weight (g) 137Cs corrected to 13/02/2013 (Bq/kg) 
P031 60-70 5.89 14.57 ±1.08 
P032 110-120 5.79 5.15 ±0.44 
P033 120-130 0.99 * 0.00 <1.84 
P034 140-150 1.24 * 0.00 <1.77 
*sample weight too small for gamma spectroscopy analysis 
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Figure 6.12 Unsupported 210Pb profile corrected to 30/08/2014 (a) and age ranges calculated 
using the CRS model (b) for core W1b. 
Additional evidence for the validity of the 210Pb chronology is not available. To 
determine the age of deposits outside the range of 210Pb detection, fifteen samples were 
submitted for radiocarbon dating in two separate batches. The first consisted of eight 
bulk sediment samples, which were supplemented in the second batch by carbonised 
wood samples recovered during microscopic analysis of the sediment, and some 
replicate bulk sediment samples with fine root matter removed under the microscope 
that may not have been sufficiently removed when the first batch was prepared. Raw 
data from the samples analysed for 14C are presented in Table 6.8 and their calibrated 
probability density functions are plotted against depth in Figure 6.13. The carbonised 
wood samples yielded consistently good carbon content (carbon mass greater than 
0.5 mg). Sediment samples yielded generally lower carbon masses and some samples 
obtained from the lower, sandier portion of the core were barely above the threshold 
for acceptance by the ANSTO laboratory. These samples (OZQ535, OZQ536 and, to a 
lesser extent, OZQ532) should be treated with caution. 
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Table 6.8 Radiocarbon dating sample information and calibrated age range for core W1b 
Lab 
code 
Depth 
range 
(mm) 
Sample 
material 
Sample 
carbon 
mass 
(mg) 
δ(13C) 
Percent 
modern 
carbon 
Radio-
carbon 
date 
Calibrated date - 
95.4% confidence 
limits 
Calibrated 
date – 
weighted 
average# 
OZQ269 220-230 Sediment 0.27 -17.7 
± 0.3 
90.2 ± 
0.33 
830 ± 30 1205-1283 AD (95.4%) 1245 
OZQ270 230-240 Sediment 0.37 -16.9 
± 0.1 
91.84 ± 
0.36 
685 ± 35 1290-1393 AD (95.4%) 1343 
OZQ530 250-260 Wood 2.42 -25.1 
± 0.1 
85.98 ± 
0.29 
1215 ± 30 772-906 AD (70.2%) 
915-969 AD (25.2%) 
872 
OZQ271 270-280 Sediment 0.3 -18.1 
± 0.4 
88.45 ± 
0.31 
985 ± 30 1026-1161 AD (94.9%) 
1141-1174 AD (0.5%) 
1097 
OZQ531 290-300 Wood 3.34 -25.0* 86.94 ± 
0.28 
1125 ± 30 893-940 AD (34.7%) 
949-1020 AD (60.7%) 
960 
OZQ272 300-310 Sediment 0.08726 -17.6^ 62.46 ± 
0.34 
3780 ± 45 2293-2014 BC (93.6%) 
1998-1979 BC (1.8%) 
-2140 
OZQ532 300-310 Sediment 0.04616r -25.0* 78.4 ± 
0.39 
1955 ± 40 43-18 BC (3.9%) 
17-28 AD (91.5%) 
93 
OZQ533 300-310 Wood 0.5 -24.2 
± 0.1 
82.35 ± 
0.35 
1560 ± 35 439-456 AD (3.6%) 
459-632 AD (91.8%) 
545 
OZQ273 310-320 Sediment 0.16 -17.6^ 79.91 ± 
0.33 
1830 ± 35 128-187 AD (19.4%) 
195-343 AD (76%) 
243 
OZQ274 370-380 Sediment 0.10026 -20.0* 74.75 ± 
0.36 
2340 ± 40 474-444 BC (2.0%) 
431-343 BC (60.7%) 
325-209 BC (32.7%) 
-348 
OZQ534 390-400 Wood 2.35 -25.2 
± 0.1 
83.2 ± 
0.27 
1480 ± 30 573-657 AD (95.4%) 618 
OZQ275 410-420 Sediment 0.11072 -20.3 70.79 ± 
0.32 
2775 ± 40 978-806 BC (95.4%) -882 
OZQ535 410-420 Sediment 0.02441 -25* 60 ± 
0.56 
4100 ± 80 2881-2451 BC (93.2%) 
2420-2405 BC (0.8%) 
2378-2350 BC (1.4%) 
-2631 
OZQ276 440-450 Sediment 0.06558 -20* 49.38 ± 
0.46 
5670 ± 80 4682-4633 BC (4.8%) 
4621-4337 BC (90.6%) 
-4474 
OZQ536 440-450 Sediment 0.02824 -25* 51.34 ± 
0.42 
5360 ± 70 4327-4282 BC (8.2%) 
4272-3988 BC (87.2%) 
-4150 
*Assumed value  ^Average of similar values  # Positive dates indicate AD, negative indicates BC 
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Figure 6.13 Depth plot of calibrated probability density functions and 95.4% confidence limits for 
radiocarbon ages obtained for samples from core W1b (labelled with laboratory codes).  
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6.2. LAKE INNES (LAKE INNES DRIVE) 
6.2.1. Transect location  
Lake Innes provided an opportunity to compare transects from opposite sides of the 
same lake system, as the nature of the entire shoreline (based on aerial photography, 
geology and topography in Figure 6.15) appears very similar and access points could be 
found on both sides of the lake.  One of these was via Lake Innes Drive, which provided 
access to the western foreshore of the lake. The cores extracted from this transect 
(henceforth referred to as the LID transect) are the subject of this section. The other 
was accessed via an off-road trail known as Boundary Trail (§6.3). Cores were extracted 
from four locations as part of the Lake Innes LID transect, whose geographic 
coordinates and elevation are listed in Table 6.9 and depicted with aerial photography, 
surface geology and topography in Figure 6.15. 
Table 6.9 Coordinates and elevation for cores comprising the Lake Innes LID transect. Source of 
elevation data: [NSW DoP, 2013] 
Location ID Easting Northing Elevation (mm AHD) Data source 
L1 484499.6 6516013.9 1802 1mDEM 
L2 484510.4 6516008.2 1646 1mDEM 
L3 484524.6 6516003.0 1664 1mDEM 
L4 484534.4 6515998.8 1344 1mDEM 
 
The Lake Innes LID transect cores were extracted under fairly strict time constraints 
and, as such, a duplicate core was only extracted for the first location (L1). This was 
necessary because the first core at that location, L1a, was essentially a test core and 
compaction was not measured. The general attributes of each of the cores extracted are 
listed in Table 6.10. 
Table 6.10 General dimensions and attributes of each core sample comprising the Lake Innes LID 
transect. ID is a composite of the transect ID (L), the location number, and a letter denoting the 
replicates at each location. 
Core 
ID 
Lab 
ID 
Recovered 
length 
(mm) 
Compaction 
(mm) 
Core 
starting 
depth 
Penetration 
depth (mm) 
Water 
depth 
(mm) 
Comments 
L1a O028 409 130 0 539 0 Compaction estimated 
L1b O029 405 70 0 475 0 - 
L2a O030 332 25 0 357 0 None 
L3a O031 710 0 0 710 0 75 mm of additional material 
recovered due to failed first 
attempt at core extraction. 
Compaction before this 
occurred was measured at zero. 
L4a O032 189 0 0 189 300 Water depth estimated 
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The terrain being sampled consisted of swampy soils populated with Maleleuca trees 
and grasses (Figure 6.14). In selecting the core locations, care was taken to avoid 
irregular terrain and, where possible, tree roots. At the time of sampling, the lake water 
level was at its highest limit (1.5 m) before the local Council usually opens the Cathie 
Creek inlet [MHL, 2013]. This limited the width of shoreline that was accessible for 
sampling. The first three locations sampled were above the water line but were affected 
by localised pools of water, while the final core (location L4) was extracted from 
submerged foreshore. 
 
Figure 6.14 Photograph of the lakewards limit of the Lake Innes LID transect, looking east towards 
the lake from the location of core L4a (see Figure 6.15). Trees are submerged and the water level 
was at the highest threshold before the Cathie Creek inlet is generally opened by the local Council. 
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Figure 6.15 Location of Lake Innes LID core transect. Aerial photographs (a), surface geology (b) 
and 25 m elevation grid (c). The extent of each panel on the right hand side is indicated by the 
black rectangle in the corresponding panel on the left. For geology legend, see Figure 5.1. 
6.2.2. Visual core observations 
Down-core changes in colour, texture and material recorded immediately after cores 
were split are listed in Table 6.11. Optical scans of one core per transect location 
produced by the ITRAX core scanner are provided for reference, aligned in terms of 
their respective elevations in Figure 6.16. Early estimates of cross-shore stratigraphy 
were made based on visual observations and the cross-shore profile but they are not 
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published here since they were substantially revised on the basis of geochemical 
profiles and statistical methods reported in Sections 6.2.4 and 6.2.6, respectively. 
 
Figure 6.16 Cross-section profile of the core transect showing optical core scans at their relative 
elevations, distances and submergence at time of sampling. Terrain from 1m DEM [NSW DoP, 
2013]. 
The optical scans show good agreement between the visual down-core changes of all 
cores except for core L3a, which is quite unique. It is therefore likely that core L3a 
represents an exception to the overall shoreface profile and, while the source of its 
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difference is considered here, it is not expected to contribute to any analysis of 
shoreline processes. 
Table 6.11 Visual observations recorded at time of core splitting (N.B. subjective) 
Core 
ID 
From 
depth 
(mm) 
To 
depth 
(mm) 
Colour Sediment type Trends 
L1a 0 20 Black Detritus  
L1a 20 30 Black Peat  
L1a 30 50 Black Mud  
L1a 50 150 Dark brown Silt with small clay granules or 
pellets throughout 
Band of oxidation in the middle (70-100mm) 
L1a 150 205 Grey Clean sand, including pieces 
of quartz up to 10mm 
 
L1a 205 320 Grey Clay smooth Becoming drier and sand content increasing 
downwards from 260mm (ie 60mm 
transitional boundary to next unit) 
L1a 320 490 Grey Clean sand Uniform 
L1b 0 5 Black Detritus  
L1b 5 30 Black Peat  
L1b 30 70 Black Mud with tiny (<1mm) clay 
granules or pellets 
 
L1b 70 90 Dark brown Mud  
L1b 90 120 Orange Mud, peaty  
L1b 120 145 Brown Mixture sand, mud & quartz 
gravel 
Irregular throughout 
L1b 145 215 Black and 
grey 
Sand with small quartz stones, 
peaty 
 
L1b 215 360 Grey and 
orange 
Smooth clay Oxidised patches throughout 
L1b 360 405 Grey Clean sand 15mm transition (included in above unit?) to 
this unit. Large quartz stones at 365-
375mm, up to 20 mm length 
L2a 0 25 Black Detritus & stones Density increasing downwards 
L2a 25 95 Black Peat and mud with clay 
granules 
 
L2a 95 115 Black to 
brown 
Mud and clay granules Boundary of 20mm where mud becomes 
lighter downwards 
L2a 115 190 Light brown Mud, peaty A few red patches 
L2a 190 280 brown to 
grey 
Sandy gravel & quartz Transitioning from brown to lights grey 
downwards, quartz presence increasing 
downwards, to 20 mm in size 
L2a 280 332 dark grey Sandy clay Strip of smooth, finer clay with a black 
streak from 295-310mm. Becoming more 
quartzose downwards 
L3a 0 5 Black Detritus  
L3a 5 40 Black Peat  
Chapter 6 – Results of Core Sampling and Analysis 
Page 174 of 349 
Core 
ID 
From 
depth 
(mm) 
To 
depth 
(mm) 
Colour Sediment type Trends 
L3a 40 130 Black Mud  
L3a 130 195 Dark brown Mud Presence of small stones ~1mm diameter 
increasing downwards 
L3a 195 320 Brown and 
grey 
Muddy gravel, some sand 
mixed in 
Unconsolidated, disturbed during core 
extraction 
L3a 320 645 Light brown Sandy gravel & quartz Alternating fine probably and coarse sand 
content. Oxidation from 475-510mm 
L3a 645 710 Grey Clay   
L4a 0 5 Black Detritus  
L4a 5 160 Black Peat & mud, clay granules Band of fine quartz at 80mm, band of 
oxidation at 100-135mm 
L4a 160 189 Dark grey Quartzose sand and gravel   
 
6.2.3. Magnetic susceptibility and scattering ratio 
Down-core changes in magnetic susceptibility and the scattering ratio are plotted for all 
Lake Innes transect cores in Figure 6.17. For the Lake Innes LID transect, alignment 
between magnetic susceptibility peaks of different cores is immediately apparent, at 
least for the first three cores – core L4a is too short to state with any confidence that the 
profile is similar. The three aligned cores exhibit distinct changes, in the way of a near-
surface increase in magnetic susceptibility at 75 mm followed by a reversal of that trend 
to a down-core decrease at 125 mm. Assuming deposition rates were similar at all three 
locations, these changes can safely be assumed to reflect the same process at the time of 
deposition for the whole transect.  
The scattering ratio profiles are also very similar and all seem to decrease relatively 
rapidly down-core from the surface to a depth of 125 mm, below which the ratio is 
stable. The depth corresponds to the depth of change in magnetic susceptibility.  
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Figure 6.17 Magnetic susceptibility and scattering ratio for cores of the Lake Innes LID transect. 
6.2.4. Geochemical profiles 
Of the 17 elements with reliable detection by the XRF scanner, all but five (Cl, K, Mn, Zn 
and Pb) show strong correlations with at least one other element in the site dataset 
(Table 6.12). The strongest correlation is between Ti and Zr (r=0.774), although Ti also 
correlates strongly with Cr (r=0.600) and Fe (r=0.571). Further, Fe correlates quite 
highly with V (r=0.713) and Rb (r=0.639). These six elements (Ti, Zr, Cr, Fe, V,  Rb) 
appear to form a natural grouping. Another natural grouping is evident because Br 
correlates strongly with Ca and Sr (r > 0.543), as well as with Ni, which in turn 
correlates well with Cu, taking the group membership to five elements. This group 
shows quite a strong negative correlation with Si, so Si might be considered to represent 
a group in and of itself, given the lack of positive correlations with any other elements. 
The remaining elements, although they do not exhibit any strong correlations, may be 
described in terms of their relationships with these three groups. Of these, Cl displays 
higher negative correlations than positive ones and could not be considered part of any 
of the identified groups, K would best fall into the Fe group, Mn would place best in the 
Br group, Zn correlates best with Cu (Br group) and relatively well with Zr and Ti (Fe 
group) so might also be considered to stand alone and, finally, Pb could be grouped with 
Fe. 
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Table 6.12 Pearson correlation coefficients between individual XRF variables for the combined 
Lake Innes LID site dataset. Shaded cells indicate coefficients with |r|>0.5. 
 Si Cl K Ca Ti V Cr Mn Fe Ni Cu Zn Br Rb Sr Zr Pb 
Si 1 -.221 .086 -.436 .026 -.080 .027 .005 .043 -.420 -.542 -.093 -.516 .170 -.432 -.310 -.172 
Cl -.221 1 -.047 .230 -.314 -.283 -.163 -.150 -.425 .010 -.138 -.139 .185 -.229 .148 -.226 -.189 
K .086 -.047 1 .081 .400 .208 .392 .381 .156 -.157 -.082 .101 -.202 .302 .123 .391 -.065 
Ca -.436 .230 .081 1 -.038 -.004 -.041 .493 -.157 .449 .252 -.148 .676 -.129 .637 .167 .043 
Ti .026 -.314 .400 -.038 1 .438 .600 .289 .571 -.086 .241 .297 -.100 .311 .045 .774 .300 
V -.080 -.283 .208 -.004 .438 1 .328 .121 .713 .098 .298 .150 .020 .402 .015 .411 .409 
Cr .027 -.163 .392 -.041 .600 .328 1 .212 .399 -.093 .068 .121 -.131 .272 .002 .456 .191 
Mn .005 -.150 .381 .493 .289 .121 .212 1 .152 .019 -.029 -.111 .135 .165 .240 .250 -.010 
Fe .043 -.425 .156 -.157 .571 .713 .399 .152 1 -.237 .056 .095 -.096 .629 -.140 .381 .482 
Ni -.420 .010 -.157 .449 -.086 .098 -.093 .019 -.237 1 .609 .104 .588 -.297 .402 .161 .109 
Cu -.542 -.138 -.082 .252 .241 .298 .068 -.029 .056 .609 1 .482 .342 -.184 .437 .471 .301 
Zn -.093 -.139 .101 -.148 .297 .150 .121 -.111 .095 .104 .482 1 -.174 -.035 .139 .342 .125 
Br -.516 .185 -.202 .676 -.100 .020 -.131 .135 -.096 .588 .342 -.174 1 -.179 .543 .160 .144 
Rb .170 -.229 .302 -.129 .311 .402 .272 .165 .629 -.297 -.184 -.035 -.179 1 -.077 .158 .276 
Sr -.432 .148 .123 .637 .045 .015 .002 .240 -.140 .402 .437 .139 .543 -.077 1 .298 .120 
Zr -.310 -.226 .391 .167 .774 .411 .456 .250 .381 .161 .471 .342 .160 .158 .298 1 .263 
Pb -.172 -.189 -.065 .043 .300 .409 .191 -.010 .482 .109 .301 .125 .144 .276 .120 .263 1 
 
Groupings that result from factor analysis compare favourably with those based purely 
on interpretation of correlation coefficients. The scree plot (Figure 6.18a) indicates that 
four factors would be most appropriate in terms of the trade-off between variance 
explained and number of factors. However this level of analysis was found to split up 
some of the key groups of correlations described above. Four factors were therefore 
considered to be one level of detail too many and only three factors were extracted. 
Their distribution on a two-factor plot is shown in Figure 6.18 and the statistical results 
of the factor analysis reported in Table 6.13.  Interrogation of the factor loading plot 
(Figure 6.18b) reveals the reason for requiring a relatively low number of factors: there 
are three instances of negative correlations, one for each factor, which effectively 
generates six natural groupings controlled by three factors. The implication is that 
whichever factor causes an increase in one group of XRF variables (e.g. Br, Ca and Ni - 
factor 1a) also causes a decrease in others (e.g. Si – factor 1b). 
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Figure 6.18 Factor analysis of Lake Innes LID site-level XRF dataset. The number of factors 
considered appropriate lies to the left of the “elbow” (circled) in the scree plot (a). The variable 
groupings according to a 3-factor analysis are grouped by shaded areas (b), and any negatively 
correlated groups within a single factor linked by grey lines. Shaded areas are numbered to 
indicate factor membership and negatively correlated groupings within a single factor assigned as 
“1a” and “1b” (for example). 
The factor groupings align with the interpretation of correlation coefficients almost 
exactly. Br, Ca, Sr, Ni and Cu form one group (factor 1) and are negatively correlated 
with Si within the same factor. Ti, Zr, Cr, Fe, V, K, Rb and Pb form a second group (factor 
2) which includes a negative correlation with Cl. An exception is the placement of Mn 
and Zn, which were both expected to fit best with Br, Ca and Sr, and which were instead 
separated from the group entirely and negatively correlated with each other in a 
separate factor (factor 3).  
Results of factor analysis at the individual core level are presented graphically in Figure 
6.19. If the factor groupings are limited to those elements whose membership is largely 
consistent between individual cores, the size of the groups shrinks considerably.  Of the 
elements grouped by factor one, for instance, only Br, Ca and Sr consistently appear 
together (except for Sr in core L1b).  Also from the factor 1 grouping, Cu and Ni are 
always grouped in the same factor, but not necessarily in the same factor as Br, Ca and 
Sr. Similarly, the behaviour of elements grouped by factor two is somewhat variable. Fe 
and V are always grouped together, and usually accompanied by Rb, Pb or both. Also 
from factor two, Ti, Cr and K appear together at the individual core level (except core 
L3a) but not necessarily within the same factor as Fe, V, Rb and Pb.  
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Table 6.13 Pattern matrix output from factor analysis of the site dataset for Lake Innes LID. 
Annotation as per Figure 6.18. 
 
Communalities Factors 
Initial Extraction 1 2 3 
Ca .728 .938 .859 -.061 .514 
Br .689 .565 .739 -.124 .145 
Sr .565 .517 .715 .059 .120 
Ni .641 .566 .685 -.095 -.254 
Cu .733 .878 .638 .282 -.571 
Si .552 .441 -.630 -.016 .166 
Ti .790 .818 -.001 .904 .035 
Zr .767 .733 .307 .790 -.065 
Fe .813 .478 -.174 .670 .043 
Cr .407 .412 -.065 .630 .114 
V .643 .342 .075 .570 -.088 
K .473 .305 -.036 .457 .312 
Rb .508 .298 -.250 .427 .224 
Cl .389 .198 .161 -.386 .164 
Pb .349 .180 .147 .365 -.138 
Mn .510 .465 .296 .303 .560 
Zn .419 .340 .087 .326 -.463 
Eigenvalues 4.207 3.759 1.869 
% variance (cumulative) 19.240 38.514 49.849 
Extraction Method: Maximum Likelihood.  
Rotation Method: Oblimin with Kaiser Normalization 
 
Representative elements chosen for each factor were Br (factor 1a), Fe (factor 2a) and 
Zn (factor 3a). Negative correlations within those factors are also represented: Si (factor 
1b), Cl (factor 2b). To reflect the changes in factor membership at the individual core 
level, the smaller or less consistent groupings were also represented by Ti (Ti, Cr, K 
group), Cu (Cu and Ni group), Mn and Zr (both with variable factor membership). The 
XRF profiles for each of these elements is displayed for all four cores in Figure 6.20 and 
forms the basis for vertical zonation reported in Section 6.2.6. 
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Figure 6.19. Factor loading plots of the 2 factor solution for individual cores making up the Lake 
Innes BT transect. Annotation as per Figure 6.6. 
In all Lake Innes LID cores, Br is highest at the surface and reaches a minimum value 
close to zero between 200 and 250 mm depth. The down-core decrease is not, however, 
monotonic. This would suggest some source of disruption to the gradual sub-surface 
decomposition process wherever the decreasing trend is interrupted (between 175 and 
225 mm in core L1b, for example). The activity of Fe is generally lowest at the surface 
but is highly variable down-core, with sudden increases or decreases generally aligning 
with visual boundaries in grain characteristics or colouring. Visually sandier portions 
are consistently higher in Si (e.g. below 375 mm in core L1b), but other Si peaks are also 
evident in certain cores that do not correspond to such regions, for example 5-150 mm 
in core L2a which appears to be a dark, muddy unit unlike the sandy portions. Distinct 
regions of higher Cl activity in the middle of cores L1b, L2a and L3a suggest altered 
conditions or sedimentary inputs for a lengthy period of time that might constitute a 
unique depositional unit. These regions also exhibit higher Mn and Cu than the 
sediment immediately above or below. Zr and Ti mostly exhibit similar down-core 
profiles (less so for core L1b) and tend to increase down-core in an overall sense, but 
with regions of low activity where grain sizes appear higher (sandy regions high in Si). 
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Figure 6.20 (previous page) Key element profiles for cores L1b, L2a, L3a and L4a. Shaded areas 
represent portions of the XRF data that were trimmed due to cracks, gaps or grain size effects. 
6.2.5. Sediment properties 
Of the four cores comprising the Lake Innes LID transect, the greatest penetration depth 
was achieved with core L3a. Several decimetres of the depth recovered, however, 
consists of a coarse gravel layer that is not present in any of the other cores. It is 
possible that a localised depression formed at the location of this core, by either erosion 
by water runoff or the death and removal of vegetation. The former possibility seems 
more likely as the topography is suitable for a small stream and the coarse sediment 
size is indicative of a high energy environment. As such, the core with the next longest 
recovery, L1b, was selected for sub-sampling and isotopic analysis. The physical 
properties determined from this sub-sampling are displayed in Figure 6.21. 
 
Figure 6.21 Physical sediment properties for core L1b 
Magnetic susceptibility shows a couple of regions of distinctly higher values, the most 
recent from 25 to 125 mm, and another below that from 175 to 225 mm. The deeper of 
these corresponds to a region of darker soil and coarser grain size (observed when the 
core was logged but not evident in the grain size profile in the figure). Organic content 
and moisture content both show decreasing down-core trends but rather than being a 
monotonic decrease the rate of change appears to vary with visually distinct 
stratigraphic units. The region from 175 to 225 mm, in particular, exhibits lower values 
for both moisture and organic content than the sediment immediately above or below. 
The visibly sandier region below 375 mm also shows much lower values for each. Dry 
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bulk density exhibits the inverse relationship, with higher values in the 175-225 mm 
region and below 375 mm. Grain size in the figure does not show any distinct down-
core variations. Carbonate content varies slightly down-core and appears to correspond 
somewhat to the profiles of organic and moisture content. A distinct peak at 275 mm 
appears to have been the result of sediment combustion in the furnace during firing.  
6.2.6. Vertical zonation 
Core L1b exhibits visually complex stratigraphy with obvious changes in sediment size, 
colour and oxidation. The XRF profiles in Figure 6.20 suggest that most of the visual 
boundaries are real, but that some are more distinct than others. It seems likely from 
the down-core changes already described that four, possibly five, distinct deposition 
units are present. Hierarchical cluster analysis was performed for 2, 3, 4, 5 and 6 
clusters to capture the full range of possibilities. The results are reported in Figure 6.22.  
 
Figure 6.22 Results of hierarchical cluster analysis on L1b XRF profiles using 2, 3, 4, 5 and 6 
clusters. Annotation as per Figure 6.9 
The first boundary for core L1b is placed at 150 mm depth (Figure 6.22) which would 
suggest that this is an important depositional boundary despite the fact that it is not the 
most visually striking of all boundaries present. The second boundary, at 230 mm, 
delineates the base of the 175-225 mm region singled out during discussion of physical 
sediment properties. This confirms that the region is distinct from the core, however the 
3-cluster analysis also groups the lower 100 mm of the core with that region. The third 
boundary at 45 mm differentiates the surface portion of the core from the remainder 
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but the two regions from 140 to 230 mm and from 300 mm onwards remain grouped in 
a single cluster. Only following the placement of the fourth boundary does this cease to 
be the case, and the two are recognised at distinct groupings. The fourth boundary, in 
actual fact, probably delineates a transition zone, but also provides the level of detail 
necessary to separate two visually distinct depositional units. The placement of the fifth 
boundary appears only to delineate a transition zone between the base of the core and 
the region above it. Even with six clusters the cluster analysis does not place a boundary 
at 75 mm, where there is a distinct colour change.  The number of clusters considered 
appropriate in this case is therefore five, with boundaries placed at 45 mm, 150 mm, 
225 mm and 350 mm and transition zones between depositional units indicated by 
regions of fluctuating cluster membership. 
 
Figure 6.23 Results of hierarchical cluster analysis on L2a XRF profiles using 2, 3, 4, 5 and 6 
clusters. Annotation as per Figure 6.9 
Core L2a shows many visual similarities with core L1b. This indicates that the 
stratigraphic units between the two are most likely contiguous, although they appear to 
vary in thickness. As with core L1b, hierarchical cluster analysis was performed with 2, 
3, 4, 5 and 6 clusters and the results are presented in Figure 6.23. The first boundary, 
resulting from 2-cluster analysis, is placed at 190 mm. From the XRF data, this boundary 
marks the upper limit of a region of low Fe and high Cl activity that extends to 275 mm. 
The region shares these characteristics with the 150-225 mm zone in core L1b.  Again, 
as with core L1b, the second boundary in the 3-cluster analysis delineates the base of 
this unit. The boundary marked as “2b” in Figure 6.22 is not present for core L2a, 
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probably because of the smaller penetration depth (330 mm as opposed to 410 mm).  A 
third boundary, at 55 mm depth, probably corresponds with the third boundary for 
Core L1b. The nature of the fourth boundary, however, which consists of a number of 
fluctuations between cluster membership between 100 and 150 mm, suggests that this 
is probably part of a longer transition zone between the boundaries immediately above 
and below. Visual inspection of the core optical scan supports this. The maximum level 
of meaningful detail is therefore provided by 4-cluster analysis which delineates four 
distinct depositional units with boundaries at 55 mm, 190 mm and 275 mm. 
Core L3a is the longest of the cores from this transect but is also an anomaly due to the 
extensive gravel unit extending from 200 to 625 mm that is not present in the rest of the 
transect. Hierarchical cluster analysis was performed for 2, 3, 4, 5 and 6 clusters, in line 
with the first two cores, but the number of depositional units is expected to be at the 
lower end of this range. Results of the analysis are presented in Figure 6.24.  
The first boundary separates the entire middle gravelly portion from both the surface 
and basal portions of the core. To achieve this, the analysis actually results in two 
boundaries (labels “1a” and “1b” in the figure). Placement of the second boundary in the 
3-cluster analysis serves to differentiate the basal portion from the surface portion and 
so creates a new cluster using an existing boundary established in the 2-cluster analysis. 
The third boundary takes the form of semi-continuous fluctuations in boundary 
membership from 300 mm to 640 mm and doesn’t provide meaningful detail. Three 
clusters is therefore deemed to be the most appropriate level of analysis for this core, 
indicating three distinct depositional units with boundaries at 185 mm and 640 mm.  
Core L4a is the shortest of the four cores and displays visual similarities with the upper 
200 mm of first two cores, L1b and L2a. Hierarchical cluster analysis was run for 2, 3, 4, 
5 and 6 clusters but, due to the greatly reduced length of the core, the actual number of 
depositional units is expected to be at the lower end of this range. The results are 
presented in Figure 6.25.  The first boundary resulting from the 2-factor analysis is 
placed at 165 mm depth, and may correspond with the first boundary placement from 
both L1b and L2a.  The portion of core from 90 to 150 mm is isolated from the portions 
above and below it by 3-cluster analysis and is delineated by the placement of two 
separate boundaries. Examination of XRF data suggests that the first boundary and that 
marked “2b” in the figure are actually the bounds of a transition zone that extends from 
150 mm to 165 mm. For example, the region below this zone is characterised by low Br 
and Fe and high Si activity, the region above it is characterised by high Br and Fe and 
lower Si activity, and the zone in between shows rapid increases or decreases, 
respectively. Since the 3-cluster analysis is beginning to introduce noise to the analysis, 
two clusters are considered sufficient. Core L4a therefore consists of two depositional 
units separated by a boundary at 165 mm. 
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Figure 6.24 Results of hierarchical cluster analysis on L3a XRF profiles using 2, 3, 4, 5 and 6 
clusters. Annotation as per Figure 6.9 
 
Figure 6.25 Results of hierarchical cluster analysis on L4a XRF profiles using 2, 3, 4, 5 and 6 
clusters. Annotation as per Figure 6.9 
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6.2.7. Isotopic dating 
Analysis of 210Pb isotopes by alpha spectroscopy was carried out for six samples (O155-
O160) followed by an additional five (O355-O359). Calculation parameters and results 
of this analysis are presented in Table 6.14 and Figure 6.26. Of the samples analysed, the 
three deepest did not return positive readings so the sub-sampling regime exhausted 
the limit of unsupported 210Pb. The maximum age returned was 140 ± 13 years at a 
depth of 80-90 mm. Given the very low concentration of unsupported 210Pb at this 
depth, this should be treated with caution. 
Table 6.14 Results for Pb-210 isotopic analysis by alpha spectroscopy and parameters used in the 
calculation of ages for samples of core L1b 
ANSTO 
sample 
ID 
Depth 
range 
(cm) 
Unsupported 
210Pb (Bq/kg) 
Dry bulk 
density 
(g/cm3) 
Cumulative 
dry mass 
(g/cm2) 
Cumulative 
mass-specific 
unsupported 
210Pb (mBq/cm2) 
Unsupported 
210Pb inventory 
(mBq/cm2) 
Age  
(years) 
  x ± 5 C ± s m ± Â ± A ± t ± 
O155 0-10 217.5 12.4 0.26 0.13 0.13 17.8 1.5 429 18.8 2 0 
O156 10-20 225.6 13.1 0.46 0.49 0.16 61.6 3.9 349 18.7 9 0 
O157 20-30 177.1 13 0.49 0.96 0.19 104.1 5.2 253.9 15.9 19 0 
O355 30-40 146.9 10.5 0.50 1.46 0.21 132.7 5.7 173.7 13.2 31 2 
O356 40-50 115.6 10.3 0.55 1.99 0.22 152.6 6 104.9 10.2 47 3 
O158 50-60 83.6 9.2 0.57 2.54 0.23 167.5 6.2 49.7 7.1 71 4 
O357 60-70 30.4 7.2 0.48 3.07 0.24 174.9 6.3 22.1 4.7 97 7 
O358 80-90 7.9 7.8 0.49 4.04 0.24 179.1 6.6 5.9 2.4 140 13 
O159 90-100 -18.6 8.9 0.52 4.54 0.24         -   
O359 110-120 -23.1 7.2 0.52 5.58 0.24         -   
O160 150-160 -9.6 10.7 0.78 8.18 0.26         -   
         A(0)= 459   
 
Four samples were submitted for 137Cs detection by gamma spectroscopy (Table 6.15). 
All sample sizes were below the required mass for this method (generally 40 g of 
sample). This means that any results should be treated with extreme caution. 
Notwithstanding, a peak in 137Cs activity is observed at 50-60 mm depth. Unfortunately, 
this does not align with the proposed date assigned to that depth range (1990 – 1910 
AD). It is possible that the model overestimates the sediment age but it would also be 
unwise to base any interpretation on the 137Cs results given the sample sizes.  
Table 6.15 Results of 137Cs analysis by gamma spectroscopy for core W1b 
ANSTO sample ID Depth range (mm) Sample weight (g) 137Cs corrected to 13/02/2013 (Bq/kg) 
P027 10-20 1.08 13.41 ±2.21 
P028 40-50 2.72 13.08 ±1.09 
P029 50-60 1.31 17.73 ±1.64 
P030 60-70 1.69 11.04 ±2.29 
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Additional evidence for the validity of the 210Pb chronology may be available from the 
stratigraphic interpretation of core L1b. The detail of this interpretation is reported in 
Section 7.2; in short, a layer of coarse sediment in the core at 225 mm depth is likely to 
align with the beginning of European settlement and land clearing activities, while a 
visual change in the level of oxidation at 80 mm depth has the potential to align with the 
joining of Lake Innes to the Cathie Creek system in 1931 (§5.2.1). If this is indeed the 
case, the CRS model is overestimating ages.  
 
Figure 6.26 Unsupported 210Pb profile corrected to 30/08/2014 (a) and age ranges calculated 
using the CRS model (b) for core L1b. 
Eleven samples from core L1b were submitted for radiocarbon dating. Initially, five 
sediment samples were submitted (lab IDs starting with “OZP”). Another six samples 
containing charcoal and wood were submitted following microscopic analysis of 
sediment. Raw data from the samples analysed for 14C are presented in Table 6.16 and 
their calibrated probability density functions are plotted against depth in Figure 6.27. 
The four shallowest samples returned radiocarbon ages of “modern” and no dates could 
be produced. Two more samples, OZQ526 and OZP940, returned ages that fell into the 
“modern” range once calibrated. The lower limit for these samples is reliable, but the 
upper (more recent) limit of possible age ranges is unknown. The bulk sediment 
samples, carbonised wood and most of the charcoal samples yielded good carbon 
masses, but two samples were flagged by the ANSTO laboratory as being close to their 
threshold (OZQ526 and OZQ537). The ages produced by these samples should therefore 
be treated with caution. Since sample OZQ526 has an uncertain range and a low carbon 
mass, it should not be included in further analysis. 
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Table 6.16 Radiocarbon dating sample information and calibrated age range for core L1b 
Lab code 
Depth 
range 
(mm) 
Sample 
material 
Sample 
carbon 
mass 
(mg) 
δ(13C) 
Percent 
modern 
carbon 
Radio-
carbon 
date 
Calibrated date - 
95.4% confidence 
limits 
Calibrated 
date – 
weighted 
average# 
OZQ522 150-160 Charcoal 0.04588 -25* 110.79 ± 
0.55 
Modern - - 
OZQ523 150-160 Wood 0.08222 -25* 109.75 ± 
0.43 
Modern - - 
OZQ524 190-200 Charcoal 0.19000 -25.7 
± 0.2 
104.78 ± 
0.41 
Modern - - 
OZQ525 210-220 Charcoal 0.26000 -26.1 
± 0.1 
102.6 ± 
0.33 
Modern  - - 
OZQ526 250-260 Charcoal 0.01634 -25* 97.72 ± 
0.82 
190 ± 
70 
1647 AD+ (95.4%)^^ 1787^^ 
OZP939 300-310 Sediment 0.15000 -27 95.28 ± 
0.43 
390 ± 
40 
1457-1629 AD (95.4%) 1546 
OZP940 340-350 Sediment 0.14555 -25* 97.36 ± 
0.45 
215 ± 
40 
1647-1713 AD (25.3%) 
1717-1815 AD (52.8%) 
1833-1892 AD (11.5%) 
1923 AD+ (5.8%)^^ 
1766^^ 
OZQ537 340-350 Charcoal 0.01013 -25* 90.63 ± 
0.87 
790 ± 
80 
1053-1059 AD (0.4%) 
1068-1078 AD (0.7%) 
1148-1398 AD (94.4%) 
1264 
OZP941 360-370 Sediment 0.04566 -25* 87.28 ± 
1.57 
1090 ± 
150 
680-1230 AD (94.6%) 
1249-1262 AD (0.8%) 
980 
OZP942 380-390 Sediment 0.03945 -25* 65.99 ± 
1.19 
3340 ± 
150 
2008-2003 BC (0.1%) 
1976-1218 BC (95.3%) 
-1596 
OZP943 400-410 Sediment 0.04378 -25* 67.3 ± 1.21 3180 ± 
150 
1753-994 BC (95.2%) 
987-979 BC (0.2%) 
-1383 
*Assumed value, measured value not available from lab  # Positive dates indicate AD, negative indicates BC 
^^Upper limits to the range could not be computed by OxCal because they fell into the range of dates classified as ‘modern’ 
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Figure 6.27 Depth plot of calibrated probability density functions and 95.4% confidence limits for 
radiocarbon ages obtained for samples from core L1b (labelled with laboratory codes). 
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6.3. LAKE INNES (BOUNDARY TRAIL) 
6.3.1. Transect location 
Much of the foreshore on the eastern margin of Lake Innes is adjacent to quite steep 
relief and therefore relatively difficult to access. A lower-relief access point was found 
along a fire trail dubbed ‘Boundary Trail’ and it was from this point that the core 
transect commenced, progressing into the lagoon. The geographic coordinates of the 
four locations comprising the transect are listed in Table 6.17 and depicted along with 
aerial photography, surface geology and topography in Figure 6.29. 
Table 6.17 Coordinates and elevation for cores comprising the Lake Innes BT transect. Elevation 
data source: [NSW DoP, 2013] 
Location ID Easting Northing Elevation (mm AHD) Data source 
B1 487336.5 6517111.0 1968 1mDEM 
B2 487328.3 6517111.2 1770 1mDEM 
B3 487307.0 6517112.5 1276 1mDEM 
B4 487295.5 6517112.3 1015 1mDEM 
 
Duplicate cores were extracted from the first two locations comprising the transect, B1 
and B2, but not the final two locations due to time constraints. The terrain (Figure 6.28) 
was almost identical to that of the LID transect (§6.2.1). Unlike the LID transect, most 
cores from the BT transect were extracted from submerged elevations, with only 
location L1 being above the water level at the time (note that lake water levels were at 
the maximum height possible under current Council policies regarding management of 
the Cathie Creek inlet). The reason for this was that the width of foreshore available 
above the waterline was much narrower. The general attributes of each of the cores 
comprising the BT transect are listed in Table 6.18. 
Table 6.18 General dimensions and attributes of each core sample comprising the Lake Innes BT 
transect. ID includes transect ID (B), location number, and letter denoting replicates at location. 
Core 
ID 
Lab 
ID 
Recovered 
length 
(mm) 
Comp-
action 
(mm) 
Core 
starting 
depth 
Penetration 
depth (mm) 
Water 
depth 
(mm) 
Comments 
B1a O014 420  0 420 0 - 
B1b O015 550 70 0 620 0 185 mm at base of core partially lost 
as barrel distorted upon contact with 
dense clay sediments. 
B2a O016 412 30 0 442 190 - 
B2b O017 470 20 0 490 210 - 
B3a O018 475 45 0 520 515 1cm consolidated clay overhanging 
end of barrel 
B4a O019 375 0 0 375 710 - 
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Figure 6.28 Photograph of the setting of the Lake Innes BT transect looking east from the location 
of core B4a (see Figure 6.29). Vegetation is submerged and the water level was at the highest 
threshold before the Cathie Creek inlet is generally opened by the local Council. 
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Figure 6.29 Location of Lake Innes BT core transect. Aerial photographs (a), surface geology (b) 
and 25 m elevation grid (c). The extent of each panel on the right hand side is indicated by the 
black rectangle in the corresponding panel on the left. For geology legend, see Figure 5.1. 
6.3.2. Visual core observations 
Down-core changes in colour, texture and material recorded immediately after cores 
were split are listed in Table 6.17. Optical scans of one core per transect location 
produced by the ITRAX core scanner are provided for reference. These are aligned in 
terms of their respective elevations in Figure 6.30. Early estimates of cross-shore 
stratigraphy were made based on visual observations and the cross-shore profile but 
they are not published here since they were substantially revised on the basis of 
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geochemical profiles and statistical methods reported in Sections 6.3.4 and 6.3.6, 
respectively. 
 
Figure 6.30 Cross-section profile of the core transect showing optical core scans at their relative 
elevations, distances and submergence at time of sampling. Terrain from 1m DEM [NSW DoP, 
2013]. 
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Table 6.19 Visual observations recorded at time of core splitting (N.B. subjective) 
Core 
ID 
From 
depth 
(mm) 
To 
depth 
(mm) 
Colour Sediment type Trends 
B1a 0 50 Black Soil  
B1a 50 150 Dark brown Gravelly silt/clay Lightening downwards 
B1a 150 420 Orange Silt Fining downwards 
B2a 0 15 Black Detritus   
B2a 15 40 Black Peat  
B2a 40 120 Black Mud/silt  
B2a 120 190 Dark 
brown/orange 
Stones, slightly rounded, d= 6-7 
mm 
 
B2a 190 230 Brown/orange Clay/silt with some smooth 
pebbles 
 
B2a 230 412 Orange Clay with large quantities of 
irregularly shaped nodules up to 
several cm in length 
Nodules increasing in size 
downwards 
B1b 0 30 Black Detritus  
B1b 30 65 Black Mud  
B1b 65 90 Dark brown Stones Lightening in colour downwards 
B1b 90 260 Orange/brown Mud with stones, ave d ~2mm Lightening downwards 
B1b 260 360 Orange/brown Clay/silt with nodules Lightening downwards 
B1b 360 550 As above As above   
B2b 0 90 Black Mud & detritus Mud content increasing downwards 
B2b 90 130 Dark brown Slightly rounded stones, ave 
diameter ~4mm 
Oxidation/orange colour increasing 
downwards 
B2b 130 470 Orange/brown Clay Nodules increasing in size 
downwards 
B3a 0 15 Black Detritus  
B3a 15 100 Black Mud Starting peaty at 15-35mm depth, 
becoming denser downwards 
B3a 100 120 Dark brown Stones 3-4mm, mud and clay Mud transitioning downwards to clay 
B3a 120 475 Pale orange Clay scattered with red and black 
nodules 
Nodules increasing downwards in 
size, becoming much direr 
downwards 
B4a 0 20 Black Detritus  
B4a 20 50 Black Peat and mud Mud content/density increasing 
downwards 
B4a 50 70 Dark brown Mud  
B4a 70 100 Irridescent 
red/orange 
Mud  
B4a 100 170 Black and 
dark red 
alternating 
Mud filled with numerous nodules 
(not stones like other units at this 
depth). Diameter ~1mm 
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Core 
ID 
From 
depth 
(mm) 
To 
depth 
(mm) 
Colour Sediment type Trends 
B4a 170 375 Yellow Clay with large quanities of 
irregularly shaped nodules up to 
several cm in length 
Drier and denser downwards, 
nodules increasing in number and 
size downwards, especially after 
250mm depth 
 
6.3.3. Magnetic susceptibility and scattering ratio 
Down-core changes in magnetic susceptibility and the scattering ratio for all Lake Innes 
BT cores are plotted in Figure 6.31. Some alignment between magnetic susceptibility 
profiles is evident, most notably in cores B2b and B4a at 100-175 mm depth where 
values are high. The same peak is visible to a lesser extent in core B3a. These peaks 
support simultaneous changes in the depth range specified, but outside that range there 
is considerable variability which means magnetic susceptibility profiles alone are 
insufficient to justify correlations between cores. 
 
Figure 6.31 Magnetic susceptibility and scattering ratio for cores of the Lake Innes BT transect. 
The scattering ratio profiles show a zone of down-core decreasing values leading to 
eventual stabilisation at a depth which increases from core B1b through to B4a. The 
shallowest stabilisation depth is 100 mm (B1b) followed by 110 mm (B2b), 130 mm 
(B3a) and 150 mm (B4a). This information may inform cross-shore patterns of organic 
matter retention in wetland soils, covered in Chapter 8.  
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6.3.4. Geochemical profiles 
Of the 17 elements with reliable detection by the XRF scanner, all but three (Mn, Rb and 
Zr) show strong correlations with at least one other element in the site dataset (Table 
6.20). Some natural groupings emerge from the coefficient values: the strongest 
correlation is between Br and Sr (r=0.863), but both also correlate quite strongly with 
Ca, Cl, Cu, K and Ni all of which share strong correlations amongst themselves. These 
seven elements are therefore an obvious natural grouping. Pb and Zn also correlate 
strongly with elements from that first group, though not all. The same elements show 
negative correlations with Fe, Ti, Cr and V, all of which are strongly correlated amongst 
themselves and therefore provide another natural grouping. Si, to a lesser extent may be 
considered part of this second group. Of the remaining elements, Mn shows no notable 
similarity to any other element, Zr would be best placed in the first group and Rb in the 
second. 
Table 6.20 Pearson correlation coefficients between individual XRF variables for the combined 
Lake Innes BT site dataset. Shaded cells indicate coefficients with |r|>0.5. 
 Si Cl K Ca Ti V Cr Mn Fe Ni Cu Zn Br Rb Sr Zr Pb 
Si 1 -.164 .363 .048 .544 .285 .306 -.157 .049 .495 .172 .293 -.003 -.056 -.146 .172 .229 
Cl -.164 1 .655 .752 -.556 -.278 -.544 -.048 -.502 .467 .642 .356 .807 -.192 .753 .410 .363 
K .363 .655 1 .655 -.084 -.059 -.245 -.085 -.361 .743 .719 .627 .691 -.229 .522 .462 .527 
Ca .048 .752 .655 1 -.457 -.321 -.382 -.207 -.671 .453 .722 .379 .847 -.225 .850 .445 .401 
Ti .544 -.556 -.084 -.457 1 .568 .723 -.089 .494 .021 -.291 .072 -.461 .157 -.547 .075 -.085 
V .285 -.278 -.059 -.321 .568 1 .651 -.082 .593 .100 -.259 -.030 -.357 .391 -.389 .041 -.083 
Cr .306 -.544 -.245 -.382 .723 .651 1 -.108 .541 -.198 -.374 -.019 -.477 .237 -.522 -.030 -.201 
Mn -.157 -.048 -.085 -.207 -.089 -.082 -.108 1 .278 -.061 -.221 -.128 -.219 -.004 -.159 -.180 -.198 
Fe .049 -.502 -.361 -.671 .494 .593 .541 .278 1 -.150 -.554 -.197 -.711 .424 -.672 -.331 -.286 
Ni .495 .467 .743 .453 .021 .100 -.198 -.061 -.150 1 .618 .539 .522 -.095 .358 .285 .513 
Cu .172 .642 .719 .722 -.291 -.259 -.374 -.221 -.554 .618 1 .771 .732 -.354 .550 .386 .716 
Zn .293 .356 .627 .379 .072 -.030 -.019 -.128 -.197 .539 .771 1 .395 -.326 .151 .305 .702 
Br -.003 .807 .691 .847 -.461 -.357 -.477 -.219 -.711 .522 .732 .395 1 -.320 .863 .453 .424 
Rb -.056 -.192 -.229 -.225 .157 .391 .237 -.004 .424 -.095 -.354 -.326 -.320 1 -.146 -.239 -.253 
Sr -.146 .753 .522 .850 -.547 -.389 -.522 -.159 -.672 .358 .550 .151 .863 -.146 1 .377 .206 
Zr .172 .410 .462 .445 .075 .041 -.030 -.180 -.331 .285 .386 .305 .453 -.239 .377 1 .228 
Pb .229 .363 .527 .401 -.085 -.083 -.201 -.198 -.286 .513 .716 .702 .424 -.253 .206 .228 1 
 
Factor analysis echoes the groupings described above. The Lake Innes BT site-level 
dataset was used as an example in the explanation of factor analysis methods in Chapter 
5 (§5.4) and the commentary that accompanied it is not repeated here. The relevant 
figures are reproduced for ease of interpretation. The scree plot (Figure 6.32a) indicates 
the appropriate number of factors for factor analysis of the site dataset. The factor 
loading plot shows the distribution of the factor groupings in two-dimensional space 
(Figure 6.32b). The statistical results of the factor analysis are reported in Table 6.21.  
Results of factor analysis for individual cores is in Figure 6.33. 
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Figure 6.32 Factor analysis of Lake Innes BT site-level XRF dataset. Annotation as per Figure 6.5. 
Table 6.21 Pattern matrix output from factor analysis of the site dataset for Lake Innes BT. 
Annotation as per Table 6.5. 
 
Communalities Factors 
Initial Extraction 1 2 3 4 5 6 
Sr .652 .785 .799 -.261 .123 -.197 .060 -.170 
Cl .808 .850 .776 -.119 -.199 .181 .176 -.100 
Br .786 .833 .748 -.219 -.116 -.132 -.017 -.020 
Ca .866 .867 .694 -.139 -.150 -.280 .028 -.115 
K .763 .792 .605 .006 -.310 .164 -.327 .022 
Zr .642 .662 .598 .192 .001 -.035 -.077 .261 
Cr .759 .879 -.088 .881 .029 -.230 .024 .092 
V .278 .261 .045 .748 -.006 .055 -.113 -.232 
Fe .765 .861 -.305 .589 -.024 .389 .039 -.225 
Ti .748 .838 -.203 .559 .076 -.035 -.415 .196 
Zn .877 .936 .013 .199 -.925 .011 .025 .156 
Pb .794 .867 -.082 -.075 -.788 -.071 -.059 -.031 
Cu .895 .903 .215 -.156 -.760 -.163 -.001 -.039 
Mn .384 .451 -.030 -.066 .087 .481 .047 .026 
Si .875 .903 -.088 .024 .023 -.120 -.868 .046 
Ni .425 .419 .322 -.093 -.317 .180 -.579 -.263 
Rb .608 .632 -.031 .292 .191 -.017 .025 -.518 
Eigenvalues 7.133 3.143 1.358 1.226 0.941 0.792 
% variance (cumulative) 40.892 57.692 64.052 68.988 72.674 74.935 
Extraction Method: Maximum Likelihood.  
Rotation Method: Oblimin with Kaiser Normalization 
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Figure 6.33 Factor loading plots of the 2 factor solution for individual cores making up the Lake 
Innes BT transect. Annotation as per Figure 6.6. 
From the in-text commentary accompanying Figure 5.23 (§5.4), the minimum number 
of element profiles to be reported is six so that all factors are represented. The following 
representative elements were settled upon: Br (factor 1), Fe (factor 2), Zn (factor 3), Mn 
(factor 4), Si (factor 5) and Rb (factor 6). In addition to these, K, Ti, Zr, Sr and Ni 
exhibited inconsistent factor groupings at the individual core level (Figure 6.33), and 
were also to be reported if their XRF activity profiles show any notable down-core 
changes. Of these, Ti generally appeared to correlate well with Fe, and K with Si, so 
reporting their profiles seemed superfluous. Zr, Sr, and Ni remain, and are displayed in 
Figure 6.34 along with the six representative elements.  
In all four cores of the Lake Innes BT transect, Br activity is highest at the surface and 
decreases to a minimum value between 100 mm (cores B1b and B2b) and 125 mm 
(cores B3a and B4a) depth. Below this depth activity is close to zero. The upper 10-
20 mm of B3a and B4a are an exception. These zones exhibit slightly lower activity than 
the underlying sediments. A similar but inverse trend is exhibited by Fe whose activity 
at the surface is negligible but gradually increases to steady, and high, activity at 100-
125 mm. In all cores this depth of stabilisation corresponds with a visible change in 
sediment colour, although the situation is slightly more complex in core B4a where 
banding is seen in the upper, dark portion of the core that is not present in other cores. 
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Figure 6.34 (previous page) Key element profiles for cores B1b, B2b, B3a and B4a.  
Profiles of all of the other elements are more variable and suggest there may be more 
down-core changes than revealed by the optical scans. Zn tends to be low at the surface, 
but otherwise high throughout the upper 100-125 mm zone. In cores B2b and B4a, this 
low surface value is exactly zero before up to 30 mm before a much higher activity value 
is suddenly reached below this. The sharp change might suggest that the zero zones are 
artefacts of the XRF scanner, but they do correspond with boundaries of change in some 
of the other elements and probably should not be dismissed. Mn is highly variable 
throughout the transect, showing low activity with few discerning trends in cores B1b 
and B2b, and very high activity peaks deeper than 250 mm depth in cores B3a and B4a. 
Si tends to exhibit an increase in activity immediately above the 100-125 mm boundary 
discussed earlier but has an otherwise relatively steady profile. Rb tends to have lower, 
but highly variable, activity in the upper 100-125 mm and relatively steady, higher 
activity throughout the remainder of the core, except in core B1b, where surface activity 
is higher than the others. Zr, Sr and Ni all show higher activities in the upper 100-
125 mm. Of the three, the Sr profile follows that of Br most closely throughout the 
length of all cores, whereas that of Zr follows the Br profile in the upper portion and still 
exhibits occasional higher activity in the lower portion, such as occurs in B2b. For Ni, 
the actual peaks and troughs are less predictable. The surface value is quite low, and 
activity increases after 20-30 mm, remaining high throughout the upper protion and 
reaching a minimum at the 100-125 mm boundary. In core B2b only, the Ni profile then 
exhibits its highest activity throughout the remaining length of the core. 
6.3.5. Sediment properties 
Core B2b was the preferred choice for sub-sampling. Although the surface was not 
entirely smooth, which disrupted the XRF dataset between 200 and 225 mm, the data 
gap did not occur near a visible depositional boundary, which made it far preferable to 
either B1b or B4a. The choice between B2b and B3a was then fairly arbitrary, as both 
were of a similar length and were visually similar. Sub-sampled physical sediment 
properties of core B2b are presented in the duplicated Figure 6.35 but have already 
been discussed in the methods section (§5.4), as part of the in-text commentary 
accompanying Figure 5.26, and so are not repeated here. 
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Figure 6.35 Physical sediment properties for core B2b. 
6.3.6. Vertical zonation 
Visually, core B1b exhibits two layers with distinctive colouring, and the XRF 
geochemistry profiles give little reason to expect more than that to be present except 
perhaps for a slight increase in Fe and Rb activity below 425 mm depth. Hierarchical 
cluster analysis was performed for this core for 2, 3 and 4 clusters, and the results are 
reported in Figure 6.36. The first boundary (2-cluster analysis) was placed at 80 mm 
depth, approximately corresponding to the greatest visual change in the core and the 
depth at which Br and Fe stabilise at low and high values (respectively). 3-cluster 
analysis did not place the second boundary at the 425 mm mark but at 480 mm, which 
is more likely to reflect the rougher surface towards the base of the core and may 
therefore be an artefact of the XRF data that remained even after trimming. The third 
boundary, at 15-35 mm, is almost certainly an artefact of the trimming process – the 
XRF profiles in corresponding regions of the other three cores show gradual transitions 
throughout this zone rather than the sudden change induced by removing that portion 
of the data. It seems most likely, therefore, that the single boundary in the 2-factor 
analysis is the most appropriate, and that only two distinct depositional units are 
present. 
Chapter 6 – Results of Core Sampling and Analysis 
Page 202 of 349 
 
Figure 6.36 Results of hierarchical cluster analysis on B1b XRF profiles using 2, 3 and 4 clusters. 
Each additional cluster change that might indicate a depositional boundary is indicated with a red 
line and numbered in order of appearance. For reference, down-core profiles are provided for the 
key elements determined during factor analysis of the site-level dataset. 
Cluster analysis for core B2b is covered by the in-text commentary accompanying 
Figure 5.25 (§5.4) and is not repeated here. To summarise the findings: only two 
depositional units are defined, according to the boundary produced through a 2-cluster 
analysis with a short transition zone from 75 to 85 mm depth. 
Cluster analysis of core B3a places the first boundary at the interface between the two 
visually distinct zones, at 120 mm. The upper few millimetres are noticeably depleted in 
elements that are generally high in the upper zone of the other two cores and are 
clustered with the lower portion of the core, but this could easily be a product of leaf 
matter and other unconsolidated detritus at the surface and can probably be 
overlooked. The second boundary is placed within the upper zone, at 75 mm. A sudden 
change in activity of several elements (Br, Fe, Si and Sr) occurs at this depth and may 
represent a separate depositional unit. Three clusters are therefore considered most 
appropriate, with boundaries at 120 mm and 75 mm. 
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Figure 6.37 Results of hierarchical cluster analysis on B2b XRF profiles using 2, 3 and 4 clusters. 
Annotation as per Figure 6.36. 
 
Figure 6.38 Results of hierarchical cluster analysis on B3a XRF profiles using 2, 3 and 4 clusters. 
Annotation as per Figure 6.36. 
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Figure 6.39 Results of hierarchical cluster analysis on B4a XRF profiles using 2, 3, 4 and 5 clusters. 
Annotation as per Figure 6.36 
Core B4a exhibits visually more complex stratigraphy than the preceding three cores, 
and was therefore analysed for up to five clusters. The first boundary is placed at 
approximately 110 mm depth, but does not correspond to the upper limit of the 
distinctive orange, lower zone, as has been the case for the other cores in this transect. 
It does, however, coincide with the point of stabilisation of Br and Fe. The second 
boundary is placed higher than the first, at 35 mm. The trends for Br, Fe, Zn, Si and Ni 
are noticeably different either side of this boundary and it may therefore represent a 
meaningful change in processes. The third boundary, at 175 mm, does coincide with a 
visible change in sediment appearance, but is not reflected particularly clearly in the 
XRF data. Accurate assessment of this fourth boundary is limited, however, by the fact 
that 15 mm of data immediately above it had to be trimmed during the XRF 
normalisation process. The fourth boundary provides no additional insight and is 
therefore not considered. With some caution, the 4-cluster analysis is deemed most 
appropriate in this case and delineates four depositional units with boundaries at 35, 
110 and 175 mm depth. 
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6.3.7. Isotopic dating 
Analysis of 210Pb isotopes by alpha spectroscopy was carried out for five samples 
(O150-O154) followed by an additional four (O360-O363), selected to extend or fill the 
profile as appropriate, based on the initial results. Calculation parameters and results of 
this analysis are presented in Table 6.22 and Figure 6.40. All samples analysed returned 
positive readings. The sub-sampling regime was close to exhausting the limit of 210Pb 
detection, returning a maximum age of 107 ± 6 years at 90-100 cm depth. Through 
extrapolation the concentration of unsupported 210Pb was estimated to reach zero at 
105 mm depth. 
Table 6.22 Results for Pb-210 isotopic analysis by alpha spectroscopy and parameters used in the 
calculation of ages for samples of core B2b 
ANSTO 
sample 
ID 
Sample 
depth 
(mm)  
Unsupported 
210Pb  
(Bq/kg) 
Dry bulk 
density 
(g/cm3) 
Cumulative 
dry mass 
(g/cm2) 
Cumulative 
mass-specific 
unsupported 
210Pb (mBq/cm2) 
Unsupported 
210Pb 
inventory 
(mBq/cm2) 
Age  
(years) 
 x ± 5 C ± s m ± Â ± A ± t ± 
O150 0-10 225.9 10.6 0.20 0.10 0.10 23.5 1.8 669.6 25.9 1 0 
O151 10-20 264.7 12.4 0.20 0.29 0.10 71.9 4.8 621.2 24.9 4 0 
O152 20-30 327.6 16.2 0.24 0.51 0.10 136.1 7.8 556.9 23.6 7 0 
O360 30-40 295 15.3 0.28 0.77 0.11 216.9 10.2 476.1 21.8 12 1 
O361 40-50 245 13.4 0.37 1.10 0.12 305.4 12.5 387.6 19.7 19 1 
O153 50-60 242.6 16.1 0.48 1.53 0.14 409.4 16 283.7 16.8 29 1 
O362 60-70 205.3 13.1 0.55 2.04 0.16 524.5 18.9 168.5 13 45 2 
O363 80-90 46.9 12 0.56 3.15 0.19 643.3 23.4 49.8 7.1 85 4 
O154 90-100 20.8 11.1 0.98 3.92 0.21 668 24.9 25.1 5.0 107 6 
         A(0) = 693   
 
Chronologies determined by 210Pb analysis require validation.  Four samples were 
submitted for 137Cs detection by gamma spectroscopy (Table 6.23). All sample sizes 
were below the required mass for this method (generally 40 g). The three smallest had 
either no detection or an inadequately resolved signal. Detection for the sample with the 
largest mass was acceptable but, with no other activities to compare it to, it cannot be 
used to validate the 210Pb chronology. 
Table 6.23 Results of 137Cs analysis by gamma spectroscopy for core B2b 
ANSTO sample ID Depth range (mm) Sample weight (g) 137Cs corrected to 13/02/2013 (Bq/kg) 
P023 20-30 2.19 * 0.00 # 
P024 30-40 0.49 * 0.00 <MDA 
P025 60-70 1.88 * 0.00 <MDA 
P026 70-80 10.37 6.74 ±0.39 
*Sample weight too small for gamma spectroscopy analysis                 MDA = minimum detectable activity 
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There is a notable increase in grain size around the delineated stratigraphic boundary at 
80 mm depth which is assumed to correspond to European settlement, land clearing 
and increased catchment erosion. The chronology assigns the boundary itself (80-
90 mm) a deposition date between 1903 and 1877. The increase in grain size and 
changes in geochemistry and other physical sediment properties occur slightly below 
this boundary so in a broad sense the ages assigned by the CRS model are feasible.  
 
Figure 6.40 Unsupported 210Pb profile corrected to 30/08/2014 (a) and age ranges calculated 
using the CRS model (b) for core B2b. 
Radiocarbon dating was carried out on eight samples from the sub-sampled core, B2b. 
All of the samples consisted of bulk sediment as no other material suitable for dating 
was found in the core. Raw data from the samples analysed for 14C are presented in 
Table 6.24 and their calibrated probability density functions are plotted against depth 
in Figure 6.41. No wood or charcoal was found in the core for dating, so all ages were 
obtained from bulk sediment samples. Carbon mass was acceptable for all samples and 
the raw data provides no other reason to exclude any of the dates from further analysis. 
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Table 6.24 Radiocarbon dating sample information and calibrated age range for core B2b 
Lab 
code 
Depth 
range 
(mm) 
Sample 
material 
Sample 
carbon 
mass 
(mg) 
δ(13C) 
Percent 
modern 
carbon 
Radio-
carbon 
date 
Calibrated date - 
95.4% confidence 
limits 
Calibrated 
date – 
weighted 
average # 
OZQ649 150-160 Sediment 0.08498 -25.0* 87.36 ± 
0.4 
1085 ± 40 893-938 AD (12.8%) 
952-1047 AD (74.4%) 
1084-1136 AD (8.2%) 
1002 
OZP934 210-220 Sediment 0.12977 -21.2 59.65 ± 
0.33 
4150 ± 45 2874-2567 BC (92.1%) 
2520-2498 BC (3.2%) 
-2697 
OZQ650 210-220 Sediment 0.11066 -25.5 48.54 ± 
0.48 
5810 ± 80 4828-4815 BC (0.6%) 
4804-2229 BC (94.8%) 
-4617 
OZP935 250-260 Sediment 0.21000 -24.5 
± 0.2 
78.23 ± 
0.39 
1975 ± 40 50 BC - 139 AD (91.6%) 
180-201 AD (3.8%) 
67 
OZQ651 250-260 Sediment 0.07342 -25.0* 71.77 ± 
0.38 
2665 ± 45 898-747 BC (80.8%) 
685-666 BC (3.4%) 
642-553 BC (11.3%) 
-772 
OZP936 290-300 Sediment 0.12742 -22.6 
± 0.1 
57.69 ± 
0.32 
4420 ± 45 3320-3292 BC (1.8%) 
3289-3273 BC (1.1%) 
3266-3236 BC (3.4%) 
3170-3163 BC (0.4%) 
3114-2893 BC (88.6%) 
-3021 
OZP937 350-360 Sediment 0.11042 -20.5 43.23 ± 
0.31 
6740 ± 60 5720-5513 BC (95.4%) -5612 
OZP938 390-400 Sediment 0.10262 -20.4 37.07 ± 
0.27 
7970 ± 60 7037-6655 BC (95.4%) -6839 
*Assumed value 
# Positive dates indicate AD, negative indicates BC  
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Figure 6.41 Depth plot of calibrated probability density functions and 95.4% confidence limits for 
radiocarbon ages obtained for samples from core B2b (labelled with laboratory codes).  
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6.4. NERANIE BAY 
6.4.1. Transect location 
The Neranie Bay transect was taken from the northern foreshore of Neranie Bay, 
accessed via an empty and somewhat overgrown paddock adjacent to the Bungwahl 
school, and comprised four separate locations. Initially, the first was set immediately 
inside the Maleleuca tree line where soil began to exhibit high moisture content, another 
closer to the lake and a third at a submerged location. As the transect could not be 
extended further in a lakewards direction, another location was added in a landwards 
direction at the boundary between the tree line and the paddock used to access the site 
(hence the existence of a location N0). The geographic coordinates of each of these 
locations were obtained by survey and are listed in Table 6.25 and displayed in Figure 
6.43 with aerial photographs, surface geology and topography.  
Table 6.25 Coordinates and elevation for cores comprising the Neranie Bay transect 
Location ID Easting Northing Elevation (mm AHD) Data source 
N0 448263.4 6416106.3 1344 Survey 
N1 448263.0 6416091.6 1221 Survey 
N2 448265.2 6416066.0 741 Survey 
N3 448247.7 6416049.8 409 Survey 
 
The Neranie Bay transect setting was characterised by swampy soil, melaleuca standing 
vegetation and sparse grasses. At the time of sampling, water levels were higher than 
usual following rain events in the catchment during the preceding week [MHL, 2013], 
thus limiting the width of foreshore that could be covered. A return visit for the purpose 
of surveying the coordinates and elevation revealed that the water line is generally tens 
of metres further out. Duplicate cores were extracted for locations N1 and N2, but core 
extraction from the submerged N3 was too time consuming to justify repeating. The 
length of the core extracted from the landwards (mostly terrestrial) location, N0, was 
considered sufficient not to warrant a duplicate core. Since the total length of core N0a 
exceeded that accepted by the ITRAX core scanner, it was split into two parts at the 
earliest opportunity and logged, scanned and sub-sampled as such. The general 
attributes of each of the cores extracted are listed in Table 6.26. 
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Table 6.26 General dimensions and attributes of each core sample comprising the Neranie Bay 
transect. ID is a composite of the transect ID (N), the location number, and a letter denoting the 
replicates at each location. 
Core 
ID 
Lab 
ID 
Recovered 
length 
(mm) 
Compaction 
(mm) 
Core 
starting 
depth 
Penetration 
depth (mm) 
Water 
depth 
(mm) 
Comments 
N0a 
part 1 
O755 859 125 0 984 0 Part 1 (upper half). During 
handling core material either 
compacted or slipped down due 
to losses, and was therefore an 
additional 30mm from the top. 
Compaction value is half that 
recorded for the full length of 
core. 
N0a 
part 2 
O756 912 125 984 2021 0 Part 2 (lower half) of core. 
Material was extremely moist 
and started to slip around inside 
barrel during handling, forming 
cracks & gaps. 
N1a O757 640  0 640 0 Compaction not recorded  
N1b O758 840 200 0 1040 0 - 
N2a O759 403 200 0 603 50 - 
N2b O760 440 110 0 550 50 - 
N3a O761 970 200 0 1170 600 Water depth estimated. Core 
material slipped downwards 
from 695mm to 760 mm, leaving 
a gap. Therefore ~60mm of 
material was lost from bottom of 
core. Recovered length 
therefore only ~910mm. 
 
 
Figure 6.42 Photographs of the setting of the Neranie Bay transect (left) looking south from the 
location of Core N0a and (right) looking south from the location of core N2b (see Figure 6.43 for 
location of cores). 
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Figure 6.43 Location of Neranie Bay core transect. Aerial photographs (a), surface geology (b) and 
25 m elevation grid (c). The extent of each panel on the right hand side is indicated by the black 
rectangle in the corresponding panel on the left. For geology legend, see Figure 5.1. 
6.4.2. Visual core observations 
Down-core changes in colour, texture and material recorded immediately after cores 
were split are listed in Table 6.27. Optical scans of one core per transect location 
produced by the ITRAX core scanner are provided for reference. These are aligned in 
terms of their respective elevations in Figure 6.44. Early estimates of cross-shore 
stratigraphy were made based on visual observations and the cross-shore profile but 
they are not published here since they were substantially revised on the basis of 
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geochemical profiles and statistical methods reported in Sections 6.4.4 and 6.4.6, 
respectively. 
 
Figure 6.44 Cross-section profile of the core transect showing optical core scans at their relative 
elevations, distances and submergence at time of sampling. Terrain not available for the area at 
sufficiently high resolution. 
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Table 6.27 Visual observations recorded at time of core splitting (N.B. subjective) 
Core 
ID 
From 
depth 
(mm) 
To 
depth 
(mm) 
Colour Sediment type Trends 
N0a1 0 1 Black Detritus  
N0a1 1 100 Black Sandy mud Increasing density downwards 
N0a1 100 620 Brown Muddy sand Mud content decreases down-core and 
colour lightens 
N0a1 620 859 Light grey-brown Clean sand Mostly clean grading to completely clean 
N0a2 934 1174 Grey Clean sand Darkening down core to light brown 
N0a2 1174 1249 Orange Sand Oxidated 
N0a2 1249 1846 Brown-dark grey Sand and clay Sand darkens down-core with increasing 
presence of mud, usually in alternating 
layers 
N1a 0 5 Black Detritus  
N1a 5 460 Black Sandy mud Grading down-core to to dark brown muddy 
sand 
N1a 460 560 Black Mud Grading down-core to brown mud 
N1a 560 640 Dark brown Muddy sand Lightening downwards 
N1b 0 5 Black Peaty mud, some sand  
N1b 5 410 Black Muddy sand Mud content increases down-core 
N1b 410 540 Black Clay  
N1b 540 650 Black Sandy mud Sand content increases down-core to clean 
sand 
N1b 650 840 Light yellow Sand Further down-core lightening 
N2a 0 20 Brown Peaty mud  
N2a 20 100 Brown Mud  
N2a 100 170 Black Mud Particularly dense 
N2a 170 220 Black Mud  
N2a 220 220 Black Mud Low density 
N2a 270 403 Brown Muddy sand Mud content decreasing down-core and 
colour lightening 
N2b 0 10 Dark brown Peaty mud  
N2b 90 290 Black-brown Mud Fining downwards 
N2b 290 360 Brown Muddy sand Grading to clean sand down-core 
N2b 360 440 Light yellow Clean sand  
N3a 0 15 Black Detritus  
N3a 15 155 Dark brown Peaty mud  
N3a 155 360 Black Mud  
N3a 360 405 Dark brown Sandy mud Sand content increasing down-core, 
lightening in colour 
N3a 405 510 Grey/light yellow Sand  
N3a 510 970 Grey Clay  Interspersed with alternating layers of sand 
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6.4.3. Magnetic susceptibility and scattering ratio 
Down-core changes in magnetic susceptibility and the scattering ratio are plotted in 
Figure 6.45. Magnetic susceptibility profiles align very well for two cores of the Neranie 
Bay transect (N2b and N3a) although the depth over which the pattern is manifest is 
slightly different. In core N2b a sudden up-core increase in values occurs at 300 mm 
depth followed by decreasing values between 150 mm depth and the surface, 
interrupted by a small peak at 100 mm. The corresponding depths in core N3a are, 
respectively, 400 mm, 250 mm and 150 mm. The penetration depth for core N2b was 
insufficient to align any trends below the depths specified, and no alignment is evident 
from cores N0a or N1b. Magnetic susceptibility is therefore only useful for the 
alignment of depositional units in core N2b and the upper half of core N3a. 
 
Figure 6.45 Magnetic susceptibility and scattering ratio for cores of the Neranie Bay transect. 
The scattering ratio profiles suggest an increasing zone of organic matter stabilisation 
progressing towards the lake, with the rate of down-core decrease changing at 200 mm 
in core N0a, 300 mm in cores N1b and N2b and 350 mm in core N3a. A notable feature 
that only appears in the N1b profile is an increase in the ratio values between 400 and 
600 mm depth, which corresponds to high magnetic susceptibility values in the same 
depth range.  
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6.4.4. Geochemical profiles 
The highest correlation between geochemical profiles (Table 6.28) is between Fe and K 
(r=0.910). Fe also exhibits very strong correlations with Rb (r=0.883), Sr (r=0.845) and 
Ti (r=0.820). Similarly, K exhibited strong correlation with Rb (r=0.873), Ti (r=0.872) 
and Sr (r=0.833). Strong correlation between these variables and a number of other 
mean that a large natural grouping can be identified, consisting of Fe, K, Rb, Sr, Ti, Br, 
Pb, Mn , Zr and V. Of the remaining elements, Ca and Zn are correlated (r=0.757). The 
remainder could be assumed to have fairly unique patterns of variation throughout the 
transect since they do not exhibit any strong correlations with other elements. In fact, 
the highest correlation coefficient exhibited in this group is r=-0.197. These apparently 
unique variables are Si, Cl, Cr, Ni and Cu. 
Table 6.28 Pearson correlation coefficients between individual XRF variables for the combined 
Neranie Bay dataset. Shaded cells indicate coefficients with |r| > 0.5. 
 Si Cl K Ca Ti V Cr Mn Fe Ni Cu Zn Br Rb Sr Zr Pb 
Si 1 .015 -.069 -.045 -.073 -.028 .079 .012 -.168 -.135 -.082 -.009 -.115 -.073 -.111 -.185 -.079 
Cl .015 1 -.011 .061 -.056 -.011 -.023 .027 .011 .016 .036 .052 .100 .013 .045 -.059 .071 
K -.069 -.011 1 .098 .872 .467 .182 .575 .910 -.156 -.014 .132 .598 .874 .833 .350 .525 
Ca -.045 .061 .098 1 .129 .025 .014 .096 .098 .013 -.007 .757 .078 .066 .177 .007 .070 
Ti -.073 -.056 .872 .129 1 .467 .197 .484 .820 -.137 -.004 .160 .389 .695 .772 .517 .331 
V -.028 -.011 .467 .025 .467 1 .074 .358 .504 -.103 -.013 .080 .297 .466 .448 .219 .264 
Cr .079 -.023 .182 .014 .197 .074 1 .136 .169 -.078 .006 .013 .052 .147 .147 .078 .057 
Mn .012 .027 .575 .096 .484 .358 .136 1 .616 -.150 .004 .136 .537 .617 .592 .155 .466 
Fe -.168 .011 .910 .098 .820 .504 .169 .616 1 -.175 .001 .137 .659 .883 .845 .367 .592 
Ni -.135 .016 -.156 .013 -.137 -.103 -.078 -.150 -.175 1 .072 -.012 -.129 -.192 -.162 -.043 -.134 
Cu -.082 .036 -.014 -.007 -.004 -.013 .006 .004 .001 .072 1 .006 -.019 -.028 -.021 .087 -.001 
Zn -.009 .052 .132 .757 .160 .080 .013 .136 .137 -.012 .006 1 .095 .120 .181 -.017 .132 
Br -.115 .100 .598 .078 .389 .297 .052 .537 .659 -.129 -.019 .095 1 .790 .593 .009 .652 
Rb -.073 .013 .874 .066 .695 .466 .147 .617 .883 -.192 -.028 .120 .790 1 .813 .213 .672 
Sr -.111 .045 .833 .177 .772 .448 .147 .592 .845 -.162 -.021 .181 .593 .813 1 .363 .531 
Zr -.185 -.059 .350 .007 .517 .219 .078 .155 .367 -.043 .087 -.017 .009 .213 .363 1 .030 
Pb -.079 .071 .525 .070 .331 .264 .057 .466 .592 -.134 -.001 .132 .652 .672 .531 .030 1 
 
The natural groupings observed from the correlation coefficients are clearly reflected in 
factor analysis results, whose groupings are shaded in Figure 6.46 and the statistical 
output of the analysis provided in Table 6.29. The scree plot (Figure 6.46a) shows that 
even just a single factor explains a large portion of variance in the dataset, and that 
every additional factor thereafter increments the variance explained only marginally. 
Nonetheless, exploratory factor analysis was performed for 2, 3 and 4 factors (5-factor 
analysis did not return a solution). This was done to ensure appropriate groupings 
could be found for all elements which were either poorly correlated with the Fe group, 
above, or which displayed poor correlations more broadly. Regardless of the number of 
factors, the large Fe group was present. Both 2-factor and 3-factor analysis grouped Cr 
Chapter 6 – Results of Core Sampling and Analysis 
Page 216 of 349 
with the large Fe group, which seemed inappropriate given the low correlation 
coefficient values between Cr and all other elements in the group. Analysis involving 
four factors (Figure 6.46) separated Cr from the Fe group, as well as Zr. This level of 
analysis also isolated the highly correlated Ca and Zn in a second factor and almost all 
other elements were isolated through being allocated their own factors or by being 
negatively correlated with other elements within existing factors. Extraction of four 
factors was therefore deemed the most appropriate. 
 
Figure 6.46 The number of factors considered appropriate of the Neranie Bay site-level dataset 
lies to the left of the “elbow” (circled) in the scree plot (a). The variable groupings according to a 
4-factor analysis are grouped in shaded areas and numbered on the 2-factor loading plot (b). 
Resulting from the factor analysis is a single, quite large group of elements which can be 
considered to co-vary (Rb, Rb, Br, K, Sr, Pb, Mn, Ti, V) which is weakly negatively 
correlated with Ni (factor one). A second, much smaller group pairs Ca and Zn (factor 
two). Factor three is most strongly based on Zr, but also includes Cr and Cl, both of 
which show weak correlations and the latter of which is negatively correlated. These 
three elements probably should not, therefore, be represented as a single factor. 
Likewise factor four consists of Si and Cu, though the latter is weakly and negatively 
correlated. These two elements ought also to be considered separately. 
For individual cores, the groupings that result from a 4-factor analysis are shaded for 
each core in Figure 6.47, and numbered wherever they correspond to the four factors 
extracted at the site level. Considerable variation is apparent in certain elements, but 
these are mostly the group that exhibited overall weak correlations in the site-level 
dataset (Zr, Cr, Cl, Si, Cu and Ni). In all four cores, these elements are consistently 
isolated, paired with different elements from one core to the next or negatively 
correlated within a given factor. They could therefore be considered to vary 
independently and should not be grouped within any given factor. The large Fe group, 
on the other hand, appears consistently in all cores with the factor membership of a 
small number elements changing only occasionally. This consistent, core group consists 
of Fe, K, Ti and V; whereas Pb, Br, Mn, Sr and V are each excluded from the group in one 
out of four cores (not the same core each time). Since their exclusion from the group is 
Chapter 6 - Results of Core Sampling and Analysis 
Page 217 of 349 
the exception to the rule, these elements can probably still be considered part of factor 
one. Factor two, consisting of Ca and Zn, is also consistent in most of the individual 
cores, and can therefore safely be considered another complete factor.  
Table 6.29 Pattern matrix output from factor analysis of the site dataset for Neranie Bay. 
Annotation as per Figure 6.18 
  
Communalities Factors 
Initial Extraction 1 2 3 4 
Rb .903 .945 .982 -.031 .061 .040 
Fe .897 .918 .904 .029 -.191 -.112 
Br .711 .756 .859 -.044 .378 -.030 
K .912 .928 .855 .048 -.301 .030 
Sr .777 .783 .805 .121 -.194 -.058 
Pb .531 .561 .740 -.025 .318 -.028 
Mn .446 .428 .641 .043 .019 .051 
Ti .851 .927 .638 .133 -.595 -.023 
V .283 .263 .457 .004 -.168 -.006 
Ni .073 .068 -.178 .022 .006 -.177 
Ca .591 .900 -.080 .957 .044 -.008 
Zn .590 .643 -.009 .801 .037 .048 
Zr .378 .414 .186 .024 -.526 -.281 
Cr .058 .059 .118 .020 -.145 .122 
Cl .044 .022 .042 .049 .136 -.017 
Si .163 .475 -.161 .005 -.039 .683 
Cu .025 .021 -.011 -.007 -.019 -.144 
Eigenvalues 6.235 1.737 1.433 1.246 
% variance (cumulative) 35.139 44.016 49.973 53.593 
Extraction Method: Maximum Likelihood.  
Rotation Method: Oblimin with Kaiser Normalization. 
 
A representative element for each factor was selected for display in Figure 6.48 and 
Figure 6.49. For this site only two consistent factors could be identified in the analysis 
described above, and their representative elements are deemed to be Fe (factor one) 
and Ca (factor two). Six elements remain that are considered to vary uniquely, and these 
have been displayed if they exhibit notable down-core variations.  They are: Si, Zr, Cr, Cl, 
Cu and Ni. Only the first two of these exhibit notable down-core variation so, in addition 
to Si and Zr, the six elements from factor one whose factor membership is not entirely 
consistent at the individual core level are also displayed if they provide information 
about down-core variations. They are: Pb, V, Sr, Br, Mn and Zn. The first two show 
down-core variations that are already discernable from Fe profiles, so the latter four are 
included in the figures. 
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Figure 6.47 Factor loading plots for 4-factor solution for individual cores making up the Neranie 
Bay transect. Annotation as per Figure 6.6. 
The XRF data displayed for each of the four Neranie Bay cores (Figure 6.48 and Figure 
6.49) show increasingly complex geochemical profiles from landwards towards the 
water line. This is somewhat surprising given the core taken at the landwards limit of 
the transect, N0a, reached the greatest penetration depth by almost double and ought 
therefore to also have the most complete stratigraphic record. Since the down-core 
fluctuations in XRF activity are greatest closer to the lake water’s edge, it is likely that 
much of the depositional complexity is a result of subaqueous or intertidal processes.  
The base of core N0a shows a region rich in Fe (and therefore other elements grouped 
in factor one under the factor analysis), Cr and Ni below 1100 mm, extending for at least 
700 mm. This region, which shows little internal fluctuation, is further below the 
surface than any other cores at this site managed to reach, and is not present in other 
cores. It is overlain by a zone of light-coloured, clean sand with high Si activity from 600 
to 1100 mm. Within this region a comparatively narrow peak in Mn occurs from 900-
1000 mm, but the other elements show little or no variation in activity. The region 
above 600 mm is characterised by high surface values of Fe, Zn and Br, which decrease 
gradually down-core, and peaks of Ca and Ni at 100-150 mm. 
Core N1b would appear, from superficial inspection of the optical scan, to have captured 
the upper 850 mm of core N0a almost exactly. The XRF data certainly indicates that the 
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region of high Si activity, accompanied by some Mn spikes, is present below 600 mm 
where the sediment consists of clean, light-coloured sand. The profiles at the surface, as 
in core N0a, exhibit elevated surface activity for Fe, Ca, Zn, Br and Ni (though not Br) 
that decreases down-core. A major difference exists between cores N0a and core N1b, 
and that is the region immediately above the Si-rich sandy layer. Between 400 and 
600 mm lies a region with high Fe, Cr, Zr, Br, Mn and Ni activity, slightly elevated Ca 
activity but low Si. Immediately overlying this, from 200-400 mm, is another region 
with elevated Si activity but no notable peaks in other elements. 
Core N2b has at its base a layer of clean, light-coloured sand with elevated Si activity. In 
contrast with the first two cores, however, its upper limit is much shallower at 300 mm 
depth, and Cr, Zn and Mn activity shows distinct peaks throughout. This region is 
overlain, as in core N1b, with a region of high Fe, Cr, Zn, Br, Mn and Ni activity which 
extend from about 300 to 100 mm depth. The upper 100 mm exhibits low surface 
values of Fe, Si and Cr which increase down-core, and high surface values of Br and Ca 
which decrease down-core. 
Core N3a exhibits the most variable down-core trends of all. The layer of clean sand is 
present between 400 and 500 mm depth, a much narrower region than in any of the 
other cores. Surprisingly, however, this region does not exhibit the highest Si activity. 
Overlying the sandy region, as for cores N1b and N2a, is a region with high activity in 
almost all elements from 400-200 mm depth. Br is a slight anomaly in this region, as its 
activity peak does not align with those of the other elements which is from 300-
350 mm, but is rather at 150-200 mm. This does, however, align with a second, smaller 
Fe peak at the same depth. High surface activity in Ca, Zn, Mn and Ni occurs in the upper 
20-30 mm. Below the sandy unit, below 500 mm, alternating layers of Fe-rich clays and 
lighter-coloured sand material are discernable in both the optical scan and the XRF data. 
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Figure 6.48 Key element profiles for cores N0a and N1b 
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Figure 6.49 Key element profiles for cores N2b and N3a 
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6.4.5. Sediment properties 
The Neranie Bay transect returned the cores with the greatest penetration depth of all 
the sites. In order to take advantage of the more complete cross-shore depositional 
record, three cores were sub-sampled. The cores selected for sub-sampling were: N0a, 
because it was the longest; N3a, because it had the most complex stratigraphy; and N2b, 
because it seemed an appropriate transition between the two. Sub-sampled sediment 
properties for each are displayed in Figure 6.50, Figure 6.51 and Figure 6.52, 
respectively. Cores were sub-sampled every 10 mm in the surface 150 mm, or more if 
required for Pb-210 analysis, and for 10 of every 50 mm thereafter. Additional sub-
samples were taken if the 50 mm interval did not align with visible boundaries between 
depositional units. 
For core N0a (Figure 6.50) the organic content, moisture content and carbonate content 
all exhibit their highest values at the surface and decline down-core, all stabilising at 
approximately 200 mm depth. Maximum values of organic matter are low in 
comparison to all other cores (<16%). Dry bulk density exhibits the same pattern, but in 
reverse. Below this depth, all of these profiles exhibit stable values except for carbonate 
content, which increases at approximately 1,200 mm depth and continues to increase 
thereafter. Grain size data shows the central portion of the core from 400 – 1,000 mm 
consists purely of sand while some silt is present throughout the remainder. 
 
Figure 6.50 Physical sediment properties for core N0a 
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Core N2b (Figure 6.51) exhibits organic content, moisture content and dry bulk density 
profiles with monotonic decreases down-core (increases for dry bulk density), which all 
stabilise at approximately 75 mm depth. All exhibit an even lower (higher for bulk 
density), but stable, value below 325 mm where clean sand is visible in the optical scan. 
Carbonate content shows a more variable profile, decreasing from the surface to a peak 
at 50 mm before decreasing and reaching a second peak at 250 mm, a trough at the 
upper limit of the sandy unit at 325 mm and increasing down-core thereafter. Grain size 
shows that the sediment throughout the core is characterised by silty sand down to a 
depth of 400 mm, where sediment is almost purely sand. 
 
Figure 6.51 Physical sediment properties for core N2b 
Core N3a (Figure 6.52) shows a decrease in organic content from over 80% at the 
surface to a low of 25% at 100 mm depth, followed by a slight recovery from 100-
150 mm and continued monotonic decrease down-core until the upper limit of the 
sandy unit is reached at 400 mm. Moisture content exhibits a similar pattern and 
stabilises at a somewhat shallower depth, approximately 120 mm, but decreases again 
at the upper limit of the sandy unit, at 400 mm depth. A slight increase is then seen 
below this region, where the optical scan shows darker sediment and higher silt 
content. This trend is almost exactly mirrored by the dry bulk density profile. Grain size 
data indicates that the majority of the core consists of sandy silt (silt > 25%) but the silt 
content decreases below 350 mm to only a few percent, interrupted occasionally by 
slight increases in silt content that align with darker striations below 550 and 650 mm. 
Chapter 6 – Results of Core Sampling and Analysis 
Page 224 of 349 
 
Figure 6.52 Physical sediment properties for core N3a 
6.4.6. Vertical zonation 
Core N0a exhibits three visually distinct units but boundaries between them are graded, 
probably indicating very smooth transitions in depositional processes. Hierarchical 
cluster analysis is therefore particularly useful to delineate boundaries between 
deposition units. At least three units were expected and cluster analysis was therefore 
performed for 2, 3, 4 and 5 clusters, the results of which are displayed in Figure 6.53. 
Analysis involving two clusters produced three depositional units by grouping the 
surface sediment with that at the base of the core, with transitional boundaries at 120-
220 mm and 1,020-1,100 mm. Such a zonation indicates that the surface and basal 
regions of the core have more similarities than differences. Addition of a third, and even 
fourth, cluster fails to classify the surface and basal regions differently, and only adds 
further, seemingly unnecessary detail around transitional boundaries. This would 
indicate that the changes are, indeed, gradual between the units. Since no meaningful 
detail is obtained by analysis of any more than two clusters, the 2-cluster analysis is 
adopted here to delineate stratigraphic boundaries. Three depositional units are 
therefore present in this core, separated by transitional boundaries at 120-220 mm and 
1,020-1,100 mm. 
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Figure 6.53 Results of hierarchical cluster analysis on N0a XRF profiles using 2, 3, 4 and 5 clusters. 
Each additional cluster change that might indicate a depositional boundary is indicated with a red 
line and numbered in order of appearance. For reference, down-core profiles are provided for the 
key elements determined during factor analysis of the site-level dataset. 
Zonation produced by 2-cluster analysis for core N1b (Figure 6.54) creates several 
boundaries and divides the core into four distinct regions, with the first and third 
regions being considered as a single cluster and the third and fourth as another. This 
suggests that the XRF data displays more commonalities than differences within each 
cluster pairing. Even as additional clusters are added, the physically separated regions 
that are classified as a single cluster remain so. Rather than separating the four units 
delineated by 2-cluster analysis, the addition of further clusters adds detail only at the 
transitions between clusters, and therefore is considered noise. By the addition of the 
fifth cluster a very noisy result indeed is obtained, yet the first and third regions from 
the 2-cluster analysis remain classified within a single cluster, as do the second and 
fourth. Two clusters are therefore deemed sufficient, which divides the core into four 
distinct depositional units separated by three boundaries (all of which are transitional) 
at 85-120 mm, 380-400 mm and 580-610 mm. 
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Figure 6.54 Results of hierarchical cluster analysis on N1b XRF profiles using 2, 3, 4 and 5 clusters. 
Annotation as per Figure 6.53. 
The first boundary for core N2b is placed by 2-cluster analysis at 290 mm depth (Figure 
6.55). This corresponds to the greatest visual change in the core, where dark clays 
above the boundary give way to clean sand below.  Below this boundary there is little 
change in either the optical scan or the XRF profiles, but above the XRF profiles are 
neither steady nor monotonic, so more than two clusters are probably required to 
explain this variability. Delineation of a second cluster is achieved through placement of 
two boundaries, one at 105-125 mm and another at 270 mm. The shallower of the two 
effectively divides the upper portion of the core into two regions, one characterised by 
high Fe and Br activity between 105 and 275 mm and the remainder, overlying that 
region, which displays more predictable monotonic increases or decreases in activity in 
line with the surface of other cores. The second, lower boundary placed by the 3-cluster 
analysis, however, seems only to further divide a transition zone and therefore is not 
considered to be a true boundary, generating noise within the depositional unit. 
Analysis based on four clusters places an additional boundary 25 mm but the XRF data 
does not support the differentiation of this surface region as a distinct depositional unit, 
and 5-cluster analysis merely adds more noise within the basal unit of the core. The 
appropriate level adopted here is therefore somewhere between two and three clusters, 
which creates three depositional units delineated by boundaries at 105-125 mm and 
290 mm.  
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Figure 6.55 Results of hierarchical cluster analysis on N2b XRF profiles using 2, 3, 4 and 5 clusters. 
Annotation as per Figure 6.53. 
Vertical zonation of core N3a based on two clusters (Figure 6.56) places the first 
boundary at 350 mm, close to the most visually distinct down-core change from dark, 
muddy sediment in the upper portion to clean sand from 400-600 mm. As the 
stratigraphy below the clean sand is visually complex, one might expect this to be 
further divided with the addition of more clusters. This is not the case, however, as can 
be seen in the figure from 3, 4 and 5-cluster analysis. Division into three clusters simply 
results in the delineation of dozens of fluctuations within the lower portion of the core, 
although the region from 400-600 mm is relatively free of these, and the only clear 
boundary placed is a transitional one at 400 mm. The XRF data at this depth indicates 
that this is still part of a transition zone and should therefore be considered as an 
extension of the first boundary just above it. Already, 3-cluster analysis introduces noise 
into the classification. All subsequent clusters contribute to the further division of the 
region of core above 350 mm depth; division which may not be warranted upon 
inspection of the XRF data and sediment properties. It is therefore appropriate to base 
the depositional units on the 2-cluster analysis, separated by a boundary at 350 mm. It 
is clear, however, that the lower half of the core is characterised by numerous 
alternating layers caused by fluctuating sediment sources or depositional conditions, 
and that these sources or conditions were steady for a period of time in order to 
produce the sandy unit from 400-650 mm. 
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Figure 6.56 Results of hierarchical cluster analysis on N3a XRF profiles using 2, 3, 4 and 5 clusters. 
Annotation as per Figure 6.53. 
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6.4.7. Isotopic dating 
In core N0a, analysis of 210Pb isotopes by alpha spectroscopy was carried out for five 
samples (O764-O768) followed by an additional three (O904-O906), selected to extend 
or fill the profile as appropriate, based on the initial results. Calculation parameters and 
results of this analysis are presented in Table 6.30 and Figure 6.57. All samples analysed 
returned positive readings. The sub-sampling regime reached the limit of unsupported 
210Pb detection. The maximum age returned was 94 ± 4 years at 110-120 mm depth.  
Table 6.30 Results for Pb-210 isotopic analysis by alpha spectroscopy and parameters used in the 
calculation of ages for samples of core N0a 
ANSTO 
sample 
ID 
Depth 
range 
(mm) 
Unsupported 
210Pb (Bq/kg) 
Dry 
bulk 
density 
(g/cm3) 
Cumulative 
dry mass 
(g/cm2) 
Cumulative mass-
specific unsupported 
210Pb (mBq/cm2) 
Unsupported 
210Pb inventory 
(mBq/cm2) 
Age  
(years) 
  x ± 5 C ± s m ± Â ± A ± t ± 
O764 0-10 221.4 11.1 0.21 0.10 0.10 22.4 2 1125.0 45.6 1 0 
O765 20-30 174.7 9.1 0.33 0.65 0.13 129.5 8.5 1017.9 31.9 4 0 
O904 30-40 190 12.4 0.46 1.04 0.15 202.2 11.2 945.3 30.7 6 0 
O766 50-60 180.7 10.3 0.72 2.23 0.20 421.5 22.3 726.0 26.9 15 0 
O905 70-80 179.9 11.1 0.92 3.86 0.26 716.3 35.4 431.1 20.8 31 2 
O767 90-100 93.2 6.7 0.93 5.71 0.30 959.6 39.4 187.8 13.7 58 2 
O906 110-120 33.1 6.6 1.23 7.87 0.34 1085 42.2 62.4 7.9 94 4 
O768 140-150 4.9 4.4 1.22 11.55 0.40 1139.5 45.3 7.9 - - - 
         A(0)= 1147  
  
Four samples were submitted for 137Cs detection by gamma spectroscopy (Table 6.31). 
All sample sizes were below the required mass for this method (generally 40 g). 
Detection was low for all samples and no peak could be resolved from the profile. It is 
therefore unsuitable for validation of the 210Pb chronology. 
Table 6.31 Results of 137Cs analysis by gamma spectroscopy for core N0a 
ANSTO sample ID Depth range (mm) Sample weight (g) 137Cs corrected to 13/02/2013 (Bq/kg) 
P035 60-70 9.82 3.51 ±0.69 
P036 110-120 14.46 3.47 ±0.55 
P037 120-130 13.83 2.28 ±0.44 
P038 140-150 17.38 1.61 ±0.42 
 
Additional evidence for the validity of the 210Pb chronology is not freely available. A 
possible signal of European settlement and clearing in the area can be observed in a 
sudden (though slight) increase in grain size at 12-13 cm depth. Extrapolation of the age 
curve suggests this would approximately align with colonisation of the area. This 
observation may not lend particularly strong support to the 210Pb chronology, but 
neither does it suggest any cause to doubt it.  
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Figure 6.57 Unsupported 210Pb profile corrected to 30/08/2014 (a) and age ranges calculated 
using the CRS model (b) for core N0a. 
Analysis of 210Pb isotopes by alpha spectroscopy was carried out for five samples 
(O811-O815) followed by an additional three (O907-O909), selected to extend or fill the 
profile as appropriate, based on the initial results. Calculation parameters and results of 
this analysis are presented in Table 6.32 and Figure 6.58. All samples analysed returned 
positive readings. The sub-sampling regime reached the limit of unsupported 210Pb 
detection. The maximum age returned was 58 ± 3 years at 110-120 mm depth. 
Table 6.32 Results for Pb-210 isotopic analysis by alpha spectroscopy and parameters used in the 
calculation of ages for samples of core N2b 
ANSTO 
sample 
ID 
Depth 
range 
(mm) 
Unsupported 
210Pb (Bq/kg) 
Dry bulk 
density 
(g/cm3) 
Cumulative 
dry mass 
(g/cm2) 
Cumulative mass-
specific unsupported 
210Pb (mBq/cm2) 
Unsupported 
210Pb inventory 
(mBq/cm2) 
Age  
(years) 
 x ± 5 C ± s m ± Â ± A ± t ± 
O811 0-10 136.3 7.2 0.29 0.14 0.14 18.5 1.6 950.3 49.3 1 0 
O812 20-30 200.9 12.2 0.52 0.95 0.19 153.8 15.2 814.9 28.5 6 0 
O907 30-40 223.6 16.1 0.62 1.52 0.22 274.6 19.9 694.1 26.3 11 0 
O813 50-60 166.8 13 0.72 2.86 0.26 534.5 30.7 434.2 20.8 26 0 
O908 70-80 67.2 11.5 0.86 4.44 0.30 707.8 36.4 261 16.2 42 2 
O814 90-100 54.6 9.2 0.80 6.11 0.32 808.7 40.1 160.1 12.7 58 3 
O909 110-120 24.3 11.5 0.81 7.71 0.34 868.9 44.2 99.9 10 73 3 
O815 140-150 -3.0 12.2 0.86 10.21 0.35 - - - - - - 
         A(0) = 969  
 
 
Five samples were submitted for 137Cs detection by gamma spectroscopy (Table 6.33). 
All sample sizes were below the required mass for this method (generally 40 g) and 
there was no detection whatsoever for two of the samples. The remaining three 
returned activity levels allowing a peak to be resolved at a depth of 6-7 cm. This 
corresponds with an age range of 37-59 years, or calendar years 1955-1977. It is 
feasible (but not certain, given the peak was resolved from three samples only) that the 
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peak represents radioactive fallout from the year 1963, which is consistent with the 
210Pb chronology. 
Table 6.33 Results of 137Cs analysis by gamma spectroscopy for core N2b 
ANSTO sample ID Depth range (mm) Sample weight (g) 137Cs corrected to 13/02/2013 (Bq/kg) 
P040 40-50 7.79 0.00 <0.62 
P041 50-60 10.74 15.77 ±0.3 
P042 60-70 8.91 19.32 ±0.99 
P043 70-80 9.68 15.65 ±0.79 
P044 90-100 11.73 0.00 <1.09 
 
Additional evidence for the validity of the 210Pb chronology is not available for core N2b. 
A transitional depositional boundary was placed by the statistical vertical zonation at 
105-125 mm depth which may correspond with the timing of European settlement but, 
unlike the majority of the other sampled cores, neither the sediment properties nor the 
geochemistry explicitly suggest this.  
 
Figure 6.58 Unsupported 210Pb profile corrected to 30/08/2014 (a) and age ranges calculated 
using the CRS model (b) for core N2b. 
In core N2b, analysis of 210Pb isotopes by alpha spectroscopy was carried out for six 
samples (O816-O821) followed by an additional five (O910-O914), selected to extend or 
fill the profile as appropriate, based on the initial results. Calculation parameters and 
results of this analysis are presented in Table 6.34 and Figure 6.59. All samples analysed 
returned positive readings for 210Pb, but the sub-sampling regime reached the limit of 
unsupported 210Pb detection. The maximum age returned was 104 ± 6 years at 170-
180 mm depth. 
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Table 6.34 Results for Pb-210 isotopic analysis by alpha spectroscopy and parameters used in the 
calculation of ages for samples of core N3a 
ANSTO 
sample 
ID 
Depth 
range 
(mm) 
Unsupported 
210Pb (Bq/kg) 
Dry bulk 
density 
(g/cm3) 
Cumulative 
dry mass 
(g/cm2) 
Cumulative mass-
specific unsupported 
210Pb (mBq/cm2) 
Unsupported 
210Pb inventory 
(mBq/cm2) 
Age  
(years) 
 x ± 5 C ± s m ± Â ± A ± t ± 
O816 10-20 114 9.8 0.24 0.36 0.12 53.1 4.6 689.6 32.7 2 0 
O817 20-30 157.3 8.6 0.34 0.65 0.13 91.5 6.1 651.1 25.5 4 0 
O818 40-50 194.2 10.2 0.27 1.25 0.14 197.7 11.9 545 23.3 10 0 
O819 70-80 157.1 9.6 0.37 2.21 0.15 366 18.4 376.7 19.4 22 0 
O910 90-100 121.9 8.8 0.35 2.94 0.15 466.3 20.5 276.3 16.6 32 2 
O820 110-120 82.5 4.8 0.52 3.81 0.17 554.6 21.5 188 13.7 44 2 
O821 140-150 53 3.7 0.47 5.30 0.18 653.9 22.9 88.8 9.4 68 3 
O911 170-180 31.5 7.3 0.49 6.73 0.19 713.1 25.4 29.6 5.4 104 6 
O912 210-220 3.4 9.8 0.55 8.80 0.20 739.2 32.5 3.4 1.9 - - 
O913 250-260 -1 15.1 0.55 11.00 0.22 - - - - - - 
O914 300-310 5 17.7 0.74 14.22 0.23 - - - - - - 
         A(0) = 743  
 
 
Five samples were submitted for 137Cs detection by gamma spectroscopy (Table 6.35) 
but all sample sizes were below the required mass for this method (generally 40 g of 
sample). The deepest two samples had no detection whatsoever, which is most likely a 
function of the small sample sizes but could also indicate that these samples pre-date 
1950, which the Pb-210 chronology suggests is the case. No peak could be resolved 
from the remaining three samples and they therefore cannot be used to validate the 
210Pb chronology. 
Table 6.35 Results of 137Cs analysis by gamma spectroscopy for core N3a 
ANSTO sample ID Depth range (mm) Sample weight (g) 137Cs corrected to 13/02/2013 (Bq/kg) 
P045 80-90 2.90 16.87 ±1.48 
P046 110-120 3.03 9.87 ±1.57 
P047 120-130 3.72 7.05 ±1.13 
P048 130-140 5.84 0.00 <4.14 
P049 140-150 4.34 0.00 <3.19 
 
Additional evidence for the validity of the 210Pb chronology is not available for core N3a. 
No significant depositional boundaries were returned by the vertical zonation 
techniques in the upper 350 mm of the core, and no abrupt changes in either physical 
sediment properties or geochemistry are evident that might otherwise suggest a 
European signal. 
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Figure 6.59 Unsupported 210Pb profile corrected to 30/08/2014 (a) and age ranges calculated 
using the CRS model (b) for core B3a. 
16 samples were submitted for radiocarbon dating – seven from core N0a, five from 
core N2b and four from core N3a. Raw data from the samples analysed for 14C are 
presented in Table 6.36 and their calibrated probability density functions are plotted 
against depth in Figure 6.60, Figure 6.61 and Figure 6.62 for cores N0a, N2b and N3a, 
respectively. A combination of charcoal fragments and wood were recovered from 
several depths within each of these three cores, and the remaining samples constituted 
bulk sediment and pollen fractions. All samples submitted produced good carbon 
masses except for OZQ657 (6.07 μg) and, to a lesser extent, OZQ652 (20.17μg). Both of 
these were pollen samples. The greater uncertainty in these samples is reflected in the 
high error values provided by the laboratory with the radiocarbon (un-calibrated) age 
determination, but the samples should be treated with caution nonetheless. 
The calibrated ages in the depth plots mostly show sediment age increasing with depth, 
but one age reversal can be seen in each of cores N0a and Nb2. In the former, the 
samples at 700 mm depth (OZQ652 and OZQ 529) produced older dates than the 
underlying sediment despite being based on different sample material. The 95.4% 
confidence limits overlap, so the age reversal is likely to be real. In core N2b, the 
radiocarbon age at 320 mm is younger that the ages obtained from shallower samples. 
As OZQ656 was a pollen sample, it is unlikely to be influenced by younger root matter.  
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Table 6.36 Radiocarbon dating sample information and calibrated age range for cores N0a, N2b 
and N3a 
Lab code 
Depth 
range 
(mm) 
Sample 
material 
Sample 
carbon 
mass 
(mg) 
δ(13C) 
Percent 
modern 
carbon 
Radio-
carbon 
date 
Calibrated date - 
95.4% confidence 
limits 
Calibrated 
date – 
weighted 
average# 
Core N0a 
OZQ621 300-310 Charcoal 0.21000 -25* 82.41 ± 
0.3 
1555 ± 
30 
445-448 AD (0.4%) 
467-634 AD (95.0%) 
555 
OZQ622 400-410 Charcoal 0.58000 -25.3 
± 0.3 
78.41 ± 
0.32 
1955 ± 
35 
39-24 BC (2.0%) 
19-169 AD (85.1%) 
176-204 AD (8.3%) 
93 
OZQ529 700-710 Wood 2.20000 -24.8 
± 0.1 
66.4 ± 
0.24 
3290 ± 
30 
1614-1441 BC (95.4%) -1526 
OZQ652 700-710 Pollen 0.02017 -25* 56.29 ± 
0.73 
3420 ± 
90 
1905-1492 BC (93.5%) 
1482-1452 BC (1.9%) 
-1682 
OZQ654 1059-1069 Pollen 0.30000 -25.7 
± 0.3 
74.84 ± 
0.65 
2330 ± 
70 
730-692 BC (1.9%) 
659-651 BC (0.3%) 
543-193 BC (90.9%) 
185-147 BC (2.3%) 
-348 
OZQ625 1259-1269 Wood 0.95 -24.4 
± 0.1 
57.92 ± 
0.24 
4385 ± 
35 
3089-3056 BC (7.1%) 
3031-2890 BC (88.3%) 
-2971 
OZQ626 1559-1569 Wood 2.1 -25 ± 
0.1 
45.8 ± 
0.21 
6275 ± 
40 
5309-5191 BC (53.1%) 
5183 5057 BC (42.3%) 
-5190 
Core N2b 
OZQ627 170-180 Sediment 0.84 -25.1 
± 0.3 
96.58 ± 
0.9 
280 ± 
35 
1509-1580 AD (17.7%) 
1621-1677 AD (50.0%) 
1734-1799-AD (27.8%) 
1664 
OZQ655 170-180 Pollen 0.3 -25.5 
± 0.1 
88.37 ± 
0.72 
990 ± 
70 
981-1228 AD (95.4%) 1100 
OZQ628 240-250 Charcoal 0.10134 -25* 84.96 ± 
0.34 
1310 ± 
35 
676-862 AD (94.7%) 
870-874 AD (0.7%) 
756 
OZQ656 320-330 Pollen 0.25 -28.5 
± 0.4 
88.55 ± 
0.4 
975 ± 
40 
1024-1190 AD (95.1%) 
1198-1200 AD (0.3%) 
1105 
OZQ657 400-410 Pollen 0.00607 -25 54.91 ± 
1.05 
4820 ± 
160 
3948-3263 BC (87.9%) 
3245-3100 BC (7.5%) 
-3532 
Core N3a 
OZQ658 350-360 Pollen 0.78 -27.7 
± 0.4 
84.03 ± 
0.36 
1400 ± 
35 
635-692 AD (70.6%) 
698-726 AD (5.3%) 
727-765 AD (19.5%) 
683 
OZQ659 400-410 Pollen 1.14 -25* 82.01 ± 
0.64 
1590 ± 
70 
375-643 AD (95.4%) 506 
OZQ660 650-660 Charcoal 2.36 -25 ± 
0.1 
65.8 ± 
0.27 
3360 ± 
35 
1727-1725 BC (0.2%) 
15691-1502 BC (95.2%) 
-1594 
OZQ661 700-710 Charcoal 1.87 -26.2 
± 0.1 
51.44 ± 
0.21 
5340 ± 
35 
4244-4035 BC (90.3%) 
4023-3994 BC (5.1%) 
-4131 
*Assumed value, measured value not available from lab 
^^Upper limits to the range could not be computed by OxCal because they fell into the range of dates classified as ‘modern’ 
# Positive dates indicate AD, negative indicates BC 
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Figure 6.60 Depth plot of calibrated probability density functions and 95.4% confidence limits for 
radiocarbon ages obtained for samples from core N0a (labelled with laboratory codes). 
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Figure 6.61 Depth plot of calibrated probability density functions and 95.4% confidence limits for 
radiocarbon ages obtained for samples from core N2b (labelled with laboratory codes).  
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Figure 6.62 Depth plot of calibrated probability density functions and 95.4% confidence limits for 
radiocarbon ages obtained for samples from core N3a (labelled with laboratory codes).  
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6.5. SUMMARY 
The results of core sampling and sediment analysis presented in the Chapter highlight 
many similarities and some differences between the coastal lagoons, sampling locations 
and individual cores. At the highest level, the biophysical characteristics of the transect 
locations at Lake Innes and Neranie Bay are very similar. These sites were all. All three 
locations consisted of vegetated, progradational shorelines of similar horizontal extent 
populated by Maleleuca trees and sparse grasses. The average slope along each transect 
was similar; 0.012 at the Lake Innes LID transect location, 0.023 at the Lake Innes BT 
transect location and 0.015 at Neranie Bay. The surface sediments of all core samples 
taken at these sites, with the exception of the landwards most sample at Neranie Bay, 
exhibit very high organic content at the surface (60-80%) and visible detritus or peaty 
texture. The organic content typically decreases down-core within the top 50-100 mm. 
The rate of vertical accretion of these surface deposits estimated from 210Pb (without 
taking into account down-core changes in bulk density, moisture or organic matter 
which are further analysed in Chapter 8) is on the same order of magnitude: 
0.61 mm yr-1 at Lake Innes LID; 0.88 mm yr-1 at Lake Innes BT; and 1.22 mm yr-1, 1.58 
mm yr-1 and 2.06 mm yr-1 at Neranie Bay increasing with proximity to the lagoon 
waterline. 
In contrast, the transect location at Wooloweyah Lagoon was almost entirely devoid of 
standing vegetation, possibly due to historical clearing to enhance the pastoral value of 
the land (although this could not be verified and early verbal histories of the area 
indicate that it has long been grasslands) and is instead populated with dense Juncus sp. 
grasses that conceal several decimetres of water and swampy soils. The slope at this site 
is an order of magnitude lower than those described above (0.002) and the surface 
organic content slightly lower at around 50%. The 210Pb chronology suggests the recent 
vertical accretion rate (5.41 mm yr-1) is higher than that at Lake Innes by a factor of 
about 5, and Neranie Bay by a factor of 3. 
Below the organic-rich surface sediments there is considerably more variability 
between sites. Both Lakes Innes transects exhibited a layer of coarse sediment 
underlying these surface muds which was unmistakeable even during core splitting. 
This is evident in core L1b as an interval of decreased organic content, moisture content 
and higher average grain size from 175-225 mm depth (up to 360µm average diameter 
as opposed to the overlying 220µm), and in core B2b as high average grain size form 80-
120 mm depth (310 µm as compared with the overlying 220 µm). No similar interval of 
increased grain size in such a context is evident from either Wooloweyah Lagoon or 
Neranie Bay. 
Visibly oxidised sediments (as indicated by gradations of orange colouring) are evident 
in many cores from Wooloweyah Lagoon and Lake Innes, but not Neranie Bay. Where 
they appear, these deposits are rich in Fe when compared with other intervals of the 
same cores (cores W1b, W2c, L1b, L2a, L4a, B1b, B2b, B3a and B4a). In one instance, 
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(core W2c) oxidised sediments alternate with dense, consolidated grey sediments 
suggesting possible alternating of conditions. The geochemical profile of core W2c 
echoes the alternating pattern with peaks of Fe activity where sediments are visibly 
organge. These oxidised deposits typically have low organic content. An exception is an 
interval in core L1b at 225-375 mm depth where the oxidised colouring is much lighter 
than the other deposits, mean grain size smaller (approximately 100 µm as opposed to 
200+ µm elsewhere) and organic content high (18% compared to <10% elsewhere and 
<5% in overlying sediments) 
Intervals of clean sand are evident at both Lake Innes (cores L1b and L4a) and Neranie 
Bay (cores N0a, N1b, N2b and N3a). Generally, the portion of the sand interval captured 
in core samples is uniform or transitions gradually from one unit to the next, however in 
core N3a sand visibly alternates with dense, consolidated grey sediments much as 
described in the previous paragraph for oxidised sediments in core W2c. The 
geochemical profile echoes the alternating pattern with peaks of Fe activity in the 
darker grey intervals and troughs where sediments consist mostly of sand. 
Radiocarbon dates suggest some core sample intervals pre-date the beginning of the 
Holocene sea-level still stand. The oldest date returned was 8.8k BP from 395 mm depth 
at the Lake Innes BT site. The core sample with the youngest radiocarbon date at its 
deepest extent with from Lake Innes LID; 3.6k BP at 405 mm depth. All other core 
samples returned maximum ages between these limits. The sediment records obtained, 
at least for those core samples which were sub-sampled and analysed for physical 
sediment properties and isotopic dates, therefore capture a large portion of the 
Holocene sea-level still stand and in two cases the last few millennia of the post-glacial 
marine transgression.  
Vertical zonation based on the statistical methods applied to geochemical data accords 
well with down-core changes in physical characteristics and therefore provides a good 
foundation for stratigraphic interpretation in Chapter 7. Sediment ages reported here 
form the basis of geochronologies in Chapter 8 which, within the constraints imposed 
by the stratigraphic framework, allow the analysis of rates of deposition and elevation 
change over time. 
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7. SHORELINE DEPOSITIONAL SEQUENCES IN THREE 
NSW COASTAL LAGOONS 
The depositional boundaries established through statistical reduction methods in 
Chapter 6 align well with visual boundaries (where they can be detected) and, in the 
case of transitional boundaries, delineate a point of greatest change between two 
depositional units. When these boundaries are compared between the cores that 
constitute each transect, contiguity between depositional units becomes evident 
through common visual and geochemical characteristics. With the aid of the many 
radiocarbon dates obtained, these characteristics permit the reconstruction of the 
cross-shore depositional history for each of the four sites. The depositional sequences 
are presented and described for each site in turn: Wooloweyah Lagoon (§7.1); Lake 
Innes western foreshore (§7.2) and eastern foreshore (§7.3); and Neranie Bay, Myall 
Lake (§7.4). Each of the stratigraphic interpretations provides the framework within 
which deposition rates and processes are analysed in the following Chapter. 
7.1. DEPOSITIONAL SEQUENCES – WOOLOWEYAH LAGOON 
Cross-shore stratigraphy for the Wooloweyah Lagoon transect is schematised in Figure 
7.1. The depositional boundaries displayed are those determined through statistical 
aggregation and vertical zonation in Chapter 6, which are also largely consistent with 
visual down-core changes. Approximate ages obtained through isotopic analysis for the 
deposits of the sub-sampled core, W1b, are indicated. The depositional history is 
described in this section starting from the lowest deposits in the sequence. 
Before proceeding it should be noted that stratigraphic interpretation of the 
Wooloweyah Lagoon foreshore transect is hampered by the core sampling regime. The 
terrain was difficult and largely covered in impenetrable cord grass. Core samples 
therefore could only be extracted from zones where cord grass was absent (indicated in 
the figure by shorter grass), and these zones were hundreds of metres apart.  The 
elevation offset between the cores is greater than the depth of penetration of the cores, 
and the depositional units recovered are not consistent throughout the transect. Due to 
this combination of factors much of the stratigraphic profile for Wooloweyah Lagoon is 
inferred, providing a less robust interpretation than the other sites. Core W1b may have 
had the greatest uninterrupted recovery length, but it does not appear to adequately 
represent the cross-shore stratigraphy and the information gleaned from the sub-
sampling is therefore of limited use. With all of this in mind, an attempt is made to 
present one feasible model of shoreline development using the information available. 
The oldest radiocarbon date obtained from the base of the sub-sampled core, W1b, is 
6,487 yr BP (OZQ276) and another sample, from the same depth but prepared more 
selectively, returned a similar date despite a fairly low carbon mass (OZQ536, 6,163 yr 
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BP). The 475 mm of core B1b therefore captures the depositional history of the entire 
sea level still-stand. The deposits at the base of this core are not, however, the oldest 
recovered from the transect; core W2c was extracted from a lower elevation, and in 
total its three individually extracted segments sum to a recovered length 50 mm longer 
than that of core W1b. The basal unit of core W2c therefore probably pre-dates the sea 
level still-stand. No other information is available to confidently constrain the timing of 
deposition. 
 
Figure 7.1 Schematic diagram of cross-shore stratigraphy and depositional history of the 
Wooloweyah Lagoon transect. Terrain profile and core elevations extracted from a 1m resolution 
DEM, based on LiDAR data. Water line depicted is that observed at the time of core sampling. 
These deepest deposits are identified here as Unit 5. They consist of grey, dense clay 
material that exhibits low Fe activity in comparison with the overlying sediments, high 
Si activity and numerous distinct Mn peaks. The X-radiograph suggests they are less 
dense than the overlying sediments. This may be a function of water content, either due 
to the presence of the water table (the deposits are almost exactly at mean sea level) or 
because they were deposited in subaqueous conditions, perhaps the previous sea-level 
high-stand. The NSW comprehensive coastal assessment [NSW DoP, 2001] suggests that 
sub-surface Pleistocene shoreline deposits are present in this location, but the lack of 
the erosional boundary that would be expected to form in the intervening glacial period 
suggests the density discrepancy is instead water table-related. 
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Unit 4 overlies Unit 5 in core W2c and is present at the base of core W1b. It consists of 
distinctly orange and therefore highly oxidised sediment which exhibits high Fe activity. 
Grain size data from core W1b suggests the sediment is mostly (>90%) sand and very 
coarse silt. The timing of initiation of this unit was at least 6,500 yr BP, as described 
above. Deposition rates were extremely slow, as a radiocarbon date obtained at 410 mm 
depth (OZQ275, 2,895 yr BP) indicates 30 mm of accretion took place over 3,500 years 
(0.008 mm/yr). The Unit is interpreted as Holocene early still-stand floodplain deposits.  
In core W2c, Unit 4 transitions upwards gradually into Unit 3 which exhibits large 
fluctuations in XRF activity, most notably Fe, and visual fluctuations in colour including 
grey, light brown and orange sediments. The unit is also present at the basal few 
centimetres of core W3c. As this core was not sub-sampled, it is unknown whether the 
physical properties of the sediment fluctuate accordingly or whether the colour changes 
are simply a function of redox state; since the Fe activity peaks and the bands of orange 
colouring align, it is assumed that the environment in which these sediments were 
deposited alternated between oxidising and anoxic conditions. Radiocarbon dates 
would assist in determining the driver of these fluctuations if they were available for 
core W2c. Two hypotheses are proposed. Firstly, if the timing of Unit 4 deposition is 
assumed to be relatively uniform across the transect, Unit 3 must post-date sea level 
stabilisation and the fluctuations would be due to climatic trends causing extended lake 
floods and rapid deposition (brown and grey bands) to alternate with arid conditions 
(orange, oxidated bands). Alternatively if we assume that Unit 4 pre-dates the onset of 
the Holocene still-stand, then the Unit 4 deposits in core W2c represent floodplain 
deposits during the sea level transgression when that elevation was very rarely 
inundated followed by oscillating inundation and exposure as mean sea level rose 
intermittently to its current position. For example, in Australia, the sea level maximum 
following the PGMT may have been 1-2 m higher than present and was reached 5,500-
6,000 yr BP before falling to its present position [Kench, 1999]. 
Unit 3 is not present in core W1b, perhaps because of its greater elevation and lack of 
inundation. Rather, in this core, Unit 4 is overlain by Unit 2 which might feasibly 
represent a gradual transition to the overlying Unit 1. Unit 2 exhibits an upwards 
decrease in the level of oxidation as indicated visually and through an up-core decrease 
in Fe activity. Radiocarbon dates suggest that deposition rates accelerated rapidly 
within this unit. The lower boundary dates to approximately 2,895 yr BP and the next 
shallowest date obtained (OZQ534) is 1,395 yr BP, suggesting an accretion rate of 
0.13 mm/yr, almost double that below the boundary (0.008 mm/yr). The next reliable 
date above this is 1,053 (OZQ531,) suggesting a subsequent near-trebling of the 
accretion rate with 100 mm being deposited over at least 342 years, at a rate up to 
0.29 mm/yr (this is an upper limit estimate because the date was based on a wood 
sample which is most likely to be older than the surrounding sediment [Ramsey, 
2009a]). For the intervening period, a series of dates were returned from core W1b that 
were older than both the overlying and underlying sediment. If rapid deposition was a 
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product of enhanced flood activity, this would be consistent with in-wash of 
increasingly old organic matter from eroded catchment soils.  
The most recent date obtained from radiocarbon dating fell within Unit 2: 670 yr BP 
(OZQ270). This significantly pre-dates European settlement.  The 210Pb chronology also 
extends into the upper part of Unit 2 and returns much younger dates only a few 
centimetres above the 670 BP date. At 200-210 mm the oldest 210Pb date obtained is 
110±10 yr BP (or 1893 - 1913 AD). The timing of European settlement of the area was 
focussed around 1840 AD which is more recent than any of the radiocarbon dates and 
too distant in time for the limits of the 210Pb chronology. Between the limits of the two, 
however, no signal of settlement is evident from either the XRF data or the physical 
sediment properties. At the relevant depth (200-240 mm) all profiles are stable except 
for an increase in carbonate content that is no more significant than any other down-
core changes in carbonate content. In terms of grain size, this lack of signal may not be 
surprising given foreshore vegetation density. In an already very low energy 
environment, the chance of uncharacteristically large particle sizes being transported 
through several hundred metres of dense vegetation is low. Accretion between the 
uppermost radiocarbon date and the lowest 210Pb date appears to have slowed to a rate 
of 0.05 mm/yr. 
Finally, Unit 1 is present in all cores and represents recently deposited surface material. 
For the most part, it exhibits features typical of organic-rich wetland soils – high surface 
Br activity with a down-core decreasing trend that eventually stabilises close to zero, 
with the Fe activity profile exhibiting an inverse pattern. Some signals from activity in 
the immediate area are present in this Unit. An increase in Br activity occurs lower than 
would be expected in core W1b and interrupts the monotonic down-core decline from 
85-150 mm. This is accompanied by a decrease in grain size and similar disruptions of 
the otherwise monotonic profiles for organic content (implying rapid burial), moisture 
content and dry bulk density. A similar pattern is evident in core W2c above 150 mm. 
The time period to which this interval of core relates in core W1b is approximately 
1986-1999. The challenge in identifying the cause of this is that it may have been 
influenced by local changes in land use or by land use changes from the broader 
catchment affecting sediment supplied from the Clarence River. The former is probably 
more likely but is not documented, whereas a wealth of information is available about 
early industry and agriculture development in the Clarence Valley, which unfortunately 
pre-dates the period in question. 
A peak in Si activity spans the interval from 100-75 mm in core W1b. The associated 
timing is approximately 1997 to 2003 which post-dates the construction of the ring 
drainage and levee system in the late 1960s. This drastically reduces the likelihood that 
floodwaters are the source of the silicose sediment, so it is probably related to localised 
land use. The reduction in average grain size makes sense in this context, as penetration 
of high energy events over the floodplain would have been impeded, and indeed 
prevented entirely in all but the largest floods. 
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7.2. DEPOSITIONAL SEQUENCES – LAKE INNES LID 
Cross-shore stratigraphy for the Lake Innes LID transect is schematised in Figure 7.2. 
The depositional boundaries displayed are those determined by statistical aggregation 
and vertical zonation (Chapter 6), which are consistent with visual down-core changes. 
Approximate ages obtained through isotopic analysis for the deposits of the sub-
sampled core, L1b, are indicated. The depositional history is described in this section 
starting from the lowest deposits in the sequence. 
The deepest deposits recovered for this transect (Unit 6) are not easily categorised as 
they only appear in core L3a, which was not sub-sampled. Grain size, organic content, 
bulk density and isotopic dating information is therefore not available. Some 
geochemical trends are evident in the XRF data which suggest the deposits are similar in 
nature to Unit 4 but are not visibly oxidised, perhaps indicating that they were laid 
down in a subaqueous, anoxic environment. Extending from 625 mm depth to the base 
of the core, they exhibit moderate Br activity that is slightly higher than that observed in 
Unit 4, which is generally associated with organic matter. It is possible that the deposits 
of Unit 6 are, in fact, identical to those of Unit 4. This would require some horizontal 
irregularities in the stratum but is not impossible. The stratigraphic arrangement 
presented seems the most likely scenario if the amplitude of fluctuations in terrain 
elevation at the time of deposition were no greater than they are presently. 
The upper limit of Unit 6 lies at 625 mm depth and takes the form of an erosional 
boundary. This is assumed to be the case due to the almost perfectly delineated visual 
transition that is visible in the optical scan of the core and because of the sudden and 
large changes in XRF activity of a number of elements at that depth. Overlying this are 
coarse, gravel deposits that extend from 625 mm to 185 mm depth. These deposits are 
not seen in other cores, not because they are below the depth or elevation range 
recovered by other cores, as is probably the case for Unit 6 – their vertical extent 
overlaps with all of the other cores - but rather because they are isolated to that 
location. The deposits exhibit fairly high Si activity but are depleted in almost all other 
elements detected by the XRF scanner. Two hypotheses seem possible for the origin of 
this deposit. Firstly, and perhaps less likely, a depression may have been created at 
some time in the past by, for example, a tree being uprooted and the depression has 
quickly filled with coarse sediment. More probably, however, the unit represents a 
drainage channel incised into the foreshore. The fine scale localised topography 
surrounding the transect location (Figure 6.15) lends itself to such a scenario. 
The geochemical features throughout Unit 7 are largely uniform and unremarkable up 
to 275 mm except for a slight upwards reduction in Si activity. Above this depth, 
however, the remaining 100 mm of deposits begin to resemble those of Unit 3 (see 
below), with slightly elevated Br, Cl, Zr and Ti activity, indicating enhanced catchment 
erosion at the onset of European settlement. The changes are less pronounced than in 
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other cores, so the final stages of infilling of the drainage channel probably occurred 
concurrently with the deposition of eroded catchment materials. 
 
Figure 7.2 Schematic diagram of cross-shore stratigraphy and depositional history of the Lake 
Innes LID transect. Terrain profile and core elevations extracted from a 1m resolution DEM, based 
on LiDAR data. Water line depicted is that observed at the time of core sampling. 
Unit 5 is present at the base of two cores, L1b (below 350 mm) and L4a (below 
165 mm). It thus spans the horizontal length of the LID transect and constitutes the 
deepest deposit that can safely be assumed to extend across the shoreface at this 
location. The deposits consist mostly of very coarse and coarse sand, with a small but 
significant silt fraction, and exhibit high Si and Cl activity. This may indicate that the 
sand is of marine origin. Two radiocarbon dates were obtained from the most sand-rich 
portion of core L1b and both were close to 3,500 years BP. These two dates show a 
slight age reversal but in a sandy unit this is probably of little concern as the material 
would have had to be deposited under more energetic conditions than are currently 
present and may have either been subject to considerable mixing processes, deposited 
in a very short period of time, or both. 
The upper boundary for Unit 5 is transitional, and its placement by cluster analysis 
probably represents a mid-point in that transition. It exhibits an upwards fining 
sequence (the percentage composition of coarse sand decreases from 41% at the base 
to 21% at 300 mm depth). Radiocarbon dates obtained throughout this transition in 
core L1b support the geochemical evidence (gradual changes in XRF activity) that 
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deposition rates for the material overlying the sand were gradual rather than rapid. In 
contrast to the two samples, spaced 20 mm apart at the base of Unit 5, which returned 
similar ages (3,609 yr BP for OZP942 and 3,396 yr BP for OZP 943), the dates returned 
at successive 20 mm intervals above them are 1,033 yr BP (OZP941), 749 yr BP 
(OZP537) and then 467 yr BP (OZP939). Unit 4, which overlies Unit 5, truly begins once 
the transition in geochemical values stabilises. Although the depositional boundary is 
placed at 350 mm, the transition continues up to a depth of 300 mm. 
Unit 4 is present only in cores L1b (225-350 mm) and L2a (275 mm to base of core). It 
consists of fine, oxidised material which exhibits high activity for Fe and related 
elements, but few other notable geochemical trends. Grain size distribution and other 
physical sediment properties throughout this interval are completely stable. The Unit is 
interpreted as supratidal or floodplain deposits laid down only during high lake levels 
following large rain events and exposed to the air in between, allowing oxidation to 
occur. Radiocarbon dates were obtained near the base and upper limit of this Unit, but 
the probability range for the shallower date (OZQ529, 467 yr BP) extends into the realm 
of “modern” and its full distribution is therefore not known. At best the weighted 
average from this range represents the earliest likely date when deposition in the Unit 
ceased: 226 yr BP. The whole stable portion of Unit 4 was therefore deposited over 
approximately 240 years at a rate of 0.31 mm per year. 
A sudden change in the grain size and other physical sediment properties of Core 1b 
and the geochemistry of all cores signals the lower boundary of Unit 3 at 225 mm in 
core L1b, 185 mm in L2a, 250 mm in L3a (though the change is less pronounced here) 
and 165 mm in L4a.  The deposits in Unit 3, compared to the underlying sediments of 
Unit 4, are coarser-grained (mean grain size changes from 100 to 260 µm at the 
boundary), a sudden increase in the activity of Br, Fe, Mn, Cl and Cu, and a slight 
increase in dry bulk density. The timing of the onset of this Unit cannot be confirmed as 
all four radiocarbon samples submitted from the depth range (OZQ522-5) returned 
greater than 100% modern carbon and were therefore too young to date using this 
method. The Unit is also deeper than the range of 210Pb detection. All we can be sure of 
is that the Unit was initiated sometime after 226 yr BP (1787). The timing, as poorly 
constrained as it is, is consistent with the beginning of European settlement in the 
region and can be attributed to clearing and land use practices (§5.2.2) 
The rapid deposition of large particles was short-lived and only represents a few 
centimetres in the vertical profile of the core. Unit 2 represents a steadier depositional 
regime, with grain size data showing a gradual fining upward sequence and the level of 
oxidation indicating that deposition rates were sufficiently slow to expose sediments to 
the air for some time. There are few other changes in geochemical activity or physical 
properties throughout this Unit indicating that, once again, conditions remained 
relatively stable. Grain size and oxidation colour are the only clear distinguishing 
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features from the underlying settlement-related deposits indicating little change in the 
nature and provenance of the sediments, only in their rate of supply. 
Lastly, Unit 1 represents recent deposits overlying Unit 2. The primary difference 
between the two is the level of oxidation of the sediments. A distinct reason for this is 
proposed: in the early 1930s, a failed attempt at draining Lake Innes resulting in its 
connection to the Cathie Creek system, which is intermittently connected with the 
ocean. This would have resulted in an increased water level when the inlet was open, 
and would have left previously subaerial foreshore deposits as frequently subaqueous 
and anoxic. The uncorrected 210Pb CRS model results place the timing of the boundary 
between Units 1 and 2 in core L1b from 1942 (below the boundary) to 1982 (above the 
boundary. Given the sharpest colour change is approximately 40 mm below the 
geochemical boundary and would have occurred in approximately 1930, this accords 
with the timing of the lake flooding and may explain the change. 
7.3. DEPOSITIONAL SEQUENCES – LAKE INNES BT 
The cross-shore stratigraphy of the Lake Innes BT (Boundary Trail) shoreline transect is 
schematised in Figure 7.3. The boundaries separating depositional units are those 
established in Chapter 6 based on statistical reduction of the large XRF datasets, and are 
consistent with visual observations of the core profiles. Approximate ages obtained 
through isotopic analysis for the deposits of the sub-sampled core, B2b, are indicated. 
The depositional history is described in this section starting from the lowest deposits in 
the sequence. 
The oldest depositional unit (Unit 4) recovered from all four cores is consistent 
throughout the BT transect and is comprised of fine, consolidated, oxidised material. 
The oldest date recovered through radiocarbon dating (OZP938, 8,852 yr BP) indicates 
deposition of this unit was initiated towards the end of the post-glacial marine 
transgression, at the very latest, and somewhat before the beginning of the Holocene 
sea still-stand. Stable values for organic content, moisture content and dry bulk density 
throughout the Unit suggest that depositional conditions were fairly uniform 
throughout the period, and that rates of deposition were slow - sediment from 350 to 
390 mm accreted over 1,227 years (0.033 mm/yr). Rates also appear to have slowed 
further over time – sediment from 290-350 mm accreted over 2,249 years 
(0.018 mm/yr), at least until 220 mm depth. At this depth two separate sediment 
samples prepared twelve months apart both returned radiocarbon dates much older 
than the overlying and underlying sediment. The age reversal is most easily explained 
by a large erosion event washing much older material into the lake. There is no notable 
shift in geochemistry at this depth, suggesting that the nature and source of material 
supplied from the catchment did not change. The sub-sampled data from core B2b 
suggests that an upwards fining sequence accompanies the decreasing accretion rates at 
the base of the core, with the fining trend interrupted at approximately 220 mm depth 
where mean grain size increases. Likewise, carbonate content exhibits an upwards 
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decrease until 220 mm, above which values increase once more. The respective profiles 
for mean grain size and carbonate content appear to be largely in sync in this interval 
and indeed, throughout the whole core. Overlying the (hypothetical) erosion event 
deposits is approximately 100 mm of sediment that was either largely deposited as part 
of the event before historic patterns of sedimentation were resumed, or is the result of 
accelerated sedimentation rates.  The whole 100 mm interval was deposited over the 
course of approximately 1,000 years (0.100 mm/yr).  
 
Figure 7.3 Schematic reconstruction of shoreline depositional sequences at the Lake Innes 
Boundary Trail (BT) transect. Terrain profile and core elevations extracted from a 1m resolution 
DEM, based on LiDAR data. Water line depicted is that observed at the time of core sampling. 
Overall Unit 4 is interpreted as slowly accreting lakeshore deposits. The high level of 
visible oxidation suggests that the entire transect spent considerable time exposed to 
the air and was probably only rarely flooded. This would seem consistent with the slow 
rates of sediment accretion and the uniform appearance of the sediments. The organic 
content of the deposits is relatively high given its burial depth and/or age (~8%). Since 
no traces of hard wood or discernible organic particles were found during microscopic 
analysis, it might be assumed that organic matter made up a significant portion of the 
sediment originally deposited, either through phytoplankton in the water column or 
from the detritus of surrounding lakeshore vegetation.  
The upper boundary for Unit 4 coincides with European settlement in the area, dated 
between 1877 and 1903 according to the 210Pb chronology. The changes that 
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characterise the boundary are not sudden; they begin 10-20 mm below the boundary 
and continue to have effects well above it. The boundary is characterised by an increase 
in grain size which was noted in all cores during initial core logging. This is 
accompanied by a decrease in sediment moisture content, an increase in dry bulk 
density and high Zn, Pb and Cu activity. What constitutes a thin boundary layer in core 
B2b, however, accounts for a more substantial deposition unit in the cores with lower 
elevation (B3a and B4a) and therefore constitutes Unit 3. This suggests that deposition 
rates during European catchment clearing and land-use change were greater nearer the 
lake at lower, and probably more frequently inundated, elevations. Unit 3 is likely to 
have been deposited fairly rapidly and bears the signals of catchment erosion – visibly 
high grain size (not measured) and simultaneously high organic matter and iron content 
(generally the two exhibit inverse trends). 
Unit 2, the oxidised near-surface layer only visible in core B4a, is interpreted as relating 
to the joining of Lake Innes to the Cathie Creek ICOLL system following the failed 
attempt at draining Lake Innes in 1931. From this time onwards, the lake has been 
intermittently influenced by saline water and tides (when the Cathie Creek inlet is 
open). The layer exhibits elevated Cl activity which is likely to reflect marine influence. 
Unit 3 is not present in the sub-sampled cores and the timing of its deposition therefore 
cannot be confirmed.  The same unit does, however, appear in the Lake Innes LID 
transect and was subject to 210Pb dating (see Section 7.2). 
Finally, the surface layer is characterised by organic-rich, recently deposited muddy 
sand which constitutes the upper 80 mm of all cores in the BT transect. This is 
designated as Unit 1. It exhibits the most rapid variation in sediment properties, with 
steady down-core increases in carbonate content and dry bulk density, and steady 
decreases in organic content and moisture content. The steady nature and large 
magnitude of these changes can be attributed to the early subterranean processes of 
organic matter decomposition and auto-compaction of unconsolidated sediment. In 
terms of geochemistry, Unit 1 exhibits high activity for all element groups except for the 
Fe group (see factor groupings in Section 6.3.4). Br activity decreases towards the 
surface, in line with organic content, and most notably Zn, Cu, Pb and Ni are all 
relatively high during early European settlement but their activity decreases 
dramatically, sometimes to zero, in the upper 30 mm of all cores. According to the 210Pb 
chronology, this change has only occurred in the last decade and might be associated 
with improved catchment management processes. 
7.4. DEPOSITIONAL SEQUENCES – NERANIE BAY 
The cross-shore stratigraphy of the Myall Lake Neranie Bay shoreline transect is 
schematised in Figure 7.4. The boundaries separating depositional units are those 
established in Chapter 6 based on statistical reduction of the large XRF datasets, and 
largely reflect visual observations of the core profiles. Approximate ages obtained 
through isotopic analysis for the deposits of the sub-sampled cores, N0a, N2b and N3a, 
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are indicated in the schema. The Neranie Nay transect was the only one for which 
multiple cores were sub-sampled and dated because the cores achieved by far the 
greatest recovered length. The data available for this site therefore informs the most 
thorough description of cross-shore depositional processes in this thesis. The 
depositional history is described in this section starting from the lowest deposits in the 
sequence. 
 
Figure 7.4 Schematic reconstruction of shoreline depositional sequences at the Myall Lake – 
Neranie Bay transect. Terrain profile not available, and core elevations were surveyed 
individually. Water line depicted is that observed at the time of core sampling. 
The deepest and oldest deposits recovered from the site are at the base of core N0a 
which recovered 1,771 mm in a single core barrel. The deepest sample submitted for 
radiocarbon dating (OZQ626) returned a weighted average date of 7,203 yr BP. Since 
this date and the one above it (OZQ625, 4,984 yr BP) come from a carbonised wood 
sample both should be considered an upper limit to the range of possible ages for the 
deposits. The age profile of the core suggests no reason why the actual age of the 
deposits should be significantly different from the reported values, however. As such, 
Unit 6 probably pre-dates the onset of the Holocene still-stand and may represent 
subaqueous (due to the lack of oxidised colouring) estuarine deposits. It consists of 
medium to coarse sand and exhibits relatively high activity from heavy metals including 
Fe and Ni. While there are few changes in the down-core trends of XRF data and 
physical sediment properties within this unit, the scatter in the former is large. This 
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could simply be a result of grain-size effects, or a reflection of regularly fluctuating 
conditions during the time of deposition. 
Deposits that are similar in nature to Unit 6 appear at the base of core N3a but are not 
as vertically consistent as in N0a. Rather, they alternate with clean sandy sediments 
every few centimetres over a 600 mm length of core. These are designated as Unit 5. 
The same pattern of fluctuating deposition was observed in the Wooloweyah Lagoon 
transect but rather than alternating oxidation conditions with little apparent change in 
material, as was the case there, the alternation at Neranie Bay is between different 
materials. The age of the Unit is probably similar to that of Unit 6, since a radiocarbon 
date based on a charcoal sample (OZQ661) 250 mm above the base of the core returned 
a date of 5,545 yr BP. In Unit 5 the average grain size fluctuates, increasing in phase 
with the visibly sandier sections, whereas the contemporary deposits from Unit 6 
exhibit a gradual increase in grain size. Why similar materials deposited during a 
similar period only 55 m apart could exhibit such different depositional patterns is not 
clear. 
Unit 4 consists of coarse to very coarse sand, exhibits high Si activity that seems to be 
highest where the sand is visually cleanest, but little other XRF activity of note. It is 
present in all cores except for N3a, although probably the same material makes up part 
of Unit 5, as just discussed. Only core N0a captures the base of this unit, according to the 
vertical zonation based on XRF data, although the boundary is transitional over 
approximately 100 mm. The base of the unit returned a radiocarbon date of 2,461 yr BP 
from a pollen sample (OZQ654). In the central interval of Unit 4 in the same core (N0a), 
where the sand appears to be the purest, two radiocarbon dates returned as older than 
those above or below them (3,539 yr BP for OZQ529 and 3,695 yr BP for OZQ652). This 
creates an age reversal in the chronology that cannot be ignored because the 95.4% 
confidence limits of the two calibrated dates overlap even though the samples were 
different materials (pollen and charcoal) and pre-treated using different methods in 
separate laboratories. The age reversal is not necessarily problematic, however, 
because deposition of such coarse-grained sand sediments would have required 
relatively energetic conditions and mixing of older sediments is to be expected under 
such conditions. Any chronology throughout this very sandy interval should therefore 
be treated with caution.  
Rather than attempting to trace gradual deposition rates through the geochronology of 
Unit 4, it may be more appropriate to treat the minimum and maximum dates as the 
onset and eventual decline in sand deposition. The top of Unit 4 in core N0a returned 
two radiocarbon dates from charcoal samples of 1,920 yr BP (OZQ622) and 1,458 yr BP 
(OZQ621). Two dates were also obtained from core N2b: 5,545 yr BP (OZQ657) and 908 
yr BP (OZQ656). If all of these dates from Unit 4 are taken in combination with those 
obtained from Unit 5 in core N3a, where the oldest samples dated to 5,545 yr BP 
(OZQ657) and the youngest to 1,330 yr BP (OZQ627), we can obtain a relatively clear 
picture about the deposition of Unit 4. Sand deposition began less than 5,500 yr BP and 
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possibly closer to 3,500 BP and continued until approximately 1,000 yr BP. This timing 
aligns with that of the sand deposition in the Lake Innes LID transect, which supports 
the theory that it was a regional phenomenon. 
Overlying the sand deposits in all cores except N0a is Unit 3, a fine sediment layer that 
must have been deposited quite rapidly in contrast with the underlying sediments given 
its vertical extent. It is characterised by a very sudden drop in grain size, an increase in 
Fe activity and a number of heavy metals (Ni, Cu, Cr, Zn, etc.) as well as increased Br 
activity probably indicating input of a large quantity of organic matter. Since the 210Pb 
chronology crosses into Unit 3 in core N2b close to where the geochemical changes are 
mostly diminished, the cause of the change must have ceased by approximately 1940 
AD. This timing is more recent than the closure of the timber mill that operated in the 
bay and which was active from the early nineteenth century through to its closure in 
1907 [NSW Heritage Office, 1999b]. 
Unit 2 is present in core N1b alone and exhibits a zone of high Si activity and otherwise 
unremarkable XRF activity that extends for approximately 200 mm above Unit 3. Since 
this core was not sub-sampled, physical sediment properties and dates are not available 
to provide more clues about the conditions at the time of deposition and no further 
attempt at interpretation is made. 
Unit 1, or the surface soils, all date to the last century and have therefore likely been 
deposited since the closure of the timber mill at Neranie Head. In general, all cores 
exhibit surface profiles typical of vegetated foreshores, as observed in all other cores. 
The lake-wards cores exhibit relatively high retention of organic matter, which 
stabilises in Unit 1 and Unit 2 at around 20-25% by mass, perhaps as a function of rapid 
deposition rates. Unit 1 is otherwise fairly unremarkable in characteristics. This is not 
surprising given the area supports a small population where land use is mostly 
residential and small-scale agricultural. The current direct impacts on the site are few, 
and would more likely relate to effects on Myall Lake as a whole, from which Neranie 
Bay is considerably isolated. 
7.5. SUMMARY 
The stratigraphy reported in this chapter for the three coastal lagoons (and four 
foreshore transect locations) captures at least 8,852 years of depositional history at the 
oldest limit of sub-sampled cores (Lake Innes – core B2b) and 3,396 years in the 
youngest sub-sampled core (Lake Innes – L1b). In all cores therefore, a significant 
portion of the Holocene sea-level still-stand has been captured and the stratigraphy has 
provided considerable evidence of the foreshore depositional sequences during that 
time. 
All four transects exhibit similar surface sediment characteristics including high organic 
inputs. Despite the contemporary similarities between the sites however, results 
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presented in this chapter show older deposits to be more variable. The similarity of the 
modern deposits may well relate to the impact of European settlement in all regions 
from 1830 AD onwards, since all sites have either been modified in some way 
(Wooloweyah Lagoon) or are in close proximity to development (Neranie Bay, Lake 
Innes). A likely signal of settlement effects is certainly evident in cores from both sides 
of Lake Innes: underlying the modern, organic-rich surface deposits is a coarse layer of 
varying thickness. These deposits have higher than usual organic content and low levels 
of oxidation, suggesting rapid catchment erosion and burial.  
A clear signal of European settlement is not, however, evident at Wooloweyah Lagoon 
or Neranie Bay. Although recent accretion rates are higher than historical rates at both 
locations, which might begin to suggest some settlement effects, neither physical 
sediment properties nor geochemical profiles show the sorts of sudden changes that 
might be attributable to human impacts. Down-core changes that could otherwise be 
linked to the timing of European settlement have very diffuse boundaries that, 
according to the radiocarbon dates, appear to have initiated well before settlement. 
Down-core from the European signal in the Lake Innes cores, deposits are physically 
and chemically different from those overlying, suggesting a change of sediment input or 
regime. This is Unit 4 at both locations. Average grain size in Unit 4 (100-120 µm) is 
lower than modern deposits (>200 µm) and certainly lower than the settlement impact 
layer (>300 µm). Unit 4 is also visibly oxidised, with high Fe activity compared to other 
Units. In the BT transect, these deposits continue uninterrupted to the depth limit of the 
transect (dated to 8,852 yr BP) whereas the LID transect exhibits a very diffuse 
boundary between Unit 4 and Unit 5, transitioning down-core to almost pure sand. 
Sand is also present at Neranie Bay as Unit 4, and in core N0a it forms a very diffuse 
boundary with the overlying sediments (Unit 1). Radiocarbon dates obtained from the 
Neranie sand unit and the Lakes Innes LID sand unit lend support to the idea that the 
deposits were laid down at a similar time. Although caution needs to be exercised with 
radiocarbon dates in sand, given the inherent reworking that would have taken place in 
a depositional environment of sufficiently high energy to transport the sand in the first 
place, the similarities are strong. At Neranie Bay, radiocarbon dates towards the base of 
the sand unit from three separate cores return sediment ages between 2,461 and 6,144 
yr BP. The base of the same unit from a Lake Innes core (though the base of the entire 
unit was not reached by the sampling regime) was dated between 3,396 and 3609 yr 
BP. This suggests that initiation of sand deposits may have occurred regionally during 
the early Holocene still-stand. Similarly, the dates obtained near the upper limit of the 
same deposits were 1,458, 908, and 1,330 yr BP at Neranie Bay and 1,033 yr BP at Lake 
Innes LID. 
Sand deposition at Neranie Bay is interesting because, although deposited in an 
uninterrupted interval in core N0a, it alternates with clay over the 5,000 years of 
deposition in core N3a. This suggests fluctuations in sediment sources and/or 
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depositional regime. These fluctuations are manifest in the geochemical profile, with 
trace metal peaks within intervals of darker sediment, and also as intervals of higher 
moisture content and bulk density. 
Fluctuations are also evident at Lake Wooloweyah (Unit 3 in core W2c), however these 
are of a different nature from those described above. Physical grain properties cannot 
be reported because the core was not sub-sampled, however sediment texture does not 
change dramatically throughout these fluctuations. Rather, it is the colour and the Fe 
activity that changes throughout, indicating sediments of similar provenance laid down 
in a relatively constant regime but with alternating oxidising and anoxic conditions. This 
could be attributed to large-scale fluctuations in the lagoon water-level. 
Down-core age reversals are present within several cores that appear, at first, to 
undermine the integrity of the geochronologies. Taken in the context of the above 
stratigraphic interpretation, however, several of these age reversals may be entirely 
legitimate and represent higher-than-usual energy regimes causing excessive 
catchment erosion (as in Lake Innes, core B2b) or sediment reworking (as in Neranie 
Bay, core N0a). 
Keeping within the boundaries of each Unit, average accretion rates have undoubtedly 
increased over time. They are consistently slower in older deposits (0.008-0.1 mm/yr) 
in contrast to modern deposits (0.88-5.5mm/yr). Accretion rates, however, do not 
account for down-core increases in bulk density and decreases in organic content. Both 
need to be taken into consideration in order to evaluate the sediment input at the time 
of deposition. 
This high-level overview of the cross-shore development of three NSW coastal lagoons 
has served two purposes. Firstly, the approximate timing of major changes in sediment 
type, provenance or rate has been established and provides a theoretical framework for 
further interpretation by allowing estimation of drivers of change, such as changing 
energy regimes, sediment provenance or human impacts. Secondly, the stratigraphic 
boundaries between depositional units provide vertical limits within which to 
extrapolate the results of any analysis. Both are fundamental to the analysis of factors 
affecting shoreline building in NSW coastal lagoons in Chapter 8. 
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8. FACTORS AFFECTING SHORELINE BUILDING IN NSW 
COASTAL LAGOONS 
The stratigraphic framework established in Chapter 7 provided limits within which 
analysis of different influential variables could be performed. Given the availability of 
isotopic dates, deposition rates were established and analysed in terms of spatial 
variation, hydroperiod, organic content, grain size, bulk density and moisture content. 
Mass accumulation rates were obtained from the six sub-sampled cores through a 
combination of short-term (up to100 years), medium resolution and long-term (up to 
8,000 years), low resolution isotopic dating techniques. Over the short-term, 
accumulation rates displayed increasing, decreasing and steady trends (§8.1). In the few 
years preceding the date of core sampling mass accumulation was, in all cases, higher 
than the longer term trend. Once mass accumulation was separated into mineral and 
organic mass components (§8.2), this appears related to high organic inputs at the 
surface and subsequent decomposition over time. The potential use of XRF data to 
predict organic content from cores that had not been sub-sampled was explored, but 
found to be unsatisfactory without some level of calibration. The approach shows 
potential, however, to decrease sampling effort in manual measurements of organic 
content where XRF data is available. Over the longer term, mass accumulation rates 
fluctuated by an order of magnitude or more between depositional units but could 
rarely be resolved at a resolution higher than this.  
Potential drivers of variation in accumulation rates were investigated; hydroperiod (or 
distance from source, since the two were intractable in this study) was found to play a 
role over the short-term (§8.3). When the focus was turned from mass accumulation to 
vertical accretion in order to explore the ultimate drivers of elevation change, organic 
content of soil was found to be important, as was the amount of decomposition (§8.4).  
8.1. DEPOSITION RATES 
Two methods of calculating mass accumulation rates are recommended by Appleby 
[2001]. The first relies on values for the 210Pb inventory and the unsupported 210Pb at a 
given depth, effectively providing an “instantaneous” rate, whereas the second involves 
simple subtraction of the cumulative mass and modelled ages at successive depths, 
providing a rate between each depth and its overlying depth. Both methods were 
calculated and found to be in very close agreement (r2=0.988). The only obvious 
differences were that the former method accentuated peaks and troughs somewhat in 
comparison to the latter. Given the coarse resolution of sample sizes used to determine 
the chronology (10 mm) it was thought to be more appropriate to use the mass/age 
method and express rates over the depth or time range from which they were 
calculated. 
Chapter 8 – Factors Affecting Shoreline Building in NSW Coastal Lagoons 
Page 262 of 349 
8.1.1. Wooloweyah Lagoon 
Recent sedimentation rates established from the 210Pb chronology suggest that the 
upper 200 mm of core W1b were deposited over 37 years (Figure 8.1). The average rate 
of supply over this range (0.401 g/cm2/yr) could feasibly be extrapolated because, aside 
from a departure from the trend between 1930 and 1980, the trend over time is 
remarkably stable throughout the period. At this rate, a total of 70.977 g/cm2 of 
sediment may have been deposited since European settlement in approximately 1840. 
This cumulative mass is beyond the range of the core length extracted, but is also 
probably an overestimate because the colour change from bright orange at the base of 
the core to black at the top reflects a gradual transition, so early settlement deposition 
rates were probably much slower than the 0.401 g/cm2/yr average. 
Over the period to which 210Pb analysis could be applied, mass accumulation rates show 
a steady decreasing trend from 0.503 g/cm2/yr around 1976 AD to a minimum of 
0.253 g/cm2/yr, except for the last 3-4 years and a brief interruption of the downwards 
trend at approximately 1996 AD. The entire period post-dates the levee and radial 
drainage system construction.  The decreased flood frequency and shorter floodwater 
residence time may explain this decrease in mass accumulation rates over time. Figure 
8.2 shows that the decreasing down-core trend in organic content, moisture content and 
Br is interrupted between 100 and 150 mm depth (~1950-1970).  
Fifteen separate radiocarbon dates were obtained from core W1b. Eleven of these were 
distributed throughout the central interval of the core (Unit 2, 150-423 mm), two very 
close to the lower boundary of Unit 2 and another two below the boundary within Unit 
4. The two deepest samples (OZQ276 and OZQ536 at 440 mm) were prepared for dating 
separately, several months apart (minimising the chance of contamination effects), and 
yet are in close agreement. Their weighted averages are 6,487 and 6,163 yr BP, 
respectively, and their 95.4% confidence limits overlap. At this depth the cumulative 
dry mass is 54.1g/cm2. The two dates indicate a much slower long-term mass 
accumulation rate than is exhibited by more recent deposits: between 0.008 and 0.009 
g/cm2/yr over the Holocene sea level high-stand in comparison with an average of 
0.1403 g/cm2/yr average over the last century. In actual fact the early Holocene 
accumulation rate is probably much less because at least the upper 200 mm of core 
W1b sediments were deposited at the higher rate. 
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Figure 8.1 Mass accumulation rates for surface sediments of core W1b since the time of analysis 
(2013) calculated using 210Pb CRS model dates and the mid-point of each sub-sampled depth 
range. All data used in calculation are in Table 6.6 
The second deepest pair of samples (OZQ275 and OZQ535 at 410 mm), again prepared 
separately for radiocarbon dating, provide less satisfactory agreement. Their respective 
weighted averages are 2,895 and 4,644 yr BP. Although there is probably too much 
uncertainty attached to this wide range to rely on it for a chronology, if the true age of 
the sediment is anywhere in this range, the mass accumulation rate from the deepest 
dates to these dates is between 0.001 and 0.002 g/cm2/yr. This slow rate is at least two 
orders of magnitude short of explaining deposition of all sediment overlying it and, had 
it persisted, the upper 340 mm of sediment, or possibly as much as 380 mm, could not 
have accumulated. A radiocarbon date from 390 mm depth (OZQ534) aligns with a 
0.001 g/cm2/yr rate and another at 370 mm depth (OZQ274) fits the trend of 
0.002 g/cm2/yr. The exact chronology may not be reliable, but the slow rate of sediment 
accumulation is probably real. 
The remaining nine radiocarbon dates (OZQ269-273 and OZQ530-533) lie between 750 
and 2,000 yr BP, but not with any consistent trend. Between 220 and 320 mm depth 
there are at least three age reversals in the radiocarbon chronology. Since Holocene 
rates of accumulation cannot account for the total accumulated sediment mass, it is 
hypothesised here that Unit 2 began to be deposited with the onset of European 
settlement and that accumulation rates increased by several orders of magnitude. This 
would explain the radiocarbon dates – all probably pre-date their time of deposition as 
they represent older sediments being progressively washed from the catchment to the 
lake foreshore, mixed in with autochthonous organic matter generated at the time of 
deposition. The XRF data and optical scan from core W1b (Figure 8.2) suggest that the 
increase in rates was probably gradual. The strongest support for this comes from the 
colouring of the core – Unit 4 is a distinct orange colour, probably because slow 
accumulation rates afforded strong oxidation. The orange colour is lost gradually rather 
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than suddenly up-core so, for some time, accumulation rates were slow enough to allow 
some level of oxidation.  
 
Figure 8.2 Sediment accumulation rates throughout core W1b. Age reversals from radiocarbon 
dates are identified with an “x”. Radiocarbon dates contributing to calculation of deposition rates 
are shown in years before present (BP) while key dates from the 210Pb chronology are in calendar 
years (AD). See Figure 8.1 for all dates and associated deposition rates from the 210Pb chronology. 
Key XRF data and physical sediment properties provided for reference. 
If the boundary between Units 2 and 4 in the Wooloweyah Lagoon transect can be taken 
to indicate the onset of European settlement in the area (1840 AD) then average mass 
accumulation rates up to the base of the 210Pb chronology were approximately 
0.188 g/cm2/yr. 
8.1.2. Lake Innes (LID transect) 
The 210Pb chronology established for core L1b shows an increasing trend in mass 
accumulation rates over the last century, from 0.020 g/cm2/yr at the end of the 
nineteenth century to 0.059 g/cm2/yr in more recent times (Figure 8.3). On average, 
recent rates of sediment accumulation are thus approximately 0.034 g/cm2/yr. Based 
on the deepest radiocarbon date (OZP943) the average rate over which the entire 
length of the core was deposited is 0.012 g/cm2/yr. The long-term rate is close to 
modern rates, but this fact is misleading because both the radiocarbon dates obtained 
for the core and the stratigraphic interpretation for the entire transect support variable 
rates of sediment accumulation throughout its length, as explored below. 
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Figure 8.3 Mass accumulation rates for surface sediments of core L1b since the time of analysis 
calculated using 210Pb CRS model dates and the mid-point of each sub-sampled depth range. All 
data used in calculation are in Table 6.14. 
Two radiocarbon dates obtained from the basal unit of W1b (OZP 943 and OZP942) 
overlap for the vast majority of their 95.4% probability ranges, with weighted average 
dates of 3,396 and 3,609 yr BP, respectively. The Unit consists of very coarse sand 
which is typically deposited in high energy environments, such as would occur if Lake 
Innes had been exposed to wave energy during the barrier-building phase of the SE 
Australian coast line, and is therefore likely to be regularly mixed as it accumulates. The 
accumulation rate for the lowest few centimetres is therefore very high (or possibly 
even instantaneous).  
The next shallowest radiocarbon date, at the top of the sand unit (OZP941) is located in 
the transition zone for the overlying unit where sand content is already very low. Here 
some sand is still present but in finer fractions, and the date suggests a very slow 
deposition rate following the sand accumulation, on the order of 0.001 g/cm2/yr. There 
is great uncertainty attached to this rate, since it is possible the sand deposits are older 
than their time of deposition. Due to the lack of dates underlying the sand unit, any 
calculations involving those sediments would be speculative at best. As the mud content 
towards the top of the unit is higher, that date (OZP941) is likely to be more 
trustworthy. Two of the dates distributed throughout the finer-grained Unit 4 (OZQ537 
and OZP939), when compared to the top of Unit 5 (OZP941), suggest an accumulation 
rate of approximately 0.010 g/cm2/yr. Chronological indicators suggest accumulation 
rates may have been slightly higher than this.  
The onset of European settlement (assumed to be 1830) is particularly obvious in core 
L1b at 225 m depth where a distinct visual and geochemical change is accompanied by a 
twofold increase in average grain size. By extrapolating accumulation rates over the last 
century, the minimum depth corresponding to this anthropogenic change is 115 mm, 
but there is reason to believe that early rates of deposition following settlement were 
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quite rapid. The assumption that the 225 mm horizon relates to settlement and land use 
change is consistent with the fact that all samples submitted for radiocarbon dating 
above it were returned as “modern”, i.e. within the last 200 or so years. If this horizon 
dates to approximately 1830 AD, then the long-term average accumulation rate for the 
whole of Unit 4 was much slower than in recent times; on the order of 0.024 g/cm2/yr. 
The level of oxidation (evident through the orange colouring of the sediment and the 
high Fe activity) supports a slow accumulation rate. 
 
Figure 8.4 Sediment accumulation rates throughout core L1b. Age reversals from radiocarbon 
dates are identified with an “x”. Radiocarbon dates contributing to calculation of deposition rates 
are shown in years before present (BP) while key dates from the 210Pb chronology are in calendar 
years (AD). See Figure 8.3 for all dates and associated deposition rates from the 210Pb chronology. 
Key XRF data and physical sediment properties provided for reference. 
The arrival of European settlers drastically changed the accumulation rate. Although the 
average post-settlement accumulation rate is 0.093 g/cm2/yr, if the upper 70 mm for 
which the 210Pb chronology was obtained is excluded from these calculations, then 
accumulation rates between 1820 AD and 1916 AD (the oldest date from the 210Pb 
chronology) were closer to 0.160 g/cm2/yr. This is more than double the average over 
the last century. Judging from the average grain size profile, the higher sediment 
accumulation rate would have been focussed around Unit 3 whose upper boundary lies 
at 150 mm, well short of the 210Pb chronology limits, so they may have been higher still 
over that period. More specific timing within this range is not available but is estimated 
to have occurred from 1820 to 1880 AD (at the latest) with slower accumulation rates 
persisting thereafter. 
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8.1.3. Lake Innes (BT transect) 
The 210Pb chronology covers the past 107 years of deposition and exhibits a trend of 
increasing mass accumulation rates over time from 0.028 g/cm2/yr around 1928 AD, to 
the current rate of 0.088 g/cm2/yr (Figure 8.5). The average over the period is 
approximately 0.041 g/cm2/yr, which is similar to rates calculated for core L1b in the 
Lake Innes LID transect (§8.1.2). The deepest radiocarbon date obtained (OZP938) 
makes for an average accumulation rate over the remaining length of the core 
(excluding the portion covered by the 210Pb chronology) of 0.004 g/cm2/yr over 
approximately 8,700 years. The majority of the radiocarbon dates obtained do not 
suggest any major deviations from this average rate over time other than a likely 
gradual increase towards the upper portion of the deposition unit; at least 
0.006 g/cm2/yr between the two radiocarbon dates at 250 mm depth (OZP651 and OZP 
935) and the shallowest radiocarbon date (OZQ649) and 0.008 g/cm2/yr between the 
latter and the lower limit of the 210Pb chronology. The two radiocarbon dates obtained 
from 210 mm depth (OZQ650 and OZP934) represent an age reversal that cannot be 
ignored, since the two samples were prepared separately (reducing the chance of 
contamination). Although they differ in age by 2,000 years, both are substantially older 
than the overlying and underlying sediments. There is little in the geochemistry that 
might indicate a change in the nature or provenance of the sediments, however a near-
doubling of grain size points to a large catchment in-wash event or change in climatic 
conditions to a higher rainfall regime. Such a change would be consistent with the age 
reversal as older sediments would have been washed into the lake. 
 
Figure 8.5 Mass accumulation rates for surface sediments of core B2b since the time of analysis 
calculated using 210Pb CRS model dates and the mid-point of each sub-sampled depth range. All 
data used in calculation are in Table 6.22. 
Since the timing of European settlement falls outside the range of the 210Pb chronology 
and is more recent than the shallowest 14C date obtained, the associated deposits cannot 
be identified with certainty. At the very least, the change occurs somewhere between 
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100 and 150 mm depth. A substantial peak in magnetic susceptibility occurs from 100-
180 mm depth, and a drop in moisture content is accompanied by a rise in bulk density 
between 100 and 150 mm depth (Figure 8.6). The first changes in colouring are visible 
from 115 mm depth. The combination of these features does not create a particularly 
coherent picture. 
 
Figure 8.6 Sediment accumulation rates throughout core B2b. Age reversals from radiocarbon 
dates are identified with an “x”. Radiocarbon dates contributing to calculation of deposition rates 
are shown in years before present (BP) while key dates from the 210Pb chronology are in calendar 
years (AD). See Figure 8.5 for all dates and associated deposition rates from the 210Pb chronology. 
Key XRF data and physical sediment properties provided for reference. 
Clues for the location of a soil horizon relating to European settlement are less obvious 
here compared to the geochemical, visual and physical signals in the Lake Innes LID 
transect (§8.1.2). The findings from the LID transect suggests it may be appropriate to 
attribute the change in colour from orange to black/brown at 85 mm depth, where the 
depositional boundary line is drawn, to a sudden increase in accumulation rates 
preventing further soil oxidation. The problem with this is that, according to the 210Pb 
chronology, the horizon dates to 1929 AD ± 4, approximately a century after free 
settling was permitted in the area and the construction of the nearby Innes estate. It 
appears that settlement impacts were less extreme at the site of this transect and 
occurred more gradually than at the LID transect. The eastern foreshore of the lake is 
certainly less developed now and may well have been that way in early settlement 
times. It was home to the vast estate of General Innes and doesn’t appear to have been 
settled in any other way, so impacts would have been limited solely to that property. 
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The less pronounced settlement impacts in comparison to the western lake foreshore 
probably indicate that most sediment is being supplied from landwards rather than via 
suspended sediments in the lake water. Were the reverse true, much greater similarity 
would be expected since both transects were at very similar elevations and would both 
be subject to similar quantities of suspended sediment when inundated. The most that 
can realistically be said is that mass accumulation rates increased gradually throughout 
the Holocene and are currently approximately an order of magnitude greater than prior 
to European settlement. 
8.1.4. Neranie Bay 
The 210Pb chronology for core N0a covers 94 years and shows a gradual increase in 
deposition rates from 0.061 g/cm2/yr around 1919 AD to 0.145 g/cm2/yr in recent 
times (Figure 8.7). The average over the period is 0.089 g/cm2/yr. The deepest 
radiocarbon date obtained (OZQ626) suggests a long-term average accumulation rate 
for the full length of core N0a of 0.033 g/cm2/yr but the transect stratigraphy 
determined in Section 7.4 means accumulation rates were probably not steady over the 
7,200 years of deposition.  
 
Figure 8.7 Mass accumulation rates for surface sediments of core N0a since the time of analysis, 
calculated using 210Pb CRS model dates and the mid-point of each sub-sampled depth range. All 
data used in calculation are in Table 6.30. 
The aforementioned deepest radiocarbon date plus the next two deepest (OZQ625 and 
OZQ654), all three of which are spaced throughout Unit 6, provide early Holocene mass 
accumulation rates from 0.012 to 0.021 g/cm2/yr. A radiocarbon date towards the top 
of the overlying Unit 4 (OZQ622) gives an accumulation rate throughout the sandy unit 
of 0.252 g/cm2/yr, an order of magnitude higher than the rates preceding it. The two 
dates in the middle of Unit 4 (OZQ652 and OZQ529) have been deliberately excluded 
from rate calculations as they represent an age reversal. The confidence limits of the 
two overlap considerably, despite the fact that the samples were prepared for dating at 
separate times. The age reversal is therefore probably real. Since the dates are at the 
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middle of the clean sand that constitutes Unit 4, there is little doubt that the sediment 
itself has been reworked prior to deposition because the larger grain size would require 
relatively high energy conditions to have even been transported to the shoreline. 
No clear soil horizon relating to European settlement of the area is discernible from the 
data available for core N0a (Figure 8.8). Further, it appears unlikely that sediment 
accumulation rates increased noticeably following settlement with respect to those of 
the last century, as accumulation from the upper limit of the 14 C chronology (OZQ621) 
to the base of the 210Pb chronology were approximately 0.020 g/cm2/yr, within the 
range of the more recent rates from the 210Pb chronology. 
 
Figure 8.8 Sediment accumulation rates throughout core N0a. Age reversals from radiocarbon 
dates are identified with an “x”. Radiocarbon dates contributing to calculation of deposition rates 
are shown in years before present (BP) while key dates from the 210Pb chronology are in calendar 
years (AD). See Figure 8.7 for all dates and associated deposition rates from the 210Pb chronology. 
Key XRF data and physical sediment properties provided for reference. 
The 210Pb chronology for core N2b covers 73 years and mass accumulation over that 
period is fairly steady, ranging from 0.089 to 0.111 g/cm2/yr, except for the last decade 
where rates have been higher (Figure 8.9). The average over the period is 0.113 
g/cm2/yr. This is comparable to the N0a average. The deepest radiocarbon date 
(OZQ657) was from the sandy sediment of Unit 4 and was based on a sample with lower 
than generally acceptable carbon mass. While this date should only be used with 
caution, a similar age was obtained for the sand unit in core N3a (see below), so the 
sediment age of 5,500 years may not be entirely unreasonable. On the other hand, the 
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sand unit in N0a was dated as much older than its context, so its age did not reflect the 
time of deposition. Assuming the timing of deposition of the sand unit in this core is 
similar to that in core N0a, a more realistic date might be 2,000 yr BP. If the true date of 
deposition lies anywhere in this range, the long-term average sediment accumulation 
rate is somewhere between 0.008 and 0.022 g/cm2/yr. Given the stratigraphic 
interpretation in Section 7.4 however, a constant rate is unlikely to apply and individual 
carbon dates throughout the core need to be called upon as well as other chronological 
markers. 
 
Figure 8.9 Mass accumulation rates for surface sediments of core N2b since the time of analysis 
calculated using 210Pb CRS model dates and the mid-point of each sub-sampled depth range. All 
data used in calculation are in Table 6.32. 
The sediment accumulation rate between the aforementioned deepest radiocarbon date 
and the next (OZQ656) at the top of Unit 5, based on the reasoning above, should fall in 
the range of 0.003-0.011 g/cm2/yr. It is most likely that the rate is closer to the upper 
limit of this range if the depositional regime reflects that of core N0a. Thereafter, 
accumulation rates are difficult to quantify. The deepest radiocarbon date in Unit 3 
(OZQ628) gives a slight age reversal, but the date was obtained from a charcoal sample 
and is therefore guaranteed to be older than its time of deposition. It is therefore not 
particularly useful for calculating mass accumulation rates. Above this, towards the 
upper limit of Unit 3, two radiocarbon dates (OZQ655 and OZQ627) were prepared from 
pollen and sediment samples, respectively, and differ in age by almost 600 years. The 
younger of the two (the pollen sample) is almost exactly the same age as the much 
deeper pollen sample (OZQ655) and in an outlier analysis involving just the two 
samples from the same depth is more likely to be an outlier than the corresponding 
sediment sample (88% versus 17%), so should not be used. Relying solely on the 
sediment sample then, the accumulation rate from the top of Unit 4 to near the top of 
Unit 3 is 0.033 g/cm2/yr and from there to the limit of the 210pb chronology is 0.019 
g/cm2/yr. The uncertainty surrounding these deposition rates is high, but if even one of 
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the radiocarbon dates is correct then deposition rates over the past century have been 
higher than any time over the last several thousand years by anywhere between a factor 
of two and an order of magnitude. 
 
Figure 8.10 Sediment accumulation rates throughout core N2b. Age reversals from radiocarbon 
dates are identified with an “x”. Radiocarbon dates contributing to calculation of deposition rates 
are shown in years before present (BP) while key dates from the 210Pb chronology are in calendar 
years (AD). See Figure 8.9 for all dates and associated deposition rates from the 210Pb chronology. 
Key XRF data and physical sediment properties provided for reference. 
Working against the radiocarbon chronology are the potential signals of European 
settlement in the XRF data. Under relatively constant deposition rates it is usual to see a 
monotonic down-core decline in the scattering ratio and Br activity. Core N2b, however, 
shows an extensive interval of higher than usual values throughout Unit 3. Whilst it 
cannot be verified, it is possible that the surge in these values is related to land clearing 
and catchment erosion associated with earlier settlement, particularly the cedar-getting 
operations that were prolific throughout the area in the mid- to late-nineteenth century. 
Under this scenario, it is conceivable that all radiocarbon dates in Unit 3 are older than 
their time of deposition due to in-wash of older material from the catchment to the lake. 
Extrapolating current accumulation rates to the approximate timing of free settlement 
places the corresponding soil horizon at 230 mm depth, but in reality this depth might 
be the shallowest limit of possible depths for the horizon, because early settlement 
accumulation rates would probably have been higher than present. If the geochemical 
markers are being interpreted correctly and the depositional boundary at 290 mm 
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relates to settlement, the deposition rate from there to the base of the 210Pb chronology 
would be 0.168 g/cm2/yr. Under this scenario, deposition rates in the time between the 
sand unit deposition and European settlement would have been exceedingly slow. Given 
the lack of means for validation of the two scenarios described above, deposition rates 
beyond the reach of the 210Pb chronology cannot be used for further analysis. 
For core N3a, the 210Pb chronology covers the past 104 years and shows a pattern of 
increasing mass accumulation rates over time, from 0.041 g/cm2/yr around 1910 AD to 
the current rate of 0.156 g/cm2/yr (Figure 8.11). The average over the period is 0.068 
g/cm2/yr, again in the range of the other two cores from the Neranie Bay transect. Four 
radiocarbon dates were distributed throughout Unit 5 (the lower half of the core), 
however deposition rates obtained from between these dates are unlikely to reflect 
reality given the fluctuating nature of the deposits making up the unit: periods of sand 
deposition, which can probably be assumed to have been deposited fairly rapidly, 
alternate with periods of mud deposition which would have proceeded more slowly.  
 
Figure 8.11 Mass accumulation rates for surface sediments of core N3a since the time of analysis 
calculated using 210Pb CRS model dates and the mid-point of each sub-sampled depth range. All 
data used in calculation are in Table 6.34. 
The average accumulation rate over the fluctuating sandy/muddy Unit 5 can be taken as 
0.010 g/cm2/yr based on the deepest and shallowest radiocarbon dates (OZQ661 and 
OZQ658, respectively), but the interspersed periods of mud deposition probably 
accumulated at slower rates on the order of 0.003 g/cm2/yr based on the two deepest 
radiocarbon dates (OZQ661 and OZQ660). Thereafter, the accumulation rate from the 
shallowest radiocarbon date (OZQ658) to the base of the 210Pb chronology is 
0.011 g/cm2/yr. Extrapolation of current average accumulation rates would place the 
European settlement horizon at approximately 250 mm depth, but in reality it would be 
deeper than this due to rapid sediment accumulation during early clearing activities 
[Gale and Haworth, 2005]. As with core N2b, signs of European settlement are evident 
in the XRF data and suggest rapid sediment inputs from 250-350 mm depth. Impacts at 
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this depth should nearly coincide with the shallowest radiocarbon date (OZQ658) but 
the pollen sample returned an age of 1,330 years BP. This would generate an 
accumulation rate of 0.011 g/cm2/yr for the portion of Unit 3 below the 210Pb 
chronology. Occurrence of a settlement horizon within this range can only be reconciled 
with this if high accumulation associated with land clearing was followed by greatly 
reduced rates, followed once more by higher rates of the past century. This scenario is 
schematised in Figure 8.12. Again, this cannot be satisfactorily validated because all 
radiocarbon dates lie below this interval and all 210Pb dates lie above it. 
 
Figure 8.12 Sediment accumulation rates throughout core N3a. Age reversals from radiocarbon 
dates are identified with an “x”. Radiocarbon dates contributing to calculation of deposition rates 
are shown in years before present (BP) while key dates from the 210Pb chronology are in calendar 
years (AD). See Figure 8.11 for all dates and associated deposition rates from the 210Pb 
chronology. Key XRF data and physical sediment properties provided for reference. 
8.2. THE ROLE OF VEGETATION 
Vegetation contributes to sediment deposition rates both directly, as a source of above- 
and below-ground biomass, and indirectly, by enhancing rates of allochthonous organic 
and mineral sediment deposition (Chapter 4). These relationships have largely been 
established through real-time field measurements and, since they have repeatedly been 
shown to hold true, the parameterisation of vegetation effects in predictive models has 
been commonplace. Considerable variability surrounds the strength of vegetation 
effects, however, so the application of a model to a given site would require parameter 
calibration. Unfortunately, most of the existing parameterisation of vegetation relies on 
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physical measurements of productivity, leaf mortality, stem density, current velocities 
and decomposition rates. Far less time consuming would be the establishment of 
empirical relationships between vegetation cover and deposition rates. It may be 
possible to establish these from the geological record, and the feasibility of such an 
approach is explored in this section. 
The direct contribution of organic matter to wetland soils is not difficult to measure. In 
fact, loss-on-ignition data provide a close approximation of the proportion of soil 
comprised of organic matter and therefore its ultimate contribution to elevation change. 
Methods not employed in this study such as carbon isotope analysis can reveal 
information about the provenance of that organic matter. Challenges are introduced, 
however, when the retained organic content of soils is to be linked with organic inputs 
at the time of deposition, and this section intends to address perhaps the biggest of 
these challenges, described below. Quantifying the link between supplied and retained 
organic matter is essential wherever elevation change and habitat change are under 
simultaneous consideration. This would be the case in wetland conservation, because 
soil elevation and intertidal productivity are linked non-linearly; flood prevention, for 
the same reason; and blue carbon accounting schemes.  
The greatest challenge relates to the fact that only a portion of organic matter 
accumulating in wetland soils is actually retained (§4.3.2.4) and is addressed within this 
section before proceeding to further analysis of organic contributions. The proportion 
retained is affected by the type of organic matter, temperature, hydroperiod and 
salinity, through their control over decomposition rates. Only detailed field and 
laboratory measurements can provide answers about the relative impact of each of 
these factors, but such process-based research would be most effective if supplemented 
by long-term data providing information about cumulative residuals, such as that 
preserved in the stratigraphy. Without a larger scale understanding there is no way to 
know whether short term measurements can be extrapolated over the longer term, or 
whether significant drivers or processes are being correctly identified. The geological 
record also represents a potential time saving measure because, if the information 
gleaned from stratigraphic studies can be correlated with shorter term measurements, a 
carefully designed core sampling regime might reduce the need for, or eliminate, 
resource-intensive and costly data collection and ongoing field campaigns. 
Within the stratigraphic framework already established, this section seeks to establish 
to what extent organic matter can be accounted for in the geological record (§8.2.1), 
attempts to estimate the direct contribution of organic matter to elevation change 
through analysis of organic matter lost in decomposition (§8.2.2) and quantify the role 
of vegetation in overall sedimentation rates (§8.2.3). The possibility of reducing sub-
sampling effort by predicting organic content from the XRF scattering ratio is also 
explored (§8.2.4). 
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8.2.1. Accounting for organic matter decomposition 
Organic matter is generally classified into labile and refractory tissue, where the former 
is broken down relatively quickly and the latter exhibits much slower decomposition 
rates. It follows that the labile component of organic inputs to wetland soils are largely 
lost through decomposition, and refractory tissue makes up most (if not all) of the 
organic matter that is ultimately retained in soils. Down-core profiles of organic content 
should exhibit a sharp decrease in organic content near the surface as the labile fraction 
is lost followed by a very slow decrease throughout the remainder of the core. Down-
core variations in organic content would also be expected to result from changes to the 
amount or nature of organic matter input at the time of deposition, or changes to 
environmental conditions that might affect decomposition rates (temperature, salinity, 
hydroperiod and oxygenation). Both types of down-core variation are evident within 
the cores samples used in this research. Those associated with changing inputs or 
conditions tend to occur at or near depositional boundaries (Chapter 7). Those 
associated with decomposition, which can only be said to be the case within the 
boundaries of depositional units, are also evident in all six cores. Without exception the 
sharp decline in organic content relating to labile tissue decomposition is manifest in 
the upper few centimetres of each core. Refractory decomposition is also evident but 
frequently crosses depositional boundaries, prohibiting the isolation of decomposition 
from changing inputs or conditions. 
In this study, isotopic dates, XRF data and a range of physical sediment properties 
provide clues about deposition rates in recent decades. The availability of these data 
means that labile decomposition, where it is not interrupted by depositional 
boundaries, can be calculated and analysed in terms of some of its potential drivers. The 
six cores that were sub-sampled in this study, and for which organic content data is thus 
available, exhibit rapid decreases in organic content in the upper few centimetres. 
Recent organic inputs at the surface, expressed in terms of percent loss-on-ignition in 
the top 10 mm sample from each core, range from 13% to 88% of sediment mass. In all 
six cores, the interval of rapid decrease in organic content is followed by an interval of 
relative stability, and the depth at which this occurs varies from 30-40 mm to 200-
210 mm. The organic content remaining at that depth ranges from 2% to over 30% and 
the time since deposition of the “stabilised” organic matter ranges from 20 to 320 years. 
The overall reduction in organic matter, however, is somewhat less variable, ranging 
from 14% to 44%. The values summarised above are present in Table 8.1. Also listed in 
the table (last data column) are the average rates of organic content loss for each of the 
six cores, expressed as the proportion of the surface organic content lost per year 
between the surface and the stabilisation depth. Both the proportion lost and the rate at 
which it is lost provide an opportunity to investigate the effects of the various sediment 
properties measured in this study. Worth noting is that the sample size used in this 
study (six cores) is small and may not cover a sufficiently variable range of conditions to 
draw conclusions about drivers of organic matter decomposition, but the existence of 
trends may help direct future research. 
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Table 8.1 Down-core changes in organic content assumed to relate to decomposition. 
Core 
ID 
Surface 
organic 
content 
(% mass) 
“Stable” 
organic 
content 
(% mass) 
Depth at which 
“stable” 
achieved  
(mm) 
Time to 
achieve 
“stable” 
(years) 
Proportion of 
surface organic 
content retained  
(%) 
Rate of loss  
(% of surface 
content/year) 
W1b 75.00 15.24 90-100 15 20.32 5.35 
L1b 60.84 26.74 40-50 47 43.95 1.18 
B2b 80.34 11.23 100-110 130 13.98 0.66 
N0a 13.43 1.95 200-210 256 14.52 0.33 
N2b 64.88 18.51 30-40 11 28.53 6.68 
N3a 88.60 30.49 90-100 32 34.41 2.07 
 
Correlation coefficients were calculated between all measured physical attributes of 
each core and the two decomposition metrics: proportion of organic matter retained 
and the rate of loss per year. Those factors producing moderate or strong correlations 
are listed in Table 8.2. Not listed in the table are two groups of correlations: firstly, the 
very weak correlations that were obtained; and secondly, the strong correlations likely 
to be based on circular reasoning. For both decomposition metrics, the first category 
included grain size, bulk density of surface inputs, bulk density averaged over the 
stabilisation depth (both wet and dry density) and moisture content averaged over the 
stabilisation depth. These factors do not appear to relate to the amount or rate of 
organic matter decomposition. In the second category are bulk density and moisture 
content at the depth of stabilisation. For both of these, very strong correlations were 
returned but these were reasoned to be a direct consequence of decomposition, not a 
potential driver. Stabilised bulk density would logically be higher the more organic 
matter is lost, and in fact a negative relationship was found between the two (r2=0.729), 
and similarly moisture content would logically be lower the more organic matter is lost, 
as moisture content and organic matter tend to be closely associated (e.g. Figure 6.21) 
The first organic content metric measured against potential drivers (Table 8.2) was the 
proportion of organic matter retained within the soil profile at the stabilisation depth. 
This gave only a single strong correlation (where strong is defined as an r2 value greater 
than 0.5), and that is with the surface soil moisture content (r2=0.508). The relationship 
is a negative one, so the higher the moisture content, the less organic matter is retained 
(and the more is lost).  Surface moisture content would be affected by weather 
conditions over very short time periods, but over the longer term may also reflect 
hydroperiod. The effect on organic matter decomposition is presumably via bacterial 
productivity, but the trend is the inverse of what would be expected for aerobic 
decomposition. Increasing moisture content implies decreasing availability of oxygen – 
if there is a threshold at which oxygen availability becomes prohibitive, it is not reached 
in the sediments sampled. Alternatively, anaerobic decomposition may take place in 
these depositional environments, although this seems unlikely given all sub-sampled 
cores except one were above the already high water levels at the time of extraction. 
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Table 8.2 Correlation coefficients for down-core changes in organic matter and other factors. 
Metric Surface 
moisture 
content 
Vertical 
accretion 
rate 
Mass 
accumulation 
rate 
Organic 
accumulation 
rate 
Inorganic 
accumulation 
rate 
Proportion of organic matter retained  
(% surface value) 
-0.508 0.001 0.032 0.007 0.077 
Rate of organic matter loss  
(% surface value/yr) 
-0.045 0.616 0.611 0.709 0.526 
 
The second metric measured for organic matter loss (Table 8.2) was the rate at which it 
was lost over time (expressed as the average over the stabilisation depth and as a 
proportion of the surface content value). The rate correlates most strongly with vertical 
accretion in a positive relationship – faster vertical accretion is associated with faster 
organic matter loss (r2=0.616). The positive relationship (Figure 8.13) is somewhat 
counter-intuitive, since burial of organic matter might be assumed to reduce its aeration 
and thereby the aerobic bacterial activity. The rate of sediment mass accumulation (as 
opposed to accretion) is at a similar level of agreement with the rate of organic matter 
loss, meaning the actual quantity of sediment overlying a given depth is equally as 
important as the vertical distance to the surface.  
The organic component of mass accumulation produces an enhanced correlation 
compared with that of total mass accumulation (r2=0.709), suggesting that the presence 
of organic matter, perhaps through its ability to provide structure and reduce density, 
improves conditions for microbial decomposition. The lack of correlation with bulk 
density, however, reduces the plausibility of this explanation. The possibility that the 
correlation is an artefact of the decomposition process, like the second category of 
excluded correlations described above, can also be ruled out by the fact that the 
decomposition rate shows no relationship with the surface organic content value and 
that the correlation with the strictly mineral component of mass accumulation rates 
remains quite high (r2=0.526).  
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Figure 8.13 Relationship between rate of organic matter loss and rate of vertical accretion 
The reason for the relationship is not apparent, and this dataset could just as feasibly 
represent a narrow range of environmental conditions that are the exception to the rule 
for any number of reasons. Attempts to explain the correlation between burial rate and 
decomposition rate would be purely speculative based on this relatively small sample 
set, but it certainly indicates the need for further investigations of this kind with vastly 
increased sample sizes. The question posed by this problem is crucial not just to 
determine the role of organic matter in maintaining wetland and elevation (and, for that 
matter, the very survival of wetlands), but also for the success of potential wetland-
based blue carbon accounting schemes. This study is not unique in the finding, however. 
Morris and Bradley [1999] also observed higher rates of decomposition in association 
with higher overall productivity. One explanation offered was an increase in the 
proportion of labile organic matter in highly productive environments. 
8.2.2. Organic matter contribution to mass accumulation rates 
The mass accumulation rates already reported in Section 8.1 include organic and 
inorganic sediment. In aid of further analysis, whereby the significance of organic 
matter to coastal lagoon shoreline change will be ascertained, mass accumulation rates 
are here broken down into organic and inorganic components using loss-on-ignition 
data. This step is applied to short-term accretion rates as determined from the relatively 
high resolution 210Pb chronologies but not to 14C chronologies, because the latter covers 
longer timescales characterised by relatively stable organic content and very large 
down-core changes in sediment accumulation rate. These changes tend to be associated 
with depositional boundaries and are attached to large levels of uncertainty regarding 
their timing due to the coarse resolution of the chronology. Mass accumulation rates 
over time of the two components are provided in Figure 8.14. In the figure, organic 
matter accumulation dominates at the surface of all cores except one (N0a) but then 
declines rapidly with time since deposition.  Decomposition prevents analysis of rates 
over this range. Having identified (§8.2.1) the range over which decomposition occurs, 
however, analysis may be possible outside that range. This is discussed in Section 8.2.3. 
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Figure 8.14 Mass accumulation rates over time for inorganic and organic sediment fractions. 
Approximate timing of organic matter stabilisation indicated by hollow symbols where 210Pb 
profile permits. 
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Figure 8.14 (continued from previous page) 
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The relative importance of organic matter evidently varies considerably throughout the 
cores, irrespective of surface values. In some cases it represents an almost negligible 
proportion of accumulated mass (cores W1b and N0a) and in others the organic 
accumulation rate almost achieves parity with the mineral rate (N3a). These results 
show that, when looking at elevation change in wetlands, determining the significance 
of the organic contribution to the sediment budget is crucial. From the range of values 
reported here, ignoring organic matter entirely could mean underestimating overall 
accumulation rates by as much as 50%, whereas assuming a default organic 
contribution might result in gross overestimation of sediment accumulation, depending 
on organic inputs and drivers of decomposition (§8.2.1). Turning to the geological 
record to determine this contribution is not only more time-effective than field 
measurements of productivity and detritus accumulation, it is also the only method that 
captures the loss of organic matter through decomposition and thus reveals its ultimate 
contribution to soil mass. In truth, the question of elevation involves more than simply 
sediment mass, as density and structure also play a crucial role. Accretion rates (i.e. 
elevation change over time), as opposed to accumulation rates, are the subject of 
Section 8.4. 
Finally, despite the fact that organic content accounts for less than 15% of sediment 
mass below 20 cm in all sub-sampled cores in this study, the actual organic mass 
throughout each core can often remain close to surface values (Figure 8.15). It is in fact 
increases in inorganic mass that contribute to overall down-core bulk density increases. 
Depths where organic mass is low tend to align with depositional units that may simply 
have had lower organic input at the time of deposition. 
      
Figure 8.15 Down-core profiles of organic mass per cm2. Vertical axis is depth (mm), horizontal 
axis is organic bulk density (total soil dry bulk density multiplied by organic content). The distinct 
peaks in the middle of cores B2b and N0a relate to pieces of wood from the soil samples being 
included in the LOI sample. 
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8.2.3. The role of vegetation in rates of inorganic mass accumulation 
The sediment age corresponding to the stabilisation depth (Table 8.1 and hollow 
symbols in Figure 8.14) permits the division of each of the graphs in Figure 8.14 into a 
portion affected by decomposition, to the left of the relevant age, and a portion not 
affected by decomposition, to the right. In two instances (cores B2b and N0a) the 210Pb 
chronology does not extend past (or even to) the limit of decomposition, and these 
cores must be excluded from the discussion that follows. For the remaining four, 
variations in accumulation rates over time on the right hand side of each graph can be 
discussed and are assumed to represent trends in organic and inorganic inputs to soil 
rather than changes resulting from sub-soil processes such as decomposition.  
For core W1b, inorganic matter accumulation rates between 40 BP and 15 BP 
(corresponding to the stabilisation depth) exhibit a steep decrease over time, while 
organic accumulation rates remain steady. The decline can be explained by the 
construction of the levee and radial drainage system throughout the floodplain in the 
1970s, which would have greatly reduced sediment-laden flood waters reaching the 
site. The fact that the rate continues to decline right up to the present day suggests that 
there are probably other, additional factors at play, perhaps relating to land use. Either 
way, the same decline is not seen in organic matter accumulation, suggesting the two 
are somewhat decoupled and that organic matter sources are mostly autochthonous. 
Were this not the case, organic accumulation rates would be expected to change in 
harmony with inorganic matter accumulation rates. This will become important later. 
To the author’s knowledge, the other sites (Lake Innes and Neranie Bay) have not been 
modified to anywhere near the same extent and, although anthropogenic influences in 
sedimentation rates cannot be ruled out (and would be almost unavoidable), it is 
assumed here that they have not been sufficient to affect the relationship between 
organic and inorganic sediments over the past century. 
In core L1b, organic content stabilises 47 years after deposition. From this point 
onwards, rates of inorganic and organic mass accumulation continue to decline at 
similar rates. Core N2b stabilises after only 11 years of deposition, and the portion of 
the graph to the right of this shows accumulation rates increasing for both inorganic 
and organic components. Core N3a stabilises after 32 years and, beyond this timeframe, 
rates of inorganic and organic accumulation both decline. In all cores where the 
comparison can be made, therefore, trends in the accumulation rates of inorganic and 
organic material accord. That is, wherever the 210Pb chronology extends beyond the 
stabilisation depth and the organic mass accumulation rate varies. 
There are two likely explanations for this apparent correlation. The first is that the 
organic content simply reflects the organic composition of sediment supplied, be it from 
suspended sediment in the water column or from the catchment. The second is that 
increasing vegetation productivity, which would generate higher organic matter, also 
increases the trapping efficiency of the wetland and thus raises the rate of mineral 
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accretion. This is where the ability to de-couple organic matter from inorganic becomes 
important. If the observation from core W1b holds true for the other sites, the first 
explanation can be ruled out, or at the very least seems less likely. There is, of course, no 
reason to assume that autochthonous sources of organic matter dominate at one site 
just because they do at another. It is possible that feedback between vegetation density 
and inorganic sediment accumulation rates has indeed been observed in the geological 
record here. There may be a third explanation, however: the apparent co-variance in 
three cores is simply chance and, were the sample size increased considerably, the full 
range of possibilities might be observed. 
8.2.4. Predicting organic content from XRF data 
If relying on measurements of organic content via LOI, organic content analysis is 
restricted to cores that have been sub-sampled and measured – only six out of the 15 
analysed cores, in the present study. In Chapter 5, however, it was reported that the XRF 
scanning data scattering ratio correlates highly with organic content as determined 
through LOI. Pearson correlation analysis between the scattering ratio and LOI profiles 
performed for the six sub-sampled cores yielded correlation coefficients from 0.911 to 
0.980 (Figure 5.18). Given this high correlation, the potential for predicting organic 
content from the value of the ratio ought to be explored. As far as future research is 
concerned, this would remove the need for time-consuming sub-sampling and 
measurements. Failing this, at the very least it may be possible to somewhat reduce the 
sub-sampling regime in order to calibrate the conversion from the ratio to organic 
content. 
The relationship between the scattering ratio and LOI for each of the six sub-sampled 
cores is best described by a second-order polynomial: 
𝐿 = 𝑎𝑠𝑖/𝑐
2 + 𝑏𝑠𝑖/𝑐 + 𝑐 Equation 8.1 
where L is the percentage loss on ignition, si/c is the scattering ratio and a, b, and c are 
constants. The values of the coefficients a, b, and c as well as the strength of the 
correlation between measured values and those predicted using Equation 8.1 for each 
of the six cores are provided in Table 8.3. The correlation coefficients for all cores are 
high (0.926-0.993) and statistically significant (p<0.0005). The final row in Table 8.3 
provides the coefficients and correlation for a combined dataset representing all data 
points where LOI was measured from all six cores. Despite variation in coefficient 
values between cores of an order of magnitude, the combined data set shows a strong 
(r2=0.922) and significant (p<0.0005) correlation with the relationship described by 
Equation 8.1. The original data set and the best fit second order polynomial are also 
shown in Figure 8.16 for one of the cores and for the combined data set. 
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Table 8.3 Values of coefficients a, b, and c and correlation coefficients for each individual core, and 
for the combination of all available data points. 
Core ID a b c r2 p 
W1b 1.766 -3.3146 -3.24 0.993 <0.0005 
L1b 8.732 -62.13 117.07 0.963 <0.0005 
B2b 5.6236 -32.634 59.488 0.990 <0.0005 
N0a 4.2049 -23.204 27.44 0.926 <0.0005 
N2b 3.6 -15.878 12.917 0.949 <0.0005 
N3a 6.1148 -40.82 68.35 0.978 <0.0005 
All combined 6.66 -46.747 88.019 0.922 <0.0005 
 
Although the trend holds true when applied to the combined dataset of all measured 
values from all cores, the predicted values are not particularly accurate. The difference 
between actual and predicted values is often 10, 20 or even 30 percentage points; in fact 
very few of the data points plot on the 1:1 line which represents an accurate prediction 
(Figure 8.17). Despite this, there is a clear trend where LOI values for each core are 
consistently under- or over-estimated by the equation. In other words, the values may 
not plot on the 1:1 line, but they are usually parallel to it for any given core. This would 
suggest that the general shape of the equation relating scattering ratio to LOI is 
appropriate, but that coefficient values are influenced by other factors. Possibilities 
include grain size, moisture content, surface roughness or even simply the calibration of 
the XRF scanner. 
 
Figure 8.16 XRF incoherent:coherent scattering ratio plotted against organic content as determine 
through loss on ignition, including best-fit second-order polynomial trend line (equation and 
correlation coefficient displayed). For core W1b (a) and the combined data set of all six cores (b) 
The lower limit of the polynomial equation for the combined dataset is greater than 
zero, so it performs particularly poorly when predicting LOI values from very small 
scattering ratios. In fact, LOI values below 5% would not be predicted at all. This is 
problematic given the majority of the length of each core consists of very low organic 
content. Further, the very fact that the best relationship for individual cores and for the 
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combined data set is a polynomial suggests that factors other than just organic content 
influence the value of the scattering ratio. It would appear that, below a certain 
threshold, low values of LOI can result in either a direct or inverse relationship with the 
scattering ratio. Some factor other than organic matter must determine the threshold 
where the relationship goes becomes either direct or inverse. It is beyond the scope of 
this research to investigate the relationship further, however, particularly given its 
unsatisfactory predictive power.  
 
Figure 8.17 Predicted LOI value based on Equation 8.1, using the coefficient values for the 
combined data set, plotted against measured LOI values for each of the six sub-sampled cores. 
Even if regression equations are truly unique to each core, the XRF scattering ratio may 
still provide an opportunity to minimise physical measurements of LOI required to 
produce a reasonable down-core profile for organic content, and therefore reduce core 
sub-sampling effort. This is particularly likely to be the case for higher values of organic 
matter. The second-order polynomials calculated for each of the six sub-sampled cores 
(Table 8.3) all show strong correlations (r2>0.85) and are based on a relatively high-
density sampling regime. For the scattering ratio to be of use, a similar level of 
agreement would need to be produced from a much smaller number of measured 
samples. The predictive accuracy of each of the regression equations was assessed by 
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comparing predicted LOI values with measured LOI values, and then comparing with 
similar equations derived from fewer measured LOI values. It was found that the sub-
sampling density for measured LOI could be reduced by an order of magnitude without 
a measurable reduction in reliability of the derived regression equation. In fact, 
provided a minimum of four physical measurements of LOI are available (evenly or 
strategically distributed throughout the core), the loss in predictive reliability is still 
very small. The range of sampling patterns explored and their reliability (correlations 
between measured and predicted LOI values) are provided for two example cores in 
Table 8.4. The largest observed loss in predictive accuracy was produced by a low-
density random sampling pattern in core W1b, which reduced the correlation between 
measured and predicted LOI values from r2=0.993 to r2=0.981, hardly problematic. In 
fact, reducing the sampling frequency from every 10 mm to every 20, 50 or even 
100 mm produced no reduction whatsoever in the correlation. This is good news for 
researchers interested in organic content, with access to an XRF scanner and limited 
time to manually sample at high resolution. The concept is worthy of further attention 
but will not be explored further here since the sub-sampling regime was designed and 
carried out before this analysis was performed. 
Table 8.4 Correlation of measured LOI values with values predicted from the XRF scattering ratio 
when the regression between the two is based on a range of sample sizes and patterns.  
Sub-sampling 
pattern for LOI 
measurements 
Core W1b Core L1b 
Correlation with 
measured LOI values 
Total number of 
samples from core 
Correlation with 
measured LOI values 
Total number of 
samples from core 
Every 10 mm 0.993 45 0.963 41 
Every 20 mm 0.993 23 0.963 21 
Every 50 mm 0.993 10 0.963 9 
Every 100 mm 0.992 6 0.962 5 
Core surface and 
base only 
0.993 4 0.959 4 
Down-core trends,  
low density 
0.991 5 0.961 4 
Down-core trends, 
medium density 
0.992 
 
11 0.963 9 
Statistical 
representation of 
scattering ratio: min, 
max, mean and 
mean  ±1 standard 
deviation 
0.991 
 
5 0.960 5 
Random distribution 
low density 
0.981 5 0.957 5 
Random distribution, 
medium density 
0.992 10 0.962 10 
 
Chapter 8 – Factors Affecting Shoreline Building in NSW Coastal Lagoons 
Page 288 of 349 
Despite the fact that organic content cannot be reliably predicted from the XRF 
scattering ratio without some calibration, the high correlation between the two means 
that down-core trends in the scattering ratio reflect down-core trends in organic 
content. Making use of this relationship means that analysis of down-core trends in 
organic matter content is no longer limited to sub-sampled cores, but can be extended 
to all cores for which XRF data are available. Unfortunately this fact does not benefit the 
present study because all of the analysis carried out relies on sediment bulk density 
data and geochronologies that are only available for the sub-sampled cores. Further, the 
down-core changes could only be considered in relative rather than absolute terms 
given the absence of measured LOI data with which to calibrate the trends.  
8.3. SPATIAL VARIATION IN DEPOSITION RATES 
Elevation (or hydroperiod) and distance from sediment source can play a strong role in 
determining sediment accumulation rates (Section 4.1.3). The role relates to the supply 
of suspended sediment from the water column, as well as controls over biological 
productivity and decomposition rates. In this study, three of the six sub-sampled cores 
represent a cross-shore profile and therefore provide information about variation in 
sedimentation rates with elevation and distance from source (Neranie Bay). A further 
two cores were extracted from very similar elevations on opposite sides of the same 
water body (Lake Innes) and provide a comparison of similarities and differences that 
might relate to elevation. The surface elevation and approximate hydroperiod for all six 
sub-sampled cores are provided in Table 8.5. For core W1b, hydroperiod is not known 
but since the construction of the levee and radial drainage system it is assumed that the 
elevation is flooded only during the most extreme events, if at all (§5.2.1). Hydroperiod 
for the two Lake Innes cores (L1b and B2b) is based on water level data from the Lake 
Cathie tide gauge (§5.2.2). The elevation of both cores was at the extreme upper end of 
the range of inundated elevations from that data. Hydroperiod values for the Neranie 
Bay cores (N0a, N2b and N3a) is based on water level data from the Buladelah tide 
gauge that appears to adequately represent water levels in the lake system under 
average conditions, and overestimate them during floods (§5.2.3). Comparisons 
between the two Lake Innes cores are made first below, in order to address questions of 
sediment source, before analysing cross-shore variations from Neranie Bay cores. 
Table 8.5 Surface elevation and approximate hydroperiod for six sub-sampled cores 
Core ID Elevation (AHD) Hydroperiod (proportion of time inundated) 
W1b 1850 mm <1% 
L1b 1802 mm <1% 
B2b 1770 mm <1% 
N0a 1344 mm 1.0% 
N2b 741 mm 5.8% 
N3a 409 mm 17.92% 
Chapter 8 – Factors Affecting Shoreline Building in NSW Coastal Lagoons 
Page 289 of 349 
The first noteworthy point regarding the two Lake Innes cores, one from the western 
foreshore (L1b) and one from the eastern foreshore (B2b), is the similarity between 
their respective sediment accumulation rates, both mineral and organic. Both cores 
exhibit gradual increasing trends in overall accumulation rates over the past century; 
L1b from 0.023 g/cm2/yr around 1900 AD to 0.059 g/cm2/yr in modern times (Figure 
8.3), and B2b from 0.035 g/cm2/yr  to 0.088 g/cm2/yr (Figure 8.5). This slight increase 
over time probably reflects the greater influence of undecomposed organic matter in 
recent deposits, as is evident in Figure 8.14 where organic matter constitutes the 
majority of sediment mass near the surface. The figures shows that organic mass 
accumulation rates in core L1b decrease from 0.036 g/cm2/yr near the surface to 0.005 
g/cm2/yr after a century of deposition and, in core B2b, decrease from 0.070 g/cm2/yr 
near the surface to 0.007 g/cm2/yr  over the same period. Organic matter can be 
generated in situ through vegetation productivity and detritus accumulation, or 
delivered in particulate form via the water column (or both). If the latter delivery 
method dominates, similar rates of organic mass input would be expected. The fact that 
initial organic inputs to core L1b are nearly half those of B2b does not rule out the water 
column as a source of organic matter but suggests it does not dominate supply. 
Differences in productivity at the two locations would be more likely to explain the 
variation in inputs. Irrespective of inputs, however, the difference between the 
stabilised rates of organic matter accumulation is less, with L1b rates only 28% lower 
than those at B2b. The location assumed to have the highest productivity therefore may 
also have the highest rates of decomposition.  
In terms of mineral sediment accumulation, rates over the last century display 
remarkable similarity, both in terms of order of magnitude and trends ( 
Figure 8.18). The land use immediately adjacent to each site has been quite different 
over the past century. Although both transects were taken within a heavily vegetated 
National Park, the L transect is near a cluster of medium-sized agricultural properties, 
whereas the B transect should have been relatively unaffected by human activity 
because the entire peninsula consists of national park. These differences are not 
reflected in the pattern of inorganic deposition, leading to the conclusion that sediment 
supply is dominated by suspended sediments from the lake. This is supported by the 
overall low mass accumulation rates in these two cores compared with all others 
(between 0.034 g/cm2/yr and 0.041 g/cm2/yr, where the next lowest rate is 0.068 
g/cm2/yr for core N3a). 
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Figure 8.18 Comparison between inorganic mass accumulation rates on the western (L1b) and 
eastern (B2b) foreshore of Lake Innes. 
The cross-shore profile represented by the three Neranie Bay cores provides for 
interesting analysis. When the sum of organic and inorganic accumulation rates are 
considered as a single, total accumulation rate, there is no cross-shore trend evident. 
Core N2b, with an intermediate elevation and hydroperiod between the other two, has 
the highest accumulation rate. Considering the organic and inorganic components 
separately, however, brings to light a consistent cross-shore trend in each. Surface rates 
of organic matter accumulation increase with decreasing hydroperiod, suggesting (as 
for Lake Innes) a dominant role for in-situ production. Further, this trend suggests 
above-ground production and detritus accumulation is highest when hydroperiod is 
lowest, indicating an inverse relationship as advocated by Reed and Cahoon [1992], 
Rybczyk and Cahoon [2002] and other authors (§4.3.1). Below the zone of rapid 
decomposition, it appears that organic accumulation rates are actually higher when 
hydroperiod is higher. Organic content ultimately makes a greater contribution to the 
total sediment mass at lower elevations than at higher ones, despite the fact that the 
rate of input is lower. This may mean that either: decomposition rates are highest 
where productivity is highest (as suggested by the Lake Innes data) and hydroperiod 
lowest (as found by Morris and Bradley [1999]) or; below-ground productivity, which 
would not be evident at the surface, exhibits the opposite relationship with hydroperiod 
than does above-ground productivity and has a more dominant control over retained 
organic matter than do above-ground inputs (as found by Saintilan et al. [2013] and 
other summarised by Hemminga et al. [1996]). Both factors may also be at play 
simultaneously. For predictions of organic mass production and retention, 
differentiating between the reasons may not be necessary – understanding the patterns 
at a given site may suffice. 
In terms of mineral matter contributions, these too show a cross-shore trend. Over the 
past century, the average rates of mineral mass accumulation for cores N0a, N2b and 
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N3a, respectively, were 0.110, 0.083 and 0.042 g/cm2/yr. This trend is inversely 
proportional to hydroperiod so it appears highly unlikely that suspended sediment 
dominates the supply at this location. Rather, it is more likely that the sediment supply 
is from the landwards catchment and that it is progressively filtered out by the wetland 
vegetation as runoff flows towards the lake. The average grain size over the same depth 
ranges of each core are 469, 275 and 187 μm, respectively, which is a fining sequence 
with distance from the catchment and therefore supports the higher importance of 
catchment supply compared to water column supply. 
No true point of comparison is available for core W1b as it was the only core sub-
sampled from that transect, and its location is unique in this study in terms of its high 
elevation, vegetation characteristics, anthropogenic modification and low hydroperiod. 
At the very least, however, it could be said with a fairly high degree of confidence that 
both organic and inorganic sediment supply is not from the lagoon, given the very low 
hydroperiod and modified drainage system. Despite this, accumulation rates of both 
mineral and organic matter are higher than any of the other sub-sampled cores. The 
sum of all findings described here suggest that organic matter accumulation at the 
surface is dominated by in-situ production and detritus accumulation, and that 
shorelines whose depositional regime is dominated by catchment supply tend to have 
higher accumulation rates than those dominated by suspended sediment supplies. 
Finally, where mineral deposition is dominated by suspended sediment sources, it 
should theoretically be possible to see the feedback between sediment accumulation 
and hydroperiod (§4.1.3.3) in the vertical core profile, not just in the cross-shore 
arrangement of cores. This situation (lagoon sediment source) only applies to the two 
Lake Innes cores, so they are the focus of this discussion. The feedback would manifest 
as a decreasing accumulation rate over time, since sediment accumulation raises the 
bed elevation (although more appropriately this would be accretion – see next section) 
and decreases the hydroperiod, thus decreasing the supply of suspended sediments. 
This trend is not evident in cores L1b and B2b. If anything, mineral accretion rates 
increased over time up until the last two decades. Perhaps the cores taken at lower 
elevations with greater hydroperiods would have shown the trend, but no evidence 
exists for it in the data available. This may be due to sampling design, or might 
alternatively suggest that hydroperiod and lake supply are not ultimately important for 
sediment accumulation rates. 
8.4. DEPOSITIONAL CONTROLS OVER SHORELINE ELEVATION 
The role of shoreline change in overall coastal lagoon evolution involves more than just 
mass accumulation rates, which has been at the centre of discussion so far in this 
chapter. The crucial missing link is the manifestation of sediment accumulation as 
elevation change. Fetch reduction (§3.3) relies on shoreline progradation, which occurs 
when submerged surfaces are raised to a level above the water line and become 
terrestrial. Ecosystem services provided by lagoon shore vegetation rely on the survival 
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of vegetation, so the shoreline elevation relative to the water level must remain 
constant to prevent significant changes to hydroperiod. Carbon sequestration equally 
requires the maintenance of shoreline habitats to ensure carbon not only continues to 
be captured, but that soil is sufficiently stable to prevent loss of deeper, buried carbon.  
Due to the continual operation of subsurface processes (decomposition of organic 
matter and compaction), sediment accumulation is no guarantee of elevation increase. 
In this section, information regarding shoreline elevation change that can be gleaned 
from the data available is analysed for potential drivers of change. The drivers 
discussed and identified here are limited to factors relating to deposition, rather than 
sub surface processes. In Section 4.4.1 it was acknowledged that water table and soil 
moisture content fluctuations are capable of exerting quite significant controls over 
marsh elevation, but these require monitoring over time and, due to their fluctuating 
nature, are considered noise and are beyond the scope of the present study. 
Accretion rates have been calculated based on the 210Pb chronology for each sub-
sampled core, and these are shown in Figure 8.19. Accretion rates near the surface, 
where organic content is typically high and sediment bulk density typically low, are 
higher than for the underlying sediment. Core W1b exhibits the highest surface vertical 
accretion rate (22.8 mm/yr) followed by the three Neranie Bay cores (6.3-8.1 mm/yr). 
The Lake Innes cores have the lowest surface rate (2.3-4.5 mm/yr). The vertical extent 
of each time period decreases very rapidly for the first few decades’ worth of deposition 
in all cores, eventually reaching a remarkably stable rate. Since deposits laid down over 
the past few decades are subject to considerable decomposition (§8.2.1), these are not 
relevant for lasting elevation change, as opposed to the more stable accretion rates 
associated with older sediments. Thus, from Figure 8.19, it can be deduced that the 
lasting rate of elevation change is approximately 5.0 mm/yr for core W1b, 0.5 mm/yr 
for the two Lake Innes cores and 1.0 mm/yr for all three Neranie Bay cores. 
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Figure 8.19 Accretion rates over time for six sub-sampled cores (continues over page)  
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Figure 8.19 (continued from previous page)  
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These values are consistent with wetland accretion rates at four other southeast 
Australian wetland sites, Western Port Bay [Rogers et al., 2005a]: between 1.4 and 
2.5 mm/yr. Accretion rates reported in this research are on the low end of the 
international spectrum but not outside typical ranges. On the Norfolk coast in the UK, 
work by Stoddart et al. [1989] supported earlier studies in the same locations by 
reporting accretion rates between 0.1 and 8.0 mm/yr based on marker horizons. Also 
on the Norfolk coast, Pethick [1981] related elevation to marsh age to estimate 
accretion rates for high elevation, old marshes (<0.02 mm/yr) and low elevation, young 
marshes (17 mm/yr). In Louisiana, USA, accretion rates are typically high, in part due to 
rapid subsidence: Rybczyk and Cahoon [2002] relied on feldspar markers and SETs to 
calculate accretion rates of 4.8 mm/yr (high marsh) and 22.6 mm/yr (low marsh); 
Delaune et al. [1978] found average accretion rates of 11 mm/yr using 137Cs profiles. 
Kearney et al. [1994] relied on a combination of 137Cs, 210Pb and pollen geochronologies 
to arrive at an average accretion rate over 200 years of 3 mm/yr. At Long Island, 
Armentano and Woodwell [1975] reported rates of 4.7-6.3 mm/yr based on 210Pb 
dating techniques. 
In terms of controls over accretion rates, the shape of the accretion rate trend over time 
for each core closely resembles that of organic mass accumulation rates from Figure 
8.14. Even with a superficial glance at the two figures, it is evident that changes in 
organic mass down-core due to decomposition have substantial control over the 
thickness of deposits, regardless of inorganic input. Correlations with accretion rates 
over time for each core are strong for the proportion of sediment mass accounted for by 
organic matter and the dry bulk density profile, but higher still, for all cores except N0a, 
are correlations with organic mass accumulation rates (Table 8.6). LOI values are 
relative and may change in response to fluctuations in inorganic or total sediment mass, 
whereas the latter is an absolute measure of organic supply and evidently is a 
somewhat better indicator of accretion rates and therefore elevation change. The 
finding relating to the control of organic matter is consistent with the findings of a 
number of authors. Regardless of the proportion of organic content, it has been found to 
account for the vast majority of accretion at three separate marsh locations in the U.S.A. 
[Bricker-Urso et al., 1989; Anisfeld et al., 1999; Nyman et al., 2006]. 
Table 8.6 Correlation coefficients for the relationship between accretion rates and down-core 
profiles of: (a) organic content; (b) dry bulk density; and (c) organic accumulation rates. 
Accretion rate (mm/yr) correlated with: W1b L1b B2b N0a N2b N3a 
(a) Organic content (%) 0.953 0.961 0.984 0.952 0.992 0.978 
(b) Dry bulk density (g/cm3) -0.821 -0.972 -0.836 -0.949 -0.903 -0.896 
(c) Organic mass accumulation rate (g/cm2/yr) 0.994 0.970 0.998 0.949 0.999 0.987 
 
Down-core accretion rate variations outside the range of 210Pb chronologies can be 
inferred from radiocarbon dates and depths (see core profile figures in Section 8.1). 
Radiocarbon chronologies are not of sufficiently high resolution to repeat the analysis 
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reported above on the remaining length of the sub-sampled cores and, besides, the 
accretion rates that can be calculated frequently straddle depositional boundaries over 
which extrapolation is not appropriate. No clear relationship throughout the remainder 
of the core between any of the above parameters could be found. Undoubtedly, 
accretion rates depend on organic content and bulk density at all times, but at 
depositional boundaries changes can often occur to the nature and quantity of deposits 
that override the controls seen in surface sediments. What can be ascertained from this 
analysis is that organic matter accumulation rates appear to have primary control over 
accretion rates and elevation change within a given depositional regime, but should the 
regime change assumptions relating the two would no longer be applicable. 
8.5. SUMMARY 
This Chapter has explored the extent to which analysis of coastal lagoon shoreline 
development from the geological is possible. The geological record has proved to be a 
robust information source for certain drivers of mass accumulation, accretion and thus 
overall elevation change, but results have proved inconclusive for other variables.  
Mass accumulation rates in the sub-sampled cores show upwards trends over time for 
up to a decade preceding the time of core sampling that is in stark contrast with the 
trend over the remainder of the 210Pb chronology. These trends are attributable entirely 
to the high rate of organic mass deposition and subsequent decomposition. This is clear 
when organic and inorganic components of mass accumulation are separated. The 
remainder of the period covered by the 210Pb chronology shows decreasing rates over 
time (from the past towards the present day) for core W1b, increasing trends for the 
Lake Innes cores L1b and B2b, and only very slight increases or decreases (overall fairly 
stable rates) for the Neranie Bay cores N0a, N1b and N3a.  
The combination of mass accumulation rates and organic content measurements 
permitted analysis of the decomposition rate of organic content and identification of 
any relationships with other variables. In all six sub-sampled cores, between 15% and 
45% of surface organic content was lost before the organic content down-core profile 
appeared to stabilise, indicating the loss of most labile organic matter. These values 
were found to co-vary with a number of variables, some of which were excluded 
because they could be considered symptoms of decomposition itself. The net change in 
organic content did not exhibit any relationship with the initial organic input, grain size 
or bulk density, but did correlate well with surface moisture content. The average rate 
at which organic content decreased was directly related to both vertical accretion and 
total mass accumulation rates, although these factors alone do not explain all variation, 
and showed no clear relationship with any other measured variable. Future analysis of 
down-core changes in organic content and decomposition rates may be facilitated by a 
high correlation between measured LOI and the XRF scattering ratio. Although the ratio 
is not a sufficiently good predictor of organic content when used by itself, only a very 
low resolution sampling regime is required to produce a predictive algorithm and 
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convert the ratio into organic content values. This could reduce the sampling frequency 
down to as little as four or five samples if the ratio exhibits a straight-forward, 
monotonic decline in values, provided the samples are strategically placed throughout 
the length of the profile. A number of different strategic placement options were found 
to be effective. 
The effect of hydroperiod, which is thought to govern a large number of shoreline 
processes ranging from supply of suspended sediment through to organic matter 
production and decomposition, was assessed for the two sub-sampled cores from 
similar elevations at opposite sides of Neranie Bay and the sole transect where multiple 
cores were sub-sampled (Neranie Bay). For the former, organic inputs appear to be 
dominated by in-situ production rather than allochthonous supply from the water 
column, and organic matter deposition for the latter was found to have an inverse 
relationship with hydroperiod. Dominance of allochthonous organic supply therefore 
seems unlikely at these sites. The latter results also suggest that in-situ productivity is 
inversely proportional to hydroperiod, since organic mass was highest at the highest 
elevations at Neranie Bay, and that decomposition displays the same trend, being higher 
where productivity is highest. The contribution of organic matter to the soil profile is 
therefore a delicate balance between the rate of supply and rate of decomposition, 
which may vary in response to the same drivers. The result is that the organic mass 
ultimately retained in the soil profile is proportional to hydroperiod. This could equally 
be due to enhanced below-ground productivity as has been found by other authors 
[Randerson, 1979; Nyman et al., 1990; McKee et al., 2007; Neubauer, 2008; Mudd et al., 
2009; Saintilan et al., 2013]. The source of this trend remains intractable in this study. 
Values for δ13C have been successfully employed by other authors in distinguishing 
between above- and below-ground productivity sources (§4.3.2.3) but were not part of 
the research design at the beginning of this project. Hydroperiod showed an inverse 
relationship with inorganic mass accumulation rates at Neranie Bay, indicating a 
landwards sediment source was more likely. This was also assumed to be the case at 
Wooloweyah Lagoon given the drastically reduced hydroperiod following the artificial 
drainage system construction. Since both of these sites exhibited much higher overall 
deposition rates than the Lake Innes cores, it appears that landwards sediment sources 
result in more rapid shoreline change than do water-column driven sources. 
Elevation change, the critical parameter for any predictive model of shoreline evolution, 
appears to be almost entirely dependent on organic matter accumulation. It is well 
known that organic matter provides structure to deposits that reduces bulk density, 
thus achieving greater vertical change with less mass. This control seems to be 
independent of the mass of inorganic sediment supplied, at least within the range of 
inorganic supply in this research. A role for hydroperiod in elevation change, if it is 
present at all, is overwhelmed by other variables with stronger roles, particularly 
organic matter. Similarly, if any feedback between hydroperiod and accretion rates is 
taking place, whereby continuous accretion decreases hydroperiod and in turn 
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decreases accretion rate, it is not detectable. Neither is there clear feedback between 
vegetation density, as approximated by surface organic matter inputs and mineral 
accretion rates, although the two do often co-vary below the depth of organic content 
stabilisation. A considerably larger sample size, and possibly higher resolution sub-
sampling regimes, would be required to support or reject the presence of such 
feedbacks in the geological record. 
The above summarised analysis was restricted to short-term data corresponding to 
210Pb chronologies. When the much longer-term data is taken into consideration, two 
factors hamper extension or extrapolation of the analysis. Firstly, the resolution of the 
14C chronology is far too coarse to permit any comparison of down-core trends over 
time. Secondly, if values of variables are averaged over depositional units the variation 
between the nature of the units themselves appears to have greater control over those 
values than do any relationships with other values.  Should the initiation of an entirely 
new depositional unit occur at any of the sampled locations in the future, therefore, the 
trends found during analysis of the short-term data could not be assumed to apply. The 
usefulness of the geological record may therefore be limited to analysis of recent trends 
and their application under relatively steady drivers. Within those limitations, the 
approach has the potential to be extremely useful, particularly when applied to a cross-
shore core sampling regime. 
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9. USE OF THE GEOLOGICAL RECORD FOR 
DETERMINING DRIVERS OF SHORELINE PROCESSES 
In order to resolve large scale processes of coastal lagoon change and their drivers, 
Terwindt and Battjes [1991] emphasised the importance of not only extending process-
monitoring projects to cover timescales more compatible with large scale coastal 
behaviour (LSCB) but also integration of these with sedimentology, stratigraphy, 
geology, climatology and history to obtain empirical evidence from the past. While 
integration is crucial for optimally resolving the relevance of parameters driving LSCB, 
the present work focuses solely on the feasibility of using the stratigraphic and 
sedimentary information captured in the geological record as a basis for 
parameterisation. Where clear drivers can be established (e.g. §9.1), monitoring 
programs may serve merely as validation of those and parameterisation may otherwise 
be achieved purely through a structured investigation of the geological record. Where 
drivers are less clear, it is more likely that monitoring programs will be a necessary 
complement and multi-disciplinarity becomes essential. 
This investigation has found that sufficient information can be obtained from the 
geological record for predictive model parameterisation (§9.2) of rates of organic and 
inorganic matter accumulation, accretion and the variation in those rates according to a 
number of possible variables. The approach is not without limitations (§9.3) but these 
are not insurmountable and still represent an improvement when compared with 
monitoring programs. Future research is recommended and suggestions for 
improvements to the research design are made (§9.4). 
9.1. RESEARCH QUESTIONS 
To summarise the detailed findings of this research, research questions that drove the 
research design (Section 5.1) are reiterated here and addressed in turn.  
1. What opportunities does the NSW coast provide to study shoreline processes in coastal 
lagoons that have reached the threshold depth, in the absence of deltaic-style 
sedimentation and anthropogenic interference? 
Three coastal lagoons were selected for the investigation: Wooloweyah Lagoon, part of 
the Clarence River estuary; Lake Innes, part of the Cathie Creek ICOLL system; and Myall 
Lake, part of the Myall Lakes estuary. At all of these sites, several segments of shoreline 
are progradational according to aerial photographs and geological maps (in the case of 
Lake Innes, almost the entire shoreline is progradational). The exact location of each 
coring transect was determined based on a combination of width of progradation, 
absence of human interference, distance from direct sediment supply such as river 
mouths and ease of access. During the process, a number of other coastal lagoons were 
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identified along the NSW coast that would have been equally feasible, including Swan 
Lake, Coila Lake and Tuross Lake on the southern NSW coast and Wallis Lake, Lake 
Cathie and The Broadwater on the northern NSW coast. Although it was outside the 
scope of this research, an inventory of all similar lakes would be beneficial in pursuing 
future research in this area and, in particular, would facilitate validation of the concepts 
presented in Chapter 3. A state-wide inventory of coastal lagoons and their respective 
bathymetric and climatic attributes is quite feasible given the public availability of these 
data types through the state and federal governments, respectively. 
2. What are the depositional units that constitute the history of shoreline building from 
(at least) the Holocene sea-level high-stand component of the geological record at the 
case study sites? 
Boundaries between depositional units were approximated from visual observations 
and through down-core changes in physical sediment properties and formalised 
through statistical grouping methods. Cluster analysis proved to be an effective means 
of identifying zones of greatest down-core similarity or difference, particularly where 
boundaries were transitional. All cores at all sites were taken from swampy, vegetated, 
low energy foreshore (with the single exception of core N0a, which was taken on the 
more terrestrial edge of the swampy foreshore) and these characteristics were reflected 
in the dark, muddy, highly organic surface sediments of the cores.  The nature of these 
deposits seems to be particular to a post-settlement deposition regime; a number of 
radiocarbon age reversals may be attributable to large catchment in-wash following 
European clearing and land use change, and in most cores the surface layer was 
underlain by a rapidly deposited, coarse sediment layer that generally appears to 
coincide with the timing of European settlement in the early nineteenth century.  
Deposition prior to European settlement appears to have generally been slower and had 
more opportunity to oxidise, as indicated by the colouring of the deeper sections of 
cores and Fe activity profiles. Two of the four transects indicate a period of marine sand 
deposition that may have been initiated anywhere from 3,000-5,000 years BP and 
ceased approximately 1,000 years BP. This may have been a function of higher sea level 
or incomplete barrier building and breaching by ocean waves. Otherwise, most of the 
deeper deposits consist of fine, consolidated material that dates back to the early 
Holocene still-stand. 
3. To what extent does the geological record reflect the inputs to vertical accretion, and 
what is the associated level of uncertainty? 
a. Does biogenic deposition play a significant role in the total rate of accretion? 
b. Is there a quantifiable increase in mineral accretion rates accompanying high 
organic content, suggesting a significant role for vegetation in enhancing 
overall sedimentation rates beyond its own direct supply? 
Mass accumulation rates, in terms of both the organic and inorganic components of 
sediment, are easily obtained from the geological record through a sub-sampling regime 
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that includes 210Pb analysis and measurements of bulk density and organic content. The 
uncertainty reported for the 210Pb chronology according to the Appleby [2001] method 
is low, often less than one year in the shallowest sediment samples. The analysis regime 
and measurements of physical properties rely on 10 mm thick sub-samples from each 
core which results in considerable uncertainty for individual values. However all 
analysis undertaken to address this research question concerns average values and 
rates or trends over the core depth and over time. Higher confidence can be placed on 
such analysis because the uncertainty of each contributing value is reduced when 
expressed relative to each preceding or successive value. The author sees no reason to 
doubt any distinct trends or correlations based on these values when used as a group 
rather than individually. 
For the same analysis a far more substantial level of uncertainty surrounds the down-
core changes in organic content (both as absolute mass and as a percentage of total 
sediment mass). This is a function not of the organic content measurements, but of the 
intractable processes of decomposition and vegetation productivity. It is possible that 
below-ground productivity produces organic content in soil at the same time as the 
buried organic content derived from above-ground productivity is actively 
decomposing. Similarly, there is no reason to suppose that productivity has remained 
constant over the time (and sediment depth) to which analysis has been applied. 
Apparent down-core loss of organic matter may be attributable to lower historical 
productivity as well as decomposition and it is impossible to know to what extent this is 
the case here. Similarly, down-core loss of organic content may be far greater than what 
has been observed if it is supplemented by below-ground productivity. Values for δ13C 
could assist in teasing out these specific drivers and relating current levels of 
productivity to organic mass retained in the soil profile in further study. Given the 
magnitude of the difference in surficial organic content values and values several 
centimetres down-core, it is reasonable to assume that the rapid down-core decrease 
represents decomposition. Beyond the most rapidly decreasing part of the profile, 
however, the actual point of stabilisation could be distorted by variations in 
productivity. The analysis surrounding the rate and quantity of organic matter 
decomposition is therefore probably subject to the most uncertainty in this research. 
That being the case, the remainder of the analysis does not depend on rates and 
quantities but rather the organic content values themselves and their average values or 
trends over time. As far as drivers of mass accumulation and vertical accretion are 
concerned, therefore, the level of uncertainty is non-prohibitive. 
In answer to the first of the corollary questions (3a), organic matter (or biogenic 
deposition) most certainly plays an important role in determining rates of accretion; 
more so than inorganic matter, in fact, despite that total organic mass is generally much 
less than inorganic mass below the theoretical stabilisation depth. This is attributed to 
the structure provided to sediment by organic matter, which enables attainment of 
greater elevations with less matter compared to inorganic sediment. The answer to the 
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second corollary (3b) is less clear. Co-variation of organic and inorganic mass is 
observed in all cores except one below the theoretical stabilisation depth, but the 
number of data points constituting the trend is too low to perform robust statistical 
analysis. At best, a relationship between inorganic deposition and preserved organic 
matter, if assumed to relate to productivity at the time of deposition, is not ruled out by 
this research. 
4. Is the depth-limited asymptotic relationship between accretion rate and hydroperiod 
evident in the geochronology? And, if not, is there an alternative, consistent cross-shore 
pattern of accretion?  
a. Are depositional processes at each site, as far as can be interpreted from the 
geological record, dominated by the settling of suspended sediments rather 
than the deltaic-style, direct deposition of sediment? 
b. Does the variability within and between the selected sites preclude 
generalisations about the variables involved in shoreline building? And if not, 
which variables can be said to have a significant effect 
In short: the accretion-hydroperiod relationship is not detectable from the data or 
analysis in this research. Focussing on the inorganic mass accumulation rates in order 
to avoid any confounding effects of organic matter decomposition, evidence of this 
feedback would be manifest as an asymptotic decrease of inorganic mass accumulation 
over time, due to the continual attainment of higher elevation and the corresponding 
reduction in hydroperiod. A decreasing pattern over time is presented only by the 
Wooloweyah Lagoon core, the elevation of which is considered too high for hydroperiod 
to play a role at all. All other inorganic accumulation patterns either are steady or 
increase over time. The vertical profiles from each core suggest that this feedback is 
absent or, alternatively and more likely, that other processes contribute more 
significantly to the rate of inorganic mass accumulation aside from settling of 
suspended solids from the water column. The feedback is not evident in the cross-shore 
direction, either. If it was, the cores taken from the lowest elevations and thus with the 
greatest hydroperiods would show higher mineral mass accumulation rates but the 
opposite trend is observed. It is the cores at higher elevations and with the most 
distance from the waterline at Neranie Bay where sediment accumulation is greatest. 
Beyond the reaches of the 210Pb chronologies, no assessment can be made because the 
dating resolution is too coarse. 
In answer to the first corollary question (4a) it is unlikely that depositional processes 
are dominated by the settling of suspended sediments at the sites selected for this 
research. This can be said with relative confidence for Neranie Bay, where cross-shore 
data is available, and only with low confidence for the other sites. At least for recent 
deposits, sediment supply from the hinterland appears to grossly dominate mass 
accumulation rates, despite the lack of a distinct fluvial pathway, and exhibits a 
shoreward fining of grain size at Neranie Bay. This may not always have been the case; 
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there is evidence from the much coarser resolution 14C chronology that accumulation 
rates prior to European settlement were considerably less than in modern times. If 
there is a role for the water column at all, it is overwhelmed by anthropogenic influence 
on deposition rates. Under present conditions, all shoreline deposition may be 
effectively deltaic, in that the sediment is deposited directly from the landward source 
rather than entering the water column before being transported and eventually 
deposited. 
The second corollary question (3b) relates to the ability to generalise the findings in this 
research. Between each of the transects there is considerable variability in deposition 
rates, elevations, organic inputs and a number of other factors. Gross generalisations of 
the drivers of sediment mass accumulation should therefore be avoided. The 
relationship between organic mass and accretion rate, however, is ubiquitous. Within 
the range of values covered by this research, it seems fair to say that organic content is a 
primary driver of elevation change on coastal lagoon shorelines. In turn, however, there 
must be a driver of organic matter accumulation, and this cannot be generalised without 
greater similarity between the variables involved at different sites. More meaningful 
findings were produced by the single transect where multiple cores were sub-sampled; 
the Neranie Bay transect. Clear trends relating elevation to inorganic mass 
accumulation, organic mass accumulation and organic matter retained in the soil profile 
were observed. Since this was an isolated case, however, extrapolation of findings to 
any other sites is not possible without repeating the analysis. 
5. What are the opportunities for parameterisation of shoreline building based on 
interpretation and analysis of the geological record? 
The important role of organic mass in determining elevation change, seemingly 
irrespective of inorganic mass accumulation, is a key message for parameterisation of 
shoreline processes. Many wetland and marsh models treat organic matter as a constant 
value [French, 1993; Temmerman et al., 2003a], as an elevation-dependent value 
[Kirwan and Murray, 2007; Marani et al., 2007; Kirwan and Murray, 2008; Craft et al., 
2009]or ignore it entirely [van Wijnen and Bakker, 2001; Bruce et al., 2003]. The latter 
is of most concern, as the single most important driver of elevation change is then 
omitted, and the former approaches may still be insufficient. As evidenced by the data 
from the Neranie Bay cross-shore transect, organic matter accumulation and organic 
mass loss can vary across the foreshore and in different directions. The trends observed 
at Neranie Bay might easily be reversed at another site, given the disagreement over 
elevation-dependent productivity and decomposition rates in the literature (see 
references in Section 4.3.1). The relationship observed at Neranie Bay results in the 
greatest retention of organic matter lower in the tidal frame and therefore increased 
resilience to habitat loss under rising sea levels. If the reverse relationship were 
presented at another site, resilience to change would be reduced. In terms of 
parameterisation, an elevation-dependent function for organic matter is vital in order to 
reliably predict elevation change, and this function could not be calibrated without a 
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geological investigation of the kind undertaken here. Above-ground process 
measurements would not capture the below-ground changes in organic content that 
take place, be they a result of below-ground productivity or below-ground 
decomposition. Covering a range of elevations in a systematic function is key to the 
success of the geological approach. 
Although apparently less important than organic mass for elevation change, rates of 
inorganic mass accumulation could be important if it exceeds the rates observed in this 
study. This could also be successfully parameterised from a geological investigation. 
Cross-shore trends provide clues as to whether sediment is supplied from the water 
column or from landwards. This knowledge would facilitate the choice between a 
deposition algorithm dependent on suspended sediment concentration and settling 
velocities, or some other approach that relies on catchment supply. Unlike organic 
matter, cross-shore accumulation patterns could be just as reliably measured using 
long-term monitoring programs, but a geological record sampling regime would be 
more time-efficient than a monitoring program of sufficient duration to minimise 
uncertainty surrounding cumulative net residuals (§2.3.5). 
9.2. CONCLUSION 
This research has attempted to exploit the geological record to reduce scale-related 
uncertainties that limit the applicability of physical measurements of shoreline 
processes for predictive models. The specific aim of the research was to determine the 
extent to which the geological record can provide a basis for the parameterisation of the 
variables involved in shoreline change, in the context of predictive modelling. It has 
been found that the geological record can provide information about mass accumulation 
rates and their vertical expression (accretion rates). Further, in responding to the 
specific research questions that guided the research design, a number of potential 
drivers of shoreline processes have been identified. These include: the influence of 
hydroperiod (or lack thereof) on the supply of organic and inorganic accumulation 
rates; the role of soil moisture content and accumulation rates in the decomposition of 
organic matter; and the control over accretion rates from organic matter.  
The findings relating to these drivers cannot be extrapolated from one site to another 
and would, in fact, require an improved core sampling and analysis regime to validate 
the findings even for the sites sampled. Identification of the drivers themselves was not 
the primary aim of this research, but rather the potential for their identification. The 
fact that the potential drivers could be detected at all supports the validity of the 
approach and suggests a potential role for geological investigations as part of predictive 
modelling efforts. Such an approach to model parameterisation and calibration would 
minimise or even eliminate time-consuming field measurements that are unlikely ever 
to cover a time scale commensurate with that of interest in predictions. In addition, 
rates of change determined from the geological record provide increased confidence 
that the depositional trends observed are valid over a sufficiently long period of time. 
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The use of the geological record does not, however, eliminate uncertainty altogether, 
and a number of limitations therefore apply. 
9.3. LIMITATIONS 
Measurements of sediment properties and isotopic analysis are inherently uncertain 
and this uncertainty should be minimised and reported wherever possible, however 
this is true of all types of measurement. More significant sources of uncertainty derive 
from the use of the geological record that would have a more profound effect on 
parameter calibration efforts, depending on the type of predictive model being used. 
These relate to processes that affect shoreline elevation but which operate 
simultaneously and which may be intractable in the geological record. They are the sub-
surface processes which include below-ground productivity, organic matter 
decomposition and compaction. Strategies to address these sources of uncertainty exist 
but it is unlikely ever to be possible to disentangle the effects of one from the other 
because the geological record only captures the net result of the simultaneously 
operating processes. Field measurements are unlikely to yield improved results, but 
carefully controlled laboratory studies may have more success. 
Since this study did not involve the collection of any short-term process data for the 
field sites investigated, the manner of contribution of many processes to the geological 
record is grossly generalised compared to the complex reality. For example, organic 
content of soils can, at best, provide insight into the presence of biomass and direct 
contribution to soils through above- and below-ground vegetation. The indirect effects 
of vegetation on sedimentation (current velocity reduction, trapping, and stabilisation) 
cannot be assessed with any kind of certainty. While this is not necessarily a limitation, 
the sensitivity of overall rates of deposition to these different effects should be 
ascertained. 
The geological record shows great potential for calibration of model parameters and 
therefore, by extension, could contribute significantly to the state of knowledge about 
shoreline processes. Until such time as that state of knowledge reaches a high level of 
certainty, however, the author advocates for a combined approach that also includes 
field measurements and laboratory experiments. The former would enable links to be 
established between above-ground productivity and suspended sediment 
concentrations (for example) to the type, rate of supply and degree of retention of 
shoreline deposits, while the latter ought to aim to unravel the simultaneously 
operating below-ground processes. There is a role for numerical models in this suite of 
techniques as well, as advocated for in Chapter 2 and Chapter 4. 
The type of analysis undertaken in this research appears limited to the extent of 210Pb 
chronologies. The advantage of this is that only shallow sampling regimes are generally 
required to reach the isotope’s detection limit, but this could equally serve as a 
disadvantage where accumulation rates are very slow, limiting the resolution of 
Chapter 9 – Use of the Geological Record for Determining Drivers of Shoreline Processes 
Page 308 of 349 
measurements. Over longer periods of time (and deeper deposits) the resolution 
provided by radiocarbon dating techniques is too coarse to detect trends and drivers of 
change, and the ability to extrapolate throughout cores is often hampered by changes 
between depositional units. If available, XRF data has the potential to greatly decrease 
the sampling regime for organic content and also assists in the interpretation of 
unexpected down-core changes in rates or sediment properties. While extremely 
helpful, however, it does not appear to be integral to the process presented here. Access 
to dating techniques may prove to be a further limitation but should be pursued 
wherever possible. 
A further limitation to this study is the applicability of the findings, and perhaps even 
the suggested methodology for further research, to other estuarine environments. In 
NSW, Australia, the sites selected in this study are representative of a large portion of 
water body types according to a classification of 134 NSW estuaries by Roy et al. [2001]. 
In Section 2.1.3, the overlap between the estuary types in that classification scheme and 
the definition of coastal lagoon used here. The overlap was quite broad. The estuary 
types from the same classification scheme corresponding explicitly to the sites used in 
this research are fewer: Wooloweyah Lagoon is a cut-off embayment (COE) within a 
tidal barrier estuary (group III, type 5); Lake Innes is a saline coastal lagoon (group IV, 
type 8) and Myall Lake is a brackish barrier lake (group V, type 11). These three types 
represent 48, 58 and 2 (respectively) of the estuaries inventoried in Roy et al.’s 
classification – a total of 108 out of 134. Estuaries which are already deemed mature, 
and which may not exhibit the depositional environements covered by this research, 
should probably be excluded from this number. This leaves approximately 72 estuaries 
that are very likely to have depositional environments compatible with the present 
research, in NSW alone. 
Internationally, the applicability of the research findings presented here may be more 
limited since some of the estuarine wetland habitats subject to the most research are 
highly deltaic or fluvial (such as Louisiana wetlands already subject to accelerated sea 
level rise due to subsidence). Ideally, greater understanding would be gained about 
progradational shorelines in isolation from strong tidal or fluvial currents before 
introducing those complicating factors. Coastal regions where the sorts of water bodies 
and depositional environments analysed here do exist worldwide, as demonstrated by 
such studies as Price [1947]. Nonetheless, the effectiveness of using the geological 
record as a basis for model parameterisation, when confidence in its use is sufficiently 
high, should extend to all coastal environments where depositional history is largely 
captured by stratigraphy. 
9.4. FUTURE RESEARCH  
There is a strong case for the continuation of the research that has been undertaken 
here. This thesis argues that a geological approach to model calibration is both feasible 
and desirable. Future research should therefore focus on two areas. Firstly, the ideal 
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design of such a geological approach should be determined that provides the most 
amount of information with the least resources. It has already been stated that the XRF 
data used in this study can be treated as an optional extra source of information, and 
that extending the analysis well beyond the extent of 210Pb chronologies is not 
worthwhile. This already represents a considerable reduction of effort for this project 
alone. Secondly, the approach should be put to work to address some of the larger 
questions that remain unanswered in the field of estuarine shoreline processes. Many of 
those questions were covered in this study and the author is confident that improved 
sampling regimes would provide more authoritative answers. Application of the 
technique to a much larger number of sites may help clarify which drivers of elevation 
change are universal and which site-specific, and potentially reduce the parameter 
calibration effort required for predictive models even further.  
A cross-shore core sampling regime provides the best results and should consist of an 
absolute minimum of three cores, though ideally four or more, with duplicates extracted 
at each location to enable identification of outliers. Cross-shore transects should cover 
the full extent of water level variations (e.g. the whole intertidal zone) to investigate the 
degree to which hydroperiod controls shoreline processes. Future geological 
investigations of this type would benefit from supplementary data that were not part of 
the research design for this project. These include samples of suspended sediments 
from the water column and from the hinterland to support cross-shore trends in 
deposition rate and establish the extent to which each sediment source controls organic 
and inorganic accumulation rates. Values for δ13C would improve the distinction 
between autochthonous, above-ground and below-ground source of organic matter. 
Substrate elevation and how this changes over time are primary considerations where 
coastal lagoon shorelines are concerned, regardless of the motivating factor; wetland 
conservation, preservation of ecosystem services, planning for development or 
urbanisation, response to sea level rise or carbon sequestration. The research presented 
here has supported the control over elevation change exerted by organic content in the 
soils of coastal lagoon shores. This means that not only do wetlands depend on 
substrate elevation for survival, but elevation depends primarily on organic sediment 
input from the wetland themselves. This creates a feedback loop between the two. In 
order to assess the resilience of lagoon shorelines and the ecosystems they support, 
predictive models will become increasingly important in exploring the range of possible 
scenarios, as will efficient and effective methods of defining system drivers and 
calibrating model parameters. One such method has been proposed here. Reliance on 
the geological record would drastically reduce sampling effort and increase confidence 
in the applicability of rates and drivers of change over decades to centuries. Furthering 
this research as suggested above should therefore be a priority for coast and estuarine 
science. 
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APPENDIX 1 – CHEMICAL PRE-TREATMENT STEPS 
PRIOR TO ISOTOPIC ANALYSIS 
The standard procedure for ANSTO laboratories was followed for chemical pre-
treatment of samples to be used in 210Pb analysis by alpha spectrometry. These are 
listed below. 
 Approximately 0.2g of mixed Ba-133 and Po-209 tracer was added to approximately 
2 g of each sample in individual 150 ml beakers. The exact weights of both sample 
and tracer were recorded. 
 For each batch of samples, a blank was prepared with the same amount of tracer as 
the other beakers, but without any sample. This blank went through the entire pre-
treatment procedure as a control.  
 To each beaker, 10-20 ml of 2M HNO3 was added to begin digesting organic material, 
and the beakers were placed on a hot plate set to 150°C in a fume cupboard until 
reactions ceased. The low concentration of this first HNO3 addition was intended to 
safeguard against vigorous reactions and loss of material. After several sets of 
samples had been processed, this step was deemed unnecessary due to the organic 
and carbonate content of the samples. 
 All beakers were removed temporarily from the hot plate prior to the addition of 
10 ml of conc. HNO3, followed by a further 15 ml (gradually to allow for possible 
vigorous reactions), then returned to the hotplate to evaporate to near dryness. The 
temperature of the samples was not allowed to exceed 70°C to avoid the loss of 
Polonium, which is volatile above 80°C. 
 Once nearly dry, 10 ml of 30% H2O2 were added to continue digestion of organic 
material (gradually to allow for vigorous reactions), followed by several further 
additions of 5 ml aliquots until the samples showed reduced reactivity. After the 
final addition, samples were left to evaporate to near dryness. 
 To each beaker, 40 ml of aqua regia (conc. HCl and HNO3 in the ratio of 3:1) was 
added, and the samples were covered with watch-glasses and left to reflux overnight. 
 Whenever the samples were deemed insufficiently digested from the overnight 
reflux, further H2O2 was added in 5 ml aliquots as necessary. 
 When digestion of samples was deemed sufficient, each beaker was evaporated to 
dryness and covered with 10 ml of 6M HCl to remove any remaining nitrate, in order 
to minimise later interference with the polonium autodeposition. After evaporating 
to dryness, this step was repeated at least once. 
 To each beaker, 50 ml HCl was added and left to reflux for at least one hour. An ultra-
sonic bath was used to dislodge any residue sticking to the beakers. 
 Iron was removed from the samples using the ether extraction method: 
– Each digested 50 ml sample was transferred to a centrifuge tube, using further 
HCl to dislodge any residue from the beaker, and centrifuged for 3 minutes at 
4300 rpm. 
– The supernatant solution was decanted from each centrifuge tube into a 
different separating funnel 
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– A further 20 ml of HCl was added to the residue in the centrifuge tube, mixed 
using a vortex, and centrifuged once more. Any residue sticking to the beakers 
was also removed as part of this step. 
– The supernatant solution was decanted into the same separating funnel 
– Each of the beakers was cleaned of all residue and placed beneath the 
respective separating funnels 
– Approximately 100 ml of diethyl ether was added to each separating funnel 
– Each separating funnel was stoppered and shaken, gently at first, releasing 
pressure at intervals, and then more vigorously to thoroughly combine the 
layered contents of the funnel and cause the extraction of iron 
– After resting each funnel until the contents separated once more into distinct 
layers, the bottom, iron-free, layer was poured into the beaker to be retained. 
 Following iron extraction, each beaker was returned to the hot plate and left to 
evaporate overnight. 
 Polonium was chemically isolated from the residue : 
– To each beaker, 50 ml of 0.1M HCl and 30 mL reagent water were added, and 
the beakers were placed on a hot-plate stirrer at 80°C. 
– In order to complex trace Iron and Chromium, 100 μL 1M citric acid solution 
were added 
– To later inhibit the auto deposition of Bismuth, 10 mg of Bi3+ holdback carrier 
was added 
– Using cresol red indicator and/or narrow range pH indicator paper and conc. 
NH4OH, the pH of each solution was adjusted to 1.5. This can cause the 
formation of a bismuth oxychloride precipitate 
– Immediately before floating a silver disc in a polyethylene holder on the 
surface of each solution, 1 g of hydroxylammonium chloride was added to each 
beaker 
– All beakers were left on the stirring hotplate, covered with watch-glasses to 
prevent loss of solution, for 4-6 hours to allow auto deposition of polonium on 
the silver discs. Bubbles on the surface of the silver disc were periodically 
removed to maximise the surface available for auto deposition.  
– The silver discs were washed well with reagent water over the beakers 
containing the solution; once within the polyethylene holders and once after 
disassembling 
– The silver discs were rinsed with 95% ethanol over a spare, empty beaker and 
left to dry.  
– Once dry, the reverse side of the discs were labelled and transferred to a small, 
labelled, petri dish and finally submitted to ANSTO staff for 210Po analysis by 
alpha spectrometry. 
 Radium was chemically isolated from the remaining solution following the Polonium 
auto deposition process. 
– Each solution was transferred to a 1 L glass beaker and diluted to 800 ml with 
reagent water. 
– With the solution in motion on a magnetic stirrer, 20 ml of H2SO4 were added, 
followed by 100 ml Na2SO4. 
– Whilst still stirring, a burette was used to very slowly add 10 ml of 
10 mg/ml Pb2+ carrier in 0.1M HNO3. 
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– The beakers were left overnight to allow the Pb/Ba/Ra sulphate precipitate to 
settle overnight. 
– The supernatant solution was decanted and discarded the following day, taking 
care not to disturb the precipitate. 
– The precipitate was transferred to a 50 ml centrifuge tube with 50% ethanol 
and centrifuged at 5100 rpm for 2 minutes, and the supernatant discarded. 
– The walls of each 1L beaker were rinsed down once more with ethanol and any 
remaining precipitate was collected in the centrifuge tubes and centrifuged, 
and the supernatant discarded. 
– To the centrifuged precipitate, 5 ml of 0.2M Na5DTPA were added, plus 1 drop 
of thymol blue indicator. When needed, drops of 10M NaOH were added to 
obtain a pH greater than 9. 
– Centrifuge tubes were then mixed using a vortex and placed in a warm 
ultrasonic bath for 20 minutes to entirely dissolve the precipitate. 
– Using a syringe with 0.45 μm filter, the dissolved precipitate was transferred to 
a plastic vial and any solid impurities removed. 
– To each vial, 2 ml of acetic acid and 1 ml of BaSO4 were added simultaneously, 
followed by a drop of methyl red indicator were added. Samples were stored in 
the fridge for 30 minutes to allow Barium crystals to form. 
– The Barium crystals were collected on a smooth-surfaced Millipore “VV” 
membrane filter by passing each solution through a lock-seal Gelman filter 
apparatus and rinsing the vial and filter funnels with 50% ethanol to minimise 
loss. 
– The filter paper was stored in a labelled petri dish and submitted to ANSTO 
staff for gamma analysis of 133Ba and alpha spectrometry of 226Ra. 
 
The standard procedure for ANSTO laboratories was followed for chemical pre-
treatment of sediment samples to isolate pollen for 14C dating, prior to combustion and 
graphetisation. 
 A small amount of bulk sediment sample was weighed into centrifuge tubes, to 
which 30 ml of 5g/L sodium hexametaphosphate was added. Samples were left in a 
hot water bath for 20 minutes and a mechanical mixer for an additional 20 minutes 
 Samples were passed through a 106 µm sieve to remove sand and micro-organics, 
centrifuged and the supernatant discarded. 
 To each sample, 10 ml HF was added and all samples were left in a hot water bath 
overnight, or longer if time permitted, in order to destroy all silica. 
 To prevent precipitation of chlorides, approximately 1 ml HCl was added to the 
sample and the HF. Samples were then centrifuged, the supernatant discarded and 
samples rinsed once with DI water. 
 To remove fulvic acids, a series of treatments with 15% KOH was then undertaken 
until the supernatant of each sample was clear. For each treatment, 20 ml KOH was 
added to all each sample and all were left in a hot water bath for 20 minutes, 
centrifuged and the supernatant decanted. Once each solution was colourless, 
samples were rinsed once with DI water and left in water until the next step in the 
process. 
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 Samples were bleached with 4-6% sodium hypochlorite solution for between 5 and 
20 minutes. Samples were left in a hot water bath during this time and checked 
regularly until a significant colour change was visible, at which point centrifuge 
tubes were filled with water to halt the bleaching process and prevent damage to 
pollen grains. Samples were then rinsed and left to dry. 
 
The standard procedure for ANSTO laboratories was followed for chemical pre-
treatment of bulk sediment, charcoal and bulk organic samples for 14C dating, prior to 
combustion and graphetisation. 
Chemical pre-treatment for bulk sediment, charcoal and bulk organics samples for C-14 
dating was: 
 Starting sample weight was determined by loss on ignition values in an attempt to 
ensure that at least 5 mg of organic carbon would remain after pre-treatment. 
Samples were transferred to centrifuge tubes and the starting weight was recorded. 
 To each sample, 20 ml 2M HCl was added. Samples were left in a stirring hot bath for 
two hours, and then centrifuged, decanted and rinsed three times with pure water. 
 A series of alkali treatments were undertaken until the solution turned colourless. 
For each treatment, 20 ml of NaOH was added to each sample and samples were left 
in a stirring hot water bath for 2 hours, centrifuged, decanted and rinsed once with 
pure water. The concentration of the NaOH was gradually increased from a starting 
point of 0.5% to 4% over successive treatments. Once the supernatant was 
colourless, one final NaOH treatment of the same concentration as the preceding one 
was done and samples were rinsed three times with pure water. 
 The final acid treatment involved the addition, once again, of 20 ml of 2M HCl and 
two hours in a stirring hot water bath, followed by three rinses with pure water. 
 Samples were transferred to small glass vials and left in a 60° over until completely 
dry. Very small samples were transferred directly to glass combustion tubes using a 
pipette, rather than vials, to save an additional transfer at the next step. These were 
also left to dry in the oven. 
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APPENDIX 2 – RAW DATA FROM XRF SCANNING AND 
SUB-SAMPLING 
Attached to this thesis is a CD containing raw data from XRF scanning and sub-sampling 
of all cores. The CD contains two folders. The first contains raw and transformed XRF 
data, including: 
1. Original data as supplied by ANSTO (one folder for each core) named “ITRAX_ID” 
where the “ID” is that assigned to each core by ANSTO. Within each folder are the 
following: 
 “document.txt” – a text file with the ITRAX scanner settings; 
 “MagSus ID.xls” – magnetic susceptibility readings; 
 “optical.tif” – the optical image of the core section 
 “radiograph.tif” – the radiograph image for the core section 
 “results XRF REDICORE.txt” - a text file with raw XRF data 
 “XRF ID Results.xlsx” – an excel spreadsheet with the XRF results 
2. “ANSTO Core IDs.docx” which is a legend for the ANSTO core IDs and those referred 
to throughout this thesis; 
3. “All cores trimmed normalised for Inc-Coh.xlsx” which is the transformed data set 
after the necessary regions of data has been trimmed due to irregular surfaces, and 
the XRF profiles normalised by the XRF scattering ratio. 
The second folder contains raw data from all six sub-sampled cores. This contains two 
excel spreadsheets: 
1. “Grain size all samples.xlsx” which includes, for each sub-sample core, a separate 
worksheet covering: 
 the raw output of the Malvern 2000 Mastersizer called “CoreID raw” and;  
 the processed sediment statistics generated by the program GRADISTAT 
called “CoreID stats” 
2. “Sub-sampled weights.xlsx” which includes a single tab for each of the six sub-
sampled cores documenting moisture content, dry bulk density, organic content, 
carbonate content and all calculation steps. 
