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ABSTRACT 
Accurately modeling the depth of the surface mixed layer in the lee of the 
Hawaiian Islands is important to naval operations because the area hosts numerous 
training exercises. Providing an accurate picture of the environment aids naval operators 
in making important tactical decisions. 
This study evaluates the ability of the Hawaii Regional Navy Coastal Ocean 
Model to accurately predict the depth of the surface mixed layer in this complex, wake 
island environment. The model was compared to CTD data collected from sea gliders 
and tests for correlation were conducted. For mixed layer depths that did show 
correlation, match paired t tests were used to determine the significance of the 
correlations. 
It was determined that the Hawaii Regional Navy Coastal Ocean Model has 
difficulty accurately predicting the depth of the surface mixed layer, however, it does 
show considerable skill when compared to the results of alternate models. It was also 
determined that the model has difficulty with unusual oceanographic features such as 
mode water eddies. These features are too uncommon and short-lived to be depicted in 
the climatology data. This climatology data is a major component of the synthetic profiles 
that the model generates and these profiles tend to smooth out the unusual subsurface 
isothermal layer. 
ii 
ACKNOWLEDGMENTS 
I would like to thank my advisor, Validimir Kamenkovich, and committee 
members, Dmitri Netchev and Chris Dehaan, for their help, insight and support through 
the duration of this project. 
I would also like to thank Dr. Mike Toner for assisting with the modification of 
analysis tools he created that allowed for more timely analysis. 
Finally, I would like to thank my family. This could not have been done without 
their love and support. 
111 
TABLE OF CONTENTS 
ABSTRACT ... . ...... . . . .... ... ............................................... . .. -.................... .ii 
ACKNOWLEDGMENTS .......................................... . ... ... . ....................... .iii 
LIST OF ILLUSTRATIONS ......... . ................................... ... .. .. .............. . ..... v 
LIST OF ABBREVIATIONS . . .. . . . ..... .. . . ... .... . .. .. .. . . ... .. .. . . ............ ... .............. vi 
CHAPTER 
I. INTRODUCTION ............ ...... ...... ...... ........ ... ... ... ............... ......................... ! 
Background 
Previous Validation Study 
Objectives 
II. DATA ........... . . . ... .. .. . ... ... . ....... . . .................... . ..... ... .. ..... .. ..... 4 
Seagliders, Profiling Floats and Bathythermograph Buoys 
Hawaii Regional Navy Coastal Ocean Model 
Generalized Digital Environment Model Ver. 3.0 
One Dimensional Model 
Atmospheric Forcing Data 
III. METHODS ................................. . ...... .. .... ..... . .......... .. .... ..... 12 
IV. EXPERIMENTS .. .... . . . .. ... .. . .................................................. 14 
V. CONCLUSION .. . ...... . ...... . .... . . . ... .. . . . . . ...... ....... . ........... . ... . ..... 36 
REFERENCES ........ ..... .......... . .... .... ................................. ....... . ... . ........... 40 
BIBLIOGRAPHY ......................... . ..... . ............... . .............. ...... . .... . ... .. ... .. 42 
iv 
Figure 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
LIST OF ILLUSTRATIONS 
General overview of Hawaii currents and eddy field ....................... .. ... ...... 1 
Comparison of the mixed layer bottom depths for all available CTD and 
corresponding Pre-Assimilation NCOMl data ... .... .... ... . ....... . .......... .. ..... 15 
Comparison of the mixed layer bottom depths for all available CTD and 
corresponding Post-Assimilation NCOMl data measured in feet. .... ... ... . .. ... 16 
Offshore vs. Near Shore MLD Experiment .. ... .. ....... .. . ................ .. ....... 18 
Individual Glider MLD Experiment 1 . . . . .......... . .......... . . . .. .. ...... . .... . ..... 20 
Individual Glider MLD Experiment 2 ................. . ... ....................... ...... 21 
Individual Glider MLD Experiment 3 .... .. . . ..... . ........................ .. ...... . .. 22 
One Month lD model 1 . . ....... . .................................. .. . . . .......... .. ..... 25 
One Month lD model 2 ...... .. ............ . .. . . ........ . ................ . . . . . .. ......... 26 
One Month lD model 3 ...... . ..................... ... ............ .. . . ........ . . . .... .... 27 
NOCMl vs. lD model 1 .... . ............................. . ..... .... ........... . .... . . ... 29 
NOCMl vs. lD model 2 ............. . ..... . ........................... ......... .... .. . .. 30 
NOCMl vs. lD model 3 ......... . ........................ . ...... . ...... . ....... .... .. ... 31 
NOCMl vs. lD model 4 ....... . ....... . ........ . .. . .. .... ..... ........ ... ..... ......... . 32 
/ 
NOCMl vs. lD model 5 .. ... ......... . . ............ . ... . . .. ... ......... .. ....... ... .. ... 34 
NOCMl vs. lD model 6 .. ............................ . ........ .. ... . . . . ......... . ... ... . 35 
V 
LIST OF ABBREVIATIONS 
CTD - Conductivity, Temperature, and Depth 
BT - Bathythermographs 
MLD - Mixed Layer Depth 
NCOMl - Hawaii Regional Navy Coastal Ocean Model with in situ assimilation 
NCOM2 - Hawaii Regional Navy Coastal Ocean Model without in situ assimilation 
COAMPS - Coupled Ocean Atmosphere Mesoscale Prediction System 
SST - Sea Surface Temperature 
SSHa - Satellite Altimetry anomaly 
NCODA - Navy Coupled Ocean Data Assimilation 
MODAS - Modular Ocean Data Assimilation System 
MOODS - Master Ocean Observations Database 
PA VE - Profile Analysis and Visualization Environment 
VI 
CHAPTER I 
INTRODUCTION 
Background 
During the month of July 2008, The Naval Oceanographic Office supported a 
naval exercise near the Hawaiian Islands. The area studied is 18N-24N 154W-162W. 
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This area generally has easterly winds (trade winds) and is lies between the North 
Equatorial Current and the North Pacific Gyre. As the westward flowing wind and ocean 
interacts with the Hawaiian Island chain, it generates a dynamic area in the lee of the 
islands. Primarily, as the wind moves around the Big Island, it generates wind stress curl 
(Xie 2001) along the island' s western shore which in turn produces warm core and cold 
core eddy fields (Figure 1). This dynamic wake island environment has increased 
complexity due to a level of horizontal advection not matched in the open ocean 
(Lumpkin 1998, 282). 
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Figure 1. General overview of Hawaii currents and eddy field 
(Lumpkin 1998, 282). Blue circles denote cyclonic eddies and 
fuchsia circles denote anti-cyclonic eddies. 
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Five data sets from the exercise were provided for analysis. The data was 
extensive for an area around the Hawaiian Islands and spanned one month (July 1-31, 
2008). Two of the data sets were from in situ observations, 2 were model data and 1 was 
climatology data. The in situ data were from profiling float and glider conductivity, 
temperature, and depth (CTD) casts, ship CTD casts and ship and air deployed 
expendable bathythermographs (BT) and were obtained from the Navy and Argo. The 
two model data sets were from differing runs of the Hawaii Regional Navy Coastal 
Ocean Model. 
Previous Validation Study 
A validation study was conducted on Global Navy Coastal Ocean Model 
however, much of the validation was done in areas with less complex dynamical 
processes than the lee of the Hawaiian Islands. A study of the mixed layer depth (MLD) 
was based on buoy locations in the equatorial Pacific from 1998 to 2000. This study 
considered two methods of determining MLD. First, the researchers considered a variable 
density definition to determine MLD. This method looks at the seasonal changes and the 
different mechanisms (i.e. air temperature, solar radiation, winds) that effect the upper 
ocean, determines seasonal variability of temperature and salinity for a given location and 
how that variability effects the stratification of the upper ocean (Kara 2000). However, 
these researchers determined this method to be inadequate due to the lack of in situ 
salinity observations. The second method was temperature based an~ was defined as the 
base of the surface mixed layer where the temperature changed by a fixed amount from 
the reference depth of 10 m (Barron et al. 2007). This MLD analysis indicated that 
Global Navy Coastal Ocean Model is a viable model with a much improved ability to 
model the open ocean accurately relative to previous methods of estimating ocean 
condition used by the US Navy (Fox 2002). However, the wake island environment is 
unique relative to the open ocean and the type of dynamic processes found in the lee of 
the Hawaiian Islands has only a few counterparts around the world. 
Objectives 
Evaluate the ability of the Hawaii Regional Navy Coastal Ocean Model to 
accurately and consistently predict the depth of the upper ocean isothermal or mixed 
layer in the lee of the Hawaiian Islands. Accurate predictions provide naval operators 
with the needed environment information to make important tactical decisions. 
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a. Evaluate the performance of the Hawaii Regional Navy Coastal Ocean Model 
in correctly predicting the mixed layer depth in the lee of the Hawaiian Islands 
by comparing the Navy model output to available in situ observations 
b. For reference purposes, evaluate the performance of a one dimensional model 
in correctly predicting the mixed layer depth in the lee of the Hawaiian Islands 
by comparing the one dimensional model output to available in situ 
observations 
c. Compare differences between a and b 
CHAPTER II 
DATA 
Seagliders, Profiling Floats, and Bathythermograph Buoys 
The first data set received was in situ data consisting of approximately 3650 
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glider CTD profiles. These profiles were obtained from Navy Seagliders and Rutgers 
Slocum gliders both of which used a standard Sea Bird non-pumped, low drag CTD 
package and they were reported using the standard ARGO messaging format for CTD 
measurements (Shepetis 2010). Seagliders take measurements as they dive to a 
prescribed depth and return to the surface. The slope of the dive can be as gentle as 1 :5 
or as steep as 3:1. The gentle glide slopes are used to move or reposition the glider, while 
steeper slopes are used to virtually moor the device in one location. With each dive, the 
glider divides the collected data into 2 data sets or profiles. The first data set is the data 
collected on the decent and the second set is the data collected on the ascent. For the 
decent, the mid-point of the decent is considered the latitude/longitude location of the 
first profile. Likewise, for the ascent, the mid-point of the ascent is the second reported 
profile location (University of Washington Applied Physics Laboratory). 
After each dive the Seaglider raises its antenna out of the water and determines its 
position via GPS. It compares its actual position to the position where it had expected to 
surface and uses this change to recalculate the CTD profile positions before reporting 
them to the satellite. The glider then calls in to the data processing center via Iridium 
data telemetry satellite, uploads the oceanographic data it just collected, then downloads a 
file complete with any new instructions. The data collected by the glider is then 
transmitted to the user where it is quality controlled for errors. Acceptable data is both 
stored and made available for analysis and input into oceanographic models (University 
of Washington Applied Physics Laboratory). 
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The final in situ data set to be provided was a comprehensive set of in situ profiles 
that included both the afore mentioned glider data as well as all other bathythermograph 
and CTD profiling floats from the area during the timeframe being studied. 
Hawaii Regional Navy Coastal Ocean Model 
The next two data sets consisted of two different versions of model data from 
Hawaii Regional Navy Coastal Ocean Model. One version (NCOMl) assimilated all 
available data during the exercise period. The other version (NCOM2) assimilated all 
available data except in situ observations from floats, gliders, BT's and buoys. The 
Hawaii Regional Navy Coastal Ocean Model is a 1/32° or 3 km resolution 3 dimensional 
ocean model. It provides forecasts in 3 hour increments up to 72 hours. These forecasts 
provide temperature, salinity and currents for 50 vertical layers with the top 35 layers 
being sigma layers and the lower 15 layers being z-levels. The model also forecasts sea 
surface elevation. The Hawaii Regional Navy Coastal Ocean Model is a nested model 
that gets boundary conditions from the larger Global Navy Coastal Ocean Model which is 
a 1/8° or 14 km resolution model. The Navy Coastal Ocean Model is based on the 
Princeton Ocean Model and provides up to 96 hour forecasts at 3 hour increments for 40 
vertical layers with the top 20 being sigma layers and the bottom 20 being z-levels. 
The Hawaii Regional Navy Coastal Ocean Model gets atmospheric forcing 
information from Fleet Numerical Meteorology and Oceanography Center Coupled 
Ocean Atmosphere Mesoscale Prediction System (COAMPS). The COAMPS input 
parameters are sea surface temperature (SST), surface air temperature, dew point, IR flux 
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(IR out), surface pressure, solar radiation (in), total precipitation and surface winds u & v. 
In addition to atmospheric forcing data, raw observations from satellite SST, ship SST, 
drifting and moored buoy SST, satellite altimetry anomaly (SSHa), BT measurements, 
and CTD data from floats, gliders, autonomous underwater vehicles and ship deployed 
devices are collected from various agencies and organizations such as NASA, The 
European Space Agency, Argos, military and civilian shipping, etc. Except for the 
special circumstance listed above for NCOM2, this data is input into an automated 
quality control (QC) system which ensures that the data was reported correctly and meets 
basic formatting requirements. After the data clears the QC filtering process, it is passed 
to the Navy Coupled Ocean Data Assimilation (NCODA) real-time automated ocean data 
quality control process which examines the data for issues that would adversely affect the 
model. An automated method is then used to analyze the data to determine if the data is 
reasonable. It looks for gross errors by performing cross variable and cross validation 
checks on all input data and assigns a probability of error value to each observation. The 
QC' d observations and their corresponding probability of errors are passed to the 
NCODA Analysis process (Cummings 2006). 
The most important aspects of the QC process for NCODA are the background-
field checks. These NCODA Analysis processes are based on a 3D multi-variante 
optimal interpolation algorithm: 
Xa = Xb + PbHT[HPbHT +Rr1 [y-H(xb)] (1) 
Where: 
Xa -Analysis Vector 
Xb - Background Vector 
Pb - Background Error Covariance Matrix 
R - Observation Error Covariance Matrix 
H - Forward Operator 
y - Observation Vector 
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For in situ data, this process begins by taking the NCODA ocean data quality 
control output of temperature T, salinity S, geopotential <I> and geostrophic velocities U & 
V as well as the probability of errors data and uses them to create incremental flow field 
adjustments that are in geostrophic balance with geopotential adjustments and that are 
also in hydrostatic agreement with temperature and salinity increments. For observations 
that are surface only (i.e. Satellite SST & SSHa, surface drifters, etc.), the NCODA 
process uses the Modular Ocean Data Assimilation System (MODAS) to produce 
incremental adjustments of temperature and salinity that can be applied to the model data. 
The process also brings in initial conditions from a previous model forecast run. This is 
used as a first-guess or background on which to base the next forecast (Cummings 2006). 
MODAS uses a dynamic climatology method to create temperature and salinity 
profiles from surface only measurements and uses the Master Ocean Observations 
Database (MOODS) archive of all historical temperature and salinity profiles through 
1995. MODAS accesses this database and a series of regression coefficients to relate 
surface temperature to steric height and surface salinity measurements. Following 
formula ( 1) above and the process outlined in Cummings (2006), a model grid based field 
of vertical profiles are produced from simple surface measurements when each surface 
measurement is significantly different from the model first-guess input. These profiles 
are known as synthetics or synthetic profiles. Furthermore, these synthetic profiles are 
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used along with available in situ measurements in an optimal interpolation process to 
more accurately depict the ocean environment. It is estimated that synthetics can be used 
to estimate between 50% and 90% of the world's ocean variability (Fox 2002). These 
synthetic temperature and salinity profiles, much like the in situ profiles noted above, are 
incrementally input into the model. Along with the increments provided by the in situ 
data ocean data quality control process, the synthetic increments are blended or smoothed 
into the model over a 24-hour period by applying them to a 24-hour hindcast. The 
incrementally adjusted hindcast is then used as input for the new model forecast run. 
Using this method maintains dynamic balance, minimizes spurious gravity waves and 
allows geostrophy to adjust velocity fields in the model (Lunde 2009). 
The incremental adjustment process is necessary to maintain a smooth transition 
from forecast to forecast. Otherwise, the velocity fields could be adversely affected by 
sporadic adjustments to model fields. In practice, changes in the temperature, salinity or 
sea surface height can all affect the geostophic relations in which the pressure gradient 
force balances with the Coriolis Force (see equation 2; Knauss 2005). 
Geostophic Relations 
where: 
fv is the northward 
Ju is the eastward 
fu 
1 op 
pd.r 
1 dp 
- --
pdy 
(2) 
pis density 
p is pressure 
x is eastward 
y is northward 
The above mentioned changes can increase or decrease and abrupt changes in density or 
pressure (see equation 2) negatively effects the hydrostatic balance and can cause 
unstable or unrealistic behavior in the model. As stated above, the incremental process 
minimizes the potential for this instability which renders a more realistic approximation 
of the ocean environment (Cummings 2006). 
Generalized Digital Environment Model Ver. 3.0 
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MOODS discussed above does not include classified temperature and salinity 
profiles available only to the US Navy. The fourth data set provided was the Generalized 
Digital Environment Model ver. 3.0 (GDEM) which is an ocean climatology database 
computed from both MOODS data and Navy classified profiles through 1995 (Carnes 
2009). 
One Dimensional Model 
A literature search that had been conducted during a Mode Water Experiment 
yielded a study by Carol Ladd and LuAnne Thompson (2000). This study used a one 
dimensional (lD) model provided by James Price, WHOI, (Price et al. 1977) to predict 
the MLD associated with mode water formation in the NE Pacific. This study found that 
the lD model produced good results in predicting MLD so the lD model was chosen for 
the next set of experiments. 
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The ID model (Price et al. 1977) was obtained from James Price in a MATLAB 
format as well as a FORTRAN format. After evaluating both formats, the FORTRAN 
version was chosen for its simplicity and ease of use. The ID model (Price et al. 1977) 
provided the option to use default input parameters or to input parameters from other 
sources. These parameters included longwave extinction coefficient (betal) (default 
setting= 0.6 m), shortwave extinction coefficient (beta2) (default setting - 20.0 m), 
latitude in degrees (rlat), time scale of the decay of the current in days (udrag) (set to 
default of 9999.0 days), time-step increment in seconds (dt), the number of days to run 
the model (days), depth increment in meters (dz), critical bulk Richardson number (rb) 
(default setting - 0.65), critical gradient Richardson number (rg) (default setting - 0.25), 
coefficient of buoyancy production (eml), coefficient of shear production (em2), 
coefficient of ustar"3 (em3) (surface friction set to 0), an initial temperature (t) and 
salinity (s) profile with depth (d) and atmospheric inputs (solar insolation in W/m"2 (qi), 
noon amplitude of insolation in W/m"2 (qimax) (default setting= 978), steady heat loss 
in W/m"2 (ql) (default setting= -126), steady east wind stress in Pa (tx), north wind 
stress in Pa (ty), evaporation minus precipitation in mis (emp) (default setting= 0) and 
duration of insolation in hours (pqfac) (default setting = 10.0)). 
Atmospheric Forcing Data 
In the Ladd/Thompson study, the ID model (Price et al., 1977) was run using 
climatological atmospheric forcing input data from The Atlas of Surface Marine Data 
1994 (da Silva et al. 1994). To use data consistent with that used by Ladd and Thompson 
and to provide familiarity with the lD model (Price et al. 1977), its various options and 
its output data, the da Silva forcing data was used for the initial experiments. 
Additionally, COAMPS input data from NCOM2 was extracted and used in order to 
better compare NCOMl and the ID model (Price et al. 1977). Note that NCOMl and 
NCOM2 both used the same COAMPS input data, however, it could only be extracted 
fromNCOM2. 
For initial profile input, two profiles were used. The first profile was obtained 
from the glider data (Glider Profile). The second profile was an isothermal profile 
specifically created to test the lD model's (Price et al. 1977) response time/ability. 
11 
CHAPTER III 
METHODS 
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Temperature profiles from the glider data were compared to temperature profiles 
from NCOMl and 2 data using a MATLAB script called Profile Analysis and 
Visualization Environment (PAVE) (Toner, 2010). PAVE linearly interpolates NCOMl 
data for both time and space to fit the valid time and location of the glider data. When 
comparisons are shown, PA VE has an automated MLD function that allows the user to 
calculate the mixed layer depth of glider data and the corresponding, linearly interpolated 
model data. The MLD is determined by comparing the reference level (0 m) to the point 
where the temperature decreases by 0.10°C. This is determined to be the bottom of the 
mixed layer and the top of the thermocline. The data is output to a text file that can then 
be placed into a spread sheet. This method of determining MLD was chosen to be 
consistent with the previous Global Naval Coastal Ocean Model evaluation work 
mentioned above (Barron et al. 2007). 
An Excel spreadsheet and a statistical calculation freeware package (PSPP) were 
used to conduct statistical analysis on the data to determine correlation and significance. 
Graphs provided were also developed in Excel for each experiment. 
Statistical calculations were used to test for correlation between MLD's derived 
from NCOMl, the lD model (Price et al. 1977) and glider data. Correlation coefficients 
and Pearson r calculations were used for each MLD data comparison. The correlations 
that were shown to exist between these data sets were also tested for significance. In 
testing for significance, the following null hypothesis was used: H0: ~ = 0, H 1: ~ -t 0, 
where d is the mean and ~ is the true difference in correlated MLD values. A 2-tailed t-
test with a significance level of 0.05 was used to test the null hypothesis. P-values less 
than or equal to the 0.05 significance level allowed for the rejection of the null while p-
values greater than 0.05 indicated that any correlations could be due to a chance 
occurrence (Fisher 1959; Neyman 1976; Anderson et al. 1993). 
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CHAPTER IV 
EXPERIMENTS 
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To accomplish the stated objectives, a series of experiments were conducted using 
the available data. The first set of experiments was focused on searching for correlation 
between the Hawaii Regional Navy Coastal Ocean Model data and the Seaglider data .. 
Descriptions and conclusions of each experiment are described below. 
1. Pre-Assimilation NCOMl MLD Analysis Experiment 
1.1. Description: An MLD analysis was conducted on all glider data and 
corresponding pre-assimilation NCOM 1 data. 
1.2. Data: NCOMl Pre-Assimilation Model Data and Seaglider Data 
1.3. Conclusion: The surface temperature difference L~.T between the model 
and glider data were generally off by 0.25-l.0°C in areas where the glider 
was moving from one location to another. When the glider was virtually 
moored, ~T z 0. For MLD, comparing Pre-Assimilation NCOMl data to 
glider data yielded results that were not well correlated (r=0.44 ), however, 
a test of significance yielded a p-value of 0.0004 indicating that the 
correlations that do exist are not by chance (Figure 2). 
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Figure 2. Comparison of the mixed layer bottom depths for all available CTD and 
corresponding Pre-Assimilation NCOM 1 data. 
2. Post-Assimilation NCOMl MLD Experiment 
2.1. Description: Post-assimilation NCOMl temperature data was compared to all 
Seaglider data using the automated MLD analysis tool in PA VE 
2.2. Data: Post-Assimilation NCOMl Model Data and Seaglider Data 
2.3. Conclusion: The experiment found that after assimilation, NCOMl temperature 
profiles did shift on the temperature scale to more closely match that of the in situ 
data. However, the assimilation of the profile did not consistently alter the 
model's MLD to match that of the in situ data. When comparing Post-
Assimilation NCOM 1 temperature data to glider temperature data, even after the 
glider data had been assimilated, did not yield well-correlated MLD values 
(r=0.58). While the correlation coefficient was higher than was found with the 
Pre-Assimilated test, a test of significance (p-value of 0.22) indicated that the 
correlations that exist could be coincidental (Figure 3). 
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Figure 3. Comparison of the mixed layer bottom depths for all available CTD and 
corresponding Post-Assimilation NCOMl data measured in feet. 
3. Offshore vs. Near Shore MLD Experiment 
3.1. Description: Pre-assimilation NCOMl temperature data was compared to 
all Seaglider temperature data using the automated MLD analysis tool in 
PAVE; however, the data was divided into Near Shore (shallower water) 
and Offshore (deeper water). This experiment was conducted to search for 
NCO Ml performance differences in shallower, near shore ( < 4000 m) vs. 
deeper, off shore (>4000 m) water. 
3.2. Data: NCOMl Model Data and Seaglider Data 
3.3. Conclusion: When divided into deeper water (offshore) verses shallower 
water (near shore), the results showed no dramatic difference. The deeper 
water area had less complicated bathymetry and was farther downstream 
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from the wake of the Big Island of Hawaii while the shallower water area 
had more complicated bathymetry with sea mounts and shelf slopes. Also, 
the shallower, near shore area was at the beginning of the wake effects of 
the island. Deeper water vs. shallower water was correlated r=0.64 and 
r=0.55 respectively. In testing for significance, the off shore sample 
yielded a p-value of 0.001 and the near shore sample, while having a 
lower correlation coefficient had a p-value of 5.0xl0-8 indicating that the 
correlations were not by chance (Figure 4). 
4. Individual Glider MLD Experiment 
4.1. Description: This experiment was conducted to see if one area or feature 
produced better results than another. Post-assimilation NCOM 1 data was 
compared to all Seaglider data using the automated MLD analysis tool in 
PA VE. The data was divided by the Seaglider identification number and 
Excel was used to calculate correlation coefficients and produce scatter 
plots to represent the comparison. 
4.2. Data: NCOMl Model Data and Seaglider Data 
4.3. Conclusion: The MLD analysis of each glider was compared to its 
corresponding model data and only glider number 128 produced 
somewhat reasonable results with a correlation coefficient of 0.74 and the 
correlations were significant with a p-value of 0.0006. Glider 128 
sampled in a well established warm core eddy for the first 3 weeks of the 
exercise with a correlation coefficient of 0.65 and sampled in a cold core 
eddy the last week with a correlations coefficient of 0.84. 
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The feature was moving slowly and the glider sampled the eddy often over 
the entire month of July. The performance of the model appeared to be 
directly correlated to the number and frequency of in situ observations 
taken within this feature. Glider 136 produced an overall correlation 
coefficient of 0.54 with a correlation coefficient of 0.63 in the CCE and 
0.49 outside the CCE. The overall p-value was 2.49x10-8 indicating that 
the correlations were not by chance. In the CCE and outside the CCE, 
Glider 136 had a p-value of (0.031) and (8.20x10-7) respectively. Glider 
137 had an overall correlation coefficient of 0.40 and all data was from the 
warm core eddy (WCE). This was the lowest correlation of all the 
individual gliders and a test of significance indicated that the correlations 
could be due to chance (p=0.40). Glider 138 had an overall correlation 
coefficient of 0.47 and was outside any mesoscale feature, however, 
statistical analysis did indicate a p-value of 0.013 indicating the 
correlations were significant. Additionally, the CCE provided a correlation 
coefficient of 0.86 and a p-value of (0.05), the WCE provided a 
correlation coefficient of 0.55 and a p-value of (0.18) and non- mesoscale 
feature areas had a correlations coefficient of 0.52 and a p-value of 
(5.23x10-8) (Figures 5-7). 
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Figure 5. Individual Glider MLD Experiment 1. (a) Map of Glider 128 CTD data locations 
highlighted in black. (b) Comparison of the mixed layer bottom depths for Glider 128 CTD 
and corresponding Pre-Assimilation NCOMl data measured in feet. (c) Map of Glider 136 
CTD data locations highlighted in black. ( d) Comparison of the mixed layer bottom depths 
for Glider 136 CTD and corresponding Pre-Assimilation NCOMl data measured in feet. 
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Figure 6. Individual Glider MLD Experiment 2. (a) Map of Glider 137 CTD data 
locations highlighted in black. (b) Comparison of the mixed layer bottom depths for 
Glider 137 CTD and corresponding Pre-Assimilation NCOM data measured in feet. (c) 
Map of Glider 138 CTD data locations highlighted in black. (d) Comparison of the 
mixed layer bottom depths for Glider 138 CTD and corresponding Pre-Assimilation 
NCOM data measured in feet. 
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Figure 7. Individual Glider MLD Experiment 3. (a) Comparison of the mixed layer 
bottom depths for CTD and corresponding Pre-Assimilation NCOMl data measured in 
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depths for CTD and corresponding Pre-Assimilation NCOMl data measured in feet in 
an area with no mesoscale feature. (c) Comparison of the mixed layer bottom depths for 
CTD and corresponding Pre-Assimilation NCOMl data measured in feet in the 
cyclonic, cold core eddy. 
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While the above experiments did not yield overwhelmingly positive results, they 
did indicate that NCOMl has moderate skill in predicting the mixed layer depth in the lee 
of the Hawaiian Islands. 
JD Model 
For the second set of experiments, the lD model (Price et al. 1977), which uses a 
different vertical mixing scheme than that of NCOMl, was used for comparison. This 
series of experiments focuses on two different models using the same input parameters to 
test if one model outperforms the other in this wake island environment. The results 
soundly favored NCOMl. 
5. One Month lD model (Price et al. 1977) Run Using 1 Month Climatology 
Forcing Data vs. NCOMl And Seaglider Data 
5.1. Description: The MLD from the lD model (Price et al. 1977) run with the 
climatology forcing data was compared to NCOM 1 automated MLD 
analysis output from PAVE. The ID model (Price et al. 1977) data was 
also compared to glider data temperature profiles and NCOMl 
temperature profiles by doing a hand analysis. In running the lD model 
(Price et al. 1977), the climatology data was provided as one data point for 
each parameter (i.e. Solar input, precipitation, heat loss, etc.) per month 
and the model was run to cover a one month period. 
5.2. Data: da Silva Climatology, Glider Profile, lD model (Price et al. 1977) 
Output, NCOMl Model Data and Seaglider Data 
24 
5.3. Conclusion: The lD model (Price et al. 1977) produced poor results when 
compared to all other data. It was determined that one data point for 
atmospheric forcing per month was not effective. 
6. One Month lD model (Price et al. 1977) Run Using 1 Day Climatology 
Forcing Data vs. NCOMl And Seaglider Data 
6.1. Description: The MLD from the ID model (Price et al. 1977) run with the 
climatology forcing data was compared to NCOMl automated MLD 
analysis output from PAVE. The ID model (Price et al. 1977) data was 
also compared to glider data temperature profiles and NCOMl 
temperature profiles by doing a hand analysis. In running the ID model 
(Price et al. 1977), the climatology data was linearly interpolated to 1 data 
point per parameter (i.e. Solar input, precipitation, heat loss, etc.) per day 
and the model was run to cover a one month period. 
6.2. Data: da Silva Climatology, Glider Profile, ID model (Price et al. 1977) 
Output, NCOMl Model Data and Seaglider Data 
6.3. Conclusion: The ID model (Price et al. 1977) results were poor when 
compared to NCOMl and glider data (Figure 8). 
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Figure 8. One Month lD model 1. Time series for temperature mixed layer depth (in 
meters) of Pre-Assimilation NCOMl data, lD model with da Silva Climatology 
atmospheric forcing inputs (one input per day) and lD model with NCOMl atmospheric 
forcing inputs ( one input per 3 hours. 
7. One Month lD model (Price et al. 1977) Run Using 3 hour Climatology 
Forcing Data vs. NCOM 1 And Seaglider Data 
7.1. Description: The MLD from the lD model (Price et al. 1977) run with the 
climatology forcing data was compared to NCOM 1 automated MLD 
analysis output from PAVE. The lD model (Price et al. 1977) data was 
also compared to glider data temperature profiles and NCOMl 
temperature profiles by doing a hand analysis. In running the lD model 
(Price et al. 1977), the climatology data was linearly interpolated to 1 data 
point per parameter (i.e. Solar input, precipitation, heat loss, etc.) per 3 
hours and the model was run to cover a one month period. 
7 .2. Data: da Silva Climatology, Glider Profile, lD model (Price et al. 1977) 
Output, NCOMl Model Data and Seaglider Data 
7.3. Conclusion: The experiment produced noticeably different results from the 
1 day increment input data but still was far from that seen in NCOMl. 
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The results were much more consistent with real world ocean 
characteristics; however, they were still poor when compared to NCOMl 
and glider data (Figure 9). 
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8. One Month lD (Price et al. 1977) Model Run Using 3 hour NCOMl 
Forcing Data from 20N 159.5W vs. NCOMl And Seaglider Data from an 
area 18.5-20.5N 158.5-160W. 
8.1. Description: The MLD from the lD model (Price et al. 1977) run with the 
NCOMl forcing data was compared to NCOMl automated MLD analysis 
output from PA VE. The ID model (Price et al. 1977) data was also 
compared to glider data temperature profiles and NCOMl temperature 
profiles by doing a hand analysis. In running the lD model (Price et al. 
1977), NCOMl atmospheric forcing data was obtained in 3 hour 
increments and used for the model run. The run covered a one month 
period. This experiment was used to provide a true comparison of the two 
models given the same atmospheric input data. 
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8.2. Data: NCOMl Forcing Data, Glider Profile, lD model (Price et al. 1977) 
Output, NCOMl Model Data and Seaglider Data 
8.3. Conclusion: The experiment produced a strong diurnal signal and was 
very close to NCOMl on several occasions; however, the correlations 
were poor (Figure 10). 
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Figure 10. One Month lD model 3. (a) Comparison of the mixed layer bottom depths for 
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9. NOCMl vs. lD model (Price et al. 1977) MLD Test 
9 .1. Description: A grid of 2°x2° boxes was established throughout the domain 
and the center point of each box was used for this test. The atmospheric 
forcing data from NCOMl was used for each location as input for the lD 
model (Price et al. 1977). The MLD output data was compared to the 
MLD output data for the same locations in NCOMl. 
9.2. Data: NCOMl Forcing Data, Isothermal Profile, lD model (Price et al. 
1977) Output and NCOMl Output 
9.3. Conclusion: The output MLD from the lD model (Price et al. 1977) was 
in phase with the MLD output from NCOMl in most cases. The poorest 
results were from the areas west of the Big Island where much of the 
RIMPAC08 glider data was located. The lD model (Price et al. 1977) has 
no horizontal advection component and areas highly effected by horizontal 
advection do not match well (Figures 11-14). 
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Figure 11. NOCMl vs. lD model 1. (a) Time series for temperature mixed layer depth (in 
meters) of Pre-Assimilation NCOMl data and lD model with NCOMl atmospheric 
forcing inputs (one per 3 hours) for 23N 161W. (b) Time series for temperature mixed 
layer depth (in meters) of Pre-Assimilation NCOMl data and lD model with NCOMl 
atmospheric forcing inputs (one per 3 hours) for 23N 159W. (c) Time series for 
temperature mixed layer depth (in meters) of Pre-Assimilation NCOMl data and lD 
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Figure 13. NOCMl vs. lD model 3. (a) Time series for temperature mixed layer depth (in 
meters) of Pre-Assimilation NCO Ml data and lD model with NCO Ml atmospheric forcing 
inputs (one per 3 hours) for 21N 157W. (b) Time series for temperature mixed layer depth (in 
meters) of Pre-Assimilation NCO Ml data and lD model with NCOMl atmospheric forcing 
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10. NOCMl vs. lD model (Price et al. 1977) vs. In Situ MLD Test 
10.1. Description: A grid of 2°x2° boxes was established throughout the domain 
and the center point of each box was used for this test. The atmospheric 
forcing data from NCOMl was used for each location as input for the lD 
model (Price et al. 1977). The MLD output data from the lD model (Price 
et al. 1977) was compared to the MLD output data for the same locations 
in NCOMl and MLD data from in situ observations on and near each data 
point. 
10.2. Data: NCOMl Forcing Data, Isothermal Profile, lD model (Price et al. 
1977) Output, NCOMl Output and in situ observation MLD analysis data. 
10.3. Conclusion: Results that favor the lD model (Price et al. 1977) were on 
the windward side of the islands and the results that favor NCOMl are in 
the lee areas. The poorest results were at 21N 159W were in situ data did 
not match either model (Figures 15-16). 
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CHAPTERV 
CONCLUSION 
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Accurate predictions of the ocean environment aid the US Navy in making 
important tactical decision. The US Navy currently uses the Hawaii Regional Navy 
Coastal Ocean Model in the lee of the Hawaiian Islands and this study evaluated the 
performance of the model in correctly predicting the upper ocean mixed layer depths in 
this area. The evaluation quantified differences between the MLD derived from the 
Hawaii Regional Navy Coastal Ocean Model and the MLD derived from available in situ 
data and looked for significant correlations to determine the model 's ability to accurately 
predict the depth of the mixed layer. In an effort to objectively evaluate the Hawaii 
Regional Navy Coastal Ocean Model's ability to correctly predict the MLD for this area, 
a simple lD model (Pric~ et al. 1977) which uses a different turbulent mixing scheme 
was also employed as a comparison. These comparisons yielded the below results. 
The Hawaii Regional Navy Coastal Ocean Model predicted the surface 
temperature within l .0°C without having assimilated in situ data in the previous model 
run, however, if there were in situ observations available and assimilated into previous 
model runs, the model was accurate to within 0.25°C. This indicates that in situ profiles 
do have a positive impact on the model and are necessary for accurate SST predictability. 
Pre and post-assimilation NCOMl MLD results were surprising. Pre-assimilation 
correlations were less than correlations of post-assimilation data, however, paired sample 
t tests indicated that the post-assimilated correlations were not significant while the pre-
assimilated correlations were significant. In comparing individual temperature profiles 
with respect to post-assimilation data using hand analysis, model temperature profiles 
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would adjust to various sections of the in situ temperature profile but would maintain a 
typical profile shape. The result was that often the modeled surface temperature would 
adjust to match that of the in situ SST but the MLD would not adjust. Equally as often, 
the model temperature profile would adjust to match the main body of the thermocline 
which then worsened the SST and MLD. This was particularly the case when the in situ 
temperature profile did not follow a classic form, i.e. in the mode eddy. It was 
determined that these poor adjustments to the assimilated data were the cause of failure of 
significance in the post-assimilation data. 
The NCOMl and glider MLD data correlations from the near shore data were 
worse than that of the offshore set and this was as expected. It was thought that the water 
column and any features generated by the islands would become more stable as it moved 
west. This appeared to be the case, however, additional work should be conducted to 
prove this using data from various time periods. 
Breaking the results down by individual glider lead to other important findings 
with respect to feature analysis. Glider 128 was by far the best of the gliders, likely 
because it was the farthest west and went between 2 well established eddies. While the 
boundary between the two features was difficult to match, the features themselves were 
modeled relatively well and indicated improved results for the CCE. The WCE had 
issues with the synthetics which will be discusses later. Glider 136 was next with a 
distinct difference in and outside the CCE. Glider 138 was not in an eddy but was in one 
of the most dynamic areas of the region. As the water flowed around the north side of the 
Big Island, it and the wind above it generated complicated water conditions for glider 
138. As a result, this area provided some of the worst results of the study. However, 
glider 137 gave the worst results largely due to its location. It was in the southern edge 
of the WCE and moved across the boundary between the eddy and an area greatly 
influenced by the North Equatorial Current. This, along with the between eddy results 
from Glider 128 would indicate that the model has problems with the boundaries of 
cyclones and anticyclones, yet has adequate skill in forecasting the general location of 
these features. Additional work needs to be done to identify reasons for the eddy 
boundary location prediction deficiencies. 
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The lD model (Price et al. 1977) performed poorly in the lee of the Hawaiian 
Islands. Even when input forcing data was exactly the same as NCOMl, the model did 
not perform well. It was clear that the lack of a horizontal advection component in the 
lD model (Price et al. 1977) made it ineffective in this area. Ladd (2000) indicated that 
the ID model (Price et al. 1977) was chosen for their experiment in the central Pacific 
because it was away from boundaries where advection would create a problem. This 
further indicates that the lee island area of the Hawaiian Islands is a complicated region 
with no easy solution. 
The Hawaii Regional Navy Coastal Ocean Model, while having significant 
problems with MLD in this area is still the best available option for a 3 dimensional 
ocean model at this time. No other available ocean model provides equivalent benefits 
and overall accuracy in predicting the ocean at the resolution level of NCOMl. The 
synthetic profile generation process as discussed above, however, appears to have trouble 
when subsurface profiles have unusual shapes or the water mass is significantly different 
from the average for the given place and time. This would explain the poor initial results 
in the WCE as that eddy was a mode water eddy rather than a classic anticyclonic feature. 
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Only after the glider provided an overwhelming number of profiles in the feature did the 
synthetics adjust properly. Under normal conditions however, a feature such as this will 
not be sampled as often and the synthetics, as was seen in some locations in this study, 
will smooth out the unusual characteristic. This smoothing will, as seen in this study, 
adjust the model profile to the proper SST and MLD causing the thermocline to be 
dramatically incorrect or, most often, adjust the model profile to the thermocline causing 
the MLD to be incorrect. 
The WCE, as mentioned previously, was a mode water eddy which posed the 
above challenges to the Regional Navy Coastal Ocean Model synthetics. When 
comparing the WCE MLD analysis results with that of the non-mesoscale feature area, 
both yielded similar correlations. However, a 2 tailed t test was used to test for 
significance of correlation and the test indicated that the WCE correlations could be due 
to chance while the non-mesoscale correlations were not due to chance. This and the 
results of glider 137 which was entirely in the WCE further indicate the difficulty of 
NCOMl to correctly and accurately model unique or unusual features. 
What is needed at this time is further study on what corrections to the synthetic 
profile generation process would yield a more accurate model profile. It may be 
necessary to adjust the weight of profile assimilation to focus more on MLD rather than 
other points along the temperature profile. This process would largely entail determining 
what aspect of the profile is most important to the user. 
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