This work introduces a new query inference model that can access data and communicate with the teacher by asking finitely many Boolean queries in a language L. In this model the parameters of interest are the number of queries used and the expressive power of L. We study how the learning power varies with these parameters. Results suggest that this model may help studying query inference in a resource bounded environment.
Introduction
Formal learning models are designed for rigorous studies on issues such as language acquisition, empirical inquiry of knowledge, etc. that are relevant to human and machine learning [18] . In Angluin's teacher and learner paradigm [1, 2] , the learner's task is to identify an unknown concept via queries to the teacher, who provides information about the target concept the learner wishes to learn. Consider the example shown in figure 1 , where the learner can observe data as well as asking questions.
In this model, we will refer the information received from the teacher as additional information. A number of basic questions arise. For example, one may ask:
(a) What types of additional information can the learner receive from the teacher? (b) How much additional information can the learner receive from the teacher?
The answers usually depend on the types of queries used and the number of queries allowed. In this paper we will consider these questions within the computability theoretic framework [13, 17] . We will introduce the background of the computability theoretic approach in section 1.1.
In our model, additional information obtained from the teacher are the answers to the questions the learner posted. We will restrict our attention to Boolean questions formulated in a language L. One may think of these additional information as a collection (possibly infinite) of properties that the learner is unaware of but is simple enough so that the learner can formulate the questions in L. The teacher is assumed to know the correct answers to any properties that can be formulated in L. While the teacher in our model is, in general, non-algorithmic, this approach can provide some insights to learning. For example, suppose that a concept can be learned by asking at most 3 Boolean queries. Then, it is theoretically possible that one can enumerate a list of 2 3 Turing machines where at least one of them can learn the concept. However, it may not be possible to decide which machine from the eight of them. In this work we will put an emphasis on the number of queries used in the learning process and the languages used to formulate the queries.
Many major developments in research on computability-theoretic learning theory and query inference are omitted here. The readers are strongly encouraged to consult references such as [4, 7, 14, 16, 18, 23] and the materials cited therein for a better view of this subject.
There has been much progress in related learning models. For readers who are interested in learning via queries formulated in the setting where the concept class and the problem domain are finite, we referred them to the excellent survey [3] and the references cited therein for a thorough view in that area. For readers who are interested in other resource bounded models formulated in an computability-theoretic setting, we refer them to the related literature, such as [5, 6, 10, 11] .
The computability theoretic approach
In inductive inference, that is, computability-theoretic learning theory, concepts are many times modelled as collections of computable functions from N to N, where N is the set of all natural numbers. An inference machine M is simply a total Turing machine. Given a concept S and f ∈ S, M takes finite initial segments {(0, f (0)), . . . , (n, f (n))} of f (abbrev. as σ n (f )) as input and outputs (the Gödel number of) a program that might compute f . The function f is said to be EX-learnable by M [17] if
and that the program e computes f . S is said to be EX-learnable by M when every f ∈ S is EX-learnable by M. The object
is the inference type associated to the learning criteria EX. Denote M(σ n (f )) by e n . Suppose that the following condition
is satisfied. Then M does learn the function f semantically. Note that condition (3) is less restrictive than condition (1) as the limit lim n→∞ e n may not exist even when (3) holds. The learning model that uses criteria (3) is referred as behavioral correct learning [7] . Its inference type is denoted by BC. Note that both EX and BC (and many other basic inference criteria [7] as well) learners learn passively by observing data. By contrast, an active way of learning is to ask questions. Gasarch and Smith [13] studied learning via queries in a computability-theoretic setting. Roughly speaking, a query inference machine (abbrev. as QIM) is an inference machine that learns concepts by actively asking questions to the teacher, who will provide correct answers to these questions. Questions are Boolean queries about the function f formulated in a query language L. For any passive inference type (i.e. inference without using queries) I (e.g., I = EX, BC, etc.), the corresponding query inference type is QI(L):
The query language L is a parameter that may affect the learning power. In this work we refine the query inference machine model. We introduce the bounded query inference types QI(L) k , where the quantity k (∈ N) denotes the number of queries allowed. The additional computational power gained by an query inference machine can be measured either quantitatively by the number of queries made or qualitatively by the expressive power of the language L.
Focus of this work
The main point of this paper is to introduce the bounded query inference types and to demonstrate its potential in measuring the two types of resources (i.e. number of queries and the expressive power of query languages) stated above. Our results try to answer the following basic questions:
-Can more queries infer more?:
We show that for many passive inference types I, more queries always help and this fact is independent of the query languages used. -Can one trade 'quantity' for 'quality'?:
We show that in our query inference model, enriching a query language cannot reduce the number of queries used in the learning process.
Asking k Boolean questions has at most 2 k possible sequences of answers. Hence any inference process that uses k Boolean queries can be simulated via a team of 2 k inference machines (see definition 2). It is natural to ask the following question:
-Can team inference be simulated by bounded query inference?:
In particular, we ask if a team inference process by 2 k learners (without using queries) can be simulated by a single machine using at most k Boolean queries in a language L. We show that when using the language [+, ×] one can simulate the team learning process. However, it asks questions that are not specifically related to the concepts it wishes to learn (see the proof of theorem 4). Furthermore, we show that for many query languages such as
2 and many others, 1 our results indicate that a bounded query inference machine cannot even simulate a team of size two, regardless of the number of questions asked.
Notation and basic definitions
We assume familiarity with the basic notions of logic ( [9] ) and computability theory [21, 24] . Let DEC = {f | f : N → N and f is computable} and DEC 0,1 denote the set when we restrict to {0, 1} valued computable functions. We identify it with the collection of all computable sets. {ϕ e } e∈N denotes an arbitrary acceptable numbering of all but only partial computable functions.
Query languages and inference models
A query language L consists of the usual logical symbols with equality, quantifiers, symbols for first order variables, symbols for every element of N and a special symbol F denoting the function we wish to learn. Extra symbols for some functions and relations on N may be included, and the query language will be denoted by these symbols. For example, [<] denotes the query language with the relation < and [+, <] denotes the query language with the relation < and the function +. We use [∅] to denote the query language with no extra symbols. Most of the query languages we consider are first order and we will use a superscript 2 when we allow set variables and their quantifications. For example, [Succ, <] 2 is the query language with the successor function (Succ(x) = x+1) and the relation <. In addition, it consists of set variables and allows quantifications over these set variables. We use small (resp. large) letters for number (resp. set) variables, which range over N (resp. subsets of N). Throughout this paper, L denotes a reasonable query language. That is, all the symbols in L represent computable operations. Queries about sets can be similarly defined.
Given a query language L, one may enrich the language to L by introducing more extra symbols to L. We will call L an extension of L. For any two query languages L 1 ,
Also, [Succ, <] 2 is at least as expressive as [Succ, <] because we allow set variables and their quantifications.
A number of examples of queries in various languages are given in table 1. Note that the query language [+, ×] can express the question 'x ∈ A?' for any computably enumerated set A [19] . See [13] for other examples on queries used in query inference. Table 1 Examples of queries in various query languages L.
L
An example of query in L and its interpretation
'Is the function surjective?'
'Is the functional value at each x different from x by at most 1?'
'Does the function have finite support?'
'Is the function eventually periodic?'
'Is the function equal to a quadratic polynomial almost everywhere?
Our query inference model is a variant of the original model used in [13] . In the paper [13] , a query inference machine obtains all of its information from making queries to a teacher and cannot access the data directly. It can however request whatever data its wants via queries (e.g., a QIM can find out what f (13) is by asking the questions 'f (13) = 0?', 'f (13) = 1?', etc. until a YES answer is obtained). In this work we consider a QIM which can access data and post a finite number of queries.
Definition 1.
For k ∈ N let M k denotes the collection of QIMs which can access the data values but is allowed to post at most k logical queries in L. Let M * denote the collection of QIMs which can access the data values and is allowed to post any finite number of logical queries in L.
Note that to learn different members in C, the number of queries used in the inference process, which is at most k, may be different. The inference type QI(L) * is defined as
Note that QI(L) 0 = I and QI(L) * ⊆ QI(L).
It follows from the definition of bounded inference types that we have the following inference type hierarchy:
Main results
Definition 2 [22] . Let I be any inference criteria and let 1 k n. The team inference type [k, n]I is defined as the set
Observe that asking k questions has at most 2 k possible sequence of answers. Hence any inference process that uses k Boolean queries can be simulated via a team of 2 k inference machines. That is,
Our main result compares the bounded query inference types with team inference types that allow errors. Definition 3 [7, 22] . Let a ∈ N and f, g : N → N. We write f = a g when the set {x: f (x) = g(x)} has at most a elements. An inference machine M is said to BC alearns f if M fed f outputs over time an infinite sequence of programs p 0 , p 1 , . . . , such that for all but finitely many n, ϕ p n = a f . The inference type BC a is the set
By combining (9) and (11) one can consider the team inference types [k, n]BC a (1 k n and a 0). We also need the following technical definitions in our proof.
Definition 4.
Let f : N → N and τ be a finite initial segment of f . Let dom(τ ) (resp. rng(τ )) denote the domain (resp. range) of τ . Let φ k (F) (k 1) be the query
We say that
We also use the notation φ k (τ ) to denote the Boolean condition
Fact 1. From (12) (resp. (13)) we see that φ k (f ) (resp. φ k (σ )) is true implies φ j (f ) (resp. φ j (σ )) is true for any j k. As the query φ k (F) (where k ∈ N) does not use any extra symbols, it can be expressed in any query languages.
Definition 5 [22] . Let f : N → N, x ∈ N, and let Y be an infinite computable subset of N. We use n Y (x) to denote the smallest element in Y that is greater than x. 
Theorem 2.
For any query language L and for any k 1,
Proof. It suffices to show that (14) holds for
Construction of S(k
By an implicit use of the recursion theorem, we may let C i be the collection of functions f from DEC such that f is exactly i-fold surjective, 0 < |D
By definition 4, C i and C j (i = j ) are pairwise disjoint. Moreover, for any f ∈ S(k) and i (1 i 2 k ), we have the property that 
Claim 2. S(k)
. . , M 2 k −1 be a team of inference machines. From the definition of S(k) (see equation (15)) it suffices to show that the condition
holds, where 
Our overall strategy is summarized as follows. Note that we make implicit use of the recursion theorem in the construction of members in A r . 
2. We reach this step if the previous search terminates. To preserve exact 2 k -fold surjectivity, we extend τ s to τ such that φ 2 k (τ ) is true and φ 2 k +1 (τ ) is false. 
End of construction
I is true. If ϕ e 2 k is total, then the construction succeeds at any stage s. Hence ϕ 2 k ∈ C 2 k (by requirements 1(b), 1(c) and by step 2). In addition, by requirement 1(a), we have 2 k (e 2 k ).
II is true for r = 2 k . If ϕ e 2 k is not total. Let s be the least stage that the search step in stage s does not terminate. Let σ 2 k = ϕ s e 2 k and without loss of generality, let M 1 be the machine at the front of the queue at stage s. Note that for any extension τ of σ 2 k that satisfies the requirements 1(b) and 1(c) in program e 2 k , M 1 (τ ) can converge on at most a points outside dom(σ 2 k ). Hence M 1 cannot BC a -identify any function that monotonic extends along Y 2 k . By another implicit use of the recursion theorem, we obtain the following program e 2 k −1 . ⊂ σ , φ 2 k −1 (σ ) is true and (z, e ) ∈ σ . Here e is a padded version of e 2 k −1 (i.e.: ϕ e 2 k −1 = ϕ e , where e is large enough to satisfy the conditions stated previously).
2. To prepare the queue of machines: Remove M 1 from the queue. Put the remaining 2 k − 2 machines in a priority queue and let M 2 be the front of the queue. II is true for 3 r 2 k − 1. We observe from the case r = 2 k that we can consider program e r (2 r 2 k − 1) which is of the following form:
Program e r . Note: r ranges from 2 k − 1 down to 2. Program e r is being considered when programs e 2 k , . . . , e r+1 all fail to be total. ). By padding, obtain a e which is a padded version of e r (i.e.: ϕ e r = ϕ e ). e can be chosen large enough so that we can construct a finite initial segment σ , where 
End of program e r
By similar arguments, parts (a), (b) and (c) in II all hold for any r = 2 k − 1 down to 3.
III is true. Finally, note that if the programs e 2 k , . . . , e 2 are not total, then by our construction let s be the least stage that program e 2 cannot meet the three requirements. This implies that ϕ e 2 is an finite initial segment and any extensions of it cannot be BC a learned by any of the inference machines. In this case we can initialize ϕ 0 e 1 by using the same technique as in the construction of program e r . Take ϕ e 1 to be a computable function that is an exactly 1-fold surjective extension of the initial segment ϕ 0 e 1 . This implies that ϕ 0 e 1 ∈ C 1 and it witnesses that 1 is true.
Corollary 1. For any query languages L and for any
Proof. Part (b) follows from part (a). For part (a), observe that for any k, a 0,
By theorem 2, there is a concept C such that
In fact, by similar arguments it can be shown that corollary 1 holds for other inference types. We only state the results here.
Corollary 2.
Let L be a query language and k ∈ N. Let r 1 and I be the inference type. When I = BC, I = EX r or I = BC r , we have
We also show that improving the quality of Boolean queries cannot reduce the number of queries made. An intuitive explanation is that any k Boolean queries can describe no more than 2 k bits of information.
Corollary 3. Let L be any query language. For any extension L of L and any k ∈ N,
Proof. By theorem 2, we have
A contradiction.
The techniques in theorem 2 can be modified to separate the query inference types QEX([<]) * and
Proof. Partition N into infinitely many Y i 's (i 1), where each Y i is infinite and computable. Furthermore, the sequence {Y i ⊆ N: i ∈ N} is uniformly recursive [24] . That is, there exists a recursive function g(x, n) such that the function λx[g(x, n)] is the characteristic function of Y n for all n 1. For k 1 letφ k be the querỹ
We say that f is eventually k-fold surjective ifφ k (f ) is true. Next we define C = ∞ n=1 C n , where
By theorem 1, we have
Hence it suffices to show that for any m 1,
By using the techniques shown in the proof of theorem 2, one can show that C / ∈ [1, m]EX for any m 1. To show that C ∈ QEX([<]) * , consider the following learning algorithm for C. For any f ∈ C, the learning algorithm asks the queryφ i starting from i = 1, 2, . . . and determines the least k such thatφ k is false. By our construction of C, k ( 2) can always be found. Then the learning algorithm will focus on the set Y k−1 . It will output a new conjecture whenever a new element of D Y k−1 (f ) which is greater than all the existing values is found. It follows from the definition of C k−1 (see (22) ) that it will eventually determine a program e for f .
Simulating a team
Theorem 1 states that for any passive inference type I and for any k 1,
In this section we consider the following question:
"For what languages L do the two inference types equal?"
In such cases, the language L is expressive enough so that the team learning process can be simulated by an active learning strategy using k queries in the language L.
Using the language [+, ×]
We begin by examining the language [+, ×]. Recall that the query language [+, ×] can express the question 'x ∈ A' for any computably enumerated set A [19] . We state this fact in the following form [13] and apply it later in our proof.
Fact 2.
Let A be a computably enumerable set. Then there exists a polynomial p in k + 1 variables (k is fixed) such that
Moreover, there is an effective algorithm such that given any program e, the algorithm returns the polynomial p which corresponds to the computably enumerated set dom(ϕ e ).
We will write (24) 
Theorem 4. (∀n
Proof. It suffices to show that
Let C be a concept that is [1,
Observe that by using the collection of questions {Q(j ): j = 1, . . . , 2 n } in (26) and binary search, one can first determine which machine can actually learn f and then simulate that machine. This process only takes at most n questions. As the relation ' ' can be interpreted in [+, ×], it remains to show that the condition 'M i EX-learns f ?' can be formulated in the language [+, ×].
Let , : N × N → N be a pairing function such that x, y is a polynomial in x and y (see [20] for some examples). Define x, y, z as x, y, z so that it is a polynomial in x, y and z. Now, let A be the set A = e, x, y : program e converges at x and the output is y .
A is clearly computably enumerable. By fact 2, there exists a polynomial p such that the query 'Does program e compute F' can be formulated in [+, ×] as
Note that p( z, e, x, y ) is a polynomial in e, x, y, z and can be obtained effectively. Hence, the query (28) can be formulated effectively in
Using weaker languages
Many languages L being studied in query inference are less expressive than [+, ×]. Comparing with the result in section 4.1 (i.e. when L = [+, ×]), we will see that there is a sharp contrast when using many of these weaker languages. It is mainly because of fact 3 as stated below. The notion LANS and INV will be explained in later subsections. [12] . Let LANS be the class of query languages that are reducible to [Succ, <] 2 and let INV be the class of passive inference types that are invariant under the operator. Then we have
Fact 3
The main point for this section is to demonstrate that when we use weaker query languages L from LANS, bounded query inference types cannot be used to simulate a team of size greater than 1, and this fact is true for passive inference types such as EX and BC. To illustrate this point we will provide a concise description of the tools we need. In section 4.2.1, we will explain the notion of reductions. Examples of languages L that are known to be reducible to the language [Succ, <] 2 (i.e. L ∈ LANS) will be given. In section 4.2.2, we will explain the notion of the Omega operator . Examples of passive inference types I that are invariant under (i.e. I ∈ INV) will be provided. Sample results that illustrate the constrast is given in section 4.2.3.
Interested readers should consult [12, 15] and the references cited therein for the details behind these notions.
Reductions among query languages
Definition 6 [15] . Let L 1 and L 2 be two query languages and E be an infinite computable subset of N. Let f : E → N be a computable bijection. L 1 is said to be reducible to L 2 via the pair (E, f ) if there is a computable function which translates queries in L 1 to queries in L 2 and the translation satisfies the following two conditions:
We will denote this reduction by L 1 L 2 . Note that in the literature, there are more than one form of reduction (e.g., wb , etc.) and the one stated here is denoted as L 1 N L 2 . We will not discuss the other types of reductions in this work.
Many languages L are known to be reducible to [Succ, <] 2 .
Theorem 5 [15] . Let b 2. Suppose that the following symbols are used to represent the unary predicates (used in some of our query languages):
(a) POW b is the unary predicate that determines if a number is in the set {b n : n ∈ N}.
(b) POLY b is the unary predicate that determines if a number is in the set {n b : n ∈ N}.
(c) FAC is the unary predicate that determines if a number is in the set {n!: n ∈ N}.
Then, for any
L ∈ {[+, <], [+, <, POW b ], [Succ, <, POW b ] 2 , [Succ, <, POLY b ] 2 , [Succ, <, FAC] 2 : b > 1}, L is reducible to [Succ, <] 2 .
The Omega operator
In [12] the Omega operator is constructed by using decidability results from the theory of Omega automata (see [8, 25] ). Formally, the operator is a mapping : 2 DEC → 2 DEC 0,1 which maps each concept C(∈ DEC) to a concept in (C)(∈ DEC 0,1 ). With respect to query inference, the key property of is that any queries formulated in the language [Succ, <] 2 about members of (C) (for any concept C) are decidable in the following sense. One can effectively compute from each query φ a corresponding number l(φ) so that the answer to the query φ(f ) can be decided correctly by examining an initial segment of f of length l(φ).
The notion of invariance is defined as follows:
Definition 7 [12] . Let I be an passive inference type for inferring programs (i.e. without using queries). I is said to be invariant under if (∀C ⊆ DEC) (C) ∈ I ⇐⇒ C ∈ I .
Now we state examples of inference types that are shown to be in INV.
Fact 4 [12] . Note that it is not known if the passive inference type BC a (a 1) is in INV or not.
Sample results
We use facts 3 and 4 to illustrate our main point. Although EX ⊂ BC, Smith [22] 
Hence we have:
As QBC(L) k ⊆ QBC(L) for any k ∈ N ∪ { * }. We have the following version that relates to the bounded query inference types: Hence for any languages L ∈ LANS and for the learning criteria such as EX and BC, bounded query inference cannot be used to simulate any team of size greater than 1.
Future directions
A new query inference model that can access data and communicate with a teacher by asking a bounded number of logical queries is studied. The following questions are of interest:
-Simulation of a team learning process via active learning strategies: Can one develop a language L so that QI(L) k = [1, 2 k ]I ? Note that in our proof, the queries we use in the simulation (in the language [+, ×]) are questions that are not directly related to the concept that we wish to learn. It will be of interest to find a language L such that the equality holds and the queries (in L) used in the simulation ask about machine independent properties of the functions under observation.
-Using non-Boolean queries: No matter how expressive a Boolean query can be, it only allows the communication of a single bit of information. Developing new bounded query inference models that use non-Boolean queries may reveal other interesting aspects of learning.
