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Abstract
This paper introduces an active learning approach to the fitting of machine learning interatomic potentials. Our approach is based
on the D-optimality criterion for selecting atomic configurations on which the potential is fitted. It is shown that the proposed
active learning approach is highly efficient in training potentials on the fly, ensuring that no extrapolation is attempted and leading
to a completely reliable atomistic simulation without any significant decrease in accuracy. We apply our approach to molecular
dynamics and structure relaxation, and we argue that it can be applied, in principle, to any other type of atomistic simulation. The
software, test cases, and examples of usage are published at http://gitlab.skoltech.ru/shapeev/mlip/.
Keywords: Interatomic potential, Active learning, Learning on the fly, Machine learning, Atomistic simulation, Moment tensor
potentials
1. Introduction
Many research areas in materials science, molecular physics,
chemistry, and biology involve atomistic modeling. For exam-
ple, in molecular dynamics (MD), as a rule, one of the follow-
ing two classes of interatomic interaction models is used. The
first class is the empirical interatomic potentials—they are very
computationally efficient and allow for simulating large atom-
istic systems for microseconds of simulation time. However,
they typically yield only qualitative accuracy. The other class
is quantum-mechanical (QM) models, such as the density func-
tional theory (DFT). They are very accurate, but computation-
ally expensive. Their applicability is typically limited to hun-
dreds of atoms and hundreds of picoseconds of simulation time.
Several directions of developing the models that would be
both accurate and computationally efficient have been pursued.
They include the so-called linear scaling DFT [1, 2, 3] that
ensures that the algorithmic complexity grows linearly when
the size of the atomistic system increases beyond hundreds of
atoms. Another direction is the development of semi-empirical
models, such as the tight-binding model [4], whose accuracy
and efficiency is between those of the empirical potentials and
DFT. In this paper we pursue a more recent approach based on
machine learning.
Machine learning interatomic potentials
Application of machine learning (ML) has recently been put
forward as a promising idea that would combine the accuracy of
the QM models and the efficiency of the interatomic potentials
[5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. Such machine-
learning interatomic potentials (MLIPs) postulate a partitioning
1e-mail: e.podryabinkin@skoltech.ru
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of the interatomic interaction energy into individual contribu-
tions of the atoms (and sometimes bonds, bond angles, etc.) and
assume a very flexible functional form for such a contribution,
making it a function of the positions of the neighboring atoms,
typically with hundreds or more parameters. These parameters
are found by requiring the energy, forces and/or stresses pre-
dicted by a MLIP to be close to those obtained by a QM model
on some atomic configurations. These configurations are called
the training set, and finding the parameters of a MLIP is known
as training or fitting. One of the important features of MLIPs
are their ability to approximate potential energy surfaces with
arbitrary accuracy (at least theoretically) by increasing the num-
ber of parameters and the training set. It should be noted that
there are other, ML-based atomistic models of solids, includ-
ing those predicting the energy directly without partitioning it
[19, 20], or constructing a density functional in a DFT with ma-
chine learning [21]. A recent overview of ML-based models of
materials can be found in [22].
Each of the existing MLIPs has a nontrivial functional form
accounting for the physical symmetries of interatomic interac-
tion. Namely, a MLIP should be invariant with respect to trans-
lation, rotation, and reflection of the space, and also permu-
tation of chemically equivalent atoms. In addition, the poten-
tial should have a local support (i.e., depend on surrounding
atoms only within a finite cut-off radius) and be smooth with
respect to atoms coming and leaving the support. In many in-
stances, it is achieved by designing a fixed number of descrip-
tors [23, 24]—scalar functions that satisfy all the symmetries
and uniquely encode each atomic environment, and assuming
that a MLIP is an arbitrary function (which we call the regres-
sion model) of these descriptors. This idea was first put forward
by Behler and Parrinello [10] proposing an ML model which
they called a neural network potential (NNP), based on their
descriptors and neural networks as the regression model. Since
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then, there has been many works on NNPs, see the review pa-
pers [8, 9] and references therein, and also more recent works
[5, 12, 13, 14, 15, 25, 26]. Another group of authors adopted
the Gaussian process regression framework [7]. They used the
coefficients of spherical harmonics expansion of the smeared
atomic positions as descriptors and used the kernel-based ML
model, where the kernel was based on the distance between
the vectors comprised of those coefficients. In a follow-up pa-
per, [17], the authors refined this idea by proposing the smooth
overlap of atomic positions kernel, bypassing the step of de-
signing the descriptors. For other examples of using Gaussian
process regression for constructing interatomic potentials refer
to [6, 27]. Three closely related works, [28, 29, 30], use Gaus-
sian process regression to predict the forces on atoms directly,
without predicting the energy and taking its gradient. Finally,
[18] proposes a linear regression model with spherical harmon-
ics coefficients as the basis functions. In the present work, we
use the moment tensor potentials (MTPs) [16]. These potentials
adopt a linear regression model with polynomial-like functions
of atomic coordinates as the basis functions. The MTPs can be
interpreted as having descriptors which are based on tensors of
inertia of atomic environments.
The MLIPs described above allow for improving their ac-
curacy through increasing the number of the fitting parameters.
However, the approximation properties of ML potentials de-
pend not only on their algebraic form, but also on the training
set used to fit them. Choosing a good training set for a potential
with many parameters (say, more than ten) proves to be a highly
nontrivial practical problem. Indeed, all the existing MLIPs are
interpolative, they fail to give reasonable answers outside their
training domain. Therefore, a good training set should make
a MLIP to be interpolative over all the relevant configurations.
Obviously, the more parameters a MLIP involves, the larger
and more diverse the training set is required in order to fit such
a MLIP.
The problem of choosing a proper training set for the fitting
of a reliable MLIP is related to the problem of transferability—
the ability of interatomic potentials to extrapolate, i.e., give rea-
sonable predictions outside the training domain (e.g., predict
the double vacancy formation energy if only single vacancies
are present in the training set). It is hardly expected that a MLIP
can extrapolate beyond the training domain, but even develop-
ing a reliable problem-specific MLIP that would accurately in-
terpolate within the training domain is nontrivial, as pointed
out, for instance, by Behler [9, Section 4]. As an illustration of
this, the authors of [17] sampled gamma surfaces (by shifting,
in different ways, a part of a crystal along a glide plane) and in-
cluded them in the training set, which allowed them to compute
the properties of dislocations accurately with the exception of
their Peierls barrier. To accurately reproduce the latter they de-
vised a more complicated scheme of generating configurations
from the MD trajectories using one version of their potential in
order to fit a better version of their potential.
An attractive idea is to attempt to sample the entire space
of atomic environments within, for example, a constraint on
the minimal interatomic distance. It is, however, not clear how
to do this with sufficient accuracy due to extremely high di-
mensionality of the space of atomic neighborhoods. Therefore,
in practice, the training set is usually generated by specially
designed sampling procedures such as, for example, random
perturbations of ideal crystalline configurations [18], sampling
from an ab-initio MD, or a classical MD with empirical po-
tential or another (already fitted) MLIP [17]. These sampling
procedures, however, do not ensure that the training set cov-
ers fully, without “gaps”, the region in the configuration space
required for training MLIPs reliably. In other words, a poten-
tial resulted from such a training procedure may later encounter
configurations on which this potential will have to extrapolate.
Active learning and learning on the fly
The problem of extrapolation could be resolved if a MLIP
were able to detect extrapolative configurations, obtain the QM
data for those configurations, and be re-trained. In this sce-
nario, the extrapolation problem (or the transferability problem)
would be solved by reliably predicting on the fly whether a po-
tential is extrapolating on a given configuration. Alternatively,
in the case when learning on the fly cannot be done, the selec-
tion of extrapolative configurations can be done offline yielding
the training set that improves the transferability of the fitted po-
tential.
Both scenarios are related to a set of ML techniques called
active learning (AL). In contrast to passive learning in which a
potential learns every configuration in the training set, in AL a
potential is trained only on a set of selected configurations. The
key component of any AL method is, thus, its query strategy—
an algorithmic criterion for deciding whether a given configu-
ration can be treated reliably by an ML model, or we need to
re-train our model by querying the QM data for this configura-
tion. If such decision can be made reliably then, as we show in
this paper, we do not have to ensure that the training set gener-
ated offline has all the representative configurations.
A general overview of AL approaches can be found in [31].
In the context of interatomic potentials, the first work that pro-
posed AL was [32] putting forward a Bayesian query-by-committee
strategy. AL was applied by Behler to the neural network po-
tentials [9, Section 4], using the query by committee-type AL
strategy. Finally, the authors of [33, 34] train a machine learn-
ing model predicting the force errors based on the distance be-
tween a given atomic configuration and the training set. A very
natural AL approach applicable to force fields based on Gaus-
sian process regression [7, 17, 6, 27, 29, 30], which has not yet
been implemented in practice, would be to use the Bayesian
predictive variance, shown to correlate with the actual error,
e.g., in [21].
In this paper we propose another AL approach for MLIPs
based on the D-optimality criterion [31, Section 3.5] allowing
for detecting the configurations on which a MLIP extrapolates.
This criterion was chosen because there exists an efficient al-
gorithm for checking for D-optimality [35]. Also, as will be
discussed in this paper, D-optimality has appealing mathemati-
cal interpretations, such as decreasing the uncertainty in deter-
mining the parameters or maximizing the volume spanned by
the training set in the space of configurations, thus avoiding ex-
trapolation. We apply our AL approach to the fitting of MTPs,
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however, it is easily generalizable to a any other linear potential,
i.e., a potential whose energy depends linearly on the parame-
ters, such as SNAP [18] or GAP. In principle, we can apply AL
to atomistic systems with any number of chemically different
types of atoms, however, most linearly parametrized potentials
developed to date are only applicable to systems with a single
type of atoms. We demonstrate that our AL approach allows
one to train potentials on the fly with a limited number of QM
calculations (occurring, typically, in the initial stage of MD or
another atomistic simulation) without loss in accuracy. In ad-
dition, we show that even without learning on the fly, AL can
“optimize” the training set, in the sense of extracting a signif-
icantly smaller subset, training on which reduces the maximal
error and improves transferability.
It should be emphasized that the idea of fitting interatomic
potentials on-the-fly is not new. The motivation behind this
idea is the same as for the MLIPs—to eliminate expensive QM
calculations for those configurations (or atomic neighborhoods)
which are similar to the configurations already computed. Ear-
lier works [36, 37] proposed a “learning-and-forgetting” scheme,
in which the interatomic potentials are fitted to the current QM
data, and the old QM data are discarded. A significant step for-
ward was recently done by Li, Kermode and De Vita [29], who
proposed a “learning-and-remembering” scheme, in which the
database of QM calculations continuously grows with time. It
was demonstrated that this approach allows one to reduce the
number of QM calculations by a factor of 30 [29]. In all cases,
the decision to compute the QM data for a given configuration
was taken every n steps (e.g., n = 30 steps), where n is a fixed
number depending on the system, the temperature at which it is
simulated, etc. This is the main difference from the approach
proposed in the present work: we formulate a query strategy
that is based on geometrical information (atomic positions and
supercell vectors) of a configuration and does not use the QM
data, thus a well-trained potential will trigger the QM calcula-
tions very rarely.
2. Machine Learning Interatomic Potentials
Let x be a periodic atomistic configuration with N atoms in
a supercell L. Suppose we can compute, for a given configura-
tion x, its QM energy Eqm(x), forces f qmi (x) (1 ≤ i ≤ N) and
stresses σqm(x). Such computation typically involves resolving
the electronic structure and is very expensive. For the purpose
of our paper, we treat such computation as a black box.
2.1. Linearly Parametrized Potentials
We next assume that each atom interacts with its neighbor-
hood defined by a cut-off distance Rcut > 0. The neighborhood
ri = (ri,1, . . . , ri,n) of atom i is defined as a collection of vectors
pointing from atom i to all the atoms (and their periodic exten-
sions), excluding the atom itself, that are not farther than Rcut.
The number of atoms in the neighborhood, n, may depend on i.
We assume that the total interaction energy of a configura-
tion is
E(x) =
N∑
i=1
V(ri), (1)
where V is the interatomic potential—a scalar function of the
neighborhood ri. We define a linearly parametrized local po-
tential as having linear dependence on the fitting parameters θ j:
V(ri) =
m∑
j=1
θ jB j(ri), (2)
where B j are the fixed basis functions. The concrete form of the
basis functions is not important for what follows, therefore we
give the details in the Appendix A on how B j are constructed
for the moment tensor potentials (MTPs) [16] used in this work.
We define the configuration-dependent basis functions b j(x) :=∑N
i=1 B j(ri) and, using (1) and (2), write
E(x) =
m∑
j=1
θ jb j(x).
The force f j(x) is a derivative of E(x) with respect to the posi-
tion of the j-th atom, x j:
f j(x) = −∇x j E(x), 1 ≤ j ≤ N, (3)
and the virial stresses are derivatives with respect to lattice vec-
tors
σ(x) =
1
| det(L)|
(∇LE(x))L>. (4)
2.2. Fitting (training)
A linearly parametrized potential is uniquely determined
by the algebraic form, and the values of the fitting parameters
θ j. The latter are found through the fitting to the quantum-
mechanical energy, forces, and stresses on a set of configura-
tions XTS = {x(1), . . . , x(K)} which we call the training set.
The simplest form of fitting is requiring E
(
x(k)
)
= Eqm
(
x(k)
)
.
Expanding the left-hand side yields system of linear algebraic
equations on the coefficients θ j:
m∑
j=1
θ jb j
(
x(k)
)
= Eqm
(
x(k)
)
. (5)
In the matrix notation, we can write this system as Aθ = R,
where
A =

b1
(
x(1)
)
. . . bm
(
x(1)
)
...
. . .
...
b1
(
x(K)
)
. . . bm
(
x(K)
)
 .
This system is typically overdetermined (K ≥ m), therefore we
define the solution through the pseudoinverse by θ := (A>A)−1A>R.
If the configurations in the training set XTS are also provided
with the forces f qm(x(k)) and stresses σqm(x(k)) one can add two
more families of equations in addition to fitting to the energy:
Cf fi
(
x(k)
)
= Cf f
qm
i
(
x(k)
)
, i = 1, ...,N(k) (6a)
Csσ
(
x(k)
)
= Csσqm
(
x(k)
)
. (6b)
These equations are combined into a single least-square min-
imization problem, therefore we need to introduce the coef-
ficients Cf and Cs determining the relative importance of the
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force- and stress-fitting equations relative to the energy-fitting
equation. Expanding the left-hand side of ((6)) yields the fol-
lowing equations:
Cf
m∑
j=1
θ j∇xi b j
(
x(k)
)
= −Cf f qmi
(
x(k)
)
, (7a)
Cs
m∑
j=1
θ j
(∇Lb j(x(k)))L(k)>
| det(L(k))| = Csσ
qm(x(k)), (7b)
i = 1, . . . ,N(k), 1 ≤ k ≤ K.
3. Active Learning
Active learning allows one to select the training set from
a given set of configurations or a stream of configurations. It
is done only based on the unlabeled data, i.e., no quantum-
mechanical energy, forces or stresses are required for making
the decision about including a particular configuration x∗ into
the training set XTS. In the learning-on-the-fly scenario this
means that the quantum-mechanical calculations are done only
when the configuration is indeed sufficiently “new”. The cri-
terion on whether a given configuration x∗ should be added to
XTS is called the query strategy.
An overview of various query strategies is presented in [31].
In the present work we employ the variance reduction query
strategy based on the D-optimality criterion [31, Section 3.5]
and a fast algorithm, called the maxvol algorithm, developed in
[35]. A way to derive the D-optimality criterion is to assume
that the right-hand side of the equations (5), (7) has a Gaussian
random noise and we want to select m out of K equations such
that the noise in the solution is minimized. This is equivalent
to choosing a subset of equations (5), (7) such that its matrix
A ∈ Rm×m has the maximal determinant by its absolute value.
Those configurations x(k) that correspond to the selected equa-
tions hence form XTS.
The active learning algorithm is determined by the follow-
ing two choices: what equations are used for the fitting and
what equations are used for the selection of the configurations.
It should be noted that the two sets of equations need not coin-
cide: for instance, the fitting can be done over all the equations
(5), (7), but the selection can be done only based on (5). In the
present work we use all the equations for the fitting, and three
different versions of the query strategy, as detailed below.
Query strategy QS1: Selection by the energy-fitting equation
The first query strategy, labeled as QS1, involves only the
energy-fitting equation (5). Given some configuration x∗, we
need to decide whether to insert it to XTS =
{
x(1), . . . , x(m)
}
. The
rows of the matrix A corresponding to x(i) ∈ XTS are:
A =

b1
(
x(1)
)
. . . bm
(
x(1)
)
...
. . .
...
b1
(
x(m)
)
. . . bm
(
x(m)
)
 .
Following the maxvol algorithm [35], we form the row-vector
C :=
(
b1(x∗) . . . bm(x∗)
)
A−1. (8)
If we replace the k-th row of A by
(
b1(x∗) . . . bm(x∗)
)
then |detA|
will change by a factor of |Ck | (the easiest way to see this is to
use the Cramer’s formula).
Our query strategy is thus as follows. If
γ(x∗) := max
1≤k≤m
|Ck | > γth, (9)
where we call γth ≥ 1 a threshold, then we add x∗ to the training
set and remove x(k) with k = arg maxk |Ck |; otherwise, we keep
the XTS as is. This procedure guarantees that if x(k) is replaced
by x∗ in XTS then |detA| is increased at least by a factor of γth.
If in the algorithm one stores A−1 instead of A then the com-
plexity of computing γ(x∗) is only O(m2). When A changes, it
also takes O(m2) operations to update A−1 using the Sherman-
Morrison [38] rank-one update.
It is worthwhile noting that the elements of C can be inter-
preted as the coefficients of expressing E(x∗) through E
(
x(k)
)
:
E(x∗) =
K∑
k=1
CkE
(
x(k)
)
.
Hence we can say that if all |Ck | ≤ 1 then we are interpolating
the predicted value of the energy, E(x∗), through the energies
E
(
x(k)
)
= Eqm
(
x(k)
)
. Hence, γ(x∗) defined by (9) has a meaning
of a degree of extrapolation that we commit when evaluating
E(x∗). Hence we call γ(x∗) the extrapolation grade and the
parameter γth ≥ 1 defines the maximal allowed extrapolation
grade. It should be emphasized that γ(x∗) does not depend on
the QM data and is therefore a geometric feature of the config-
uration x∗ and configurations from XTS.
Query strategy QS2: Selection by all equations
The second query strategy, QS2, the matrix A is formed by
m equations chosen from (5), (7). Thus, each configuration x∗
yields 1 + 3N + 6 rows in place of (8),
C =

b1(x∗) . . . bm(x∗)
Cf∇x1 b1(x∗) . . . Cf∇x1 bm(x∗)
...
...
...
︸                                       ︷︷                                       ︸
=:B
A−1,
(here ∇x1 b1(x∗) comes from expanding the force in basis func-
tions) and it is selected for training if
max
k, j
|Ck j| > γth. (10)
We then use the maxvol algorithm [35] to maximize |detA|; it
is a greedy algorithm replacing rows of A with rows of B until
maxk, j |Ck j| ≤ γth. The algorithm is detailed in Appendix B.
Note that in this query strategy there may be more than one row
of A corresponding to one configuration, and thus less than m
configurations may be selected into the training set. The algo-
rithm complexity is O(Nm2).
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Query strategy QS3: Selection by neighborhoods
To formulate the last approach we suppose, for the sake of
argument, that we could also fit to the site energies,
V
(
r(k)i
) ≡ m∑
j=1
θ jB j
(
r(k)i
)
= Vqmi
(k)
1 ≤ k ≤ K, 1 ≤ i ≤ N(k). (11)
Thus, in the third approach, QS3, A is formed by the equations
(11). We proceed similarly to QS2 and compose
C =

B1(r∗1) . . . Bm(r
∗
1)
...
...
...
B1(r∗N) . . . Bm(r
∗
N)
︸                        ︷︷                        ︸
=:B
A−1.
Then if maxk, j |Ck j| > γth then we replace the rows in A with the
rows in B and update XTS accordingly. As in QS2, there may
be more than one row of B corresponding to one configuration,
and thus the training set may contain less than m configurations.
The algorithm complexity is the same as that of QS2, O(Nm2).
It should be emphasized that no site energies are actually re-
quired from quantum mechanical data for the implementation
of QS3.
Learning on the fly
The AL methodology naturally applies to learning on-the-
fly scenario that combines the interatomic potential evaluation
and its learning into a single routine, see Fig. 1. At each iter-
ation of an atomistic simulation, an unlabeled configuration x∗
comes as an input to an AL procedure, that does the following.
1. Calculate extrapolation grade, γ(x∗). If γ(x∗) ≤ γth then
go to step 5, else
2. Calculate Eqm(x∗), f qm(x∗), and σqm(x∗) with a
quantum-mechanical model.
3. Update XTS (and hence A) with x∗.
4. Re-fit the MLIP and obtain new θ1, . . . , θm.
5. Return E(x∗), f (x∗), σ(x∗) according to the current values
of θ1, . . . , θm.
Note that in this scheme the parameter γth controls the ef-
ficiency of the learning-on-the-fly scheme, effectively ignoring
configurations which increase |detA| only slightly and perform
expensive QM calculations only for sufficiently “new” config-
urations. In practice, there is an optimal range of γth for which
the QM calculations are not done too often, and on the other
hand, the extrapolation does not significantly decrease the ac-
curacy of the potential, see Section 4.4.
As another application, AL can be applied to reducing the
training set, for instance, when it contains many similar config-
urations. In Appendix C we show that such offline application
of AL improves the transferability of a MLIP and reduces max-
imal errors as compared to learning from the full database.
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Figure 1: Workflow in actively learning a potential on the fly. An active-
learning scheme gets an atomistic configuration and returns its energy, forces,
and stresses, by possibly retraining the interatomic potential.
4. Testing
In this section we test the proposed AL schemes. In Sec-
tion 4.1 we give an illustratory example of how AL works for
a system with one degree of freedom. Then, in Section 4.2 we
test the accuracy of the fitting of the MTP potentials [16] on a
crystalline Li system, and in Section 4.3 we show that the ex-
trapolation grade γ correlates with the error of fitting. Finally,
in Section 4.4, we will test learning on the fly.
All the tests are done using the open-source software that
we publish at http://gitlab.skoltech.ru/shapeev/mlip/.
The distribution package includes the examples of applications
described in this section.
4.1. A one-dimensional illustration
-4 -2 0 2 4
x
5
10
15
EHxL
Figure 2: A one-dimensional example. The dotted line is the exact energy
Eqm(x), the red dashed line is the least-mean-square fit, and the blue solid line
is the fit with active learning. The least-mean-square has the lowest possible
energy (i.e., is closer to the exact energy in the energy well), but creates a spu-
rious energy barrier around x = −3 that changes the correct long-term behavior
of the system.
We start by illustrating how the proposed method works in a
simple one-dimensional example. Suppose our system has only
one degree of freedom, x ∈ [−4, 4], and is described by the
energy Eqm(x) = x2 + x3e−x2/2, shown in Figure 2, dotted line.
We approximate it by a potential E(x) = θ1x2 + θ2x3. Suppose
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that we can sample the exact finite-temperature MD arbitrarily
long, and we minimize the mean-square error of the fit on these
MD samples. This is equivalent to minimizing the free-energy
functional ∫ 4
−4
(E(x) − Eqm(x))2e−Eqm(x)dx
resulting from a Boltzmann distribution with the dimension-
less temperature kBT = 1. We then obtain the fit E(x) =
0.93x2 + 0.21x3, shown in Figure 2, red dashed line. The root-
mean-square error of this fit, defined as the standard deviation
of E(x) − Eqm(x) with respect to the Boltzmann distribution, is
only 0.25. However, the major problem is that this fit creates
a finite energy barrier around x = −3, which would cause the
system to occasionally escape the physical region and drive the
system to a spurious minimum x→ −∞.
We next apply the AL approach to this problem by select-
ing two points (since there are two basis functions) from the
interval [−4, 4] for the fitting of E(x). The most optimal points
are x1 = −4 and x2 = 4, as they maximize det
(
x21x
3
1
x22x
3
2
)
. The fit
is then E(x) = x2 + 3 · 10−4x3, shown in Figure 2, blue solid
line. Its error is 0.46, but it correctly predicts the barriers at the
boundary of the region of interest, and hence the MD will not
escape the region of interest.
It thus can be concluded that, at least in this one-dimensional
example, AL offers reliability at the cost of a trade-off in accu-
racy as compared to passive learning. In the following subsec-
tions we will see that the difference between passive and ac-
tive sampling is even more pronounced in a realistic MD—AL
offers in practice a completely reliable model at the cost of a
marginal error increase.
4.2. Accuracy of learning molecular dynamics
In this and the following subsections we perform atomistic
simulations of Lithium. The tests are performed in a cubic su-
percell of 128 Lithium atoms arranged in a b.c.c. lattice. The
length of the supercell in each direction is greater than twice
the cut-off radius, 2Rcut = 10Å. This ensures that each atomic
neighborhood does not contain multiple periodic images of a
single atom.
The energies, forces, and stresses were computed using DFT
with the VASP code [39, 40, 41], a projected augmented wave
(PAW) pseudopotential [42], and the Perdew-Burke-Ernzerhof
exchange-correlation functional [43]. Lithium is an alkaline
metal with one valence electron and therefore its electronic struc-
ture can be computed faster than for the other elements, which
is helpful in collecting large statistics for the tests.
Before testing our AL approach, we perform a test of accu-
racy of the MTP potential for Li by fitting to a fixed quantum-
mechanical database. The database was comprised of four ab-
initio MD trajectories sampling an NVT-ensemble at tempera-
ture T = 300 K, each trajectory ran for 6 000 time steps, each
time step was 1 fs. A sequence of MTPs with different num-
ber of basis functions, m, was generated; the more basis func-
tions are included, the better is the accuracy. The fitting errors
are given in the Table 1. Here and in what follows we report
Table 1: RMS fitting errors in energy, forces and stresses for MTPs with dif-
ferent number of basis functions, m. The root-mean-square (RMS) and the
maximum errors are quoted.
m Energy error Force error Stress error
(meV/atom) (eV/Å) (%) (GPa) (%)
10 0.35 0.023 7.4 0.073 7.0
30 0.22 0.018 5.8 0.060 5.8
100 0.19 0.016 5.1 0.052 5.2
300 0.17 0.015 4.9 0.045 4.4
1000 0.15 0.015 4.8 0.040 3.8
the root-mean-square (RMS) error and the maximum error. As
can be seen, the potentials systematically converge, however,
increasing the number of basis functions beyond 100, essen-
tially, does not reduce the error. Therefore the results for the
subsequent tests will be quoted for the same set of 100 basis
functions.
4.3. Correlation of the error and the extrapolation grade
We next show that the force error correlates with the ex-
trapolation grade γ(x∗). Note that the cost of evaluating γ(x∗) is
as cheap as a matrix-vector multiplication (or a matrix-matrix
multiplication for QS2 and QS3), as we do not need to consider
the cost of evaluating
(
b1(x∗) . . . bm(x∗)
)
in (8) (and B for
QS2 and QS3) since it is required for computing E(x) in any
case. The correlation between the error and γ(x∗) may be used
to assess the applicability of a MLIP to a given configuration
x∗ during an atomistic simulation. Even more important than
simply knowing γ for configurations appeared in MD, we can
store the configurations with high γ in order to perform the QM
calculations and refit MLIP on them on-the-fly or after the sim-
ulation.
We compute the force errors and the extrapolation grade
each time step of an MD at T = 300 K. The force errors versus
the extrapolation grade are plotted in Figure 3. A good corre-
lation between the two can be observed—this indicates that in
practice an extrapolation grade can predict the correct order of
magnitude of the error a potential makes on a given configura-
tion without performing a QM calculation.
4.4. Learning on the Fly
We next test our AL strategy in a realistic setting of MD and
structure relaxation.
We run MD trajectories at T = 300 K for 100 ps, training
an MTP on the fly. Graphs in Figure 4(a) show the amount
of QM calculations as a function of the simulation time. One
can see that all query strategies require many QM calculations
during an initial phase (1–5ps) and then gradually move to the
regime when QM calculations are required only rarely. QS1
requires about twice more QM calculations as compared to QS2
and QS3.
As one can see from the Figure 4(b) the amount of the QM
calculations drops significantly as γth increases (with γth = 2
about four times less QM calculations are required as compared
to γth = 1). On the other hand, as seen from Table 2, the errors
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Figure 3: Correlation between the extrapolation grade γ(x) and the force error
∆ f (x) =
( 1
N
∑N
i=1 | fi(x) − f qmi (x)|2
)1/2. Each point on the graph corresponds
to an MD time step. For 95% of configurations the RMS force error is within
[0.04 γ, 0.22 γ] eV/Å (dashed lines)—this indicates a good correlation between
the error and the extrapolation grade.
essentially do not increase up to γth = 2 and only at γth = 11
the maximum error exhibits a slight increase (for γth > 1 only
the errors of QS1 are tabulated, however, the behavior of QS2
and QS3 with increasing γth is essentially the same). This in-
dicates that one can easily tune the efficiency-versus-accuracy
performance of an AL scheme by adjusting γth. Based on our
experience, we find that a value for γth between 2 and 11 is a
good choice in practice—it does not significantly reduce the ac-
curacy, while the number of the QM calculations is just a few
times higher than the theoretical minimum (which is equal to
the number of undetermined parameters).
Table 2: Accuracy for different query strategies and γth.
Query #QM force error
strategy γth calcs (eV/Å)
RMS max
QS1 1 3712 0.015 0.13
QS1 1.01 3168 0.015 0.10
QS1 1.1 1958 0.016 0.19
QS1 2 873 0.016 0.13
QS1 11 397 0.016 0.31
QS2 1 1921 0.016 0.09
QS3 1 1900 0.015 0.12
Comparison with classical learning on the fly
Next we test the reliability of our AL strategy in a sce-
nario of learning-on-the-fly MD for bulk Li, as in the previ-
ous test case. We compare it to a the classical learning-on-
the-fly algorithm inspired by [36, 37, 29]. In [29] the authors
propose to: (1) learn from an initial, one or few picosecond-
long AIMD trajectory, and (2) perform an MD with the trained
potential, additionally adding configurations to the training set
once in every Nstep time steps. For the purpose of illustration,
we choose Nstep = 100 and run MD at the melting temperature,
although we note that the authors of [29] report their results for
Nstep = 30 at a much lower temperature.
The results of this test are illustrated in Figure 5. If a po-
tential is trained on a fixed database, it is observed that once
in about 15ps the atomistic system escapes into an unphysi-
cal region characterized by very low (below 1Å) bond lengths.
Therefore, to assess the reliability of a potential, we terminate
the MD if after some simulation time the minimal distance be-
tween atoms becomes smaller than 1.5Å. We call the simula-
tion time after which half the trajectories are terminated (i.e.,
the trajectory half-life), the failure time. From the transition
state theory, we estimate that in an AIMD, the failure time is
of the order of 1010s—which is much larger than is accessible
even with a classical MD.
Figure 5 illustrates the comparison of classical and active
learning. The classical learning-on-the-fly scheme inspired by
[29], increases the average failure time from about 15ps to 150ps
at a cost of 1500 additional QM calculations. In contrast, with
the proposed active learning-on-the-fly scheme, we ran effec-
tively a 0.5µs-long simulation, which has not failed a single
time. We used parallel replica method [44] to access such a
long timescale. During this 0.5µs-long trajectory the scheme
required only about 50 additional QM calculations (out of them
only 5 during the first 150ps, as compared to 1500 for the clas-
sical learning). Thus, the AL approach offers, in practice, a
completely reliable scheme as opposed to the classical learning
approach at a much smaller cost.
We note that we have observed many classical learning-on-
the-fly MD trajectories that fail within the first 5ps of learning
of the fly. This means that, in the logic of [29], the initial MD
trajectory should be extended beyond 1ps, at the cost of more
QM calculations. Instead, in this work we simply discarded
those trajectories when estimating the failure time (otherwise
the estimated failure time would be significantly smaller than
150ps). It should also be remarked that decreasing Nstep from
100 to 30, as suggested in [29], should further improve the reli-
ability of the classical learning on the fly, but this would further
increase its cost and will make its failure time more expensive
to measure.
Automatic expansion of the training region
In the next test, we illustrate how the AL scheme allows for
an automatic expansion of the region spanned by the training
set. We start with the potential from the previous test, trained
on the fly for 500ps at 450K. The training set contains 100
crystalline configuration. We then start a new learning-on-the-
fly MD at 900K which is well above the melting point.
The performance of learning on the fly is shown in Figure 6.
The solid-to-liquid transition occurs after about 200fs of simu-
lation time and most of learning takes place between 200fs and
300fs. We emphasize that the AL algorithm does not “know”
of the temperature change—it makes the decision only based
on incoming atomistic configurations.
After learning at 900K, the prediction errors at lower tem-
peratures somewhat increase. To test this, we actively selected
three sets of configurations, sampled at 300K, 450K, and 900K,
and fitted three potentials on these sets, denoted by MTP300,
7
01000
2000
3000
4000
0 20000 40000 60000 80000 100000
QM calcs
MD steps
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Figure 4: Amount of QM calculations in a learning-on-the-fly MD as a function of the MD time step. (a): Comparison of the query strategies; (b): QS1 with
different thresholds γth (first 30 ps).
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Figure 5: Comparison of ab initio molecular dynamics (AIMD) with no-
learning MD, classical learning on the fly (LOTF) inspired by [29], and active
LOTF. The no-learning and classical LOTF MD are not completely reliable:
on average every 15ps the no-learning MD fails, i.e., escapes into an unphys-
ical region in the phase space. The classical LOTF makes this ten times more
reliable (failure time of 150ps) at the expense of extra 1500 QM calculations.
In contrast, the active LOTF makes MD completely reliable (i.e., failures are
not observed) at the cost of only 50 QM calculations as measured over the first
0.5µs of simulation time.
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Figure 6: Learning after raising the temperature from 450K to 900K. The atom-
istic system takes about 200fs to liquify, and for the next 100fs the potential
does most of learning of liquid configurations. After this, the QM calculations
are done only occasionally.
Table 3: Errors of potentials trained at different temperatures when tested on
configurations sampled at different temperatures. The absolute errors are in
eV/Å. The relative errors are also given in parenthesis. The potential trained on
crystalline configurations (at 300K or 450K) fails on the liquid configurations
(900K). When additionally trained on liquid configurations, the potential shows
somewhat higher errors for crystalline configurations, but no longer fails on
liquid configurations.
Force error at:
Potential 300K 450K 900K
MTP300 0.016 (4.6%) 0.022 (5.7%) 12.1
MTP450 0.017 (4.7%) 0.020 (5.2%) 11.7
MTP900 0.030 (8.4%) 0.033 (8.5%) 0.062 (7.0%)
MTP450, and MTP900, respectively. The errors of these poten-
tials on these sets are shown in Table 3. The potentials trained
on crystalline configurations (at 300K or 450K) fail to predict
forces for liquid configurations. Nevertheless, after additional
training on liquid configurations, the potential became applica-
ble to both, liquid and crystalline configurations; however, the
errors on crystalline configurations became somewhat larger.
Active learning beyond molecular dynamics
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Figure 7: An illustration of configurations selected into the training set by active
learning. The X-axis is the range of energies per atom of configurations after
relaxation. The Y-axis is the number of configurations within a certain energy
range. The training set features 24 crystalline configurations and 76 fully or
partly liquid.
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To illustrate that our AL approach is applicable to other,
non-MD simulation, we use AL to relax (i.e., find the nearest
local minimum of) the configurations selected in the training set
while learning a 900K MD from the previous test. Relaxation
will additionally give us information about the composition of
the training set: the configurations learned from MD at 450K
should preserve crystalline structure and relax to a perfect crys-
tal, while the configurations learned from MD at 900K should
correspond to the liquid phase and relax to disordered (glass-
like) configurations.
Thus, we take each configuration from the training set, relax
while learning on the fly, and compare its energy to the energy
of a relaxed ideal crystalline configurations. Only 1 of 100 con-
figurations required additional QM calculations while relaxing,
which indicates that there were practically no “new” configu-
rations in the process. The result is shown in Figure 7. We
see that 24 of 100 configurations in the training set are perfect
crystals, some configurations correspond to the onset of melting
(solid-liquid coexistence), and some correspond to fully liquid
configurations.
It should be noted that extra care should be taken with re-
gards to the fact that the interatomic potential may slightly change
while learning on the fly during relaxation. Indeed, if a potential
increased after treating a certain configuration, then this config-
uration may be falsely considered as a local minimum (since
after the change in the potential energy, the nearby configura-
tions have higher energies). This issue can be fixed either by
re-running the relaxation or formulating the stopping criterion
in terms of forces only.
5. Discussion
Our results suggest that the proposed learning-on-the-fly al-
gorithms do not, essentially, reduce the accuracy of interatomic
potentials while always keeping the MD trajectory within the
physical region. It should also be emphasized that the AL algo-
rithm introduces a computational overhead that, at least in our
test examples, was less expensive than calculating the energy,
forces and stresses. The overhead of retraining our potential
was also small compared to the time of calculating the energy,
forces and stresses.
Our AL algorithms is not specific to MD and can, in princi-
ple, be used with any other type of atomistic simulation, such as
structure relaxation, Monte-Carlo sampling, nudge elastic band
[45], or the accelerated MD methods [46]. Also, our algorithms
can learn configurations with varying number of atoms. This
may be important in many applications, including computa-
tional structure prediction [12] where the sought configurations
may be of unknown size.
The choice of the D-optimality criterion, which our AL al-
gorithms are based on, was motivated by reducing uncertainty
in the parameters of potential. However, there is also another in-
terpretation. For example, the elements of the matrix A in QS1,
b j(x(k)), can be considered as descriptors of the configuration
x(k), each configuration is characterized by an m-dimensional
descriptor vector. In this sense the D-optimality criterion max-
imizes the volume of the simplex in Rm formed by m descrip-
tor vectors. In the same way B j
(
r(k)i
)
, which are the elements
of matrix A in QS3, can be considered as the descriptors of a
neighborhood of atom i of k-th configuration. Therefore, QS3
“catches” configurations with the most different atomic neigh-
borhoods in the sense of the D-optimality criterion. This prop-
erty of QS3 can be useful in designing algorithms of a learning-
on-the-fly MD with million or more atoms where training has
to be done on local environments completed to small configu-
rations.
6. Conclusion
Machine learning interatomic potentials offer a promising
way of combining the accuracy of quantum mechanics and the
computational efficiency of the empirical interatomic potentials.
However, the weak point of the machine learning interatomic
potentials is reliability—the more general and accurate they are
required to be, the harder it is to generate offline the training
dataset that ensures no extrapolation at the online evaluation
stage. In the present work we have shown that this problem
can be solved by applying active learning to the fitting of the
machine learning interatomic potentials.
We have proposed a new active learning scheme based on
the D-optimality criterion and have shown empirically that it
yields an accurate, computationally efficient, and reliable in-
teratomic interaction model. In particular, using active learn-
ing in the learning-on-the-fly scenario fully resolves the trans-
ferability problem—active learning detects when extrapolation
is attempted and retrains the potential on those configurations.
In the case when learning on the fly cannot be performed, the
proposed active learning techniques allow one to control the
degree of extrapolation. The software, test cases, and exam-
ples of usage are published at http://gitlab.skoltech.
ru/shapeev/mlip/.
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Appendix A: Functional Form of MTPs
We used the Moment Tensor Potentials (MTPs) [16] that
have the following functional form
V(ri) =
m∑
j=1
θ jB j(ri),
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where θ j are the model parameters and B j are the basis func-
tions indexed by k × k integer symmetric matrices α j ∈ Nk×k,
(where N = {0, 1, . . .}), j = 1, . . . ,m as follows. We let N :=
{1, . . . ,N}, α ∈ Nk×k and define, with a slight abuse of notation,
the functional form of the basis functions by
Bα(ri) =
∑
γ∈Nk

k∏
`,m=1
m<`
(ri,γm · ri,γ` )αm,`

(∏
`
fα`,` (|ri,γ` |)
)
,
where fµ = fµ(ρ) (µ ∈ N) is the set of radial basis functions
that vanish for ρ > Rcut. If, for the sake of argument, we
chose fµ(ρ) = ρ2µ then Bα is a polynomial of degree
∑k
i, j=1 αi, j.
Therefore, the set of α is chosen to include all α such that∑k
i, j=1 αi, j ≤ deg, where deg thus limits the “degree” of Bα.
From the definition it seems that computing Bα is very expen-
sive, however, there is a fast algorithm for computing Bα and
their derivatives, refer for the details to [16]. In particular, Bα
are expressed as tensorial contractions of the following tensor-
valued descriptors
Mµ,ν(ri) =
∑
j
fµ(ri j) ri j ⊗ . . . ⊗ ri j︸         ︷︷         ︸
ν times
,
where ri j ⊗ . . .⊗ ri j is the outer product of ri j with itself ν times,
and µ, ν depend on α. These descriptors have an interpretation
of moments of inertia of the atomic environment of ith atom
in the following sense. If fµ(ri j) is the weight of the atom j
in the neighborhood of the atom i then Mµ,0 is the mass of the
neighborhood (or, in other words, the 0-th moment of inertia),
Mµ,1 is the vector of the first moments of inertia (then the center
of mass of the neighborhood relative to the atom i is Mµ,1/Mµ,0),
Mµ,2 is the matrix of the second moments of inertia, etc.
Appendix B: Maxvol algorithm
The query strategies QS2 and QS3 require finding the m ×
m submatrix A with maximal |detA| (or, in other words, with
the maximal volume) in an k × m matrix B. This is done by
the maxvol algorithm [35]. This algorithm is based on greedy
selection of rows from B. Each iteration of this algorithm has
O(mk) complexity. The algorithm is as follows.
1. Start with an initial (e.g., randomly chosen) m × m sub-
matrix A of B and calculate C = BA−1.
2. Find the maximal by absolute value element Ci j in this
matrix.
3. If |Ci j| > γth then:
3.1 swap the i-th row of A with the j-th row of B,
3.2 update C = BA−1 using the Sherman-Morrison [38]
rank-one update,
3.3 go to step 2.
The smaller the threshold parameter γth > 1 is, the larger
|detA| will be, at the cost of making more iterations.
Table 4: Errors of fitting of different AL approaches.
Query energy error force error stress error
strategy #XTS (meV/atom) (eV/Å) (GPa)
RMS max RMS max RMS max
passive 24000 0.19 0.82 0.016 0.13 0.052 0.13
random 100 0.21 0.92 0.017 0.28 0.057 0.14
QS1 100 0.21 0.78 0.016 0.10 0.053 0.13
QS2 84 0.25 0.89 0.016 0.10 0.056 0.13
QS3 92 0.23 0.79 0.016 0.09 0.057 0.13
Appendix C: Active Learning from a Database
In this section we show that AL offers some advantages
when learning from a given database as opposed to passive
learning.
Errors of fitting
We compare the errors of the fitting of the MTP with 100 ba-
sis functions using five different strategies, namely fitting on the
entire database (passive learning), selecting 100 random config-
urations, and three AL approaches. The result for the random
selection was averaged over 16 independent samples.
As can be seen from Table 4, all AL methods yield marginal
increase in the RMS error as compared to passive learning and
a significant decrease in the maximal error. Also, they produce
smaller errors than the random selection query strategy. This
indicates the efficiency of the AL methods. Thus, applying the
proposed AL methods to offline learning allow one to reduce
the size of XTS (resulting in acceleration of the training stage)
while keeping the accuracy essentially at the same level as for
the fitting on the entire evaluation set.
Reliability
Finally, we have performed a test of reliability when the
potentials are trained offline. We use the potentials from the
previous test fitted on MD trajectories at T = 300 K and use
them in MD at T = 300 K and T = 450 K. We measure the fail-
ure time, i.e., simulation time until the minimal interatomic dis-
tance becomes less then 1.5Å. We performed 100 MD runs and
calculated the expected failure time for different MTPs. These
results are presented in Table 5.
Table 5: Average failure time, i.e., simulation time until some bond is com-
pressed to 1.5Å.
Query failure time (ns)
strategy #XTS T = 300 K T = 450 K
passive 24000 0.18 0.06
random 100 0.17 0.03
QS1 100 0.66 0.04
QS2 84 1.29 0.06
QS3 92 3.84 0.16
As one can see, the actively learned MTPs are more stable
as compared to the passively learned ones. In other words, they
have better transferability—the ability of the potential to make
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a prediction for configurations sufficiently different from those
in the training set. We argue that this is achieved because AL,
in some sense, selects the “most different” configurations for
training, resulting in a smaller degree of extrapolation if used
on a different evaluation set. Interestingly the neighborhood-
based AL, QS3, shows by far the best results then the other two
AL approaches. We speculate that this is because the failure
most likely happens locally, when two atoms come too close,
and QS3 naturally selects such configurations for training.
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