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Abstract-By introducing a change of variables and appealing to rational approximation f the cosine 
matrix, we develop two-step approximating schemes of arbitrarily high-order accuracy for the time 
discretization of homogeneous damped second-order systems of the form MU(l) t 2CU(r) t KU(1) = 0, 
where M, C, K are symmetric, M and K are positive definite, and the damping is proportional, i.e. 
C = MPL?’ q(M-‘I#. We perform stability and convergence analysis for the resulting schemes. We exhibit 
particularly an unconditionally stable fourth-order scheme and discuss its computational implementation. 
We also present an analogous method for the nonhomogeneous problem. 
1. INTRODUCTION 
The purpose of this note is to consider the application of approximation-theoretic te hniques to 
the development of a class of two-step schemes of arbitrarily high order accuracy for time 
discretization (or, direct integration[ l]) of damped second-order systems of the form 
Mii(t)+2Cir(t)+KU(t)=O, OSfST. (1.1) 
Here, A4, C, and K are the symmetric N x N mass, damping and stiffness matrices, A4 and K 
assumed to be positive definite. U is an N x 1 displacement vector. We include the coefficient 2 
explicitly to facilitate later discussion. 
CM more general interest is the nonhomogeneous problem 
am + 2CI..Qt) + KU(t) = F(t). (1.2) 
where F represents an external oad vector. Although the main thrust and generality of this 
paper is concerned with (l.l), we shall also consider briefly some specific schemes for (1.2). 
These equations arise in the dynamic analysis of structures by the finite element method, as 
well as in finite-element semidiscretizations of second-order hyperbolic partial differential 
equations. Bathe and Wilson[l] provide a discussion of many of the commonly used direct 
integration techniques for the system (1.2); included are the central difference method, which is 
only conditionally stable, and the unconditionally stable methods of Houbolt [2], the Wilson 8 
Method[ 1,3], and the Newmark method[4]. More recently, Gear [S] and Park[6] have intro- 
duced multistep methods which are also unconditionally stable. Park[7] presents a detailed 
analysis of the stability characteristics of a wide class of methods. Jensen@] introduces a class 
of ~~-order stiffly stable methods for the undam~d problem (C= 0) by intr~ucing an 
artificial damping term C = PK. Krieg and Key[9] discuss time inte~ation schemes and present, 
in particular, a higher-order two-step scheme, in which terms of the form (M-‘r()’ appear. The 
development we present extends this idea. In contrast o some of those above, wherein velocity 
and acceleration vectors are computed at each step, our methods assume that only the 
displacements are to be approximated and stored from step to step. 
tResearch supported by USARO Grant DAAG29-78-C-0024. 
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We will make the following assumption: the damping matrix C is expressible in a Caughey 
series [lOJ 
C = MS: Uj[M-'K]'. (1.3) 
As a special case (p = 2), we have Rayleigh damping, which is most often used in the analysis. 
The assumption (1.3) is a widely used procedure. Moreover, this assumption is critical to the 
development and analysis below; it provides an indispensable commutativity property. Whether 
or not we shall construct C explicitly or try to use it in such a form that only the sparse 
matrices M and X are employed will depend upon the choice of p and the need to maintain 
sparsity; this will be discussed in Section 4 in conjunction with a specific algorithm. 
In Section 2, we shall develop our class of arbit~~ly ~~-order schemes for the homo- 
geneous problem (1.1). Convergence and stability analysis will be performed in Section 3. In 
Section 4 we shah make precise some of the ideas of the previous sections, presenting an 
unconditionally stable two-step method of fourth order and discussing the various com- 
putational questions that this scheme ntails. In Section 5, we briefly treat some analogous ideas 
for the nonhomogeneous problem (1.2). 
2. DEVELOPMENTOFTHEAPPROXIMATIONS 
In some recent work of the author[ll] and with Baker and Dougahs [12J (in an abstract 
setting), we have considered the development both of classes of conditionahy stable and 
unconditionally stable approx~ation schemes for the undamped homogeneous equation 
o(t) + AU(t) = 0, (2.1) 
where A is positive definite. These schemes are based on replacement of the cosine operator by 
an appropriate rational approximation i the exact three-term recurrence 
u(t + r) - 2 COS (A”*T)U(~) + U(t - T) = 0. (2.2) 
In this relation, we may treat the term A “* formally, since the expansion of cos A”2~ in fact 
involves only integral powers of A. 
The purpose here is to utilize these ideas to derive approximations of arbitrary accuracy for 
the pro~~ionaIIy damped problem, i.e. the problem (1.1) with C satisfying (1.3). To do so, we 
intr~uce a change of variables, which transforms (1.1) to the form (2.0, apply a particular 
scheme to (2-l), and then transform back to the original variables. We shall see that this can 
indeed produce schemes of arbitrary order accuracy, but at a cost higher than the correspond- 
ing scheme for the undamped problem. Nevertheless, it is possible to implement some 
particular two-step schemes of higher accuracy in a computationally efficient manner, as we 
pursue later in Section 4. 
For the purpose of the analysis only, we define W(t) = M”*U(f), the real square root 
existing since we have assumed M is symmetric and positive definite. Then (1.1) transforms to 
Gyt)+zm(t)+ Bw(t) =o, (2.3) 
where, since C and K are symmetric, then so are c = M-1’2CM-112 and R = M-‘RKM-‘12. 
Now, introduce the change of variables 
W(l) = exp (-Cr) V(t). (2.4) 
Since VV(t)=exp(-&)[--&(t)+ V(i(t)] and w(t)=exp(-&)‘t)[c*V(t)-2&‘(r)+ V(t)], it fol- 
lows that 
exp(-&)V(t)+(Z-P*)exp(-&V(t)=0 (2.5) 
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or 
ii(t)+exp(ct)(K-f?)exp(-@t)V(t)=O. (2.6) 
Now, here is where the assumption of proportional damping becomes essential to our program. 
As it stands, (2.6) is a second-order undamped equation, but the coefficient of V(t) varies with 
time unless the exponential exp (et) and the term (k - I?) commute. But this is exactly the 
case in proportional damping: for the general Caughey series (1.3), since (M-‘K)’ = 
M-‘/2&,@/2 
(2.7) 
which implies that the analytic function exp (et) commutes with (K- @‘). In this case, we 
arrive back at the homogeneous, constant coefficient problem 
Q(t)+Av(t)=o, A=R-c2. (2.8) 
Appealing to (2.2), we obtain 
V( t + 7) - 2 cos (A”%) v(t) + V( t - 7) = 0, (2.9) 
so that in terms of the variable W(t), we have, 
But, employing the properties of the exponential and once again the commutativity, we arrive 
finally, by multiplying through by exp (-c(t + T)), at 
w(t+T)-2eXp(-~T)COS(~1’2T)W(f)+eXp(-~T)eXp(-@T)W(t-T)=0. (2.10) 
Now, we approximate the recursion relation (2.10) by the three-term discrete relation 
w+’ - 2r(~T)R(Fi"2T)W" + r'(tT) w”-’ = 0, tl 2 1 (2.11) 
where W” = W(P), t” = nT, 0s n 5 J with JT = T fixed, and Z?(A"*T) and I are ap- 
propriately selected rational approximations to cos (A"'T) and exp (-CT) respectively, with 
R(A"*T) involving only integral powers of A. We shall mention in the ensuing sections what 
features constitute “appropriate selection” and provide sources to indicate that these ap- 
proximations abound. 
Observe that we did not set out to find W(t); rather we wanted U(t). Nor is the presence of 
the square root M-“2 in the definitions of @ and R of computational feasance. Fortunately, it is 
not necessary to deal in practice with (2.11) at all. It can be shown, by straightforward 
computation that if R(A"'T) is any rational approximation to cos (A"2~) involving only A with 
integral powers, then 
M-1/2R(A1/2T)M1/2 = &41/2T) (2.12) 
where a = R - e2, & = M-‘K, (?’ = M-‘C. Sim&dy, 
A 
M-“2r(C~)M”2 = I. (2.13) 
Setting 
M’i2Un = W” (2.14) 
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and using (2.12) and (2.13) in (2.1 l), we obtain the actual computational scheme 
u n+’ -2r(&)R(P7)U” + r*(&)U”-’ =o, n = 1,2 ,... . (2.15) 
It follows from our assumptions that the approximations R(a”27) involve only even powers of 
the argument, so that no square root will be required. We pursue implementation f (2.15) in 
Section 4 after discussing stability and convergence next. 
3. STABILITYANDCONVERGENCEANALYSIS 
We begin the analysis of the stability of the scheme (2.11) (equivalently, (2.15)). The analysis 
is performed in the standard way[l, 131. 
Since k is symmetric and positive definite, there is an orthogonal matrix Q such that 
Q’kQ = R*, a diagonal positive matrix. Further by (2.7), Q’@Q = ‘i’ ai(C12)j. Then, if we set 
j=O 
W = QY and premultiply (2.3) by Q’, we obtain 
Y+2&CP)‘Y+PY =o 
j=O 
(3.1) 
which represents adecoupled set of equations, each of the form 
j+25oj+w*y=o, (3.2) 
where ,$ = ( I/w)~~’ ajo*’ and w* represents an eigenvalue of k. We shall assume that 0 I 5 < 1 
j=O 
in the frequency range of interest, so that (3.2) has exponentially damped sinusoidal solutions. 
It follows that the stability of the scheme (2.15) may be analyzed by considering the analogous 
difference approximation to (3.2), namely 
Y n+’ - 2r(&N)R((l- [2)%7)y” + r2(&&“-’ = 0. (3.3) 
This difference quation is stable if the roots of the quadratic 
A* - 2r(&m)R((l - [2)“2~)A + t-*(&m) = 0 (3.4) 
satisfy IA/ 5 1. 
PROPOWION 3.1 
Suppose 
and 
R2(( 1- &“%‘T) 5 1 (3.5) 
r2( &T)( 1 (3.6) 
with o and 6 as defined above. Then, the difference quation (3.3) is stable. 
Proof. Under the assumption (3.5), we find that the roots of (3.4) are (omitting arguments for 
simplicity) 
A, 2 = rR f i[?(l- R2)]“2 (3.7) 
so that 
IA’,21* = r*R* + r2( 1 - R2) = r2 (3.8) 
and thus the result follows from (3.6). n 
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Conditions (3.5) and (3.6) represent reasonable, easily realizable stability restrictions. For 
example, in[12] one can find unconditionally stable schemes of arbitrary accuracy, for which 
(3.5) holds for all T >O and any w. Or, if the situation would warrant, schemes of only 
conditional stability may also be developed as in[12]. In this case, the time step will be 
restricted by 
T( 1 - #‘%J 5 7 (3.9) 
where TJ is a computable constant dependent on the method, and (3.9) must hold for each 
eigenvalue w2 of k (or M-‘K, which has the same spectrum). A more easily verified sufficient 
condition is 
T@max s f. (3.10) 
Similarly, there abound rational approximations to the exponential for which (3.6) holds, 
either conditionally or unconditionally [ 141. 
Proposition 3.1 gives sufficient, but not necessary, conditions for stability in the damped 
problem. In practice, we would rely on these conditions, as we shall also do in the convergence 
analysis to follow. Nevertheless, we shall state without proof a more liberal condition. 
PROPOSITION 3.2 
If, instead of (3.5), we have 
R2(( 1 - C$2)“*07) > 1, (3.11) 
then (3.3) is still stable if we have 
[@07)( 5 min(1, IR((1 - t2)“*07) - [R*((l - r2)“2w~) - 111). (3.12) 
We now turn to the question of convergence of the approximation scheme (2.15). Here we 
unearth the reason for transforming the problem (1.1) to the form (2.3), rather than proceeding 
directly to the approximation (2.15) as we may have done. We wish to use the properties of the 
symmetric, hence normal, matrices A, c, ff in performing our convergence analysis. In the 
sequel, if x is any vector in RN, llxll is the Euclidean orm on RN. Accordingly, for X any N x N 
matrix, llX[l is the induced spectral norm. 
It suffices for us to estimate 
E” = W(P)- W” (3.13) 
for, from (2.13), it follows that 
)I U(P) - U”II = llM-"2( W(P) - W”)lls (IM-“2/1* llE”ll. 
We define a local truncation error term 
9”) = W(f”+‘) - 2r(&)R(A”%) W(Y) + T2(6T) W(T’)(n 2 1). (3.14) 
The behavior of L@“) depends upon the accuracy of the approximations R and r; we shall 
present examples in Section 4. 
From (2.11) and (3.14) we find that 
E”+’ -2r(&)R(/i”2~)E” + ?(&)E”-’ = P), n 2 1. (3.15) 
Our goal of estimating E” will be fulfilled if we can solve the vector difference quation (3.15). 
This may be done by converting it to a first-order system of size 2N; we shall not present he 
computations here. Rather, we exhibit the solution to (3.15) as follows. 
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It follows from the definitions of r and w that the eigenvalues of d are of the form to, and 
those of A’” are ~(1 - t2)u2, so the eigenvalues of R(A1’2r) are R((1 - e2)1’2w~). Thus, if (3.5) 
holds, Z - R2(A1’2~) is positive semidefinite, and therefore has a real square root. This allows us 
to define the two matrices 
A,(T) = ~(@T)R(A”~T) + i{[Z - R2(A”2~)]r2(&)}“2 (3.16) 
and 
A2(7) = ~(CT)R(A”~T) - i{[Z - R2(A”27)]?(&)}1’2. (3.17) 
Then A,(r) and A,(T) each satisfy the characteristic equation 
A2(7) - 2r(&)R(~?‘~r)A(r) + r2(&) = 0. (3.18) 
It follows that the solution to (3.15) is given for n 2 1, by 
E” = ;~.A1k(r)A2”-‘-k(r)E1 - A,(r)A2(r) “$;A,k(~)A2n-2-k(r)E’+ ‘3 g A,k(r)A,i~‘-k(r)~‘-j). 
j=l k=O 
(3.19) 
Now, if we let a(k) denote the spectrum of k, then, since k is normal, and C and A are 
functions of K, 
11A1.211 = w;;&, Ir(&)R(l - 52)1’2w7) * i{[l - R*( 1 - ~2)“20r)]~(~o~)}1’21. (3.20) 
But this is precisely the quantity (3.7) in the stability analysis, so assuming (3.5) and (3.6) hold 
for all 02~a(k), we conclude 
llA1,2(1~ 1. (3.21) 
Now, from the initial data of the problem we can always select W” = W(O), so Z? = 0. Thus, 
from (3.19), we find that 
IJE”I( I $+o[jE1\l + 2 9 IlLP”ll, n 2 1. 
j=I k=O 
(3.22) 
We then may conclude the following. 
PROPOSRION 3.3 
Suppose the initial error Z? = 0 and that the rational approximations satisfy the stability 
restrictions (3.5) and (3.6) for all 02ea(k). If, further, for some Y > 0, W’ is found such that 
IjE’II C,Y+l and the local truncation errors are such that IlP)ll< C27’+*, n 2 1, where Cl and 
C2 are constants independent of T but depending on W, then there is a constant C = C( T, W) 
such that for 15 n I .Z, 
Proof. In (3.22) 
(IE”I( = CT”. (3.23) 
n-l 
lIEnIl s z. C1~y+l +  2 2 c2Tyc2 
j=l k=O 
S c,T'(?lT) + c2TyT2 9 
c2 s C, T”T + - 7’T2 I CT”. 
2 n 
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4. EXAMPLES AND COMPUTATIONAL CONSIDERATIONS 
We have seen in the previous section, in Proposition 3.3, that arbitrarily high order of 
accuracy may be achieved in the scheme (2.19, provided we have available sufficiently accurate 
rational approximations which do indeed cause the local truncation error 9”) of (3.14) to be of 
correct order. We ahve already cited the existence of such approximations. Rather than attempt 
to discuss the schemes in their greatest generality, we shall demonstrate here a particular class 
of fourth-order two-step schemes, and consider in detail their stability characteristics and the 
question of their implementation. 
We begin by recalling from[l2] a family of rational approximations to the cosine. Namely, 
let 
RB(x) = 
I+(2p-;)x2+(P93+&Jx4 
(1 + Px2)2 (4.1) 
where /3 > 0 is a parameter and x is real. Then, as a special case of Proposition 3.1 of [ 121, there 
exists a constant C such that 
[R@(x)-cosx(sCx6, Osxsp-' (4.2) 
and there is a computable constant fi such that 
(RB(x)I 5 1 for all x I 0 if p 2 s. (4.3) 
In fact, we showed in[ 121 that fi = (l/2) + v/(5/24). The significance isthat these methods atisfy 
the unconditional stability assumption (3.5) for all r > 0. While it is possible to consider the 
conditionally stable schemes (p < fi), and in fact find an approximation of even higher order in 
that class, we will not pursue this here[12]. 
We also require approximations to the exponential function. Baker, Bramble, and 
ThomCe[l4] distinguish several classes of such approximations. In particular, their type II 
rational approximations r(x) to emX satisfy 
Ir(x)l < 1 for x > 0 (4.4) 
and their type III approximations satisfy 
sup Jr(x)] < 1 for all S >O. 
X>6 (4.5) 
In particular, the diagonal entries of the Pade table for e-I satisfy (4.4), while schemes 
satisfying (4.5), also studied by Norsett[lS], arise from truncation of the expansion 
eeX = 1-g P,(b)(&)'+' for X> 0 
where b is an arbitrary positive number and, with L; the Laguerre polynomial of order 1, 
P,(b) = (j-t 1)‘bjL/ (i). 
(4.6) 
(4.7) 
Specitically, if bj denotes the alrgest zero of Pi, Baker, Bramble and ThomCe observe that the 
rational function (for v 2 2) 
r”(X) = 1- g: J’j(bv-J (&)“I (4.8) 
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TV(x) = e-’ + 0(x”+‘) as x -+O. (4.9) 
(Note: if we use b # b,_,, the approximation is only 0(x”).) 
From these considerations, we may construct a family of four-order schemes for the 
approximation of (2.3) (hence( 1.1)). 
PROPOSITION 4.1 
Suppose in (2.11), resp. (2.15), the rational approximations to the cosine satisfy (4.2), (4.3) 
and the rational approximations to the exponential satisfy (4.4) or (4.5), and (4.9) with v = 4. 
Then, (2.11), resp. (2.15), describes a class of fourth-order unconditionally stable ap- 
proximations to (2.3), resp. (1.1). 
Proof. The unconditional stability follows from Proposition 3.1 and (4.3), (4.4). To verify 
fourth order, we need to show 9”) = O(#) to apply Proposition 3.3. By (4.2), 
R(PT) = I -; AT2 + $ A2T4 +O(#). (4.10) 
Similarly, by (4.9) with v = 4, there is a constant 0 such that 
r(b) = I - CT + i A2 - i P2 + h PT~ + tlC5+r5  O(T~). (4.11) 
Then, using Taylor expansion, abbreviating W(P) = W, 
2”) = w + rul(u +; u1(*) + $ W3) +$ IV’+& Wc5) + O(#) - 2r(&)R(A%) w 
(4.12) 
Then, from (4.10)-(4.12), performing indicated multiplications, inserting A = z - c*, and group- 
ing terms with like coefficients in r, after rearrangement we have 
+ 
( 
+;C3 
> 
.(w’*‘+2@w(‘)+IztV) T5+o(T6). 
I 
(4.13) 
But, by (2.3) and two successive differentiations, the terms through O(T~) are all zero, so 
L@ecn) = 0(r6). 
a 
Remark. A careful examination of the elementary but tedious computations leading to (4.13) 
shows that the constant 8 in (4.11) cancels out; it is this fact that lets us use only v = 4 in (4.9). 
These considerations give us many possibilities for the construction of fourth-order 
schemes. We should be concerned with both computational efficiency and storage requirements. 
Much depends upon the user’s choice of damping matrix. We shall operate here under the 
assumption of Rayleigh damping, so c = aOZ + a,&. 
Proportionally-damped s cond order systems 259 
We shall describe an algorithm in which the rational approximations (4.1) and (4.8) are 
employed. We write (2.15) in the form 
Un+’ = r(&)[2Z?(A%)ZP - r(&)U”-‘I. 
Therefore, we compute 
(a) z”’ = r( 67) U”-’ 
(b) z”’ = 2Z7(~“%) U” - zC”’ (4.14) 
(c) Un+’ = r(&)2(‘). 
Thus, there are two major subalgorithms to be employed: 
1 
and 
(a) 2 = r(C7)u 
(b) z = Z?(k’*r)u. 
Step (4.15a), see Ref. [14] with r = r* of (4.8), 
computation of products of the form 
(4.15) 
Z=(Z-$Pj(bl)[(Z+b3&)-'R]'+')* 
j=O 
may be formed by setting: 
(a) 
(b) 
(cl 
[(l + ~b,a,)M+ Tb3u’K]zO’+‘) = ~[a,,M-t a’K]z”‘, j = 0,...,2 (4.16) 
z = r”‘-$ Pj(b3)Z”+“* 
This requires the solution of three real systems with the same sparse matrix. 
Now, step (4.15b), with R = RB of (4.1), requires that we compute 
(4.17) 
A similar computation is discussed in[16] and [17], wherein the situation for higher powers is 
treated. (4.17) may be rewritten, setting B = Z + @*a, as 
so 
B*(z-u)=z$Z+(2/3-$*A](-$). 
Now, since a-’ and B commute, we have 
Bk’B(z-,)=[Z+r*(2/++$). 
(4.18) 
(4.19) 
(4.20) 
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(a) Bw”‘=[1+72(28-~)a](-~.) 
(b) Bwc2’ = aw(‘) (4.21) 
(c) i! = w@) +u. 
Substituting for B and simplifying, we actually solve 
(a) (I + PT~A) w (%(_;)(&)~u 
(b) w (1) = w(o) _ 5 u 2 
(c) (I + pTQi)w(*) = A,(‘) (4.22) 
(c) 2 = WC*) + u. 
The computations of (4.22) appear straightforward enough until we recall that F! = k - c2 = 
- ao21 + (1 - 2aoa,)k - a,*&*, which is a quadratic in & = M-‘K. Even so, the systems involved 
in (4.22a) and (4.22~) can be solved by sparse elimination. We have 
(I + /37*/Q = (1 - a,2/3?)Z + /3?(1 - 2uouJR - u,*/?&P. (4.23) 
The quadratic (4.23) has discriminant 
A, = PT*[( 1 - 4uou,)@ + 4u,*] 
and so may be factored into the product of two linear factors with real coefficients iff 
or 
(a) 4u0u, I1 
4a1 (b) 4uou, > 1 and PT <- 4uoul- 1’ 
(4.24) 
The assumption (4.24a) appears to be consistent with the Rayleigh coefficients in the 
literature[l], so making this assumption, we find also that a, with discriminant 
A2 = (1 - 4~0~) 
also has real linear factors. Then, system (4.22a) and (4.22~) both can be written in the form 
u+ Y&U + y212)w = /.&(I + y‘&(Z + y&4, (4.25) 
for some choice of real constants 3/i, i = l,..., 4 and CL. Then, as in [ll], we use the com- 
mutativity of the linear factors and their inverses to solve (4.25) as 
@f + r1w = 04 + y3K)u 
w + 3/2mw = Fmf + TJ‘ab. (4.26) 
Thus, to perform (4.22), we require solution of four linear systems, but with only two distinct 
matrices to be factored. 
Remarks. (i) If we assume that the damping term is given by the more general Caughey 
series (1.3), then A will now be a polynomial of degree 2p - 2 in K. While factorization is still 
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possible, it is likely to be much too complicated as p gets large. We might hen treat a as being 
full and solve (4.22) directly. 
(ii) All of the analysis above is predicated on the assumption that direct (elimination) solution 
is to be done. There is evidence (e.g.[17]), that for solving linear algebraic equations in a 
time-stepping procedure, in which the solution at the previous time step is used to start the 
solution at the next step, an iterative procedure, such as the conjugate gradient method, 
provides an effective, economical approach, one which alleviates the difficulties of having to 
deal with polynomials in (M-‘K). For, if only the matrix product of the polynomial 
P(M-‘K) = 2 pj(M-'K)' 
i=o 
with a vector g need be performed, this may be effected by using the Horner scheme: 
(4 Set h, = p,g 
(b) Forj=m-l,..., 0, define hj by M(hj - pig) = Khj+i 
(c) Then, ho = P(M-‘K)g. 
(4.27) 
(iii) If, instead of (4.Q we use the (2,2) diagonal Pad6 approximation 
r(&)= I+;e+;c’ ( 
-1 
>( r2 I++$* ) > (4.28) 
which also satisfies (4.1 l), Baker, Bramble and ThomCe[14] show that to perform (4.15a), it 
suffices to solve one complex system 
(4.29) 
(iv) We have chosen just one class of fourth-order schemes to present. It is easy to use 
similar ideas to construct families of second-order and higher-than-fourth-order schemes. 
5. THE NONHOMOGENEOUS PROBLEM 
Let us now investigate some specific schemes for the nonhomogeneous problem (1.2). We 
begin by again introducing the transformation W(t) = A4”2U(t). Then, with c and R as before, 
and E(t) = M-“*F(t), (1.2) becomes 
IV(t) +2Cw(t) + K(f) = E(t). (5.1) 
Setting fi = E(t.), we shall seek approximations to (5.1) of the form 
IV+’ - 2r(&)R(A”%) w” + ?(&) w”-’ = G(R+,, R, R-J. (5.2) 
Now the local truncation error shall be defined by 
9”) = W(Y+‘) - 2r(&)R(A”%) W(tn) + ?(&) W(Y’) - @(R+,, F”, fi”_,). (5.3) 
The key to finding the appropriate function d in (5.2) seems to be the use of the differential 
equation (5.1) to express (5.3) in terms of just & j = n + 1,. . . , n - 1. We shall restrict ourselves 
here to the case I= 1. Since Proposition (3.3) continues to hold with 9”’ now defined as in 
(5.3), our goal once again is to find 6 so that )]LZ?“‘]] = O(T”+~) in order that the scheme have 
global order V. 
We illustrate with v = 4, continuing to assume (4.10) and (4.11). The calculations of (4.13) 
apply, but now, using the differential equation (5.1) instead, and assuming E(t) sufficiently 
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differentiable, we find 
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Now, the idea is to replace p(‘)(Y) and p’)(Y) by difference approximations: for example, 
P”(t.)=~[R+,-2~+~_,]+o(T2) (5.9 
Fqfn) = & [R+, - 1”,_,] +0(T2). (5.6) 
Rearranging terms in (5.4) we obtain 
+ 75 
[( 
c (5.7) 
Clearly, we may identify & with the terms through O(?) in (5.7) to obtain the desired result. 
As in the homogeneous case, we do not want to compute with (5.2). Rather, using 
(2.12)-(2.14), and defining p = W’F”, we have the computational scheme 
u “+I - 2&)&W) U” + r2(&) U”_’ = &ti+*, ti, W), (5.8) 
with 
Clearly, there are many other possible schemes. The simplest, with v = 2, might employ 
r2(x) = 1 - 2 (trapezoidal, or (1,l) Pad@ 
1+$x 
(5.10) 
RB(x)= 1+px2 
(5.11) 
and 
A r2 - 
G = E F(P). (5.12) 
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For schemes of higher order than the one presented above, a procedure similar to that which 
leads to (5.2)-(5.7) may be followed; when derivatives of R(t) order higher than second are to 
be replaced by differences, the term 6 (or e’) will involve other values R-j, j = - 1, 0,. . . ,1. 
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