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Self-similar analogues of Stark ladders: a path to fractal
potentials
E. Sadurn´ı1, ∗ and S. Castillo1
1 Instituto de F´ısica, Beneme´rita Universidad Auto´noma de Puebla, Puebla, Me´xico
We treat the eigenvalue problem posed by self-similar potentials, i.e. homoge-
neous functions under a particular affine transformation, by means of symmetry
techniques. We find that the eigenfunctions of such problems are localized, even
when the potential does not rise to infinity in every direction. It is shown that the
logarithm of the energy displays levels contained in families that are analogous to
Wannier-Stark ladders. The position of each ladder is proved to be determined by
the specific details of the potential and not by its transformation properties. This
is done by direct computation of matrix elements. The results are compared with
numerical solutions of the Schro¨dinger equation.
I. INTRODUCTION
There is an illustrious history behind the application of symmetry methods to solid state
physics and associated crystalline structures. This field typically includes problems with
exact and broken symmetries under lattice operations. Notorious examples among the latter
entail the use of Hamiltonians which transform in a very special way under a discrete group.
When Bloch oscillations were proposed [1] several decades ago, interesting discussions
were triggered by the possibility of experimental realizations, all of them connected to
Wannier–Stark ladders in solids [2–6]. It was clear from the beginning that the trans-
formation properties of the Hamiltonian for a particle in a crystal would lead directly to
families of equispaced energy levels known as ladders. However, there seemed to be certain
discord regarding the position of each ladder, as well as the commensurability of levels for
strong electric fields and band mixing. The issue was unequivocally related to the particular
details of atomic potentials and lied beyond the transformation properties of the Hamil-
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2tonian under lattice operations. In this direction, it was a clever observation by Wannier
[7, 8] on the invariance of the evolution operator what led to undisputable results of time
periodicity, with additional overall phases. A happy outcome of such discussions was the
eventual observation of the physical effect [9] and its artificial ramifications [10, 11].
Old discussions and modern applications have left valuable mathematical tools: The kq-
representation (or Zak transform), the Wannier functions and the Wannier transform. In
this contribution we show that the techniques involved in the description of the aforemen-
tioned phenomena can be generalized to other families of discrete transformations, such as
translations combined with scalings, rotations and shears: the affine group. We explore
their consequences on energies and eigenfunctions using the properties of Hamiltonians with
self-similar potentials. A notable example studied in the past is a fractal curve acting as a
potential (the Mandelbrot curve), analyzed by Berry in [12].
We shall see in section II that the spectrum is classified in families analogous to Stark
ladders, but whose levels are exponential rather than linear functions of potential parameters.
It shall be proved that wavefunctions describe bound states in all cases, with further relations
to wavelets [13] of at most two parameters. In addition to these immediate observations,
we exploit the properties of the Hamiltonian in order to compute its matrix elements in a
suitable basis; with this result we identify the position of each (infinite) family of levels with
the eigenvalue of a reduced matrix or Hamiltonian. In section IV we provide an exactly
solvable example and in V, a brief conclusion.
II. THE SCHRO¨DINGER EQUATION UNDER AFFINE TRANSFORMATIONS
IN ONE DIMENSION
Let us recall here that Stark ladders emerge through the translation properties of the
Hamiltonian
HStark =
p2
2m
+ VPeriodic(x) + E x. (1)
Under a lattice translation x 7→ x+ a the Hamiltonian transforms as HStark 7→ HStark + E a.
The repetition of this transformation at the level of the stationary Schro¨dinger equation
generates a spectrum given by
3En = ε+ naE , n ∈ Z. (2)
The origin of each ladder is determined by ε and it depends crucially on the shape of the
fundamental cell defined by VPeriodic(x). Fortunately, we can be sure that a gradual decrease
of E should recover the usual band structure of energy levels, implying that ε must be
labeled by a band index as quantum number.
Let us now consider a potential of the type
H =
p2
2m
+ Vλ(x) (3)
with the property
Vλ(λx) =
Vλ(x)
λ2
, for some λ. (4)
This type of restricted homogeneity (λ is not arbitrary!) implies that under x 7→ λx,
the Hamiltonian transforms as H 7→ H/λ2. Once again, the spectrum can be written by
successive transformations as
En = ελ
2n, n ∈ Z. (5)
Evidently, the logarithm of the spectrum yields a Stark ladder
logEn = log ε+ 2n log λ, (6)
but the origin of each ladder –with the value log ε– is so far undetermined. Notable examples
of Vλ(x) include the Mandelbrot curve [14], and the general form of such potentials can be
given by expansions of the type
Vλ(x) =
∑
n∈Z
λ2nU(λnx). (7)
Mandelbrot’s curve is obtained with the substitution U(x) = cos(ωx) and the convergence
of (7) in this case is guaranteed for certain values of λ and ω. There are other examples
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FIG. 1: Left upper corner: Building block U(x) with compact support, translated to the origin.
The shape of Vλ,a(x) resulting from U as building block can be controlled by varying λ and a, as
shown in other panels.
where the convergence of (7) can be ensured for all values of λ and almost all x; a function
U(x) with compact support away from the origin is one of them (see Fig. 1).
The wavefunctions are now determined by the scaling properties of H . Performing the
transformation once more at the level of the stationary Schro¨dinger equation
Hφn(x) = Enφn(x) (8)
yields
1
λ2
Hφn(λx) = Enφn(λx) (9)
or
H
{√
λφn(λx)
}
= En+1
{√
λφn(λx)
}
. (10)
From here we see that if φn(x) is a square integrable function, so is
5φn+1(x) ≡
√
λφn(λx). (11)
Moreover, for some normalizable function φ(x, ε) corresponding to a ladder associated to ε,
we can generate the complete family of functions with the formula
φn(x) = λ
n/2φ(λnx, ε). (12)
A consequence of this formula is that the function φ(x, ε) can be identified as a mother
wavelet of one parameter, since the orthonormality of the set {φn} yields 1
∫ ∞
−∞
dxφ¯(λnx, ε)φ(λmx, ε′) = λ−nδn,mδε,ε′. (13)
It should be noted that any method for the determination of ε must be related to the shape
of the building block, since the limits λ→ 1 or λ→ 0 recover gradually the features of U(x)
alone, but we postpone this discussion for the next section. Let us consider now the more
general transformation
xn+1 = λxn + a (14)
or
xn = λ
nx+
1− λn
1− λ a, x0 ≡ x. (15)
This affine transformation has the virtue of connecting the scale transformation with a lattice
translation of period a in the limit λ→ 1. A potential fulfilling partial homogeneity is now
given by the expansion
Vλ,a(x) =
∑
n∈Z
λ2nU(xn) (16)
with xn given by (15). Properly stated, this means that
1 We denote complex conjugation by a bar.
6Vλ,a(λx+ a) =
∑
n∈Z
λ2nU(xn+1) =
∑
n∈Z
λ2(n−1)U(xn) =
1
λ2
Vλ,a(x). (17)
Since the Hamiltonian H = p2/2m+ Vλ,a(x) has the same scaling properties as (3), we can
show again that the spectrum has the structure
En = ε(a)λ
2n, (18)
while the wavefunctions are now given by
φn(x) = λ
n/2φ(xn, ε). (19)
Our duty now is to show that the value of ε(a) comes indeed from the details of the building
block U(x).
As an additional part of our study, we solve the eigenvalue problem posed by the po-
tential Vλ in Fig. 2 using other means. A numerical diagonalization of H by the method
of finite differences (with a very fine grain) reveals a linear trend of the energy levels in
logarithmic scale. As it is evident, a ladder pattern emerges and the levels are grouped into
well defined bands, except for finite size effects at the edges (see Fig. 3). The corresponding
wavefunctions are shown in Fig. 4, where the shifts and rescalings relating the eigenstates
of a ladder are displayed.
III. MATRIX ELEMENTS AND THE DETERMINATION OF BAND INDICES
A. Finding the right basis
We have seen that the transformation of H leads naturally to the exponential part of the
spectrum. The remainder, however, must be computed by a different method. Since there
are many potentials with the same transformation rules under the discrete affine group, the
position of each ladder must be determined by the specific shape of U(x) in some fundamental
cell. This suggests that a basis made of functions localized around the fundamental cell,
should be capable of isolating the eigenvalue ε(a) from the factor λ2n.
First, we proceed to find such a set of localized waves inspired by periodic systems and
Wannier functions. Then, by means of linear superpositions of our new basis, we shall
construct the set of eigenfunctions of H .
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FIG. 2: Potentials Vλ(x) resulting from the building block U(x) with compact support. The
different values of λ control the slope of V , as well as the distance between levels shown in figure
3.
1. A scalable basis of localized functions
The simplest way to find an orthonormal set of functions located predominantly around
an interval is by finding the Wannier basis associated to a given periodic problem (for
example, the one defined by the limit λ → 1) whose period is precisely the length of the
interval 2. We denote such functions by
χkn(x) = χ
k(x+ na) ≡ 〈x|k, n) (20)
(note the round bracket) where a is the period of a cell, k is the band index and n is the site
number. The transformation property (19) compels us to build a set of scalable functions
2 Other options are less amenable. For instance, the periodic repetition of the set of functions for a particle
in a box entails the use of fictitious Dirichlet conditions at the end of each cell, rendering the whole basis
as incomplete.
8nb = 1
nb = 2
nb = 3
nΛ = 1
nΛ = 6
nΛ = 10
0 20 40 60 80 100
LogΛ
3.12
3.14
3.16
3.18
3.20
3.22
LogEn
FIG. 3: Energy levels of affine potential (16) in log-log scale. The similarity with a Stark ladder is
notable; the position of each band is determined by nb in the limit λ→ 1, which produces a band
structure corresponding to a lattice of period a. Within each ladder, the levels are denoted by nλ.
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FIG. 4: Eigenfunctions of a self-similar problem for levels nλ = 1, 6, 10 in the same ladder nb = 1.
The transformation properties between these functions are verified.
{
ψkn
}
such that
9ψkn(x) = λ
n/2ψk(xn), xn+1 = λxn + b, (21)
where we denote now by b the translation parameter, as a shall play a different role. To
ensure completeness and orthonormality, we work now at the level of the inner product
∫ +∞
−∞
χkn(x
′)χ¯k
′
n′(x
′)dx′ = δkk′δnn′ , (22)
where the integral truly extends to R, although χn may be localized around x
′ = an. Now
we change variables according to
x = ex
′
+
b
1− λ, x
′ = log |x− b
1− λ |, λ ≡ e
a, (23)
and the inner product is transformed into
∫ +∞
b/(1−λ)
χk
[
log
(
λn|x− b
1−λ
|)] χ¯k′ [log (λn′|x− b
1−λ
|)]
|x− b
1−λ
| dx = δkk′δnn′ . (24)
Here the integration can be extended to R by noting the symmetry around x = b/(1 − λ),
arriving thus at the following definition of orthogonal basis
ψkn(x) ≡
χk
[
log
(
λn|x− b
1−λ
|)]√
2|x− b
1−λ
|
= 〈x|n, k〉, (25)
which satisfies by construction the sought properties:
∫ ∞
−∞
dxψkn(x)ψ¯
k′
n′(x)dx = δkk′δnn′ , (26)
ψkn+1(x) =
√
λψkn(λx+ b). (27)
When λ > 1, the function ψkn is predominantly localized at the interval λ
n + b/(1 − λ) <
x < λn+1 + b/(1− λ) if χkn is localized around an < x′ < an+ a. To this effect, it should be
noted that the use of tempered functions for χ induces a similar temperance on ψ, i.e. if
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√
|x|χkn(x) −→
|x|→∞
0, ∀n (28)
then
lim
x→∞ or b
1−λ
√∣∣∣x− b
1− λ
∣∣∣ log ∣∣∣x− b
1− λ
∣∣∣ ψkn(x) = 0, ∀n. (29)
Moreover, if the Wannier function χ undergoes an attenuation stronger than exponential
(e.g. gaussian envelopes) such as
eα|x|χkn(x) −→
|x|→∞
0, ∀n, α > 0, (30)
then we will have a strong localization of ψ as well
lim
x→∞ or b
1−λ
∣∣∣x− b
1− λ
∣∣∣α+1/2 ψkn(x) = 0, ∀n, α > 0. (31)
B. Matrix elements and eigenfunctions
The idea of defining a localized basis of scalable functions (25) now comes into play:
although they do not constitute an eigenbasis of H , our functions possess the property (19)
and their localized nature ensures that the matrix elements of H with different scale indices
n, n′ gradually vanish as n, n′ become more distant. This is the cornerstone of band matrix
approximations and one of the pillars of tight-binding models with successful applications
to discrete systems [15–18]. Let the eigenfunctions φ be given by the superposition
φkn(x) ≡ 〈x|n, k〉E =
∑
n′,k′
Uk,k
′
n,n′ψ
k′
n′(x) =
∑
n′,k′
Uk,k
′
n,n′〈x|n′, k′〉. (32)
It can be easily proved that (19) or its equivalent φkn+1(x) =
√
λφkn(λx + b) are fulfilled
whenever (27) holds and the folllowing conditions on the expansion coefficients Uk,k
′
n,n′ are
met:
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Uk,k
′
n+1,n′ = U
k,k′
n,n′−1 or U
k,k′
n,n′ = U
k,k′
n−n′ . (33)
Meanwhile, orthonormality implies
∑
n′,k′
Uk,k
′
n−n′U¯
q,k′
m−n′ =
∑
n′,k′
U¯k
′,k
n′−nU
k′,q
n′−m = δkqδnm. (34)
Since H is assumed to be diagonal in |n, k〉E, we also have
E〈n, k|H|m, q〉E = δnmδkqεkλ2n =
∑
n′,m′,k′,q′
U¯k,k
′
n−n′U
q,q′
m−m′〈n′, k′|H|m′, q′〉 (35)
and we may invert this relation using (34), arriving to
〈n, k|H|m, q〉 =
∑
n′,k′
Uk
′,k
n′−nU¯
k′,q
n′−mεk′λ
2n′ . (36)
This expression allows to show with little effort some useful properties involving the scale
parameter:
〈n, k|H|m, q〉 = λ2m〈n−m, k|H|0, q〉 = λ2n〈0, k|H|m− n, q〉 (37)
〈n, k|H|m, q〉 = λn+m〈n−m
2
, k|H|m− n
2
, q〉 ≡ λn+mHk,qn−m. (38)
The λ dependence in H is now exhibited; the second factor in (38) does not change along
the diagonals n − m = s = constant, while the first factor increases as a power of λ2. In
matrix form, for fixed band indices k, q we write
Hk,q =


. . .
. . .
. . .
· · · λ−3Hk,q1 λ−2Hk,q0 λ−1Hk,q−1 · · ·
· · · λ−1Hk,q1 Hk,q0 λHk,q−1 · · ·
· · · λHk,q1 λ2Hk,q0 λ3Hk,q−1 · · ·
. . .
. . .
. . .


. (39)
12
This means that it is possible to define a number operator N with eigenvalues in Z and a
shift operator T such that 3
N |n, k〉 = n|n, k〉, T |n, k〉 = |n+ 1, k〉, T †|n, k〉 = |n− 1, k〉, (40)
rendering
Hk,q =
∞∑
s=−∞
Hk,qs
(
λNT sλN
)
= λN
(
∞∑
s=−∞
Hk,qs T
s
)
λN . (41)
This expansion corresponds indeed to a tight-binding Hamiltonian, where the index s deter-
mines the range (or neighbor number) of the interaction and Hk,qs determines the intensity
of the coupling (sometimes denoted as hopping parameter). The full Hamiltonian H can be
reconstructed as
H = λNH0λ
N , H0 ≡
∑
s
T s


H1,1s H
1,2
s · · ·
H2,1s H
2,2
s · · ·
...
... · · ·

 (42)
and the spectrum of the system can be obtained by a diagonalization of Hk,q as in (39)
(leading to eigenvalues which depend on k, q) followed by a final diagonalization in band
indices k, q.
C. Approximate form of the spectrum
In this language we can see clearly the main features of En,k by applying a transformation
T to H . Using (42) and the commutation relations [T,N ] = −T , [T,H0] = 0 one has
TH =
(
λN−1H0λ
N−1
)
T = λ−2HT, (43)
and its successive application to H|n, k〉E = En,k|n, k〉E leads to
TmH|n, k〉E = λ−2mHTm|n, k〉E = λ−2mH|n+m, k〉E
= λ−2mEn+m,k|n+m, k〉E = En,k|n+m, k〉E , (44)
3 T represents here an affine transformation and it could be expressed in terms of a translation and a
squeezing operator, but we avoid this procedure for simplicity.
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therefore En+m,k = λ
2mEn,k, which is solved by En,k = λ
2nεk. Since the factor λ
2n emerges
independently of the explicit form ofH0, the only role played byH0 is to fix εk. Disentangling
the contribution of H0 could be difficult in general situations for which [H0, N ] 6= 0, implying
that H0 and λ
N do not share eigenbases. However, H0 is susceptible of nearest-neighbor
approximations as we now discuss.
The overlaps which determine the range at which off-diagonal elements in (39) contribute
are given by
〈s, k|H| − s, q〉 =
∫
dx ψ¯ks
[
p2
2m
+
∑
n∈Z
λ2nU(xn)
]
ψq−s
≈
∫
dx ψ¯ks
[
p2
2m
+ λ2sU(xs) + λ
−2sU(x−s)
]
ψq−s. (45)
By virtue of (29), (31) and the discussion following (27), the further apart are s and −s, the
smaller is the overlap ψsHψ−s. The rate at which this overlap disappears obviously depends
on the potential, which in turn is defined by the building block U(x). For maximally
localized functions, the limit case Hk,qs = δs0〈0, k|H|0, q〉 implies that H0 is independent of
T , i.e. [H0, N ] = 0 and H = H0λ
2N . Then the bases coincide |n, k〉E = |n, k〉 and
H|n, k〉 = H0λ2N |n, k〉 = λ2nH0|n, k〉 = λ2nεk|n, k〉, (46)
showing that εk is directly the eigenvalue of H0. Finally, this eigenvalue can be obtained by
diagonalizing the simplified band-index matrix
〈0, k|H|0, q〉 =
∫
dx ψ¯k0
[
p2
2m
+ U(x)
]
ψq0. (47)
Let us discuss another useful approximation to obtain the energy levels. We proceed by
taking the periodic limit λ → 1, which forces all levels in a ladder to coalesce and to form
a continuous band. The center εk of such a band determines the initial (λ = 1) position of
the eigenvalues. Then, the levels for arbitrary λ can be obtained by appending λ2n to the
formula. We may explain this in further detail as follows: by taking λ → 1 in (15) with
translation parameter b, we find that the matrix to be diagonalized is given by an overlap
with the usual Wannier functions
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〈n, k|H|m, q〉 → (n, k|H|m, q) =
∫
dxχ¯kn
[
p2
2m
+
∑
n∈Z
U(x+ nb)
]
χqm. (48)
In this extreme situation, the operator H has the same eigenvalues as H0 and we know
that such levels must be distributed in continuous bands – each band is denoted by k.
The operator T becomes now a mere translation operator with continuous eigenvalue eiκ,
κ ∈ [−pi, pi]. The general formula for the energies of a periodic system is always an expansion
in periodic functions of κ:
E κ,k = ∆k0 + 2∆k1 cosκ+ 2∆k2 cos(2κ) + 2∆k3 cos(3κ) + · · · (49)
where each ∆ks is a Fourier coefficient. The center of each energy band then occurs at a
value of κ for which E κ,k = (E max,k − E min,k)/2. For smax = 1 (nearest neighbors) we have
κ = pi/2 and the center of the band is ∆k0, leading to the following formula for the spectrum
En,k = ∆
k
0λ
2n, ∆k0 =
1
2pi
∫ pi
−pi
dκ E κ,k. (50)
This expression proves to be very useful in understanding the numerical results shown in Fig.
3. Each ladder opens symmetrically around a central energy, whose position is explained by
the solutions of the periodic system. Moreover, the spectrum for λ > 1 is countable and it
has zero measure, leading to square integrable eigenfunctions. This explains the localization
of waves depicted in Fig. 4, despite the fact that the potential does not rise in the direction
of the negative x axis 4.
IV. AN EXACTLY SOLVABLE EXAMPLE
In previous sections we have shown that every scalable potential in one dimension leads
invariably to a representation H = λNH0λ
N , H0 depending on U(x). We may propose a
particular model for which H0 allows exact calculations of energies and eigenfunctions.
4 This mechanism is related to the spectral measure of the system, but other examples of binding effects
without increasing potentials have been extensively studied [19, 20].
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To this end, let us assume a limited range for the couplings Hk,qs . If the range is required
to be bounded by a constant ∆k,q, i.e. smax ≈ ∆k,q, we may try a Bessel function of the first
kind, whose asymptotic form [21] complies indeed with this requirement:
Hk,qs = ε i
sJs(∆
k,q). (51)
Here ε is a constant with the dimensions of energy. For simplicity, let us take ∆k,q as a
diagonal matrix, so we can temporarily drop the band indices. The operator H0 in (41)
acquires now an appealing form
H0 =
∞∑
s=−∞
εisJs(∆)T
s = ε exp
(
∆
2
(T + T †)
)
(52)
where use has been made of the Jacobi–Anger expansion. The full Hamiltonian is now
H = ε exp(log λN) exp
(
∆
2
(T + T †)
)
exp(log λN). (53)
Further simplification of this expression is attainable; our strategy is to cast the operators
in a single exponential. Let us recall the following braiding identities:
exp(X) exp(Y ) = exp (esY ) exp(X), if [X, Y ] = sY, s ∈ R. (54)
In addition, if
[
Y, Y †
]
= 0, X = X†, then
exp(X) exp
(
Y − Y †) = exp (esY − e−sY †) exp(X). (55)
Under these conditions, one has also
X + λ(Y + Y †) = exp
(
λ
s
(Y † − Y )
)
X exp
(
λ
s
(Y − Y †)
)
(56)
or taking the exponential in both sides
exp
[
X + λ(Y + Y †)
]
= exp
(
λ
s
(Y † − Y )
)
exp(X) exp
(
λ
s
(Y − Y †)
)
, (57)
and making use of (55), one can put the factors of exp(X) = exp(X/2) exp(X/2) to the left
and the right to obtain
exp
[
X + λ(Y + Y †)
]
= exp(X/2) exp
[
2λ sinh(s/2)
s
(Y + Y †)
]
exp(X/2). (58)
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The final step is to identify X = sN , Y = T , s = 2 log λ and ∆ = 4λ sinh(s/2)/s, which
yields
H = ε exp
{
2 log λ
[
N +
λ∆
2λ2 − 2
(
T + T †
)]}
. (59)
This simple formula expresses the fact that a self-similar Hamiltonian can be written as the
exponential of a Wannier-Stark ladder, where the eigenfunctions of H are the same as those
of the operator
HStark = N +
λ∆
2λ2 − 2
(
T + T †
)
, (60)
which turn out to be Bessel functions [22, 23]. The energy levels are determined by ελ2n
and the eigenfunctions are combinations of Wannier functions of the form
|n, k〉E =
∞∑
q=1
∞∑
m=−∞
(−)n−mJn−m
(
λ∆k,q
2λ2 − 2
)
|m, q〉 (61)
where we have restored the band index k, q in ∆. This closes our discussion.
V. CONCLUSION AND OUTLOOK
In this contribution we have shown that using an algebraic approach, one can treat self-
similar problems with arbitrary building blocks as exponentials of Wannier–Stark ladders.
The type of systems that we have treated could be considered as borderline cases of symme-
try: their Hamiltonians are only shape invariant. Such operators are mapped to functions
of themselves under the action of the affine group, rather than being Casimirs susceptible
of Schur representation lemmas. Therefore, we rely now on non-diagonal representations
of symmetries, i.e. the T ′s must be regarded as shift operators; these shifts organize the
spectrum in families dubbed ladders. We have further suggested a way to determine the po-
sition of each ladder based on the limit λ→ 1. Our discussions have led also to a particular
Hamiltonian whose overlaps can be adjusted to yield an exactly solvable problem.
Our line of reasoning allows us to speculate that general fractal forms whose similarity
dimension coincides with the Hausdorff dimension, give rise to a linear dependence of the
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spectrum on such a parameter. This might help to furnish our solutions with a classification
of otherwise irregularly interwoven energy levels in generic systems, i.e. a proper assignment
of quantum numbers. In the near future, we plan to apply our results to the study of two-
dimensional billiards with fractal boundaries.
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