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Designing Robust Feedback Linearisation Controllers using Imperfect 
Dynamic Models and Sensor Feedback 
 
Abstract: The paper considers key limitation of the feedback linearisation 
controller designed for nonlinear systems based on the imperfect nominal 
dynamics model and sensors. The model-reality differences cause signal leakages 
in the feedback linearised dynamics. As the leakages are the functions of the 
process variables, the resulting overall dynamics are again nonlinear with strong 
additive nonlinearities and the expected decoupling of the system dynamics is 
missing. In the paper, instead of using advanced control tools, we prove the 
robustness of the feedback linearisation method can also be significantly 
enhanced by employing several simple and classical methods cooperatively. For 
clear description and explanation, the methodology was illustrated based on a 
two-link manipulator case study, a classical multi-input multi-output (MIMO) 
coupled nonlinear system. The methods have genetic potential so that they can be 
applicable to a variety of case study systems and also further developed to 
become general methodologies. 
Keywords: Robotic manipulator, Robust design, Uncertainty, Signal leakages, 
Imperfect dynamic models 
  
D
ow
nl
oa
de
d 
by
 [U
niv
ers
ity
 of
 B
irm
ing
ha
m]
 at
 06
:28
 29
 A
pr
il 2
01
6 
4 
 
 
1. Introduction 
Feedback linearisation control [1] has been widely used in controlling nonlinear and 
coupled multi-input multi-output (MIMO) systems [2]–[6]. Designing a feedback 
linearisation controller achieves the desired decoupling and linearisation only if the 
model is an accurate representation of reality. The model-reality differences cause 
signal leakages in the feedback linearised dynamics. As the leakages are the functions 
of process variables, the resulting overall dynamics are again nonlinear with strong 
additive nonlinearities. In addition, the expected decoupling of the system dynamics is 
missing and the resulting feedback linearisation controller is not robust enough to reach 
the desired performance. Such uncertainties are inevitable due to errors and wear in 
long-term usage.  
Several tools have been developed to overcome uncertainties. Achieving robust 
decentralized architecture under strong link-reactions in robotic manipulators by 
applying the celebrated robust control technologies such as H-infinity is highly non-
trivial. For the unlimited uncertainty, a number of adaptive control methods have been 
established for designing feedback linearisation controllers. A generic adaptive 
feedback linearisation controller with dynamic neural networks was developed for the 
control of uncertain nonlinear systems under no measurable states [7] and applied to 
high dynamic performance induction motor control [2]. The application of simple static 
neural networks to design adaptive controllers for manipulators under full measurement 
noise-free access to the needed variables was reported [8]. The generic adaptive 
feedback linearisation controller with Takagi-Sugeno fuzzy models adapted online was 
developed [9], [10]. The adaptive linearisation feedback controller was developed for 
two-link robot arm under varying load torque and exact mathematical model [11]. 
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Global asymptotic stability of an adaptive output feedback tracking controller was 
developed for motion control of robot manipulator [12], [13].  
 However, robust controllers are not necessarily built on any fancy tools and 
concepts. They can also be achieved by combining simple, classical and well-
established tools. In this paper, instead of presenting new tools, we present a general 
approach, or a methodology, to develop robust feedback linearisation controllers based 
on accessible basic and popular control methods widely used. Depending on the radius 
of the uncertainty, two approaches are employed in the paper to enhance the control 
performance: robust approach and adaptive approach. For clear description and 
explanation, the methodology was illustrated based on a two-link manipulator case 
study, a typical multi-input multi-output (MIMO) coupled nonlinear system, which can 
be controlled by using various tools including model predictive control [14] and slide 
mode control [15]–[19]. The approach described in this paper shows that robust control 
performance can also be achieved by using feedback linearisation even when big errors 
exist in nominal models and sensor feedback. We believe the strategy can be applied to 
a variety of systems and also further developed to become general methodologies. 
 The paper is organised as follows. Section 2 presents the mathematical model of 
a two-link robot arm and illustrates the feedback linearisation controller. Section 3 
demonstrates a robust control approach for uncertain model parameters under a small 
uncertainty radius. When the uncertainty is significant due to large parameter errors and 
an existence of structural uncertainties in the nonlinear plant model dynamics, an 
adaptive approach is described in Section 4. The structural uncertainty means parts of 
the real model are missing in the nominal model. 
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 2. Feedback linearisation 
2.1 Model of manipulator dyna
The mechanical structure of a tw
Figure 1.  The mass ݉ଵ	ܽ݊݀	݉ଶ
length ܮଵ	ܽ݊݀	ܮଶ. The torque is 
link. The dynamics model of a t
using the Lagrange method. 
Figure 1 Two-link Manipulator Model
 
 
ܯ(ߠ)ߠሷ + ܥ൫ߠ
ܯ(ߠ) = ቈ݉ଵܮଵ
ଶ + ݉ଶܮଶଶ + ݉
݉ଶܮଶଶ + ݉
ܥ൫ߠ, ߠሶ൯ = ቈ−2ߠሶଶ݉ߠሶଵ݉
ܩ(ߠ) = ൤݉ଵܮଵ݃ܿ݋ݏߠଵ
Where Lଵ, Lଶ - lengths,	mଵ
torques, τୢ- disturbance torques
control inputs while the link pos
classical MIMO coupled nonline
 
control 
mic 
o-link robot arm, or two-link manipulator is sh
	of each two links are uniformly distributed alo
applied to the two joints to drive the movemen
wo-link robot arm shown as equation (1-4) is d
 
 
, ߠሶ൯ߠሶ + ܩ(ߠ) + ܨ൫ߠሶ൯ + ߬ௗ = ߬ 
ଶܮଵଶ + 2݉ଶܮଵܮܿ݋ݏߠଶ ݉ଶܮଶଶ + ݉ଶܮଵܮଶܿ݋ݏߠଶ
ଶܮଵܮଶܿ݋ݏߠଶ ݉ଶܮଶଶ ቉ 
ଶܮଵܮଶݏ݅݊ߠଶ −ߠሶଶ݉ଶܮଵܮଶݏ݅݊ߠଶ
ଶܮଵܮݏ݅݊ߠଶ 0
቉ 
+݉ଶܮଵ݃ܿ݋ݏߠଵ + ݉ଶܮଶ݃ܿ݋ݏ(ߠଵ + ߠଶ)
݉ଶܮଶ݃ܿ݋ݏ(ߠଵ + ߠଶ) ൨ 
, mଶ  - masses, g- acceleration of gravity, F൫θሶ ൯
, τଵ, τଶ - control torques. The torques τଵ, τଶ are
itions θଵ, θଶ are the outputs of the system. Thi
ar system. 
6 
own in 
ng their 
t of each 
erived 
(1) 
(2) 
(3) 
(4) 
-Friction 
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2.2 Effects of uncertainties on control performance of feedback linearisation 
When coupling the feedback linearisation mapping (FLM) to the plant, the acceleration 
ܽ becomes the control inputs, producing the feedback linearised plant of the second 
order decoupled dynamics, as illustrated in Figure 2.   
 
Figure 2 Linearised plant 
 
The design of the FLM requires exact knowledge of the plant dynamics model 
(mappings M(θ), C൫θ, θሶ ൯, G(θ), F൫θሶ ൯), disturbance inputs τୢ and noise free plant 
variable values θ(t), θሶ (t). However, in reality only the approximate models 
M෡(θ), C෠൫θ, θሶ ൯, G෡(θ), F෠൫θሶ ൯ of M(θ), C൫θ, θሶ ൯, G(θ), F൫θሶ ൯	are available. These 
discrepancies will produce additive leakage signals (LS) in the feedback linearised plant 
dynamics, which can be nonlinear functions of the plant variables. The state space 
model of the manipulator becomes: 
xሶ ଵ = xଶ			
xሶ ଶ = ܽ − LS where
xଵ = θ
xଶ = θሶ   (5) 
 The leakage term can be derived accurately from the system equations, as shown 
in equation (6), when the uncertainty is only in the disturbance torques.  
LS(t) = Mିଵ(τୢ(t) − τ(t)) (6) 
 The linearised plant can be controlled by using PID controllers in the outer 
position loops. The control outcome of a two-link manipulator with Lଵ = 20, Lଶ =
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15,mଵ = 0.7,mଶ = 0.5	 is shown in Figure 3a, when the P, I, D terms equalled 10, 3, 0 
respectively. However, good control performance is achievable only if the model is 
complete and parameters in the model are accurate. When the perfect model of the 
manipulator and noise free measurement are not available, the error between the real 
parameters and the estimated parameters introduces nonlinear and coupled leakages, as 
shown in Figure 3b when parameter errors are 50% (Real: 	Lଵ = 20, Lଶ = 15,mଵ =
0.7,mଶ = 0.5; Estimated: Lଵ = 10, Lଶ = 7.5,mଵ = 0.35,mଶ = 0.25). 
 
Figure 3 Effect of signal leakages in the feedback linearised dynamics. Control performance of (a) 
decentralized PID controller + Perfect Feedback linearisation mapping, and (b) decentralized PID 
controller + imperfect Feedback linearisation mapping. 
 
 The result indicates the impact of nonlinear and coupled leakages caused by 
systematic uncertainty on feedback linearisation controllers. In this study, we present 
two approaches employing simple control tools in a combined manner to form new 
configurations in the controllers to enhance the robustness of controllers based on 
feedback linearisation. 
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3. Robust control approach 
Cascaded-loop controller design is a classic design to overcome nonlinear and coupled 
leakages through high gains applied in the inner velocity loop. Regarding the two-link 
manipulator case study, this design is able to provide satisfactory control performance 
when errors are in the radius of 100%, described in Section 3.1 . However, the high 
gains increase system’s sensitivity to measurement noise, resulting in large position 
tracking error. To keep the functionality of the cascaded-loop controller, we propose to 
use a Kalman filter to eliminate the noise so that the whole control system is able to 
robustly achieve required tracking accuracy, described in Section 3.2. 
3.1 Parameter uncertainties 
Cascaded-loop design was used to overcome parameter uncertainties. Equation (6) 
shows that the LS caused by the parameter uncertainty appears entirely in the velocity 
loop. After implementing cascaded-loop configuration, the leakage introduced by the 
mechanical parameter uncertainty is compensated in the velocity loop or inner loop by 
using PI controller. While the outer loop provides a fast response and a high tracking 
accuracy assuming perfect performance of the inner velocity loop. In the inner loop, the 
P, I term in the two decentralized controllers are 30, 13 and 35, 20 respectively. The 
outer loop for each link is designed to employ a derivative feed-forward controller and a 
proportional controller with gain K୮.  
The design of the outer loop controller starts from equation (7): 
න(θሶ ୰ୣ୤ + (θ୰ୣ୤ − θ)K୮) = θ (7) 
Differentiating equation (7) and rearranging the obtained terms yields the position 
error dynamics mode as follows:  
θሶ ୰ୣ୤ + ൫θ୰ୣ୤ − θ൯K୮ = θሶ  (8) 
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Eሶ = θሶ ୰ୣ୤ − θሶ = −K୮E (9) 
∴ E = exp (−K୮ ∙ t) (10) 
From equation (10), by using a proportional controller and derivative feed forward 
controller in the outer loop, the position reference tracking error converges to zero 
regardless of the initial error. The convergence rate can be arbitrarily fast by suitable 
choice of the gain K୮.  
3.2 Noise 
For feedback linearisation mapping, the velocity and position measurement is used to 
compute desired torques. Noisy measurement introduces a large error to the 
computation results and control performance, especially when high gains are used in the 
inner loop. 
 A Kalman filter can be used to eliminate the noise. In our study, the acceleration 
of each link was measured by using acceleration sensors to predict the positions and 
velocities. The positions were also directly measured by using position sensors. 
According to the regular form of the continuous-time Kalman filter, the following 
equations are derived. 
 ݔሶ = ܣݔ + ܤݑ +݉ (11) 
 ݕ = ܥݔ + ݊ (12)
 ݌(݉)~ܰ(0, ܳ௖) (13)
 ݌(݊)~ܰ(0, ܴ௖) (14)
 The state vector and corresponding matrices can be set in the following form: 
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 ݔ = ቂݔଵݔଶቃ = ൤
݌݋ݏ݅ݐ݅݋݊
ݒ݈݁݋ܿ݅ݐݕ൨ (15)
 ܣ = ቂ0 10 0ቃ , ܤ = ቂ
0
1ቃ , ܥ = [1 0] (16)
 Assume the noisy measurement of positions follows Gaussian distribution and 
the power of the reference signal is 1 and variance of noise m and n can be as large as 
0.1.  
 ܳ௖ = ൤ 0√0.1൨ [0 √0.1] = [
0 0
0 0.1] (17)
 ܴ = 0.1 (18)
 The estimated result is  
 ݔሶ෠ = ܣݔො + ܤݑ + ܭ(ݕ − ܥݔො) (19)
 The Kalman filter gains are updated as Eq. (21) and (22): 
 
ሶܲ = −ܲܥ்ܴ௖ି ଵܥܲ + ܣܲ + ܲܣ் + ܳ௖ (20) 
 ܭ = ܲܥ்ܴ௖ି ଵ (21) 
 When the system operates under a piecewise constant disturbance of high 
frequency and a noise with SNE = 1 dB and the parameter errors are 50%, the tracking 
results are shown in Figure 4. The newly designed controller achieves an average 
tracking error=0.5%, overshoot= 0% and settling time= 0.01s. This design minimised 
the effects of noise due to suitable high gains in cascaded-loop configurations, and 
increase the robustness of the system.  
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Figure 4 (a)Control performance of two separated PID controller + Imperfect Feedback Linearisation 
mapping + Double cascaded loop controller for piecewise constant input signal and piecewise constant 
disturbance with noisy measurement; (b) Control performance of the designed robust controller  
 
 Overall, the robustness of feedback linearisation controller can be improved by 
using classical cascaded-loop configuration without amplifying the effects of sensor 
noise due to high gains. The design could provide satisfactory control performance 
when parameter errors are in the radius of 100%.  
 
4. Adaptive control approach 
The robust design can ensure a good control performance when the parameter errors 
stay in the radius of 100%. However, when uncertainty exists in a larger radius, such as 
large parameter errors over 100% and incomplete dynamic models (or structural 
uncertainty), the previous robust control approach is not strong enough. In terms of two-
link manipulator dynamics, the stiction friction is missing in the original dynamic 
models (1-4) and introduces structural uncertainty. In this section, we present a simple 
adaptive controller adopting a number of simple and basic control tools and algorithms 
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to correct parameters online (Section 4.1) and overcome unknown structural uncertainty 
(Section 4.2) simultaneously. 
 
41. Large parameter errors 
A sub-system called a parameter estimator is added to the system in order to update the 
current parameter values based on the comparison of the real and predicted/estimated 
outputs. The parameter update algorithm aims at forcing the output mismatch to zero. 
Figure 5 describes the new configuration of the system. 
 
Figure 5 Block diagram of the control system containing a parameter estimator 
 
 Considering the relationship between the plant and the feedback linearisation 
mapping, the following equations are derived from equation (1-5). 
 ܯିଵ(ߠ)ൣM෡(θ)ܽ + ܥመ൫ߠ, ߠሶ൯ߠሶ + ܩ෠(ߠ) + ܨ෠൫ߠሶ൯൧ − ܨ൫ߠሶ൯ − ܩ(ߠ) − ܥ൫ߠ, ߠሶ൯ߠሶ = ߠሷ  (22)
 ൫ܯ෡ −ܯ൯ߠሷ + ܯ෡൫ܽ − ߠሷ൯ + ൫ܥመ − ܥ൯ߠሶ + ൫ܩ෠ − ܩ൯ = 0 (23)
 ∆ܯߠሷ + ܯ෡݁ + ∆ܥߠሶ + ∆ܩ = 0 (24)
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 In (24), e is the error between the measured acceleration and the expected 
acceleration into the feedback linearisation mapping while Δ  denotes the parameter 
errors on the values of the real and nominal model mappings. The aim of the parameter 
estimator is to solve the equation ∆Mθሷ + M෡e + ∆Cθሶ + ∆G = 0	 and generate new 
parameter values to update the old ones. 
 In equation (24) 
 
∆ܯ = ܯ෡ −ܯ
= ൤∆(݉ଵܮଵ
ଶ) + ∆(݉ଶܮଶଶ) + ∆(݉ଶܮଵଶ) + 2∆(݉ଶܮଵܮଶ)cosߠଶ	 ∆(݉ଶܮଶଶ) + ∆(݉ଶܮଵܮଶ)cosߠଶ
∆(݉ଶܮଶଶ) + ∆(݉ଶܮଵܮଶ)cosߠଶ ∆(݉ଶܮଶଶ) ൨ 
(25) 
 ∆ܥ = ܥመ − ܥ = ቈ−2∆(݉ଶܮଵܮଶ)ߠሶଶsinߠଶ −∆(݉ଶܮଵܮଶ)ߠሶଶsinߠଶ∆(݉ଶܮଵܮଶ)ߠሶଵsinߠଶ 0
቉ (26) 
 ∆ܩ = ܩ෠ − ܩ = ൤∆(݉ଵܮଵ)݃ܿ݋ݏߠଵ + ∆(݉ଶܮଵ)݃ܿ݋ݏߠଵ + ∆(݉ଶܮଶ)݃ܿ݋ݏ(ߠଵ + ߠଶ)∆(݉ଶܮଶ)݃ܿ݋ݏ(ߠଵ + ߠଶ) ൨ (27) 
 Assuming that 
 
ܺ =
ۏ
ێ
ێ
ێ
ێ
ێ
ۍܺଵܺଶ
ܺଷ
ܺସ
ܺହ
ܺ଺
ܺ଻ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې
=
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ ∆(݉ଵܮଵ
ଶ)
∆(݉ଶܮଵଶ)
∆(݉ଶܮଶଶ)
∆(݉ଶܮଵܮଶ)
∆(݉ଵܮଵ)
∆(݉ଶܮଵ)
∆(݉ଶܮଶ) ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
(28)
 The equations (25-27) can be transformed to (29-31) 
 ∆ܯ = ൤ܺଵ + ܺଶ + ܺଷ + 2ܺସcosߠଶ ܺଷ + ܺସcosߠଶܺଷ + ܺସcosߠଶ ܺଷ ൨ (29)
 ∆ܥ = ቈ−2ܺସߠሶଶsinߠଶ −ܺସߠሶଶsinߠଶܺସߠሶଵsinߠଶ 0
቉ (30)
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 ∆ܩ = ൤ܺହ݃ܿ݋ݏߠଵ + ܺ଺݃ܿ݋ݏߠଵ + ܺ଻݃ܿ݋ݏ(ߠଵ + ߠଶ)ܺ଻݃ܿ݋ݏ(ߠଵ + ߠଶ) ൨ (31)
 Thus, the whole function (24) can now be transformed to (32) 
 ܭ൫ߠሷ , ߠሶ , ߠ൯ܺ +ܯ෡൫ ෝ݉ଵ, ෝ݉ଶ, ܮ෠ଵ, ܮ෠ଶ൯݁ = 0 (32)
Where 
 
2
1 1 1 2 1 2 2 1 2 2 2 2 1 1 1 2
2
1 2 1 2 1 2 1 2
(2 )cos 2 sin sin cos cos cos( )
0 0 cos sin 0 0 cos( )
g g g
K
g
θ θ θ θ θ θ θ θθ θ θ θ θ θ θ θ
θ θ θ θ θ θ θ θ
 + + − − +
=  
+ + + 
        
   
 
(33) 
 ܯ෡(ߠ)
= ቈ ෝ݉ଵܮ෠ଵ
ଶ + ෝ݉ଶܮ෠ଶଶ + ෝ݉ଶܮ෠ଵଶ + 2 ෝ݉ଶܮ෠ଵܮ෠ଶcosߠଶ	 ෝ݉ଶܮ෠ଶଶ + ෝ݉ଶܮ෠ଵܮ෠ଶcosߠଶ
ෝ݉ଶܮ෠ଶଶ + ෝ݉ଶܮ෠ଵܮ෠ଶcosߠଶ ෝ݉ଶܮ෠ଶଶ
቉ 
(34) 
 ݁ = ቂ݁ଵ݁ଶቃ = [
ܽଵ − ߠሷଵ
ܽଶ − ߠሷଶ
] (35) 
equation (33) is valid at any time instant. In order to calculate parameters L1, L2, m1and 
m2, the data is sampled in a time stream at a different time instant so that K is expanded 
to ܭ௧ and thus equation (32) is transformed into equation (36). 
 ܺ௧ = −ܭ௧ି ଵ൫ߠሷ , ߠሶ , ߠ൯ܯ෡௧( ෝ݉ଵ, ෝ݉ଶ, ܮ෠ଵ, ܮ෠ଶ)݁௧ (36)
 When sampling three times,  
 
1
11 1
2 2 2
3 3 3
ˆ
ˆ
ˆ
tt t
t t t t
t t t
MX K
X X K M
X K M
−          
= = −                
 
(37)
 There are three different time instants,  t1, t2, t3, that K, X and M sampled at. As 
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seen in (33), K at different time t is always following a certain proportional law. Thus 
the maximum rank of Kt is 5 and there is infinite number of roots for X.  Kt can be 
simplified and transformed into Equation (38) 
 
ܭ௧ =
ۏ
ێێ
ێێ
ۍ1 1 00 0 1
0 0 0
0 0 0
0 0 0
1 0 0
0
0
0
0 0 0
0 0 0
0 0 0
0 1 1
0 0 0
0 0 0
0
1
0ے
ۑۑ
ۑۑ
ې
 
(38) 
 The pseudo-inverse operator is a tool to solve this problem. The estimated 
results of	ܺ	ଷ, ܺସ and  ܺ଻ are accurate. Therefore, assuming that the mass of the whole 
manipulator is available, the value of parameters can be calculated online by using the 
equations below.  
 ෝ݉ଶܮ෠ଶଶ − ܺଷ = ݉ଶܮଶଶ = ଵܻ 
ෝ݉ଶܮ෠ଵܮ෠ଶ − ܺସ = ݉ଶܮଵܮଶ = ଶܻ 
ෝ݉ଶܮ෠ଶ − ܺ଻ = ݉ଶܮଶ = ଷܻ 
ଵܻ
ଷܻ
= ܮଶ 
ଶܻ
ଷܻ
= ܮଵ 
ଷܻଶ
ଵܻ
= ݉ଶ 
݉ܽݏݏ − ݉ଶ = ݉ଵ 
(39)
 To test the algorithm, it is assumed that the initial parameters in the feedback 
linearisation mapping are fixed and two parameter data sets are used in the real dynamic 
models: extremely large values and extremely small values, as shown in Table 1. The 
performance of the parameter estimator using the algorithm described above is given in 
Figure 6.  
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Table 1 Ultra-large error 
 
 
 
parameter 
error: 1000% 
Feedback linearization mapping Real dynamic model 
݉ଵ ݉ଶ ܮଵ ܮଶ ݉ଵ ݉ଶ ܮଵ ܮଶ 
Large 
parameters 20 15 0.7 0.5 200 150 7 5 
Small 
parameters 
20 15 0.7 0.5 2 1.5 0.07 0.05 
 
 
 
 
 
Figure 6 Estimated values of m1, m2, L1 and L2. (a)Ultra-large parameters; (b) Ultra-small Parameters. 
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 When the real parameters are 10 times larger or smaller than the parameters in 
the feedback linearisation mapping, the estimated parameter fluctuates approximately 
within a 10% range around the target value. The parameter-learning algorithm is 
effective since it reduces the parameter error from 1000% to around 10%, which are in 
the working radius of the robust controller. 
 
4.2 Structural uncertainties 
According to the stiction phenomena, when the robot arm starts to move and the 
velocity is small, it experiences high torque at its joints. Thus, stiction friction depends 
on the velocity in a nonlinear way. However, this part is missing in the nominal model, 
causing structural uncertainties. The relationship between the stiction friction and 
velocity in the steady-state is shown in Figure 7. 
 
Figure 7 Continuously changing approximation of relationship between static torque and velocity 
 
 The stiction friction torque can be expressed by an exponential function shown 
as follows: 
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 ܨ௦(ݒ) = ௦݂ ∙ exp (−
ݒଶ
ݒ௦ ) 
(40)
 In (40), sf  is the maximum value of the stiction friction and vs is a parameter 
set to be a very small value. Stiction frictions Fs1 of link 1 and Fs2 of link 2 are indicated 
by (41) and (42) respectively. 
 
ܨ௦ଵ൫ߠሶଵ൯ = ௦݂ ∙ ݁ݔ݌ (−
ߠሶଵଶ
ݒ௦ ) ∙ ݏ݅݃݊(ߠ
ሶଵ) (41) 
 
ܨ௦ଶ൫ߠሶଶ൯ = ௦݂ ∙ ݁ݔ݌ (−
ߠሶଶଶ
ݒ௦ ) ∙ ݏ݅݃݊(ߠ
ሶଶ) (42) 
 The overall friction matrix F in (1) is expanded to Equation (43): 
 
ܨ൫ߠሶ൯ =
ۉ
ۈ
ۇ ଵ݂ଵߠሶଵ + ଵ݂ଶݏ݅݃݊൫ߠሶଵ൯ + ௦݂ ∙ ݁ݔ݌ (−
ߠሶଵଶ
ݒ௦ ) ∙ ݏ݅݃݊(ߠ
ሶଵ)
ଶ݂ଵߠሶଶ + ଶ݂ଶݏ݅݃݊൫ߠሶଶ൯ + ௦݂ ∙ ݁ݔ݌	(−
ߠሶଶଶ
ݒ௦ ) ∙ ݏ݅݃݊(ߠ
ሶଶ)ی
ۋ
ۊ
 
(43) 
 The stiction torque expressed by (43) constitutes a real model of the friction. 
The leakage signal in the dynamical model (6) of the feedback linearised system equals 
to: 
 ܮܵ = ܯିଵܨ௦(ߠ)ሶ  (44) 
 Where inertia matrix ܯ = ቂ݉ଵଵ ݉ଵଶ݉ଶଵ ݉ଶଶቃ with none of its components zero, 
andܨ௦ = ൤ܨ௦ଵܨ௦ଶ൨, where ܨ௦ଵ and ܨ௦ଶ are defined in (41) and (42) respectively. Hence, 
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 1 22 1 1 12 2 2
21 1 1 11 2 2
1 s s
s
s s
m F ( ) m F ( )
M F ( )
M m F ( ) m F ( )
θ θθ
θ θ
−
 
−
=  
− + 
     (45) 
   Therefore, for each link, the leakage into the link due to the uncertainty in the stiction 
friction varies with velocities of both links in a nonlinear manner. Simulation results 
(Figure 8) of the system with integral controllers under the stiction friction illustrate the 
impact of static friction on the tracking performance.  
 
Figure 8 Impact of stiction friction that missed in the nominal model 
 
 This structural uncertainty can be compensated simply by using a classical gain-
scheduling mechanism. The linguistic setting details of the gain scheduling are 
illustrated in Figure 9. 
D
ow
nl
oa
de
d 
by
 [U
niv
ers
ity
 of
 B
irm
ing
ha
m]
 at
 06
:28
 29
 A
pr
il 2
01
6 
 Figure 9 Linguistic setting details of g
 
 As the stiction leakages d
only applied to the PI controller
impacts transferred to the outer p
unable to generate rapidly chang
changes of the gain values are d
the gains.  
 The soft gain scheduling
 
2
1 1i i , sGS ( ) exp( / vθ α θ= − 
where i=1,2 denotes the link num
 The control performance
to correct parameters and the ga
(stiction friction). Due to the inn
control system is able to overcom
disturbance due to the integral fa
1000% and structural uncertaint
demonstrated that the steady sta
error of link 2 lower than 0.03%
 
ain scheduling 
irectly appear in the inner loops, the gain sche
s in the inner loops. This helps to stop/reduce t
osition loops. Taking into account that the act
ing torques, soft gain scheduling is used, wher
istributed over time as opposed to the hard swi
 is shown in (46). 
2
2 2 1i, s) exp( / v )α θ+ − +  
ber. 
 is given in Figure 10, by using the parameter 
in scheduling to compensate structural uncerta
er loop including a gain-scheduled PI controll
e not only static torque, but also piecewise-co
st controller. When the parameter error is as la
y exists in the form of stiction friction, It is 
te error of link 1 lower than 0.01% and the stea
.  
21 
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Figure 10 Control performance of the designed adaptive controller. Actual outputs (red); Reference 
outputs(blue); Disturbance(green) 
 
 Overall, the robustness of feedback linearisation controller can be improved by 
using a simple parameter learning algorithm and a classical gain-scheduling mechanism. 
When parameter errors are 1000%, this new and simple approach is capable of 
achieving a good tracking performance. 
 
5. Conclusion 
This paper proves that instead of using a unique advanced tool, the robustness of 
feedback linearisation controller can be significantly improved by a combination of 
simple and basic tools. This general approach, or methodology, is able to overcome 
significant uncertainties in nominal models and sensors. The methodology was 
presented based on a two-link manipulator case study. When uncertainty stays in a small 
radius (parameter error<100%), it is proposed to employ a robust control approach, in 
which cascaded-loop design and Kalman filter are used cooperatively, as the former is 
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able to overcome parameter errors through high gains in the inner loop, while the latter 
prevents amplifying the noise owing to such high gains. When uncertainty is in a large 
radius, it is proposed to use an adaptive control approach consisting of a simple 
parameter learning algorithm and gain-scheduling mechanism to correct parameters and 
eliminate structural uncertainties. As different tools dealing with different aspects of 
uncertainties, the technique can be further supplemented and tailored to fit 
requirements, and become a general methodology.  
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