Abstract. Memory consumption is an important metric for DSP software implementation. In this paper, we develop a module characterization technique that promotes more economical use of memory resources at the system level. Our work is developed in the context of software synthesis from signal/video/image processing applications expressed as synchronous dataflow (SDF) graphs. SDF is a restricted form of dataflow where each computational module (actor) consumes and produces a fixed number of data values (tokens) on each execution. Usually, no assumption is made about when during the execution of an actor, the tokens are actually consumed and produced; the firing of an actor is treated as an atomic event for most purposes. However, we show in this paper that it is possible to concisely and precisely capture key properties pertaining to the relative times at which tokens are produced and consumed by an actor. We show this by introducing the consumed-before-produced (CBP) parameter, which provides a general method for characterizing the token transfer of an SDF actor. Good bounds on the CBP parameter can aid an SDF compiler in performing more aggressive optimizations for reducing buffer sizes on the edges between actors. We formally define the CBP parameter; derive some useful properties of this parameter; illustrate how the value of the parameter is derived by examining in detail the multirate FIR filter, which is a fundamental actor in multirate signal processing applications; and examine CBP parameterizations for several other practical SDF actors.
Introduction
Block diagram environments are proving to be increasingly popular for developing DSP systems. Numerous commercial and research-oriented design tools for DSP have proliferated in recent years, such as System Canvas [1] from Angeles Design Systems, COSSAP [2] from the Aachen University of Technology (now from Synopsys), GRAPE [3] from K. U. Leuven, Ptolemy [4] from U. C. Berkeley, SPW from Cadence, and ADS from Hewlett Packard. Raising the level of abstraction in system-level design has been recognized as a key step that facilitates faster design cycles, easier retargeting, and verification. Block diagram descriptions of systems are an attractive alternative as abstract specifications to high level language (HLL) code because a block diagram system does not overspecify the system (e.g., it exposes more of the parallelism present than operational HLL code does), enables better software organization because the library blocks used are modular and reusable, and can be targeted to a variety of platforms (e.g., see [5] ). However, for block diagrams to become viable as abstract specifications instead of HLLs, good synthesis flows are necessary.
In a block-diagram environment, the user connects up various blocks drawn from a library to form the system of interest. These blocks communicate with each other by writing and reading tokens (samples of data) via FIFO queues that are usually implemented as buffers. For simulation, these blocks are typically written in an HLL like C++. For software synthesis, the technique typically used is that of inline code generation: a schedule is generated, and the code generator steps through this schedule and substitutes the code for each actor that it encounters in the schedule. The code for the actor may be of two types. It may be the HLL code itself, obtained from the actor in the simulation library. The overall code may now be compiled for the appropriate target. Or the code may be hand-optimized code targeted for a particular target implementation. For programmable DSPs, this means that the actors implement their functionality through hand-optimized assembly language segments. The code-generator, after stitching together the code for the entire system then simply assembles it and the resulting machine code can be run on the DSP. This latter technique is generally more efficient for programmable DSPs because of a lack of efficient HLL DSP compilers [6] .
Fortunately, block diagrams enable platformindependent coarse-grain optimizations based on knowledge of the restricted underlying models of computation; these optimizations are frequently difficult to perform for a traditional compiler. For software synthesis, block diagram synthesis flows have two major steps: scheduling and memory allocation [7] . In this paper, we develop a characterization and model of token traffic, called the CBP parameter, in the particular model of dataflow that we use, called synchronous dataflow (SDF). Characterizing this parameter exploits properties of DSP algorithms that the designer of the algorithm might be able to supply easily. Accurate knowledge of this parameter enables SDF compilers to perform much more efficient memory allocation than they have been able to do in the past. Since this characterization and these allocation techniques operate on the coarse-grain, system level description, they are somewhat orthogonal to the optimizations that might be employed by tools lower in the flow. For example, a behavioral synthesis tool has a limited view of the code, often confined to basic blocks within each block it is optimizing, and cannot make use of the global control and dataflow that our memory allocator can exploit. Similarly, a compiler for a general-purpose HLL (such as C) typically does not have the global information about application structure that our allocator has. The techniques we develop in this paper are thus complementary to the work that is being done on developing better HLL compilers for DSPs (e.g., see [8] [9] [10] [11] [12] ). In particular, the techniques we develop operate on the graphs at a high enough level that particular architectural features of the target processor are largely irrelevant. We assume that the actor library that the code generator has access to consists of either hand-optimized assembly code, or of specifications in a high-level language like C. If the latter, then we would have to invoke a C compiler after performing the dataflow optimizations and threading the code together. Even though this might seemingly defeat the purpose of producing efficient code, since we are using a C compiler for a DSP (the compiler might not be very good as mentioned), studies have shown that for larger systems, C code produced this way compiles better than hand-written C for the entire system [13] .
Problem Statement and Organization of the Paper
We develop a concise characterization of the precise times during which tokens are written and read by blocks in the SDF model that is used in many signal processing block diagram environments. We refer to this characterization as the CBP parameter; an accurate figure for this parameter allows an SDF memory allocator to overlay buffers more efficiently than SDF compilers have been able to in the past. Moreover, we show that if the parameter can be supplied by the designer using the analysis techniques we use in this paper, then we do not have to resort to source code analysis to deduce this parameter; source code analysis is frequently undecidable for many problems of this nature, and even if decidable, has prohibitive complexity [14] . Since we can perform this characterization in the context of a restricted subset of dataflow that is not Turing complete, our technique is feasible, practical, and efficient. SDF compilers that make use of the CBP parameter effectively are presented elsewhere [15, 16] ; we do not address those techniques in this paper. Here, we focus on techniques for determining the CBP parameter. The key limitation of the techniques in this paper is the restriction it requires on the underlying dataflow model of computation, namely the requirement that synchronous dataflow be employed. Synchronous dataflow, as discussed in Section 4, requires A B C 10 1 10 1 Figure 1 . Asimple illustration of nested iteration in a synchronous dataflow graph. The producer/consumer relationships in this example imply that actor B is executed 10 times for every execution of actor A, and actor C is executed 10 times for every execution of actor B.
that the number of data values produced and consumed by each computation be constant. This restriction precludes modeling conditionals and mutually exclusive sections of a dataflow graph (as all parts of the graph are executed unconditionally). However, nested iteration can be accommodated naturally, as illustrated in Fig. 1 , and explored extensively in [17] . In the SDF graph shown in Fig. 1 , each edge is annotated with the number of tokens produced (consumed) by its source (sink) actor. Although the synchronous dataflow assumption imposes significant restrictions on program structure, the model is broad enough to cover a broad class of important signal processing applications and is the basis for several commercial design tools [9] . We review existing relevant work and contrast our work in Section 3. In Section 4 we establish notation and describe the dataflow model used for specification in DSP block diagram environments. In Section 5 we discuss the technique of buffer merging that enables more efficient buffering in SDF graphs, and we show how knowledge of the CBP parameter is necessary for the buffer merging optimization. In Section 6 we define and develop the CBP parameter. Sections 7-9 present case studies of how the CBP parameter can be computed for a number of DSP actors that are used frequently: multirate FIR filters, autocorrelators, and a "chop" actor that is used for data routing and control. In Section 10, we provide more examples in the form of a table, and finally we conclude in Sections 11 and 12.
Related Work
Our technique of characterizing the times at which tokens are written and read differs from the lifetimebased approach used by many HLL compilers [18, 19] , SDF compilers [6] , and high level synthesis tools [20, 21] . Briefly, the lifetime-based approaches try to determine the first time the token is written (buffer start time) and the time it is read (buffer stop time). A conflict graph is created based on these lifetime intervals, and graph coloring is used to obtain a memory allocation. The overlaying possibility that we expose through the CBP parameter could also be achieved using lifetime analysis techniques and graph coloring. This is the approach taken by DeGreef, Catthoor, and De Man [21] where they have developed lifetime analysis and memory allocation techniques for single-assignment, static control-flow specifications that involve explicit looping constructs, such as for loops [21] , in a synthesis tool called ATOMIUM. While we cannot directly compare our approach with that of DeGreef because of differences in the starting specification used (we use a restricted subset of dataflow while they use a single-assignment static control-flow language), there are certain parallels we can draw. We have shown [7] that modeling the lifetimes of individual tokens in a multirate SDF graph can have prohibitive complexity that would preclude polynomial time solutions. Indeed, the algorithms that DeGreef et al. present have a worst case complexity that is exponential in the size of the input program [21] . Informally, the worst case exponential complexity arises in our dataflow model because the number of tokens that have to be allocated is exponential in the size of the input dataflow specification, and it is not clear whether it would be possible to somehow model all of the tokens implicitly, using a structure of size polynomial in the size of the SDF graph, while still retaining the ability to exploit the differing lifetimes of each token. Thus, the lifetime-based SDF compiler we developed [7] trades off the ability to model token lifetimes individually for a model that aggregates them and models them as blocks of tokens (with the buffer start and stop time applying to the entire block of tokens instead of any individual one) in return for efficient optimization algorithms. The drawback is that not all opportunities for overlaying memory for the tokens are made full use of. To be precise, the lifetime-based model we use [7] has to make the conservative assumption that all output buffers of an actor are simultaneously live with its input buffers. This then precludes any overlaying of output buffers with input buffers, even though subsets of those buffers might have disjoint lifetimes. However, overlaying opportunities for buffers that do not share a common actor are still present and exploited in our lifetime-based SDF compiler [7] . The algebraic approach we present in this paper allows us to refine that assumption and is able to capture the lifetimes of tokens in the buffer at the level of individual tokens so that more overlaying opportunities are exposed to the SDF compiler.
Moreover, the compiler can still make use of these enhanced overlaying opportunities through polynomialtime algorithms such as our buffer merging algorithms [16] , and our hybrid algorithms that combine CBPbased buffer merging with lifetime-analysis techniques [15] .
The CBP parameter plays a role that is somewhat similar to the array index distances derived in the in-place memory management strategies of Cathedral [22] , which apply to nested loop constructs in Silage. The CBP-based buffer merging approach presented in this paper is different from the approach of Verbauwhede et al. [22] in that it is specifically targeted to the high regularity and modularity present in SDF graph implementations (at the expense of decreased generality). In particular, the overlapping of SDF input/output buffers by systematically applying CBP analysis does not emerge in any straightforward way from the more general techniques developed by Verbauwhede et al. [22] . Our form of buffer merging using the CBP parameter is especially well-suited for incorporation with the SDF vectorization techniques (for minimizing contextswitch overhead) developed by Ritz et al. [23] since the absence of nested loops in the vectorized schedules allows for more flexible merging of input/output buffers. Buffer merging is also compatible with buffer access enhancements such as polyphase filter implementation [24, 25] , and cyclo-static dataflow specification [26] .
Vanhoof, Bolsens, and De Man have observed that in general, the full address space of an array does not always contain live data [27] . Thus, they define an "address reference window" as the maximum distance between any two live data elements throughout the lifetime of an array, and fold multiple array elements into a single window element using a modulo operation in the address calculation. The concept of the address reference window is similar to our use of the maximum number of live tokens as the size of each individual SDF buffer. The number of logically distinct memory elements (the full address space) in a buffer can be much larger than the maximum number of live tokens that reside on the buffer simultaneously [17] .
Feautrier discusses the problem of counting messages in Kahn process networks [28] , which is necessary for deriving producer/consumer dependencies. The problem can be solved using Ehrhardt polynomials, which are polynomials with possibly periodic coefficients. Our work on the CBP parameter represents a variation on producer/consumer dependence analysis in which the relationship being analyzed is the consumption of a value with respect to production by the same computation (actor) that performs the consumption (as opposed to the producer of the consumed value).
Darte, Schreiber, and Villard examine the problem of constructing efficient modular allocations to reduce memory size in application-specific processors [29] . In a modular allocation, the value computed by a statement S at the n-dimensional iteration vector I is stored in a location that can be expressed as M S I mod b S , where M S is an n × n integral matrix, b S is an ndimensional integral vector, and the modulo operation is applied component-wise to the given vectors. In this approach, the objective is to share memory across different invocations of the same operation based on when the values produced by the operations are last used. This is in contrast to the form of sharing in CBP-based memory allocation, where overlaying is performed across two operations (or more generally, when the technique is applied multiple times in succession, to chains of operations) where data produced by one operation is overlaid with data produced by the consuming operation.
A partial summary of a preliminary version of this paper was presented in [30] .
Notation and Background
Dataflow is a natural model of computation to use as the underlying model for a block diagram language for designing digital signal processing (DSP) systems. Functional blocks in dataflow-based, blockdiagram languages correspond to vertices (actors) in a dataflow graph, and the connections correspond to directed edges between the actors. These edges not only represent communication channels, conceptually implemented as FIFO queues, but also establish precedence constraints. An actor fires in a dataflow graph by removing tokens from its input edges and producing tokens on its output edges. The stream of tokens produced this way corresponds naturally to a discrete time signal in a DSP system. In this paper, we consider a restricted form of dataflow called synchronous dataflow (SDF) [31] . In SDF, each actor produces and consumes fixed numbers of tokens, and these numbers are known at compile time. In addition, each edge has a fixed number of initial tokens, called delays. Figure 2 (a) shows a simple SDF graph. Given an SDF edge e, we denote the source actor (the actor that writes tokens onto an edge), sink actor (the actor that reads tokens from an edge), and delay of e by src(e), snk(e), and del(e). Also, prod(e) and cons(e) denote the number of tokens produced onto e by src(e) and consumed from e by snk(e).
A schedule is a sequence of actor firings. We compile an SDF graph by first constructing a valid schedule-a finite schedule that fires each actor at least once, does not deadlock, and produces no net change in the number of tokens queued on each edge. Corresponding to each actor in the schedule, we instantiate a code block or procedure call that is obtained from a library of predefined actors. The resulting sequence of code blocks is encapsulated within an infinite loop to generate a software implementation of the SDF graph.
SDF graphs for which valid schedules exist are called consistent SDF graphs. In [31] , efficient algorithms are presented to determine whether or not a given SDF graph is consistent, and to determine the minimum number of times that each actor must be fired in a valid schedule. We represent these minimum numbers of firings by a vector q G , indexed by the actors in G (we often suppress the subscript if G is understood). These minimum numbers of firings can be derived by finding the minimum positive integer solution to the balance equations for G, which specify that q must satisfy
prod(e)q[src(e)] = cons(e)q[snk(e)],
for every edge e in G. (1) These balance equations impose that the net data production on each dataflow edge is in balance with (equal to) the net consumption. As a result, a schedule that satisfies the balance equations can be repeated indefinitely without any unbounded accumulation of data of the graph edges.
The vector q, when it exists, is called the repetitions vector of G. A valid schedule then is a sequence of actor firings where each actor v is fired q [v] times, and the firing sequence obeys the precedence constraints imposed by the SDF graph. For the graph in Fig. 2(a) , we have q = [1, 2, 4] for the actors [A, B, C], and some possible schedules are shown in Fig. 2(b) . The notation (2B) represents the firing sequence B B. Similarly, (2B(2C)) represents the schedule loop with firing sequence BCCBCC. We define TNSE(e) to be the total number of samples exchanged on edge e by actor snk(e); i.e, TNSE(e) = q[snk(e)] · cons(e), or equivalently, from (1), TNSE(e) = q[src(e)] · prod(e).
As already mentioned, the first step in compiling an SDF graph is determining a schedule. Once the schedule has been determined, memory has to be allocated for the buffers in the graph. Scheduling can have a significant impact on the amount of memory required to implement the buffers on the edges in an SDF graph. For example, in Fig. 2(b) , the buffering requirements for the four schedules, assuming that one separate buffer is implemented for each edge where the size of the buffer is the maximum number of tokens queued on that edge during the schedule, are 50, 40, 60, and 50 respectively. For instance, for the first schedule, we have a maximum of 20 tokens queued on edge AB (after the firing of A), and a maximum of 30 tokens queued on edge BC after the second firing of B; hence, the total buffer memory requirement for the graph under the first schedule is 50.
Both scheduling and memory allocation present many algorithmic challenges; we tackle one particular optimization possibility for the memory allocation steps in this paper. In particular, to guide scheduling and allocation decisions, it is useful to have an accurate characterization of the interface (data production/consumption) behavior of each actor. The quantities prod(e) and cons(e) are examples of useful forms of interface characterization. In this paper, we develop an additional form of interface characterization, which we call the consumed-before-produced (CBP) parameter. The CBP parameter allows us to characterize the lifetimes of individual tokens as they are produced and consumed by SDF actors. Usually, in dataflow semantics, no assumption is made about when during the execution of an actor, the tokens are actually consumed and produced; the firing of an actor is treated as an atomic event for most purposes. However, we will show that the CBP parameter concisely and precisely captures key properties pertaining to the relative times at which tokens are produced and consumed by an actor; good bounds on the CBP parameter can aid an SDF compiler in performing more aggressive optimizations for reducing buffer sizes on the edges between actors. In this paper, we do not address the types of optimizations an SDF compiler can perform using the CBP parameter; these optimizations are presented elsewhere [15, 16] . Instead, we concentrate on techniques for computing the CBP parameter for several commonly used DSP actors. We first motivate the need for the CBP parameter by illustrating the concept of buffer merging and how buffer merging can be used to reduce buffer memory requirements.
Buffer Merging
Consider the second schedule in Fig. 2(b) . If each buffer is implemented separately for this schedule, the required buffers on edges AB and BC will be of sizes 20 and 20, giving a total requirement of 40. Suppose, however, that it is known that B consumes its 10 tokens per firing before it writes any of the 20 tokens. Then, when B fires for the first time, it will read 10 tokens from the buffer on AB, leaving 10 tokens there. Next, it will write 20 tokens. At this point, there is a total of 30 live tokens. If we continue observing the token traffic as this schedule evolves, it will be seen that 30 is the maximum number that are live at any given time. Hence, we see that in reality, we only need a buffer of size 30 to implement AB and BC. Indeed, the diagram shown in Fig. 3 shows how the read and write pointers for actor B would be overlaid, with the pointers moving right as tokens are read and written. As can be seen, the write pointer, X (w, BC) never overtakes the read pointer X (r , AB), and the size of 30 suffices. Hence, we have merged the input buffer (of size 20) with the output buffer (of size 20) by overlapping a certain amount that is not needed because of the lifetimes of the tokens. We were able to do this because of our assumption that B consumes its 10 tokens per firing before it writes any of the 20 tokens; this is precisely the characterization we wish to develop in this paper: to determine, 10 20 X(r,AB) X(w,BC) 0 30 when during the firing of an actor, tokens are actually produced and consumed.
Buffer merging can be integrated synergistically with SDF lifetime analysis techniques developed in [7] . The lifetime analysis techniques developed in [7] construct a single appearance schedule optimized using a particular shared-buffer model that exploits temporal disjointedness of the buffer lifetimes. The method then constructs an intersection graph that models buffer lifetimes by nodes and edges between nodes if the lifetimes intersect in time. First-fit allocation heuristics are then used to perform memory allocation on the intersection graph. The shared buffer model used in [7] is useful for modeling the sharing opportunities that are present in the SDF graph as a whole, but is unable to model the sharing opportunities that are present at the input/output buffers of a single actor. However, the buffer merging technique enabled by CBP analysis models the input/output edge case very well, and is able to exploit the maximum amount of sharing opportunities. However, the merging process is not well suited for exploiting the overall sharing opportunities present by the graph, as that is better modeled by lifetime analysis. Hence, we have developed a bottom-up approach that combines both of these techniques, and allows maximum exploitation of sharing opportunities at both the global level of the overall graph, and the local level of an individual input/output buffer pair of an actor.
The integrated algorithm makes several passes through the graph, each time merging a suitable pair of input/output buffers. For each merge, a global memory allocation is performed using the combined lifetime of the merged buffer. If the allocation improves, then the merge is recorded. After examining each node and each pair of input/output edges, we determine whether the best recorded merge improved the allocation. If it did, then the merge is performed, and another pass is made through the graph where every node and its input/output edge pairs is examined. The algorithm stops when there is no further improvement. Further details on this algorithm are developed in [15] .
The CBP Parameter
Informally, the CBP parameter gives the best known lower bound on the difference between the number of tokens consumed and number of tokens produced over the entire time that the actor is in the process of firing.
Formally, we say that a token is consumed from a memory buffer when the last access to it from the buffer is completed. For a given invocation I of an SDF actor, a given input edge α i of the actor, and a given output edge α o , we represent the number of tokens produced (onto α o ) and consumed (from α i ) during the time interval [0, t] by p I (t) and c I (t), respectively (time 0 corresponds to the starting time of the actor invocation, and t must be less than or equal to the completion time). If I is understood from context, we may drop the subscript I , and simply write p(t) and c(t).
Definition 1. Suppose that
Thus, if a CBP parameter has been specified by the actor programmer for (α i , α o ), then an SDF compiler can assume that (c I (t) − p I (t)) ≥ CBP A (α i , α o ) for any invocation I , and for all valid t. If no CBP parameter has been specified, a worst-case CBP parameter CBP A (α i , α o ) = −prod(α o ) must be assumed, or the actor source code must be analyzed to try to determine a tighter bound. Such source code analysis is beyond the scope of this paper, and we simply assume the worst case bound CBP A (α i , α o ) = −prod(α o ) when the actor programmer has not specified a CBP value.
As a simple practical example of a tight CBP bound, consider the "block addition" actor illustrated in Fig. 4(a) , which inputs a block of N tokens from each input, and outputs a block of N tokens such that each ith value in the output block is the sum of the ith values in the input blocks. If the Motorola DSP56000 code outlined in Fig. 4(b) is used to implement this actor, then it is apparent that the ith token read from each move #inbuf1, r0 move #inbuf2, r5 move #outbuf, r4 move x:(r0)+, x0 move y:(r5)+, a do #N, LOOPEND add x0, a move x:(r0)+, x0 move y:(r5)+, a move a, y:(r4)+ LOOPEND: input edge is always consumed before the ith output is computed. As a result, the total number of tokens p(t) produced at any given time (during the execution of a particular invocation of the actor) can never be greater than the number of tokens c(t) consumed until that time from any single input edge. Thus, we are guaranteed that c I (t) − p I (t) ≥ 0 and CBP A (α i , α o ) = 0 is a valid choice. This knowledge that c I (t) − p I (t) ≥ 0 allows us to fully overlay the output buffering for the code segment shown in Fig. 4(a) with either of the two input buffers. For example, if we initialize the output write pointer to the beginning of the input buffer that starts at address inbuf1, we are guaranteed by the relation CBP A (α i , α o ) = 0 that the output write pointer will never "overtake" the input read pointer associated with the inbuf1 buffer. Code for the block addition actor that incorporates this input/output overlaying is shown in Fig. 4(c) . We refer to this form of buffer sharing-in which an input channel and output channel of the same actor share the same physical buffer-as buffer merging.
Note that we always have CBP A (α i , α o ) ≤ 0 since c I (0) = p I (0) = 0. Thus, we have the following fact.
Fact 1. If A is an actor with input edge α i and output edge α o , then the value of the associated CBP parameter must satisfy
Higher CBP values give more flexibility in buffer sharing, as will be demonstrated below, and thus, it is advantageous to specify a tight lower bound as the CBP. Due to the regularity of many DSP computations, the computation of tight CBP bounds is often straightforward. In our example of Section 5, we assumed B to have CBP B (AB, BC) = −10; this was significantly better than the worst case assumption (when no merging would be possible) of CBP B (AB, BC) = −20.
Definition 2. Since CBP
the ratio of the absolute value of the CBP parameter to prod(α o ) is a useful gauge of the degree to which a given actor implementation A facilitates the consolidation of an input/output buffer pair. Thus, we define the CBP efficiency of an actor implementation with respect to the ordered pair (α i , α o ) as the sum
which is always equal to
since from Fact 1, the value of the CBP parameter is always non-positive.
Thus, the CBP efficiency is always a rational number that lies in the closed interval [0, 1]. For the example of Fig. 4 , we have a CBP efficiency of unity, or 100%, since CBP A (α i , α o ) = 0. In Section 7, we will see an example of an actor that can have an infinite range of different CBP efficiencies depending on its functional parameters.
CBP parameters can also be exploited significantly in multirate FIR filters, which are common building blocks in multirate DSP applications. As we show in the following section, a multirate FIR filter that performs a sample rate conversion of factor a/b (in reducedfraction form) can be implemented with an efficient polyphase realization [24, 25] for which the CBP parameter can be set to
We conclude this section with a simple fact concerning CBP parameters that is useful in deriving CBP parameters for specific actor implementations. 
. . , prod(α o )}, we are guaranteed that c I (t) − p I (t) ≥ x for all t ∈ [0, T I ].
The most important implication of Fact 2 is that to determine a lower bound on c I (t) − p I (t), it suffices to examine the values of c I (t) and p I (t) only at the time instants at which output tokens are generated. In particular, we need not explicitly consider the time instants associated with consumption activity. We will exploit this simplification in Section 7.
Proof Fact 2:
Since no production activity occurs between successive t k s, we have that
Similarly,
From (6) and (7), we can conclude that
The desired result follows immediately from (8).
Multirate FIR Filters
A multirate FIR filter actor, shown in Fig. 5(a) , performs a sample rate conversion of an arbitrary rational factor u/d along with an FIR ("finite impulse response") filtering operation. Functionally, it is equivalent to the structure shown in Fig. 5(b) , which contains a conventional upsampler, downsampler, and an appropriately designed single-rate FIR filter. Details on the applications and signal processing aspects of multirate FIR filters are given in [25] . The computational "core" of Fig. 5(b) is the FIR actor, which effectively forms an inner product of a vector of adjacent data samples with a vector of constant coefficients. In this discussion, we consider the class of multirate FIR filter implementations in which the vector of "past" (previously consumed) data samples involved in the FIR inner product is maintained in a separate memory buffer that is internal to the multirate FIR actor. This is a natural approach to implementing filtering operations, and it is compatible with the concept of polyphase filter implementations in which storage and operations associated with zero-valued samples are avoided [24, 25] .
In other words, we do not consider "in-place" computation of the FIR operation, where the inner product operates directly on the buffer associated with the input edge to the multirate FIR actor. This assumption is consistent with our primary objective of memory minimization since performing in-place buffering generally increases the lifetimes of the buffers on the associated edges, and thus reduces opportunities for buffer sharing [7] . The benefit of in-place buffering is that it saves the execution-time cost of having to move each data sample from the input edge buffer to the corresponding internal buffer. The problem of systematically balancing the execution-time benefits of in-place buffering for SDF graphs with the construction of memory-efficient schedules and use of buffer sharing optimizations is a useful topic for future study. The three overlapping ovals in Fig. 5 (c) group sets ("windows") of O M = 4 adjacent token values in the upsampled stream with the actor output tokens that are derived from them. Successive windows (windows associated with successive actor invocations) are offset by two sample positions due to the downsampler of Fig. 5(b) , which has downsampling factor d = 2 in this example. Assuming that the output tokens y 0 , y 1 , y 2 are produced according to their logical ordering (as they usually are)-that is, as long as
we have the following observations from Fig. 5(c) :
where t 0 , t 1 , t 2 respectively denote the times at which y 0 , y 1 , y 2 are produced. From Fact 2, it follows that for the multirate FIR filter illustrated in Fig. 5(c) (u = 3, d = 2) , we have that
Thus, for this example, a CBP parameter of −1 is feasible for any implementation.
To generalize this analysis, we observe that for arbitrary u, d and O M , the grouping of values in the upsampled stream with corresponding output tokens has the following characteristics: each pair of adjacent input tokens x i and x i+1 is separated by exactly (u − 1) zero-valued samples; each output token is derived from a "window" of O M adjacent values in the upsampled stream; each successive "window" of O M samples is shifted d units (token positions) to the left (towards increasing time) with respect to the previous window; and the first window-the window associated with output y 0 -has x 0 as its left-most sample. This last characteristic depends on the phase setting of the multirate filter. Our analysis in this section can easily be extended to handle arbitrary, less conventional phase settings to derive CBP parameters for such cases. We omit the details in this paper. Now let c(t) and p(t) denote the total number of tokens consumed and produced, respectively, during the first t time units (during the interval [0, t]) in the execution of a given invocation Z of a multirate FIR filter actor. Recall that each output token is derived from a window of O M successive samples from the upsampled data stream illustrated in Fig. 5(b) , and let L k denote the offset, relative to x 0 , of the window (i.e., the "leftmost" sample in the window) that corresponds to the kth output token. Thus,
, and so on. In other words,
Furthermore, observe that for p(t) ≥ 1, we must have
otherwise, (c(t) + 1) tokens will have been consumed throughout the time interval [0, t] . This is because each pair of successive x i s is separated by exactly (u − 1) zero-valued samples in the "internal" upsampled data stream, and we are assuming that input tokens to the multirate FIR filter are transferred to an internal buffer as soon as they are encountered (no in-place computation). In other words, the offset that corresponds to the p(t)th output token cannot exceed the offset associated with the first c(t) tokens consumed plus the (u − 1) succeeding zero-valued samples.
From (12) and (13), it follows immediately that
and although we have derived (14) under the assumption that p(t) ≥ 1, the inequality is easily seen to hold for p(t) = 0 as well. This is because by definition, we have that d ≥ 1, and c(t) ≥ 0, and thus,
We conclude that (14) holds for all t.
With some rearrangement of terms, (14) can be seen to be equivalent to
Now suppose, as above, that t 0 , t 1 , . . . , t u−1 denote the times at which outputs y 0 , y 1 , . . . , y u−1 respectively, are produced. Then, clearly for all i,
and combining this with (16) yields
which is equivalent to
Thus, combining (19) and (17), we have
From (20) and the restriction that
(since Z produces u output tokens), it follows that
On the other hand, if u > d, then the LHS of (20) attains its minimum value over the range (21) when i = (u − 1). Thus, for u > d, we have
Since u > d, and both c(t i ) and p(t i ) must be integers, it follows that
From Fact 2, we can extend the conclusions of (22) and (25) to arbitrary values of t. That is, throughout any invocation of Z , we have that
In summary, we have established the following result.
Theorem 1. If in-place buffering is not used and output tokens are produced according to their logical ordering, then a rational, multirate FIR filter can be derived that satisfies:
is the reduced form of the output-to-input sample-rate conversion ratio.
From Theorem 1, we see that the CBP efficiency of a multirate FIR filter is unity (100%) if u ≤ d; otherwise, for u > d, the CBP efficiency is given by
Thus, when a multirate FIR filter has an output-toinput sample-rate conversion ratio that exceeds unity, the CBP efficiency decreases monotonically with the magnitude of the conversion ratio.
Chop
The chop actor is another example of a practical actor for which CBP parameterization is useful. In this section, we consider the chop actor that is available in the Ptolemy design environment [32] . On each invocation, the chop actor reads a block of data from its input channel, and in general, produces on its output a "window" of contiguous samples from the input channel. Three parameters-the integer offset , the boolean-valued past-inputs parameter, and the production parameter N w -determine the size and relative position of the output window that is produced. The size of each input block is determined by the consumption parameter N r . These parameters must satisfy
which ensures that the actor will not attempt to read samples that have not yet been produced. If > 0, then the output window starts at an offset of from the beginning of the input window and extends for N w samples. The past-inputs parameter is not relevant in this case. If < 0, and past-inputs is false, then the first (− ) tokens that are produced are all zero-valued tokens, and the remaining output tokens are copies of the first (N w + ) tokens in the input block. Finally, if < 0 and past-inputs is true, then the first (− ) tokens produced are copies of the last (− ) tokens from the previous input block. Again, the remaining output tokens are copies of the first (N w + ) tokens in the input block.
Using techniques similar to those illustrated in Section 7, the chop actor can be shown to satisfy the following tight CBP parameterization:
Dependence on the past-inputs parameter occurs because use of past inputs defers the removal of certain samples from the input buffer.
Autocorrelation
The autocor actor in the Ptolemy SDF DSP library [32] "estimates a certain number of samples of the autocorrelation of the input by averaging a certain number of input samples." Like the multirate FIR and chop actors, autocor has one input port (edge) and one output port. Two parameters control the token transfer of this actor. The first parameter N avg specifies the number of input samples that are averaged, and the second parameter N lag specifies the number of lags that are estimated. It is required that the value of the N avg parameter be strictly greater than the value of N lag . The number tokens consumed from the input edge e i , and the number tokens produced on the output edge e o on each invocation are given by
cons(e i ) = N avg , and prod(e o ) = 2N lag . (31) By analyzing the definition of the Ptolemy autocor actor, the following tight CBP specification can be derived:
The associated CBP efficiency is thus given by
As N lag increases from its minimum possible value of 1, the CBP efficiency decreases monotonically from 100%, and asymptotically approaches 50% as N lag → +∞. To get a sense of a "typical value" of CBP efficiency for this actor, observe that the default value of N lag in Ptolemy is 64. From (33), this yields a CBP efficiency of 50.8%. Indeed, since usually N lag 1, the CBP efficiency of autocor is usually very close to 50%.
CBP Tables
For actors that have multiple input ports or multiple output ports, the full specification of CBP parameters takes the form of a matrix or table. Each entry of the matrix corresponds to the CBP parameter associated with the merging of a specific input port with a specific output port. 
Block Lattice
As a simple example, consider the block lattice actor in Ptolemy [32] , which has two input ports-the "coefficient input" and the "signal input" port-and two parameters, the block size N B and the filter order N o . On each invocation, N o new filter tap values are read from the coefficient input port, a block N B of samples is consumed on the signal input port, and a block of N B samples is output on the output port. Tight CBP parameters for the Ptolemy implementation of block lattice can be specified by Table 1 . The associated CBP efficiencies can be specified in a similar manner (Table 2) .
Commutator
Another example of an actor with multiple input ports is the commutator actor, which interleaves blocks of samples from multiple input streams onto a single output stream. This actor has three parameters-the number of input ports k, the block size N B , and an ordering (i 1 , i 2 , . . . , i k ) of the input ports. On each invocation, N B samples are consumed from each input port, and (k × N B ) samples are produced on the output port. The first N B output samples are derived by copying N B samples from the first input port i 1 ; the next block of N B output samples is derived by copying N B samples from the input port i 2 ; and so on. Since the number of samples produced on the output is significantly larger than the number consumed from any given input, the CBP efficiencies associated with this actor are relatively low. For any input port, the CBP with respect to the output port is given
and the CBP efficiency is given by
Distributor
The distributor actor is the dual of the commutator. Like the commutator, the distributor has three parameters. These parameters specify the number of output ports (k), the block size (N B ), and an ordering (o 1 , o 2 , . . . , o k ) of the output ports. On a given invocation, the first (least recent) N B samples from the input channel are copied to the first output port o 1 ; the next N B input samples are copied to output port o 2 ; and so on. Given i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , N B }, the number of tokens c(i, j) consumed just prior to producing the jth output sample on the ith output port is given by
Thus, if c(t) denotes the number of tokens consumed from the input port up to time t, and p i (t) denotes the number of tokens produced on output port i up to time 
From the definition of CBP, it follows that for any output port o i ,
is a valid CBP parameter setting for any output port with respect to the input port.
Summary of Derivations
To emphasize that CBP parameters may vary widely depending on the particular actor under consideration, and to juxtapose the practical examples examined in this paper, Table 3 summarizes the CBP efficiencies that we have derived. For actors that have multiple inputs or multiple outputs, we have listed the maximum CBP efficiency over all input/output combinations. We observe that a significant proportion of the actors examined in Table 3 admit a CBP efficiency of 100%, while the CBP efficiencies of other actors can be significantly lower and heavily parameter-dependent. To illustrate the practical impact of CBP-based analysis, we provide in Table 4 the overall buffer memory requirements from our hybrid SDF compiler that combines CBP-based buffer merging and lifetime analysis techniques for several practical systems specified as SDF graphs [15] . The systems tested here include a QMF filter bank [33] , an FFT-based spectral analysis system [32] , a satellite receiver [2] , a CD to DAT sample-rate converter, and a phased-array system [32] .
The second and third columns show the buffer memory requirements resulting from an SDF compiler that does no buffer overlaying [17] , and an SDF compiler that uses lifetime analysis to do buffer overlaying [7] using the conservative assumption we described in Section 3. The fourth column shows the results of the hybrid algorithm [15] . As can be seen, the improvement over the third column is as high as 48.6% in one case with an average improvement of 18.8%. Since knowledge of the CBP parameter is a key component of the buffer merging algorithm, we conclude that knowledge and use of the CBP parameter as presented in this paper results in much more efficient SDF compilers.
Conclusions
The CBP parameter provides a concise and precise method for encapsulating a library developer's knowledge of DSP software functionality in a manner that is valuable for synthesis tools. Our concurrent work has demonstrated the ability to systematically exploit prespecified CBP parameters to significantly reduce memory requirements in software implementations [15, 16] . By focusing on the multirate FIR filter, we have demonstrated analysis techniques that can be used to derive tight CBP parameters from an understanding of the library function or analysis of code that implements the function. We have also given general, tight expressions for the CBP parameters of a number of additional practical DSP building blocks, which were obtained by analyzing implementations in the DSP libraries provided within the Ptolemy design environment [32] . Useful directions for further study include investigating tools to help automate the derivation of tight CBP parameters; integrating CBP-based buffering analysis, multidimensional dataflow modeling [34] , and cyclo-static dataflow principles [26] , which appear to have strong synergistic inter-relationships; systematically accounting for CBP parameters in the context of memory bound derivation (derivations of efficiently-computable upper bounds on memory requirements) [8] ; and understanding the impact of CBP-based buffer optimization on retiming/vectorization transformations [35] [36] [37] for throughput optimization under memory capacity constraints. 
