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ABSTRACT
DESIGN OF CELLULAR MANUFACTURING SYSTEMS 
USING A HOLONISTIC APPROACH
Ay ten Tiirkcan
M.S. in Industrial Engineering 
Supervisor: Asst. Prof. M. Selim Aktiirk 
August, 1998
Cellular manufacturing is application of group technology to mcinufacturing. 
Cellular manufacturing system design problem involves the identification of 
part families, machine groups and layout of cells, and the selection of tools, 
fixtures and material handling equipment.
In this study, part family and machine cell formation, and within-cell hiyout 
problems are solved simultaneously by using a holonistic approach. A mixed 
integer programming (MIP) model is proposed to form completely independent 
cells. The model maximizes total profit under cell size, within-cell layout, 
machine capacity, low utilization and low profit level constraints. Since it is 
difficult to obtain a feasible solution to the proposed model in a reasonable 
computation time, a local search heuristic based algorithm is proposed. The 
first two stages of the algorithm are used to find a feasible solution to the 
MIP model and the third stage provides an alternative solution with intercell 
movements. The proposed algorithm finds feasible solutions to the problem in 
recisonable computation times.
Key words: Cellular manufacturing systems, holonistic approach.
Ill
ÖZET
HOLONIK YAKLAŞIMLA HÜCRESEL İMALAT 
SİSTEMLERİNİN TASARIMI
Ay ten Türkcan
Endüstri Mühendisliği Bölümü Yüksek Lisans 
Tez Yöneticisi: Yrd. Doç. M. Selim Aktürk 
Ağustos, 1998
Hücresel imalat grup teknolojisinin üretimde uygulanmasıdır. Hücresel 
imalat sistemlerinin tasarlanması problemi parça ailelerinin, makine gru­
plarının ve hücre yerleşimlerinin belirlenmesini ve araç, teçhizat ve parça 
taşıma donatımlarının seçimini kapsar.
Bu çalışmada, parça aileleri ve makine hücreleri oluşturma ve hücre içi 
yerleştirme problemleri aynı zamanlarda holonik yaklaşımla çözülmektedir. 
Tamamen bağımsız hücreler oluşturmak için bir karışık tamsayı iDrogramlama 
modeli önerilmiştir. Model, hücre büyüklüğü, hücre içi yerleştirilmesi, makine 
kapasitesi, düşük yararlanma ve düşük kar seviyeleri kısıtları altında kan 
ençoklamaktadır. Önerilen model için olurlu bir çözüm makul zamanda bulu­
namadığı için, yerel tarama, sezgisel yöntemine dayalı bir algoritma önerilmiştir. 
Algoritmanın ilk iki aşaması önerilen karışık tamsayı programlama modeli için 
olurlu bir çözüm bulmakta, kullanılmaktadır. Üçüncü aşama hücrelerarası 
hareketlere izin veren alternatif çözüm sağlamaktadır. Önerilen algoritma 
makul hesaplama, zamanları içinde olurlu çözümler bulmaktadır.
Anahtar sözcükler. Flücresel imalat sistemleri, holonik yaklaşım.
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Chapter 1
Introduction
In today’s industrial world, the demand nature is changing. Customers are 
looking for a high variety of products. In order to meet varying customer 
demands, the firms should produce a high variety of products with low 
volumes in an efficient way. In a manufacturing environment, initially the 
products should be designed. The design phase affects manufacturing costs, 
manufacturing lead times, quality of products and customer satisfaction. The 
production system should be flexible to meet varying demands. Since the 
setup and travel times increase manufacturing lead time, they should be kept 
as small as possible. The quality and the price of products are important for 
customer satisfaction. Since the nature of the environment is chcinging, new 
manufacturing strategies should be developed to stay in the market.
Group technology (GT) concept has been emerged to adapt new rnanuiac- 
turing environments. GT is a manufacturing principle which brings together 
items such as machines, parts and processes, to take advantages of similarities 
between these items during all stages of design and manufacturing. GT has 
many advantages which are as follows:
• Reduced WIP inventories
• Reduced material handling
• Reduced setup times
• Simplified planning, controlling and scheduling
• Improved job satisfaction
• Reduced labor cost
• ImiDi’oved quality
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The application of GT to manufacturing is cellular manufacturing (CM) 
which partitions a manufacturing system into several subsystems. Machines are 
grouped into cells to produce a group of parts having similar design attributes 
or manufacturing requirements. A cellular manufacturing system (CMS) design 
problem is very important, but complex in nature. Only forming part families 
and machine groups is not enough to achieve all benefits of GT. The la.yout of 
cells, selection of tools, fixtures and material handling equipment should also 
be included in the design plmse of a CMS.
In literature, different approaches are proposed to solve cellular manufac­
turing problems. The procedures used to identify the machine groups and 
part families are mainly divided into two as design-oriented and production- 
oriented api^roaches. Design-oriented approaches use design attributes of parts 
to group them into part families. Production-oriented techniques use one or 
more type of manufacturing data such as production volumes, processing times, 
operation sequences, machine capacities, alternative routings, etc. to solve the 
cell formation problem. Only a few of the existing methods consider all the 
important manufacturing issues.
GT layout problem is also a very important issue that should be considered 
while determining cells. Since, the location of machines determines the travel 
times, travel distances and the material handling costs, the la.yout problem 
should be considered in forming cells. In literature, only a few studies deed 
with the GT layout problem. In the second chapter, the existing approaches 
to solve cell formation and GT layout problems are reviewed. The advantages 
and disadvantages of the existing literature are discussed.
In this study, production volumes, processing times, operation sequences, 
available machine capacities and alternative routings for parts will be 
considered while solving the cell formation and within-cell layout problems. 
A holonistic ai5proach will be used to identify machine groups, part families 
and within-cell layouts. The problem is stated with the underlying assumptions 
in Chapter .3. In the same chcipter, a mixed integer programming (MIP) model 
is proposed to solve the problem. The model maximizes profit under the cell 
size, within-cell layout, machine capacity, low utilization and low profit level 
constraints. As far as we know, there is no method in literature with the profit 
maximization objective.
The proposed mathematical programming model cannot be solved easily in 
a reasonable computation time, since it has many binary and integer variables. 
Therefore, a local search heuristic is proposed to solve the problem. The 
proposed algorithm has three main stages. In the first stage of the algorithm, 
another MIP model is solved to find an initicil starting solution for the second 
stage. The MIP model solved at the first stage is formed bj^  relaxing the layout 
and low utilization level constraints of the main problem. The relaxed problem 
can be solved more efficiently than the main problem, but the solution found 
by the relaxed problem is infeasible for the main problem in most Ccises. If the 
solution is infeasible, then the second stage of the algorithm is used to find a 
feasible solution by searching the neighborhood of the; initial solution. At the 
end of this stage, completely independent cells are formed. The third stage 
provides cin alternative solution with intercell movements in order to reduce 
the additional machine investment cost.
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The proposed algorithm is explained in detail in Chapter 4. The efficiency 
of the algorithm is tested by a number of randomly generated problems. In 
Chapter 5, the experimental results are discussed and the findings about the 
algorithm are summarized. In the last chapter, the discussion about the study 
and some future research directions are provided.
Chapter 2
Literature Review
In today’s competitive world, firms using traditional production systems; jolr 
shop, mass, batch production, should find new strategies to stay in the market. 
They should produce a high variety of products with significantly reduced life 
cycles in a profitable way. In ‘job shop production’ , high variety of products 
are produced. But, with the layout used for this kind of production (process 
layout), the part spends a high amount of time on waiting before and after 
processing, on traveling between departments and on setup. This lost time 
increases the manufacturing lead time and, hence, decreases productivity. Cost 
of production is lowest in product layout which is mostly used for ‘mass 
production’ . But in ‘mass production’ a few part types cire produced and 
interruptions in production can be costly. The flexibility to produce a high 
variety of parts is low. ‘Batch production’ is for medium volume production of 
a medium range of products. The production system is reiisonably flexible 
to accommodate varying customer demand. But the disadvantages of job 
shop and mass production such as high setup times, high lead times and low 
productivity exist in this type of production.
The concept of group technology is introduced by Mitrofanov (1966) to 
reduce setups, batch sizes and travel distances. GT is a niiinufacturing principle 
which determines related or similar parts and processes to take advantages of 
the similarities that exist during the all stages of design and production. GT
4
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tries to bring the benefits of mass production to high variety, rnedium-to-lovv 
volume quantity production (job shop and batch production). When GT is 
applied, several benefits such as reduced material handling, reduced work-in- 
process (WIP) inventory, reduced manufacturing lead time, improved planning, 
routing, scheduling activities, can be achieved. Although it is not automatic, 
reductions in setup time is possible by designing fixtures and using similar 
tooling for a variety of similar parts. Since feedback can be immediate, quality 
can be improved. GT creates more economical and productive manufacturing 
environments.
Cellular manufacturing, application of GT to manufacturing, creates cells 
which contain a set of machines (machine groups) to process a group of parts 
which are similar in design attributes or have similar processing requirements 
(part families). The design phase of cellular manufacturing system is divided 
into 5 stages (Wemmerlov and Hyer, 1987):
1. Part families generation
2. Grouping of machines into cells
3. Selection of tools, fixtures and pallets
4. Selection of material handling equipment
5. Plant layout
This study focuses on part family and machine group formation (cell 
formation) while determining the within-cell layout. In literature, there 
are many sequential and simultaneous approaches to form part families and 
machine groups. These approaches will be explained in §2.1 The studies 
considering GT layout will be given in §2.2. In last section, the motivations 
for this study will be explained.
2.1 Approaches to Form Part Families and 
Machine Groups
While identifying the machine groups and part families to form cells, a number 
of issues are considered (Vakharia and Wemmerlov, 1990):
• Cell Independence: Completely independent cells are tried to be 
formed. If they cannot be formed, maximum independence is tried to be 
achieved. The objectives used are minimization of intercell movements 
and intercell material handling costs.
• Cell Size: The cells should be of reasonable size for ease of control. The 
cell size is measured in terms of number of machines, machine types or 
processes. A cell size constraint can be used in the models.
• Additional Machine Investment: While passing from traditional 
production systems to cellular manufacturing system (CMS), the 
machines are rearranged in the factory. Additional machines can be 
bought only if this cost is justifiable by the reductions in material 
handling costs, setup costs, etc. Minimization of additional machine 
investment cost can be used as an objective.
• Utilization Levels: Cell flexibility can be satisfied by .specifying 
maximum utilization level for machines. Specifying minimum utilization 
level is for economical justification of including a machine in a cell.
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These issues are inter-conflicting. For example, completely independent 
cells can always be formed if cell size and budget constraints do not exist. The 
procedures considering one or more of these issues are niciinly divided into two: 
design and production oriented approaches (Wemmerlov and Hyer, 1986). In 
the following two sections, these methods will be reviewed and the advantages 
and disadvantages of the methods will be discussed.
CHAPTER 2. LITERATURE REVIEW
2.1.1 Design-Oriented Approaches
Design-oriented approaches use design attributes of parts to group them into 
part families. There are two kinds of methods:
1. Visual Inspection Based Method
2. Part Coding cmd Classification (C&C) Analysis (PCA) Based Method
Visucil inspection based method is not a systematic procedure. The 
analyst simply reviews the parts and, based on his/her e.xperience, determines 
appropriate groups. This approach is prone to errors.
PCA-based methods group similar parts or separate dissimilar parts based 
on predetermined attributes. These methods use a ])cirts coding scheme. A 
parts coding scheme is a vehicle for the efficient recording, sorting and retrieval 
of relevant information about parts (Hyer and Wemmerlov, 1985). A code, 
which is used to identify a part, is a string of characters capturing information 
about that part. There are three types of codes:
1. Monocodes (Hierarchical Codes): Each digit in a monocode depends 
on the previous digits. A digit cannot be interpreted without knowing the 
meanings of the previous digits. Monocodes are difficult to constnict and 
interpret, but they contain a lot of information in a relatively short code.
2. Polycodes (Feature Codes): Each digit is independent of each other. 
These codes are easier to construct and interpret. But, they are quite long. 
Their information storage capacity is not as high as the storage capacity of 
monocodes.
3. Mixed codes (Hybrid Codes): It is a comliination of rnonocodes and 
polycodes. Mixed codes have the advantages of both monocodes and polycodes. 
Characteristics which are oftenly used and have low variety are included in 
polycode part of the mixed code. Characteristics that are not so common and 
have high variety are used in monocode part.
There are many advantages of developing a parts coding scheme. Standard- 
ization of the attributes in a part family leads to variety reduction in parts. A 
design retrieval system prevents the crea.tion of unnecessary new parts. The 
determination of the sequence of manufacturing operations is easier. If same 
or similar tooling is used for the parts in the same family, setup times can be 
reduced. The control over the manufacturing and design increases. All of these 
lead to significant cost savings.
Several coding systems, with or without software support, are developed. 
Some of them cire BRISCH BIRN, CODE, MICLASS, OPITZ and KC-1. More 
information cibout the coding schemes can be found in Hyer and Wemmerlov
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PCA-based methods only identify part families. There is no information 
about machine groups. Only using a parts coding scheme to identify 
part families is not enough. Because the parts having similar shapes rna.y 
have totally different manufacturing requirements. So methods considering 
production requirements of parts are needed. In literature, production-oriented 
cipproaches received more attention than design-oriented approaches.
2.1.2 Production-Oriented Approaches
Production-oriented approaches group parts that have common processing 
requirements to form part families. Routing information is used to grou]:> 
nicichines iDrocessing these part families. The production-oriented approaches 
will be explained under the following 4 headings:
1. Array-based Methods
2. Hierarchical and Non-hierarchical Methods
3. Heuristics
4. Mathematical Programming Models
2.1.1.1 Array-based Methods
Array-based approaches operate on a 0-1 part-machine incidence matrix (/1) 
in which ttki =  1, if part i requires processing on machine k and ua,·; =  0, 
otherwise. Row and column maniiDulations are peribrmed to produce clustered 
blocks along the diagonal. The clustered blocks are candidate part families 
and machine cells formed simultaneously. The I ’s outside these blocks are 
exceptional parts that need to be processed in more than one cell and bottleneck 
machines processing these parts. O’s inside the blocks are voids. It means that 
a machine assigned to a cell is not required by a part in the cell. Exceptional 
parts contribute to intercell moves and voids can contribute to intracell moves. 
In most of the procedures, they are tried to be minimized.
The first array-based method, bond energy cdgorithm (BEA), is proposed 
by McCormick, Schweitzer and White (1972). In BEA, bond energy of the 
matrix is maximized by rearranging the rows and columns to form part families 
and machine groups. There is no discussion about the exceptional parts and 
bottleneck machines.
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King (1980) proj^osed the rank order clustering (ROC) algorithm. In ROC, 
binary weights are assigned to each row and column of the part-machine 
incidence matrix. Rearrangement of rows and columns are made according to 
the decimal equivalents of these binary weights. The algorithm is not suitable 
for large problems. Because, in large problems the binary weights increase and 
computer memory problems occur. Since there are computational limitations 
in ROC, King and Nakornchai (1982) modified the basic ROC model (ROC2) 
in which the use of binary weights are eliminated. Larger problems can be 
solved more quickly. ROC and ROC2 can deal with exceptional parts and 
bottleneck machines with some modifications in the algorithms.
Direct Clustering Algorithm (DCA) is another array-based method 
proposed by Chan and Milner (1982). The columns’ and rows’ weights are the 
total number of I ’s in the part-machine incidence matrix. For the exceptional 
elements, alternatives such as redesigning parts, duplicating machines, forming
CHAPTER 2. LITERATURE REVIEW 10
independent clusters ¿md allowing intercell movements, are suggested.
Kusiak and Chow (1987) proposed cluster identification algorithm (CIA). 
This algorithm does not suggest anything about the exceptional elements. 
Cost analysis algorithm (CAA) is presented to deal with exceptioncil elements. 
The algorithm forms machine clusters starting with parts that have niciximum 
subcontracting costs. The objective of the algorithm is to minimize 
subcontracting cost (exceptional elements) subject to a limited cell size. This 
procedure is importcuit, because subcontracting costs and cell size constraint 
are used in an array-based procedure.
In array-based methods, the solution quality is tried to be measured by 
a number of performance measures, grouping efficiency, grouping efficac} ,^ 
grouping measure, clustering measure, bond energy measure, which uses the 
total number of I ’s and O’s inside and outside the blocks formed.
Array-based methods form machine groups and part families simultane­
ously. These methods are efficient and simple to apply to the part-machine 
incidence matrix. But there are some disadvantages. Visual inspection of 
the rearranged matrix is required to determine the machine groups and part 
families. This inspection is very difficult when the size of the matrix is large. 
These methods do not consider other types of production data such as part 
volume, processing times, machine capacities and operation sequences. In real 
life, there can be more than one copy of the same machine type. But array- 
based methods are unable to consider multiple copies of the same type of 
machine. The machines in cells are assumed to have enough capacity to process 
all the parts assigned to the cell. But, for this kind of assumption, production 
times and available capacity of machines should be known. Although the 
exceptional parts and voids are tried to be minimized in order to minimize 
intercell and intracell moves, part volume and operation sequences should be 
known to identify real value of total moves. The parts with high volume will 
cause more intercell and intracell moves. Also, an intermediate operation in 
another cell causes two intercell moves while the first or last operation Cciuses 
only one move. The methods using production volume, processing times.
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operations sequences, machine capacities are needed.
2.1.1.2 Hierarchical and Non-hierarchical Clustering Methods
The hierarchical and non-hierarchical methods can incorporate production 
volume, processing times and operation sequences data in solving cell formation 
problem.
The hierarchical clustering methods have two main stages:
1. Find a similarity or dissimilarity coefficient to find the proximity between 
two parts or machines.
2. Use a clustering algorithm to form part families or machine groups.
The proximity measures for each pair of parts or machines are calculated 
by using the binary part-machine incidence matrix, GT codes or the 
manufacturing data, such as demand, processing times, operation sequences, 
etc.
A similarity coefficient is first introduced by McAuley (1972). The proposed 
similarity coefficient (SC), Jaccard’s SC, uses binary part-machine incidence 
matrix. The similarity and distance measures using binary part-machine 
incidence matrix have the same disadvantage of not using other production 
data as array-based methods. All of these measures will not be given here. 
More information about them can be found in Anderberg (1973).
Chandrasekaran and Rajagopalan (1986) proposed a procedure which is 
a combination of array and similarity based methods. The matrix is firstly 
rearranged by row and column permutations using the MODROC algorithm. 
Then a SC is calculated for the resulting part families. Shafer and R,ogers 
(1989b) compared the similarity measures and distance measures using part- 
machine incidence matrix.
Offodile (1991) introduced SC to coding and classification. A similarity
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coefficient based on weights determined according to the codes of parts is 
used. The use of individual part design features, such tolerances, materials 
requirement, part shapes and sizes, and ])roduction techniques are considered 
in forming part families. This method has also the common discidvantages of 
PCA-based methods.
Production volume, processing times and operation sec{uences are also used 
in calculating the SCs. .Jacccird’s similarity coefficient is modified to handle 
production volume data by Seifoddini and Djiissemi (1995). This production 
volume based coefficient is compared with .Jaccard’s coefficient. The sum of 
intercellular and intracellular material handling cost is used as a criterion 
for performance evaluation. The production volume based SC outperformed 
.Jaccard’s SC. Tam (1990) considers the operation sequences in forming the 
similarity coefficient. SC is based on Levenshtein’s distance measure of two 
sentences where operation sequences are thought as sentences. Nair and 
Narendran (1998) proposed a weighted machine sequence similarity coefficient 
to cluster machines. Production sequence and volume are considered in the 
coefficient. Gupta and Seifoddini (1990) presented a similarity coefficient 
using production data such as production volume, routing sequence and unit 
operation time. An extejrsive survey of similarity and distance measures, using 
binary matrix and other production data, can be found in Shafer and Rogers 
(1993a).
Akturk and Balkose (1996) proposed a dissimilarity coefficient which uses 
both design and manufacturing attributes and operation secjuences.
The similarity or distance measures are used as inputs to the clustering 
procedures. The hierarchical clustering methods produce a hierarchy of 
clusters. At each similarity level in the hierarch} ,^ there can be a different 
number of clusters with different numbers of members. These methods are 
mainly divided into two:
i) Divisive: Start with all data (machines or parts) in a .single cluster and 
create series of clusters until each machine or part forms single groups.
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ii) Agglomerative; Start with groups of including single part or machine 
cind merge them into larger clusters until a cluster containing the whole set is 
obtained.
Most of the hierarchical methods are agglomerative. Single linkage 
clustering (SLC) algorithm which is proposed by McAuley (1972) is used to 
cluster machines or parts. In SLC algorithm, two groups, with the highest 
level of similarity are merged into one cluster. The similarity between this 
cluster and another group is the maximum of similarities between the group 
and the members of the cluster. The clusters/groups are merged iteratively 
until a single cluster is formed. Since a severe chaining effect occurs in SLC, 
average linkage clustering (ALC) algorithm is proposed by Seifoddini and Wolfe 
(1987). In ALC, the similarity between two clusters is the average of similarity 
coefficients of all the members of the two clusters. Gupta and Seifoddini (1990) 
proposed complete linkage clustering (CLC) in which the chaining affect is 
minimum. The minimum of similarity coefficients of all members in clusters 
is selected instead of maximum or average of them. ALC, SLC and CLC are 
mostly used clustering algorithms. A comparison of these methods can be 
found in Shafer and Rogers (1993b) and Gupta (1991).
The non-hierarchical methods use, as an input, the number of clusters 
to be formed which is found by using a similarity or distance function. 
After the number of clusters is determined, the seeds are selected and the 
parts or machines are cissigned to these seeds. The non-hierarchical methods 
proposed in literature are ideal-seed non-hierarchical clustering (ISNC) by 
Clmndrasekaran and Rajagopalan (1986), ZODIAC by Cdiandrasekarcm (1987) 
and grouping using assignment method for initial seed selection (GRAFICS) 
by Srinivasan and Narendran (1991), clustering for sequence data (CASE) by 
Nair and Narendran (1998) k-nearest-neighbor (kNN) clustering method by 
Tam (1990). These procedures differ in the way of determining the seeds and 
the assignment of items to these seeds.
Akturk and Balkose (1996) used a combination of a divisive clustering 
method and a non-hierarchical clustering method. A divisive clustering
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algorithm is used to define an upper bound on tlie number of cells. Then, 
k-medoid technique is used to form part families.
Hierarchical procedures generate a set of altenmtive solutions rather than 
a single solution. The number and size of machine cells in a given solution 
depends upon the similarity coefficient (threshold value) at which machine 
cells or machines are joined. Seifoddini and Wolfe (1987) used inter and intra 
cell material handling costs a basis for the selection of a proper threshold value. 
These costs are calculated by the use of CRAF’T algorithm. In most of the 
algorithms, the selection of a threshold value is left to the user. The dendogram, 
which is used to see the grouping of parts or machines, is difficult to examine 
when the problem size is large. Also, the duplication of bottleneck machines 
is not handled by most of the algorithms. In order to deal with the bottleneck 
machines, Seifoddini (1989b) proposed to reassign bottleneck machines to 
proper cells to reduce intercellular moves. For duplicating a machine, Seifoddini 
(1989a) proposed a cost based duplication procedure comparing duplication 
cost and the associated reduction in intercellular material handling cost.
In non-hierarchical procedures a single solution is found. The primary 
disadvantage of these methods is determination the number of clusters a priori.
Although the production data such as production volume, opercition 
sequences and processing times can be incorporated to the similarity 
coefficients, the utilization levels of machines, available machine capacities cire 
not considered while forming cells. These issues should be considered by the 
firms passing to CMS and not willing to make a large additional machine 
investment.
2.1.1.3 Heuristics
The heuristics that will be explained in this part consider utilization levels 
of machines, intercell and intracell movements (costs) and additional machine 
investment costs. They sequentially or simultaneously identify machine groups 
and part families.
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There are heuristics considering intercell and intracell movements. Lo- 
gendran (1990) proposed an algorithm in order to minimize the total moves 
contributed by both intercell and intracell moves. Utilization of workstcitions is 
also important in determination of the best workstations cind in assigning parts 
to cells. Harhalcikis, Nagi and Proth (1990) proposed a bottorn-up aggregation 
procedure in order to minimize ‘normalized intercell traffic’ . In ‘normalized 
intercell traffic’ the part weights can be part volume, batch size or cost related 
with the part. After the cells are formed, the total intracell traffic is tried to 
be maximized for improvement.
Del Valle, Balarezo and Tejero (1994) thought that intracellular moves 
are not so important. Minimizing intercellular moves is enough. They 
proposed a 4-stage workload based model. The algorithm is very similar to 
Logendran’s (1990) algorithm. But in this model, selection of key workstation 
is treated as very important. Balakrishnan (1996) used a pairwise interchange 
method to form cells. CRAFT is used to minimize the total cost of material 
handling between departments. Nagi, Harhalakis and Proth (1990) proposed a 
bottom-up aggregation procedure minimizing part traffic under the constraints 
of multiple routings, multiple functionally similar workcenters, operation 
sequences, demand and work center capacities. Ballakur and Steuclel (1987) 
consider within-cell machine utilization, workload fractions, maximum number 
of machines assigned to a cell, and the percentage of operations of parts 
completed within a single cell in their model. The model indirectly minimizes 
total number of intercell moves. It does not consider o])eration sec[uences. Part 
families and machine cells are formed simultaneously.
There are methods considering workload of cells, intercell moves and costs 
such as material handling costs, setup costs, etc. Gupta and Seifoddini (1990) 
presented a two-stage algorithm which considers several important criteria 
such as within-cell machine utilization, maximum number of machines that 
are assigned to a cell, maximum number of cells, total material handling cost 
to determine best among alternatives. Routing sequence of parts is important 
to determine the number of visits to a machine which contributes to workload 
and material handling cost. The algorithm identifies bottleneck machines.
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corresponding cell candidates for their duplication using percentage utilization 
in each cell.
There are methods considering only intracell moves. They form completely 
independent cells (no intercell moves). An algorithm assuming uniform 
machine utilization in cells and no intercellular moves is proposed by Sarker and 
Balcin (1996). The optimal number of cells is found by minimizing the average 
material handling, setup costs and cost of performing bottleneck operations. 
There are two stages, one for clustering using processing times and the other 
for balancing the workload. Askin cind Subramanian (1987) proposed a cost- 
based heuristic to determine machine groups and part families. Costs of WIP 
and cycle inventory, intracell material handling, setup, variable production 
and fixed machine costs are considered in the procedure. Parts are ordered 
based on their routing similarity. Adjacent parts are combined to reduce 
machine requirements. Machine groups a.re combined where economic benefit 
of utilization offset those of setup, WIP and material handling.
Kcindiller (1994) used utilization levels, workload balances, exceptional 
elements and intercell densities to compare the efficiency of six well-known 
cell formation methods. These are CAA, ZODIAC, MODROC, within- 
cell utilization based heuristic (WUBC), machine component cell formation 
(MACE) and lattice theoretic combinatorial programming (COMBGR).
The heuristics efficiently solve the cell formation problem. They consider 
many issues such as operation sequences, part volume, processing times, 
machine utilization, costs, alternative routings, etc. But all of these are not 
considered at the same time in most of the methods. The solution found by 
most of these algorithms is sensitive to initial solution. There is usually no 
guarantee that the optimal solution is found. Knowing the optimal solution 
to the problem is useful to compare the solution quality of the heuristics. 
Mathematical models can be used for this purpose.
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2.1.1.4 Mathematical Programming Models
The user can adopt a sequential or simultaneous approach to cell formation 
problem by using the mathematical models. Mcithematical models can provide 
optimal solutions. Furthermore, mathematical models for cell formation 
allow us to compare solution quality of heuristics methods. These models 
can also be used to provide insights into the development of good heuristic 
methods. These approaches can incorporate operation sequences, alternative 
process plans, non-consecutive part operations on the same machine, setup and 
processing times, the use of multiple identical machines, layout of cells, etc. 
There are many mathematical models (linear, nonlinear, integer and dynamic 
programming formulations) proposed in literature. Most mathematical 
formulations cannot be solved in a reasonable computation time because of non­
linear objective function or constraints. The integer programming formulations 
contain many integer variables which causes computational problems for large 
problems. Mostly, heuristics are proposed based on these mathematical models. 
The proposed mathematical models and solution methods are as follows.
There are approaches which determine the i^ art families and machine groups 
sequentially. Choobineh (1988) proposed a tv/o-stage algorithm. In the first 
stage, similarity coefficients, which use sequences of operations of length 1 
through L, are determined and a clustering method is used to form cells. In 
the second stage of the algorithm, a mixed integer programming (MIP) model, 
minimizing the sum of production costs and costs of cicc|uiring and maintaining 
the machine tools, is proposed for the assignment of part families to cells. 
There are alternative process plans for each part. MIP is converted to an 
integer programming (IP) model and IP is solved. Ho and Moodie (1996) also 
proposed a sequential procedure. Firstly, part groups are formed according 
to a operation based similarity measure, OSC. While forming part groups, 
maximum number of product groups, maximum number of product types in 
a group, maximum total amount of part demand in a group and minimum 
required OSC for group merging are considered. IP models are proposed for 
allocating machines to part groups in the second stage. The models try to
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minimize total cost, which is the sum of operation cost, annual fixed cost of 
newly purchased machines and the penalty cost for operations that need to 
be performed in cells other than the ones that they have been assigned, under 
the machine availability, machine capacity, capacity requirements of parts and 
demand constraints. The integer constraints in the models are relaxed and the 
resulting relaxed machine allocation models are solved. Alternative process 
phms for parts are also considered in this procedure. Zhou and Askin’s (1995) 
procedure for cell formation has again two stages; part family and machine 
group formation. Part families are formed by using a similarity coefficient 
bcised method. The SC is based on common operation types. In the second 
stage, machine groups cire determined for each part family by using a composite 
operation set including all the operation types needed for that part family. An 
IP model, which considers machine cost, variable production cost, setup cost 
and intracell material handling cost, is proposed. The total cost is tried to be 
minimized under cell size, capacity and budget constraints while satisfying the 
demand. Three heuristics; greedy heuristic, a minimum increment heuristic 
and a simulated annealing heuristic to improve the solution found by the other 
heuristics, are used to solve the IP model efficiently.
Lee and Garcia-Diaz (1996) proposed three models: An MIP and a 
quadratic programming model to form machine groups and an MIP to form 
part families. The objective is to minimize intercellular moves under cell and 
part family size restrictions. For solving the problem, a 3-phcise network flow 
bcised algorithm is proposed.
The following approaches determine machine groups and part families 
simultaneously. Firstly, non-linear programming models will be given. Lee and 
Chen’s (1997) model minimizes normalized intercell movement under cell size, 
capacity and workload balance among the duplicated machines constraints. A 
three-stage procedure is proposed in order to minimize intercell movements and 
to balance the workload among duplicated machines. The weights are given to 
these two criteria. Lin et al. (1996) proposed a model which minimizes intercell 
material handling, intracell processing and cell imbalance costs. The heuristic 
used to solve the problem is based on the minimum spanning tree approach
CHAPTER 2. LITERATURE REVIEW 19
proposed by Ng (1996). In Vakharia and Chang’s (1997) model, additional 
machine investment cost and intercell material handling is minimized under the 
cell size and machine capacity constraints. Although the non-linear objective 
function can be linearized, it is difficult to solve the problem. Two search 
heuristics for combinatorial optimization problems; simulated annealing (SA) 
and tabu search, are used to solve the problem. .Adil, Rajamani and Strong 
(1996) proposed a non-linear IP to identify part families and machine groups 
simultaneously, considering alternative routings. The objective is minimizing 
the total number of voids and exceptional elements. Machine capacity and cell 
size restrictions exist. Only one route for each part can be used. The model 
is linearized and solved. But for large problems, since it is difficult to solve 
the problem, a simulated annealing algorithm is proposed. In the algorithiTi, 
the machine assignment part of formulation is pertuiTed. The part allocation 
for any machine assignment is obtained by solving the allocation subproblem. 
If objective value improves, the generated solution is accepted. If it does not 
improve, it is accepted with a certain probability.
.Joines, Culbreth and King (1996) proposed cui IP in order to minimize 
intercell movements. The model uses binary part-machine incidence matrix. 
Each machine and piirt can be assigned to only one cell or family. The 
nmthemcitical model is solved by using a Genetic Algorithm (GA). GAs 
maintain a family or population of solutions, in the search for an optimal 
solution.
MIP models considering other manufacturing costs such as setup costs and 
additional machine investment costs, are also proposed. Rajamani, Singh and 
Aneja (1992) proposed a solution procedure to cell formation problem in a 
manufacturing environment where there are signi (leant sequence dependent 
setup times and costs. The proposed MIP tries to find the optimal number of 
cells and the optimal sequence while minimizing the sum of total discounted 
cost of machines assigned to all cells and setup costs incurred due to sequence 
dependence of parts in each cell. Beaulieu, Gharbi and Ait-Kcidi (1997) 
proposed a MIP model in order to minimize annual machine cost under the 
machine capacity and cell size constraints. Alternative routings are considered
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and no intercell movement is allowed. A two-stage heuristic is proposed to solve 
the model. Cells are merged using a SC. No intercell movement is iillowed in 
the first stage of the algorithm. Independent cells are formed by considering 
machine flexibilit,y and alternative routings. In the second stage, intercell 
movement is introduced to reduce the number of machines and to improve the 
machine utilization. A machine selection heuristic by minimizing the annual 
cost of machines, is used by two phases of the algorithm to select the required 
machines in each cell.
Heragu and Gupta (1994) used a mathematical programming formulation 
only to determine the required number of each machine types. A search 
heuristic is used to solve the cell formation problem. As an initial solution, 
the machine cells and corresponding part families are identified. If the 
solution satisfies the design constraints; machine capacity, siifety, technological 
requirements, upper limit on the size of a cell and the number of cells, it is a 
feasible solution to the problem. If they are not satisfied, the existing machine 
cell and part family combination is modified by adding, removing or duplicating 
a machine. This procedure is repeated until a feasible solution is found. The 
objective is to minimize intercellular moves.
Mathematical models are useful to find optimcil solutions to cell formation 
problem which considers several inrportant criteria; part volume, processing 
times, operation sequences, alternative routings, available machine capacity, 
layout, etc. But the main disadvantage is that most of the proposed models 
cannot be solved optimally in a reasonable computation time. A solution 
method used to solve the problem is to relax some constraints or integer 
varicibles and solve the relaxed problem. Another method used in liteiciture 
is to use local search heuristics such as simulated annealing, tabu search and 
genetic algorithms. In these algorithms, an initial solution is taken and the 
neighborhood of this solution is searched in a systematic way to find a solution.
CHAPTER 2. LITERATURE REVIEW 21
2.2 Layout
Identifying part families and machine groups is not enough to achieve all 
benefits of GT. The layout of the factory should also be determined to reduce 
travel and setup times and to simplify scheduling and controlling activities. 
In most of the methods in literature, the arrcingement of cells in the factoiy, 
the layout of machines inside the cells, are ignored. Some of them mention 
that the layout problem can be dealt with, after the part families and machine 
groups are formed and refer to studies dealing with the layout problem. For 
example, Bazargan-Lari and Kaebernick (1996) present a method for solving 
intracell and intercell layout problems for cellular manufacturing. Intracell 
layout problem is solved by using a mathematical model. Their model 
consider closeness of machines and traveling costs. The machines’ dimensions 
are assumed to be known. After the intracell layouts are determined, the 
alternative system layouts considering intercell movements are determined. 
In the proposed method, forming part families and machine groups are not 
mentioned. But when parts make intercell moves between cells, the location 
of cells in the system is important. Because, this affects the move distances, 
hence travel time. Within-cell layout also affects the move distances, travel 
time and ease of control in the cell. In order to determine the real Vcilues of 
intercell and intracell moves, and costs, the layout problem should be solved 
during the cell formation process.
There are few studies integrating the cell formation and layout problems. 
Dahel (1995) integrated the cell formation problem with the intercell hiyout 
problem. An IP is proposed to determine which machines and parts should 
be assigned to cells and specify the relative position of the cells on the factory 
material flow pattern. In the model, intercell moves are restricted to flow in one 
direction from one cell to the cell immediately downstream. The intercell traffic 
is minimized under the machine capacity and operation sequence constraints. 
Some constraints are relaxed and the relaxed problem is solved using an 
enumerative method. If the solution obtained satisfies other constraints, it 
is a fecisible solution to the problem.
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Heuristics are proposed to solve the cell formation problem with the within- 
cell layout problem. Vakharia and Wemmerlov (1990) proposed a heuristic 
to solve this integrated problem. Similarity coefficients based on operation 
sequences to form composite operation sequences for the part families are used. 
Mcichine loads are considered in design process. The backtracking of parts in 
the cells is tried to be minimized while determining the layout of flow line cells. 
In Askin and Zhou’s (1998) algorithm, part families are formed according to 
the operation sequences. Optimal sequence for part families in cells are found 
by solving a shortest path problem. This optimal sequence determines the 
within-cell layout. The minimization of machine and material handling costs 
objective is used under machine utilization and complete cell independence 
constraints. Alternative routings for parts are considered. Verma and Ding 
(1995) proposed a method for machine group formation. They used operation 
sequences and demand data to determine the costs of intercell movement, 
forward cind backward intracell movements and skipping costs. The layout 
of the cells is determined to calculate forward, backward and skipping costs.
Akturk and Balkose (1996) introduced a multi-objective non-linear math­
ematical programming formulation to solve both problems simultaneously. 
The objectives considered iire minimizing dissimilarities based on design 
and manufacturing attributes, minimizing total machine investment cost, 
minimizing sum of workload variabilities in each cell, minimizing variability 
between cells, and minimizing total number of skippings for all parts by 
minimizing dissimilarities based on operation sequences. The last two 
objectives are related with the within-cell layout. The machine capacity, cell 
size, utilization level and layout constraints exist in the model. Since the 
formulation is non-linear one, a heuristic is proposed to solve this problem.
Although the layout problem is very important in designing CMSs, only a 
few heuristics are proposed to determine the part families, machine groups and 
the within-cell layout simultaneously or sequentially.
CHAPTER 2. LITERATURE REVIEW 23
2.3 Motivations for This Study
In the previous sections, the approaches used to solve cell formation and GT 
layout design problem are reviewed. The advantages and disadvantages of 
these approaches are discussed.
PCA-based methods use only design attributes of parts to form part 
families. But the parts in the same family can have different manufacturing 
requirements. Array-based methods use only binary part-machine incidence 
matrix and try to minimize total number of intercell and intrcicell moves. The 
true number of intercell and intracell moves cannot be determined without 
knowing the production volume, operation sequences and layout. Hierarchical 
and non-hierarchiccil methods make use of production volume, recessing times 
and operation sequences. But they assume that the capacities of machines are 
enough to produce all the parts which can be an unrealistic assumption in most 
real life cases.
Heuristics and mathematical models are most suitable approaches to solve 
cellular manufacturing design problem. Several important criteria; production 
volume, processing times, available machine capacities, operation sequences, 
etc. can be considered at the same time.
In most of the studies, it is assumed that each part has only one fixed 
route. When ecich part has only one routing, the creation of independent cells 
may not be possible without buying additional machines or allowing intercell 
moves. In most of the manufacturing firms, the parts have alternative routes. 
If parts are assumed to have alternate routes, the number of intercell moves 
and machine investment cost can be reduced. Since the alternative routing is 
important for achieving completely independent cells, it will be considered in 
our study.
In literature, only a few number of studies consider the layout problem 
while forming cells. The number of intercell and intracell moves cannot be 
realistically determined without knowing the lajmut of cells. The existing
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heuristics try to form flow line cells while minimizing backward, forward and 
skipping costs. In this study, an integrated approach will be used to solve 
the cell formation and layout problems simultaneously. While determining the 
within-cell layout, the backward and skipping costs are given equal weights.
The firms should make profit to stay in the market. In most of the 
studies, one or more of the manufacturing costs; variable production cost, 
setup cost, intercell and intracell material handling costs, or additional nicichine 
investment cost, are tried to be minimized while forming cells. There is 
no profit maximization objective. When the overall system performance is 
considered, the cost minimization objective is good. But when the performance 
of the individual cells is of concern, cost minimization objective causes a kind of 
dependency between cells. A cell that is loosing money is dependent on another 
cell making profit. If the aim is to form completely independent cells, each cell 
should make profit. In profit maximization objective, the selling prices and 
riiw material costs of the parts together with the manufacturing costs should be 
known to calculate the total profit for each cell. The manufacturing costs which 
will be considered in this study are material handling, variable production and 
additional machine investment costs.
In this study, the aim is to consider all importcint manufacturing issues such 
as production volume, processing times, utilization levels, operation sequences, 
and alternative routings, while forming profitable cells cuid determining the 
layout of cells. In the following chapter, the problem will be defined with the 
underlying assumptions and a mathematical programming model considering 
all these issues will be proposed.
Chapter 3
Problem Statement
Cellular manufacturing system design is concerned with the identification of 
part families, nicichine groups and cell layout, and selection of tools, fixtures 
and iTiaterial handling equipment. It is a very important design problem in 
cichieving all the benefits of GT such as reduced material handling, reduced 
lead time and improved planning, scheduling and controlling activities.
In literature, various cell formation procedures are proposed. In the 
previous chapter, we reviewed the design and production oriented approaches 
to solve cell formation problem. We also explained the drawbcicks of the 
existing literature. In this study, a holonistic approach will be used in a cellular 
manufacturing system design for identifying cells and cell layouts. In section 
§.‘h l, the holonic manufacturing systems will be explained. The holonistic 
approach that will be used in forming cells will be introduced. In §.‘3.2, the 
problem definition and the basic assumptions will be presented. In §3.‘3, a 
mathematical model is proposed to form profitable cells while determining the 
within-cell layout. In the last section, we present the concluding renicirks about 
the problem.
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3.1 Holonic Manufacturing Systems
Holonic manufacturing is a new manufacturing concept emerging nowa.da.ys. 
Holonic manufacturing system (HMS) is a system of holons that can cooperate 
to achieve a common goal or objective. ‘Holon’ is an iclentihcible part of a 
system that is made up of subordinate parts and has a unique identity. They 
are autonomous cind cooperative building blocks of the system. The holonic 
organization enables the construction of very complex systems that are efficient 
in the use of resources, highly resilient to external and internal disturbances 
and cidaptable to changes. (Hopf, 1995)
The holonic manufacturing systems differ from traditional manufacturing 
systems. There are many advantages of implementing HMS. HMS develops 
architecture for highly decentralized manufacturing systems composed of 
standardized, autonomous, cooperative and intelligent elements (holons) which 
allow for (Toh and Newman, 1996):
• faster and more reliable design and implementation of new manufacturing 
.systems
• scalable automation
• the efficient re-use of manufacturing systems
• quicker, self-organized cidaptation to changes in product design and 
demand
• shorter lead times
• more stable operation because of built-in capabilities for monitoring, 
diagnosis and quality assurance
• graceful, incremental transition from current manufacturing to fully 
holonic systems (Siegel, 1994).
Customer orders are important in production process, since the flexibility 
of HMS allows shorter manufacturing lead times. The individual holons
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pcirticipciting to the manufacturing environment are coordinated to some extent 
by the product order. The holons also balance theii· overall operation in 
cooperation with each other in order to satisfy the whole range of existing 
product orders and the primary system objectives, order priorities, etc.
There are also some disadvantages of implementing HMS. The basic rules 
dehned for cooperiition of the holons limit the potentially unlimited autonomy 
of individual holons, although organizations without hiercirchies are formed by 
using these rules. HMS is strongly influenced by the idea of human integrated 
manufacturing. Humans within the system do not make complicated and 
repetitive planning and scheduling tasks, but they should be highly skilled 
for the local decision making and development of new procedures, especially 
when the changes in the environment affect the existing system.
HMS implementation starts with restructuring of a manufacturing system 
to form holons and holonic groups. The system is analyzed in holonic terms 
with existing subsystems. The analysis of existing system/process according 
to the holonic principles is basically done sequentially, in order to dehne the 
suitable grouping of holons and their interfaces. It includes:
• identification of existing holons
• identification of functions and tasks for holons
• identification/evaluation of properties of holons, i.e. are the entities 
autonomous and cooperative
identification of relationships between holons
The holonistic approach can be used in design of cellular manufacturing 
systems, since CMS has similarities with HMS. CMS design starts with forming 
cells which are similar to holons in HMS. The part families and machine groups 
are formed to determine the tasks of cells. The relationship exists between cells 
via intercell moves. Also, they have the common objective to produce parts. 
The main difference between the traditional manufacturing systems and HMS
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is the autonomy of the entities in HMS. Autonomy which is the capability of an 
entity to create and control its own plans and strcitegies is mostly not found in 
cells in CMS. So, the autonomy concept is introduced to CMS design. The cells 
should be self-sufficient when they are formed by using a holonistic approach.
3.2 Problem Definition and Assumptions
In this study, the aim is to solve the cell formation and layout problems 
simultaneously using a holonistic a|)proach. The assumptions used are as 
follows:
• There are n parts and m machine types.
• Each part hcis a fixed demand for a specified period of time. This is 
necessary, because ¡iart volume plays an important role for calculating 
the costs. For example, in determination of material flow and routing 
selection, higher volume parts will be more effective.
• The parts have predetermined processing times. Processing times, 
together with the part volume, are used in determining the number of 
machines required of each type.
• The raw material, production, material handling and additional machine 
investment costs, and selling prices of the parts are assumed to be 
known. These monetary terms will be included in the profit maximization 
objective. •
• The operation sequences of parts are important in determining the 
within-cell layout. The parts are assumed to have alternative routings.
Under these assumptions, the following decision need to be made:
• Part families and routings of parts
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• Machine groups
• Pcirt assignments to cells
• Machine assignments to cells in terms of quantities
• Location of machines in each cell, i.e. within-cell layout
A mathematical model maximizing the profit under cell size, low utilization 
and low profit level constraints while determining the layout, part assignments, 
routing selections and machine assignments, is proposed in the next section.
3.3 Formulation
The stated problem is modeled as an MIP model where the parameters are as 
follows:
P
n
M
R.
D,
^  irkl
hi
■^irk 
I'irk
SP,
RMi
LP:i
Ak
MAk
MCk
number of cells 
number of parts 
set of all machine types 
number of routes for part i 
demand for part i
0-1 binary indicator which is equal to 1 if part i should be processed by
machine type k immediately before machine type / in its H’'" route
unit material handling cost of product i when there is skipping or backtracking
unit production cost of product i using route r on machine k per unit time
unit processing time of product i using route r on machine k
selling price of product i
raw material cost of product i
lower limit for the profit of cell j
available unit capacity of machine type k
available number of machine type k
additional machine investment cost of machine k
CHAPTER 3. PROBLEM STATEMENT 30
639, :
u
iMir
Ikj
an upper limit on the number of machines assigned to cell j  
a very large constant
set of machines in the rth route of part type i
lower limit lor the utilization levels of machine type k in cell j
The decision variables are the following:
Xir j : 0-1 binary varicible which is equal to 1 if part i is allocated to cell j  using
the rth route
nikj : 0-1 binary variable which is equal to 1 if machine k is allocated to cell j
mlkj '· location of machine k in cell j
^kiji^kij · number of skippings and backtrackings between machines k and / in cell j  
akij : 0-1 binary variable which is equal to 1 if machine / is placed after (not
necessarily immediately) machine k in cell j  
hir jki ■ 0-1 binary variable which is equal to 1 if part i uses route r and alloccited
to cell j ,  where machine k is not located immediately before machine I 
X j 0-1 binary variable which is equal to 1 if cell j  is opened
Nkj number of type k machines assigned to cell j
MNk'· number of additional machines of type k needed
Now, the MIP formulation of the problem will be given.
The objective function is as follows:
Max -  RM^) · A  · A6,.,)]
” [Ei=i EiLi Y^ keMir E/eMi,. A  · hi ■ 6i-,.jki]
~[Ejrzl E(=l Erefl; ^keMir ' i^i'k ’ i^rk ' Xirj]
-1E/..6M M a  ■ MNi,\
The overall objective is to maximize the total profit. In order to calculate 
total profit, the manufacturing costs and the selling prices of the parts should
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be known. The first item in the objective function is the difference between 
the revenue and the raw material cost. This term is constant in the objective 
function. It does not change by the cell that the part is assigned or the route 
selected for the part. The manufacturing costs including material hcindling 
and variable production costs are the second and third items in the objective 
function, respectively. The material handling cost is incurred to the parts 
making intracell movement. The variable production cost changes according 
to the route selected. Also, to form completely independent cells additional 
machines may be needed. The additional machine investment cost, which is 
the fourth term in the objective function, should be as small as possible.
In literature, all the studies considering costs try to minimize one or more 
of the manufacturing costs. The profit maximizcition objective is inspired from 
an application to a state-owned manufacturing company in Tiirkij^e. The 
company has divided some part of its factory into small holons in order to 
implement HMS. Since the company is being privatized, these holons are sold 
to individuals to form small enterprises. These enterprises produce parts for 
the company and sell them to the compciny. They also have the ability to 
produce for other firms. The main characteristics of holons which are the 
cooperativeness of entities to achieve common goals and the autonomy of them 
to create and control their own plans and strategies seem to exist in these 
enterprises. But, most of these enterprises face economical problems that limit 
their autonomy. They cannot make enough profit due to low utilization levels 
and high number of intercell movements. The enterprises should make profit 
to achieve self-sufficiency and to stay in the market. The profit of the system, 
which is affected by the profit of individual holons, is also important for the 
holons which cooperate to achieve a common goal. So, profit maximization 
objective is used in this model.
The constraints of the MIP model can be divided into the following sets: •
• Part and machine allocation, and routing selection constraints:
-V.·,, =  1 w  (I)
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SrG/ij Airj ^ Aj 
X i r j  <  m k j  
mkj < A
Vг,i (2)
V/.,r,j^k.EAIir (3)
VA:,; (4)
The first set of constraints satisfy the assignment of each part to one and 
only one cell and selection of only one route among alternative routing 
capabilities. Second and third set of constraints ensure that a part can be 
assigned to a cell if it is opened and contain all of the machines needed to 
process the part. The last constraint in this set provides the assignment 
of machines to open cells. Completely independent cells are formed by 
using all of these constraints.
(5)
\/k,j (6)
V kJ.j (7)
- mij -  1 \/k,l,j (8)
rrikj +  mtj -  1 VA:,/,J (9)
- ^)V.rki > 0 Vf, r, j , A:, / (10)
• Layout related constraints:
\ mlki TT^kj ^ u
m k j <  m lk j  
Skij -  SLij =
jTilkj Tnlij T H^kij ^ T 
mlij -  mlkj + U{1 -  Okij) 2
{^ irjki +  (1 — Xirj)
The location of the machines should be greater than one if the machine 
is allocated to a cell. This is satisfied by the fifth and sixth constraints. 
The seventh set of constraints determines the number of skippings and 
backtrackings between the machines in a cell. The eighth and nineth set 
of constraints provide the assignment of machines to different locations 
in a cell. The tenth constraint determines if material handling activity 
takes place or not in order to calculate the material handling cost.
The within-cell layout is determined by using these constraints. The 
material handling cost is not incurred when the two consecutive machines 
in the operation sequence are next to each other in the forward flow 
direction. Material handling cost is incurred for the backtriickings and 
the skippings which are determined according to the order of machines 
in the cell and the operation sequences of parts. Backtracking is the
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intracell movement which is not along the direction of forward matericd 
flow. Skipping cost is incurred when a part lias to go to a machine 
which is in the forward flow direction, but not located immediately after 
the machine at which the part is currently processed. Skippings and 
backtrackings are given equal weights in this problem, since they are 
both performed by the same tyjDe of material handling equipment.
• Low profit level constraint:
HILi XTrefl.· ~~ RMi) ■ Xirj — ^¿=1 JlreR, ' ^ irjki
— YreRi YkeMi,· Di ■ c-irk · iirk ■ Xirj ^ LPj Vji (f 1)
The cells should make at least a predetermined amount of profit. This 
comes from the holonistic view to form autonomous, self-sufficient cells.
• Low utilization level constraint:
Y U  Y r^R , LrkD iXir, >  7kj ( 12)
The machines in the cells should have at least a predetermined utilization 
level. This is for justifying the cost of assigning a machine to a cell.
• Machine capacity constraints (also determines the additional machines 
needed)
E L i YreR.tirkDiXirj < Nk,Ak (13)
J2U Nkj -  MNk < MAk yk (14)
MlfR'kj ^  If y k j (15)
mkj < Nkj \/k,j (16)
Constraint (13) determines the number of machines of each type required 
in each cell. The fourteenth set of constraints finds the number 
of additional machines needed to calculate the additional machine 
investment cost. Constraints (15) and (16) provide the as,signment of 
a machine to a cell if it is needed in that cell.
• Cell Size constraint:
Y k e M  Nk, <  C S , Vj (17)
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Cell size should be a reasonable one to make the controlling, scheduling, 
and ¡planning activities easier in the cell.
• Non-negativity and integrality constraints:
Nirj, Aj, ? ^kij 5 i^rjhi d, 1 and
mlkj, Nkj·, MNk non-negative integers Vi, j, k, I (18)
The proposed mathematical programming model forms completely inde­
pendent cells. The proposed model considers severed important manufacturing 
issues such as production volume, processing times, operation sequences, 
machine capacities, alternative routings and within-cell layouts while forming 
profitable cells.
The main difference between a traditional CMS design model and the 
proposed model using holonistic approach is the profitability of the cells. The 
efficiency of individual cells in terms of profit are not considered in a traditioiicil 
CMS design model. The low profit level constraint used in the proposed model 
enables us to form autonomous and self-sufficient cells. Also, the low utilization 
level constraint is necessary for cost justification of locating a machine into a 
cell which affects the number of additional machines reijuired, and hence, the 
total profit of the system. Although the model forms completely independent 
cells, if product and process design changes are frequent, the independency of 
cells can be lost in the future. But, since the cells are adaptable to changes 
in the environment, the independency can again be achieved by increasing the 
number or the size of the cells. Also, intercell movements may be allowed in 
the system, since the cells are cooperative.
3.4 Summary
In this chapter, the holonistic approach which is used to solve CMS design 
problem is described. The problem is defined with the underlying assumptions. 
An MIP model is proposed to solve part family and machine cell formation.
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and layout problems simultaneously. The proposed model forms completely 
independent cells. But, forming independent cells may not be easy all the 
time. The additional machine investment cost may be too high. Allowing 
intercell movements provide alternative solutions to the problem by reducing 
the cidditional machine investment, although it increases the material handling 
cost.
The proposed MIP model has many integer and biiiciry variables. For an 
example of 40 parts, 10 machine types and 5 machine cells in which the average 
number of routes is 2 and average number of operation is 3, the model has 
3960 constraints, 110 integer and 1705 binary variables. As the size of the 
system increases, it becomes more difficult to solve the problem in a reasonable 
computation time. Also, the model does not allow any intercell move. In the 
following chapter, a solution procedure will be proposed to solve the MIP 
model in a reasonable computation time to form completely independent cells. 
Since the intercell movements are also important for reducing the additional 
machine investment cost, the assumption of forming completely independent 
cells is relaxed in the algorithm. Intercell movements are allowed only if the 
objective function value improves.
Chapter 4
The Algorithm
In the previous chapter, an MIP model is proj^osed to solve cell formation and 
within-cell layout problems simultaneously. It is difficult to obtain an optimal 
solution to this problem in a. reasonable computation time because of the hirge 
number of binary and integer variables required in the model. In order to 
solve this problem in a reasonable computation time, a loccil secirch heuristic 
is jDroposed below.
The proposed algorithm has thi'ee main stages. The first two stages are used 
to find a solution to the main problem (MP), proposed in the previous chapter. 
In the first stage, an initial solution is found by solving an MIP model, whicli 
is a subproblem of the main problem. If the solution found is feasible for MP, 
there is no need for the second stage. Because the solution Ibund is the optimal 
solution for MP. II the solution is not feasible, a feasible solution is found by 
searching the neighborhood of the initial solution in the second stage. At the 
end of this stage, completely independent cells are formed. In the third stage, 
intercell movements are introduced to decrease additional machine investment 
cost and, hence, increase the objective function value.
In §4.1, the proposed algorithm will be outlined. In the other sections, §4.2, 
§4.3 and §4.4, the stages of the algorithm will be explained in detail.
36
CHAPTER 4. THE ALGORITHM 37
4.1 The Proposed Algorithm
The size of the proposed mathematical model creates computational problems, 
and cannot be solved in a reasonable comi^utation time. An efficient heuristic 
should be proposed to solve the cell formation and within-cell layout problem. 
Most heuristics proposed in literature to solve a cell formation problem yield 
a solution in an acceptable computation time. But, these heuristics generally 
terminate in a local optimum and it is not known how much it deviates from 
the global optimum. The final solution depends on the initial solution and the 
criteria used to solve the problem. The dependency on the initial solution ciin 
be avoided by trying a large number of initicvl solutions. For this purpose, local 
search heuristics such as simulated annealing, tabu search, genetic algorithms 
and greedy randomized adaptive search procedure (GRASP) are proposed to 
solve a large variety of combinatorial optimization prolrlems.
In this study, a local search heuristic is proposed to solve the problem of 
forming cells while determining the layout of machines in cells. In literature, 
mostly simulated annealing, tabu search and genetic algorithms are used to 
solve the cell formation problems. GRASP will be used to solve the problem 
in this study. GRASP is an iterative randomized sampling technique in which 
each iteration provides a solution to the problem. The best solution found over 
all iterations is the solution for the problem.
A typical GRASP consists of two phases. The first phase is the construction 
phase. In this phase GRASP builds a feasible solution by selecting and 
adding one element from the alternatives to the list at a time. At each stage 
of the construction phcise all the elements in the candidate list are ordered 
with respect to a greedy function. Then a restricted candidate list (RGL) 
is constructed, where the best elements are selected while constructing the 
RCL. Then randomly any of the elements is selected from the RCL ¿is the 
next alternative while constructing the solution. It is also a.daptive because 
after adding the lastly selected alternative to the partial solution list, the state 
of the partial solution is cilso updated in order to reflect the consequences 
of the currently added alternative. As we update the state of the partial
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solution, obviously, the greedy function values of the elements will change in 
the proceeding stages of the construction phase. The second phase is the local 
optimization phase, in which the neighborhood of the solution obtained from 
construction phase is searched to find a better solution.
Two different parameters should be selected to implement GRASP. The 
number of the best candidates that enters to the RCL at each stage of the 
construction phase should be determined. One way is just selecting a constant 
number that specifies the number of elements of R.CL. Feo et al. (1995) suggest 
a decision parameter and determine the ratio of each candidate element’s 
greedy function value over the best greedy function value of that current state 
and selects the candidates that 1ms higher ratio than the predetermined ratio. 
Another parameter to be decided is stopping criterion. There are vcirious 
possible ways of terminating the search. The most common way is just fixing 
a constant number of iterations and then terminate.
GRASP is an ¿idaptive procedure. It can be used in solving many problems 
by modifying the prespecified parameters. The construction phase quickly 
genei'cites a good solution. The selection of a good initial solution leads to 
better results. In the proposed algorithm, only the construction phase of 
GRASP will be used.
The main steps of GRASP procedure that will be used in the proposed 
algorithm are as follows:
1. Define the initial state
2. While not {stopping criteria met) do the following
2.1 Procedure Construct the greedy randomized solution
2.1.1 Set the partial solution (P ,5 ')={}
2.1.2 While not (greedy solution constructed) do the following
2.1.2.1 Construct RCL.
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2.1.2.2 Select randomly an element from R.CL (.y)
2.1.2.3 Add this element to partial solution (set PS  -  P6'U{·^·})
2.1.2.4 Adapt greedy function
2.1.3 Set greedy solution {{GS) — PS)
2.2 Set the current solution to GS [CS — GS)
2.3 If the current solution is better than the best solution (BS) found 
until now than update the best solution (BS =  CS)
3. End (the output is the best solution).
The proposed algorithm has three stages:
1. Finding an initial solution
2. Formation of completely independent cells.
3. Allowing intercell movements
The first two stages are used to find a solution to the mathematical model 
proposed in the previous chai^ter. The last stage is an extension which considers 
intercell movements to reduce additional machine investment cost.
In the proposed algorithm, the first stage is the construction of an initial 
solution. Finding a good solution may improve the efficiency of the local search. 
In this stage, we relax some constraints in the main problem and form a new 
MIP model, since it can be solved more efficiently than the model proposed in 
the previous chapter, although the solution found may or may not be feasible 
for the main problem. If a feasible solution cannot be found then we proceed 
to the second stage.
In the second stage, the neighborhood of the initial solution is searched. 
The construction phase of GRASP is used in this stage. Firstly, alternative 
solutions are constructed. A promising alternative among them is selected
CHAPTER 4. THE ALGORITHM 40
to perturb the solution. The same procedure is repeated for the perturbed 
solution. We continue in the same manner until a leasible solution is found 
to the problem. This solution is tried to be improved by continuing the local 
sccU'ch. To decrease the effect of randomness, these steps are repeated for 
a number of initicil solutions. The best solution over all these iterations is 
reported as a final solution.
In our model, intercell movements are not considered to form cells having 
no interaction between each other. But, instead of buying cidditional machines, 
allowing intercell movement may improve the objective function value. In the 
third stage, intercell movement is introduced to the problem.
In the following sections, the stages of the proposed algorithm will be 
explained in detail.
4.2 Stage 1 - Finding an Initial Solution
The first stage of the proposed algorithm is to find a good initial solution; 
because the efficiency of the local search depends upon the quality of an initial 
•solution.
In the proposed mathematical model, the within-cell layout related 
constraints are used to find the exact locations of ma.chines in each cell. The 
material handling cost in each cell can be calculated when the exact locations 
of the machines are known. A material handling cost is incurred if the two 
consecutive machines in a part’s operation sequence are not next to each other 
in the cell. Only knowing the machines next to each other, without knowing the 
excict locations of the machines, is enough to calculate material handling cost. 
So, the layout related constraints, non-negativity and integrality constraints 
of MP (constraints 5-10,18) are replaced with the following constraints and a 
new subproblem is formed.
f^kj — HieM i^ tkj >  0 VA:,i (19)
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VA:,J (20)
(21)
Vi, r.·> J f ^ (22)
) J 'f  ^A ^ (23)
'I'lT'kj — J2leM f^ klj A 0
’>n-kj < J2ieM ihij +  J2ieM ftikj
{I i^rjkl AiT'j “ 1”  flklj')^ irkl ^  ^
Xirj,Xj,mkjjhij =  0,1 and Nkj are integers
where I3kij is equal to 1 if machine k is placed just before mcichine / in cell 
j  and 0 otherwise.
The constraints of subproblem are 1-4, 11-17, 19-23.
The disadvantage of these constraints is that the locations of rncichines in 
the cell cannot be determined exactly. We can only find the machines next to 
each other. Because of this, the final layout can be infeasible. The Scune type 
of machine can be duplicated at the beginning and at the end of a group of 
machines in a cell without incurring an additional machine investment cost.
The computational time needed to solve subproblem is significantly less 
than the time needed to solve MP. In main problem, rnlkj'  ^ should be defined 
as integers and Sirjki’s as binary variables. MP has additional (3???. 4-2) x ni x p 
constraints, m x p integers and n x p x R x (NOP — 1) binaries, where R 
is the average number of routes for parts and NOP  is the average number of 
operations in a part’s sequence, compared to the subprobleni. For an example 
of 40 parts, 10 machine types and 5 machine cells in which the average number 
of routes is 2 and average number of operation is 3, MP has 1600 constraints, 
50 integers and 800 binaries more than the subproblem has. After the layout 
constraints are replaced, the low utilization level constraint is also relaxed to 
reduce the computation time even further. The relaxed subproblem (RSP) 
can be solved optimally in a reasonable time for small problems. For large 
problems, a predetermined time limit can be used. The best feasible solution 
found when the time limit is reached, is used as an initicvl solution. The solution 
found by solving RSP is a feasible solution for RSP, but it may or may not 
be feasible for MP, since the layout and low utilization level constraints are 
relaxed. If the solution is infeasible for MP, Stage 2 is used to find a feasible
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solution.
The steps of Stage 1 are as follows:
Step 1 Solve RSP by CP LEX to find an initial solution.
Step 2 Determine the layout found by RSP according to flkti values. In RSP, 
the layout related constraints give only the machines before and after 
each machine. When the layout is determined according to these values, 
two machines of the same type can be located at the beginning and at 
the end of a group of machines, although only one mcichine of that type 
is assigned to that cell. If this case occurs the solution is not feasible 
for MP. For example, when finí-, ^2.31, /?3ii and are equal to 1, the 
layout of cell 1 is (1-2-3-1 , 4-5). This layout is infeasible for MP. Because 
machine 1 is located at the first and fourth locations in the cell. Such a 
case does not occur when the MP is solved optimally. Ecich machine can 
occupy oidy one phice in a cell.
Step 3 Calculate the utilization levels of all machines. If the utilization level 
constraint is not satisfied by a machine in a cell, the solution is not 
feasible for MP.
Step 4 If the solution is found to l)e infeasible for MP in the second or third 
stei:)s, goto Stage 2 to find a feasible solution to the problem. If the 
solution is feasible for MP, optimal solution is found. If any additional 
investment is made for any machine, then goto Stage 3 to reduce the 
additional machine investment cost by allowing intercell movement.
4.3 Stage 2 - Formation of Independent Cells
In the second stage, the neighborhood of the initial solution is searched to find 
a feasible solution to MP. After a feasible solution is found, it is tried to be 
improved by continuing local search.
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In the search for a feasible solution, different layouts for cells are used as 
initial starting solutions to the local search algorithm. The parts’ routes and 
their cells were determined in Stage 1. After an initial layout is determined, 
alternatives are created for perturbing the solution. The parts Ccin be assigned 
to other cells and different routes can be used by parts. The objective value 
changes when a move to an alternative solution is made. The promising 
alternatives are found by calculating the change in the objective function 
value. One promising alternative is selected randomly from a list of candidate 
alternatives. A move is made to the selected solution. The procedure continues 
by searching the neighborhood of the current solution until a stopping criterion 
is reached. The criteria can be finding either a feasible solution or reaching 
to a maximum limit on step size, or having no further improvement in the 
objective value. In the next step, the feasible solution is tried to be improved 
by continuing local search. These steps are performed for a number of times 
(iterations) to reduce the effect of randomness in selecting the alternatives. 
While performing the local search, the feasible solution giving the best objective 
value is kept as ¿in incumbent solution. It is the solution to the mathematical 
model proposed in the previous chapter.
The steps of Stage 2 are as follows:
Step 1 If the layout of cells are found to be infeasible for MP in Stage 1, 
determine alternative layouts for each cell.
For example, the following layout can be found when RSP is solved.
1 - 2 - 1 , 4 - 3
The alternative layouts for this cell are generated as follows:
1 - 2 - 4 - 3
2 - 1 - 4 - 3
Step 2 As a starting point, form an initial layout for each cell from the 
alternatives determined in Step 1.
Step 3 Calculate the total profit of each cell.
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This is necessary, because when an initial layout which is feasible for MP 
is taken, the material handling cost either stays constant or increases. 
If material handling cost increases, the total profit of the cell decreases. 
If the profit decreases below the predetermined profit level, the solution 
will also violate the low ¡profit level constraint. Since we want to find a 
feasible solution to MP, the profit of cells should also be controlled.
Total material handling cost (MHC), vciriable production cost (VPC), 
money earned by selling parts and raw material cost for each cell should 
be calculated to find the total profit (TP) of each cell.
Material handling cost in a cell is the sum of material handling costs of 
parts making intracell movements. A material handling cost is incurred 
to a part if two consecutive machines in the operation sequence are 
not located next to each other in the cell. To clarify this, let’s give 
an example. If a part having a routing of {1,2,3,4,5} is assigned to a 
cell with layout (4-5-2-1-3), material handling cost is incurred for the 
moves from machines 1 to 2 (backtracking), 2 to 3 (skipping) and 3 to 4 
(backtracking). No material handling cost is incurred for the move from 
4 to 5, since machine 5 is located just after machine 4 in the cell. Total 
material handling cost in a cell can be calculated as follows:
MHCj =  Y2i J2r J2keMRir HieMRir hi ■ Di · (i — pkij) · A;,.,
Variable production cost in a cell is the sum of variable production costs 
of parts assigned to that cell such that
yP C j = J2r Y.k&MRir (^ irk · Urk · A  · Xirj
The money earned by selling parts and the raw material cost of parts 
are constant terms in the objective function. They cire needed to hnd 
the profit of cells. The difference of these terms (SPRM) will be used 
throughout the algorithm.
SPRM, = Zi EriSPi -  RMi) · Di · Xi,.j
Total profit of a cell is calculated as follows:
TPj =  SPRM, -  VPCj -  MHCj
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Step 4 Calculate utilization levels of machines in each cell to see whether the 
low utilization level constraint is satisfied or not.
Utilkj = Y.iY,reRi^"kDiXirj
Step 5 If either of low proht level constraint or low utilization level constriiint 
is not satisfied goto Step 6, else goto Step 7.
Step 6 This step tries to find a feasible solution to MP. We first determine a 
set of alternative solutions and the costs of these solutions are calculated. 
A promising alternative is selected randomly, and we move to the new 
solution. The procedure continues until a feasible solution is found or 
the maximum step size is reached. The steps are as Ibllows:
6.0. Initialize step number to 1.
6.1. Find the alternative parts that can be assigned to other cells.
The parts that can be assigned to other cells are found by looking at 
the utilization levels of machines. If machine k in cell j  violates the low 
utilization level constraint, the parts using this machine in cell j  and the 
parts using the machine of the same type in other cells are candidates 
that can be assigned to other cells. If additional investment is done for 
machine type k, and this machine A; in a cell has utilization level lower 
than a certain value, which can be different from the low utilization 
level, the i:>ci.rts using this machine can be assigned to other cells. This 
cidditional constraint is used to reduce additional machine investment 
cost.
6.2. Find the promising cells to which the alternative parts can be 
assigned.
The alternative parts cannot be assigned to all cells. If assigning a 
part to a cell causes a high additional machine investment cost, this 
alternative would not be a promising one. Assigning a part to a cell 
containing a certain percentage of machines in a part’s routing may 
create promising alternatives. This predetermined percentage, helps 
us to control the size of search spa.ce and increase the efficiency of the 
algorithm by searching only the alternatives that can be promising ones.
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If machine k in cell j  does not satisfy the low utilization level constraint, 
the part using the machine of the same t}q3e in another cell can lie 
assigned to cell j ,  if cell j  is a promising cell lor that part. A promising 
cell contains a certain percentage of machines which have enough capacity 
to iDi'ocess the part. Other cells are not considered as alternatives, since 
the utilization level of machine k in cell j  is tried to be increased. Also, 
other routing cdternatives are not considered for these pcirts.
All the other alternative i:)arts can be cissigned to iDrornising cells. The
promising cell for part i using route r satisfies the following condition:
;voPi-#machines needed n 
NO Pi -  ^
6.3. Calculate the change in objective function value [ AObj) when part 
i using route r in cell j  is assigned to cell j j  and irroduced with its 
route.
• Calculation of material handling costs in cells j  and j j :
The layout may change in cells j  and j j .  The hiyout of cell j  may 
change, if a machine is used by only one part type. When that 
part is assigned to another cell, the machine will not be required 
in the cell anymore. Dropping the machine from cell j  changes the 
layout of the cell. The layout of cell j j  changes, if new machines are 
needed to process the part assigned to it. 'I’liese new machines can 
be located to anywhere in the cell. The place giving the minimum 
material handling cost is selected for the machine.
For example, part i has a routing of {1,2,3}. Suppose the layout 
of cell j  is (4-1-3-2) and the layout of cell j j  is (5-3-4). Let’s say, 
machine 3 in cell j  is used only by i a^rt i. When part i is assigned 
to cell j j ,  machine 3 is not needed in cell j  anymore. The layout of 
cell j  becomes (4-1-2). In cell j j ,  machines 1 and 2 do not exist. A 
suitable place for these machines should be found. We first try to 
find a place for machine 1. It can be located just before machine 2. 
But since machine 2 (the second machine in the routing of part i) 
is not in cell j j ,  machine 1 is located to the end. Machine 2 can be 
located after machine 1 or before machine 3. The material handling
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cost of the cell is calculated for these two cases. The alternative 
giving the minimum MHC is selected. The layout of cell j j  can be 
either of the layouts (5-2-3-4-1) or (5-3-4-1-2).
The change in layout effects the MHC of cells j  and j j .  If the layout 
changes, MHC for cells should be calculated from scratch.
MHCj - Y^y. YkeMRir Y^ ieMRir '^4 ' Di ■ — (ikij) · Xirj
MHCjj = Yi Yy. YkeMRir HieMRi,. ■ Di · [1 — ■ Xi,r,jj
If the layout of cell j  does not change, the new MHC is found by 
subtracting the material handling cost caused by the part, that is 
assigned to another cell, from the old MHC.
New MHC, =  Old MHC, -  Y ^ ^ R ,, ZieMR..,. h. ■ Di · (1 -  /4,/,.,) 
If layout of cell j j  does not change, the material handling cost caused 
by the part is just added to the old MHC л^ а1ие.
New MHC,·,· =  Old MHCjj + Yk^MRi,,;· J2ieMR,_,.r Di-{1 — iX jjj)
• Calculation of variable production cost in cells j  and j j :
The production cost of the assigned part is subtracted from the old 
VPC of cell j  to find the new VPC.
New VPC,· =  Old VPC, -  PC',·,,· 
where PC,·,,· =  YkeMRi,y i^rk ■ tirk · A
Production cost of the part is added to the old VPC of cell j j  to 
find the new VPC.
New VPC,·,· =  Old VPC,,· +  PC,,,,
• Calculation of SPRM in cells j  and j j :
New SPRM, =  Old SPRM, -  PPP,
New SPRM,, =  Old SPRM,, +  TSPi 
where TSP,· =  (,S'P,· -  PM,·) ■ P,·
• Calculation of TP of cells j  and j j :
New TP, =  New S P R M ,- New V P C ,-  New MHC,·
New TP,·,· =  New S P R M ,,- New V PC ,,·- New MHC,·,·
• Calculation of chcinge in additional macliine investment cost 
(APIIC):
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In cell j ,  some machines may not be needed anymore. If additional 
machine investment was done for these machines, the MIC term 
in objective decreases by the amount of the money spend for the 
machines which are not needed anymore (M ICl). In cell jj^ new 
machines may be needed to produce part i. If these machines cire 
not available, they should be bought. MI(j term increases by the 
amount of the total cost needed to buy these machines (M1C2). The 
change in additional machine investment cost is:
A M IC  = M IC l -  MIC2
An alternative solution should not violate the cell size and low profit 
level constraints. If the cells j  and j j  do not violate these constraints, 
the change in objective function value for the alternative { i ,r r ,jj )  is 
calculated as follows:
AObji^rrjj =  New TPj— Old T P ,+  New TP ,·,·- Old T P „ +  A M IC
For each alternative, we determine the within-cell layout again cind the 
corresiDonding cost terms in these cells are calculated.
6.4. Form a Candidate List.
The candidate list gives us the ability to control the size of secirch space. 
If all alternatives enter the candidate list, the search space increases. 
Selecting the best alternative will lead the search to only one direction 
which may prevent us from finding the global optimum.
If an alternative {i\rr\jj') satisfies the following condition, it can enter 
the candidate list.
ma,x{AObji^rr,jj} — A^ Obji>^ rr',jj' < · Obj
where /.t is an arbitrary positive number and Obj is the objective value 
of the solution for the initial layout selected at Step 2 and initial part 
and routing assignments found at Stage 1. If Obj is a negative value, the 
objective value found by solving the RSP at Step 1 of Stage 1 is used. 
(¡.i-Obj) is the maximum allowable deviation from the possible maximum
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change in the objective function value. This value determines the size of 
the candidate list. When /i is very small, the size of the candidate list 
is small. If the value of /i is large, the size of the candidate list is also 
large. This value affects the efficiency of the algorithm by increasing or 
decreasing the search space.
6.5. One alternative from the candidate list is selected randomly.
According to the selected alternative, jy*), part i* is produced
in cell jj*  with its ?’?’*th route. The changes in lajmut, MHC, VPC, 
SPRM and TP are found by the same procedure used in Step 6.3. The 
objective value is updated as follows:
New Obj =  Old Obj +  AObj
6.6. Increase step number by 1. Calculate the utilization levels of 
machines for the recent solution. Calculate the size and profit of each cell. 
If either of low profit level constraint or low utilization level constraint is 
not satisfied and step number is smaller than the maximum step number 
goto Step 6.1, else goto Step 7. The maximum step number is used to 
prevent infinite loops, since we may not find a feasible solution to the 
problem.
Step 7 This step is used to improve the objective value. The difference of this 
step from the previous step is the way to determine the alternative parts 
and form Ccindidate list.
7.0. Initialize step number to 1.
7.1. Find the parts that can be assigned to other cells.
All parts can be assigned to other cells.
7.2. Find the cells to which the parts can be assigned.
The parts can be assigned to the promising cells. The definition of 
promising cell wcis made in Step 6.2.
7.3. Calculate the change in objective function value (AObj) when a 
part i using route r in cell j  is assigned to cell j j  and produced with its
route. MHC, VPC, SPRM and TP for cells j  and j j  are calculatedrr til
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as e x p la in e d  in  S te p  6.3. A M IC  a n d  AOhj a re  c a lc u la te d  in  th e  sa m e  
way.
Бог e ac h  a l te rn a t iv e ,  a  n ew  la y o u t is fo u n d  a n d  th e  c o rre s p o n d in g  co st 
te rm s  a re  c a lc u la te d .
7.4. If  AObj  is s m a lle r  th a n  ze ro  fo r a ll a l te rn a t iv e s ,  g o to  S te p  8. If 
a t  le a s t o n e  o f th e  a l te rn a t iv e s  h a s  a  p o s itiv e  AObj^ C cuididate lis t c an  
be  fo rm e d . T h e  a l te rn a t iv e  (i',rr',jj')  s a tis fy in g  th e  fo llow ing  c o n d itio n  
c a n  e n te r  to  th e  c a n d id a te  lis t .
ma,x{AObji,rr,jj} ~ I^ Obji>^ rr',,,j' < /i · Obj
Obj is th e  s a m e  o b je c tiv e  v a lu e  used  in  S te p  6.4.
7.5. O n e  a l te rn a t iv e  fro m  th e  c a n d id a te  lis t is s e le c te d  ra n d o m ly . T h e  
se le c te d  p a r t  w h ich  w as in  cell j*, w ill b e  p ro d u c e d  in  cell jj'  ^ w ith  
r o u te  rr*. T h e  la y o u ts  o f cells j* a n d  jj*  a re  d e te rm in e d ,  a n d  M H C , 
V P C , S P R M  a n d  T P  of cells a re  c a lc u la te d  for th is  n ew  so lu tio n . T h e  
o b je c tiv e  v a lu e  is a lso  u p d a te d .
7.6. Increcise s te p  n u m b e r  by  1. If s te p  n u m b e r  is s m a lle r  th a n  th e  
m a x im u m  s te p  n u m b e r  g o to  s te p  7.1, e lse  g o to  S te p  8.
Step 8 In  s te p  7, th e  u t i l iz a t io n  leve l o f m a c h in e s  a re  n o t c o n tro lle d . T h is  
s te p  is n ecessa ry , if th e  u t i l iz a t io n  level c o n s tr a in t  is n o t sa tis f ie d  by  th e  
so lu tio n  fo u n d  a t  th e  e n d  o f S te p  7. T h e  sa m e  p ro c e d u re  as in  S te p  6 is 
u sed  in  th is  s te p .
Step 9 O n e  i te r a t io n  of th e  p ro c e d u re  h a s  b e e n  fin ish ed . T ak e  th e  sa m e  
in i t ia l  la y o u t w h ich  w as fo u n d  in  S te p  2, a n d  r e p e a t  s te p s  5 th ro u g h  
10 fo r a  p re d e te rm in e d  n u m b e r  o f i te r a t io n s  to  find  d iffe re n t so lu tio n s  to  
th e  p ro b le m  w ith  th e  s a m e  in i t ia l  so lu tio n . T h is  d ec re a se s  th e  effect of 
ra n d o m n e ss  w h ile  s e le c tin g  th e  a l te rn a t iv e s  fro m  c a n d id a te  lis ts .
Step 10 If  a ll a l te rn a t iv e  la y o u ts  a re  e v a lu a te d , g o to  S te p  11. E lse  g o to  S te p  
2 to  ta k e  a n o th e r  in i t ia l  la y o u t as a  s ta r t in g  so lu tio n .
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Step 11 W h ile  p e rfo rm in g  a ll th e se  s te p s , th e  feas ib le  so lu tio n  to  M P  g iv in g  
th e  b e s t  o b je c tiv e  v a lu e  is k e p t as th e  b e s t  so lu tio n . T h is  b e s t  so lu tio n  
is th e  so lu tio n  o f th e  S ta g e  2. T h e re  is no  in te rc e l l  m o v e m e n t b e tw e e n  
cells. If  a d d i t io n a l  in v e s tm e n t is d o n e  fo r an y  m a c h in e , th e n  g o to  S tag e  
•3 to  re d u c e  th is  co s t by  a llo w in g  in te rc e ll  m o v e m en ts .
4.4 Stage 3 - Allowing Intercell Movements
A t th e  e n d  of seco n d  s ta g e , th e  fo rm e d  cells a re  c o m p le te ly  in d e p e n d e n t  cells. 
A d d itio n a l in v e s tm e n t  m ig h t h av e  b een  m a d e  for so m e  m a c h in e s  to  fo rm  
c o m p le te ly  in d e i^ e n d en t cells. T h e  d e s ig n e r  m a y  allow  in te rc e l l  m o v e m e n ts  
to  re d u c e  th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co st. In te rc e ll  m o v e m e n ts  can  
a lso  in c re a se  th e  o v e ra ll p ro f it by  g iv in g  a  b e t te r  m a terie ll flow , a lth o u g h  th e y  
c o m p lic a te  th e  s c h e d u lin g  w ith in  cells. S u p p o se  th a t  a  i^art w ith  a  ro u te  {4- 
2-1} is a s s ig n ed  to  a  cell w h ich  h a s  a  la y o u t o f (1 -2-3-4). T h is  p a r t  m ak es  
tw o in tra c e l l  m o v es in  th a t  cell. B u t w h en  th is  p a r t  is a llo w ed  to  m a k e  an  
in te rc e l l  m o v e m e n t to  a n o th e r  cell h a v in g  a  la y o u t o f (2 -1 -5 ), to  b e  p ro cessed  
on rm ich ines 2 a n d  1, th e n  o n ly  1 in te rc e ll  m o v e m e n t is m a d e . A lso , th e  m a te r ia l  
flow in  th e  h r s t  cell is s im p lified .
A t th is  s ta g e , th e  log ic  b e h in d  th e  G R A S P  p ro c e d u re  is u sed . B u t  th is  t im e  
o n ly  o n e  s o lu tio n , th e  feas ib le  so lu tio n  fo u n d  in  S ta g e  1 o r S ta g e  2, is u sed  as 
an  in i t ia l  so lu tio n . B u t a t  e ach  s te p , th e  se le c tio n  of th e  c ilte rn a tiv e  is m a d e  
ra n d o m ly . T o  d e c re a se  th e  effect o f ra n d o m n e ss , th e  p ro c e d u re  is re p e a te d  for 
a  n u m b e r  o f i te ra t io n s .
T h e  s te p s  o f S ta g e  3 a re  as follow s:
Step 1 T a k e  th e  so lu tio n  o b ta in e d  a t  th e  e n d  o f S ta g e  2, g iv in g  th e
o b je c tiv e  v a lu e , as th e  in i t ia l  so lu tio n . T h e  p a r ts  m a k e  no  in te rc e ll 
m o v e m e n t, a n d  th e  cells a re  c o m p le te ly  in d e p e n d e n t.
Step 2 D e te rm in e  th e  a l te rn a t iv e  p a r ts  th a t  c an  m a k e  a n  in te rc e ll  m o v e m e n t.
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T h e  p a r ts ,  w h ich  a re  n o t m a k in g  an  in te rc e ll  m o v e m e n t a n d  u s in g  
th e  m a c h in e s  th a t  sh o u ld  b e  b o u g h t,  cire a llow ed to  m a k e  a n  in te rc e ll 
m o v e m e n t.
Step 3 A p a r t  сгш s ta y  in  its  cell, if  a  m a c h in e  is u sed  o n ly  by th is  p a r t .  
W h e n  th is  p a r t  m a k es  an  in te rc e ll  m o v e m e n t to  a n o th e r  cell fo r th e  sa m e  
m a c h in e  ty p e , th e  m a c h in e  can  b e  d ro p p e d  from  th e  cell. If  th e  re m a in in g  
m a c h in e s  a re  o f c e r ta in  p e rc e n ta g e  of th e  m a c h in e s  in  th e  p a r t ’s ro u tin g , 
th e n  th is  p a r t  c an  s ta y  in  its  cell a n d  m a k e  an  in te rc e ll  m o v e m e n t to  o th e r  
cells  h a v in g  th is  m a c h in e . T h e re  is no  p e rm is s io n  to  b u y  a  n ew  m a c h in e  
s in ce  th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t is tr ie d  to  b e  m in im iz e d .
A p a r t  c an  also  b e  a ss ig n ed  to  a n o th e r  cell, if it  sa tisf ie s  th e  fo llow ing  
c o n d itio n :
W O P ,-#m ach ines n e ed e d  ^  n 
NOPi — ^
W h e n  th e  p a r t  is a ss ig n ed  to  a n o th e r  cell, say  cell j j ,  it  is a llo w ed  to  
m a k e  a n  in te rc e l l  m o v e m e n t to  cells w h ich  h av e  th e  en o u g h  c a p a c ity  to  
p e r fo rm  th e  o p e ra t io n s  th a t  c a n n o t b e  p e rfo rm e d  in  cell j j .
Step 4 W h e n  p a r t  г, w h ich  w as u s in g  its  H '’' r o u te  in  c e l l j ,  is a ss ig n ed  to  cell 
j j ,  a n d  a llo w ed  to  m a k e  a n  in te rc e ll  m o v e m e n t to  cell j j j  in  o rd e r  to  be 
p ro c e s se d  w ith  its  rC'’ ro u te ,  th e  ch an g e  in  th e  o b je c tiv e  fu n c tio n  value  
is c a lc u la te d  as follow s:
•  C a lc u la t io n  o f m a te r ia l  h a n d lin g  co s t in  cells j  a n d  j j :
T h e  la.yout o f cell j  m a y  ch an g e , if  a  m a c h in e  is u sed  by  o n ly  o n e  
p a r t  ty p e . W h e n  th a t  p a r t  is a ss ig n ed  to  a n o th e r  cell, th is  m a c h in e  
w ill n o t b e  u sed  in  th e  cell a n y m o re . D ro p p in g  th e  m a c h in e  fro m  
cell j  ch an g es  th e  la y o u t o f th e  cell.
T h e  ch an g e  in  la y o u t e ffec ts  th e  M H C  of cell j.  If th e  la y o u t c lum ges, 
м н е  fo r cells sh o u ld  b e  c a lc u la te d  from  s c ra tc h .
N ew  M H C j =  Jji E r  HkeMRir ’ (1 ~  Ihij) · A ,,.j
If  th e  la.yout o f cell j  d oes n o t ch an g e , th e  new  M H C  is fo u n d  by 
s u b tr a c t in g  th e  m a te r ia l  h a n d lin g  co s t c a u se d  by  th e  p a r t  a ss ig n ed  
to  a n o th e r  cell f ro m  th e  o ld  M H C .
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N ew  м н е ,  =  O ld  м н е ,  -  Екемн.,,. EieMR,,,. h, · D, · (1 -  A-,;,.,) 
T h e  la y o u t o f cells j j  a n d  j j j  do  n o t ch an g e . B u t ,  now  in te rc e ll  
m o v e m e n ts  e x is t .  T h e  in te rc e ll  m a te r ia l  h a n d lin g  co s t is in c u rre d  to  
th e  cell t h a t  th e  p a r t  is a ss ig n ed .
N ew  MHCjj =  O ld  MHCjj  +  ( #  in te r-c e ll m o v es хЯ,: x 1Л) +  
{ Ф  in tra -c e ll  m o v e s x/r,· x D i )
N ew  м н е  jjj =  O ld  м н е  jjj +  ( #  in tra -c e ll  m o v e m e n ts  х/?гХТ>;) 
A sa m p le  c a lc u la tio n  for d e te rm in in g  th e  n u m b e r  o f in te rc e ll  a n d  
in tra c e l l  m oves is g iv en  below . S u p p o se  th a t  a  p a r t  w ith  a  ro u tin g  of 
{1 ,3 ,4 ,5 ) is a ss ig n ed  to  cell 1 w ith  la y o u t (2-4-5) a n d  m a k e s  in te rc e ll 
m o v e m e n t to  cell 2 for th e  o p e ra t io n s  on nicichines 1 a n d  3. T h e  
la y o u t o f cell 2 is (1-2-3). S in ce  m a c h in e  1 is in  cell 2, th e  p ro d u c tio n  
s ta r t s  in  th is  cell. T h e  n e x t m a c h in e  in  th e  ro u te ,  m a c h in e  3, is in  
cell 2 cigain. A n  in tra c e l l  m o v e  is m a d e  in  th is  cell. T h e  co s t is 
in c u rre d  to  th is  cell. F o r th e  n e x t o p e ra t io n  o n  m a c h in e  4, th e  p a r t  
goes to  cell 1. T h e  co s t o f in te rc e l l  m o v e  is in c u rre d  to  cell 1. In  cell 
1, n o  in tra c e l l  m o v e m e n t o c c u rs  b e tw e e n  m a c h in e s  4 a n d  5.
•  C a lc u la t io n  o f v a r ia b le  p ro d u c tio n  co s t in  cells j ,  j j  a n d  j j j :
T h e  v a r ia b le  p ro d u c tio n  co s t o f p a r t  i is s u lr tra c te d  fro m  th e  V P C  
of cell j .
N ew  VPCj =  O ld  VPCj -  PCj,,.
T h e  p ro d u c tio n  co s t for e ac h  o p e ra t io n  is in c u rre d  to  th e  cell in  
w h ich  th is  o p e ra t io n  is p e rfo rm e d .
N ew  VPCjj =  O ld  VPCjj +  p i'o tP ic tio n  co s t on
m a c h in e  к if  th e  o p e ra t io n  o n  m a c h in e  к is p e r fo rm e d  in  cell jj]
N ew  VPC jjj =  O ld  VPC jjj + [JlkeMRi,.,. p ro d u c tio n  co s t on  
m a c h in e  к if  th e  o p e ra t io n  on m a c h in e  к is p e r fo rm e d  in  cell j j j  •
• C a lc u la t io n  o f S P R M  in  cells j ,  j j ,  j j j .
T h e  g a in , d iffe ren ce  b e tw e e n  th e  m o n e y  e a rn e d  by  se llin g  th e  pcirt 
a n d  th e  raw  m a te r ia l  co s t, sh o u ld  b e  d iv id e d  b e tw e e n  cells j j  an d
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j j j .  T h e  g a in  fo r o n e  cell is p ro p o r tio n a l w ith  th e  p ro d u c tio n  co st 
in c u rre d  for th e  p a r t  in  th a t  cell.
N ew  S P R M j =  O ld  S P R M j -  TSPi
N ew  S P R M jj =  O ld  S P R M ,, +  ГPCi.rr-WIPi,rr.iiPC,,,;
N ew  SPRM ,·,·, =  O ld  S P R M ,j,, +  ■ TSP,
• C a lc u la t io n  o f p ro fit o f cells
TP,· =  N ew  S P R M ^ -  N ew  Ѵ Р С , -  N ew  M H C „  for a ll cells.
•  C a lc u la t io n  of ch an g e  in  a d d i t io n a l  m a c h in e  in v e s tm e n t co st
{¿AM icy.
In  cell j ,  so m e m a c h in e s  m a y  n o t b e  n e ed e d  a n y m o re  w h en  th e  p a r t  
is a ss ig n ed  to  a n o th e r  cell. If a d d i t io n a l  m a c h in e  in v e s tm e n t  w as 
d o n e  fo r th e se  m a c h in e s , th e  M IC  te rm  in  th e  o b je c tiv e  fu n c tio n  
d ec re a se s  by  th e  a m o u n t of th e  m o n e y  sp e n d  for th e  m a c h in e s  
( M IC l) .  N o n ew  m a c h in e s  can  be b o u g h t. So, th e  ch an g e  in  
a d d i t io n a l  m a c h in e  in v e s tm e n t co s t is:
¿AMIC =  MICl
T h e  o b je c tiv e  o f fo rm in g  p ro f ita b le  cells is v e ry  im p o r ta n t .  So th e  p ro fit 
o f e ac h  cell is c o n tro lle d  to  see w h e th e r  it  sa tisfies  th e  low p ro fit level 
c o n s tr a in t .  If th is  c o n s tra in t  is sa tis f ied  by  cells j ,  j j  a n d  jjj., th e  ch an g e  
in  o b je c tiv e  fu n c tio n  v a lu e  for a l te rn a t iv e  { i , r r , j j , j j j )  c an  b e  c a lc u la te d  
as follow s:
^Obji,rr,jj,nj =  N ew  T P j  -  O ld  TP,· +  N ew  T P , - j -  O ld  TP,·,·
+  N ew  TP j j j -  O ld  T P , , ,  +  A M IC  
F or e ac h  a l te rn a t iv e ,  r e c a lc u la te  th e  AObj.
Step 5 F o rm  th e  c a n d id a te  lis t . If
liicix {AObj{j.,.jjjjjj A O b j i i , j j j '  ^  i-t ■ Obj
is s a tis f ie d , th e  a l te rn a t iv e  (¿', r r ' ,  can  e n te r  to  th e  c a n d id a te
lis t .
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Step 6  If  n o  a l te rn a t iv e  can  b e  fo u n d , g o to  S te p  9; e lse , se lec t o n e  o f th e  
a l te rn a t iv e s  fro m  th e  c a n d id a te  lis t ra n d o m ly .
Step 7 F ix  th e  ch an g es  for th e  s e le c te d  a l te rn a t iv e .  T h e  se le c te d  p a r t  i* m ak es  
in te rc e l l  m o v e m e n t b e tw e e n  cells jj*  a n d  j j j*  to  b e  p ro c e sse d  w ith  its  
?’r * th  ro u te .  М Ы С , V P C , S P R M  a n d  T P  of cells a re  fo u n d  a f te r  th e  
la y o u t is d e te rm in e d  in  cell j* .
Step 8  R e tu rn  b ack  to  S te p  2 to  sea rc h  th e  n e ig h b o rh o o d  o f th e  c u r re n t 
so lu tio n .
Step 9 In c re a se  i te r a t io n  n u m b e r  l)y 1. If i te r a t io n  n u m b e r  is g re a te r  th a n  
th e  m a x im u m  i te r a t io n  n u m b e r , g o to  S te p  10, e lse  g o to  S te p  1.
Step 10 W h ile  p e rfo rm in g  a ll th e se  s te p s , th e  so lu tio n  g iv in g  th e  b e s t 
o b je c tiv e  v a lu e  is k e p t as th e  b e s t so lu tio n .
If th e  b e s t  so lu tio n  fo u n d  a t  th e  e n d  o f th is  s ta g e  h as  a n  o b je c tiv e  va lu e  
sm ellier th a n  th e  o b je c tiv e  v a lu e  of th e  so lu tio n  fo u n d  a t  th e  e n d  of S ta g e  2, it 
c an  b e  c o n c lu d e d  th a t  a llo w in g  an  in te rc e ll  m o v e m e n t is n o t p ro f ita b le .
4.5 Summary
In  th is  c h a p te r ,  a  lo ca l sea rc h  h e u r is t ic  s tr u c tu re d  a ro u n d  an  M IP  m o d e l is 
p ro p o se d . T h e  p ro p o se d  a lg o r i th m  firs t finds a n  in i t ia l  so lu tio n  by  so lv in g  th e  
R S P . If  th is  so lu tio n  is a  feas ib le  o n e  for th e  o r ig in a l p ro b le m , th e n  w e p ro c e e d  
to  th e  th i r d  s tag e . O th e rw ise , we em p lo y  a  lo ca l sea rc h  h e u r is t ic  b a se d  on  th e  
G R A S P  a lg o r i th m  to  fin d  th e  b e s t  feas ib le  so lu tio n  to  M P  in  th e  seco n d  s tag e . 
T h e  fo rm e d  cells a t  th e  e n d  o f th e  seco n d  s ta g e  a re  c o m p le te ly  in d e p e n d e n t.  In  
th e  th i r d  s ta g e  o f th e  a lg o r i th m , in te rc e ll  m o v e m e n ts  a re  in t ro d u c e d  to  d e c re a se  
th e  a d d i t io n a l  m a c h in e  in v e s tm e n t .
T h e  effic ien cy  of th e  a lg o r i th m  is te s te d  by  u s in g  a  s e t o f r a n d o m ly  g e n e ra te d  
p ro b le m s . In  n e x t  c h a p te r ,  th e  e x p e r im e n ta l  d es ig n  of th e  p ro p o se d  a lg o r i th m  
w ill b e  d iscu ssed .
Chapter 5
Experimental Design
T h e  re la x e d  M IP  s u b p ro b le m  is so lv ed  u s in g  C P L E X  M IP  so lver. S in ce  vve 
use  th e  C la n g u a g e  to  co d e  th e  p ro p o se d  a lg o r i th m , we can  call C T L E X , so lve 
th e  re la x e d  s u b p ro b le m , ta k e  th e  re s u lts  a n d  im p le m e n t th e  a lg o r i th m  w ith o u t 
an y  in te r ru p t io n .  T h e  co d e  is co m p ile d  w ith  G n u  C c o m p ile r  a n d  th e  p ro b le m  
is .solved o n  a  S p a rc  S ta t io n  10 u n d e r  S u n O S  5.4.
T h e  e x p e r im e n ta l  s e t t in g  is e x p la in e d  in  §5.1. T h e  c o m p u ta t io n a l  re su lts  
a re  p re s e n te d  a n d  su m m a riz e d  in  §5.2 a n d  §5.3, re sp ec tiv e ly .
5.1 Experimental Setting
In  th e  p ro p o se d  a lg o r i th m , th e re  a re  tw o  m a in  p a r ts .  T h e  firs t p a r t ,  w h ich  
in c lu d e s  th e  f irs t a n d  seco n d  s tag es  o f th e  a lg o r i th m , is u sed  to  find  a  so lu tio n  
for th e  m a th e m a t ic a l  m o d e l p ro p o se d  in  C h a p te r  3. T h e  seco n d  p a r t ,  w h ich  
c o rre sp o n d s  to  th e  th i rd  s ta g e  of th e  a lg o r i th m , is u sed  to  p ro v id e  an  a l te rn a t iv e  
so lu tio n  w ith  in te rc e ll  m o v e m e n ts . T h e re  a re  fo u r e x p e rim en te ll fa c to rs  th a t  
w ill be  u sed  fo r th e  f irs t pcirt o f th e  c ilgo rithm . F iv e  e x p e r im e n ta l  fa c to rs  w ill 
be  u sed  fo r th e  seco n d  p a r t  in  w h ich  in te rc e ll  m o v e m e n ts  a re  in tro d u c e d .
T h e  e x p e r im e n ta l  fa c to rs  w h ich  c an  b e  seen  in  T a b le  5.1 a re  s u m m a riz e d
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F a c to rs D efin itio n L evel 1 L evel 2
A (n ,m ) (20 ,6 ) (40 ,10)
B P ro d u c tio n  co st
■^irk
U N [2.5 ,3 .5] if r  =  1 
C,2,[k] =  1-2 · if r =  2
U N [2.0 ,4 .0] if?· =  1 
Ci,2,[h] =  1.2 · if r =  2
C hjCi r a t io 0..3 0.6
D A d d itio n a l M IC U N [1400,1600] U N  [400,2600]
E Hjli r a t io 1.25 1.5
T a b le  5.1: E x p e r im e n ta l  D esig n  F a c to rs
as follow s:
•  T h e  n u m b e r  o f p a r ts  a n d  th e  m a c h in e  ty p e s  d e te rm in e  th e  size  of th e  
p ro b le m , d e n o te d  as F a c to r  A. A s th e y  in c re a se , th e  cell fo rm a tio n  
p ro b le m  g e ts  h a rd e r .
•  T h e  seco n d  fa c to r , th e  p ro d u c tio n  co s t, a ffec ts  th e  ro u te  s e le c tio n  for 
p a r t .  I t  is a lso  u sed  for d e te rm in in g  th e  in te rc e ll  a n d  in tra c e l l  m a te r ia l  
h a n d lin g  co sts .
•  T h e  th i r d  fa c to r  g ives th e  h/C\ r a tio ,  w h ere  hi is th e  in trc ice ll m a te r ia l  
h a n d lin g  co s t p e r  u n it  a n d  Ci^ i is th e  to ta l  p ro d u c tio n  co s t o f p a r t  i p e r  
u n it  p e r  o p e ra t io n  w h en  i t  is p ro d u c e d  w ith  its  firs t ro u te ,  su ch  th a t
C'm
E .k  Ç A/ /7 j ^ t ’ , 1  , A :  ■ ' ^ 1 , 1  ,k
NO Pi
T h e  m a te r ia l  hcind ling  co s t affec ts  th e  d ec is io n  o f b u y in g  a d d itio n a l 
m a c h in e s  a n d  lo c a tio n  of th e m  in  cells.
•  T h e re  is a  re la tio n s h ip  b e tw e e n  m a te r ia l  h a n d lin g  a n d  m a c h in e  in v e s t­
m e n t  co s ts . T h e y  a ffec t th e  d ec is io n  for a d d i t io n a l  in v e s tm e n t .  T h e re fo re , 
th e  v a r ia b il i ty  o f a d d i t io n a l  m a c h in e  in v e s tm e n t co s t is u sed  as a n o th e r  
fa c to r  to  find  th e  re la tio n  b e tw e e n  th e se  tw o  co s t te rm s .
•  T h e  f if th  fa c to r ,  F a c to r  E , c o rre sp o n d s  to  th e  H/h r a tio ,  w h ere  Hi is th e  
in te rc e l l  m a te r ia l  h a n d lin g  co s t p e r  u n it .  T h is  fa c to r  is u sed  in  th e  seco n d  
p a r t .  In te rc e ll  m a te r ia l  h a n d lin g  co s t to g e th e r  w ith  th e  in tra c e l l  m a te r ia l  
h a n d lin g  co s t, a ffec ts  th e  n u m b e r  o f in te rc e ll  m oves th a t  can  b e  allow ed .
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P a r ts  (R o u te )
1-7 (1)
( 2 )
8-14 (1)
( 2 )
15-20 (1)
M ac h in e  ty p e s
0.3
0.25
0.05
0. 1
0.15
0.3
0.25
0.05
0.1
0.15
3
0.15
0.15
0.3
0.25
0.05
(2) 0.15 0.15 0.1 0.1 0 .25 0.25
0.15
0.15
0.3
0.25
0.05
0.05
0.1
0.15
0.15
0.3
0.05
0.1
0.15
0.15
0.3
T a b le  5.2: P ro b a b il i ty  of s e le c tin g  a  m a c h in e  for level 1 of fa c to r  A
T h e  e x p e r im e n ta l  d es ig n  is a  2'* full fa c to r ia l d es ig n  w ith  th e  f irs t fo u r  fa c to rs  
for th e  f irs t p a r t .  W h e n  th e  seco n d  pcirt o f th e  a lg o r i th m  is im p le m e n te d  by 
ta k in g  th e  so lu tio n  fo u n d  in  th e  firs t p a r t ,  F a c to r  E  is a lso  a d d e d  to  th e  firs t 
fo u r fa c to rs . T h e  e x p e r im e n ta l  d es ig n  b eco m es 2'^  fu ll f iic to ria l d es ig n  for th is  
p a r t .  T h e re  a re  2 levels for e ach  fa c to r . F o r th e  2‘‘ fu ll f a c to r ia l d es ig n , 48 
ra n d o m ly  g e n e ra te d  p ro b le m s  a n d  for th e  2® fu ll f a c to r ia l d e s ig n , 96 ra n d o m ly  
g e n e ra te d  p ro b le m s  a re  so lv ed  by  u s in g  th e  p ro p o se d  a lg o r i th m .
T h e  p a ra m e te r s  u sed  in  th e  e x p e r im e n ta l  d es ig n  a re  se le c te d  as follow s:
•  T h e  n u m b e r  o f m a c h in e  ty p e s  in  a  p a r t ’s ro u tin g  is s e le c te d  ra n d o m ly  
fro m  th e  in te g e r  in te rv a l UN[2,.3], su ch  th a t  NOPi ~  UN[2,3].
•  T h e  n u m b e r  o f ro u te s  fo r a  p a r t  is r a n d o m ly  se le c te d  fro m  th e  in te g e r  
in te rv a l U N [1 ,2], su ch  th a t  Ri ~  i / iV [ l ,2 ] .
•  T h e  m a c h in e  ty p e s  fo r th e  ro u tin g s  o f p a r ts  a re  s e le c te d  w ith  c e r ta in  
p ro b a b il i t ie s .  T h e s e  p ro b a b il i t ie s  c an  b e  seen  in  T ab le s  5.2 a n d  5.3. 
F o r e x a m p le , in  T a b le  5 .2 , fo r th e  f irs t ro u te  o f p a r ts  1 th ro u g h  7, th e  
m a c h in e s  1, 2, 3, 4 , 5 a n d  6 a re  s e le c te d  w ith  p ro b a b il i t ie s  0 .3 , 0 .3 , 0 .15, 
0 .15, 0 .05 a n d  0 .05, re sp ec tiv e ly .
•  T h e  p ro c e ss in g  t im e  in  th e  m a c h in e  fo r p a r t  i u s in g  ro u te  r is 
r a n d o m ly  se le c te d  fro m  th e  in te g e r  in te rv a l U N [1,5], su ch  th a t  ~  
UN[1J:>].
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M ac h in e  types
P a r ts  (R o u te ) 5 6 10
1-8 ( 1) 0.24 0.24 0.14 0.14 0.06 0.06 0.04 0.04 0.02 0.02
( 2) 0.2 0.2 0.12 0.12 0.08 0.08 0.06 0.06 0.04 0.04
9-16 (1) 0.02 0.02 0.24 0.24 0.14 0.14 0.06 0.06 0.04 0.04
( 2 ) 0.04 0.04 0.2 0.2 0 . 1 2 0. 1 2 0.08 0.08 0.06 0.06
17-24 (1) 0.04 0.04 0.02 0.02 0.24 0.2^ 0.14 0.14 0.06 0.06
( 2 ) 0.06 0.06 0.04 0.04 0.2 0.2 0 . 1 2 0 . 1 2 0.08 0.08
2.5-.32 (1) 0.06 0.06 0.04 0.04 0.02 0 .0 2 0.24 0.24 0.14 0.14
( 2) 0.08 0.08 0.06 0.06 0.04 0.04 0.2 0.2 0. 1 2 0. 1 2
33-40 (1) 0.14 0.14 0.06 0.06 0.04 0.04 0.02 0.02 0.24 0.24
( 2) 0.12 0.12 0.08 0.08 0.06 0.06 0.04 0.04 0.2 0.2
T a b le  5.3; P ro b a b il i ty  o f se le c tin g  a  m a c h in e  for level 2 o f fa c to r  A
•  T h e  w eek ly  d e m a n d  fo r p a r t  i is se le c te d  fro m  th e  in te g e r  in te rv a l 
U N [100,200], su ch  th a t  A  - -  6 /fV [100,200].
•  T h e  n u m b e r  o f av a ila b le  m a c h in e s  a re  d e te rm in e d  by c o n s id e rin g  th e  
m a c h in e s ’ c a p a c it ie s  n e ed e d  to  p ro d u c e  a ll th e  p a r ts  w ith  th e ir  firs t 
ro u tin g s . B e ca u se  w h en  m a c h in e  c a p a c it ie s  a re  n o t c o n s id e re d , a  h ig h  
a m o u n t of m a c h in e  in v e s tm e n t co s t m a y  b e  n eed e d  to  s a tis fy  th e  d e m a n d . 
L e t ’s say, pk is th e  n u m b e r  o f m a c h in e s  o f ty p e  k n e e d e d  to  p ro d u c e  th e  
p a r ts  w ith  th e ir  f irs t ro u te s . If a t  m o s t o n e  m a c h in e  o f tyi:>e k is n eed e d , 
th e  n u m b e r  o f av a ila b le  m a c h in e s  o f ty p e  k is s e le c te d  ra n d o m ly  from  
in te g e r  in te rv a l \JN[pk.,pk +  1]· If m o re  th a n  o n e  m a c h in e  is n e e d e d , th e  
n u m b e r  is ra n d o m ly  se le c te d  fro m  in te g e r  in te rv a l UN[/9;i: — l,pk +  1].
MAk ~  U N [pa,',/>/c +  1] if pk =  0 ,1  
MAk ~  UN[/9a,· -  l,pfc +  1], o th e rw ise , 
w h e re  pk =
•  A t m o s t 6 m a c h in e s  m a y  e x is t in  each  cell, i.e . CSj =  6.
•  p is th e  u p p e r  l im it  on  th e  n u m b e r  o f cells t h a t  c an  b e  o p e n e d . T h e  
a v a ila b le  m a c h in e s  m a y  n o t b e  en o u g h  to  p ro d u c e  a ll p a r ts .  A d d itio n a l
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m a c h in e s  m a y  b e  re q u ire d  to  sa tis fy  d e m a n d . So, th e  m a x im u m  n u m b e r  
o f cells is d e te rm in e d  as follow s:
P = \ e ---- 1 +· ·^
•  A v a ila b le  c a 2:>acity o f a  m a c h in e , Ak, is 2000 m in /w e e k .
•  M in im u m  u ti l iz a t io n  level fo r e ach  m a c h in e  is 10% o f a v a ila b le  c ap a c ity , 
i.e . akj =  0.1 * Ak-
• W h e n  a  p a r t  is so ld , th e  jDi'ice of th e  i^art sh o u ld  b e  g re a te r  th a n  th e  
l^ ro d u c tio n  co s t in  o rd e r  to  m a k e  iDrofit. T h e re fo re , th e  se llin g  p r ic e  of 
a  p a r t  is ta k e n  as 130%  of th e  v a ria b le  p ro d u c tio n  co s t o f its  h r s t  ro u te . 
R aw  m a te r ia l  co s t is 5%  o f th e  s a m e  co s t.
SPi =  1-30 · Y^ keMRa i^ik ■ Ciik
R M i  =  0.05 · Y k e M R i i  L i k  · Cti/t
•  T h e re  is a  m in im u m  i^rofit level fo r e ach  cell, LPj  ^ su ch  th a t
L P ,=
(SPi-RM,-Y^ * i^lk ’^ilk)'Ri
■ 0 .25
T h e  lo ca l sea rc h  p a ra m e te r s ,  0 a n d  a re  ta k e n  as 0.3 a n d  0 .1 , re sp ec tiv e ly , 
for a ll ra n d o m ly  g e n e ra te d  p ro b le m s . T h e  n u m b e r  of o p e ra t io n s  in  a  p a r t ’s 
ro u tin g  is c o n s id e re d  w h ile  w e a re  d e te rm in in g  0. T h e  p a r ts  h av e  2 o r 3 
o p e ra t io n s  in  th e ir  ro u tin g s  in  th e  g e n e ra te d  p ro b le m s . T h e  non -n eg citiv e  0 
valu es  s m a lle r  th a n  0 .33 g u a ra n te e  th a t  a t  le a s t o n e  m a c h in e  is fo u n d  in  a  
p ro m is in g  cell. Z ero  is n o t ta k e n  as 0 in  o rd e r  n o t to  in c re a se  th e  se a rc h  sp ace  
to o  m u c h  w h ich  m a y  d e c re a se  th e  effic iency  o f th e  a lg o r i th m . A v a lu e  w h ich  is 
g re a te r  th a n  0.33 is n o t ta k e n  in  o rd e r  to  t r y  a ll th e  a l te rn a t iv e s  t h a t  can  be  
p ro m is in g . W h ile  d e te rm in in g  th e  ¡.i v a lu e , w e h a v e  tr ie d  d iffe re n t v a lu es  such  
as 0 .01, 0 .05 , 0.1 a n d  0.2. S ince  th e  effect o f ¡x v a lu e  is n o t so s ig n if ic a n t on 
th e  p e r fo rm a n c e  m e a su re s , w e h av e  se le c te d  0.1 for th e  re s t o f c o m p u ta t io n a l  
e x p e r im e n ts .
T h e  m a x im u m  n u m b e r  o f cells t h a t  can  b e  o p e n e d , p, is d e te rm in e d  a  p rio ri. 
I t  is k n o w n  th a t  cell fo rm a tio n  p ro b le m  is se n s itiv e  to  m a x im u m  n u m b e r  of
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cells. T h e re fo re  we se t p to  a  re a s o n a b ly  h ig h  v a lu e  so th a t  it  d o es  n o t b eco m e  
a  th ig h t  c o n s tr a in t .  W h e n  w e look  a t  th e  re s u lts  o f th e  ru n s , th e  n u m b e r  of 
cells t h a t  a re  o p e n e d  is u su a lly  p — 1. O n ly  in  a  few n u m b e r  o f ru n s , p va lue  
is reciched. A lso , th e  p ro fit levels  o f cells a re  q u ite  fa r  fro m  th e  m in im u m  
p ro fit lev e ls  for cells, LPj v a lu es, s in ce  LPj Vcxlues a re  d e te rm in e d  by u s in g  
th e  p va lu es. H ig h e r  LPj valu es  m a y  d e c re a se  th e  n u m b e r  of cells  th a t  can  be  
o p en ed .
E ac h  co s t te rm  in  th e  o b je c tiv e  fu n c tio n  a n d  th e  o b je c tiv e  fu n c tio n  va lu e  
a re  u sed  as p e r fo rm a n c e  m e a su re s . T h e  co s t te rm s  in  th e  o b je c tiv e  fu n c tio n  a re  
to ta l  m a te r ia l  h a n d lin g  co s t (T M H C ), to ta l  v a r ia b le  p ro d u c tio n  co s t (T V P C ) , 
d iffe ren ce  b e tw e e n  to ta l  re v e n u e  a n d  raw  m a te r ia l  co s t (T S P R M ), th e  su m  of 
in d iv id u a l p ro fits  o f cells w ith o u t co n s id e rin g  a d d i t io n a l  m a c h in e  in v e s tm e n t 
co s t (T P R )  a n d  th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t (M IC ). T o  e v a lu a te  
th e  p e r fo rm a n c e  o f a  h e u r is t ic ,  th e  b e s t w ay  is c o m p a rin g  th e  so lu tio n  o f th e  
h e u r is t ic  w ith  th e  o p tim u m  valu e . T h e  re la tiv e  d iffe ren ce  b e tw e e n  th e  tw o 
so lu tio n s  is a n o th e r  p e rfo rm a n c e  m e a su re . In  th e  firs t p a r t  o f th e  e x p e r im e n ta l  
d es ig n , w e h a v e  o b ta in e d  a n  o p tim a l  so lu tio n  for so m e fa c to r  c o m b in a tio n s  by 
so lv in g  a n  M IP  m o d e l. T h e  la s t p e rfo rm a n c e  m e a su re  is th e  c o m p u ta t io n  tim e . 
T h e  re s u lts  c an  b e  fo u n d  in  th e  fo llow ing  sec tio n .
5.2 Experimental Results
T h e  e x p e r im e n ta l  re s u lts  w ill b e  a n a ly z e d  in  tw o  p a r ts ,  s in ce  th e re  a re  tw o  
e x p e r im e n ta l  d es ig n s  for th e  f irs t a n d  seco n d  p a r ts  o f th e  a lg o r i th m .
5.2.1 Part 1: No Intercell Movement
In  th e  f irs t p a r t  o f th e  a lg o r i th m , th e  f irs t tw o  s tag es  of th e  a lg o r i th m  a re  
so lved . In  th e  f irs t s ta g e , th e  la y o u t a n d  th e  low  u ti l iz a t io n  level c o n s tr a in ts  o f 
th e  m a in  p ro b le m  a re  re la x e d  a n d  th e  re la x e d  s u b p ro b le m  is so lved  by  u sing
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R un F actors (B C D ) R elaxed  p rob lem  ob j. F in a l S o lu tion UB* or O P T % G A P
01 (000 ) 26182
(4 .4 9 )
24677
(1 8 7 2 .6 4 )
24677
(5 6 3 9 .2 4 )
0%
02 (00 1 ) 26182
(5 .7 1 )
24677
(2 3 6 2 .3 0 )
24677
(6 1 9 5 .0 5 )
0%
0.3 (010 ) 23588
(1 3 0 .6 4 )
21109
(7 2 4 .7 9 )
211.54
(1.5:367.71)
0.21%
04 ( O il) 23588
(9 5 .2 4 )
211.56
(9 8 7 .4 9 )
21467
(3 5 8 9 .9 7 )
1.4.5%
05 (100 ) 26332
(4 .1 4 )
24700
(1 9 7 0 .4 3 )
24798
(5.574.24)
0.40%
06 (10 1 ) 26332
(3.8.3)
24700
(2 3 4 4 .2 2 )
24798*
(7 2 2 4 .8 3 )
0.40%
07 (110 ) 23672
(2 2 3 .2 6 )
21074
(7 3 7 .0 3 )
21.549*
(1 0 7 8 5 .2 9 )
2.20%
08 (11 1 ) 23672
(1 2 4 .1 8 )
21.337
(1 0 2 2 .2 4 )
216.37
(6393.3.5)
1..39%
T a b le  5.4: R e p lic a t io n  1 fo r 20 p a r ts  a n d  6 m a c h in e  ty p e s
C P L E X . In  th e  seco n d  s ta g e , th e  so lu tio n  of th e  R S P , w h ich  is in fea s ib le  for 
M P , is ta k e n  as cin in i t ia l  so lu tio n  a n d  th e  n e ig h b o rh o o d  o f th e  so lu tio n  is 
se a rc h e d  to  f in d  a  feas ib le  so lu tio n  to  M P.
In it ia lly , w e w ill d iscu ss  th e  c o m p u ta t io n a l  re s u lts . T h e  fo llow ing  
p e r fo rm a n c e  m e a su re s  a re  u sed  to  e v a lu a te  th e  q u a li ty  of th e  a lg o rith m :
•  G A P  (% ): T h e  re la tiv e  d iffe ren ce  Ije tw een  th e  o b je c tiv e  fu n c tio n  va lue  
o b ta in e d  b}  ^ th e  a lg o r i th m  a n d  a n  u p p e r  b o u n d  o r o p tim a l  so lu tio n  to  
th e  o r ig in a lly  p ro p o se d  M IP  m o d e l, M P.
•  C oiT q5utation  t im e  (in  seco n d s): T h e  c o m p u ta tio n  tim e s  fo r so lv in g  th e  
f irs t a n d  seco n d  s ta g e s  of th e  a lg o r i th m  a n d  for fin d in g  a n  u p p e r  b o u n d  
to  th e  m a in  p ro b le m .
P 'irs t, th e  re s u lts  for 20 p a r t  ty p e s  a n d  6 m a c h in e  ty p e s  w ill b e  d iscu ssed . 
O n e  re p lic a t io n  for e ig h t fa c to r  c o m b in a tio n s  c an  b e  seen  in  T a b le  5.4.
In  th e  seco n d  c o lu m n  o f th e  ta b le ,  th e  fa c to r  c o m b in a tio n s  of th e  ru n s  
a re  g iv en . In  th e  th i r d  co lu m n  w ith  th e  h e a d in g  ‘re la x e d  p ro b le m  o b j ’, th e  
o b je c tiv e  fu n c tio n  va lu es  o b ta in e d  b y  so lv in g  th e  re la x e d  s u b p ro b le m  a n d  th e
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c o m p u ta t io n a l  t im e s  for so lv in g  th e m  a re  fo u n d . T h e  so lu tio n s  a re  feas ib le  for 
R S P , b u t  n o t fe a s ib le  for th e  m a in  p ro b le m  in  te rm s  of la y o u t o r th e  u tilizc itio n  
levels o f m a c h in e s . B u t ,  th e  so lu tio n  of R S P  is an  u p p e r  b o u n d  to r M P . T h e  
o p tim u m  o b je c tiv e  fu n c tio n  v a lu e  for M P  sh o u ld  b e  less th a n  o r eq m d  to  th is  
va lu e . F o r e x a m p le , in  th e  h r s t  ru n  for fa c to r  c o m b in a tio n  (0 0 0 ), th e  o b je c tiv e  
fu n c tio n  v a lu e  fo u n d  by  so lv in g  R S P  is 26182. A lth o u g h  th e  t im e  to  find  th is  
■solution is v e ry  s h o r t ,  4 .49 .seconds, th e  so lu tio n  is n o t feas ib le  for M P. If i t  
w ere feas ib le , it  w ou ld  b e  th e  o p tim a l  so lu tio n .
T h e  seco n d  s ta g e  o f th e  a lg o r i th m  is u sed  to  h u d  a  fea s ib le  so lu tio n . T h e  
so lu tio n  o f R S P  is ta k e n  as a n  in i t ia l  so lu tio n  a n d  a  lo ca l sea rc h  h e u r is t ic  is 
a p p lie d  in  th is  s tag e . T h e  v a lu es  in  th e  fo u r th  c o lu m n , ‘h n a l s o lu t io n ’, a re  
th e  o b je c tiv e  fu n c tio n  v a lu es  o b ta in e d  a t  th e  e n d  of th e  seco n d  s ta g e  a n d  th e  
c o rre sp o n d in g  c o m p u ta t io n  tim e s . T h e  o b je c tiv e  fu n c tio n  Vcilues o f th e  reh ix ed  
p ro b le m  a re  la rg e r  th a n  th e  o b je c tiv e  fu n c tio n  v a lu es  of th e  so lu tio n s  fo u n d  by 
th e  c ilg o rith m . T h is  is e x p e c te d , s in ce  th e  so lu tio n  o f R S P  is in fea s ib le  for M P. 
A g a in  for th e  f irs t ru n , w h en  th e  seco n d  s ta g e  o f th e  a lg o r i th m  is im p le m e n te d , 
a  fea s ib le  so lu tio n  to  M P  w ith  a n  o b je c tiv e  fu n c tio n  v a lu e  o f 24677 is fo u n d . 
T h e  c o m p u ta t io n  t im e  o f th e  seco n d  s ta g e  is 1872.64 seco n d s . T h e  to ta l  
c o m p u ta t io n  t im e  of th e  a lg o r i th m  w h ich  is th e  su m  of th e  c o m p u ta t io n  tim e s  
of th e  f irs t a n d  seco n d  s ta g e s , is 1877.13 seco n d s  for th is  ru n . B u t ,  it  is n o t 
k n o w n  w h e th e r  th e  so lu tio n  fo u n d  a t  th e  e n d  of th is  s ta g e  is o p tim u m  for M P  
o r n o t.
T h e  va lu es  in  th e  n e x t  co lu m n  o f th e  s a m e  ta b le ,  ‘U B  o r O P T ’, a re  th e  new  
u p p e r  b o u n d s  o r th e  o p tim a l  so lu tio n s  for M P  th a t  a re  c a lc u la te d  as follows:
W h e n  th e  re la x e d  s u b p ro b le m  w as so lv ed , it w as s ta te d  th a t  th e  so lu tio n  
fo u n d  a n  u p p e r  b o u n d  for th e  m a in  p ro b le m . W h e n  new  c o n s tra in ts  a re  a d d e d  
to  R S P , t ig h te r  u p p e r  b o u n d s  o r th e  o p tim u m  so lu tio n  fo r M P  c a n  be fo u n d . 
W e firs t a d d  th e  low u ti l iz a t io n  level c o n s tra in t  to  R SP. W h e n  th e  R S P  is 
so lv ed , th e  m a c h in e s  lo c a te d  b e fo re  a n d  a f te r  a  m a c h in e  can  b e  o f th e  sam e  
ty p e , i.e . la y o u t of fo rm  (1-2-1). T o p re v e n t su ch  k in d  of la y o u ts , th e  fo llow ing  
se t o f c o n s tra in ts  a re  a d d e d  to  th e  p ro b le m .
CHAPTER 5. EXPERIMENTAL DESIGN 64
f^ klj +  βΐΐί] ^  1 VkJ, j (24)
B y  a d d in g  th is  se t o f c o n s tra in ts ,  w e m a y  find  an  o j^ tim u m  so lu tio n  o r a t  
le a s t o b ta in  a  t ig h te r  u p p e r  b o u n d . If th e  so lu tio n  is in fe a s ib le , we can  ad d  
new  c o n s tra in ts  to  th e  m o d e l in  o rd e r  to  p re v e n t la y o u ts  of fo rm s (1 -2 -3-1), 
(1 -2 -3 -4 -1 ), e tc . B u t th is  in c re a se s  th e  size  of th e  p ro b lem . S o lv in g  th e se  
p ro b le m s  m a y  n eed  m o re  c o m p u ta t io n  t im e  thcui so lv in g  th e  M P . In  th e se  
ru n s , o n ly  th e  u t i l iz a t io n  level c o n s tra in ts  a n d  th e  c o n s tr a in t  (2 4 ), to g e th e r  
w ith  R S P , a re  u sed  to  find  t ig h te r  u p p e r  b o u n d s  to  M P  th a n  R S P  p ro v id es , 
as sh o w n  in th e  fifth  co lu m n . F o r e x a m p le , ag a in  in  th e  firs t ru n ,  a  so lu tio n  
is fo u n d  in  5639.24 seco n d s w ith  an  o b je c tiv e  fu n c tio n  v a lu e  of 24677. T h is  
so lu tio n  is th e  o p tim a l  so lu tio n  for M P  a n d  is e x a c tly  th e  s a m e  so lu tio n  fo u n d  
by  th e  a lg o r i th m . T h e  o p tim u m  so lu tio n  w as fo u n d  by  th e  a lg o r i th m  in  1877.13 
seco n d s  w h ich  is a lm o s t o n e  th i rd  of 5639.24 seco n d s. A lth o u g h  th e  o p tim u m  
so lu tio n  is fo u n d  in  th is  case  by  so lv in g  th e  R S P  w ith  a d d i t io n a l  c o n s tra in ts ,  
th e re  is no  g u a ra n te e  for fin d in g  th e  o p tim a l  so lu tio n . For e x a m p le , in  th e  s ix th  
ru n  of th e  f irs t r e p lic a t io n , a  new  u p p e r  b o u n d  is fo u n d  by  th e  p ro p o se d  m o d e l, 
R S P  w ith  a d d i t io n a l  c o n s tra in ts .  T h e  u p p e r  b o u n d  is 24978 w h ich  is fo u n d  in  
7224.83 seco n d s . T h is  is a g a in  in fea s ib le  for M P . B u t th e  a lg o r i th m  o b ta in e d  a  
fea s ib le  so lu tio n  w ith  o b je c tiv e  fu n c tio n  v a lu e  o f 24700 in  a  c o m p u ta t io n  t im e  
of 2348.05 seco n d s  w h ich  is ag a in  s ig n ific an tly  less th a n  th e  t im e  re q u ire d  to  
so lve  th e  p ro b le m  w ith  a d d i t io n a l  c o n s tra in ts .
T h e  la s t  co lu m n  in  th e  ta b le  is th e  p ercen ta .g e  d iffe ren ce  b e tw e e n  th e  
o b je c tiv e  fu n c tio n  v a lu e  o f th e  a lg o r i th m  a n d  th e  u p p e r  b o u n d  d e te rm in e d  
by  so lv in g  th e  p ro p o se d  m o d e l. For e x a m p le , th is  g ap  is 0%  for th e  f irs t ru n  
fo r fa c to r  c o m b in a tio n  (000) a n d  0 .40%  for th e  fa c to r  c o m b in a tio n  (101).
T h e  re s u lts  for o th e r  re p lic a tio n s  2 a n d  3 can  b e  seen  in  T a b le s  B . l  a n d  
B .2 , re sp e c t iv e ly  in  A p p e n d ix  B.
W h e n  we a n a ly z e d  a ll th e  re s u lts , we c an  see th a t  th e  p ro p o se d  m o d e l 
to  fin d  t ig h t  u p p e r  b o u n d s  g ive  o p tim u m  so lu tio n  in  10 ru n s  o u t  o f 24 ru n s . 
In  5 o f th e m , th e  p ro p o se d  a lg o r i th m  also  finds th e  o p tim u m  valu e . In  th e  
o th e r  five ru n s , th e  av e ra g e  g ap  is 0 .332%  w ith  a  m in im u m  of 0 .21%  a n d  a
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m a x im u m  of 1 .45% . T h e  av e ra g e  g ap  fro m  th e  o p tim u m  v a lu e  for th e se  10 
ru n s  is 0 .116% . T h is  m e a n s  th a t  th e  so lu tio n  fo u n d  by  th e  cd g o rith m  is v ery  
close to  th e  o p tim u m  valu e . In  th e  o th e r  14 ru n s , th e  o p tim u m  so lu tio n  co u ld  
n o t b e  fo u n d , b u t  a  new  u p p e r  b o u n d  is o b ta in e d  for M P. T h e  a v e ra g e  g ap  
fro m  th e  uiDper b o u n d  for th e se  14 ru n s  is 5 .18% . T h e  g ap s  a re  sm a ll w h en  we 
c o n s id e r  th e  d iff icu lty  o f so lv in g  M P  in  a  re a so n a b le  c o m p u ta t io n  tim e .
T h e  a v e ra g e  c o m p u ta t io n  t im e  for th e  e ig h t ru n s  for 3 re p lic a t io n s  is 700 
seco n d s  fo r th e  f irs t s ta g e , 636 seco n d s  for th e  seco n d  s ta g e  w ith  a  to ta l  o f 1336 
seco n d s . T h e  c o n s tra in ts  a d d e d  to  th e  R S P  in c re a se  th e  c o m p u ta t io n  t im e  to  
an  a v e ra g e  of 5177 seco n d s , w h ich  is fo u r t im e s  la rg e r  th a n  th e  t im e  n e e d e d  to  
find  a  feas ib le  so lu tio n  for M P  by  th e  a lg o rith m . A lso , so lv in g  th e  R S P  w ith  
a d d i t io n a l  c o n s tr a in ts  d oes n o t g u a ra n te e  a  feas ib le  so lu tio n  to  M P . B u t,  th e  
a lg o r i th m  finds a  feas ib le  so lu tio n  w h ich  is v e ry  close to  th e  o p tim u m  v a lu e  in  
a ll cases.
N ow , th e  re s u lts  o f th e  ru n s  fo r 40 p a r ts  a n d  10 m a c h in e  ty p e s  w ill be 
a n a ly z e d . T h e  ru n s  for each  fa c to r  c o m b in a tio n  for o n e  re p lic a t io n  can  be  seen  
in  T a b le  5.5. A s th e  s ize  o f th e  p ro b le m  in c re a se s , th e  c o m p u ta t io n  t im e  
a lso  in c re a se s . S o lv in g  th e  R S P  o p tim a l ly  in  a  re a s o n a b le  c o m p u ta t io n  t im e  
b eco m es m o re  d ifficu lt. So, a  p re d e te rm in e d  t im e  lim it o f 10800 seco n d s  is 
u sed  for th e  f irs t s ta g e  o f th e  a lg o r i th m . In  th is  t im e  l im it ,  a  feas ib le  in te g e r  
so lu tio n  is fo u n d  for R S P . B u t ,  th is  so lu tio n  is n o t th e  o p tim a l  so lu tio n  for 
R S P . So w e c a n n o t say  w h e th e r  i t  is a n  u p p e r  b o u n d  for M P  o r n o t. A lso , 
th is  so lu tio n  is in fe a s ib le  for M P . T h e  o b je c tiv e  fu n c tio n  v a lu es  o f th e  so lu tio n s  
fo u n d  a t  th e  e n d  o f 10800 seco n d s  for th e  f irs t s ta g e  can  b e  seen  in  th e  th ird  
c o lu m n , ‘re la x e d  p ro b le m  o b j ’. For e x a m p le , for th e  f irs t ru n , th e  b e s t  in te g e r  
feas ib le  so lu tio n , feas ib le  fo r R S P  on ly , fo u n d  a t  th e  e n d  o f 10800 seco n d s  is 
9866. W h e n  th e  t im e  lim it  is re a c h e d , th e  b e s t  L P  r e la x a tio n  v a lu e  fo u n d  u p  
to  t h a t  t im e  is sh o w n  in  th e  n e x t co lu m n . I ts  v a lu e  is 30050 for th e  f irs t ru n . 
T h is  c an  b e  th o u g h t  as an  u p p e r  b o u n d , b u t  a  loose one.
T h e  fin a l so lu tio n  is fo u n d  by  th e  a lg o r i th m  w h ich  ta k e s  th e  b e s t in te g e r  
feas ib le  so lu tio n  o b ta in e d  by  so lv in g  R S P  a n d  tr ie s  to  im p ro v e  it  to  find
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Run (BCD) Relaxed Problem Obj. Best LP relaxation vcilue Filled Solution Improvement
01 ( 000) 9866
(10800 .0 )
30050
(10800 .0 )
17260
(1358)
75%
02 ( 001 ) 12771
(10800 .0 )
28661
( 10800 .0 )
191.53
(2125)
50%
03 (010 ) 2553
(10800 .0 )
23632
(10800 .0 )
7262
(2039)
18-1.'1%
O-l (Oil) 2217
(10800 .0 )
22997
(10800 .0 )
10672
(14823)
.381 .4%,
05 ( 100) 8015
(10800 .0 )
30558
(10800 .0 )
162.33
(603)
102 .5%,
06 ( 101) 17.587
(10800 .0 )
29058
(10800 .0 )
18362
(4066)
4 .4%
07 ( 110) 1656
(10800 .0)
24635
(10800 .0 )
7564
(2149)
3 .56 .8%
08 ( 111 ) 8159
(10800 .0 )
23979
( 10800 .0 )
1.3162
(14325)
61 .3%
T a b le  5.5: R e p lic a t io n  1 fo r 40 p a r ts  a n d  10 m a c h in e  ty p e s
a  fea s ib le  so lu tio n  to  M P . T h e  o b je c tiv e  fu n c tio n  v a lu es  fo u n d  by R S P  a re  
sm a lle r  th a n  th e  va lu es  fo u n d  by  th e  a lg o r i th m , b e c a u se  th e  o p tim a l  so lu tio n s  
c a n n o t b e  fo u n d  by  R S P  w ith in  th e  p re d e te rm in e d  t im e  lim it .  In  th e  f irs t ru n , 
th e  o b je c tiv e  fu n c tio n  v a lu e  of th e  so lu tio n  fo u n d  by  th e  a lg o r i th m  is 17260. 
T h e  o b je c tiv e  fu n c tio n  v a lu e  o f th e  R S P  is im p ro v e d  by  75%  in  o n ly  1358 
seco n d s. A lso , th e  so lu tio n  fo u n d  by  th e  a lg o r i th m  is a  feas ib le  so lu tio n  for M P , 
a lth o u g h  th e  so lu tio n  of R S P  w as in fea sib le . In  th e  la s t c o lu m n , th e  p e rc e n ta g e  
d iffe ren ce  b e tw e e n  th e  o b je c tiv e  fu n c tio n  values o f th e  re la x e d  s u b p ro b le m  a n d  
th e  a lg o r i th m  can  b e  fo u n d . T h is  p e rc e n ta g e  show s th e  im p ro v e m e n t in  th e  
o b je c tiv e  fu n c tio n  va lue .
F or 40 p a r ts  a n d  6 m cichine ty p e s , th e  o b je c tiv e  fu n c tio n  v a lu e  o f th e  
so lu tio n s  fo u n d  a t  th e  e n d  of f irs t s ta g e , th e  b e s t L P  re la x a tio n  v a lu es  cit t h a t  
t im e  a n d  th e  o b je c tiv e  fu n c tio n  va lu es  o f th e  a lg o r i th m  for o th e r  re p lic a tio n s , 
2 a n d  3, c an  b e  seen  in  T ab le s  B .3  a n d  B .4 , re sp e c tiv e ly , in A p p e n d ix  B.
W h e n  a ll th e  re s u lts  a re  a n a ly z e d , i t  c an  b e  seen  thcit a  feas ib le  so lu tio n  
c a n n o t b e  fo u n d  to  a n y  R S P  in  th e  firs t s tag e . T h e  so lu tio n  fo u n d  a t  th e  en d  
o f f irs t s ta g e  is im p ro v e d  in  a lm o s t a ll cases by  th e  a lg o r i th m . T h e  av e rag e  
im p ro v e m e n t is 163%  w h ich  is a  s ig n if ic a n tly  h ig h  im p ro v e m e n t. In  fifth  cind 
s ix th  ru n s  o f th e  th i r d  re p lic a t io n  th e  o b je c tiv e  fu n c tio n  va lu es  fo u n d  by  th e  
a lg o r i th m  is less th a n  th e  o nes fo u n d  by  R S P . B u t ,  th e  p e rc e n ta g e  d iffe ren ce  
b e tw e e n  th e  b e s t  L P  r e la x a tio n  v a lu e  a n d  th e  f in a l v a lu e  for th e  f if th  a n d  s ix th
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ru n s  o f th e  th i rd  re p lic a t io n  is 19.2%  a n d  1.5%, re sp ec tiv e ly . T h e s e  p e rc e n ta g e  
d iffe ren ces a re  n o t so h ig h . A t le a s t ,  w e know  th a t  th e  g a p  b e tw e e n  th e  
o p tim u m  v a lu e  a n d  th e  o b je c tiv e  fu n c tio n  v a lu e  o f th e  a lg o r i th m  is sm a lle r  
th a n  19.2%  cind 1.5% for th e  f ifth  a n d  s ix th  ru n s , re sp ec tiv e ly .
For 40 p a r ts ,  10 m a c h in e  ty p e s , th e  p re d e te rm in e d  t im e  lim it  for th e  firs t 
s ta g e  w as 10800. T h e  a v e ra g e  c o m p u ta t io n  t im e  for th e  seco n d  stcige is 77-32 
seco n d s. A n  o p tim a l  so lu tio n  o r an  u p p e r  b o u n d  for th e se  co m biiic itions c a n n o t 
be fo u n d  in  a  re a s o n a b le  c o m p u ta t io n  t im e  b y  so lv in g  M P  o r th e  R S P  w ith  
a d d i t io n a l  c o n s tra in ts ,  s in ce  R S P  c o u ld  n o t b e  so lved  o p tim a l ly  w ith in  a  tim e  
lim it  o f 10800 seco n d s . B u t ,  by  th e  p ro p o sed  a lg o r i th m  w e can  find  a  feasib le  
so lu tio n  to  th e  m a in  p ro b le m  in  a  re a so n a b le  tim e . S ince  th is  p ro b le m  is a  
s tr a te g ic  level long  te rm  d es ig n  p ro b le m , it  is u su a lly  so lv ed  o n ce  fo r a  long  
tim e . T h e  lo n g - te rm  b en e fits  o f a  g o o d  so lu tio n  a re  im p o r ta n t  in  su ch  k in d  of 
a  d es ig n  p ro b le m . So, th e  ru n  tim e s  a re  m u c h  less th a n  th e  p la n n in g  h o rizo n  
for su ch  a  lo n g - te rm  p la n n in g  d ec isio n .
T h e  a v e ra g e  ru n  t im e s  of th re e  re p lic a t io n s  for e ac h  fa c to r  c o m b in a tio n  can  
b e  seen  in  T a b le  5.6. W h e n  th e  a v e ra g e  c o m p u ta t io n  t im e s  a re  a n a ly z e d , we 
c an  see th a t  th e  fa c to rs  A a n d  C h av e  a  s ig n ific an t im p a c t  on  ru n  tim e s . W h e n  
th e  s ize  of th e  p ro b le m  in c re a se s , th e  c o m p u ta t io n  t im e  in c re a se s  as w ell. W h e n  
th e  m a te r ia l  h a n d lin g  co s t in c re a se s , th e  c o m p u ta t io n  t im e  in c re a se s  d u e  to  th e  
la y o u t re la te d  c o n s tra in ts .
N ow , th e  o th e r  p e r fo rm a n c e  m e a su re s , th e  co s t te rm s  in  th e  o b je c tiv e  
fu n c tio n  a n d  th e  o b je c tiv e  fu n c tio n  v a lu e  w ill b e  a n a ly z e d  to  see  th e  in d iv id u a l 
effect o f th e  e x p e r im e n ta l  fa c to rs  o n  th e se  te rm s . A ll th e se  p e rfo rm a n c e  
m e a su re s  fo r e ach  fa c to r  c o m b in a tio n  in  re p lic a tio n s  1, 2 a n d  3 a n d  th e  ¿iverage 
va lu es  c an  be  seen  in  T ab le s  A . l ,  A .2, A .3  a n d  A .4, re sp e c tiv e ly , in  A p p e n d ix  
A.
T h e  effect o f th e  f irs t fa c to r , th e  n u m b e r  o f p a r ts  a n d  m a c h in e  ty p e s , on  th e  
co s t te rm s  a n d  th e  o b je c tiv e  v a lu e  c an  b e  seen  in  T a b le  5.7 . T h e s e  v a lu es  in  th e  
f irs t row  o f th e  ta b le  a re  th e  av e ra g e  va lu es  of 24 ru n s  o u t o f 48 w h e re  F a c to r  A 
is a t  leve l 1. T h e  va lu es  in  th e  seco n d  row  a re  th e  av e ra g e  v alues for F a c to r  A a t
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F a c to r  c o m b in a tio n S ta g e  1 S ta g e  2 M IP  m o d e l
0000 320.6.3 781.32 3256.37
0001 285.74 972.23 .3415.83
0010 899 .307.71 11041.8
0011 1066.9 404.2 5120.86
0100 191.26 776.74 3343.23
0101 172.42 1179.96 3882.95
0110 1885.05 287.02 6202.43
0111 784.08 .381.4 4889.57
1000 10800 2113.7 -
1001 10800 4510.3 -
1010 10800 7183.3 -
1011 10800 7235 -
1100 10800 .5631.7 -
1101 10800 9870.7 -
1110 10800 8702 -
nil 10800 16613 -
l a b l e  5.6: A v e rag e  c o m p u ta t io n  t im e s  for th e  firs t a n d  seco n d  s ta g e s  o f th e  
a lg o r i th m  a n d  for so lv in g  th e  R S P  w ith  a d d itio n a l c o n s tra in ts
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F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 4567 62513.3 85146.7 18066.4 2089 15973.8
Fligli 11395.6 132873.5 171400.7 27258.7  9682.6 17554
T a b le  5.7: Averivge co.st va lu es  for F a c to r  A - P a r t  1
F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 8043.5 98164.4 128767.7 22579.3 5966.2 16608.0
Lligh 7919.0  97222.5  127779.7 22745.7  5805.5  16919.8
T a b le  5.8: A v erag e  co s t v alues for F a c to r  B - P a r t  1
level 2. T h e  n u m b e r  o f p a r ts  a n d  m a c h in e  ty p e s  h av e  an  h igh  effect o n  a ll th e se  
m e a su re s . A s th e  size  o f th e  s y s te m  in c re a se s , m a te ricd  h a n d lin g , p ro d u c tio n , 
raw  m a te r ia l  co s ts  a n d  rev e n u e  in c re a se s  d u e  to  th e  h ig h  p ro d u c tio n  v o lu m e. 
T o ta l p ro fit o f cells a lso  in c re a se s . T o ta l a d d i t io n a l  m a c h in e  in v e s tm e n t cost 
increcises d u e  to  e i th e r  in su ffic ien t m a c h in e  c a p a c ity  o r h ig h  m a te r ia l  flow in 
cells.
T h e  effect o f th e  seco n d  fa c to r , p ro d u c tio n  co s t, c an  b e  seen  in  T ab le  
5.8. T h e  in c re a se  in  p ro d u c tio n  co s t v a r ia b ili ty  does n o t a ffec t a n y  o f th e  
p e r fo rm a n c e  m e a su re s  s ig n ifican tly . T h is  m a y  b e  d u e  to  th e  h ig h  v a r ia b il i ty  in  
p ro cess in g  tim e s  of p a r ts  o n  m a c h in e s . A lso , th e  d iffe ren ce  b e tw e e n  th e  fa c to r  
levels o f th e  ¡p ro d u ctio n  co sts  m a y  n o t b e  s ig n ific an t en o u g h .
T h e  p e r fo rm a n c e  m e a su re s  for th e  tw o  levels o f th i rd  fa c to r  a re  in  T a b le  5.9. 
As th e  in tra c e l l  m a te r ia l  h a n d lin g  co s t in c re a se s , to ta l  m a te r ia l  hcind ling  cost 
in c reases . T o ta l  p ro fit d ec re a se s , s in ce  v a ria b le  p ro d u c tio n  co s t a n d  th e  rev en u e  
do  n o t ch an g e . T h e re  is a  d ire c t  r e la tio n s h ip  b e tw e e n  m a te r ia l  h a n d lin g  cost 
a n d  to ta l  a d d i t io n a l  m a c h in e  in v e s tm e n t co st. W h e n  th e  m a te r ia l  h a n d lin g  
co sts  in c re a se , b u y in g  new  m a c h in e s  is m o re  p ro fita b le .
T h e  la s t  fa c to r  is th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t v a r ia b ility . T h e  
effect o f th is  fa c to r  c an  b e  seen  in  T a b le  5.10. A cco rd in g  to  th e  v a lu es, th e  
v a r ia b ili ty  h a s  no  s ig n ific an t effect on  th e  p e rfo rm a n c e  m e a su re s . T h e  values
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F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 5987.1 97532.2 128273.7 24773.9 4936.6 19832.3
H igh 9975.5 97854.7 128273.7 20551.1 6835 13695.5
T a b le  5.9: A v e rag e  co s t va lu es  for F a c to r  (.'■ - P a r t  1
F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 8157.6 97804.7 128273.7 22.394.7 5868.9 16509.5
H ig h 7805 97582.2  128273.7 22930.3  5902.8  17018.3
T a b le  5 .10: A v erag e  co s t v a lu es  fo r F a c to r  D - P a r t  1
a re  v ery  c lose  to  each  o th e r  for th e  tw o  levels.
In  T a b le  5 .11, th e  m in im u m , av e ra g e  a n d  th e  m a x im u m  v a lu es  o f th e  
co s t teriTis a n d  o b je c tiv e  v a lu e  a re  g iv en . T h e  fa c to r  c o m b in a tio n s  g iv in g  th e  
m in im u m  a n d  m a x im u m  values a re  g iv en  in  p a re n th e s e s . ‘0 ’ is u sed  for level 1 
a n d  ‘1’ is u sed  for level 2 o f fa c to rs  A , B , C a n d  D . •
•  T h e  fa c to r  c o m b in a tio n  (0100) g ives th e  m in im u m  to ta l  m a te ric il h a n d lin g  
co s t. In  th is  c o m b in a tio n , fa c to r  B is a t  level 2. T h e  v a r ia b ili ty  of 
p ro d u c tio n  co s t is h ig h  w h ereas  th e  o th e r  fa c to rs . A , C a n d  D, a re  
a t  level 1. T h e  m a te r ia l  h a n d lin g  co s t can  b e  d e c re a se d  w ith  th e  
low  a d d i t io n a l  m a c h in e  in v e s tm e n t co s ts , s in ce  we can  b u y  a d d itio n a l 
m a c h in e s  to  im p ro v e  th e  m a te r ia l  flow w ith in  each  cell. If th e  p a r ts  m a k e  
in tra c e l l  m o v e m e n t, th e  co s t in c u rre d  is a lso  low d u e  to  low  p a r t  v o lu m e. 
F a c to r  c o m b in a tio n  (1110) g ives th e  m a x im u m  T M H C . A s th e  s y s te m  
size in c re a se s  to g e th e r  w ith  th e  in tra c e l l  m a te r ia l  h a n d lin g  co s ts , m o re  
co s t is in c u rre d  to  p a r ts .  T h e  v a r ia b il i ty  of th e  a d d i t io n a l  in v e s tm e n t 
co s t o f m a c h in e s  is a t  th e  low  level in  th is  fa c to r  c o m b in a tio n . T h e  co st 
o f m a c h in e s  c a n n o t b e  ju s tif ie d  by  th e  re d u c tio n  in  th e  m a te r ia l  h a n d lin g  
c o s ts , s in ce  th e re  is no  m a c h in e  w h ich  h a s  low  a d d i t io n a l  in v e s tm e n t  co st.
•  T h e  seco n d  p e r fo rm a n c e  m e a su re  is to ta l  v a r ia b le  p ro d u c tio n  co st. W h e n
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C o st te rm M in im u m A v erag e M a x im u m
T M H C .3260.7 7981.3 14805
(0100) (1110)
T V P C 61897.7 97693.4 133544.7
(0100,0101) (1011)
T S P R M 84472 128273.7 171714
(0100 ,0101 ,0110 ,0111) (1000 ,1001 ,1010 ,1011)
T P R 16.394.7 22662.5 30485.3
(0010) (1000)
M IC 1491.7 5885.8 12093.7
(0000,0100) (1111)
O b j 12316.3 16763.9 22553.7
(1010) (1101)
T a b le  5 .11: M in im u m , av e ra g e  a n d  m cix im um  values of p e r fo rm a n c e  m e a su re s  
- Pci r t  1
m a te r ia l  h a n d lin g  co s t is low , th e  p a r ts  c an  Ije p ro c e sse d  w ith  th e ir  
p r im a ry  ro u te s  w h ich  h av e  th e  low est p ro d u c tio n  co s t. As th e  n u m b e r  of 
p a r ts  a n d  m a c h in e s  in c re a se  in  th e  s y s te m , h ig h  n ic ite ria l h a n d lin g  a n d  
m a c h in e  in v e s tm e n t co sts  le ad  th e  p a r ts  to  use th e ir  s e c o n d a ry  ro u te s  
w h ich  h av e  h ig h e r  p ro d u c tio n  costs .
•  W h e n  th e  s y s te m  size is sm a ll a n d  p ro d u c tio n  co s t v a r ia b il i ty  is h ig h , th e  
re v e n u e  is m in im u m . A s th e  size  o f sy s te m  in c re a se s  a n d  p ro d u c tio n  cost 
v a r ia b il i ty  d ec re a se s , th e  re v e n u e  ta k e s  its  m a x im u m  valu e . T h e  se llin g  
p r ic e  a n d  th e  raw  m a te r ia l  co s t a re  d e te rm in e d  by u s in g  th e  p ro d u c tio n  
co s ts  in  th is  e x p e r im e n ta l  d esig n . B u t ,  th e  re v e n u e  is m o s tly  d e p e n d e n t 
on  th e  n u m b e r  o f p a r ts .  •
•  T h e  fo u r th  fa c to r  is th e  su m  o f in d iv id u a l p ro fits  o f cells w ith o u t  th e  
a d d i t io n a l  m a c h in e  in v e s tm e n t co s t. M in im u m  T P R  is o b ta in e d  by  th e  
fa c to r  c o m b in a tio n  o f (0010) a n d  m a x im u m  T P R . is o b ta in e d  by  (1000). 
W h e n  th e  s y s te m  size  is sm a ll, th e  p ro fit is low. T h e  p ro fit in c re a se s  
as th e  s y s te m  size in c re a se s  a n d  th e  m a te r ia l  h a n d lin g  a n d  a d d i tio n a l 
m a c h in e  in v e s tm e n t co s ts  d ec rease .
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•  W h e n  th e  size o f th e  sy s te m  is sm a ll a n d  th e  co s ts  a re  a t  th e ir  low 
lev e ls , to ta l  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t is a lso  low. W h e n  all th e  
co s t te rm s  in c re a se  w ith  th e  size of th e  s y s te m , to ta l  a d d i t io n a l  m a c h in e  
in v e s tm e n t  co s t in c reases .
U p to  now , th e  m in im u m  v alu es  fo r th e  p e rfo rm a n c e  m e a su re s  o c c u r  for 
th e  sm a ll s y s te m  size. W h e n  th e  n u m b e r  o f p a r ts  a n d  m a c h in e s  in c reases , 
a ll th e  co s t te rm s  in c re a se . A g a in , we can  see th e  effect o f th e  size o f th e  
s y s te m , fa c to r  A.
•  T h e  la s t  p e r fo rm a n c e  m e a su re  is th e  o b je c tiv e  fu n c tio n  value . T h e  
m in im u m  o b je c tiv e  fu n c tio n  value is for th e  fa c to r  c o m b in a tio n  of (1010). 
W h e n  th e  m a te ric d  h a n d lin g  co s t is h ig h , th e  o b je c tiv e  v a lu e  d ec rease s . 
W h e n  it  is low  a n d  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t v a r ia b ili ty  is h ig h , 
o b je c tiv e  fu n c tio n  v a lu e  in c reases .
In  th is  p a r t ,  fecisible so lu tio n s  for M P  a re  fo u n d  in a ll cases in  re a so n a b le  
c o m p u ta t io n  tim e s . S ince , we h av e  a  feas ib le  so lu tio n  we can  p ro c e e d  to  th e  
seco n d  p a r t  w h e re  in te rc e ll  m o v e m e n ts  a re  allow ed .
5.2.2 Part 2 : Intercell Movement
In  th is  p a r t ,  th e  in te rc e ll  m o v e m e n ts  a re  in tro d u c e d  to  th e  p ro b le m . An 
a d d i t io n a l  fa c to r . F a c to r  E , w h ich  d e te rm in e s  th e  in te rc e ll  m a te r ia l  h a n d lin g  
co s t is a d d e d .
T h e re  is no  m a th e m a tic a l  m o d e l p ro p o se d  for th is  p a r t  o f th e  a lg o rith m . 
W e c a n n o t c o m p a re  th e  re s u lts  w ith  th e  o p tim u m  values. B u t ,  th e  c o m p u ta t io n  
t im e s  can  b e  u sed  as a  p e rfo rm a n c e  m e a su re . T h e  co s t te rm s  for each  fa c to r  
c o m b in a tio n  o f th re e  re p lic a tio n s  c an  b e  seen  in  T ab le s  A .5, A .6 a n d  A .7 
in  A p p e n d ix  A . T h e  a v e ra g e  co s t te rm s  o f th e se  th re e  re p lic a t io n s  can  b e  seen  
in  T a b le  A .8 in  A p p e n d ix  A. In  th e  f irs t th re e  ta b le s , th e  c o m p u ta t io n  tim e s  
for th e  th i rd  s ta g e  o f th e  a lg o r i th m  a n d  th e  n u m b e r  of p a r ts  m a k in g  in te rc e ll 
m o v e m e n ts  can  also  b e  seen . W h e n  th e  c o m p u ta t io n  t im e s  for th is  p a r t  a re
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F a c to r  lev e l T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 4657.1 62513.3 85142.9 17976.2 1990.8 15981.9
H ig h 11762.1 132784.1 171400.7 26915.1 8213.7 18698.3
T a b le  5 .12: A v e rag e  co s t v alues fo r F a c to r  A - P a r t  2
F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 8067.8 98074.9 128767.7 22578 5294.8 17283.8
Fligh 8351.4  97222.5  127775.9 22313.3  4909.7  17396.4
T a b le  5.13: A v e rag e  co s t vah ies  for F a c to r  B - P a r t  2
a n a ly z e d , i t  c an  be  seen  th a t  th e y  a re  s ig n ific an tly  low . T h is  is b e c a u se  of 
ta k in g  o n ly  o n e  so lu tio n  fo u n d  in  th e  f irs t p a r t  o f th e  a lg o r i th m  as a n  in i tia l 
so lu tio n  fo r a  n u m b e r  o f i te ra tio n s . D iffe ren t in i t ia l  so lu tio n s  a re  n o t tr ie d . 
T h e  a v e ra g e  c o m p u ta t io n  t im e  is 362 seco n d s.
T h e  in d iv id u a l effects  o f th e  fa c to rs  on  p e rfo rm a n c e  rnecisures c an  b e  seen  
in T ab les  5 .12 , 5 .13, 5 .14 , 5 .15 a n d  5.16 for la c to rs  A , B , C , D a n d  E , 
re sp ec tiv e ly . T h e  va lu es  in  th e  f irs t row  of each  ta b le  a re  th e  cw erage v alues of 
24 ru n s  o u t  o f 48 w h e re  th e  fa c to r  is a t  its  m in im u m  level, leve l 1. T h e  values 
in th e  seco n d  row  a re  th e  av e ra g e  v a lu es  w h en  th e  fa c to r  is a t  i ts  h ig h  level, 
level 2.
T h e  n u m b e r  o f p a r ts  a n d  m a c h in e  ty p e s  h av e  a  h ig h  effect on  a ll th e  
m e a su re s  w h e rea s  th e  p ro d u c tio n  co s t v a r ia b ili ty  cind th e  a d d i t io n a l  m a c h in e  
in v e s tm e n t co s t a re  n o t so s ig n ifican t. H igh  in tra c e l l  m a te r ia l  h a n d lin g  co s ts  
in c re a se  th e  to ta l  m cite ria l h a n d lin g  a n d  a d d itio n a l m a c h in e  in v e s tm e n t  costs .
F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 6332.5 97443.2 128273.7 24451.1 4098.2 20353.5
H igh 10086.8 97854.2 128269.9 20440.3 6106.4 14326.7
T a b le  5.14: A v erag e  co s t va lu es  for F a c to r  C - P a r t  2
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F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 8184.5 97720.9 128269.9 22353.3 5009.9 17338.3
H igh 8234.7 97576.5 128273.7 22538.1 5194.6 17341.9
T a b le  5.15: Avercige co s t values for F a c to r  D - P a r t  2
F a c to r  level T M H C T V P C T S P R M T P R M IC O b je c t iv e
Low 8318 97645.9 128273.7 22.363.5 4944.9 17419.2
H ig h 8101.3 97651.5 128269.9 22527.8 .52.59.7 17261
T a b le  5.16: A v e rag e  co s t values for F a c to r  E  - P a r t  2
T h e se  f in d in g s  a re  s im ila r  to  th e  ab o v e  fin d in g s for th e  firs t p a r t .  T h e  la s t 
fa c to r , in te rc e l l  m a te r ia l  h a n d lin g  co s t, h as  a  s ig n ific an t im p a c t  on  to ta l  
m a te r ia l  h a n d lin g  a n d  a d d itio n a l m a ch iiie  in v e s tm e n t co s ts . W h e n  in te rc e ll 
m a te r ia l  h a n d lin g  co s t is low , m o re  p a r ts  can  m a k e  in te rc e ll  m o v e m e n t. T h is  
in c re a se s  th e  m a te r ia l  h a n d lin g  co s t a n d  d ec re a se s  th e  a d d i t io n a l  m a c h in e  
in v e s tm e n t co s t. W h e n  in te rc e ll  m o v e m e n t co s t in c re a se s , th e  n u m b e r  of p a r ts  
m a k in g  in te rc e l l  m o v e m e n t red u ce s .
In  T a b le  5 .17, th e  m in im u m , av e ra g e  a n d  th e  m a x im u m  valu es  o f th e  
co s t te rm s  a n d  o b je c tiv e  v a lu e  a re  g iv en . T h e  fa c to r  c o m b in a tio n s  g iv in g  th e  
m in im u m  a n d  m a x im u m  valu es  a re  a lso  g iven . •
•  F a c to r  co m biiic itions (01010) a n d  (01011) g ive th e  to ta l  m a te r ia l  h a n d lin g  
co s t. I t  is th e  s a m e  co s t as in  th e  f irs t p a r t .  S in ce  th e  a d d i t io n a l  m a c h in e  
in v e s tm e n t  co s t v a r ia b ili ty  is h ig h , k eep in g  th e  m a c h in e s  w ith  low  co s ts  
is m o re  p ro f ita b le . T h e  level o f in te rc e ll  m a te r ia l  h a n d lin g  co s t d oes n o t 
a ffec t T M H C  w h en  it  is a t  th e  m in im u m  level. T M H C  is m a x im u m  
w h en  th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t v a r ia b ili ty  is h ig h  a n d  th e  
in te rc e l l  m a te r ia l  h a n d lin g  co s t is low . M o re  p a r ts  c an  m a k e  in te rc e ll 
m o v e m e n ts .
T h e  seco n d  p e r fo rm a n c e  m e a su re , T V P C , is n o t a ffec ted  by th e  level
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C o st te rm M in im u m Average M a x im u m
T M H C 3260.7
(0 1 0 1 0 ,0 1 0 1 1 )
8209.6 15543.1
( 1 0 1 1 0 )
T V P C 61897.7
(0 1 0 00,0 1 0 0 1 ,0 1 0 1 0 ,0 1 0 1 1 )
97648.7 133544.7
( 1 0 1 1 0 , 1 0 1 1 1 )
T S P R M 84472
(01000,01010,01100,01110,
01001,01011,01101,01111)
128273.7 171714
(10000,1 0 0 1 0 ,1 0 1 0 0 ,1 0 1 1 0 ,
10001,10011,10101,10111)
T P R 15871.5
( 0 0 10 0 )
22445.7 .302.35.2
( 1 0 0 1 1 )
M IC 1491.7
(00000,00001,01000,0 10 0 1)
5102.3 11000.3
( 1 0 1 0 1 )
O b j 13196.3
( 1 1 1 0 1 )
17.340.1 24185.3
( 1 1 0 1 0 )
T a b le  5.17: M in im u m , av e ra g e  a n d  m a x im u m  co st te rm s  lo r th e  la c to rs  w hen  
in te rc e ll  m o v e m e n ts  a re  a llow ed
of in te rc e ll  m a te r ia l  h a n d lin g  a n d  a d d i t io n a l  m a c h in e  in v e s tm e n t costs . 
W h e n  th e  in tra c e l l  m o v e m e n t co s ts  a re  low , p ro d u c tio n  co s t v a r ia b il i ty  is 
h ig h  a n d  th e  size  o f th e  s y s te m  is sm a ll, c o n se q u e n tly  T V P C  is m in im u m , 
s in ce  p a r ts  can  use  th e ir  p r im a ry  ro u te s .
•  W h e n  th e  s y s te m  size is sm a ll a n d  p ro d u c tio n  co s t v a r ia b ili ty  is h ig h , 
th e  re v e n u e  is m in im u m . A s th e  size o f s y s te m  in c re ases  a n d  p ro d u c tio n  
co s t v a r ia b ili ty  d ec re a se s , th e  re v e n u e  ta k e s  its  m cix im urn  Vcdue. I t  is n o t 
s ig n if ic a n tly  a ffec ted  by  th e  o th e r  fa c to rs , s in ce  il. is d e te rm in e d  a t  th e  
b e g in n in g  by  th e  use  of p ro d u c tio n  co sts . •
•  T h e  su m  of in d iv id u a l p ro fits  for e ach  cell w ith o u t  c o n s id e rin g  th e  
a d d i t io n a l  m a c h in e  in v e s tm e n t co s t, T P R ,  in c re a se s  as th e  size  of th e  
s y s te m  in c re a se s . W h e n  in tra c e l l  m a te r ia l  h a n d lin g  co s t is low , a n d  
th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t v a r ia b ili ty  a n d  in te rc e ll  co s ts  a re  
h ig h , T P R  is also  h ig h . B u t w h en  w e c o m p a re  th e  av e ra g e  v a lu e  of to ta l  
p ro fit w ith  th e  v a lu e  fo u n d  in  th e  f irs t p a r t ,  we can  see t h a t  i t  is sm a lle r  
s in ce  th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t is n o t in c lu d e d  in  th is  te rm  
cind th e  m a te r ia l  hcind ling  co sts  a re  h igh .
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•  W h e n  th e  size  of th e  s y s te m  is sm a ll a n d  th e  co s ts  a re  low , to ta l  a d d i tio n a l 
m a c h in e  in v e s tm e n t co s t is a lso  low . T h e  level o f in te rc e l l  m a te r ia l  
h a n d lin g  co s t h a s  no  effect. B u t ,  w h en  th e  size  of th e  s y s te m  a n d  th e  
in tra c e l l  m a te r ia l  h a n d lin g  co s ts  in c re a se , M IC  also  in c re a se s . W h e n  th e  
av e ra g e  v a lu e  is c o m p a re d  w ith  th e  p rev io u s  re su lts  in p a r t  o n e , we can  
see t h a t  it  is re d u c e d . T h e  effect o f a llo w in g  in te rc e ll  m o v e m e n ts  CcUi be  
seen  h e re .
•  T h e  la s t p e r fo rm a n c e  m e a su re  is th e  o b je c tiv e  fu n c tio n  v a lu e , to ta l  p ro fit. 
W h e n  in te rc e ll  a n d  in tra c e l l  m a te r ia l  h a n d lin g  co s ts  a re  h ig h  w ith  th e  
low  c id d itio n a l m a c h in e  in v e s tm e n t co s t v a r ia b ility , th e  o b je c tiv e  value  
is low . W h e n  th e  levels for tlie se  fa c to rs  a re  in  th e  o th e r  w ay a ro u n d , 
o b je c tiv e  v a lu e  is h ig h . W h e n  it  is c o m p a re d  w ith  th e  p re v io u s  v a lu e  in 
p a r t  1, i t  c an  be  seen  th a t  i t  is in c re a sed . B ecau se , in  th e  th i rd  s ta g e  of 
th e  a lg o r i th m , th e  so lu tio n s  g iv in g  an  in n p ro v em en t in  o b je c tiv e  fu n c tio n  
v a lu e  a re  fo u n d . W h e n  th e  p a r ts  a re  a llow ed  to  m a k e  in te rc e l l  m o v e m e n ts , 
th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co st d ec rease s . T lie  m a te r ia l  h a n d lin g  
co s t in c re a se s  m o s t o f th e  tim e . B u t ,  a  re d u c tio n  in  m a te r ia l  h a n d lin g  
co s t c an  a lso  b e  seen , w h en  th e  d ec re a se  in  in tra c e ll  m a te r ia l  h a n d lin g  
co s t is g re a te r  th a n  th e  in c re a se  in  in te rc e ll m a te r ia l  h a n d lin g  co s t.
5.3 Summary
In  th is  c h a p te r ,  tw o  e x p e rim en ted  d esig n s a re  p re s e n te d  for th e  tw o m a in  pa.rts 
o f th e  p ro p o se d  a lg o r i th m . W e firs t p re s e n t th e  e x p e r im e n ta l  fa c to rs  an d  
p a ra m e te r s ,  th e n  d iscu ss  th e  effect o f fa c to rs  o n  th e  p e r fo rm a n c e  m e a su re s .
O u r  f in d in g s  w h ich  a re  r e la te d  w ith  th e  e ffects  o f th e  e x p e r im e n ta l  fa c to rs  
can  b e  s u m m a r iz e d  as follow s: •
•  A s th e  size  o f th e  s y s te m  in c re a se s , a ll th e  p e rfo rm a n c e  m e a su re s , m a ­
te r ia l  h a n d lin g , v a r ia b le  p ro d u c tio n  a n d  a d d i t io n a l  m a c h in e  in v e s tm e n t
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c o s ts , re v e n u e , su m  of in d iv id u a l p ro fits  o f cells, o b je c tiv e  vcilue an d  
c o m p u ta t io n  t im e  in c rease .
•  T h e  m a te r ia l  h a n d lin g  co s t is a lso  v ery  effec tiv e  o n  th e  p e r fo rm a n c e  
m e a su re s , to ta l  m a te r ia l  h a n d lin g  a n d  a d d i t io n a l  m a.ch ine in v e s tm e n t 
co s ts . A s th e  m a te r ia l  h a n d lin g  cost in c re a se s , th e  c o m p u ta t io n  t im e  
to  so lve  th e  re la x e d  s u b p ro b le m  in c reases . T h is  is b e c a u se  o f th e  w ith in  
cell la y o u t c o n s tra in ts .
•  T h e  p ro d u c tio n  co s t v a r ia b il i ty  is n o t s ig n ific an t o n  m ecisures. T h is  m ay  
b e  d u e  to  h ig h  v a r ia b il i ty  in  p ro cess in g  t im e s , s in ce  th e  p ro d u c tio n  co sts  
a re  p e r  u n it  t im e  p e r  p a r t .  A lso  th e  d iffe ren ce  b e tw e e n  th e  fa c to r  levels 
o f p ro d u c tio n  co s t m a y  n o t b e  en o u g h .
•  W h e n  m a te r ia l  h a n d lin g  co s t a n d  th e  v a r ia b ili ty  of m a c h in e  in v e s tm e n t 
co s t in c re a se , m o re  in v e s tm e n t is m a d e  on  m a c h in e s  to  h av e  a  b e t te r  flow, 
w h ich  red u ce s  th e  n u m b e r  o f m a te r ia l  h a n d lin g  a c t iv it ie s  in  cells.
•  W h e n  in te rc e ll  m o v e m e n ts  a re  a llow ed , if in te rc e ll  m o v e m e n t co s t is low , 
th e  p a r ts  m a k in g  in te rc e ll  m o v e m e n t in c re ase . T h is  cau ses  a n  in c re a se  
in  m a te r ia l  h iu id lin g  co sts . T h e  in te rc e ll  m o v e m e n ts  a re  in tro d u c e d  to  
re d u c e  th e  a d d i t io n a l  m a c h in e  in v e s tm e n t co st. W h e n  in te rc e l l  m a te ricd  
h a n d lin g  co s ts  a re  low , th e re  c<m b e  m o re  g a in  fro m  th e  in v e s tm e n t cost. 
W h e n  i t  is h ig h , th e  re d u c tio n  in  m a c h in e  in v e s tm e n t is n o t to o  m u ch .
T h e  m a in  p ro b le m  c a n n o t b e  so lved  in  a  re a so n a b le  c o m p u ta t io n  tim e . T h e  
m o d e ls  R S P  a n d  R S P  w ith  a d d i t io n a l  c o n s tra in ts  p ro v id e  u p p e r  b o u n d s  w hen  
th e  size o f th e  p ro b le m  is n o t so la rg e . B u t ,  as th e  p ro b le m  size in c re a se s , it 
b eco m es m o re  d ifficu lt to  so lve th e se  p ro b le m s . A lso , th e re  is no g u a ra n te e  
th a t  th e  o p tim u m  so lu tio n  can  b e  fo u n d  by  R S P  a n d  R S P  w ith  a d d i tio n a l 
c o n s tra in ts .  T h e  p ro p o se d  a lg o r i th m  a lw ay s finds a  feas ib le  so lu tio n  to  M P. 
W h e n  th e  p ro b le m  size  is s m a ll, th e  d iffe ren ce  b e tw ee n  th e  o b je c tiv e  fu n c tio n  
v a lu e  o f th e  a lg o r i th m  a n d  th e  u p p e r  b o u n d  is 5 .18%  on  th e  av e rag e . T h e  
a v e ra g e  g ap  for th e  p ro b le m s  a t  w h ich  o p tim u m  valu es  a re  fo u n d  is o n ly  0 .116% . 
'P h is m e a n s  th e  so lu tio n  fo u n d  by  th e  a lg o r i th m  is very  close to  o p tim u m . W h en
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th e  size  o f th e  p ro b le m  in c re a se s , w e h a v e  n o  t ig h t  u p p e r  b o u n d  for M P . B u t,  
th e  o b je c t iv e  fu n c tio n  v a lu e  fo u n d  in  th e  f irs t s ta g e  o f th e  c ilg o rith m  is im p ro v e d  
by th e  s eco n d  s ta g e  o f th e  a lg o r i th m  b y  a n  a v e ra g e  o f 163% . A lso , th e  s o lu tio n  
p ro v id e d  by  th e  a lg o r i th m  is a g a in  fea s ib le  fo r M P.
W h en  c o m p u ta t io n  t im e s  a re  c o n s id e re d , w e can  say  th a t  th e  c o m p u ta t io n  
t im e s  a re  re a s o n a b le  for a  d e s ig n  p ro b le m . B e c a u se , th is  p ro b le m  h as  to  be  
so lv ed  o n c e  a n d  th e  so lu tio n  is u sed  for a  lo n g  t im e  p e r io d . T h e  lo n g - te rm  
b e n e fits  o f a  g o o d  d es ig n  w ill ju s t i f y  th e  t im e  to  w a it fo r so lv in g  it .
A n u m e r ic a l  e x a m p le  is p ro v id e d  in  A p p e n d ix  C to  c la r ify  th e  b a s ic  s te p s  
of th e  a lg o r i th m . T h e  p ro b le m  is s e le c te d  fro m  th e  ru n s  o f e x p e r im e n ta l  d es ig n  
for 20 p a r ts  a n d  6 m a c h in e  ty p e s . T h e  fa c to r  c o m b in a tio n  for th e  f irs t p a r t  of 
th e  a lg o r i th m  is (0010) a n d  for th e  seco n d  p a r t  o f th e  a lg o r i th m  it  is (00100).
Chapter 6
Conclusion
In  th is  s tu d y , th e  m a in  o b je c t iv e  is to  d ev e lo p  a  new  a p p ro a c h  to  so lv e  a  c e llu la r  
m a n u fa c tu r in g  s y s te m  d es ig n  p ro b le m . A h o lo n is tic  a p p ro a c h  is u sed  to  fo rm  
p a r t  fam ilie s  a n d  m a c h in e  g ro u p s , a n d  to  d e te rm in e  th e  w ith in -c e ll  la y o u ts  
s im u ltc in eo u sly . A n M IP  m o d e l is p ro p o se d  to  so lv e  th e  p ro b le m . S in ce  it is 
d iff icu lt to  h n d  a  s o lu tio n  to  th e  p ro p o se d  m o d e l in a  re a s o n a b le  c o m p u ta t io n  
t im e , cin a lg o r i th m  is p ro p o se d  to  so lve  th e  m o d e l.
In  §6.1, th e  h n d in g s  of th e  th e s is  w ill b e  s u m m a r iz e d . S o m e  f u tu r e  re se a rc h  
d ire c tio n s  w ill b e  su g g e s te d  in  §6.2 .
6.1 Results
In  th is  s tu d y , th e  pcirt fa m ily  a n d  m a c h in e  cell fo rm a t io n  p ro b le m s  a re  so lv ed  
w ith  th e  w ith in -c e ll  la y o u t p ro b le m  s im u lta n e o u s ly . W h ile  fo rm in g  cells , se v e ra l 
im p o r ta n t  m a n u fa c tu r in g  issu es  su ch  as p ro d u c tio n  v o lu m es , p ro c e s s in g  tim e s , 
o p e ra t io n  secp iences, u t i l iz a t io n  levels a re  in c o rp o ra te d  in to  th e  d e s ig n  p ro b le m . 
A lte rn a t iv e  ro u tin g s  a re  a lso  c o n s id e re d  for p a r ts .  D iffe ren t fro m  th e  co s t 
m in im iz a t io n  o b je c tiv e , p ro fit is t r ie d  to  be  m a x im iz e d  w h ile  fo rm in g  cells.
In  l i te r a tu r e ,  th e  a r r a n g e m e n t o f th e  cells in  th e  fa c to ry  a n d  th e  la y o u t
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of m a c h in e s  in s id e  th e  cells  a re  ig n o re d  by m o s t o f th e  m e th o d s  o n  a  C M S 
d es ig n  p ro b le m . A few  s tu d ie s  e x is t c o n s id e r in g  th e  la y o u t p ro b le m , a l th o u g h  
th e  la y o u t o f th e  m a c h in e s  is im p o r ta n t  in  d e te rm in in g  th e  m a te r ia l  h a n d lin g  
co s ts .
M o st o f th e  a lg o r i th m s  u s in g  o j^ e ra tio n  secpience in fo rm a tio n  cissum e th a t  
e ach  p a r t  h a s  o n ly  o n e  fix ed  ro u tin g . If  p a r ts  a re  a s s u m e d  to  h a v e  a l te r n a te  
ro u te s ,  th e  n u m b e r  o f in te rc e l l  m o v e m e n ts  a n d  th e  a d d i t io n a l  in v e s tm e n t  co st 
c a n  b e  re d u c e d . C o m p le te ly  in d e p e n d e n t  cells c an  be  cichieved w ith  less co s t.
T h e re  a re  s tu d ie s  c o n s id e r in g  th e  m a n u fa c tu r in g  co s ts  su ch  as v a r ia b le  
p ro d u c tio n ,  s e tu p ,  in te rc e l l  a n d  in tra c e l l  m a te r ia l  h a n d lin g , a n d  a d d i t io n a l  
m a c h in e  in v e s tm e n t  co s ts . In  th e s e  s tu d ie s ,  th e  m o s t c o m m o n  o b je c t iv e  is 
th e  co s t m in im iz a t io n .  In  h o lo n ic  m a n u fa c tu r in g  s y s te m s , p ro fit m a x im iz a t io n  
is m o re  im p o r ta n t  th a n  th e  co s t m in im iz a t io n ,  s in ce  th e  h o lo n s  sh o u ld  b e  
se lf-su ffic ien t. C o s t m in im iz a tio n  o b je c tiv e  cau se s  a  k in d  of d e p e n d e n c y  
b e tw e e n  th e  cells , h e n c e  th e  o v e ra ll s y s te m  p e r fo rm a n c e  is m o re  im p o r ta n t  
thcui th e  effic ien cy  o f e ac h  cell. B u t ,  th e  p e r fo rm a n c e  of in d iv id u a l cells 
b e c o m e s  im p o r ta n t  w h en  h o lo n is tic  a p p ro a c h  is u sed  to  fo rm  cells. T h e  
h o lo n is t ic  a p p ro a c h  p ro v id e s  se lf-su ffic ien cy  to  cells by  u s in g  th e  low  p ro fit 
level c o n s tr a in ts .  A s fcir as I k n o w , th e  effic iency  of in d iv id u a l cells  in  m o n e ta ry  
te rm s  is n o t  c o n s id e re d  in  a n y  s tu d y  in  l i te r a tu r e .  E a c h  cell c a n  m a k e  a t  le a s t a  
c e r ta in  a m o u n t o f p ro fit b y  u s in g  low  p ro fit leve l c o n s tr a in ts ,  w h ile  w e m cix im ize 
th e  to ta l  p ro f it o f th e  s y s te m .
A n  M IP  m o d e l, u n d e r  cell s ize , low  u ti l iz a t io n  a n d  low p ro fit level 
c o n s tr a in ts ,  is p ro p o se d  to  so lve  cell fo rm a tio n  a n d  w ith in  cell la y o u t p ro b le m s  
s im u lta n e o u s ly  to  m a x im iz e  th e  to ta l  p ro fit . S in ce  th e  M IP  m o d e l c a n n o t  b e  
so lv ed  in  a  re a s o n a b le  c o m p u ta t io n  t im e , a  lo c a l sea rch  h e u r is t ic  is p ro p o se d  
to  so lv e  th e  m o d e l.
T h e  a lg o r i th m  p ro p o se d  to  so lv e  th e  m o d e l p ro v id e s  tw o  c d te rn a tiv e  
so lu tio n s ; o n e  w ith  in te rc e l l  m o v e m e n t a n d  th e  o th e r  o n e  w ith  no  in te rc e ll  
m o v e m e n t. T h e  re s u l ts  o f th e  e x p e r im e n ta l  d es ig n  a re  v e ry  e n c o u ra g in g . 
T h e  p ro p o s e d  a lg o r i th m  a lw ay s  finds a  fea s ib le  s o lu tio n  to  th e  p ro b le m  in
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a  re a s o n a b le  c o m p u ta t io n  tim e . W h e n  th e  size  o f th e  p ro b le m  is s m a ll,  th e  
o b je c t iv e  fu n c tio n  v a lu es  fo u n d  b y  th e  a lg o r i th m  a re  v e ry  c lose  to  o p tim u m  
values. T h e  a v e ra g e  g ap  is o n ly  0 .116%  for th e  20 p a r t  a n d  6 m a c h in e  ty p e  
p ro b le m s  fo r w h ich  w e c a n  fin d  th e  o p tim u m  v a lu es. T h e  a v e ra g e  g a p  for 
th e  ru n s  w ith  t ig h te r  u p p e r  b o u n d s  is 5 .18% . T h e  c o m p u ta t io n  t im e s  o f th e  
a lg o r i th m  a re  s ig n if ic a n tly  less th a n  th e  c o m p u ta t io n  t im e s  n e e d e d  to  find  t ig h t  
u p p e r  b o u n d s  to  th e  m a in  p ro b le m . W h e n  th e  p ro b le m  size  in c re a se s , a  t ig h t  
u p p e r  b o u n d  c a n n o t  b e  fo u n d  fo r c o m p a ris o n  p u rp o se s . B u t ,  th e  o b je c tiv e  
fu n c tio n  v a lu e  o b ta in e d  a t  th e  e n d  o f f irs t s ta g e  is im p ro v e d  s ig n if ic a n tly  w ith  
an  a v e ra g e  o f 163% . S in ce  th is  p ro b le m  is a  s t r a te g ic  level lo n g  te rm  d es ig n  
p ro b le m , i t  is so lv ed  for a  lo n g  t im e  p e r io d  a n d  th e  long  te rm  b e n e f its  of 
o b ta in in g  a  g o o d  s o lu tio n  a re  v e ry  im p o r ta n t .  T h e  ru n  t im e s  a re  m u c h  less 
th a n  th e  p la n n in g  h o riz o n  for su ch  a  lo n g  te rm  p la n n in g  d ec is io n .
6.2 Future Research Directions
S o m e f u tu r e  re se a rc h  d ire c tio n s  c a n  b e  s u m m a r iz e d  as Ibllow s:
•  T h e  p ro p o se d  M IP  m o d e l co n s id e rs  o n ly  th e  w ith in -c e ll  la y o u ts ,  s in ce  
c o m p le te ly  in d e p e n d e n t  cells a re  t r ie d  to  b e  fo rm e d . B u t ,  in  th e  th i rd  
s ta g e  o f th e  a lg o r i th m , in te rc e l l  m o v e m e n ts  a re  a llo w ed  to  find  an  
a l te r n a t iv e  s o lu tio n  to  th e  p ro b le m  w ith  in te rc e l l  m o v e m e n ts . W h e n  
in te rc e l l  m o v e m e n ts  a re  in t ro d u c e d  to  th e  p ro b le m , th e  la y o u t o f th e  
cells  in  th e  fa c to ry  can  a lso  b e  c o n s id e re d .
•  T h e  m a c h in e s  in  th e  cells  a re  lo c a te d  n e x t  to  ecich o th e r  fo rm in g  a  line . 
O th e r  ty p e s  o f la y o u ts , su ch  as U -sh a p e  la y o u ts , c a n  a lso  b e  c o n s id e re d .
•  O th e r  lo c a l s e a rc h  h e u r is t ic s ,  su ch  as s im u la te d  a n n e a lin g , ta b u  se a rch  
o r  g e n e tic  a lg o r i th m s , c an  b e  u sed  for c o m p a riso n  p u rp o se s .
•  In  th is  s tu d y , we e m p h a s iz e  th e  d es ig n  p ro b le m , a l th o u g h  th e  im p a c t  
o f o p e ra t io n a l  p ro b le m s , su ch  as cell lo a d in g  a n d  s c h e d u lin g , c an  b e  
a n a ly z e d .
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F a c to rs  (A B C D ) T M H C T V P C T S e ll T P M IC O b je c t iv e
0000 3252 72848 100781 24681 0 24677
0001 3252 72848 100781 24681 0 24677
0010 6509 73159 100781 21113 0 21109
0011 5306 73159 100781 22316 1156 21156
0100 3358 72841 100903 24704 0 24700
0101 3358 72841 100903 24704 0 24700
0110 6610 73215 100903 21078 0 21074
0111 6721 72841 100903 21341 0 21337
1000 8906 135944 177047 32197 14930 17260
1001 8836 135944 177047 32267 13107 19153
1010 14495 136060 177047 26492 19223 7262
1011 14213 137293 177047 25541 14862 10672
1100 10548 137095 178685 31042 14802 16233
1101 9725 137019 178685 31941 13573 18362
1110 16269 138632 178685 23784 16213 7564
nil 9826 137095 178685 31764 18595 13162
T a b le  A .l :  R e p lic a t io n  1 - P a r t  1
F a c to rs  (A B C D ) T M H C T V P C T S e ll T P M IC O b je c t iv e
0000 3843 53729 74523 16951 2973 13975
0001 3919 53729 74523 16875 3128 13744
0010 5030 54102 74523 15391 6074 9314
0011 5282 54102 74523 15139 5420 9716
0100 3659 52256 71974 16059 2973 13083
0101 3887 52256 71974 15831 3128 12700
0110 4790 52623 71974 14561 6074 8484
0111 5093 52623 71974 14258 5420 8835
1000 8639 130665 167357 28053 4583 23464
1001 6199 130207 167357 29421 6914 22500
1010 12844 130836 167357 23677 6232 17439
1011 14876 130836 167357 21645 9435 12203
1100 8901 129582 165161 26678 3134 23538
1101 9654 128478 165161 27029 4476 22547
1110 12866 128846 165161 23449 6232 17210
nil 16584 128486 165161 22673 7816 14850
T a b le  A .2: R e p lic a t io n  2 - P a r t  1
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F a c to rs  (A B C D ) T M H C T V P C T S e ll T P M IC O b je c t iv e
0000 2845 61988 82160 17327 1502 15821
0001 2845 61988 82160 17327 1526 15797
0010 7086 62394 82160 12680 1502 11175
0011 7086 62394 82160 12680 1526 11151
0100 2765 60596 80539 17178 1502 15672
0101 2765 60596 80539 17178 1526 15648
0110 5948 60596 80539 13995 1502 12490
0111 4398 60596 80539 15545 3205 12336
1000 7701 133831 170738 31206 7419 23781
1001 9855 131688 170738 29195 7016 22172
1010 15782 133696 170738 21260 9005 12248
1011 14444 132505 170738 23789 5655 18127
1100 7856 130580 169416 30980 5955 25019
1101 7122 131224 169416 31070 4312 26752
1110 15280 131199 169416 22937 9023 13637
n i l 12074 131224 169416 26118 9870 16141
T a b le  A .3 : R e p lic a t io n  3 - P a r t
F a c to rs  (B C D ) T M H C T V P C T S e ll T P M IC O b je c t iv e
0000 3313.3 62855 8.5821.3 196.53 1491.7 18F57.7
0001 3338.7 628.55 85821.3 19627.7 1.551.3 18072.7
0010 6208.3 63218.3 8.5821.3 16394.7 2.525.3 13866
0011 .5891.3 6.3218.3 8.5821.3 16711.7 2700.7 14007.7
0100 3260.7 61897.7 84472 19313.7 1491.7 17818.3
0101 3336.7 61897.7 84472 19237.7 1.551.3 17682.7
0110 5782 .7 62144.7 84472 16.544.7 2.525.3 14016
0111 5404 62020 84472 17048 2875 14169.3
1000 8415.3 133480 171714 30485.3 8977.3 21.501.7
1001 8296 .7 132613 171714 30294.3 9012.3 21275
1010 14.373.7 133.530.7 171714 23809.7 11486.7 12316.3
1011 14511 1.33544.7 171714 23658.3 9984 13667.3
1100 9101.7 132419 171087.3 29566.7 7963.7 21.596.7
1101 8833.7 1.32240.3 171087.3 30013.3 74.53.7 22553.7
1110 14805 132892.3 171087.3 23390 10489.3 12803.7
nil 12828 132268.3 171087.3 26851 .7 12093.7 14717.7
T a b le  A .4: A v e ra g e  o f th r e e  re p lic a t io n s  - P a r t
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F a c to rs T M H C T V P C T S e ll T P M IC O b je c t iv e ее T im e
00000 3252 72848 100781 24681 0 24677
00001 3252 72848 100781 24681 0 24677
00010 3252 72848 100781 24681 0 24677
00011 3252 72848 100781 24681 0 24677
00100 6509 73159 100781 21113 0 21109
00101 6509 73159 100781 21113 0 21109
00110 5306 73159 100781 22316 11.56 211.56 0 3..36
00111 5306 73159 100781 22316 11.56 211.56 0 2.93
01000 3358 72841 100903 24704 0 24700
01001 3358 72841 100903 24704 0 24700
01010 3358 72841 100903 24704 0 24700
01011 3358 72841 100903 24704 0 24700
01100 6610 73215 100903 21078 0 21074
01101 6610 73215 100903 21078 0 21074
O H IO 6721 72841 100903 21.341 0 21.337
01111 6721 72841 100903 21341 0 213.37
10000 11254.5 135944 177047 29848.5 9057 20784.5 10 762
10001 10508 135944 177047 30595 10642 19946 7 765
10010 8924 .75 135944 177047 32178.25 12613 195.58.25 1 1129
10011 9013.5 135944 177047 .32089.5 12613 19469.5 1 1160
10100 7383.75 136060 177047 3.3603.25 16196 17400.25 4 311
10101 5462 136060 177047 35525 19223 16295 4 328
10110 14786.5 137293 177047 24967.5 13856 11104.5 2 1071
10111 14978 137293 177047 24776 1.38.56 10913 2 1016
11000 12,308.25 137095 178685 29281.75 10465 18809.75 14 859
11001 12904 137095 178685 28686 10465 18214 8 780
11010 9828 137019 178685 318.38 11306 20526 3 812
non 10045 137019 178685 31621 11306 20309 3 857
11100 15899.5 138632 178685 24153.5 14790 93.56.5 3 714
11101 16665 138632 178685 23388 14790 8591 3 615
lino 11543.25 137095 178685 30046.75 1.52.52 14787.75 5 1745
mil 12850.5 137095 178685 28739.5 13798 14934.5 5 1724
Table A.5: Replication 1 - Part 2
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F a c to rs Т М Ы С T V P C T S e ll T P M IC O b je c t iv e ее T im e
00000 3843 53729 74523 16951 2973 13975 0 4.98
00001 3843 53729 74523 16951 2973 13975 0 5.00
00010 3919 53729 74523 16875 3128 13744 0 2.48
00011 3919 53729 74523 16875 3128 13744 0 2.48
00100 6599.5 54102 74523 13821.5 4502 9316.5 3 10.23
00101 5030 54102 74523 15391 6074 9314 0 10.01
00110 5282 54102 74523 151.39 5420 9716 0 4.87
00111 5282 54102 74523 151.39 5420 9716 0 4.37
01000 3659 52256 71974 16059 2973 13083 0 4.99
01001 3659 52256 71974 16059 2973 13083 0 5.04
01010 3887 52256 71974 15831 3128 12700 0 3.71
01011 .3887 52256 71974 15831 3128 12700 0 3.74
01100 6086.5 52623 71974 1.3264.5 4502 87.59.5 2 10.19
01101 6252 52623 71794 13099 4502 8594 2 12.02
OHIO 5093 52623 71974 142.58 .5420 8835 0 3.81
01111 5093 52623 71974 14258 5420 8835 0 4.30
10000 9299.75 130665 167.357 27.392.25 3134 242.52.25 2 270
10001 9461.5 130665 167.357 272.30.5 3134 24090.5 2 273
10010 84.30.25 129937 167357 28989.75 6743 22.509.75 1 10.54
10011 6199 1.30207 167357 29421 6914 22500 0 1042
10100 12844 130836 167.357 23677 6232 174.39 0 489
10101 12844 1.30836 167.357 2.3677 6232 174.39 0 475
10110 16932.5 1.30836 167357 19.588.5 7197 12384.5 1 883
10111 14876 1.308.36 167.357 21645 9435 12203 0 859
11000 8901 129582 165161 26678 3134 23538 0 80
11001 8901 129.582 165161 26678 3134 23538 0 80
11010 10415.25 128478 165161 26267.75 2238 24023.75 3 200
non 10621.5 128478 165161 26061.5 2238 23817 .5 3 181
11100 1.3299.5 128846 165161 23015 4665 18.343.5 3 5.58
11101 12866 128846 165161 23449 6232 17210 0 546
lino 16584 128486 165161 22673 7816 148.50 0 1223
11111 16584 128486 165161 22673 7816 14850 0 1018
Table A.6: Replication 2 - Part 2
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F a c to rs Т М Ы С T V P C T S e ll T P M IC O b je c t iv e ее T im e
00000 2845 61988 82160 17327 1502 1.5821 0 10.46
00001 2845 61988 82160 17327 1502 1.5821 0 10.30
00010 2845 61988 82160 17327 1526 15797 0 10.53
00011 2845 61988 82160 17327 1526 15797 0 10.78
00100 7086 62394 82160 12680 1502 11175 0 5..54
00101 7086 62394 82160 12680 1502 11175 0 5.67
00110 7086 62394 82160 12680 1526 11151 0 5.48
00111 7086 62394 82160 12680 1526 11151 0 5.74
01000 2765 60596 80539 17178 1502 15672 0 10.49
01001 2765 60596 80539 17178 1502 1.5672 0 10.45
01010 2765 60596 80539 17178 1526 15648 0 10.79
01011 2765 60596 80539 17178 1526 1.5648 0 10.82
01100 5948 60596 80539 13995 1502 12490 0 4.28
01101 5948 60596 80539 13995 1502 12490 0 4.18
O H IO 4398 60596 80539 15545 3205 12.336 0 19.99
01111 4398 60596 80539 15545 3205 12.336 0 18..59
10000 7882.25 131831 1707.38 31024.75 5955 2.5063.75 1 392
10001 7198 131831 170738 30988.5 5955 25027.5 1 396
10010 10775.75 131688 170738 28274.25 5911 223.56.25 2 684
10011 9855 131688 170738 29195 7016 22172 0 680
10100 16890.25 133684 170738 20163.75 7546 12610.75 4 930
10101 17223.5 133684 170738 19830.5 7546 12277.5 3 905
10110 14910.25 132505 170738 23322.75 4550 18765.75 5 386
10111 15243.5 132505 170738 22989.5 4550 184.32.5 2 412
11000 7692.5 130580 169416 31143 5955 25182.5 1 44 :i
11001 7747 130580 169416 31089 5955 25128 1 444
11010 8024 131224 169416 30168 21.56 28006 2 145
11011 8272 131224 169416 29920 21.56 277.58 2 149
11100 16304 131199 169416 21913 7528 14378 5 985
11101 15399 131199 169416 22818 9023 13788 2 963
11110 15677.25 131224 169416 22514 6065 16442.75 7 1326
mil 12074 131224 169416 26118 9870 16141 0 1299
Table A.7: Replication 3 - Part 2
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P a c to rs T M H C T V P C T S e ll T P M IC O b je c t iv e
00000 3313.3 62855 85821.3 19653 1491.7 181.57.7
00001 3313.3 62855 85821.3 196.53 1491.7 18157.7
00010 3338.7 62855 85821.3 19627.7 1.551.3 18072.7
00011 3338.7 62855 8.5821.3 19627.7 1.551.3 18072.7
00100 6731.5 63218.3 8.5821.3 1.5871.5 2001.3 13866.8
00101 6208.3 63218.3 85821.3 16.394.7 2.525.3 13866
00110 5891.3 63218.3 85821.3 16711.7 2700.7 14007.7
00111 5891.3 63218.3 8.5821.3 16711.7 2700.7 14007.7
01000 3260.7 61897.7 84472 19313.7 1491.7 17818.3
01001 3260.7 61897.7 84472 19313.7 1491.7 17818.3
01010 3336.7 61897.7 84472 192.37.7 1.551.3 17682.7
01011 3336.7 61897.7 84472 192.37.7 1551.3 17682.7
01100 6214.8 62144.7 84472 16112.5 2001.3 14107.8
01101 6270 62144.7 84412 160.57.3 2001.3 140.52.7
O H IO 5404 62020 84472 17048 2875 14169.3
01111 5404 62020 84472 17048 2875 14169.3
10000 9478.8 1.32813.3 171714 29421.8 6048.7 23366.8
10001 9055.8 1.32813.3 171714 29604.7 6577 23021.3
10010 9376 .917 132.523 171714 29814.08 8422.3 21474.75
10011 8355.8 132613 171714 .30235.2 8847 .7 21380.5
10100 12372.7 1.3.3526.7 171714 25814.7 9991.3 1-5816.7
10101 11843.2 13.3526.7 171714 26.344.2 11000.3 1-5337.2
10110 15543.08 1.3.3544.7 171714 22626.25 8.534.3 14084.92
10111 15032.5 1.3.3544.7 171714 231.36.8 9280.3 13849.5
11000 9633.917 1.32419 171087.3 29034.25 6518 22510.08
11001 9850.7 1.32419 171087.3 28817.7 6518 22293.3
11010 9422.417 1.32240.3 171087.3 29424.58 5233.3 24185.25
non 9646.2 132240.3 171087.3 29200.8 5233.3 23961.5
11100 15167.7 132892.3 171087.3 2.3027.2 8994.3 14026
11101 14976.7 132892.3 171087.3 23218.3 10015 13196.3
lino 14601.5 132268.3 171087.3 25077.92 9711 1.5360.2
11111 13836.2 1.32268.3 171087.3 25843.5 10494.7 15308.5
Table A.8; Average of three replications - Part 2
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R u n (BCD) R e la x e d  p ro b le m  o b j. F in a l S o lu tio n OPTIMUM % GAP
01 000
001
14593
(53 .61)
1.3975
(194 .69)
13975
(314 .95)
0%
02 001 15189
(25 .82)
13744
(162 .92)
14947*
(145 .14 )
8.05%
03 010 10392
(165 .53)
9314
(111 .82)
10143*
(951 .85)
8.17%
04 o n 10.571
(125 .48)
9716
(145 .13)
10.571*
(.308.83)
8 .09%
05 100 13648
(75 .28 )
1.3083
(97 .51)
13083
(425..59)
0%
06 101 142.55
(10..54)
12700
(161 .93)
14047*
(103 .27 )
9..59%
07 n o 9476
(2.59.66)
8484
(106..52)
9203*
(1122 .03 )
7.81%
08 111 9.561
(105 .45)
8835
(116 .83)
9.561*
(302 .44 )
7..59%
T a b le  B . l :  R e p lic a t io n  2 for 20 p a r ts ,  6 m a c h in e  t_ypes
R u n (B C D ) R e la x e d  p ro b le m  o b j. F in a l S o lu tio n O P T IM U M % G A P
01 000 16093
(903 .79)
1.5821
(276 .61)
1.5900*
(4 624 .92 )
0.5%
02 001 16069
(825 .69)
15797
(391 .47)
1.5876*
(3907 .31 )
0..5%
03 010 12810
(2400 .83)
11175
(86..52)
1217.5*
(16805 .88 )
8.21%
04 o n 12786
(2980 .09)
11151
(79 .94)
12402*
(114 6 3 .7 9 )
10.09%
05 100 1.5962
(494 .36)
1.5672
(262 .28)
15774*
(4029 .87 )
0.65%
06 101 1.5938
(.502.87)
L5648
(1033 .73)
15750*
(4320 .75 )
0.65%
07 n o 12490
(5172 .24 )
12490
(17..50)
12490
(6699 .97 )
0%
08 111 12916
(2122 .61 )
12.336
(.5.11)
12466
(7 972 .93 )
1.04%
T a b le  B .2 : R e p l ic a t io n  3 fo r 20 p a r ts ,  6 m cich ine ty p e s
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Run (BCD) Relaxed problem obj Best LP relaxation value Objective Improvement
01 000 15183
(10800.0)
30433
(10800.0)
2.3464
(3967)
54.5%
02 001 8893
(10800.0)
29876
(10800.0)
22500
(5940)
153%
03 010 10784
(10800.0)
24862
(10800.0)
17439
(3448)
61.7%
04 o n -2477
(10800.0)
24678
(10800.0)
12203
(3863)
.592.6 %
05 100 15422
(10800.0)
29727
(10800.0)
23538
(1.3898)
46.2 %
06 101 14594
(10800.0)
29048
(10800.0)
22547
(4872)
.54.5%
07 n o 3778
(10800.0)
24205
(10800.0)
17210
(15018)
3.55.5%
08 111 10431
(10800.0)
24160
(10800.0)
148.50
(708)
42.4%
T a b le  B .3: R e p lic a t io n  2 fo r 40 p a r ts ,  10 m a c h in e  ty p e s
Run (BCD) Relaxed problem obj Best LP relaxation value Objective Improvement
01 000 23424
(10800.0)
30927
(10800.0)
23781
(1016)
1..5%
02 001 20.355
(10800.0)
31448
(10800.0)
22172
(.5466)
8.9%
03 010 3958
(10800.0)
24829
(10800.0)
12248
(16063)
209.4%
04 o n 2202
(10800.0)
25595
(10800.0)
18127
(3019)
732.2%
05 100 26052
(10800.0)
30970
(10800.0)
2.5019
(2394)
-4%
06 101 28582
(10800.0)
314.55
(10800.0)
26752
(20674)
-6.4%
07 n o 6073
(10800.0)
2.5077
(10800.0)
13637
(8939)
124.6 %
08 111 4282
(10800.0)
25940
(10800.0)
16141
(34806)
276.9%
T a b le  B .4 : R e p lic a t io n  3 fo r 40 p a r ts ,  10 m a c h in e  ty p e s
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C .l Problem Data
T h e  p ro b le m  is s e le c te d  fro m  th e  ru n s  o f e x p e r im e n ta l  d es ig n  for 20 p a r ts  a n d  
6 m a c h in e  ty p e s . T h e  fa c to r  c o m b in a tio n  for th e  f irs t p a r t  o f th e  cd g o rith m  is 
(0010) a n d  fo r th e  seco n d  p a r t  o f th e  a lg o r i th m  it  is (00100). T h e  h y p o th e t ic a l  
e x a m p le  is so lv ed  by  u s in g  th e  p ro p o se d  a lg o r i th m . T h e  d a t a  o f th e  e x a m p le  
is d e te rm in e d  as follow s:
•  T h e  n u m b e r  o f ro u te s  for a  p a r t  is s e le c te d  ra n d o m ly  fro m  th e  in te g e r  
in te rv a l U N ~ [1 ,2 ].
•  T h e  n u m b e r  of m a c h in e  ty p e s  in  a  p a r t ’s ro u tin g  is s e le c te d  ra n d o m ly  
fro m  th e  in te g e r  in te rv a l U N  12,31.
•  T h e  m a c h in e s  in  a  p a r t ’s r o u tin g  a re  se lec ted  fro m  th e  a v a ila b le  six 
m a c h in e  ty p e s  w ith  c e r ta in  p ro b a b il it ie s .
F o r p a r ts  1-7, n ic ich ines 1, 2, 3, 4, 5, 6 a re  .selected  w ith  p ro b a b il i t ie s  0 .3 , 
0 .3 , 0 .15 , 0 .15 , 0 .05, 0 .05 , re sp e c tiv e ly , fo r th e  h r s t  r o u te  of th e  p a r ts .  For 
th e  s eco n d  ro u te  o f th e  s a m e  p a r ts ,  m a c h in e s  1, 2, 3, 4, 5, 6 a re  se le c te d  
w ith  p ro b a b il i t ie s  0 .25 , 0 .25 , 0 .15 , 0 .15 , 0 .1 , 0 .1 , re sp e c tiv e ly .
For p a r ts  8-14, m a c h in e s  1, 2, 3, 4, 5, 6 a re  .selected  w ith  p ro b a b il i t ie s  
0 .05 , 0 .05 , 0 .3 , 0 .3 , 0 .15 , 0 .15 , re sp e c tiv e ly , fo r th e  f irs t r o u te  o f th e  p a r ts .  
F o r th e  seco n d  ro u te  o f the.se p a r ts ,  m a c h in e s  1, 2, 3, 4, 5, 6 a re  .selected  
w ith  p ro b a b il i t ie s  0 .1 , 0 .1 , 0 .25 , 0 .25 , 0 .15, 0 .15 , re sp e c tiv e ly .
F o r p a r ts  15-20, m a c h in e s  1, 2, 3, 4, 5, 6 a re  .selected  w ith  p ro b a b il i t ie s  
0 .15 , 0 .15 , 0 .05 , 0 .05 , 0 .3 , 0 .3 , re sp e c tiv e ly , for th e  firs t ro u te  o f th e  p a r ts .  
F o r th e  seco n d  r o u te  o f th e se  p a r ts ,  m a c h in e s  1, 2, 3, 4, 5, 6 a re  se le c te d  
w ith  p ro b a b il i t ie s  0 .15 , 0 .15 , 0 .1 , 0 .1 , 0 .25 , 0 .25, re sp e c tiv e ly . •
•  T h e  p ro c e s s in g  t im e  o n  m a c h in e  к in  p a r t  ?’’s r o u te  is ra n d o m ly  
se le c te d  fro m  th e  in te g e r  in te rv a l U N ~ [1 ,5 ] .
•  T h e  p ro d u c tio n  c o s t, Cirk, is r a n d o m ly  se le c te d  fro m  in te rv a l U N ~ [2 .5 ,3 .5 ] 
for th e  f irs t r o u te  o f p a r t  i. Бог th e  seco n d  ro u te ,  th e  p ro d u c tio n  co s t on
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th e  k*’'' m a c h in e  in  th e  s e q u e n c e  o f th e  seco n d  ro u te  is 1.2 tim e s  g re a te r  
th a n  th e  p ro d u c tio n  co s t on  th e  k^^^ m a c h in e  in  th e  se q u e n c e  o f f irs t ro u te  
su ch  th a t  c,:,2,[fc] -  1.2ci,i,[^.].
•  S e llin g  p r ic e  o f p a r t  i is 130%  o f th e  p ro d u c tio n  co s t o f p a r t  i w hen  it is 
p ro d u c e d  w ith  its  f irs t ro u te .  R aw  m atericxl co s t o f p a r t  i is 5%  of th e  
s a m e  co s t.
•  T h e  w eek ly  d e m a n d  for p a r t  i is se le c te d  fro m  th e  in te g e r  in te rv a l 
U N ~ [1 0 0 ,2 0 0 ].
•  h/Ci r a t io  is 0 .6 , w h e re
hi is in t ra c e l l  m a te r ia l  h a n d lin g  co s t p e r  u n it .
Ci^ i is th e  to ta l  p ro d u c tio n  co s t o f p a r t  i p e r  u n it  p e r  o p e ra t io n .
NOPi
•  H/h r a t io  is 1.25, w h e re
Hi is th e  in te rc e l l  m a te r ia l  h a n d lin g  co s t p e r  u n it .
•  A v a ila b le  c a p a c ity  o f e ac h  m a c h in e , Ak, is 2000 h o u rs /w e e k . T h e  
p re d e te rm in e d  m in im u m  u ti l iz a tio n  level is 200 h o u rs /w e e k .
•  T h e  a d d i t io n a l  m a c h in e  in v e s tm e n t co s t for e ach  m a c h in e  ty p e  is se le c te d  
fro m  th e  in te g e r  in te rv a l U N  ~  [1400,1600].
•  If  th e re  w ere  no  a l te rn a t iv e  ro u te s  fo r p a r ts ,  th e  p a r ts  sh o u ld  b e  p ro d u c e d  
w ith  th e ir  f irs t ro u te s . T h e  n u m b e r  o f iricxcliines of ty p e  k n e e d e d  to  
p ro d u c e  a ll th e  p a r ts  w ith  th e ir  firs t ro u te s  a re  c a lc u la te d  cxs follow s:
rXvi ^i^i,l,k "I
pk =  — 1
pk v a lu es  for m a c h in e s  o f ty p e s  1, 2, 3, 4, 5, 6 a re  1, 2, 2, 3, 2, 3, 
re sp e c tiv e ly . If a t  m o s t o n e  m a c h in e  o f ty p e  k is n e e d e d , th e  a v a ilab le  
n u m b e r  o f m a c h in e s  o f t h a t  ty p e  is s e le c te d  fro m  th e  in te g e r  in te rv a l UN 
~  [pk·, pk +  1]· II m o re  th a n  o n e  m a c h in e  o f ty p e  k is n e e d e d  to  p ro d u c e  
a ll p a r ts  w ith  th e ir  f irs t ro u te s ,  th e  n u m b e r  o f m a c h in e s  a v a ila b le  a re  
s e le c te d  fro m  in te g e r  in te rv a l U N  ~  [pk — Upk +  1]·
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•  T h e  m a x im u m  cell s ize , CSj, is 6 m a c h in e s  p e r  cell.
•  T h e  n u m b e r  o f cells , p , is th e  n u m b e r  en o u g h  to  a c c o m m o d a te  a ll th e  
e x is t in g  m a c h in e s  a n d  th e  a d d i t io n a l  m a c h in e s  th a t  m a y  b e  n e e d e d  d u r in g  
th e  d e s ig n  p ro cess , a n d  d e te rm in e d  as follow s:
P = i ^ ^ l + 3  = 5
•  Low  p ro f it lev e l fo r e ac h  cell is c a lc u la te d  as follow s:
LP, =
{S P i -R M ,)D i - J 2 k £MR:^
V X 0.25 =  746
T h e  ro u tin g ,  p ro c e s s in g  t im e , jD roduction co s t, in te rc e l l  a n d  in tra c e l l  
m a te r ia l  h a n d lin g  c o s t, th e  d iffe ren ce  b e tw e e n  se llin g  p r ic e  a n d  raw  m a te r ia l  
co s t a n d  d e m a n d  of e ac h  p a r t  can  be  seen  in  T a b le  ( M . F u r th e rm o re ,  th e  
a d d i t io n a l  in v e s tm e n t  co s t a n d  th e  a v a ila b le  n u m b e r  for e ac h  m a c h in e  ty p e  
c an  be  seen  in  T a b le  C .2 . In  n e x t  se c tio n , th e  p ro b le m  w ill b e  so lv ed  w ith  th e  
p ro p o se d  cd g o rith m  lo r th e  g iv en  d a ta .
C.2 Application of the Algorithm
T h e  a lg o r i th m  h as  th re e  m a in  s tag es . T h e s e  s ta g e s  w ill b e  p e r fo rm e d  s te p  by 
s te p .
C.2.1 Stage 1 - Finding an Initial Solution
T h e  s u b p ro b le m  is fo rm e d  by  re p la c in g  th e  c o n s tr a in ts  d e te rm in in g  th e  e x a c t 
lo c a tio n s  o f m a c h in e s  in  m a in  p ro b le m  w ith  th e  c o n s tr a in ts  d e te rm in in g  th e  
m a c h in e s  b e fo re  a n d  a f te r  e ac h  m a c h in e . T h e  low  u ti l iz a t io n  leve l c o n s tr a in t  
in  s u b p ro b le m  is a lso  re la x e d . T h e  re la x e d  s u b p ro b le m  (R S P )  w ill b e  so lved  
a n d  in i t ia l  s o lu tio n  for th e  seco n d  s ta g e  w ill b e  fo u n d  in th e  fo llow ing  s t
Step 1 R S P  is so lv ed  b y  u s in g  C P L E X . T h e  o b je c tiv e  v a lu e  is 10392. T h is  is 
a n  u p p e r  b o u n d  for th e  p ro b le m .
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H, II hi II SP, -  RMj II PiPart. Route
1 1 2 (1.00 , .3.20) 4 (5 .0 0 ,2 .7 7 ) 6.38 5.11 21.31 154
1 2 1 (1 .0 0 ,3 .8 4 ) 5 (2 .0 0 ,3 .3 2 ) 6.38 5.11 21.31 154
2 1 6 ( 3 .0 0 ,2 .6 8 ) 2 (3 .0 0 ,3 .4 1 ) 6.83 5.47 22.80 122
2 2 2 ( .5 .00 ,3 .21) 1 (2 .0 0 ,4 .0 9 ) 6.83 5.47 22.80 122
3 1 3 (4.00 , 2.73) 4 (2 .0 0 ,3 .0 8 ) 5 (4 .0 0 ,2 .5 3 ) 6.79 5.44 33.99 170
3 2 3 ( 4 .0 0 ,3 .2 7 ) 6 (4.00 , 3.70) 5 (3 .0 0 ,3 .0 4 ) 6.79 5.44 33.99 170
4 1 3 (3.00 , 2.80) 4 (2.00 , 3.32) 1 (1.00 , 2.90) 4.47 3.59 22.42 109
4 2 2 (5.00 , 3.36) 1 ( 5 .0 0 ,3 .9 8 ) 6 ( 4 .0 0 ,3 .4 8 ) 4.47 3.59 22.42 109
5 1 1 (2.00 , 3.15) 4 (3 .0 0 ,2 .8 6 ) 5.58 4.46 18.61 151
5 2 3 (5.00 , 3.78) 4 (3 .0 0 ,3 .4 4 ) 5.58 4.46 18.61 151
6 1 2 (2.00 , 2.83) 4 (2 .0 0 ,3 .4 0 ) 4.67 3.74 15.60 134
7 1 6 Pl.OO , 2.62) 4 (2 .0 0 ,2 .9 8 ) 1 ( 4 .0 0 ,2 .8 1 ) 6.92 5.54 34.63 158
7 2 1 (4.00 , 3.15) 4 ( 3 .0 0 ,3 .5 7 ) 3 ( 2 .0 0 ,3 .3 8 ) 6.92 5.54 34.63 158
8 1 4 ( 1 .0 0 ,3 .2 1 ) 6 (2.00 , 2.54) 3.J0 2.48 10.36 121
8 2 5 (4 .0 0 ,3 .8 6 ) 6 ( 4 .0 0 ,3 .0 4 ) 3.J0 2.48 10.36 121
9 1 4 (5.00 , 2.99) 3 (5 .0 0 ,3 .1 6 ) 11.52 9.22 38.42 137
10 1 3 C3.00 , 2.98) 4 (3.00 , 3.24) 6.99 5.59 23.31 141
10 2 5 ( 2 . 0 0 , 3..58) 4 (5 .0 0 ,3 .8 8 ) 6.99 5.59 23.31 141
11 1 6 T5.00,3 .3 6 ) 3 (5 .0 0 ,2 .9 6 ) 11.84 9.48 39.50 187
11 2 5 (4.00 , 4.03) 4 (1.00 , 3.55) 11.84 9.48 39.50 187
12 1 3 (2 .0 0 ,2 .7 0 ) 6 ( 3 .0 0 ,2 .5 6 ) 5 ( 1 .0 0 ,2 .9 4 ) 4.00 3.20 20.00 168
13 1 2 (4.00 , 2.98) 6 (2 .0 0 ,3 .0 2 ) 4 ( 5 .0 0 ,3 .0 4 ) 8.27 6.62 41.41 107
13 2 5 (3.00 , 3.57) 4 (1 .0 0 ,3 .6 3 ) 2 ( 3 .0 0 ,3 .6 4 ) 8.27 6.62 41.41 107
14 1 6 5 - 0 0  , 2.98) 1 5 - 0 0 , 3 . 1 5 ) 2.29 1.84 7.66 161
14 2 1 (4 .0 0 ,3 .5 7 ) 3 5 - 0 0  , 3.78) 2.29 1.84 7.66 161
15 1 6 (1.00 , 2.51) 5 ( 1 .0 0 ,2 .6 5 ) 1.93 1.55 6.45 149
15 2 5 (1 .0 0 ,3 .0 2 ) 2 (3.00 , 3.18) 1.93 1.55 6.45 149
16 1 1 (2.00 , 3.03) 5 ( 1 .0 0 ,3 .2 1 ) 2 ( 2 .0 0 ,2 .6 1 ) 3.61 2.89 18.10 n o
17 1 2 (3.00 , 2.70) 5 ( 2 .0 0 ,3 .3 6 ) 6 ( 4 .0 0 ,2 .5 4 ) 6.25 5.00 31.26 175
18 1 6 (4.00 , 2.52) 2 (3 .0 0 ,3 .1 6 ) 5 (5.00 , 2.71) 8.27 6.62 41.37 154
18 2 2 (1.00 , 3.02) 4 (5 .0 0 ,3 .7 9 ) 6 (1.00 , 3.25) 8.27 6.62 41.37 154
19 1 6 (3.00 , 2.61) 5 (4.00 , 2.90) 2 (3.00 , 3.01) 7.11 5.69 35.60 123
19 2 4 (3 .0 0 ,3 .1 3 ) 6 (1 .0 0 ,3 .4 8 ) 2 ( 3 .0 0 ,3 .6 1 ) 7.11 5.69 35.60 123
20 1 5 (3.00 , 3.48) 6 ( 4 .0 0 ,2 .5 5 ) 7.74 6.19 25.81 174
T a b le  C . l :  P a r a m e te r s  fo r th e  e x a m p le
M a ch in e s 1 2 3 4 5 6
M C 1529 1401 1532 1568 1572 1486
M A 1 1 2 3 1 3
T a b le  C .2: A d d itio n a l in v e s tm e n t co s t a n d  th e  a v a ila b le  n u m b e r  of m a c h in e s
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C ell L a y o u t P a r ts  (z ,r)
1 6 1 5 6 —  4 2 3 4 (1 ,2 )( .3 ,1 )(4 ,1 )(1 0 ,1 )(1 3 ,2 )(1 4 ,1 )(1 6 ,1 )(1 7 ,1 )
2 3 1 4 3 —  6 5 6 ( 5 , l ) ( 7 ,2 ) ( 9 , l ) ( l l , 2 ) ( r 2 , l ) ( 1 5 , l ) ( 2 0 , l )
3 6 2 4 6 (2 ,1 )(6 ,1 )(8 ,1 )(1 8 ,2 )(1 9 ,2 )
T a b le  C .3: S o lu tio n  o f th e  re la x e d  p ro b le m
C ell M ach in e s
490
934
1066
1157
3
430
1337
4
1088
1612
1528
1769
1587
861
1349
885
T a b le  C .4: U til iz a t io n  levels  o f m a c h in e s
Step 2 T h e  la y o u t of e ac h  ce ll, th e  p a r ts  (¿) a s s ig n ed  to  th e  cells  a n d  th e  
ro u tin g s  s e le c te d  fo r th e  p a r ts  ( r )  c an  b e  seen  in  Tcible C .3 .
Step 3 T h e  u ti l iz a tio ir  levels  o f m a c h in e s  a re  c a lc u la te d  as s u m m a r iz e d  in 
T a b le  C .4 .
Step 4 T h e  la y o u t of cells a n d  th e  u t i l iz a t io n  levels o f m a c h in e s  cire fo u n d  
in  s te p s  2 a n d  3, to  see  w h e th e r  th e  so lu tio n  fo u n d  by  so lv in g  R S P  is 
fe a s ib le  fo r th e  m a in  p ro b le m  o r n o t.  T h e  la y o u ts  o f cells  a re  n o t feas ib le  
for M P . T h e re  a re  m a c h in e s  o f s a m e  ty p e  lo c a te d  in  tw o  d iffe re n t p laces  
in  th e  s a m e  cell. A c c o rd in g  to  th e  u t i l iz a t io n  lev e ls , th e  u t i l iz a t io n  level 
c o n s tr a in t  is sa tis f ie d . S in ce  th e  so lu tio n  is in fea s ib le , w e p ro c e e d  to  th e  
s eco n d  s ta g e  to  fin d  a  fea s ib le  so lu tio n  to  th e  m a in  p ro b le m .
C.2.2 Stage 2 - Formation of Independent Cells
Step 1 T h is  s ta g e  b eg in s  w ith  f in d in g  a l te rn a t iv e  la y o u ts  fo r e ach  cell. For 
e x a m p le , for th e  f irs t cell, th e  la y o u t fo u n d  in R S P  is (6 -T 5 -6  , 4 -2-3-4). 
M a c h in e  6 c an  b e  lo c a te d  in  th e  f irs t p la c e  o r in  th e  th i r d  p la ce . M ach in e  
4 c a n  b e  lo c a te d  in  th e  fo u r th  p la c e  o r in  th e  la s t p la ce . B y  u s in g  th e se
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C ell L a y o u t
1 6 1 5 4 2 3
1 5 6 2 3 4
1 5 6 4 2 3
2 3 1 4  6 5
1 4 3 5 6
1 4 3 6 5
3 6 2 4
2 4 6
T a b le  C .5: A lte rn a t iv e  la y o u ts  for cells
p o s s ib ili t ie s , 4 a l te rn a t iv e  la y o u ts , (6 -1 -5 -4 -2 -3 ), (1 -5 -6 -2 -3 -4 ), (1-5-6-4- 
2 -3 ), (6 -1 -5 -2 -3 -4 ), a re  g e n e ra te d  fo r cell 1.
T h e  m a x im u m  n u m b e r  of a l te rn a t iv e  la y o u ts  for a  cell, w h ich  w ill b e  
e v a lu a te d  in  th e  fo llow ing  s te p s , is s e le c te d  as 3 for th is  e x a m p le . So, th e  
f irs t th r e e  la y o u ts  w ill b e  u sed  in  th e  a lg o r i th m . T h is  l im it  is u sed  to  
l im it  th e  c o m p u ta t io n  t im e  fo r th is  e x a m p le .
A lte rn a t iv e  la y o u ts  fo r o th e r  cells a re  fo u n d  in a  s im ila r  way. T h e  
a l te r n a t iv e  la y o u ts  for ecich cell c an  b e  seen  in  T a b le  C .5 .
Step 2 T a k e  a n  in i t ia l  la y o u t for e ach  cell fro m  th e  s e t o f a v a ila b le  a l te rn a t iv e s .  
In  th is  exa.rnp le, th e  in i t ia l  la y o u ts  for cells a re  ta k e n  as follows:
C ell 1 —  1 5 6 2 3 4
C ell 2 —  1 4 3 6 5
C ell 3 —  6 2  4
Step 3 T o ta l  p ro f it o f e ac h  cell sh o u ld  b e  c a lc u la te d  to  see  w h e th e r  th e  low 
p ro f it leve l c o n s tr a in t  is sa tis f ied  o r  n o t. B eca u se , w h en  a n  in i t ia l  la y o u t 
d iffe re n t fro m  th e  la y o u t fo u n d  in  S ta g e  1 is ta k e n  for a  ce ll, th e  m a te r ia l  
h a n d l in g  co s t m a y  in c re a se . If  th e  M H C  in c re a se s  in  a  ce ll, th e  low p ro fit 
level c o n s tr a in t  m a y  b e  v io la te d . In  o rd e r  to  c a lc u la te  to ta l  p ro f it o f each  
ce ll, to t a l  m a te r ia l  h a n d lin g  c o s t, v a r ia b le  p ro d u c tio n  c o s t, riiw  m a te r ia l  
co s t a n d  m o n e y  e a rn e d  by  se llin g  p a r ts  sh o u ld  b e  c a lc u la te d .
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A s a m p le  c a lc u la tio n  for cell 1 w ill b e  p ro v id e d :
•  T h e  p a r ts  m a k in g  in tra c e l l  m o v e m e n t in  cell 1 sh o u ld  b e  d e te rm in e d  
to  c a lc u la te  to ta l  m a te r ia l  h a n d lin g  co s t (M IIC ) . F o r e x a m p le , th e  
f irs t r o u te  o f p a r t  3 is {3-4-5}. M ac h in e  4 is lo c a te d  ju s t  a f te r  
m a c h in e  3, b u t  m a c h in e  5 is n o t lo c a te d  ju s t  a f te r  m a c h in e  4. O n e  
m a te r ia l  h a n d lin g  a c t iv i ty  ta k e s  p la ce  lo r  pcirt 3. M a te r ia l  h a n d lin g  
co s t o f /?3 X Д з  =  924 is in c u rre d  for p a r t  3. A ll p a r ts  a s s ig n ed  to  
cell 1 a re  e v a lu a te d  in  a  s im ila r  m a n n e r .  M a te r ia l  h a n d lin g  co s t is 
in c u rre d  for p a r ts  3, 4, 13, 14, 16, 17. T o ta l m a te r ia l  h a n d lin g  co st 
(M H C ) in  cell 1 is 4218.
•  T h e  to ta l  p ro d u c tio n  co s t o f o n e  u n i t  o f p a r t  i is th e  m u lt ip l ic a t io n  
o f p ro d u c tio n  co s t a n d  p ro c e ss in g  tim e . T o ta l p ro d u c tio n  co s t in  
a  cell is th e  s u m m a tio n  o f p ro d u c tio n  co s ts  o f a ll p a r ts  a ss ig n ed  to  
t h a t  cell. For e x a m p le , p ro d u c tio n  co s t o f p a r t  1 u s in g  ro u te  2 is
(¿121 ■ Ci2i +  ¿125 ’ Ci25)Fli =  (1 X 3.84 +  2 X 3 .32 )154  =  1614
T o ta l v a r ia b le  p ro d u c tio n  co s t (V P C )  in  cell 1 is 20473.
•  M o n ey  e a rn e d  by  se llin g  a  p a r t  is th e  m u l t ip l ic a t io n  of se llin g  p r ic e  
b y  d e m a n d . R aw  m a te r ia l  co s t is th e  m u lt ip l ic a t io n  of raw  m a te r ia l  
co s t by  d e m a n d . S in ce , se llin g  p r ic e  a n d  th e  raw  m a te r ia l  co st 
a re  c o n s ta n t  va lu es  in  th e  o b je c tiv e  fu n c tio n , th e y  a re  c o m b in e d  
in  a ll c a lc u la tio n s . T o ta l v a lu e  o f th is  c o n s ta n t  te rm , th e  d iffe ren ce  
b e tw e e n  th e  m o n e y  e a rn e d  by  se llin g  p a r ts  a n d  th e  raw  m a te r ia l  
co s t (S P R M ), for cell 1 is 27913.
•  T h e  p ro fit o f a  cell is th e  s u b tr a c t io n  of m a te r ia l  h a n d l in g  co s t a n d  
v a r ia b le  p ro d u c tio n  co s t fro m  th e  c o n s ta n t  te rm  (T P  =  SPR .M  — 
M H C  -  V P C ). T h e  p ro fit o f cell 1 is 27913 -  4218 -  20473 =  3222.
A ll o f th e s e  v a lu es  for a ll cells  a re  c a lc u la te d  in  th e  s a m e  wa_y. Д4НС, 
V P C , S P R M , T P  of cells c an  b e  seen  in  T a b le  C .6 .
A s it  c a n  b e  seen  fro m  th e  ta b le ,  th e  m in im u m  p ro fit leve l c o n s tr a in t  is 
s a tis f ie d  a n d  th e  to ta l  p ro fit is 11335. A d d itio n a l m a c h in e  in v e s tm e n t  co st
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C ell M H C V P C S P R M T P
1 4218 20473 27913 3222
2 2849 21931 29740 4960
3 2019 11698 16870 3153
T a b le  C .6: M H C , V P C , S P R M , T P  of cells for th e  s e le c te d  in i t ia l  h iy o u ts
is 4502. A lth o u g h  th e  o b je c tiv e  fu n c tio n  v a lu e  o f th e  re la x e d  p ro b le m  w as 
10392, th e  o b je c tiv e  fu n c tio n  v a lu e  o f th e  so lu tio n  a t  th e  e n d  o f th e  firs t 
i t e r a t io n  o f S te j) 2 is 6830, b e c a u se  o f th e  in c re a se  in  m a te r ia l  h a n d lin g  
c o s ts  o f cells.
Step 4 In  th is  s te p , th e  u t i l iz a t io n  levels  o f m a c h in e s  a re  c a lc u la te d , a n d  th e re  
is no  m a c h in e  v io la tin g  th e  c o n s tra in t .
Step 5 B o th  th e  low  u ti l iz a t io n  a n d  low  p ro fit leve l c o n s tr a in ts  a re  sa tisf ied . 
W e c a n  g o to  S te p  7. S te p  6 is u sed  to  find  a  feas ib le  so lu tio n  w h en  e i th e r  
o f th e s e  c o n s tr a in ts  a re  n o t sa tis f ied .
Step 7 T h e  so lu tio n  is fe a s ib le  for M P . W e h a v e  to  look w h e th e r  th is  so lu tio n  
can  b e  im p ro v e d  o r  n o t. T h e  n e ig h b o rh o o d  of th e  c u r re n t  s o lu tio n  w ill 
b e  se a rc h e d . T h e  a l te rn a t iv e  so lu tio n s  a n d  th e ir  co s ts  w ill b e  c a lc u la te d  
to  im p ro v e  th e  c u r re n t  so lu tio n .
7.0. S te p  n u m b e r  is 1.
7.1. A ll th e  p a r ts  a re  d e n o te d  as a l te rn a t iv e  p a r ts  s in ce  the,y can  b e  
a ss ig n e d  to  o th e r  cells.
7.2. P a r ts  c an  b e  a ss ig n ed  to  th e ir  p ro m is in g  cells. A p ro m is in g  cell 
c o n ta in s  a  c e r ta in  p e rc e n ta g e  o f m a c h in e s  in  a  p c irt’s ro u tin g . I t  sa tisfies  
th e  fo llo w in g  c o n d itio n :
NOPi-#machines needed a
NOPi -
0 is ta k e n  as 0.3 in  th is  e x a m p le .
F o r e x a m p le , l e t ’s look  w h e th e r  cell 3 is a  p ro m is in g  cell o r n o t for p a r t  1 
w h en  i t  u ses  its  f irs t ro u te  in s te a d  o f its  seco n d  ro u te .  T h e  firs t r o u te  of
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p a r t  1 is {2 ,4} . T h e  c a p a c ity  o f m a c h in e  2 in  cell 3 is en o u g h  to  p ro cess  
pcirt 1, b u t  th e  c a p a c ity  o f m a c h in e  4 is n o t en o u g h . O n e  ¿idclitional 
m a c h in e  is n eed e d . {NOPi — ^  m a c h in e s  n e e d e d )/Л1 OP,; is e q u a l to  0.5 
w h ich  is g re a te r  th a n  в. T h e re fo re , p a r t  1 u s in g  ro u te  1 can  b e  ass ig n ed  
to  th e  p ro m is in g  cell 3.
A ll th e  cells a re  e v a lu a te d  in  th e  s a m e  w ay for a ll a l te rn a t iv e  p a r ts .
7 .3 .  T h e  ch a n g e  in  o b je c tiv e  fu n c tio n  v a lu e  (A O b j)  w h en  a  p a r t  i in  cell 
j  is a s s ig n ed  to  a n o th e r  cell j j  a n d  uses r o u te  rr sh o u ld  b e  c a lc u la te d .
T h is  c a n  b e  th o u g h t  as th e  co s t o f th e  m o v e  th a t  c an  b e  m a d e  to  th e
a l te rn a t iv e  so lu tio n  .
In  th e  p re v io u s  s te p , i t  is sa id  th a t  p a r t  1 u s in g  ro u te  1 Ccin b e  a ss ig n ed  
to  cell 3. T h e  s a m p le  c a lc u la tio n s  to  find  AObj\^i;i a re  sh o w n  below :
N ew  VPC\ =  O ld  VPCi -  P C i-2 =  20473 -  1614 =  18859
N ew  VPCs =  O ld  VPC3 +  PC\i =  11698 +  2623 =  14321
N ew  S P R M i =  O ld  S P R M j -  TSPi =  27913 -  3280 =  24633
N ew  SPRM 3 =  O ld  SPRM 3 +  TSPi =  16870 +  3280 =  20150
м н е  ch an g e s  a c c o rd in g  to  th e  ch an g e  in  th e  la y o u t o f th e  cells 1 a n d  3. 
A d d it io n a l  m a c h in e  of ty p e  4 sh o u ld  b e  b o u g h t to  cell 3, b u t  th is  does 
n o t a ffec t th e  la y o u t o f th e  cell. N o m a te r ia l  h a n d lin g  a c t iv i ty  ta k e s  p la ce  
for p a r t  1 in  cells 1 a n d  3. So, th e  M H C  of cells d o  n o t ch an g e .
N ew  T P i  =  24633 -  18859 -  4218 =  1556
N ew  TP3 =  20150 -  14321 -  2019 =  3810
A M IC  is th e  a d d i t io n a l  in v e s tm e n t  m a d e  for m a c h in e  o f ty p e  4 w h ich  is 
e q u a l to  ( — 1568).
S in ce  th e  low  p ro fit leve l c o n s tr a in t  is n o t v io la te d , c h a n g e  in  o b je c tiv e  
fu n c tio n  v a lu e  c an  b e  c a lc u la te d  as fo llow s:
A O b ji, i ,3  =  1556 -  3222 +  3810 -  3153 +  ( - 1 5 6 8 )  =  - 2 5 7 7
F or e ac h  m o v e , w e find  th e  n ew  la y o u t a n d  re c a lc u h ite  th e  c o rre s p o n d in g  
co s t te rm s  to  c a lc u la te  AObj. T h e  a l te rn a t iv e s  a n d  A O b j for th e se  
a l te rn a t iv e s  c an  b e  seen  in  T a b le  C .7 .
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A lt. ( i , r r j j ) A O b j A lt. i ip 'r j j ) A O b j
1 (1 ,1 ,3 ) -2577 18 (1 ,2 ,2 ) -786
2 (2 ,1 ,1 ) 1319 19 (2 ,1 ,2 ) -749
3 (3 ,1 ,3 ) -3104 20 (4 ,1 ,2 ) -1958
4 (4 ,1 ,3 ) -3061 21 (6 ,1 ,1 ) -674
5 (5 ,1 ,3 ) -2203 22 (6 ,1 ,1 ) 499
6 (7 ,1 ,1 ) -1377 23 (7 ,1 ,3 ) -2031
7 (7 ,2 ,1 ) -1750 24 (8 ,1 ,1 ) 352
8 (8 ,1 ,2 ) 352 25 (10 ,1 ,2 ) -2356
9 (10 ,1 ,3 ) -2320 26 (1 1 ,1 ,3 ) -1335
10 (1 1 ,2 ,3 ) 699 27 (12 ,1 ,1 ) -1074
11 (12 ,1 ,3 ) -3641 28 (1 3 ,1 ,3 ) -1756
12 (1 3 ,2 ,2 ) -1401 29 (13 ,2 ,3 ) -1572
13 (14 ,1 ,2 ) 0 30 (1 4 ,1 ,3 ) -1529
14 (1 5 ,1 ,1 ) -230 31 (15 ,1 ,3 ) -1802
15 (1 6 ,1 ,2 ) -1401 32 (16 ,1 ,3 ) -3101
16 (1 7 ,1 ,3 ) -1572 33 (1 8 ,2 ,1 ) -520
17 (1 9 ,2 ,1 ) 0 34 (20 ,1 ,3 ) -495
T a b le  C .7; A lte rn a t iv e s  a n d  AObj va lu es  a t  th e  e n d  o f f irs t stej?
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C ell L a y o u t Pcirts (i^r)
1 1 5 6 2 3 4 (1 ,2 )(2 ,1 )(3 ,1 )(4 ,1 )(1 0 ,1 )(1 3 ,2 )(1 4 ,1 )(1 6 ,1 )(1 7 ,1 )
2 1 4 3 6 5 (5 ,1 )(7 ,2 )(9 ,1 )(1 1 ,2 )(T 2 ,1 )(1 5 ,1 )(2 0 ,1 )
3 6 2 4 (6 ,1 )(8 ,1 )(1 8 ,2 )(1 9 ,2 )
T a b le  C .8: S o lu tio n  a t  th e  e n d  o f f irs t s te p
C ell
3
M H C
4218
2849
700
V P C
22698
21931
9473
S P R M
30694
29740
14089
T P
3778
4960
3916
T a b le  (J.9: C o s t te rm s  to r cells a t  th e  e n d  of f irs t s te p
7.4. If  A O b j fo r a ll a l te rn a t iv e s  is s m a lle r  th a n  0, g o to  S te p  6, e lse  
c a n d id a te  lis t  c a n  b e  fo rm e d . M a x im u m  of A O b j v a lu es  o c c u rs  w h en  
¡Dart 2 u s in g  ro u te  1 is a s s ig n ed  to  cell 1. If
ma.x{AObji^rr,jj} — AObji'^rr\jj' ^  /-t x  Obji,rr,jj
is s a tis f ie d , th e n  a l te rn a t iv e  {i',rr ',jj')  c an  e n te r  to  th e  c a n d id a te  lis t , /t 
is ta k e n  as 0.1 in  th is  e x a m p le . F u r th e rm o re ,  n ia x ;,,.,.j j{ A (9 6 jj/ ,,., . 'j / ')  is 
1319 a n d  O b j is 6830.
A lte rn a t iv e s  ( 2 ,1 ,1 ) ,  fo r w h ich  AObj =  1319, a n d  ( 1 1 ,2 ,4 ) ,  for w h ich  
AObj - 699, a re  th e  o n ly  a lte rn c itiv e s  s a tis fy in g  th is  c o n d itio n . T h e y  
a re  in c lu d e d  in  th e  c a n d id a te  lis t .
7.5. S e le c t o n e  o f th e  a l te rn a t iv e s  fro m  th e  c a n d id a te  lis t  ra n d o m ly  to  
m a k e  th e  m o v e  to  th e  n ew  p o in t .  L e t ’s su p p o se  t h a t  w e se le c t ( 2 ,1 ,1 ) .  
N ow , p a r t  2 u s in g  ro u te  1 is p ro d u c e d  in  cell 1. T h e  la y o u t of th e  cells 
a n d  p a r ts  a s s ig n ed  to  th e se  cells c a n  b e  seen  in  T a b le  C .8  a n d  th e  co st 
te rm s  c a n  b e  seen  in  T a b le  C .9 .
N ow  th e  new  o b je c t iv e  v a lu e  b eco m es  8149. R e tu rn  b ack  to  S te p  7.1.
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C ell
3
M ach in e s
490
934
0
1522
791
3
1430
1337
0
1088
1612
1528
1769
587
0
1227
1349
519
T a b le  C .IO : U til iz a t io n  levels  o f m a c h in e s  a t  th e  e n d  o f f irs t s te p
In  th e  seco n d  s te p , a  new  se t o f a l te rn a t iv e s  a re  d e te rm in e d .  AObj for 
a ll a l te rn a t iv e s  a re  c a lc u la te d . S in ce  AObj for a ll a l te rn a t iv e s  cire sm a lle r  
th a n  ze ro , we c a n n o t im p ro v e  th e  c u r re n t  o b je c tiv e  v a lu e , so go to  S te p  
8.
Step 8 W h ile  p e r fo rm in g  s te p  7, u ti l iz a t io n  levels  o f m a c h in e s  a re  n o t 
c o n tro lle d . Low u ti l iz a t io n  level c o n s tr a in t  m a j ' b e  v io la te d . T h is  s te p  
is u sed  to  find  a  fea s ib le  so lu tio n , if th e  so lu tio n  a t  th e  e n d  o f s te p  7 is 
n o t feas ib le . T h e  s a m e  p ro c e d u re  as in  S te p  6 is u sed  in th is  s te p . T h e  
u t i l iz a t io n  levels o f th e  m a c h in e s  in  each  cell can  b e  seen  in  T a b le  C .IO . 
T h e  low  u ti l iz a t io n  leve l c o n s tr a in t  is n o t v io la te d . G o to  S te p  9.
Step 9 T h is  is th e  e n d  o f o n e  i te r a t io n .  For th e  n e x t i t e r a t io n ,  ta k e  th e  in i t ia l  
s o lu tio n  fo u n d  in  S ta g e  1, a n d  th e  in i t ia l  la y o u t ta k e n  a t  S te p  4 o f S ta g e  2. 
R e p e a t  s te p s  5-10. T h is  p ro c e d u re  is r e p e a te d  u n ti l  m a x im u m  i te ra t io n  
l im it  is re a c h e d . G o to  S te p  10.
Step 10 If  a ll a l te rn a t iv e  la y o u ts  a re  e v a lu a te d  g o to  S te p  11, e lse  r e tu r n  back  
to  S te p  2 to  ta k e  a n o th e r  in i t ia l  la y o u t as a  s ta r t in g  so lu tio n .
Step 11 W h ile  p e r fo rm in g  a ll th e se  s te p s , th e  feas ib le  so lu tio n  to  M P  g iv in g  
th e  b e s t  o b je c t iv e  v a lu e  is k e p t as th e  b e s t so lu tio n . T h e  so lu tio n  of 
th e  a lg o r i th m , la y o u t o f cells a n d  p a r ts  a ss ig n ed  to  th e  cells a re  in T ab le  
C . l l .  T h e  co s t te rm s  a re  in  T a b le  C .12 .
T o ta l p ro f it is 15391 a n d  a d d i t io n a l  m a c h in e  in v e s tm e n t  co s t is 6074. O b j 
is e q u a l to  th e  s u b tr a c t io n  o f  a d d i t io n a l  m a c h in e  in v e s tm e n t  co s t a n d  th e  
n u m b e r  o f cells  o p e n e d  fro m  th e  to ta l  p ro fit (O b j =  15391 — 6074 — 3 =
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C ell L a y o u t P a r ts  (?',?’)
1 1 5 6 2 3 4 (1 ,2 )(3 ,1 )(4 ,1 )(1 0 ,1 )(1 4 ,1 )(1 6 ,1 )(1 7 ,1 )(2 0 ,1 )
2 1 4 3 6 5 (5 ,1 )(7 ,2 )(9 ,1 )(1 2 ,1 )(1 5 ,1 )
3 5 4 6 2 (2 ,1 )(6 ,1 )(S ,1 )(1 1 ,2 )(1 3 .2 )(1 8 ,2 )(1 9 ,2 )
T a b le  C . l l :  Fina.1 so lu tio n  w ith o u t  an  in te rc e ll  m o v e m e n t
C ell
3
мне
2802
2228
V P C
21360
4660
18082
S P R M
27971
17865
28687
T P
3809
3205
8377
T a b le  C .12 : M H C , V P C , S P R M  a n d  T P  of cells in th e  fin a l so lu tio n
9314). T h e  m a te r ia l  flow in  each  cell fo r th e  final so lu tio n  can  b e  seen  in  
F ig u re  C . l ,  w h e re  th e  n u m b e rs  o n  each  a rc  corresjioncl to  p a r t  n u m b e rs ,  
w h e re a s  th e  n o d es  d e n o te  th e  m a c h in e  ty p e s .
A t th e  e n d , w e sh o u ld  c o m p a re  th e  so lu tio n  o f tl ie  a lg o r i th m  w ith  th e  
o p tim a l  so lu tio n . B u t ,  th e  m a th e m a tic a l  m o d e l p ro p o se d  in C h a p te r  3 c a n n o t 
b e  so lv ed  o p tim a llj^  b e c a u se  o f th e  size  o f th e  p ro b le m . W h e n  th e  su b p ro b le m  
fo rm e d  a t  S ta g e  1 is so lv ed , a  so lu tio n  w h ich  h as  an  o b je c tiv e  v a lu e  o f 10143 
is fo u n d . T h is  is th e  n ew  u p p e r  b o u n d  for th e  p ro b le m . T h e  p e rc e n ta g e  of 
g ap  b e tw e e n  th is  u p p e r  b o u n d  a n d  th e  so lu tio n  o f th e  a lg o r i th m  is 8 .17 %. 
T h e  p e rc e n ta g e  b e tw e e n  th e  o p tin n il  so lu tio n  a n d  th e  so lu tio n  o f th e  a lg o r i th m  
sh o u ld  b e  less th a n  8 .17  %.
C.2.3 Stage 3 - Allowing Intercell Movements
A t th e  e n d  o f th e  seco n d  s ta g e , ce lls  a re  c o m p le te ly  in d e p e n d e n t .  B u t ,  if 
a d d i t io n a l  in v e s tm e n t  is m a d e  for an y  m a c h in e , in te rc e ll  m o v e m e n ts  Ccui be 
in tro d u c e d  to  th e  p ro b le m . A llo w in g  in te rc e ll  m o v e m e n t m a y  d e c re a se  th e  
a d d i t io n a l  m a c h in e  in v e s tm e n t  co s t a n d  m a y  s im p lify  th e  m a te r ia l  flow w ith in
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CELLI
CELL 2
CELL3
F ig u re  C . l :  M a te r ia l  flow in  cells
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th e  cell. T h is  s ta g e  p ro v id es  a  so lu tio n  w ith  in te rc e ll  m o v e m e n t if  th e  o b je c tiv e  
v a lu e  im p ro v e s .
Step 1 T h e  so lu tio n  o b ta in e d  a t  th e  en d  of S ta g e  2 , g iv in g  th e  b e s t  o b je c tiv e  
v a lu e , is ta k e n  as a n  in i t ia l  so lu tio n .
Step 2 T h e  a l te rn a t iv e  i^arts , w h ich  c a n  m a k e  a n  in te rc e ll m o v e m e n t, sh o u ld  
b e  d e te rm in e d  in  th is  s te p . T h e  p a r ts ,  w h ich  a re  n o t m a k in g  in te rc e ll  
m o v es a n d  u s in g  th e  m a c h in e s  th a t  sh o u ld  b e  b o u g h t,  cire c a n d id a te s  to  
m a k e  a n  in te rc e l l  m o v e m e n t.
A d d it io n a l  m a c h in e  in v e s tm e n t co s t is m a d e  for m a c h in e s  1 , 2 a n d  5. T h e  
p a r ts  u s in g  th e se  m a c h in e s  a n d  a re  n o t d o in g  in te rc e l l  m o v e m e n t a re  1 , 2 , 
3, 4, 5, 6 , 7, 11, 12, 13, 14, 15, 16, 17, 18, 19 a n d  20. T h e s e  a l te rn a t iv e s  
a re  e v a lu a te d  to  see if  th e y  can  m a k e  a n  in te rc e ll m o v e m e n t.
Step 3 T h e  a l te rn a t iv e  cells  for th e se  p a r ts  sh o u ld  b e  fo u n d .
3 .1  In it ia lly , w e h av e  to  look  if  th e  p a r t  can  s ta y  in  its  o r ig in a l cell. 
Бог e x a m p le , (13 ,2 ) is in  cell 4 , a n d  its  ro u tin g  is {5 ,4 ,2} . If  o n e  o f th e  
n ic ich ines in  its  r o u tin g  is u sed  o n ly  by  p a r t  13, th e n  th is  m a c h in e  can  b e  
d ro p p e d  fro m  cell 4 a n d  th e  o p e ra t io n  o n  th is  m a c h in e  c a n  b e  p e rfo rm e d  
in  a n o th e r  cell. B u t  th is  a l te rn a t iv e  is n o t av a ila b le  for th is  p a r t  a n d  for 
a n y  p a r t  a m o n g  a l te rn a t iv e s .
3.2 C h eck  if th e  p a r t  c a n  b e  a ss ig n ed  to  a n o th e r  cell. T ak e  p a r t  13 ag a in  
a n d  look  if  i t  c a n  b e  a ss ig n ed  to  cell 2  by  u s in g  its  firs t ro u tin g .
T h e  firs t r o u tin g  o f p a r t  13 is ( 2 ,6 ,4 ) .  In  cell 2 , m a c h in e  2 do es n o t 
e x is t .  A lso , th e  c a p a c ity  o f m a c h in e  4 is n o t en o u g h . T h e re fo re , tw o  
new  m a c h in e s  a re  n eed e d . (NOPi — #  m a c h in e s  needed)/NOPi =  0 .33 is 
g r e a te r  th a n  0.3. P a r t  13 c a n  b e  a ss ig n ed  to  cell 2  a n d  m a k e  a n  in te rc e ll  
m o v e m e n t to  cell 1 for th e  o p e ra t io n s  o n  m a c h in e s  2 a n d  4.
A ll ce lls  a re  e v a lu a te d  in  th e  s a m e  way.
Step 4 C a lc u la te  A O b j fo r a ll a l te rn a t iv e s  (г, r?', j j ,  j j j ) .  A s a m p le  c a lc u la tio n  
is p ro v id e d  fo r p a r t  13 in  cell 3. T h e  p a r t  is a s s ig n ed  to  cell 2  a n d  т ггк е  
a n  in te rc e l l  m o v e m e n t to  C ell 1 . I t  u ses its  f irs t ro u te .
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•  T h e  ro u tin g  is {2 ,6 ,4} . T h e  o p e ra t io n  on m a c h in e  2 is p e r fo rm e d  in  
cell 1. T h e n  th e  p a r t  co m es to  cell 2 for th e  o p e ra t io n  on  m a c h in e  
6 . S in ce  th e  p a r t  co m es fro m  cell 1 to  cell 2 , o n e  in te rc e l l  m o v e m e n t 
is r e q u ire d . M a c h in e  4 ’s c a p a c ity  is n o t en o u g h  in cell 2 . So, 
th e  p a r t  h a s  to  go to  cell 1 fo r th e  o p e ra t io n  on  m a c h in e  4. T h e  
seco n d  in te rc e l l  m o v e m e n t is m a d e . T h e  in te rc e l l  m o v e m e n t co s ts  
a re  in c u rre d  to  cell 2, s in ce  p a r t  13 is o r ig in a lly  a ss ig n ed  to  th is  cell. 
Бог p a r t  13, n o  in tra c e l l  m a te r ia l  h a n d lin g  a c t iv i ty  ta k e s  p la ce  in  
cells 1 a n d  2 .
N ew  MHC2 =  O ld  M ¡IC2 +  Ф in te rc e ll  m oves x  /7 i 3 x  Z)i3 +  ^  
in tra c e l l  m o v e s x /113 x  H 13 =  0 +  2 x 8 8 5  +  0  =  1770
N ew  MHC\ =  O ld  MHCi  +  #  in tra .ce ll m o v e m e n ts  хД  13 x  Dy.i 
=  2802 +  0  =  2802
T h e  la y o u t o f cell 3 d o es  n o t ch an g e . So s u b tr a c t io n  o f m a te r ia l  
h a n d lin g  co s t c a u se d  b y  p a r t  13 is en o u g h  to  find  M H C  in  cell 3. If 
la y o u t ch an g e s , M H C  o f th e  cell sh o u ld  b e  c a lc u la te d  b y  e v a lu a tin g  
a ll p a r ts  a ss ig n ed  to  th is  cell.
N ew  MHC3 — O ld  MHCs - #  in tra c e l l  m o v e m e n ts  x / i  13 x  ZI13 =  
2228 - 708 =  1520
•  C a lc u la t io n  o f V P C  in  cells } , j j ,  j j j .
N ew  VPCj = 0 1 d  VPCj -  PCi,·
N ew  VPCjj = 0 1 d  VPCjj + [J2keMRi p i’o d u c t io n  co s t on  nic ich inc 
к if  o p e ra t io n  on  m a c h in e  к is p e r fo rm e d  in  cell j  j]
N ew  VPC jjj = 0 1 d  VPC jjj +  p ro d u c tio n  co s t on
m a c h in e  к if  o p e ra t io n  on  m a c h in e  к is p e r fo rm e d  in  cell j j j  
iWIR,rr,.u)]
N ew  VPC3 =  18082 -  2703 =  15379 
N ew  VPC2 -  14660 +  646 =  15306 
N ew  VPCi  =  21360 +  1274 +  1623 =  24257
•  C c ilcu la tio n  o f S P R M  in  cells j ,  j j ,  j j j .
S o m e p e rc e n t  o f th e  g a in  ( th e  d iffe ren ce  b e tw e e n  th e  m o n e y  ecirned 
b y  se llin g  p a r t  i a n d  th e  raw  m a te r ia l  co s t o f p a r t  i) sh o u ld  be  g iv en
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A lt. A O b j A lt. ^L,rr,jj,jjj) A O b j
1 (1 ,2 ,4 ,2 ) -982.5 12 (2 ,1 ,2 ,1 ) -833 .75
2 (6 ,1 ,2 ,1 ) -125 .25 13 (7 ,1 ,1 ,3 ) -1595.75
3 (7 ,1 ,4 ,1 ) -1595.75 14 (1 1 ,2 ,1 ,2 ) -2215
3 (1 2 ,1 ,1 ,3 ) -1208.25 15 (1 2 ,1 ,4 ,1 ) -1208 .25
5 (1 3 ,1 ,2 ,1 ) -1902 16 (1 3 ,2 ,1 ,2 ) -885
6 (1 3 ,2 ,2 ,1 ) -885 17 (1 4 ,1 ,4 ,2 ) -73 .75
7 (1 5 ,1 ,1 .3 ) -287.5 18 (1 6 ,1 ,2 ,3 ) -397 .5
8 (1 6 ,1 ,4 ,2 ) -397.5 19 (1 8 ,1 ,1 ,2 ) -2739 .5
9 (1 8 ,1 ,2 ,1 ) -2739.5 20 (1 8 ,2 ,2 ,1 ) -1273.75
10 (1 9 ,1 ,1 ,2 ) -2335 21 (1 9 ,1 ,2 ,1 ) -2335
11 (1 9 ,2 ,2 ,1 ) -1575
T a b le  C .13: A lte rn a t iv e s  a n d  th e ir  AObj  va lu es  cit th e  e n d  o f f irs t s te p  
in te rc e l l  m o v e m e n t
to  cell j j j  by  cell j j .  T h is  v a lu e  is p ro p o r t io n a l  w ith  th e  v a ria b le  
p ro d u c tio n  co s t in c u rre d  to  cell j j j  to  p ro cess  th e  o p e ra t io n s  o f p a r t  
i.
N ew  S P R M j =  O ld  S P R M j -  TSP,
N ew  S P R M jy  =  O ld  SPRM y,· +  · TSPi
N ew  SPRM jy,· =  O ld  SPR M ^yj +  · TSP,
N ew  S P R M 3 =  28687 -  4431 =  24256
N ew  S P R M 2 =  17865 +  (6 4 6 /3 5 4 3 ) · 4431 =  18672.91
N ew  S P R M i =  27971 +  (2 8 9 7 /3 5 4 3 ) · 4431 =  31594.09
•  P ro f it  o f cells  1, 2 a n d  4 a re  4535 .09 , 1596.91 a n d  7357, re sp e c tiv e ly . 
T h e  low  p ro f it level c o n s tr a in t  is n o t v io la te d .
A O b j =  4535.09  -  3809 +  1596.91 -  3205 +  7357 -  8377 +  0 
=  - 1 9 0 2
D e te rm in e  A O b j v a lu es  fo r a ll a l te rn a t iv e s  s im ila r  to  ab o v e . T h e  
a l te rn a t iv e s  a n d  th e ir  c o rre sp o n d in g  A O b j v a lu es  for th e se  a l te rn a t iv e s  
can  b e  seen  in T a b le  C .13 .
Step 5 F o rm  th e  c a n d id a te  lis t . If
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C ell M H C V P C S P R M T P
1 2507 20374 26737 3856
2 0 15167 18499..52 3332.52
3 2.596.75 18.561 29286.48 8128.73
T a b le  C .14: S o lu tio n  o b ta in e d  a t  th e  e n d  o f f irs t s te p  - In te rc e ll  m o v e m e n t
{XObjI ^  0 .1  x  Obj
"  ■ ■ ■ ■
is s a tis f ie d , th e  a l te rn a t iv e  {i\ rr ' , j j ' , j j j ' )  is a d d e d  to  th e  c a n d id a te  lis t. 
imiXi^rrjjjjji^Obji^rrjjjjj} is —73.7.5 a n d  O b j is 9314 in  th is  e x a m p le .
(1 .2 .4 .2 )  , (2 , 1 ,2 , 1 ), (6 ,1 ,2 ,1 ), (1 .3 ,2 ,1 ,2), (1 3 ,2 ,2 ,1 ), (1 4 ,1 ,4 ,2 ), (1 .5 ,1 ,1 ,4), 
(1 6 ,1 ,2 ,4 ) a n d  (1 6 ,1 ,4 ,2 ) fo rm  th e  se t o f a l te rn a t iv e s  in  c a n d id a te  lis t.
Step 6 If  th e re  w as n o  a l te rn a t iv e ,  w e h av e  to  g o to  S te p  9. S u p p o se  th a t
( 1 4 .1 .4 .2 )  is se le c te d  ran d o m ly .
Step 7 N ow , p a r t  14 u s in g  ro u te  1 is a ss ig n ed  to  cell 4 a n d  is a llo w ed  to  m a k e  
a n  in te rc e l l  m o v e m e n t to  cell 2 . A ll o th e r  p a r t  a n d  ro u te  a s s ig n m e n ts  
r e m a in  th e  sam e . M H C , V P C , S P R M  a n d  T P  in  cells c h a n g e  as show n  
in  T a b le  C .14 .
O b j =  9314 - 73.75 =  9240.25
Step 8  G o b a c k  to  S te p  2  lo r  c o n tin u in g  th e  lo ca l sea rch .
Step 9  S te p s  1 th ro u g h  8  a re  re p e a te d  for a  fixed  n u m b e r  o f i te r a t io n s  to  find 
d iffe re n t so lu tio n s  to  th e  p ro b le m .
Step 10 W h ile  p e r fo rm in g  all th e s e  s te p s , th e  so lu tio n  g iv in g  th e  b e s t 
o b je c t iv e  v a lu e  is k e p t as th e  b e s t so lu tio n . T h e  so lu tio n  ¿it th e  en d  
o f S ta g e  3, th e  la y o u t of cells , p a r ts  a ss ig n ed  to  th e se  cells  can  b e  seen  
in  T a b le  C .15 . M H C , V P C , S P R M  a n d  T P  o f cells сгш be  seen  in T ab le  
C .16 .
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C ell L a y o u t P a r ts  (¿ ,r)
1 1 5 6  2 3 (1 ,2 )(3 ,1 )(4 ,1 )(1 0 ,1 )(1 5 ,1 )(1 6 ,1 )(1 7 ,1 )(2 0 .1 )
2 1 4 3 (5 ,1 )(7 ,2 )(9 ,1 )
3 5 4 6  2 (2 ,1 )(6 ,1 ) (8 ,1 ) (1 1 ,2 )(1 2 ,1 ) ( ]3 ,2 ) (1 4 ,1 )(1 8 ,2 ) (1 9 ,2 )
T a b le  C .15: S o lu tio n  o b ta in e d  a t  th e  en d  o f S ta g e  3
C ell M H C V P C S P R M T P
1 2794.5 21653 28337.08 3889.58
2 0 11713 14178.52 2465.52
3 3805 20736 32007.4 7466.4
T a b le  C .16: C o s t te rm s  for cells a t  th e  e n d  o f S ta g e  3
T o ta l  i^rofit is 13821.5, a d d i t io n a l  M IC  is 4502 a n d  O b j is 9316.5 . P a r ts  
m ciking in te rc e l l  m o v e m e n t a re  14, 15 a n d  12. P a r t  14 m a k e s  a n  in te rc e ll 
m o v e m e n t b e tw e e n  cells 4 a n d  2 . P a r t  15 m a k es  an  in te rc e ll  m o v e m e n t b e tw ee n  
cells 1 a n d  4. a n d  p a r t  12 b e tw e e n  cells 4 a n d  1 . T h e  ch a n g e  in  la y o u ts  a n d  
th e  m a te r ia l  flow o f pcirts in  cells can  b e  seen  in  F ig u re  C .2 . In  th is  so lu tio n , 
th e  cells h a v e  a n  in te ra c t io n  w ith  each  o th e r . VVe in te rc h a n g e d  th e  p laces  of 
cells 2  a n d  3 to  d e c re a se  th e  m a te r ia l  flow o f p a r ts  1 2 , 14 a n d  15. A llow ing  
in te rc e l l  m o v e m e n ts  re d u c e d  th e  a d d i t io n a l  m a c h in e  in v e s tm e n t  co s t fro m  6071 
to  4502 , h e n c e  th e  to ta l  p ro fit is in c re a se d  to  9316.5.
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CELLI
CELL3
CELL 2
F ig u re  C .2: M a te r ia l  flow in  a n d  b e tw e e n  cells a t  th e  e n d  o f S ta g e  3
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