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ABSTRACT 
This paper investigates the performance of different tem- 
poral concealment techniques when incorporated within a 
long-term motion compensated video codec. In particular, 
the paper finds a combination of techniques that best re- 
covers the spatial-temporal components of a damaged long- 
term motion vector. It is demonstrated also that accurate 
recovery of the spatial components of the damaged motion 
vector is, in general, more important and more complex than 
the recovery of the temporal component. Such findings are 
explained in view of the properties of the long-term block 
motion field. The paper, also, proposes a novel long-term 
multihypothesis temporal concealment technique where the 
damaged block is concealed using the average of a number 
of candidates from the several reference frames available at 
the decoder. The superior performance of this technique is 
demonstrated over a range of block error rates. 
1. INTRODUCTION 
Fast growing multimedia services have generated a great 
interest in transmitting digital video over a wide range of 
communication channels. However, practical communica- 
tion channels are not error free and the quality of the recon- 
structed video can be severely degraded. 
One method to combat the effects of channel errors is 
error concealment which provides a subjectively acceptable 
approximation to the original data by exploiting the high 
temporal andlor spatial correlation of video sequences. Un- 
like other methods, error concealment, in general, does not 
increase the bit rate, requires no change to the encoder, in- 
troduces no delays and can be applied in almost any appli- 
cation. This makes it particularly attractive for very low bit 
rate real-time applications like wireless video. 
An important class of error concealment methods is tem- 
poral concealment techniques. Such techniques exploit the 
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high temporal correlation of video signals and conceal dam- 
aged blocks using information from correctly received andor 
previously concealed pels in a reference frame. Temporal 
concealment can be viewed as a motion information recov- 
ery process where the decoder attempts to recover an ap- 
proximation, d, of the damagedmotion vector, d = ( d Z ,  d y ) .  
Such process is normally based on certain properties of the 
block motion fields of typical video sequences. 
Recently, long-term motion estimation has been proposed 
to improve the coding efficiency of video codecs [ I ,  21. In 
this case, the motion vector, d, is extended by a tempo- 
ral component, dt,  permitting the use of several reference 
frames for motion estimation and compensation. 
A number of temporal concealment techniques have been 
proposed in the literature [3,4,5,6], and their performances 
have been extensively studied within typical single-reference 
video codecs operating over various error-prone channels. 
There is, however, a need to characterise the performance 
of such techniques within long-term motion-compensated 
video codecs. In particular, what is the best method to re- 
cover the new added temporal component? Are the proper- 
ties of the long-term block motion field different from those 
of the single-reference field? and how does this influence 
the temporal concealment process? 
In this paper we investigate the performance of differ- 
ent temporal concealment techniques when included within 
a long-term motion compensated video codec. In particular 
we find a combination of techniques that best recovers the 
spatial-temporal components of a damaged long-term mo- 
tion vector. We also compare the importance and the com- 
plexity of the two processes: spatial components recovery 
and temporal component recovery. We explain all our find- 
ings in view of the properties of the long-term block motion 
field. In addition, we propose a novel long-term temporal 
concealment technique where the damaged block is con- 
cealed using the average of a number of candidates from 
the several reference frames available at the decoder. 
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OCIF Foreman. L-10 framer, OP=lO. MB Error Rats = 2C% 2. TEMPORAL CONCEALMENT TECHNIQUES 
In this paper, four temporal concealment techniques are con- 
sidered: 
ZR The recovered motion component (either spatial or tem- 
poral) is set to zero. Thus, d = 0. Note that a tem- 
poral component of dt = 0 refers to the most recent 
frame in the multi-frame memory. 
AV The recovered motion component is the average of the 
corresponding components of a set of neighbouring 
motion vectors. Thus, for 4 neighbouring vectors: 
d^ = 1 / 4 ( d ~  + d~ + d~ + d ~ ) ,  
BM 
where L,  R, T ,  and B stands for left, right, top and 
bottom neighbours, respectively. 
This is a boundary matching method [3]. A set of can- 
didate motion vectors {di} is first chosen. Each can- 
didate is then used to conceal the damaged block. The 
quality of this concealment can be assessed using the 
side match distortion (SMD) measure which is de- 
fined as the sum of absolute (or squared) differences 
across the 4 boundaries of the block. Thus: 
d = argmin SMD(di). 
di 
MI This method was introduced by the authors in [4, 61. 
Conventiona!methods (like ZR, AV and BM) recover 
one vector, d, for the whole damaged block. MI, 
however, use? motion field interpolation to recover 
one vector, d(x,y), per pel of the damaged block. 
That is, each pel is concealed individually. Thus: 
d^($, 9) = 1/2((1-xn)d~+x,dR+(l-Y,)dT+yndB), 
where (zn, yn) are the normalised spatial co-ordinates 
of the pel within the block. 
3. TEMPORAL CONCEALMENT FOR 
PREDICTION 
LONG-TERM MOTION-COMPENSATED 
In this section we investigate the performance of different 
combinations of the above temporal concealment techniques 
when included within a long-term motion compensated video 
codec. Each combination is of the form S-T, where S is 
the technique (from the list in section 2) used to recover 
the spatial components (dz,  dy) ,  whereas T is the technique 
(from the same list) used to recover the temporal compo- 
nent dt. Since there are 4 techniques in the list, there are 
16 possible combinations. Because of space limitations we 
only show here a number of them. The long-term video 
19 I 
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Fig. 1. Temporal component recovery 
codec used in our simulations is an H.263-like codec which 
utilises L = 10 reference frames for motion estimation and 
compensation. Thus, 0 5 dt 5 9 where dt = 0 refers to 
the most recent reference frame in memory. Motion is es- 
timated using full-search full-pel block matching, restricted 
motion vectors in the range f15,16 x 16 blocks and SAD as 
the distortion measure. Motion estimation and mode selec- 
tion are based on the high complexity mode of the TMNlO 
H.263 test model [7]. All quoted PSNRs are for the lumi- 
nance component only. 
3.1. Temporal Component Recovery 
In the first set of experiments we investigate the best tech- 
nique for recovering the temporal component. Figure 1 shows 
the performance of the codec with a quantisation parameter 
of QP = 10 at different frame skips when 20% of the mac- 
roblocks are randomly damaged per frame. In this case, S is 
kept constant at ZR whereas T is changed over ZR, AV, BM 
and MI. 
The best temporal component recovery is achieved by 
ZR and BM. The good performance of ZR is due to the fact 
that dt = 0 is the most probable temporal component within 
the long-term block motion field, as illustrated in Figure 2. 
Note that at low frame skips (i.e. high frame rates), the 
simple ZR method is sufficient, whereas at high frame skips 
the more complex method of BM has to be used. This may 
be due to the fact that at higher frame skips d t  = 0 becomes 
less probable than in low frame skips, as shown in Figure 2. 
Thus, at high frame skips longer temporal components start 
to appear more frequently in the motion field and they need 
to be recovered using BM. Both AV and MI provide poor 
temporal component recovery compared to BM and ZR. 
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Fig. 2. Frequency of occurrence of the temporal component 
dt 
Fig. 4. Correlation between spatial component of a vector 
and its left neighbour 
illustrated in Figure 4. Since MI assumes high correlation 
between the spatial components, its performance will dete- 
riorate with decreased correlation. 
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Fig. 3. Spatial components recovery 
3.2. Spatial Components Recovery 
In the second set of experiments we investigate the best 
technique for recovering the spatial components. Figure 3 
was generated using the same simulation conditions of Fig- 
ure 1 but in this case T was kept constant at ZR, whereas S 
was changed over ZR, AV, BM and MI. 
The MI technique provides the best spatial component 
recovery followed closely by BM with ZR giving the worst 
performance. This is similar to the single-reference results 
reported by the authors in [4, 61. Thus, moving from a 
single-reference system to a multiple-reference system does 
not significantly influence the spatial component recovery 
process. A very interesting point to note is that at high 
frame skips, MI becomes slightly inferior to BM. This may 
be due to the fact that at high frame skips, the spatial com- 
ponents within the motion field become less correlated, as 
3.3. Spatial-Temporal Components Recovery 
Comparing figures 1 and 3 shows that, in general, spatial 
components recovery is more important and more complex 
than temporal component recovery. In Figure 1 moving 
from the best technique ZR-BM to the worst technique ZR- 
MI drops the quality by about 1 dB, whereas in Figure 3 
moving from the best technique MI-ZR to the worst tech- 
nique ZR-ZR can drop the quality by as high as 3 dBs. With 
temporal component recovery, a simple technique such as 
ZR can be sufficient, whereas with spatial component re- 
covery more complex techniques like BM and MI are es- 
sential. In general, the combination MI-BM provides the 
best spatial-temporal recovery. 
4. MULTIHYPOTHESIS CONCEALMENT FOR 
PREDICTION 
LONG-TERM MOTION COMPENSATED 
In [4,6] we have shown that a more robust performance can 
be achieved if the concealed block is a weighted average of a 
number of candidate concealments. Thus, in this case each 
pel is concealed using a weighted average of a number of 
candidate pels. This is very similar to multihypotheis mo- 
tion compensation [8], thus we call it multihypothesis tem- 
poral concealment. 
In this paper we propose a multihypothesis temporal 
concealment technique to be used with long-term motion 
compensated prediction. In this technique the spatial com- 
ponents are first recovered using MI (as suggested by the 
results in 3.2). Instead of recovering a single temporal 
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Fig. 5. Comparison between MI-MH, MI-BM and ZR-ZR 
component, all 4 neighbouring temporal components are 
utilised and the block is concealed as the average of the 
4 spatially displaced blocks in the corresponding reference 
frames. Thus 
4 
fc(z ,y)  = C W Z ( W ) l , . ( 3 :  +&(z,y),y + L i , ( w ) , d t J ,  
i=l 
where i c ( z ,y )  refers to the concealed pel in the current 
frame, IT(%, y, d t )  refers to a reference frame in the frame- 
memory with index &, (&(z, y), iy(z, y)) are the spatial 
components recovered, using MI, at pel (z, y), dt,  are the 
temporal components of the 4 neighbouring vectors, and 
wi (5 ,  y) are the multihypothesis concealment weights. We 
designate this approach as MI-MH. 
In this paper we simply set w,(z,y) = 1/4. How- 
ever, in [6] we have shown that some improvement can be 
achieved if the multihypothesis concealment weights are ad- 
justed based on knowledge of the problem at hand. A tech- 
nique with optimal weights for long-term error concealment 
is under development. 
The performance of the proposed technique over a range 
of block error rates is illustrated in Figure 5. This figure 
compares the performance of MI-MH to that of MI-BM 
(which is the best combination as suggested by subsection 3.3) 
and also to the performance of ZR-ZR (which is the simplest 
and most commonly used combination). The superior per- 
formance of the proposed technique is immediately evident. 
5. CONCLUSIONS 
The performance of different temporal concealment tech- 
niques when incorporated within a long-term motion com- 
pensated video codec was investigated. It was found that 
accurate recovery of the spatial components of the dam- 
aged motion vector is, in general, more important and must 
employ more sophisticated techniques than the recovery of 
the temporal component. A novel long-term multihypothe- 
sis temporal concealment technique was proposed. In this 
technique, the damaged block is concealed using the aver- 
age of a number of candidates from the several reference 
frames available at the decoder. The superior performance 
of this technique was demonstrated over a range of block 
error rates. 
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