Abstract. We study the stochastic homogenization and obtain a random fluctuation theory for semilinear elliptic equations with a rapidly varying random potential. To first order, the effective potential is the average potential and the nonlinearity is not affected by the randomness. We then study the limiting distribution of the properly scaled homogenization error (random fluctuations) in the space of square integrable functions, and prove that the limit is a Gaussian distribution characterized by the homogenized solution, the Green's function of the linearized equation around the homogenized solution, and by the integral of the correlation function of the random potential. These results enlarge the scope of the framework that we have developed for linear equations to the class of semilinear equations.
1. Introduction 1.1. Motivation and overview. We study the asymptotic stochasticity of solutions to the semilinear elliptic equation with random potential − ∆u ε + q ε (x, ω)u ε + f (u ε ) = g(x), x ∈ D, u ε = 0, x ∈ ∂D, (1.1) and characterize the limiting distribution of the random fluctuations (correction to homogenization). Here, D is an open bounded domain in R d , d = 2, 3, with smooth (say C 2 ) boundary ∂D. The (linear) potential q ε (x, ω) is highly oscillatory and is of the form q( x ε , ω), where 0 < ε ≪ 1 denotes the scale of oscillations. We assume that q(x, ω), the potential function before scaling, is a stationary ergodic random field on a probability space (Ω, F, P). The nonlinearity f is assumed to satisfy conditions that, essentially, guarantee that for each ω ∈ Ω and g ∈ H −1 (D), the above equation admits a unique weak solution.
Under mild conditions, such as, e.g., stationarity and ergodicity, on the random potential q(x, ω) and under natural structural conditions on the nonlinearity f (u), we prove in Theorem 3.3 below that the above semilinear problem homogenizes as ε → 0 and that the effective potential is in fact given by averaging and the nonlinearity term is not changed. In other words, u ε converges strongly in L 2 (D) and weakly in H 1 (D), for a.e. ω ∈ Ω, to the solution u of the effective equation
where q = Eq is the average of q(x, ω). The homogenized equation hence is deterministic and has smooth (non-oscillatory) coefficients.
1
The main contributions of this paper is an estimate of the size of the homogenization error u ε −u, say in the L 2 (Ω, L 2 (D)) norm, and more importantly, a study of the law (probability distribution) of the random fluctuations u ε − u, viewing them as a random element in the Hilbert space L 2 (D). Such asymptotic estimates of stochasticity beyond the homogenization limit find applications in uncertainty quantification and Bayesian formulation of PDE-based inverse problems; see e.g. [8, 22] .
The study of the limiting distribution of the homogenization error goes back to [12] , where the Laplace operator with a random potential formed by Poisson bumps was considered. General random potential with short range correlations was considered recently in [1] , and in [4, 5] for other non-oscillatory differential operators with random potential. Long range correlated random potential was considered in [2] . When random elliptic differential operators are considered, the limiting distribution of the homogenization error was obtained in [9] for short-range correlated elliptic coefficients, and in [3] in the long-range correlated case; all in the one dimensional setting; we refer to [13, 14, 21, 15, 20] for important recent advances in this direction in higher spatial dimensions under strong structural assumptions on the probability distribution of the coefficients.
The main results of this paper show that the general framework developed by the authors in [1, 5, 2, 18] , for linear equations with random potential, essentially applies to the semilinear equation (1.1). Let us briefly explain the main ideas. In the linear framework, e.g., for (1.1) with f = 0, let us denote the fundamental solution operator (Green's operator) of the Dirichlet problem for −∆ + q by G. Then the homogenization error u ε − u admits the following expansion formula:
Here, ν ε = q ε − q denotes the random fluctuation of the potential. We also have u ε − u = −G ε ν ε u, where G ε is the solution operator associated to −∆ + q ε . As long as q ε > −λ 1 , the first eigenvalue of the Laplace operator, we obtain a bound on u ε − u in L 2 (Ω, L 2 (D)) provided that we can estimate the correlation function of ν ε . The leading term in the right-hand side of (1.3) is the first one. The last term is smaller because both u ε − u and the operator Gν ε G are small. The middle term is also of smaller order but for a different reason: one can verify that Gν ε Gν ε u − E(Gν ε Gν ε u) is small, provided we can estimate fourth order moments of ν ε , and E(Gν ε Gν ε u) is also small in dimensions d = 2, 3. For the nonlinear equation, (1.3) has to be modified. In fact, as was already pointed out in [12] without technical details, the leading term of u ε − u in distribution should be given by −G u ν ε u, where G u is the solution operator associated to the linearization of the homogenized equation around the homogenized solution u. In this paper, we derive an expansion formula for u ε − u (see (5.2) below), which plays the role of (1.3). In fact, G above is replaced by G u and there are two more terms involving the nonlinearity f . To overcome the difficulty caused by the nonlinearity, we first establish uniform H 1 and L ∞ estimates on solutions to (1.1) that are independent of ε and ω. These uniform bounds, together with regularity assumptions on f , allow us to estimate f (u ε ) − f (u) as u ε −u and estimate f (u ε )−f (u)−f ′ (u)(u ε −u) as (u ε −u) 2 . As a result, we show that the nonlinear terms in the expansion of u ε − u do not contribute to the limiting distribution.
Finally, the picture of the size and the limiting distribution of the homogenization error u ε − u is as follows; see Theorem 2.2 and Theorem 6.2 below. In dimension d = 2, 3, for short range correlated random potential, u ε − u is of order ε d 2 in the L 2 (Ω, L 2 (D)) norm, and the distribution in the space L 2 (D) of the normalized error ε
, with correlation kernel determined by the homogenized solution u, the Green's function associated to G u , and the integral of the correlation function of ν(x, ω). In the long range case, for potentials that are functions of long range correlated Gaussian random fields, the size of u ε − u is of order ε α 2 , where α ∈ (0, d) is the decaying rate of the correlation of the underlying Gaussian field. The limiting distribution of ε − α 2 (u ε − u) is a long range correlated Gaussian, with correlation kernel depending also on α and certain parameters in the model of the random potential.
The rest of this paper is organized as follows: in section 2 we make precise the main assumptions on the random potential and the nonlinearity in (1.1), and state the main theorems. In section 3, we establish well-posedness of (1.1) and more importantly, uniform H 1 and L ∞ bounds that are independent of ε and ω. These results facilitate the homogenization proof. Section 4 and 5 are devoted to the proof of the main results, where we characterize how the homogenization error scales in energy norm, and determine the limiting distribution of the scaled error. We recall the controls on the terms in the expansion formula that are the same as in the linear setting, without detailing the proof, and concentrate on how to apply the uniform L ∞ bound to deal with the nonlinear terms, which are new. Finally, we make some comments in section 6 and discuss some directions of further studies.
Assumptions and Main Results

2.1.
Assumptions. We first state the main assumptions on the nonlinearity f and the random potential q(x, ω). Let λ 1 (−∆; D), which is henceforth simplified to λ 1 (−∆) or even λ 1 , be the first eigenvalue of the Dirichlet Laplacian operator on D, that is,
Since D is bounded, we note that λ 1 (−∆) > 0. The first set of main assumptions on q and f are:
[A1] q(x, ω), x ∈ R d , is a stationary ergodic random field on (Ω, F, P). This means, there exist a family of P-preserving ergodic group of transformations {τ x : Ω → Ω} x∈R d , i.e. P(τ x A) = P(A) for all x ∈ R d and A ∈ F.
and a random variable q such that q(x, ω) = q(τ x ω).
Moreover, there exists γ > 1 such that |f (s)| ≤ C(1 + |s| γ ) for all s ∈ R, and if d = 3, we further assume that γ < 2d/(d − 2) − 1 = 5. [A3] f : R → R is continuously twice differentiable, and for some c > 0,
3)
The assumptions [A2] and [A3] guarantee that for each ω ∈ Ω, the heterogeneous semilinear equation (1.1) admits a unique weak solution. The stationarity and ergodicity of q(x, ω) further makes sure that this problem homogenizes, in the limit ε → 0, to the effective equation (1.2) . Notice that [A2][A3] still hold if we replace q by q; hence, the homogenized problem is also uniquely solvable.
To get quantitative estimates on the homogenization error u ε − u, and to find the limiting distribution of this error after proper scaling, we need more information on the random potential q(x, ω), or equivalently the fluctuation
In most of the paper, we assume that q(x, ω) is a short-range correlated random field satisfying certain fourth-order moment estimates. Let R(x) = E(ν(x, ω)ν(0, ω)) = E(ν(x + y, ω)ν(y, ω)) be the auto-correlation function of the stationary field ν. The term "short range correlation" refers to the condition that the correlation function R(x) is integrable, i.e.
Note that by definition, R(x) is a nonnegative definite function in the sense that for any positive integer n, for any n-tuples (x 1 , · · · , x n ), the matrix formed by (R(x i − x j )) i,j=1,··· ,n , is nonnegative definite. By Bochner's theorem, the integral of R, i.e. σ 2 , is nonnegative. Throughout the paper, we assume also that σ 2 > 0. We will need an estimate for (mixed) fourth order moments of ν later. To simplify the presentation, we impose a stronger condition using the notion of "maximal correlation coefficient", which quantifies how fast the correlation of ν decays. Let C the set of compact sets in R d , and for two sets
Given any compact set K ⊂ C, we denote by F K the σ-algebra generated by the random variables {ν(x) : x ∈ K}. The maximal correlation coefficient ̺ of ν is defined as follows: for each r > 0, ̺(r) is the smallest value such that the bound
holds for any two compact sets K 1 , K 2 ∈ C such that d(K 1 , K 2 ) ≥ r and for any two random variables of the form
The further assumption we have on q(x, ω) is:
Assumptions on the mixing coefficient ̺ of random media have been used in [1, 5, 16] ; we refer to these papers for explicit examples of random fields satisfying the assumptions. Note that the correlation function R(x) of ν can be bounded by ̺. For any
By [A2][A3]
, q, and hence its variance are bounded. Since we may assume
, so roughly speaking, |R(x)| 1/|x| α with α > 2d. Therefore, [S] is a stronger condition than q being short range correlated, which would just require the decay rate α > d. This faster decay of correlation is not necessary for the main results of this paper to hold (see Remark 2.4 below). But using the assumption [S], we can simplify significantly the following fourth order moment estimates of the random potential ν(x, ω).
For any four points x, y, t and s in R d , define
Were ν a Gaussian random field, its fourth order moments would decompose as a sum of products of pairs of R and the above quantity simplifies to a sum of two products of correlation functions. This property does not hold for general random fields. However, we have the similar estimate:
where ϑ(r) = (K̺(r/3))
. We refer to [16] for the proof of this lemma. Estimates of this type based on mixing property already appeared in [1] .
Notations. We simplify the notation of Lebesgue spaces L p (D) on D to L p when this is not confusing; in particular, if Lebesgue space on the probability space Ω is concerned, we make the dependence explicit. We use H 1 for the Sobolev space W 1,2 and we use H s , s ∈ (0, 1), for the fractional Sobolev space W s,2 , which is the closure of
See [11] for more reference on H s . Throughout the paper, C denotes various bounding constants that may change line after line and we say C is universal when it depends only on the parameters in the main assumptions above. For the functions q, ν and R, we use subscript ε to denote the scaled function, as in q ε (x) = q x ε .
Main results.
The first main theorem concerns how the homogenization error scales. 
This theorem provides L 2 (Ω, L 2 (D)) estimate of u ε − u, and its proof is detailed in section 4. So roughly speaking, the size of the homogenization error is of order ε 
The proof can be found towards the end of section 5.
Remark 2.3. The integral on the right hand side of (2.10) is understood, for each fixed x, as Wiener integral in y with respect to the multiparameter Wiener process W (y). Let X denote this integral. For d = 2, 3, because the Green's function G u (x, y) is square integrable (see below), X is a random element in L 2 (D). In particular, for any ϕ ∈ L 2 (D), the inner product ϕ, X has precisely the Gaussian distribution N (0, σ 2 ϕ ) with mean zero and variance
Remark 2.4. We make some comments on the main assumptions of this paper. In view of the variational formulation of (1.1), assumption [A3] is natural because it guarantees that the minimizing functional is coercive and convex, as we show in the next section. The full zero order term f ε (u) := q ε u + f (u) can be viewed as a reaction-diffusion nonlinearity. As an example, when f is of bistable type, say f (u) = u(u − 1)(u − θ) for some θ ∈ (0, 1), and q is large enough, all of the requirements in [A3] are satisfied.
As pointed out earlier, the assumption [S] imposes stronger decay rate on the correlation function R than it being integrable. This stronger condition is mainly imposed to simplify the control of the fourth order moment Ψ ν in (2.8). We refer to [5] for an alternative way to control terms like Ψ ν , which allows decay rate |R(x)| |x| −α , α > d, at the cost that there are more pairs of products of controlling functions on the right hand side of (2.8).
We state and prove the main theorems assuming that the random potential q(x, ω) has short range correlation. Nevertheless, our approach also works for some long range correlation setting; see the last section of this paper.
Homogenization and Uniform Estimates
3.1. Well-posedness and uniform estimates. We record here first the well-posedness result for the heterogeneous semilinear equation (1.1).
Lemma 3.1. Under the assumptions [A2][A3]
, for each fixed ω ∈ Ω and ε ∈ (0, 1), g ∈ H −1 , there exists a unique weak solution in H 1 0 (D) to (1.1). Moreover, there exists C > 0 independent of ε and ω, and u
This result is classical; nonetheless, we briefly outline the proof for the sake of completeness.
Proof. For fixed ω and ε, one can recast (1.1) as the Euler-Lagrange equation associated to the variation problem of minimizing the following (nonlinear) energy functional
which is included in L γ+1 since γ ≤ 5. In both cases, F (v) is integrable. So, the integral above is well defined on H 1 0 (D). The assumption λ 1 + q + f ′ (s) ≥ c > 0 for all s ∈ R further implies that I ε , as a functional on H 1 0 (D), is strictly convex. Moreover, we can choose α > 0 small so that (1−α)λ 1 + q +f ′ (s) ≥ c 2 > 0 still holds for all s and ω. Integrate in s on both sides of this inequality; we get
Using this fact and the Poincaré inequality ∇v 2
where |D| is the volume of the domain D. This shows that I ε is also bounded from below. As a result, (3.2) and hence (1.1) admits a unique solution for each ε and ω.
For the uniform H 1 bound, we solve, any g ∈ H −1 (D), the deterministic Poisson problem
with boundary condition u g = 0 on ∂D. Clearly we have u g H 1 ≤ C g H −1 for some universal constant C. The weak formulation of u g then yields,
Now we compare I ε [u g ] and I ε [u ε ]. Note that (3.3) implies
and then Hölder's and Young's inequalities, we have
, which is further dominated by C g 2 H −1 . In view of the growth condition on F and the Sobolev embedding as before, we get F (u g ) L 1 ≤ C( u g H 1 ) = C( g H −1 ) for some C depending also on the parameters in the main assumptions but is uniform in ε and ω. The desired result then follows.
Next, we show that the solution u ε ∈ L ∞ (D), and the bound on u ε L ∞ can be made independent of ε or ω.
Lemma 3.2. Assume that [A2][A3]
hold. For any fixed ε ∈ (0, 1) and ω ∈ Ω, let u ε (·, ω) be the unique solution of (1.1). Then for any g ∈ L 2 (D), there exists C > 0 independent of ε and ω such that u
Proof. We use the following results from elliptic regularity theory: (i) Suppose that v solves the linear equation
with Dirichlet boundary condition v = 0 on ∂D, h ∈ L p with p > max{1,
with C also depending on r, p and D. We refer to [10, Theorem 4.2.2] for the proof of this result.
(ii) Suppose v satisfies −∆v + v = h in D with Dirichlet boundary condition on ∂D, h ∈ H −1 (D) and h ∈ L p (D) for some p ∈ (1, 
For the more general case, d = 3 and (4, 5) ), we need a bootstrap argument. Here, we mimic the proof of Theorem 4.4.1 in Cazenave [10] . The semilinear equation (1.1) can also be recast as −∆u + u = b with b(x) = g(x) + (1 − q ε (x, ω))u − f (u). Again the function g and (1 − q ε )u are in L p with p > d 2 with uniform bounds, so we only need to take care of the nonlinear term f (u). To start, we set r = 2d d−2 and we have u ∈ L r and we note
where we used γ < 2 ). By elliptic regularity (ii), we obtain
If θr > dγ 2 , we are back to the simple situation. If not, we repeat the argument using elliptic regularity (ii) k more times until θ k r ≤ dγ 2 < θ k+1 r. We then get u ∈ L θ k+1 r with θ k+1 r > dγ 2 and hence return to the simple situation, and we can conclude. We further verify that the bounds are uniform in ε and ω in view of (3.1).
Homogenization theory.
Because the random coefficients appear only in the zeroth order linear term, i.e. the potential term, the homogenization theory for the equations is relatively straightforward. For the sake of completeness, we present the details here.
Theorem 3.3. Under assumptions [A1][A2] and [A3]
, there exists an event Ω 1 ∈ F with full probability measure, such that for all ω ∈ Ω 1 , u ε (·, ω) converges strongly in L 2 (D) and weakly in
Proof. Owing to Lemma 3.1 and Lemma 3.2, we note there exists C > 0 uniform in ε and ω, such that u ε
Also, by ergodic theorem (see. e.g. [17, section 7.1]), there exists Ω 1 ∈ F with P(Ω 1 ) = 1 such that q ε (x, ω) converges weakly in L 2 loc (R d ) to q for all ω ∈ Ω 1 . As a consequence, for each fixed ω ∈ Ω 1 , we can find a function u(·, ω) ∈ H 1 0 (D) and extract a subsequence ε(ω) → 0, along which we have
where ⇀ and → denotes, respectively, weak and strong convergence. Owing to the uniform in ε bound on u ε and the regularity assumption f ∈ C 2 (R),
Here, C 1 is the Lipchitz constant of f inside the domain [−2C, 2C] and C is the uniform bound in (3.4). This implies that
. As a result, pass to the limit ε → 0 in the weak formulation
we get
This shows that the function u(·, ω) solves the equation (1.2). Note that this problem has a unique deterministic solution, and hence u(x, ω) = u(x) is independent of ω. As a result, for all ω ∈ Ω 1 and along the full sequence ε → 0, the convergence u ε → u hold. This completes the proof of the theorem.
3.3.
Green's function estimates for the linearized equation. Let u be the homogenized solution. The linearized differential operator L u , around u, of the homogenized semilinear operator
The Green's function G u (x, y), x, y ∈ D and x = y, associated to L u satisfies
We have the following estimates: 
and
We note that by (3.4) , the potential function q + f ′ (u) ∈ L ∞ (D). Moreover, [A3] guarantees that the problem remains elliptic. The first bound in (3.7) is immediate and the second one follows, say, from standard Hölder regularity for gradients. Note that this is the place where regularity of ∂D is used.
Quantitative Estimates of the Homogenization Error
In this section, we determine the convergence rate of
Formally, the nonlinear term f (u ε ) − f (u) is approximated by f ′ (u)(u ε − u). So we expect that the leading term in ξ ε is given by the solution of the following equation:
Let G u to be the inverse operator, i.e. the fundamental solution operator of the Dirichlet problem, and G u (x, y) is the Green's function. In view of [A3], these notations are well defined, and we have
Our goal is to estimate the quantity
) is easily obtained from the linear theory. Next, by applying the mean value theorem to the nonlinear term in the equation of ξ ε , we show that the remainder z ε := ξ ε − χ ε satisfies a linear equation with coefficients that depend on u ε and u, and with χ ε on the right hand side. Therefore, by linear theory again, we finally obtain estimates for z ε and hence for ξ ε . To use the linear theory for z ε , however, we need the uniform (in ε and ω) bound on u ε because the coefficient of the equation for z ε depends on u ε .
We first present the estimates for the corrector χ ε and briefly recall the proof. For detailed argument, we refer to [18, Lemma 4.1].
Lemma 4.1. Let d = 2, 3. Assume that [A1][A2][A3] and [S] hold. Then there exists
Note that Eν ε (y)ν ε (z) = R ε (y − z) and use the bounds on the Green's function. We get, for
In view of the bound (3.7), the product of G u (·, y) and G u (·, z) is integrable on D with bounds independent of y or z. Hence, we can integrate over x first and then change variable in the remaining integral, which yields a factor of ε d and verifies the desired result. The situation of d = 2 can be treated in the same manner.
Next, we move on the remainder z ε = u ε − u − χ ε . In view of the equations satisfied by u ε , u and χ ε , we have
Let h ε be the function
where 1 denotes the indicator function. Then, in view of f ∈ C 1 (R) and the bound (3.4), we have h ε ∈ L ∞ (D). We verify that z ε solves the Dirichlet problem
with zero boundary condition. Indeed, this problem has unique solution and we verify easily that u ε − u − χ ε is the solution. We have the following result.
Lemma 4.2. Assume that the conditions in Lemma 4.1 hold. Then there exists
Proof. Let L ε,ω denote the random linear differential operator −∆ + (q ε + h ε ). In view of [A3], the uniform bound on u ε and the definition of h ε , we observe that for each fixed ε ∈ (0, 1) and ω ∈ Ω, the potential term p ε := q ε + h ε satisfies
By standard elliptic theory, L ε,ω :
The desired result follows.
The following control of u ε − u follows immediately. 
Limiting Distributions of the Homogenization Error
In this section, we identify the limiting distribution of the scaled homogenization error, i.e. the limit of the law of ε
5.1. Expansion formula and overview of proof. To characterize the limiting distribution of ε − d 2 (u ε − u), we extend to nonlinear equations the framework developed in [1, 5, 18] for linear equations. The first step is to find a suitable expansion formula similar to (1.3) for the homogenization error.
We observe that z ε = u ε − u − χ ε satisfies the linear equation
Hence z ε has the following representation
Substituting this formula to u ε − u = χ ε + z ε and using the formula χ ε = −G u ν ε u, we obtain
With this expansion formula at hand, we will find the limiting distribution of ε
, be a family of random processes on the probability space (Ω, F, P) and
This Prohorov type result is well known and we refer to [23, Chapter VI, Lemma 2.1] for a proof in the general Hilbert space setting. When the tightness of the distribution of {X ε } is concerned, the following result becomes handy provided that {X ε } in fact admits higher regularity. 
We briefly explain how these results are proved and refer to [18 (1) To show that −ε
where m := G u ϕ and
, and for some C > 0 and s ∈ (0, 1) independent of ε,
We recall that (5.5) follows from a generalized central central limit theorem for oscillatory integrals with short range correlated random fields; see [1, Theorem 3.7] . (2) To show that
where G u ν ε G u L 2 →L 2 is the operator norm. This can be proved by using the Green's function bound (3.7) and assumption [S] ; see [18, Lemma 4.5] . We then get
Take expectation, apply Hölder inequality and then (3.7) and Corollary 4.3 to get the desired estimate.
), the argument above is not valid because ν ε u L 2 is possibly of order one. To circumvent this lack of control, we note that
Integrate over x first and note that, for d = 3, u L ∞ ≤ C and G u is square integrable and
We get
After a change of variables and using the fact that R(·)/| · | d−2 is integrable over R d , we verify that the above integral is of order ε 4 ≪ ε d . It follows that ε
For the variation
Now, using the estimates for Ψ ν given by (2.8), and by standard techniques for potential integrals, we get E I 2 2 
with convergence in distribution in L 2 (D) and 0 denotes the constant zero function. Moreover, the term ε
Proof. Part I: The convergence of
). This part is simpler and is similar to the control of the remainder term G u ν ε G u ν ε (u ε − u) in the linear setting.
Firstly, by Taylor's theorem, the regularity of f and the uniform (in ε) bound of u ε and u, we have
where
and C is the bound in (3.4). This shows
Applying the uniform bounds on the operator norm of G u ν ε G u , we have again
The desired result then follows by taking expectation and applying the Hölder inequality, the bound (5.7) and (4.6).
Part II: The limiting distribution of ε
} is uniformly bounded. It follows that the family of probability distributions in L 2 (D) determined by {G u r ε } is tight. We get the desired result by an application of Theorem 5.1.
Finally, we combine all of the results above and prove the second main theorem.
Proof of Theorem 2.2. According to the above results, in the expansion formula (5.2), the first term converges in distribution in the space of L 2 (D) functions to the desired limit of Theorem 2.2. All other terms converge in distribution to the zero function, which is deterministic. Therefore, these terms converge to zero also in probability. As a result, the sum of all terms converge in distribution to the limit of the leading term. This concludes our proof.
6. Further Discussions 6.1. Long range correlated random fields. We have assumed so far that the random potential q(x, ω) had short-range correlation. Our approach applies to the setting of some long range correlated potentials as well. Following [3, 2] , a large class of long-range correlated potential can be constructed as functionals of long range correlated Gaussian random fields. Let q(x, ω) = q+ν(x, ω) with q a nonnegative constant; we assume
[L1] ν(x, ω) = Φ(g(x)); g(x, ω) is a centered stationary Gaussian random field with unit variance.
Furthermore, the correlation function of g(x, ω) has a heavy tail in the sense that, for some positive constant κ g and some real number α ∈ (0, d), R g (x) := E{g(y, ω)g(y + x, ω)} ∼ κ g |x| −α as |x| → ∞. We henceforth refer assumption [L] to the above conditions all together.
The assumption [L2] ensures that ν(x, ω) = Φ(g(x, ω)) is mean zero and the bounds on Φ ensure that |q(x, ω)| ≤ M , which is (2.2). From the above construction, we check that ν(x, ω) is stationary ergodic and has a long-range correlation function decaying as κ|x| −α , κ = V 2 1 κ g ; see [18, Lemma A.3] for the details. Assumption [L3] allows one to derive a (non-asymptotic) estimate, see [18, Lemma A.5] , for the fourth-order moments of ν(x, ω). We have the following analog of Theorem 2.1 and Theorem 2.2: 
Let W α (dy) be defined formally asẆ α (y)dy andẆ α (y) be a centered stationary Gaussian random field with covariance function κ|x − y| −α , where κ = κ g V 2 1 > 0 and κ g and V 1 are defined as in (6.1) and (6.2). Then we have the following. 6.3. Further studies. We conclude this section by mentioning a couple of extensions to the above results. First, this paper considers only the physical dimension d = 2, 3, and it would seem natural to extend the studies of this paper to arbitrary dimension d ≥ 4. For linear equations, as studied by [18] , the framework of [1, 5, 2] can still be applied, and is more or less unchanged, provided that we seek for the limiting distribution in H −1 or other weaker spaces. This approach may not apply directly in the nonlinear setting. The uniform L ∞ estimates on u ε is essential in our treatment of the nonlinearity, and such an estimate is not available in higher dimension for general source term g, the right hand side in 1.1, in L 2 and not more regular. It remains to explore how to generalize the framework to other functional settings and to develop new ways to control the nonlinearity terms.
Another related further study is to modify the analysis in the continuum setting to handle the discrete setting, i.e., to address the numerical methods of (1.1). As shown in [6, 7] for the linear equations, studying the limiting distribution of the difference between the solutions to the heterogeneous equation and to the homogenized solution, obtained from multi-scale numerical schemes, in the limit of ε → 0 and then the discretization size h → 0, and comparing the results with the theory in the continuum setting, one can build a benchmark to assess the performance of numerical schemes in capturing numerically the fluctuations of heterogeneous equations. To perform such an analysis in the nonlinear setting requires new ideas, in addition to those in [6, 7] .
