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Abstract 
We discuss an electrostatic interpretation of the zeros of the Bessel function J~(z) where v is an unrestricted real 
variable. It is known that the zeros are real when v />-  1 and that more and more complex zeros appear when v decreases 
through values less than -1 .  The dynamic behaviour of the zeros as time t = -v  increases can be modelled by the 
behaviour of a suitably normalized infinite set of particles of charge +1 in the presence of a varying charge v + 1/2 
at the origin. The idea for this model comes from the work of Stieltjes, who interpreted the zeros of Jacobi and other 
orthogonal polynomials as equilibrium positions in certain one-dimensional electrostatic problems. Similar interpretations 
can be given for the way in which the zeros of J~(z) vary with v. 
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1. Introduction 
The usual Bessel function of  the first kind 
Jr(z) --= ~ (-1)"(z/2)2n+v (1.1) 
,=0 n!P(v + n + 1) ' 
a solution of  the differential equation 
z2y '' + zy' + (z z - v2)y -- 0, (1.2) 
has all its zeros real for v~> - 1. A theorem of  Hurwitz (see [8], [18, p. 483]) shows that nonreal 
zeros appear for v < - 1. In particular, there are 2n nonreal zeros when v is between -n  and -n  - 1, 
n = 1,2,.. . ,  two of  them are purely imaginary when n is odd and none of  them is purely imaginary 
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Fig. 1. Some real z-zeros ofz-"J,.(z) plotted as functions of  v for -4~<v~<4. 
when n is even. On the other hand, when v is a negative integer -n ,  we have J_n(z) = (-1)nJn(z), 
and the zeros are all real. 
The mode of variation of the zeros when v varies has been much studied in the case of real 
zeros. Their general behaviour is well illustrated in the diagram in [18, p. 510] which is redrawn 'in 
Fig. 1. 
Using the notation jvk for the kth positive zero, for v > -1 ,  we find that j,,k can be continued 
to the interval ( -k ,  oc) where it is a positive, increasing [18] and concave [5] function of v. Much 
less is known about the complex zeros, but their general behaviour as v (< -1 )  changes has been 
the subject of an analytical and numerical study by Kerimov and Skorokhodov [9]. The (generally 
complex) zeros of the even entire function z-"Jv(z), for unrestricted real v, are located symmetrically 
with respect o both the real and imaginary axes in the z-plane. It is instructive to consider the 
evolution of the zeros as v decreases. From [9, 10], we may describe the situation as follows: As 
v decreases through -1  the numbers +jvi approach the origin, collide, and move off along the 
imaginary axis. As v is further decreased, to -2 ,  these zeros return to the origin. (It was shown in 
[11] that -j~21 is unimodal (i.e., has a single relative maximum) on -2  < v < -1 ;  a simpler proof 
is given in Section 3.1.) By this time, the zeros  -4-jv 2 have arrived at the origin and the resulting 
interaction causes all four zeros to move away from the origin into the complex plane (but no longer 
along the real or imaginary axes). These four zeros return to the origin as v --. -3  + arriving there 
simultaneously with the pair of real zeros +jv3. Whenever v passes through a negative integer, a 
new pair of zeros arrives at the origin from along the real axis. As v passes through an odd negative 
integer - (2s  + 1 ), one pair of the 4s + 2 complex zeros becomes purely imaginary and remains so 
until v reaches the next integer - (2s  + 2). As v passes between each pair of negative integers, the 
complex zeros move along certain lobes which start and end at the origin. Fig. 2 illustrates these 
lobes in the case where v is between -7  and -8 .  It is constructed by plotting the complex zeros 
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Fig. 2. Approximate paths of the complex zeros of z-V Jr(z) as -v increases from 7 to 8. As -v increases from 7, fourteen 
zeros leave the origin at angles i (2k -  1)~t/14, k = 1 ..... 7. These zeros execute lobes (two of them being degenerate 
lobes along the imaginary axis) returning to the origin at angles +kn/8, k = 1 .... ,7 as -v approaches 8. At the same 
time two real zeros enter the origin. 
of  an approximation to the zeros of  Jr(z) by the zeros of  a Lommel polynomial. (The figures were 
produced with the aid of  MAPLE V, Version 3.) 
It is intriguing to try to find a simple explanation for this complicated motion of  the zeros. The 
language of  [9] (collisions, etc.) suggests the idea of  interpreting the zeros as particles and their 
motion as the evolution of  a dynamical system in which time t = -v .  In fact, the zeros can be 
interpreted as the suitably normalized positions a set of  particles of  charge + 1 in the presence of  a 
varying charge v + 1/2 at the origin. The idea behind this model comes from the work of  Stieltjes, 
who interpreted the zeros of  Jacobi and other orthogonal polynomials as equilibrium positions in 
certain one-dimensional e ectrostatic problems. 
2. Jacobi polynomials 
The Bessel function can be thought of  as a limiting case of  the Jacobi polynomials [16, Theorem 
8.1.1]: 
J=(z) li+m n-=P(n~'l~) cos ,!inao~ -= (~'/~) ---- = n P,  1 -  . (2.1) 
Recall that the Jacobi polynomials PJ(x) ,  ~ > -1 ,  fl > -1  are orthogonal on [ -1 ,  1] with weight 
function w(x) = (1 -x )~(1  + x)/~. They satisfy the differential equation 
(1 -x2)y"+[ f l -~- (~+f l+Z)x]y '+n(n+~+f i+ 1)y = 0. (2.2) 
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When ~ > -1 ,  fl > -1 ,  the polynomial P~'~(x) has n simple zeros on the interval ( -1 ,  1). Writing 
these zeros, in decreasing order, as xk, k = 1 . . . .  , n, Stieltjes established that 
n ~,  1 1~4-1  l f l+ l  
- - + - - - +  - - - -0 ,  j= l , . . ,  n. (2.3) 
k=t x~ -x~ 2xj  - 1 2xj 4- 1 
In fact, there is a more general result (see, e.g., [2]) that if y is a polynomial solution of  a differential 
equation 
y" + P (z )y '  + Q(z )y  = 0, (2.4) 
where P and Q are meromorphic and if y has simple zeros Zl , . . . ,z ,  none of which coincides with 
a singularity of P or Q, then 
n Z'  1 __ 1 
- zk  ~P(z j ) ,  j - - - -1, . . . ,n .  (2.5) zj 
k 1 
Here, and in what follows, the prime indicates that the singular term (k = j here) in the sum must 
be omitted. Stieltjes used (2.3) to show that the zeros of the Jacobi polynomials decrease (increase) 
as ~ (fl) increases. A similar proof is given in [16] along the following lines. From (2.3) it is found 
that 
~xj _ 1 1 
ajk ~-~ 2xj  - 1' j = 1 . . . . .  n, (2.6) 
where 
~-~, 1 1 ~z+l  1 f i+ l  
ajj = (xj - xk)2 + 2 (xj - 1 )2 + 2 (xj + 1 )2 
k=l  
and 
ajk = akj = - (x j  -xk )  -2, k :fij. 
The matrix A = [ajk] can be shown to be positive definite, its diagonal terms are positive and its 
off-diagonal terms are negative. One then uses a result from linear algebra to show that in this case 
all the entries in A -~ are positive. Hence, from (2.6), we see that each of the Oxj/O~ is negative so 
that each zero decreases as ~ increases. 
Stieltjes showed also that Eqs. (2.3) characterize the zeros of the Jacobi polynomials. To see this, 
we introduce the polynomial f (x )  = (x - x l ) . . .  (x - x , )  and get from (2.3) 
l f"(x~) 1 ~ +1 1 fl + l 
- - + - - - +  - - -0 ,  j= l  . . . . .  n 
2 f ' (xk )  2x j  - 1 2xj  + 1 
or  
(1 - x~)f" (xk  ) 4- [fl - o~ - (~ 4- fl 4- 2 )xk]f '(xk ) = O. 
This means that (1 - xZ) f " (x )  4- {fl - ~ - (o~ 4- fl 4- 2 )x} f ' (x )  is a polynomial of  degree at most n 
which vanishes for all the zeros of f (x ) .  Thus, it is a constant multiple of  f (x ) .  By comparing the 
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coefficients of x n we get the constant factor to be -n (n  + e + fl + 1 ). Hence, we see that f is a 
polynomial solution of (2.2), so it is a constant multiple of P~'~(x). 
Eqs. (2.3) are closely related to another result of Stieltjes [15], [16, Theorem 6.21.1] which 
characterizes the zeros of the Jacobi polynomial as the positions of equilibrium of n (>~2) unit 
electrical charges in the interval ( -1 ,  1 ) in the field, with logarithmic potential, generated by charges 
(~+ 1 )/2 at 1 and (fi+ 1 )/2 at - 1. Thus, on physical grounds it is clear (though this was not remarked 
by Stieltjes) that the zeros move to the left when ~ is increased and to the right when fl is increased. 
We get this characterization as follows. First, since the energy of a pair of charges p at 6 and q at 
t2 is given by -pq  log 16-  t21, we see that the position of equilibrium corresponds to the maximum 
of 
t/ 
T(x, . . . . .  x,) = I-I(1 - xk)(~+1)/2(1 + xk) (/~+')/2 1-] I xk - Xml. (2.7) 
k--1 k<m 
It is not difficult to show that the maximum position must be unique [16, Section 6.7]. At the 
maximum, we must have OT/Oxk = O, k = 1, . . . ,n which leads to the set of Eqs. (2.3), which, as 
we have pointed out, characterize the zeros of the Jacobi polynomials. 
Stieltjes also derived similar electrostatic interpretations of the zeros of Laguerre and Hermite 
polynomials. These ideas have influenced much later work on logarithmic potential theory [17, 
Section 3.4]. 
Recent work of Hendriksen and van Rossum [7] and of Forrester and Rogers [6] has dealt with the 
extension of Stieltjes' electrostatic interpretations to the complex zeros of certain special functions 
and to zeros on the unit circle. 
In the complex plane, the attraction (on a unit charge) at a point z, due to a charge q at z~ is 
given in magnitude and direction by the complex number q(z -  zl ) / ] z -  zl [ 2 or 
q 
(z -3)"  
Thus, a unit charge at z is in equilibrium under the influence of charges qi at z~, i = 1,2,... ,  n, if 
and only if 
qJ --0. 
i= l  Z - -  Z i 
Thus, the electrostatic interpretation of the zeros of Jacobi polynomials extends to the situation 
(occurring when a < -1  or fl < -1 )  when the zeros are no longer on [-1,  1] or even when they 
are not all real. The consequences of this will be explored elsewhere. 
3. Bessel functions 
The limit relation (2.1) leads to the following limit relation for the zeros of Bessel functions 
J~i = lim 2n2(1 - x,). (3.1) 
n---+cx~ 
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Now, from (2.3), we get 
-~, 1 1 ~+1 
k=J 2n2(1 -x J  ) -  2n2(1 -xk )  2 2nZ(xj - 1) + 
Taking n ~ oo suggests the infinite set of  equations 
oo  
(zk zn) -I 1 ( l+v)  - - - - ,  n=l  2, . . . .  
2 zn k=l,k#n 
1 f l+ l  
2 2n 2 [(1 - xj] - 2] 
=0,  j=  1, . . . ,n.  (3.2) 
(3.3) 
for the squares zk -- j~  of the zeros of the Bessel function J,,(z). But, in fact, this relation has been 
found directly in [3], using a modified form of the Bessel differential equation (1.2). 
For our purposes, it will be more convenient to note that Eqs. (3.3) are equivalent to the statement 
that the zeros of jvk of x-V Jr(x) satisfy the set of equations 
£ '  
- -  - -  - -  z k ,j,,, jvk + + 0, n 1 ,2 , . . . .  (3.4) 
k=l J "  +j,,k j,,, 
This shows that the nonzero zeros of the Bessel function Jr(z) are equilibrium positions of a countable 
set of unit charges in the presence of a charge v 4- ~ at the origin. However, Eqs. (3.3) do not 
determine the numbers z, uniquely but at best up to a multiplicative constant. This constant is 
determined if we assume a given value for zl or, for example, the sum formula [ 18, p. 502] 
oo  
~--}z~ -2 = [4(1 + v)]- ' .  (3.5) 
n=l  
Sabatier [13] has shown that if a sequence {zn} satisfies (3.3) and (3.5) and / f  the numbers z, 
are asymptotically close to a straight line through the origin in the complex plane then z, = j,2, 
n -- 1 ,2 , . . . .  Muldoon [12] attempted to remove this last condition in the characterization but his 
"proof" depends on an unjustified interchange of orders of summation in a certain double sum. 
Thus: the nonzero zeros of  the Bessel function Jv(z) are the equilibrium positions of  a countable 
l set of  unit charges in the presence of  a charge v 4- ~ at the origin, under the constraints that the 
positions of  the charges satisfy (3.5) and that the zeros are real for large n. 
It is of interest o record some special cases of  this characterization. When v = ½, Z-1/2Jl/z(Z) = 
sin z/z. We have a unit charge at the origin and we see that the other charges are distributed at 
the multiples of 7t. So the charges are evenly spaced. Another case of equal spacing occurs when 
v = -± Then we have z~/2J_~/2(z) = v/2~cosz. The charge at the origin is now 0, but the other 2" 
charges are at the points (m 4- 1/2)re where m is an integer. When v is a negative integer -n ,  we 
should get the same distribution as in the case v = n. This is clear because in the case v = n, 
1 1 there is a charge n 4- ~ at the origin, while in the case v = -n ,  the charge -n  4- ~ at the origin 
is augmented by an additional charge 2n due to the zero of  multiplicity 2n there. Thus, the total 
1 
charge is n 4- i as before. 
Rather than thinking of distinct static equilibria for fixed values of v, we allow v to decrease 
through real (and especially negative) values. It is convenient to think of  time as given by t = -v .  
This enables us to see how the zeros change with time and gives a intuitive context o the discovery 
1 of properties of  these zeros. Starting with v -- -3 ,  say, we have an equilibrium position with unit 
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charges at the points (n + ½)Tt. Decreasing v causes a small, negative and algebraically decreasing 
charge to appear at the origin. This causes all the zeros to approach the origin, the smallest wo 
colliding there when v -- -1 .  If this seems counterintuitive, it is because we must not lose sight 
of the normalization condition (3.5). By symmetry, we expect hese zeros either to move along the 
real or imaginary axes, as v is further decreased. Movement along the real axis seems to be ruled 
out by the approach of further real zeros (each with charge + 1). Thus, the first pair of zeros moves 
along the imaginary axis away from the origin. That they return there as v ---, -2  + is seen from 
(3.5), the right-hand side of which approaches a finite limit as v ---+ -2  +. Since, as jv2 2 + +oc, and 
the quantities j~2 approach finite limits for k~>3, we must have j~2 ---+ -oo.  This idea also explains 
the return of the zeros to the origin at each negative integer. Kerimov and Skorokhodov point out 
that when 2n zeros enter or leave the origin they do so with angular separations rein. This is what 
we would expect of particles with charge + 1. This angle maximizes their mutual separation. 
3.1. A convexity and unimodal property for purely imaginary zeros 
Here we show that -j/,i z is a convex function of v on ( -2 , -1 ) .  To see this we write (3.5) in 
the form 
(x) 
_j,712 = ~--~j,,~2 _ [4(1 + v)] -1. (3.6) 
n- -2  
The last term here is obviously convex on ( -oo , -1 )  having the positive second derivative 
- (v  + 1)-3/2 there. On the other hand, j~2 is positive, and decreasing on ( -2 ,  oo). Its second 
derivative there is given by 
2j" 6j '2 
j3 j4 ' 
where j = j~,, and primes denote derivatives with respect o v. But, from [5], j "  < 0, for v > -n.  
Hence, j~2 is a convex function of v on (--2, co) for v > --2. Thus, all terms on the right-hand 
side of (3.6) are convex functions of v on ( -2 , -1 )  and this completes the proof. 
Since _j~2 is a positive convex function on ( -2 , -1  ) which approaches +co as v --+ -2  + and 
v---, -1 - ,  we get an alternative proof of the result [11, Theorem 3.1] that -j21 is unimodal on 
( -2 , -1 ) .  
4. Derivatives of Bessel functions 
The work of Kerimov and Skorokhodov [9] shows that the situation for the zeros of J '(z) is 
analogous to, but somewhat more complicated than that of Jr(z). We deal with the function zl-VJ,~(z) 
which has a zero of multiplicity 2 at the origin and zeros of multiplicity 2n at each negative integer 
-n .  The zeros are all real for v ~>0 and we obtain two purely imaginary zeros when -1  < v < 0 
[ 1 8]. As v decreases from 0 to -1 ,  these purely imaginary zeros move away from the origin and then 
return to it. (The negative of the square of such a zero is unimodal in -1  < v < 0 [11].) Thus, the 
situation is similar to that which obtains for the purely imaginary zeros of Jv(z) for -2  < v < -1 .  
But, in the case at hand, the two purely imaginary zeros of J ' (z)  arrive back at the origin before any 
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Fig. 3. Approximate paths of the complex zeros of zl-VJ~!(z) as -v  increases from 5 to 6. As -v  increases from 5, 
ten zeros leave the origin at angles ±kn/5, k = 0, . . . ,  5. The eight nonreal zeros execute lobes returning to the origin 
at angles +(2k + 1)re/12, k = 1 . . . . .  4, as -v  approaches 6. The two real zeros collide with two other real zeros at 
-I-5.14727... (for -v  = 5.14727...); the four complex zeros arising from this collision return to the origin at angles 
±(2k + 1)7z/12, k = 0,5, as -v  approaches 6. 
of the real zeros do. They collide and move away from the origin along the real axis, eventually (at 
the points 4-1.11712... for v -- -1.11712...) colliding with another pair of real zeros. The four zeros 
involved in these collisions now move into the complex plane, initially perpendicular to the real 
axis but ultimately approaching the origin diagonally as v approaches -2 .  The four zeros emerge 
from this collision, move along the real and imaginary axes, the two on the real axis eventually 
colliding with the next two real zeros (at the points i2.13294.., for v = -2.13294...). The four 
zeros arising from these collisions move again into the complex plane returning to the origin at the 
same time (v -- -3 )  as the two purely imaginary zeros. Again these six zeros move away at angles 
0, rc/3,2rr/3, ~,4rc/3, 5rt/3. The two on the real axis collide with a further two real zeros and the 
process is repeated. In general, the behaviour near a negative integer -n  is that is 2n nonreal zeros 
collide at the origin and move away (always including a pair along the real axis). There is a value 
vn of v, -n  - 1 < vn < -n  for which this pair of real zeros collides with the next larger pair of 
real zeros at +vn, all four becoming nonreal and as v decreases from vn to -n -  1 the (now 2n + 2) 
nonreal zeros approach the origin again. The situation for v between -5  and -6  is illustrated in Fig. 
3, where we plot the approximate values of the complex zeros of J'(z) by using an approximating 
Lommel polynomial. 
In fact, as pointed out in [9], the vn are double zeros of J'(z) and from the differential equation 
(1.2), they must occur for z = +v, so they can be computed as real roots of J~(-v) = 0. Table 1 
gives the first few values of these zeros. 
A much more extensive and accurate table is given in [4]. 
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Table 1 
r/ Fn 
1 -1.11712,.. 
2 -2.13294... 
3 -3.14014... 
4 -4.14440... 
5 -5.14727,.. 
We use :kj'vk to indicate the zeros of the function z~-VJ~(z) but in order to localize the collisions 
on the real axis, we consider ather the normalized quantities zk = f ,  J v  which are the nonzeros roots 
of J ' (vz). The quantities zk depend on the value of v although for notational convenience we do not 
indicate this explicitly. Ahmed and Calogero [1] showed that for v ~ 0 the quantities zj satisfy the 
infinite system of nonlinear equations: 
~-~' 2 2 -I (z k-zj2)- I  =½(v+l )z}  -2+½(1-z j )  , j=  1,2,3 ... .  
k=l  
(4.1) 
as well as the equations 
oo v(v + 2) (4.2) 
~z~2 - 4(v + 1) 
j= l  
and 
O(3 
~(z~ - 1)-1 = _v. (4.3) 
2 j=l 
The system (4.1) can be written 
1 1 1 oo 1 v ÷ ~ -2  -2  
~-~, . . . .  1 ÷S-"  ÷ + ÷ - -0 .  (4.4) 
k=l Zj -- Zk ~= Zj + Zk Zj Zj --1 Zj+I  
This shows that the nonzeros roots of J ' (vz)  are the equilibrium positions of a system of unit charges 
1 under the influence of a charge v ÷ ½ at the origin and charges - 2 at + 1. Again, we have to impose 
a condition like (4.2) and an assumption that the large zeros are real in order to ensure that Eqs. 
(4.1) characterize the quantities zk. 
We now consider the evolution of these normalized zeros as v < 0 decreases. If we start with a 
value of v between 0 and -1,  there are two zeros symmetrically placed on the imaginary axis and 
infinitely many symmetrically placed on (1,c~) and ( -oc , -1 ) .  As v decreases to -1 the purely 
imaginary zeros decrease and collide at the origin when v -- -1.  The other zeros are still on the 
intervals (1, c~) and (-cx~,-1), though approaching 4-1 under the influence of the increasing (in 
1 
absolute value) negative charge v ÷ 2 at the origin. The further evolution is similar to that described 
above except hat in this normalized situation, all collisions occur at 0 and ±1. 
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