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ANALYSIS OF TIMELIKE THOMSEN SURFACES
– WITH DEFORMATIONS AND SINGULARITIES
SHINTARO AKAMINE, JOSEPH CHO, AND YUTA OGATA
Abstract. Timelike Thomsen surfaces are timelike minimal surfaces that are also affine minimal.
In this paper, we make use of both the Lorentz conformal coordinates and the null coordinates, and
their respective representation theorems of timelike minimal surfaces, to obtain a complete global
classification of these surfaces and to characterize them using a geometric invariant called lightlike
curvatures. As a result, we reveal the relationship between timelike Thomsen surfaces, and timelike
minimal surfaces with planar curvature lines. As an application, we give a deformation of null curves
preserving the pseudo-arclength parametrization and the constancy of the lightlike curvatures.
1. Introduction
The relationship between two particular classes of minimal surfaces in Euclidean 3-space R3, those
with planar curvature lines and those that are also affine minimal, has been known since the early
twentieth century. Minimal surfaces with planar curvature lines were first studied by Bonnet, who
noticed that the planar curvature lines transform into orthogonal systems of cycles on the sphere under
the Gauss map [7]. Using this fact, Bonnet found the class of minimal surfaces now often referred to as
Bonnet minimal surfaces; however, in his work, he left out the well-known Enneper surface [12], which
also has planar curvature lines [32, §175]. On the other hand, Thomsen studied minimal surfaces that
are also affine minimal [36], now referred to as Thomsen surfaces. Thomsen noted that the asymptotic
lines of Thomsen surfaces transform into orthogonal systems of cycles on the 2-sphere under the Gauss
map, showing that Thomsen surfaces are conjugate minimal surfaces of those with planar curvature
lines [5, §71]. Finally, works such as [34, 3] have shown that there exists a deformation consisting
exactly of the Thomsen surfaces.
One can also consider the analogous results for maximal surfaces in Minkowski 3-space R2,1, which
are spacelike surfaces with zero mean curvature by definition. Leite has classified all maximal surfaces
with planar curvature lines in [24]. Then, Manhart showed that maximal Thomsen surfaces, defined
as maximal surfaces that are also affine minimal, are conjugate maximal surfaces of those with planar
curvature lines [29]. And finally in [10], it was shown that there is a deformation consisting exactly of
the maximal surfaces with planar curvature lines.
In this paper, we consider the timelike minimal analogue of the two classes of surfaces in Minkowski 3-
space, and clarify their relationship. We first focus on the class of timelike minimal surfaces with planar
curvature lines, and consider its classification. To achieve this, we use the following method: First, as
in [9, 10] (see also [1, 43]), using the Lorentz conformal coordinates, we express the timelike minimality
condition and the planar curvature line condition via a system of partial differential equations in terms
of the Lorentz conformal factor. Then as in [10] (see also [42, 39]), from the solutions of the system
of partial differential equations, we show and utilize the existence of axial directions to recover the
Weierstrass data [40] for the Weierstrass-type representation for timelike minimal surfaces given by
Konderak [23] (see Fact 2.4). With the Weierstrass data, we give a complete classification of all timelike
minimal surfaces with planar curvature lines (see Theorem 2.23).
Then we switch our attention to the class of timelike Thomsen surfaces, defined by Magid in [26]
as timelike minimal surfaces that are also affine minimal. In his work, Magid considered the null
coordinates representation of timelike minimal surfaces found by McNertney in [30] (see Fact 2.5),
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where a timelike minimal surface is obtained via two generating null curves. Using this representation,
he applied the result given by Manhart in [28] on affine minimal surfaces of particular form, and
obtained an explicit parametrization for the generating null curves of timelike Thomsen surfaces.
Therefore, to investigate the relationship between the two classes of timelike minimal surfaces, we
now shift the focus to null coordinates. We first characterize timelike minimal surfaces with planar
curvature lines in terms of geometric invariants of their generating null curves, called lightlike curvatures
(see Theorem 3.4). As an application, we obtain deformations of null curves preserving the pseudo-
arclength parametrization and the constancy of lightlike curvatures. Then, interpreting Magid’s result
on timelike Thomsen surfaces in terms of lightlike curvatures, we reveal a relationship between the two
classes of timelike minimal surfaces that differs from that of the minimal case in R3 and the maximal
case in R2,1 (see Theorem 4.4).
In the appendix, similar to [10], we use the axial directions to show that there exists a deformation
consisting exactly of all timelike Thomsen surfaces (see Theorem A.2 and Corollary A.3). On the other
hand, it is possible to consider the singularities appearing on timelike minimal surfaces by viewing the
surfaces as generalized timelike minimal surfaces as defined in [22, Definition 2.4]. Furthermore, in [35],
minfaces were defined as a class of timelike minimal surfaces admitting certain types of singularities,
a timelike minimal analogue of maxfaces defined by Umehara and Yamada in [37, Definition 2.2] for
maximal surfaces. It is known that every minface is a generalized timelike minimal surface; however,
there exist generalized timelike minimal surfaces that are not minfaces on their domains (see, for
example, [22, Example 2.7]). By showing that timelike Thomsen surfaces are minfaces, we recognize
the types of singularities appearing on these surfaces, using the criterion introduced in [35] (see Theorem
B.2 and Corollary B.3).
2. Timelike minimal surfaces with planar curvature lines
In this section, we aim to completely classify timelike minimal surfaces with planar curvature
lines. To achieve this, we propose the following method: First, we derive a system of partial differential
equations for the Lorentz conformal factor from the integrability condition for timelike minimal surfaces
and the planar curvature line condition. Then, using the explicit solutions of the Lorentz conformal
factor, we calculate the unit normal vector, and then recover the Weierstrass data using the notion of
axial directions. In doing so, we show the existence of axial directions for these surfaces; by normalizing
these axial directions, we eliminate the freedom of isometry in the ambient space, and complete the
classification. The techniques used in this section mirror those of [9, 10]; therefore, we do not explicitly
state all the proofs; in place, we sometimes state the outlines of proofs.
2.1. Paracomplex analysis. First, we briefly introduce the set of paracomplex numbers C′, and the
theory of paracomplex analysis. For a more detailed introduction, we refer the readers to works such
as [2, 21, 23, 44].
We consider the set of paracomplex numbers C′
C′ := {z = x+ jy : x, y ∈ R}
where j is the imaginary unit such that j2 = 1. Let z = x+ jy denote any paracomplex number. We
call Re z := x and Im z := y the real and imaginary parts of z, respectively; furthermore, analogous
to the set of complex numbers, we use z¯ := x− jy to denote the paracomplex conjugate of z. In this
paper, we denote the squared norm of z as |z|2 = zz¯ = x2 − y2, which may not necessarily be positive.
We also have the paracomplex Wirtinger derivatives ∂z := 12
(
∂x + j∂y
)
and ∂z¯ := 12
(
∂x − j∂y
)
.
Given a paracomplex function (typeset using typewriter font throughout the paper) f : Σ ⊂ C′ → C′
where Σ is a simply-connected domain, we call f paraholomorphic if f satisfies the Cauchy-Riemann
type conditions,
(2.1) fz¯ = ∂z¯f = 0.
Furthermore, following [35], we call a function f : Σ → C′ parameromorphic if it is C′-valued on an
open dense subset of Σ and for arbitrary p ∈ Σ, there exists a paraholomorphic function g such that
fg is paraholomorphic near p.
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Remark 2.1. We note that the open dense subset above may not even be connected, a fact that is one
of the many factors contributing to the difficulty of studying parameromorphic functions. However, in
this paper, parameromorphic functions only appear as a part of Weierstrass data for the Weierstrass-
type representation, where we require that a parameromorphic function h must be accompanied by a
paraholomorphic function η so that h2η is paraholomorphic (see Fact 2.4).
We define a few elementary paracomplex analytic functions that are used in this paper here via
analytically extending the real counterparts. The exponential function ez is defined by
ez :=
∞∑
n=0
zn
n!
while the circular and hyperbolic functions are defined by
(2.2)
cosh z :=
∞∑
n=0
z2n
(2n)!
, sinh z :=
∞∑
n=0
z2n+1
(2n+ 1)!
,
cos z :=
∞∑
n=0
(−1)n z
2n
(2n)!
, sin z :=
∞∑
n=0
(−1)n z
2n+1
(2n+ 1)!
suggesting that we have the paracomplex version of Euler’s formula
ejz = cosh z + j sinh z
for any z. We also define the hyperbolic tangent and tangent functions by
tanh z :=
sinh z
cosh z
, tan z :=
sin z
cos z
.
Since these functions are the analytic continuations of the corresponding real hyperbolic tangent and
tangent functions, tanh z is defined on C′ but tan z is defined on {z ∈ C′ | |Re z ± Im z| < pi2 }.
Remark 2.2. With the exception of tan z, the paracomplex-valued elementary functions defined
above are paraholomorphic functions. tan z is a parameromorphic function by our definition since
tan z cos z = sin z is paraholomorphic.
Remark 2.3. We note here that the definitions of circular functions sin z and cos z are different from
those in [23]. In [23], these functions were defined via the paracomplex exponential function and the
paracomplex Euler’s formula; in (2.2), these functions are defined via analytic continuation from the
real counterparts.
2.2. Timelike minimal surface theory. Let R2,1 be the Minkowski 3-space endowed with Lorentzian
metric
〈(ξ1, ξ2, ξ0), (ζ1, ζ2, ζ0)〉 := ξ1ζ1 + ξ2ζ2 − ξ0ζ0,
and let R1,1 denote the Minkowski 2-plane endowed with Lorentzian metric
〈(ξ1, ξ0), (ζ1, ζ0)〉1,1 := ξ1ζ1 − ξ0ζ0.
We identify the set of paracomplex numbers C′ with Minkowski 2-plane R1,1 via x+ jy ↔ (x, y), and
we let Σ denote a simply-connected domain with coordinates (x, y) in R1,1.
Let F : Σ→ R2,1 be a timelike immersion. As proved in [41, p.13], there always exist null coordinates
(u, v) at each point on Σ. Hence, Lorentz conformal coordinates (x, y) also exist, by the relation
(x, y) =
(
u+ v
2
,
u− v
2
)
,
so that the induced metric ds2 is represented as
(2.3) ds2 = ρ2(dx2 − dy2) = ρ2 dz dz¯ = ρ2 dudv
for some function ρ : Σ → R+ with at least C2-differentiability, where R+ is the set of positive real
numbers. (Later, we will see that under the full assumptions of this paper, ρ becomes analytic; see
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Proposition 2.15 and Theorem 2.23). We choose the spacelike unit normal vector field N : Σ→ S1,1,
where
S1,1 := {ξ ∈ R2,1 : 〈ξ, ξ〉 = 1}.
Timelike minimal surfaces inherit Lorentzian metric from the ambient space; hence, by using
paracomplex analysis over the set of paracomplex numbers C′, Konderak has shown that timelike
minimal surfaces also admit a Weierstrass-type representation [23] (see also [35, 44]):
Fact 2.4. Any timelike minimal surface F : Σ ⊂ C′ → R2,1 can be locally represented as
F (x, y) = Re
∫
(2h, 1− h2,−j(1 + h2))η dz
over a simply-connected domain Σ on which h is parameromorphic, while η and h2η are paraholomorphic.
Furthermore, the induced metric of the surface becomes
(2.4) ds2 = (1 + |h|2)2|η|2(dx2 − dy2).
We call (h, η dz) the Weierstrass data of the timelike minimal surface F .
On the other hand, timelike minimal surfaces admit another representation based on null coordinates,
found by McNertney [30]:
Fact 2.5. Any timelike minimal surface F can be locally written as the sum of two null curves α and
β:
(2.5) F (u, v) =
α(u) + β(v)
2
.
We call such α and β the generating null curves of F .
Remark 2.6. Similar to the minimal surfaces and maximal surfaces cases, timelike minimal surfaces
also admit associated families and conjugate timelike minimal surfaces:
• Given a Lorentz conformally parametrized timelike minimal surface F with Weierstrass data
(h, η dz), we define Fϕ to be a member of the associated family of F if Fϕ is given by the
Weierstrass data (h, ejϕη dz) for some ϕ ∈ R (note that ejϕ ∈ H, where H := {z ∈ C′ : |z|2 = 1}).
However, unlike the minimal surfaces and maximal surfaces cases, the conjugate timelike minimal
surface of a given timelike minimal surface is not in the associated family: the conjugate timelike
minimal surface F ∗ of F is given by the Weierstrass data (h, jη dz).
• Given a timelike minimal surface F generated by null curves α(u) and β(v), Fµ is a member of
the associated family of F if Fµ is generated by null curves µα(u) and 1µβ(v) for a fixed µ > 0,
while the conjugate timelike minimal surface of F if F ∗ is generated by null curves α(u) and
−β(v). We note that the parameters of the associated family ϕ and µ are related by eϕ = µ.
Following [19] (see also [17, 21]), we define the Hopf pair of F as
Qdu2 := 〈Fuu, N〉du2, R dv2 := 〈Fvv, N〉dv2
using the null coordinates (u, v). In terms of the Lorentz conformal coordinates, the Hopf differential
q dz2 of F can be defined from the Hopf pair of F via
qdz2 = Qdu2 +R dv2
for some paracomplex-valued function q where q = Q+R2 + j
Q−R
2 . We call a point (x, y) ∈ Σ an umbilic
point of F if q = 0 on (x, y), and a quasi-umbilic point of F if q 6= 0 but QR = 0 on (x, y) (see also
[21, Remark 4.3] or [11, Definition 1.1]). Since the Gaussian curvature at umbilic and quasi-umbilic
points vanishes, we call them flat points.
Following [17, Definition 3.1] (see also [18]), we say that (x, y) are isothermic (or conformal curvature
line) coordinates of F if q is real on Σ; we say that (x, y) are anti-isothermic (or conformal asymptotic
line) coordinates if q is pure imaginary on Σ. For a non-planar timelike minimal surface without flat
points on Σ, it is known that there exist either isothermic or anti-isothermic coordinates (x, y) [17].
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Remark 2.7. One can also characterize the existence of isothermic or anti-isothermic coordinates on
any timelike minimal surface by examining the sign of the Gaussian curvature (see [27, p.629] or [2,
Theorem 3.4]).
Since we are interested in timelike minimal surfaces with planar curvature lines, we assume that
the mean curvature H ≡ 0 on the domain. Furthermore, we require that F is without flat points and
has negative Gaussian curvature on its domain, so that F admits isothermic coordinates. Note that
by doing this, we exclude the case when F is a timelike plane as well. Then an analogous result to
[6, Lemma 1.1] for isothermic timelike surfaces implies that we may assume q = − 12 . Calculating the
Gauss-Weingarten equations then gives us
(2.6)

Fxx = Fyy = −N + ρxρ Fx + ρyρ Fy,
Fxy =
ρy
ρ Fx +
ρx
ρ Fy,
Nx =
1
ρ2Fx, Ny = − 1ρ2Fy,
while the Gauss equation (or the integrability condition) becomes
ρ ·ρ− (ρx2 − ρy2)− 1 = 0,
where  := ∂2x − ∂2y is the d’Alembert operator.
2.3. Planar curvature line condition and the analytic classification. We now calculate the
condition the Lorentz conformal factor ρ must satisfy for a timelike minimal surface F to have planar
curvature lines.
Lemma 2.8. For a timelike minimal surface with no flat points, the following statements are equivalent:
(1) x-curvature lines are planar.
(2) y-curvature lines are planar.
(3) ρxy = 0.
Proof. Similar to the proof of [9, Lemma 2.1] and [10, Lemma 2.1], we show this by calculating
det(Fx, Fxx, Fxxx) = 0 and det(Fy, Fyy, Fyyy) = 0 using (2.6). 
Therefore, by finding solutions to the following system of partial differential equations, we may find
all timelike minimal surfaces with planar curvature lines:{
ρ ·ρ− (ρx2 − ρy2)− 1 = 0 (timelike minimality condition),(2.7a)
ρxy = 0 (planar curvature line condition).(2.7b)
To solve the above system, we first reduce (2.7) to a system of ordinary differential equations as in [1,
Theorem 2.1].
Lemma 2.9. For a solution ρ : Σ→ R+ to (2.7), there exist real-valued functions f(x) and g(y) such
that {
ρx = f(x),(2.8a)
ρy = g(y).(2.8b)
Then, ρ can be written in terms of f(x) and g(y) as follows:
Case (1): If ρ is nowhere zero on Σ, then
(2.9) ρ(x, y) =
f(x)2 − g(y)2 + 1
fx(x)− gy(y) ,
where f(x) and g(y) satisfy the following system of ordinary differential equations:
(fx(x))
2 = (c− d)f(x)2 + c(2.10a)
fxx(x) = (c− d)f(x)(2.10b)
(gy(y))
2 = (c− d)g(y)2 + d(2.10c)
gyy(y) = (c− d)g(y)(2.10d)
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for real constants c and d such that c2 + d2 6= 0.
Case (2): If ρ ≡ 0 on Σ, i.e. ρ is identically zero on Σ, then
(2.11) ρ(x, y) = (sinhφ) · x− (coshφ) · y
where f(x) = sinhφ and g(y) = − coshφ for some constant φ ∈ R.
Proof. Arguments for the proof of this lemma mirror those in the proof of [9, Lemma 2.2] and [10,
Lemma 2.2]: we here only give an outline of the proof.
First, (2.8) can be shown directly from (2.7b). Now if we assume that ρ is not identically equal
to zero, then there is a point (x0, y0) such that ρ(x0, y0) 6= 0, suggesting that we can choose a
neighborhood Σ ⊂ R1,1 of (x0, y0) such that ρ is nowhere zero on Σ. On such Σ, we can directly
show the remaining claims using (2.7a) and (2.8).
On the other hand, if ρ is identically equal to zero on some simply-connected domain Σ, then (2.7a)
and (2.8) imply that ρx2− ρy2 = f(x)2− g(y)2 = −1; hence, f(x) and g(y) are constant functions. 
We now solve (2.10) by first obtaining a general solution, and then finding an appropriate initial
condition to get an explicit solution for f(x) and g(y). First, if c = d, then (2.10a) and (2.10c) imply
that c = d > 0, and using (2.10b) and (2.10d), we may obtain the explicit solutions:
(2.12) f(x) = ±√c x+ C˜1 and g(y) = ±
√
d y + C˜2
for some real constants of integration C˜1 and C˜2.
Now, assuming that c 6= d, we can explicitly solve for f(x) and g(y) to find that
(2.13)
f(x) = C1e
√
c−d x + C2e−
√
c−d x, 4(d− c)C1C2 = c,
g(y) = C3e
√
c−d y + C4e−
√
c−d y, 4(d− c)C3C4 = d,
where C1, . . . , C4 ∈ C are constants of integration. Furthermore, since f(x) and g(y) are real-valued
functions, C1, . . . , C4 must satisfy
(2.14)
{
C1, C2, C3, C4 ∈ R, if c > d,
C1 = C2 and C3 = C4, if d > c,
where ·¯ denotes the usual complex conjugation.
In the following series of lemmata, we identify the correct initial conditions based on the values of c
and d.
Lemma 2.10 (cf. Lemma 2.3 of [10]). f(x) (resp. g(y)) satisfying (2.10) has a zero if and only if
either c > 0 or f(x) ≡ 0 (resp. d > 0 or g(y) ≡ 0).
Lemma 2.11 (cf. Lemma 2.4 of [10]). f(x) (resp. g(y)) satisfying (2.10) has no zero if and only if
either c < 0 or f(x) = ±e
√−dx, where d < 0 (resp. d < 0 or g(y) = ±e
√
cy where c > 0).
Therefore, we can conclude the following about the nature of f(x) and g(y) depending on the values
of c and d:
(2.15)
c > 0 : f has a zero
c = 0 :
{
f ≡ 0 (c = 00)
f = ±e
√−d x, d < 0 (c = 0e)
c < 0 : f has no zero
d > 0 : g has a zero
d = 0 :
{
g ≡ 0 (d = 00)
g = ±e
√
c y, c > 0 (d = 0e)
d < 0 : g has no zero.
For the cases where f or g have no zero, we use the following lemmata to identify a possible initial
condition.
Lemma 2.12. Suppose that g(y) 6≡ 0, i.e. g(y) is not identically equal to 0. Then there is some y0
such that g(y0)2 = 1 if and only if c ≥ 0.
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Initial condition Applicable values of (c, d)
Case (1a) f(0) = 0, g(0) = 0 (+,+), (+, 00), (00,+)
Case (1b) f(0) = 0, g(0) = ±1 (+, 0e), (+,−), (00,−)
Case (1c) f(0) = ±1, g(0) = ±1 (0e,−)
Case (1d) fx(0) = 0, gy(0) = 0 (−,−)
Table 1. Choice of initial conditions and the corresponding applicable cases.
Proof. If c = d, then the statement is a direct result of (2.12); therefore, assume that c 6= d. To show
one direction, assume that there is some y0 such that g(y0)2 = 1. Then (2.10c) implies that c ≥ 0.
Now assume that c ≥ 0. If c > d, then for
y0 :=
log
( √
c−d+√c
2|C3|
√
c−d
)
√
c− d ,
we have that g(y0)2 = 1 via (2.13).
If c < d, then from (2.14), we have that C3C3 = d4(d−c) , implying that we may write C3 =
√
d
4(d−c)e
iΘ
and C4 =
√
d
4(d−c)e
−iΘ for some Θ ∈ R. Therefore, by (2.13), we have that
g(y) =
√
d
d−c cos
(√
d− c y + Θ
)
.
Since we have d > c ≥ 0, we have that
√
d
d−c > 1; therefore, there is some y0 such that g(y0)
2 = 1. 
Lemma 2.13. Suppose that f(x) 6≡ 0. Then there is some x0 such that f(x0)2 = 1 if and only if
2c ≥ d.
Proof. The proof is similar to that of Lemma 2.12. 
Lemma 2.14. If c < 0 and d < 0, then there is some x0 (resp. y0) such that fx(x0) = 0 (resp.
gy(y0) = 0).
Proof. From (2.10a) and c < 0, we deduce that c− d > 0. Therefore, if
x0 :=
log
(
−c
4(c−d)C21
)
2
√
c− d ,
then fx(x0) = 0 by (2.13). The statement for g(y) is proven similarly. 
Therefore, of the possible 16 cases coming from (2.15), we only need to consider the 8 cases specified
in Table 1 with their respective initial conditions. Note that we shift the parameters x and y to assume
without loss of generality that x0 = y0 = 0.
By using these initial conditions to solve (2.10), we obtain the following set of explicit solutions for
f and g.
Proposition 2.15. For a non-planar generalized timelike minimal surface with planar curvature lines
F (x, y), the real-analytic solution ρ : R1,1 → R of (2.7) is precisely given as follows:
Case (1): Let ρ 6≡ 0, i.e. ρ is not identically equal to zero. Then,
ρ(x, y) =
f(x)2 − g(y)2 + 1
fx(x)− gy(y) ,
where f(x) and g(y) are given as follows (see Table 1):
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Case (1a): For c ≥ 0 and d ≥ 0 such that c2 + d2 6= 0,
f(x) =

√
c
c−d sinh (
√
c− d x), if c 6= d,
√
c x, if c = d,
g(y) =
−
√
d
c−d sinh (
√
c− d y), if c 6= d,
−√d y, if c = d.
Case (1b): For c ≥ 0 and d ∈ R such that c2 + d2 6= 0,
f(x) =
√
c
c−d sinh (
√
c− d x),
g(y) = − cosh (√c− d y)−
√
c
c−d sinh (
√
c− d y).
Case (1c): For c ≥ 0 and d < 2c,
f(x) = cosh (
√
c− d y) +
√
2c−d
c−d sinh (
√
c− d y),
g(y) = − cosh (√c− d y)−
√
c
c−d sinh (
√
c− d y).
Case (1d): For d < c < 0,
f(x) =
√
c
d−c cosh (
√
c− d x),
g(y) = −
√
d
d−c cosh (
√
c− d y).
Case (2): If ρ ≡ 0, then for some constant φ such that φ ∈ R,
ρ(x, y) = (sinhφ) · x− (coshφ) · y.
Proof. The proof is essentially the same as that of [10, Proposition 2.1]. 
Remark 2.16. We make a few essential remarks about Proposition 2.15.
• We have now extended the domain globally under our hypotheses. Therefore, we may deduce
that non-planar timelike minimal surfaces with planar curvature lines do not have any flat points
globally, and we may drop this condition from now. (In fact, we may also infer that these surfaces
admit isothermic coordinates globally.)
• We now allow ρ to map into R as opposed to R+. By doing so, we now treat timelike minimal
surfaces with planar curvature lines as generalized timelike minimal surfaces. (We can show that
these surfaces are actually minfaces, see Section B in the appendix.)
• In cases (1a) through (1c), we allow c− d < 0. Even in such case, we see that f(x) and g(y) are
real-valued analytic functions via the identities
cosh (
√
c− d x) = cos (√d− c x), sinh (√c− d x) = √−1 sin (√d− c x).
Furthermore, cases (1b) and (1c) also include the case when c = d. However, since the resulting
solution is the same solution as that in case (1a) up to shift of parameters x and y, we do not
write these cases explicitly.
• For case (2), we note that this is a Lorentzian analogue of the Bonnet-Lie transformation (see, for
example, [4, §394]), giving an associated family of the surface with solution ρ(x, y) = −y up to
coordinate change. To see this explicitly, we introduce a parameter λ and consider the following
change of coordinates:{
x˜ := coshφ · x− sinhφ · y, y˜ := sinhφ · x− coshφ · y,
λ := e−jφ, q˜ := − 12λ−2 = λ−2q.
Summarizing, we obtain the following complete classification of non-planar timelike minimal surfaces
with planar curvature lines.
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4
32
1
0
d
c
(a) Case (1a)
8
7
6
4
′
3
′2
′
1
′
0
d
c
(b) Case (1b)
9
7
′
6
′
4
′′
3
′′2
′′
0
d
c
(c) Case (1c)
8
′10
0
d c
(d) Case (1d)
1112
λ
Re(λ−2)
Im(λ−2)
1
(e) Case (2)
values of (c, d) represents
c = 0, d > 0 surface 1
c > 0, d = 0 surface 5
c = 0, d < 0 surface 8
c = d surface 3
c > 0, d = 0 surface 6
c = 0, d < 0 surface 9
boundary
Figure 1. Bifurcation diagrams per choice of initial conditions and values of (c, d)
(see also Table 1). For example, surface 8© is obtained by choosing initial conditions
f(0) = 0 and g(0) = ±1 (since it is under case (1b), see Table 1) and choosing
(c, d) such that c = 0, d < 0. On the other hand, surface 9© is obtained by choosing
initial conditions f(0) = ±1 and g(0) = ±1 (since it is under case (1c)) and letting
c = 0, d < 0. Finally, 2©′ gives the same surface as 2© up to shift of parameters.
Theorem 2.17. Let F (x, y) be a non-planar generalized timelike minimal surface in R2,1 with isother-
mic coordinates (x, y) such that the induced metric is ds2 = ρ2(dx2−dy2). Then F has planar curvature
lines if and only if ρ(x, y) satisfies Proposition 2.15. Furthermore, for different values of (c, d) or λ as
in Remark 2.16, the Lorentz conformal factor ρ(x, y) or the surface F (x, y) has the following properties,
based on Figure 1:
Case (1): If ρ 6≡ 0, when (c, d) are on the region marked by
• 1 : ρ is constant in the x-direction, but periodic in the y-direction,
• 2 : ρ is periodic in both the x-direction and the y-direction,
• 3 , 4 , 6 , 7 , 9 , or 10 : ρ is not periodic in both the x-direction and the y-direction,
• 5 : ρ is not periodic in the x-direction, but constant in the y-direction,
• 8 : ρ is constant in the x-direction, but not periodic in the y-direction.
Case (2): If ρ ≡ 0, when λ is on the region marked by
• 11 : F is a surface of revolution,
• 12 : F is a surface in the associated family of 11 .
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2.4. Axial directions and the Weierstrass data. From the explicit solutions of the Lorentz con-
formal factor ρ, we now aim to recover the Weierstrass data. The Weierstrass data are not unique for
a given timelike minimal surface; for example, applying any rigid motion to the surface will change its
Weierstrass data. Therefore, to decide how the surface is aligned in the ambient space R2,1, we use
the existence of axial directions as defined in [9, Proposition 2.2] (see also [39, Proposition 3.A]). After
aligning axial directions according to its causality, we recover the unit normal vector, allowing us to
calculate the Weierstrass data. First, we show the existence of axial directions.
Proposition 2.18. If there exists x1 (resp. y1) such that f(x1) 6= 0 (resp. g(y1) 6= 0) in Proposition
2.15, then there exists a unique non-zero constant vector ~v1 (resp. ~v2) such that
〈m(x, y), ~v1〉 = 〈my(x, y), ~v1〉 = 0 (resp. 〈n(x, y), ~v2〉 = 〈nx(x, y), ~v2〉 = 0),
where m := ρ−2(Fx × Fxx) (resp. n := ρ−2(Fy × Fyy)) and
(2.16) ~v1 := −ρx
ρ
N − ρxxρ− ρx
2
ρ2
Fx +
ρxρy
ρ2
Fy (resp. ~v2 :=
ρy
ρ
N − ρxρy
ρ2
Fx +
ρyyρ− ρy2
ρ2
Fy).
Furthermore, if ~v1 and ~v2 both exist, then they are orthogonal to each other. We call ~v1 and ~v2 the
axial directions of F (x, y).
Proof. Similar to the proof of [9, Proposition 2.2] and [10, Proposition 2.2], using (2.6) and (2.7), we
may calculate that all the required property holds. 
We use (2.6), (2.7), (2.9), (2.10), and (2.16) to calculate that the causality of ~v1 and ~v2 depends on
c and d, respectively; explicitly,
〈~v1, ~v1〉 = c and 〈~v2, ~v2〉 = −d.
Hence, we remark that, by Table 1, at least one of ~v1 or ~v2 is always spacelike when they both exist.
By aligning the axial directions in the ambient space R2,1 correctly, we now calculate the unit normal
vector using the following lemma. Note that we define ~ej as the unit vectors in the ξj direction for
j = 1, 2, 0.
Lemma 2.19. For the different alignments of ~v1 or ~v2, we can deduce the following regarding the unit
normal vector N(x, y) = (N1(x, y), N2(x, y), N0(x, y)):
Alignment of axial direction Property of the unit normal vector
~v1 ‖ ~e2 N2 = ± 1√c ρxρ
~v1 ‖ ~e1 + ~e0 N1 −N0 = ±ρxρ
~v1 ‖ ~e0 N0 = ± 1√−c ρxρ
~v2 ‖ a1~e1 + a0~e0 a1N1 − a0N0 = ±
√
a20−a21
d
ρy
ρ
~v2 ‖ a1~e1 + a2~e2 a1N1 + a2N2 = ±
√
a21+a
2
2
−d
ρy
ρ
Here, a1, a2 and a0 are any real constants.
Proof. The proof is similar to the proof in [9, Proposition 2.3], and [10, Lemma 2.7, Lemma 2.8]. 
Using the fact that the meromorphic function h of the Weierstrass data is the unit normal vector
function under the stereographic projection, and that q = −hzη = − 12 , we recover the Weierstrass data
via
h(z) = h(x, y) =
1
1−N1 (N2 + jN0) and η(z) =
1
2hz
,
where the signs of N1, N2, and N0 are decided so that h satisfies the Cauchy-Riemann type conditions
(2.1).
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c1
~v1 ‖ ~e2
~v2 ‖ ~e04
40
d
c
(a) Case (1a)
c2
~v1 ‖ ~e2
~v2 ‖ a1~e1 + a0~e0
−1
10
d
c
(b) Case (1b)
c4
~v1 ‖ ~e0
~v2 ‖ a1~e1 + a2~e2
−1
0
d c
(c) Case (1d)
Figure 2. (c, d)-paths for different cases. For the meaning of the diagram, see Figure 1.
2.4.1. Case (1a). Assume that c > 0 and d > 0. We have that ~v1 is spacelike, while ~v2 is timelike;
therefore, we align the axial directions so that ~v1 ‖ ~e2 and ~v2 ‖ ~e0. Then by Lemma 2.19, we have that
N =
±
√
1− 1
c
ρ2x
ρ2
+
1
d
ρ2y
ρ2
, ± 1√
c
ρx
ρ
, ± 1√
d
ρy
ρ
 .
Since we know that a homothety in the (c, d)-plane amounts to a homothety in the (x, y)-plane, by
Proposition 2.15, we can let c = 4 cos2 c1 and d = 4 sin2 c1 for c1 ∈
(
0, pi2
)
without loss of generality
(see Figure 2(a)). Using the unit normal vector, we find that
(2.17)
hc11 (z) =

√
cos (2c1)
cos c1−sin c1 tanh
(√
cos (2c1) z
)
, if c1 ∈ (0, pi4 ),√
2z, if c1 = pi4 ,
−
√
− cos (2c1)
cos c1−sin c1 tan
(√− cos (2c1) z) , if c1 ∈ (pi4 , pi2 ),
ηc11 (z) =

1
2(cos c1+sin c1)
cosh2
(√
cos (2c1) z
)
, if c1 ∈ (0, pi4 ),
1
2
√
2
, if c1 = pi4 ,
1
2(cos c1+sin c1)
cos2
(√− cos (2c1) z) , if c1 ∈ (pi4 , pi2 ).
Note that hc11 (z) and η
c1
1 (z) is also well-defined when c1 = 0,
pi
2 by considering the directional limits.
Remark 2.20. The Weierstrass data given in (2.17) show that surfaces in case (1a) form a one-parameter
family of surfaces. However, by considering these surfaces separately, one can get different, and perhaps
simpler, Weierstrass data.
• For surfaces 1 and 2 , by using c = 4 sinh2(log c˜1) and d = 4 cosh2(log c˜1) for c˜1 ≥ 1, we obtain
hc˜11 (z) = c˜1 tan z, η
c˜1
1 (z) =
1
2c˜1
cos2 z.
• For the surface 5 , by letting ~v1 ‖ ~e1 and ~v2 ‖ ~e0, we obtain that
h˜c11 (z)
∣∣
c1=
pi
2
= ez, η˜c11 (z)
∣∣
c1=
pi
2
=
1
2
e−z.
2.4.2. Case (1b). Assume that c ≥ 0 but d ∈ R, implying that now ~v2 changes its causal character.
Therefore, we align the axial directions so that ~v1 ‖ ~e2 and ~v2 ‖ a1~e1 + a0~e0. Since we only need to find
12 SHINTARO AKAMINE, JOSEPH CHO, AND YUTA OGATA
the unit normal vector of surfaces 6 , 7 , and 8 , we let c = c22 and d = c22− 1 for c2 ≥ 0, and further
assume that a1 = 1 and a0 = c2 (see Figure 2(b)). Then we have that the unit normal vector is
N =
(
c2N0 ± ρy
ρ
, ± 1
c2
ρx
ρ
, N0
)
,
where N0 can be found from the fact that 〈N,N〉 = 1. From the unit normal vector, after applying a
shift of parameter y 7→ y − log(1 + c2), we calculate that
(2.18) hc22 (z) = je
jz − jc2, ηc22 (z) =
1
2
e−jz.
Similar to the preceding case, note that hc22 (z) and η
c2
2 (z) is also well-defined when c2 = 0 by considering
the directional limits.
Remark 2.21. Note that if c2 > 1, then (2.18) describes Weierstrass data for the surface 4 , aligned
differently in the ambient space R2,1 to the one given by (2.17) for c1 ∈
(
pi
4 ,
pi
2
)
.
2.4.3. Case (1c). We only need to find the data for the surface 9 here, so assume that c = 0 and
d = −1. We align the axial directions so that ~v1 ‖ ~e1 + ~e0 and ~v2 ‖ ~e2, implying that the unit normal
vector is
N =
(
N0 ± ρx
ρ
, ± 1√−d
ρy
ρ
, N0
)
,
where N0 can be found from the fact that N has unit length. After making the parameter shift
x 7→ x− log 2, we calculate the Weierstrass data as
(2.19) h3(z) = ez + j, η3 =
1
2
e−z.
2.4.4. Case (1d). Here, we have that d < c ≤ 0. Align the axial directions so that ~v1 ‖ ~e0 and
~v2 ‖ a1~e1 + a2~e2. In this case, we let c = −c24 and d = −c24 − 1 for c4 ≥ 0, and let a1 = 1 and a2 = c4
(see Figure 2(c)). Then, the unit normal vector is
N =
(
−c4N2 ± ρy
ρ
,N2, ± 1
c4
ρx
ρ
)
.
Using this, after a shift of parameter y 7→ y − log(
√
1 + c24), we obtain that
(2.20) hc44 (z) = je
jz + c4, η
c4
4 =
1
2
e−jz.
2.4.5. Case (2). Finally, we assume that ρ ≡ 0, and by Remark 2.16, we only consider the case
ρ(x, y) = −y. We assume that the axial direction is ~v2 = ~e1 + ~e0. Then similar to Lemma 2.19, we can
calculate that
N1 −N0 = ρy
ρ
.
Since ρx ≡ 0, we have that N(x, y) has the form N(x, y) = (N1(y), 0, N0(y)) · T (x) for an isometry
transform T (x) ∈ SO(2, 1) keeping the lightlike axis ~v2. Hence, we obtain the following lemma.
Lemma 2.22. If ρ(x, y) = y, then the unit normal vector N is given by
N(x, y) =
(
y2 + 1
2y
, 0,
y2 − 1
2y
)
·
1− x
2
2 x −x
2
2−x 1 −x
x2
2 −x 1 + x
2
2
 = (1− x2 + y2
2y
,
x
y
, −1 + x
2 − y2
2y
)
.
Therefore, we recover the Weierstrass data as follows:
(2.21) h5(z) =
z + j
1− jz , η5(z) =
1
4
(jz − 1)2.
Finally, by considering (h5, η5 dz) 7→ (h5, λ−2η5 dz) for λ as in Remark 2.16, we obtain the Weierstrass
data for surfaces 11 and 12 .
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In summary, we obtain the following complete classification of timelike minimal surfaces with planar
curvature lines.
Theorem 2.23. A generalized timelike minimal surface with planar curvature lines in Minkowski
3-space must be a piece of one, and only one, of
• plane (P) (0,dz),
1 timelike catenoid with timelike axis (CT)
(
tan z, 12 cos
2 z dz
)
,
2 doubly periodic timelike minimal Bonnet-type surface (with timelike axial direction) (BTper){(
c˜1 tan z,
1
2c˜1
cos2 z dz
)
: c˜1 > 1
}
,
3 timelike Enneper-type surface (E)
(√
2z, 1
2
√
2
dz
)
,
4 timelike minimal Bonnet-type surface with timelike axial direction of first kind (BT1),{(
jejz − jc2, 12e−jz dz
)
: c2 > 1
}
,
5 immersed timelike catenoid with spacelike axis (CS1)
(
ez, 12e
−z dz
)
,
6 timelike minimal Bonnet-type surface with lightlike axial direction of first kind (BL1)(
jejz − j, 12e−jz dz
)
,
7 timelike minimal Bonnet-type surface with spacelike axial direction (BS),{(
jejz − jc2, 12e−jz dz
)
: 0 < c2 < 1
}
,
8 non-immersed timelike catenoid with spacelike axis (CS2)
(
jejz, 12e
−jz dz
)
,
9 timelike minimal Bonnet-type surface with lightlike axial direction of second kind (BL2) (ez +
j, 12e
−z dz),
10 timelike minimal Bonnet-type surface with timelike axial direction of second kind (BT2){(
jejz + c4,
1
2e
−jz dz
)
: c4 > 0
}
,
11 timelike catenoid with lightlike axis (CL)
(
z+j
1−jz ,
1
4 (jz − 1)2 dz
)
, or one member of its associated
family 12 ,
given with their respective Weierstrass data.
3. Null curves of timelike minimal surfaces with planar curvature lines
In this section, we consider timelike minimal surfaces with planar curvature lines in terms of their
generating null curves (see Fact 2.5). First, we introduce the theory of null curves in R2,1. For an in-
depth discussion of the theory of null curves, we refer the readers to works such as [38, 8, 13, 20, 25, 33].
3.1. Frenet-Serret type formula for non-degenerate null curves. A regular curve γ = γ(t) : I →
R2,1 is called a null curve if
〈γ′, γ′〉 = 0,
and γ is said to be non-degenerate if γ′ and γ′′ are linearly independent at each point on I. (Here, ′
denotes ddt .) For a non-degenerate null curve γ(t), we can normalize (see [33, Section 2], for example)
the parameter so that
(3.1) 〈γ¨(s), γ¨(s)〉 = 1,
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(a) BT1 (b) BL1 (c) BS
(d) BTper (e) BT2 (f) BL2
Figure 3. Timelike minimal Bonnet-type surfaces. As in Remark 2.16, we treat
these as generalized timelike minimal surfaces, admitting singularities, where the
singularities on these surfaces are highlighted.
where ˙ denotes dds . A parameter s satisfying (3.1) is called the pseudo-arclength parameter, introduced
in [8]. From now on, let s denote a pseudo-arclength parameter. If we take the vector fields
σ(s) := γ˙(s), e(s) := γ¨(s),
and then there is a unique null vector field n such that
〈n,σ〉 = −2, 〈n, e〉 = 0.
If we set the lightlike curvature (see [20, p.47]) of γ to be
(3.2) κγ(s) := −
〈
n˙(s), e(s)
〉
,
we get
−n˙ = κγe, e˙ = −κγ
2
σ +
1
2
n.
Therefore, we obtain the following Frenet-Serre type formula for non-degenerate null curves.
Proposition 3.1 (cf. [20, 25]). For a non-degenerate null curve γ parametrized by pseudo-arclength
parameter, the null frame F := {σ, e,n} satisfies
F ′ = F
0 −κγ/2 01 0 −κγ
0 1/2 0
 .
Moreover, the lightlike curvature κγ of γ is written as
(3.3) κγ = 〈...γ , ...γ 〉.
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Example 3.2. A non-degenerate null curve parametrized by pseudo-arclength with constant lightlike
curvature κγ is called a null helix in [13, 20], and such curves have been studied by many authors. Any
null helix γ is congruent to one of the following:
γ(s) = 1κγ
(
cos (cs), sin (cs), cs
)
, when κγ = c2 > 0,
γ(s) =
(
s2
2 ,− s
3
6 +
s
2 ,
s3
6 +
s
2
)
, when κγ = 0,
γ(s) = 1κγ
(
cs, cosh (cs), sinh (cs)
)
, when κγ = −c2 < 0.
3.2. Characterization of timelike minimal surfaces with planar curvature lines. Using the
theory of null curves, we now characterize timelike minimal surfaces with planar curvature lines in
terms of its generating null curves. We first remark on the relationship between the generating null
curves and the normalization of the Hopf differential factor.
Lemma 3.3 (cf. p. 347 of [21]). The normalization of the Hopf differential factor q = − 12 of a timelike
minimal surface F implies that the generating null curves are parametrized by pseudo-arclength.
Proof. Let F be represented via two generating null curves α(u) and β(v) as in (2.5). By the Gauss-
Weingarten equations, we have
αuu(= 2Fuu) = 2
ρu
ρ
αu −N, βvv(= 2Fvv) = 2ρv
ρ
βv −N,
where ρ is the Lorentz conformal factor of the first fundamental form and N is the unit normal of F .
Therefore, we can check that
〈αuu, αuu〉 = 〈βvv, βvv〉 = 〈N,N〉 = 1,
i.e. u and v are pseudo-arclength parameters of α(u) and β(v), respectively. 
Now we state and prove the theorem relating the lightlike curvatures of the generating null curves
and the planar curvature line condition (2.7b).
Theorem 3.4. Away from flat points and singular points, a timelike minimal surface F has planar
curvature lines if and only if it has negative Gaussian curvature, and its generating null curves have
the same constant lightlike curvature.
Proof. We consider a timelike minimal surface F written as in (2.5), with its first fundamental form
as in (2.3). For z = x+ jy = (u+ v)/2 + j(u− v)/2, the planar curvature line condition (2.7b) can be
expressed as
(3.4) ρuu − ρvv = 0.
Let us take the null frames Fα := {σα, eα,nα} for α and Fβ := {σβ , eβ ,nβ} for β as in Section
3.1. By using the frame of the surface F , we can check that nα and nβ are written as
(3.5) nα =
(
2ρu
ρ
)2
αu − 1
ρ2
βv − 4ρu
ρ
N, nβ = − 1
ρ2
αu +
(
2ρv
ρ
)2
βv − 4ρv
ρ
N.
Since we normalized the Hopf differential factor as q = − 12 , we have that u and v are pseudo-arclength
parameters of α and β by Lemma 3.3; hence, we can take
eα = αuu and eβ = βvv.
By the Gauss-Weingarten equations, (eα)u and (eβ)v can be expressed as
(3.6)
(eα)u = 2
ρuuρ+ ρu
2
ρ2
αu − 1
2ρ2
βv − 2ρu
ρ
N
(eβ)v = −
1
2ρ2
αu + 2
ρvvρ+ ρv
2
ρ2
βv − 2ρv
ρ
N.
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cˆ1
~v1 ‖ ~e2
~v2 ‖ ~e0
21/4
21/40
δ
γ
Figure 4. Modified version of a path in case (1a) to include the timelike plane in the
deformation. For the meaning of the diagram, see Figure 1.
By (3.2), (3.5) and (3.6), the lightlike curvatures κα and κβ of the generating null curves α and β can
be calculated as
(3.7) κα = 〈nα, (eα)u〉 = −4ρuu
ρ
, κβ = 〈nβ , (eβ)v〉 = −4ρvv
ρ
,
and hence
κα(u)− κβ(v) = −4ρuu − ρvv
ρ
.
Therefore, we conclude that κα are κβ are the same constant if and only if the Lorentz conformal factor
ρ satisfies the planar curvature line condition (3.4). 
3.3. Deformations of null curves with constant lightlike curvature. We now consider contin-
uous deformations of null curves preserving their pseudo-arclength parametrization and constancy of
lightlike curvatures. As in [9, 10], we consider a deformation to be “continuous” with respect to a pa-
rameter if the deformation dependent on the parameter converges uniformly over compact subdomains
component by component. First, we introduce how the lightlike curvatures of generating null curves
are determined for a timelike minimal surface with planar curvature lines.
Proposition 3.5. The lightlike curvatures κα and κβ of the generating null curves of a timelike
minimal surface with planar curvature lines are given by the constants c and d in (2.10) via
(3.8) κα = κβ = d− c.
Proof. By (3.7), we have
κα = κβ = −2ρuu + ρvv
ρ
= −ρxx + ρyy
ρ
.
Using (2.10a) and (2.10c), we prove the desired relation. 
A deformation of a timelike minimal surface with planar curvature lines corresponds to a defor-
mation of its generating null curves, which have constant lightlike curvatures. Therefore, by using
the relation (3.8), we can deform null curves with constant curvature preserving the pseudo-arclength
parametrization and the constancy of lightlike curvature (each of the null curves may have different
constant lightlike curvature).
As an example, we give a deformation of null curves coming from the surfaces in case (1a). To do
this, we first consider a slightly modified method of the one we used to obtain the Weierstrass data
(2.17) in Section 2.4.1. Since c ≥ 0 and d ≥ 0, we define γ and δ so that γ2 = c and δ2 = d. Let
γ = 21/4 cos cˆ1 and δ = 21/4 sin cˆ1 for cˆ1 ∈
(−pi4 , 3pi4 ) (see Figure 4).
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Then we can calculate similarly as before to obtain that
(3.9)
hcˆ1P (z) =

√
cos (2cˆ1)
cos cˆ1−sin cˆ1 tanh
(√
cos (2cˆ1)
23/4
z
)
, if cˆ1 ∈ (−pi4 , pi4 ),
1
21/4
z, if cˆ1 = pi4 ,
−
√
− cos (2cˆ1)
cos cˆ1−sin cˆ1 tan
(√
− cos (2cˆ1)
23/4
z
)
, if cˆ1 ∈ (pi4 , 3pi4 ),
ηcˆ1P (z) =

1
21/4(cos cˆ1+sin cˆ1)
cosh2
(√
cos (2cˆ1)
23/4
z
)
, if cˆ1 ∈ (−pi4 , pi4 ),
1
23/4
, if cˆ1 = pi4 ,
1
21/4(cos cˆ1+sin cˆ1)
cos2
(√
− cos (2cˆ1)
23/4
z
)
, if cˆ1 ∈ (pi4 , 3pi4 ).
Remark 3.6. By noticing that γ2 = 2−3/2(4 cos2 cˆ1) and δ2 = 2−3/2(4 sin2 cˆ1), and the fact that
a homothety in the (c, d)-plane amounts to a homothety in the (x, y)-plane, one can also get the
parameromorphic data hcˆ1P (z) of (3.9) from that of (2.17) by applying a homothety change in the
domain z 7→ 2−3/4z.
Now to get the parametrization, let F cˆ1P (x, y) be defined from (h
cˆ1
P , η
cˆ1
P dz) via the Weierstrass-type
representation in Fact 2.4. We define
(3.10) Fˆ cˆ1P (x, y) = R
cˆ1
(
F cˆ1P (x, y)− F cˆ1P (0, 0)
)
,
where
(3.11) Rcˆ1 =
(
1− sin (cˆ1 + pi4 )) |cos 2cˆ1|+ sin (cˆ1 + pi4 ).
A straightforward calculation then shows that
lim
cˆ1→pi4
Fˆ cˆ1P (2
1/4x, 21/4y) = 1√
2
(
x2 + y2, x− xy2 − 13x3, −y − x2y − 13y3
)
,
lim
cˆ1↘−pi4
Fˆ cˆ1P (x, y) =
(
0, 3
23/4
x,− 3
23/4
y
)
= lim
cˆ1↗ 3pi4
Fˆ cˆ1P (x, y),
implying that Fˆ cˆ1P (x, y) for cˆ1 ∈
[−pi4 , 3pi4 ] gives a continuous deformation consisting of every surface in
case (1a), including the timelike minimal Enneper-type surface and the timelike plane.
To obtain a deformation of null curves from the surface, let us now take A1 =
√
cos 2cˆ1. After
applying a suitable homothety to the domain, the generating null curves of the surfaces in the case
(1a) discussed in (3.10) are written as
αcˆ1(s) =
(
sinh2 (A1s)
2A21
, 2A1s cos cˆ1−sin cˆ1 sinh (2A1s)
4A31
, 2A1s sin cˆ1−cos cˆ1 sinh (2A1s)
4A31
)
,
βcˆ1(s) = αcˆ1(s) ·
(
1 0 0
0 1 0
0 0 −1
)
,
i.e.
1
2 (α
cˆ1(u) + βcˆ1(v)) = 1
23/2Rcˆ1
Fˆ cˆ1P
(
23/4
2 (u+ v),
23/4
2 (u− v)
)
.
Note that although A1 is zero at cˆ1 = pi4 and may have complex values, α
cˆ1 are well-defined non-
degenerate null curves for all cˆ1 ∈
(−pi4 , 3pi4 ). By Lemma 3.3, s is a pseudo-arclength parameter for
each αcˆ1 , and the curves have constant curvature −4 cos (2cˆ1). Moreover, if we apply the scaling factor
of the ambient space Rcˆ1 , then we can deform αcˆ1 to a lightlike line by considering the directional limit
as cˆ1 tends to −pi4 or 3pi4 , see Figure 5.
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Figure 5. Deformation of null curves with constant lightlike curvature, with their
respective surfaces. For the meaning of the diagram, see Figure 1.
4. Geometric characterization of timelike Thomsen surfaces
Thomsen showed in [36] that the two classes minimal surfaces, those with planar curvature lines,
and those that are also affine minimal, called Thomsen surfaces, have a striking relationship; namely,
they are conjugate minimal surfaces of each other. Manhart showed in [29] that the analogous result
holds for maximal surfaces in R2,1. In this section, we investigate the relationship between the two
classes of timelike minimal surfaces, those with planar curvature lines and those that are also affine
minimal.
4.1. The affine minimal condition – revisited. A timelike minimal surface which is also affine
minimal is called a timelike Thomsen surface, defined by Magid in [26], who proved the following by
applying a result by Manhart [28].
Fact 4.1 ([26], cf. [28]). Away from flat points, a timelike minimal surface F is affine minimal if and
only if on the null coordinates (u, v), there exist functions θ = θ(u) and ϑ = ϑ(v) such that
Fu = (cos θ, sin θ, 1), Fv = (cosϑ, sinϑ, 1),
and dθ/du, dϑ/dv are both solutions to the equation
(4.1) 2ω4 + 2ωω′′ − 7
2
ω′2 − kω3 = 0 for some fixed k ∈ R,
where ′ now denotes ddu or
d
dv .
Magid also solved the above equation explicitly.
Remark 4.2. Milnor [31] called the “angle” functions θ and ϑ the Weierstrass functions, and determined
the sign of the Gaussian curvature of timelike minimal surfaces using the functions.
In this subsection, we give a geometric interpretation of Fact 4.1 by using the notion of lightlike
curvature of non-degenerate null curves. Let α(u) and β(v) be the generating null curves of a timelike
minimal surface F where
α(u) =
∫ u
u0
(
cos θ(τ), sin θ(τ), 1
)
dτ + α(u0), β(v) =
∫ v
v0
(
cosϑ(τ), sinϑ(τ), 1
)
dτ + β(v0)
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for some real constants u0 and v0. Here, we remark that the parameters u and v are not pseudo-
arclength parameters.
In the next proposition, we show that the constant k in the affine minimal equation (4.1) represents
the lightlike curvature of generating null curves, giving a geometric characterization of timelike Thomsen
surfaces.
Proposition 4.3. A timelike minimal surface F satisfies the affine minimal equation (4.1) if and only
if the generating null curves α and β of F have the same constant lightlike curvature.
Proof. We show that the generating null curves α and β must have lightlike curvature k. By the
similarity of the argument, it is enough to consider the claim for α(u).
Since 〈α′, α′〉 = θ′2, we may assume that θ′ > 0, and we can take the pseudo-arclength
s =
∫ u
u0
(
θ′(τ)
)1/4
dτ.
By (3.3), we obtain
(4.2) κα(s) = u˙6
〈
α′′′, α′′′
〉
+ 9u˙2u¨2〈α′′, α′′〉+ 6u˙4u¨〈α′′′, α′′〉+ 2u˙3...u 〈α′′′, α′〉.
After straightforward calculations, we get
〈α′′, α′′〉 = θ′2, 〈α′′′, α′′〉 = θ′θ′′, 〈α′′′, α′〉 = −θ′2, 〈α′′′, α′′′〉 = θ′′2 + θ′4,
u˙ =
(
θ′
)−1/2
, u¨ = − θ
′′
2θ′2
,
...
u =
2θ′′2 − θ′θ′′′
2θ′7/2
.
Substituting these to (4.2), we obtain
2θ′3κα = 2θ′4 − 7
2
θ′′2 + 2θ′θ′′′.
Hence, the lightlike curvature κα is constant if and only if ω = θ′ satisfies the affine minimal equation
(4.1). 
In conjunction with the non-degenerate null curves with constant lightlike curvature in Example
3.2, Proposition 4.3 gives another proof of the classification result of timelike Thomsen surface given in
[26]. Furthermore, Theorem 3.4 and Proposition 4.3 give us the next theorem relating the two classes
of timelike minimal surfaces, a result different from the cases of minimal surfaces in R3 and maximal
surfaces in R2,1.
Theorem 4.4. Let T denote the set of timelike Thomsen surfaces, B the set of timelike minimal
surfaces with planar curvature lines, and B∗ the conjugates of surfaces in B. Then,
(4.3) T = B ∪B∗, B ∩B∗ = {timelike planes}.
Remark 4.5. Note that for the minimal surface case, the relation between minimal surfaces with
planar curvature lines and Thomsen surfaces can be expressed using analogous notations T˜ , B˜ and B˜∗,
denoting the set of Thomsen surfaces, the set of minimal surfaces with planar curvature lines, and the
conjugates of surfaces in B˜, respectively, as:
T˜ = B˜∗, B˜ ∩ B˜∗ = {planes, Enneper surface}.
Similarly, by letting Tˆ , Bˆ and Bˆ∗ denote the analogous sets for maximal surfaces, respectively, we have
that
Tˆ = Bˆ∗, Bˆ ∩ Bˆ∗ =
{
spacelike planes, maximal Enneper-type surface,
associated family of spacelike catenoid with lightlike axis
}
.
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cˆ2
~v1 ‖ ~e2
~v2 ‖ a1~e1 + a0~e0
−1
10
d
c
(a) Case (1b) to (1a)
cˆ3
~v1 ‖ ~e2
~v2 = ~e1 + ~e0
0
d
c
(b) Case (1b) to CL
Figure 6. (c, d)-paths for deformations. For the meaning of the diagram, see Figure 1.
4.2. Characterization of the associated family of timelike Thomsen surfaces. Finally, as a
corollary of Theorem 3.4 and Proposition 4.3, we can also characterize timelike minimal surfaces whose
generating null curves have different constant lightlike curvature with the same sign.
Corollary 4.6. Away from flat points, a timelike minimal surface F˜ whose generating null curves α
and β have constant lightlike curvatures κα and κβ with the same sign is contained in the associated
family of a timelike Thomsen surface F . In particular, F is either
• a timelike minimal surface with planar curvature lines if K < 0, or
• the conjugate of a timelike minimal surface with planar curvature lines if K > 0.
Moreover, such a timelike Thomsen surface F is unique if neither lightlike curvatures of null curves is
zero.
Proof. As in Remark 2.6, the generating null curves of Fµ are αµ = µα and βµ = β/µ, with lightlike
curvatures κµα = κα/µ and κβ/µ = µκβ , respectively. Hence, we can take the unique solution
µ =
√
κα/κβ to the equation
κµα = κβ/µ, µ > 0,
for which Fµ is a timelike Thomsen surface. The surface Fµ is either in B or B∗ depending on the
sign of the Gaussian curvature K. 
Remark 4.7. One can also consider the geometric characterization of timelike minimal surfaces whose
generating null curves have constant curvatures with different signs. By (3.7), such a surface can be
constructed via the equation
κα + κβ = −4ρuu + ρvv
ρ
= 0.
We do know that such surface is not in the set T as in (4.3). However, the geometric qualities of such
surfaces are unknown.
Appendix A. Deformation of timelike Thomsen surfaces
In this section, we show that there exists a continuous deformation consisting exactly of all timelike
Thomsen surfaces. We do this by first showing that there exists a continuous deformation consisting
exactly of all timelike minimal surfaces with planar curvature lines, and then applying the result that
relates these surfaces to timelike Thomsen surfaces.
We have already shown in Section 3.3 that every surface in case (1a), including the timelike minimal
Enneper-type surface, and the timelike plane are conjoined by a continuous deformation given by
Fˆ cˆ1P (x, y) in (3.10).
ANALYSIS OF TIMELIKE THOMSEN SURFACES 21
A.1. Deformation to case (1b). We now show that there is a continuous deformation of all the
surfaces in case (1b), and hence, all the surfaces in cases (1a) and (1b) are connected via the timelike
minimal Enneper-type surface. We first normalize the axial directions as in Section 2.4.2, and let
c = cos cˆ2 and d = sin cˆ2, while a1 =
√
cos cˆ2 − sin cˆ2 and a0 =
√
cos cˆ2 for cˆ2 ∈
[−pi2 , pi4 ] (see Figure
6(a)). After calculating the normal vector, we find that
(A.1)
hcˆ2S2(z) =
j
((
a0
a1
+ 1
)
ea1jz − a0a1
)
, if cˆ2 6= pi4 ,
1
21/4
z + j, if cˆ2 = pi4 ,
ηcˆ2S2(z) =
{
1
2(a1+a0)
e−a1jz, if cˆ2 6= pi4 ,
1
23/4
, if cˆ2 6= pi4 .
Remark A.1. Note that the Weierstrass data
{(
hcˆ2S2, η
cˆ2
S2 dz
)
: cˆ2 ∈
[−pi2 , pi4 )} describes the same set of
surfaces as
{(
hc22 , η
c2
2 dz
)
: c2 ∈ [0,∞)
}
as in (2.18), up to homothety and translation in the domain,
the (x, y)-plane. Explicitly,
hcˆ2S2
(
1
a1
(
z − j log
(
1 + a0a1
)))
= jejz − j a0a1 = h
c2
2 (z)
∣∣∣
c2=
a0
a1
.
To get the parametrization, let F cˆ2S2(x, y) be defined from the Weierstrass data
(
hcˆ2S2, η
cˆ2
S2 dz
)
via the
Weierstrass-type representation in Fact 2.4, and consider
Fˆ cˆ2S2(x, y) = F
cˆ2
S2(x, y)− F cˆ2S2(0, 0).
Then we have that
lim
cˆ2↗pi4
Fˆ cˆ2S2
(
x, y − 21/4
)
+
(
1√
2
, 0, − 2
√
2
3
)
= lim
cˆ1→pi4
Fˆ cˆ1P (x, y),
implying that there is a deformation joining surfaces in case (1a) and (1b).
A.2. Deformation to the timelike catenoid with lightlike axis. Now we show that there exists
a deformation to the timelike catenoid with lightlike axis. Consider case (1b), where c = cˆ23 and d = 0
for cˆ23 ∈ (0,∞), and normalize the axial directions so that ~v1 ‖ ~e2 and ~v2 = ~e1 + ~e0 (see Figure 6(b)).
Calculating the Weierstrass data gives
(A.2) hcˆ3CL(z) =
j
(
(cˆ3 + 1)e
jcˆ3z − 1)
(cˆ3 − 1)ejcˆ3z + 1 , η
cˆ3
CL(z) =
1
4cˆ23
e−jcˆ3z
(
(cˆ3 − 1)ejcˆ3z + 1
)2
.
Then note that
hcˆ3CL(z)
∣∣∣
cˆ3=1
= 2jejz − j = hcˆ2S2(x, y)
∣∣∣
cˆ2=0
, lim
cˆ3↘0
hcˆ3CL(z) =
z + j
1− jz = h5(z).
Therefore, by calculating F cˆ3CL(x, y) from (h
cˆ3
CL(z), h
cˆ3
CL(z) dz) via Fact 2.4 and defining
Fˆ cˆ3CL(x, y) = F
cˆ3
CL(x, y)− F cˆ3CL(0, 0),
we see that
Fˆ cˆ3CL(x, y)
∣∣∣
cˆ3=1
= Fˆ cˆ2S2(x, y)
∣∣∣
cˆ2=0
,
lim
cˆ3↘0
Fˆ cˆ3CL(x, y) =
1
2
(
y − x2y − 13y3, −2xy, −y − x2y − 13y3
)
,
implying that Fˆ cˆ3CL(x, y) gives a deformation between timelike minimal Bonnet-type surface with lightlike
axis of first kind and timelike catenoid with lightlike axis.
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A.3. Deformation to case (1d). Since we have that
hc44 (z)
∣∣∣
c4=0
= jejz = hcˆ2S2(z)
∣∣∣
cˆ2=−pi2
where hc44 is as in (2.20), we define F
c4
S4 using the Weierstrass data (h
c4
4 , η
c4
4 dz). Then for
Fˆ c4S4(x, y) = F
c4
S4(x, y)− F c4S4(0, 0),
we can directly check that
Fˆ c4S4(x, y)
∣∣∣
c4=0
= Fˆ cˆ2S2(x, y)
∣∣∣
cˆ2=−pi2
,
implying that there is a deformation joining surfaces in case (1b) and (1d).
A.4. Deformation to the timelike minimal Bonnet-type surface with lightlike axial direc-
tion of second kind. Finally, we show that the timelike minimal Bonnet-type surface with lightlike
axial direction of second kind is also connected via a deformation to the immersed timelike catenoid
with spacelike axis. To do this, instead of re-calculating the Weierstrass data from the normal vector
function, we take advantage of their respective Weierstrass data in Theorem 2.23, and consider
(A.3) hcˆ5BL2(z) = e
21/4z + jcˆ5, η
cˆ5
BL2(z) =
1
25/4
e−2
1/4z
for cˆ5 ∈ [0, 1]. Then it is easy to see that letting cˆ5 = 0 gives the Weierstrass data for immersed timelike
catenoid with spacelike axis, while letting cˆ5 = 1 gives the Weierstrass data for timelike minimal
Bonnet-type surface with lightlike axial direction of second kind.
Now we would like to see that the surfaces defined by cˆ5 ∈ (0, 1) are also timelike minimal surfaces
with planar curvature lines. To do this, recall that the choice of the paraholomorphic 1-form from
the parameromorphic function decides the Hopf differential; therefore, a timelike minimal surface is
uniquely determined by its Lorentz conformal factor up to isometries of the ambient space. Hence,
by calculating the Lorentz conformal factor from
(
hcˆ5BL2 , η
cˆ5
BL2 dz
)
via (2.4), we find that the surfaces
obtained for cˆ5 ∈ (0, 1) are timelike minimal Bonnet-type surfaces with spacelike axial direction.
Using Remark 2.20 (or by directly calculating), for F cˆ5BL2(x, y) coming from Fact 2.4 using the
Weierstrass data
(
hcˆ5BL2(z), η
cˆ5
BL2(z) dz
)
, if we define
Fˆ cˆ5BL2(x, y) = F
cˆ5
BL2(x, y).
 0 1 0−1 0 0
0 0 1
− ( 1√
2
, 0, 0
)
,
then we have
Fˆ cˆ5BL2(x, y)
∣∣∣
cˆ5=0
= Fˆ cˆ1P (x, y)
∣∣∣
cˆ1=0
.
Summarizing, we arrive at the following result:
Theorem A.2. There exists a continuous deformation consisting exactly of all timelike minimal
surfaces with planar curvature lines (see Figure 7 and 8).
Corollary A.3 (Corollary to Theorem 4.4 and Theorem A.2). There exists a continuous deformation
consisting exactly of all timelike Thomsen surfaces.
Appendix B. Singularities of timelike Thomsen surfaces
By Remark 2.16, we understand that timelike minimal surfaces with planar curvature lines admit
singularities, belonging to a class of surfaces called generalized timelike minimal surfaces. However,
since we have obtained the paraholomorphic 1-form η dz for all generalized timelike minimal surfaces
with planar curvature lines in Theorem 2.23, we can calculate that these surfaces are actually minfaces,
using [35, Proposition 2.7] (see also [2, Fact A.7]).
We now aim to investigate the types of singularities appearing on these surfaces. Since the types
of singularities of timelike catenoids and timelike Enneper-type surfaces have been investigated in [22,
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BL2 CS1 P CT E BL1 CS2 BT2.
CL
BS BT1 BTper BTper BT1 BS
Fˆ cˆ5BL2 Fˆ
cˆ1
P Fˆ
cˆ2
S2 Fˆ
c4
S4
Fˆ cˆ3CL
Figure 7. Diagram of deformations connecting timelike minimal surfaces with planar
curvature lines.
c
c
d
d
cˆ3
cˆ2
cˆ1
δ
γ
c4
cˆ5
θ
Figure 8. Continuous deformation of timelike minimal surfaces with planar curvature
lines.
Lemma 2.12] and [35] (see also [2, Example 4.5]), we focus on recognizing the types of singularities on
timelike minimal Bonnet-type surfaces.
Let S(F ) := {(x, y) ∈ R2 : ρ(x, y) = 0} = {(x, y) ∈ R2 : |h(x, y)|2 = −1} be the singular set.
Then using the explicit solution of the metric function in Proposition 2.15 or the explicit form of the
function h of the Weierstrass data in Theorem 2.23, we understand that the singular set becomes
1-dimensional. To recognize the types of singularities of timelike minimal Bonnet-type surfaces, we
refer to the following results from [35] (see also [44, Theorem 3] and [2, Fact 4.1]), analogous results of
[37] and [14].
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Fact B.1. Let F (x, y) : Σ→ R2,1 be a minface with Weierstrass data (h, η dz). Then, a point p ∈ Σ
is a singular point if and only if |h(p)|2 = −1. Furthermore, for
ψ :=
hz
h2η
, Ψ :=
h
hz
ψz,
the image of F around a singular point p is locally diffeomorphic to
• a cuspidal edge if and only if Reψ 6= 0 and Imψ 6= 0 at p, or
• a swallowtail if and only if ψ ∈ R \ {0} and Re Ψ 6= 0 at p.
Using the Weierstrass data (h, η dz) of timelike minimal Bonnet-type surfaces from Theorem 2.23,
we directly calculate ψ and Ψ. Then using Fact B.1, we arrive at the following result.
Theorem B.2. Let F (x, y) be a timelike minimal Bonnet-type surface with the Weierstrass data given
in Theorem 2.23. Then, the image of F around a singular point p = (x, y) is locally diffeomorphic to
swallowtails (SW) only at the following points.
Surface Points of SW
BTper
(
cos−1 (±1) , cos−1
(
± c˜1√
c˜21+1
))
,
(
cos−1 (0) , cos−1
(
± 1√
c˜21+1
))
BT1
(
0, log (c2 + 1)
)
BL1 (0, log 2)
BS
(
0, log (c2 ± 1)
)
BT2 None
BL2 None
Moreover, the images of F around singular points are locally diffeomorphic to cuspidal edges everywhere
else (see Figure 3).
Combined with the result in [22, 35, 2], we obtain the following corollary.
Corollary B.3. Let F (x, y) be a minface with planar curvature lines. If p is a singular point of
F (x, y), then the image of F around the singular point p must be locally diffeomorphic to one of the
following: cuspidal edge, swallowtail or conelike (or shrinking) singularity.
Using the duality for singularities on timelike minimal surfaces and their conjugate surfaces, proved
in [22] and [35] (cf. [2, Fact A.12]), we finally obtain the following result:
Corollary B.4 (Corollary to Theorem 4.4 and Corollary B.3). Any singular point on a timelike
Thomsen surface is locally diffeomorphic to one of the following: cuspidal edge, swallowtail, cuspidal
cross cap, conelike (or shrinking) singularity or fold singularity.
Remark B.5. Note that in Figure 3(f), the surface BL2 defined over the domain C′ is drawn; in fact,
this surface can be extended to a lightlike line (drawn as a yellow line in Figure 3(f)) as in the cases
of catenoids with spacelike and lightlike axes ([15, 16]).
To see this explicitly, first note that the surface 9 in Theorem 2.23 is parametrized as
F (x, y) =
(
x+ e−x sinh y,−y − ex2 cosh y,−x− (e−x + e
x
2 ) sinh y
)
.
Putting %(x) = −x− y˜ for y˜ ∈ R, we note that
lim
x→−∞F (x, sinh
−1 (ex%(x))) = (−y˜, 0, y˜).
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