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TRANSGRESSION MAPS FOR CROSSED MODULES OF GROUPOIDS
XIONGWEI CAI
Abstract. Given a crossed module of groupoids N → G, we construct (1) a natural homomorphism from
the product groupoid Z× (N oG)⇒ N to the crossed product groupoid N oG⇒ N and (2) a transgression
map from the singular cohomology H∗(G•,Z) of the nerve of the groupoid G to the singular cohomology
H∗−1
(
(N oG)•,Z
)
of the nerve of the crossed product groupoid N oG. The latter turns out to be identical
to the transgression map obtained by Tu–Xu in their study of equivariant K-theory.
1. Introduction
Transgression maps have appeared in various forms in the literature. Brylinski–McLaughlin studied the
geometric meaning of the transgression map T1 : Ω
4
G(•) → Ω3G(G) for a crossed module of groups G id−→ G
in [1]. Dijkgraaf–Witten used the trangression map T1 : H
4
G(•,Z) → H3G(G,Z) to explore the geometric
correspondence between Chern-Simons functionals and Wess-Zumino-Witten models in [2].
In the present paper, we investigate the transgression map T1 : H
∗(G•,Z) → H∗−1((N o G)•,Z) arising
from a crossed module of groupoids N
ϕ−→ G, This map was first constructed by Tu-Xu [5] who used it to
produce the multiplicators which they employed in their study of the ring structure on equivariant twisted
K-theory. Tu-Xu constructed the transgression map T1 by means of a somewhat intricate combinatorial
method obscuring the key ideas.
In this paper, we give a more concrete construction. The composition of
• the natural embedding of the component (N o G)p−1 of the nerve of the groupoid N o G into
Z1 × (N oG)p−1;
• the Eilenber–MacLane map from Z1 × (N oG)p−1 to (Z× (N oG))p;
• the natural groupoid homomorphism from the product groupoid Z × (N o G) ⇒ N to the crossed
product groupoid N oG⇒ N ;
• and the projection of N oG onto G
is a map from (N oG)p−1 to Gp. The induced map on the cohomology level Φ : H∗(G•,Z)→ H∗−1((N o
G)•,Z) turns out to be the transgression map T1 constructed by Tu-Xu [5]
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discussions. The author is also grateful to the Pennsylvania State University for its hospitality during his
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2. Preliminary
We recall some basic notations and facts concerning the transgression maps for crossed modules of Lie
groupoids.
2.1. Simplicial manifolds and singular cohomology. In this subsection, we recall the definition of
simplicial manifolds and singular cohomology. We refer the reader to [3, 7] for more details.
Consider the simplicial category ∆ whose objects are the finite ordered sets [n] = {0 < 1 < · · · < n} (for
n ∈ N) and whose morphisms are the nondecreasing functions.
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2 XIONGWEI CAI
There are two kinds of basic morphisms in ∆: the face maps and the degeneracy maps. For each i ∈
{0, 1, · · · , n}, the face map εi : [n− 1]→ [n] is defined by
εi(j) =
{
j if j < i,
j + 1 if j > i.
For each i ∈ {0, 1, · · · , n}, the degeneracy map ηi : [n+ 1]→ [n] is defined by
ηi(j) =
{
j if j 6 i,
j − 1 if j > i.
The face and degeneracy maps satisfy the commutation relations
εjεi = εiεj−1 if i < j, ηjηi = ηiηj+1 if i 6 j,
and
ηjεi =

εiηj−1 if i < j,
id if i ∈ {j, j + 1},
εi−1ηj if i > j + 1.
A simplicial set is defined to be a contravariant functor from the simplicial category ∆ to the category of
sets. A simplicial (topological) space is defined to be a contravariant functor from the simplicial category ∆
to the category of topological spaces. A simplicial manifold is defined to be a contravariant functor from
the simplicial category ∆ to the category of manifolds.
The notation M• is often used to denote a simplicial set, space, or manifold and the set, space, or manifold
corresponding to the object [k] of ∆ is customarily denoted Mk. The morphisms ε
i : Mn → Mn−1 and
ηi : Mn →Mn+1, images of the face and degeneracy maps εi : [n− 1]→ [n] and ηi : [n+ 1]→ [n], are called
face and degeneracy operators.
Similarly, cosimplical sets, spaces, and manifolds are defined to be covariant functors from the simplicial
category ∆ to the categories of sets, topological spaces, and manifolds, respectively. The notation M•
is often used to denote a cosimplicial set, space, or manifold. The morphisms εi : Mn−1 → Mn and
ηi : Mn+1 →Mn, images of the face and degeneracy maps εi : [n− 1]→ [n] and ηi : [n+ 1]→ [n], are called
face and degeneracy operators.
Example 1. Given any Lie groupoid G⇒ G0, there is associated a simplicial manifold G•, called the nerve,
with
Gk = {(g1, g2, · · · , gk)|gi ∈ G, 1 6 i 6 k, g1g2 · · · gk makes sense}
being the manifold of composable n-tuples. The face operators εi : Gn → Gn−1 are given by
εi(g1, · · · , gn) =

(g2, · · · , gn) if i = 0,
(g1, · · · , gi−1, gigi+1, gi+2, · · · , gn) if 0 < i < n,
(g1, · · · , gn−1) if i = n,
while the degeneracy operators ηi : Gn → Gn+1 are given by
ηi(g1, · · · , gn) =
{
(ε(s(g1)), g1, · · · , gn) if i = 0,
(g1, · · · , gi, ε(t(gi)), gi+1, · · · , gn) if 0 < i 6 n,
where ε : G0 → G is the unit map of the groupoid G⇒ G0.
Example 2. (1) For any n ∈ Z, the standard n-simplex ∆n defined by
∆n := {(t0, · · · , tn)|
n∑
i=0
ti = 1, t0 > 0, · · · , tn > 0}
can be thought of as a simplicial manifold (∆n)•:
(∆n)k :=
{
∆k+1 if k < n,
{(t0, · · · , tn, 0, · · · , 0)|
∑n
i=0 ti = 1, t0 > 0, · · · , tn > 0} if k > n,
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and the face operators εi : (∆n)k → (∆n)k−1 and the degeneracy operators ηi : (∆n)k → (∆n)k+1,i =
0, 1, · · · , k, are given repectively by
εi(t0, · · · , tk+1) = (t0, · · · , ti + ti+1, · · · , tk+1),
ηi(t0, · · · , tk+1) = (t0, · · · , ti, 0, ti+1, · · · , tk+1).
(2) Furthermore, the collection of standard simplices ∆• can be viewed as a cosimplicial manifold. The
face operators εi : ∆k−1 → ∆k and the degeneracy operators ηi : ∆k+1 → ∆k,i = 0, 1, · · · , k, are
given repectively by
εi(t0, · · · , tk−1) = (t0, · · · , ti−1, 0, ti, · · · , tk−1),
ηi(t0, · · · , tk+1) = (t0, · · · , ti + ti+1, · · · , tk+1).
Given a simplicial manifold M•, a (smooth) singular q-simplex in Mp is defined to be a smooth map σ from
the standard q-simplex ∆q to Mp. Denote by S
∞
q (Mp) the set of all smooth singular q-simplices. It is clear
that the cosimplicial manifold structure on ∆• induces a simplicial manifold structure on S∞• (Mp). The face
and degeneracy operators of the latter, still denoted by εi and ηi by abuse of notations, are obtained by
pullback along εi and ηi:
εi : S∞q (Mp)→ S∞q−1(Mp), ηi : S∞q (Mp)→ S∞q+1(Mp),
εi(σ) = (εi)∗σ = σ ◦ εi, ηi(σ) = (ηi)∗σ = σ ◦ ηi.
Let Cq(Mp,Z) := Z[S∞q (Mp)] be the free Z-module generated by singular q-simplices, i.e. elements of the
finite formal sum ∑
σ∈S∞q (Mp)
aσσ, aσ ∈ Z.
C•(Mp,Z) becomes a chain complex under the boundary operator
δ : Cq(Mp,Z)→ Cq−1(Mp,Z)
defined by the alternate sum
δ :=
q∑
i=0
(−1)iεi =
q∑
i=0
(−1)i(εi)∗.
In fact δ can be viewed as the vertical boundary operator of a double complex C•(M•,Z). And the horizontal
boundary operator of the double complex
∂ : Cq(Mp,Z)→ Cq(Mp−1,Z)
is given by the alternate sum
∂ :=
p∑
j=0
(−1)j(εj)∗,
where (εj)∗ : Cq(Mp,Z) → Cq(Mp−1,Z) is the chain map induced by the face operators εj : Mp → Mp−1.
The total differential is (−1)pδ+ ∂. The corresponding hyperhomology is denoted by H•(M•,Z), and called
the (smooth) singular homology of the simplicial manifold M• with coefficients in Z.
Dually, let Cq(Mp,Z) be the space of smooth singular q-cochains:
Cq(Mp,Z) := HomZ(Cq(Mp,Z),Z).
Then C•(M•,Z) becomes a double cochain complex, with vertical coboundary operator δ∗ and horizontal
coboundary operator ∂∗. The total differential is denoted by
D = (−1)pδ∗ + ∂∗.
The corresponding hypercohomology is denoted by H•(M•,Z), and called the (smooth) singular cohomology
of the simplicial manifold M• with coefficients in Z — see [3, 7].
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2.2. Crossed modules of Lie groupoids and transgression maps. In this subsection, we recall the
definition of crossed modules of Lie groupoids. Then we rewrite Tu & Xu’s result on transgression maps in
terms of singular cohomology. We refer the reader to [4, 5] for more details.
First, we recall the definition of an action of a groupoid.
Definition 3. A (right) action of a groupoid G⇒ G0 on a space X is given by
(1) a map J : X → G0, called the momentum map;
(2) a map (x, g) 7→ xg from X ×G0 G := {(x, g) ∈ X ×G|J(x) = t(g)} to X such that
J(xg) = s(g), xgh = (xg)h, and xJ(x) = x
whenever J(x) = t(g) and s(g) = t(h).
When endowed with such an action, we say that the space X is a (right) G-space.
Then the transformation groupoid (also called crossed product groupoid) X o G ⇒ X is defined as follows:
(X oG)0 = X, (X oG)1 = X ×G0 G, and the source, target and multiplication maps are given by
s(x, g) = xg, t(x, g) = x, (x, g)(xg, h) = (x, gh).
Suppose N ⇒ N0 and G ⇒ G0 are groupoids. We say that G ⇒ G0 acts on N ⇒ N0 by automorphisms if
both N0 and N1 are (right) G-spaces and the actions are compatible in the following sense:
(1) the source and target maps of N are G-equivariant,
(2) xgyg = (xy)g for all (x, y, g) ∈ N ×N ×G whenever either side makes sense.
Definition 4. A crossed module of groupoids is a groupoid homomorphism
N
ϕ //
 
G
 
N0
= // G0
where N ⇒ N0 is a bundle of groups, together with an action of G ⇒ G0 on N ⇒ N0 by automorphisms
such that
(1) ϕ(xg) = ϕ(x)g for all x ∈ N and g ∈ G such that xg makes sense,
(2) xϕ(y) = xy for all composable pairs (x, y) ∈ N2,
where ϕ(x)g := g−1ϕ(x)g and xy := y−1xy.
Given a crossed module of groupoids N
ϕ−→ G, let N oG⇒ N be the associated crossed product groupoid.
Its nerve (N oG)• is indeed isomorphic to N oG• as spaces, where
N oGl := {(x, g1, · · · , gl) ∈ N ×Gl|t(x) = t(g1), g1 · · · gl makes sense}.
The bijection is given as follows
(N oG)l 3
(
(x, g1), (xg1, g2), · · · , (xg1 · · · gl−1, gl)
)←→ (x, g1, · · · , gl) ∈ N oGl.
As a bridge between H∗(G•;Z), the singular cohomology of the nerve G•, and H∗((N oG)•,Z), the singular
cohomology of the nerve (N oG)•, Tu-Xu [5] constructed a transgression map
T1 : H
∗(G•,Z)→ H∗−1((N oG)•,Z),
which is given on the cochain level by the following theorem:
Theorem 5 (Tu & Xu [5]). Let N
ϕ−→ G be a crossed module of groupoids, and let N o G ⇒ N be the
corresponding crossed product groupoid. The alternating sum T1 =
∑n−1
i=0 (−1)if˜∗i of the pullbacks by the
maps f˜i : N oGp−1 → Gp given by
f˜i(x, g1, · · · , gp−1) = (g1, · · · , gi, ϕ(x)g1···gi , gi+1, · · · , gp−1)
defines a cochain map
T1 : C
q(Gp,Z)→ Cq((N oG)p−1,Z)
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and hence a transgression map
T1 : H
∗(G•,Z)→ H∗−1((N oG)•,Z).
3. Natural groupoid homomorphisms
Given any groupoid G ⇒ G0, there is a crossed module SG i−→ G associated to G ⇒ G0: SG := {g ∈
G|s(g) = t(g)} is the space of closed loops in G, i is the inclusion of SG to G, and G acts on SG (from right)
by conjugation (a · g := g−1ag, a ∈ SG, g ∈ G). The crossed product groupoid SGoG⇒ SG is called the
inertia groupoid of G, denoted by ΛG.
Given a crossed module N
ϕ−→ G, since ϕ maps N into SG, we have a natural crossed module morphism
from N
ϕ−→ G to SG i−→ G:
N
ϕ //
ϕ

SG
i

G
= // G
Proposition 6. Let G⇒ G0 be any groupoid. The group of integers Z can be viewed as a groupoid Z⇒ •
(still denoted by Z in the sequel by abuse of notation). There is a natural groupoid structure on the hom-set
Hom(Z, G) of groupoid homomorphisms. And the inertia groupoid ΛG is isomorphic to Hom(Z, G).
Proof. In fact, given any two groupoids H and G, there is a natural groupoid structure on Hom(H,G):
• the objects of Hom(H,G) are groupoid homomorphisms from H to G, or equivalently, functors from
H to G if H and G are viewed as categories;
• the arrows in Hom(H,G) are natural transformations between functors;
• the source and target of an arrow η : β ⇐ α are α and β, respectively;
• the unit map sends a functor α ∈ Obj(Hom(H,G)) to a natural isomorphism 1α : α ⇐ α, whose
component at x ∈ H0 is the identity arrow 1α(x) ∈ G, i.e. (1α)x = 1α(x);
• the inverse map sends a natural transformation η : β ⇐ α to the natural transformation η−1 : α⇐ β,
whose component at x ∈ H0 is the inverse of the component of η at x ∈ H0, i.e. (η−1)x = (ηx)−1;
• the multiplication of η′ : γ ⇐ β and η : β ⇐ α is the composition η′ ◦ η : γ ⇐ α, whose component
at x ∈ H0 is the multiplication of the components of η′ and η at x ∈ H0, i.e. (η′ ◦ η)x = η′xηx.
We can easily verify that Hom(H,G) becomes a groupoid with the struture maps above.
Next, we focus on the groupoid Hom(Z, G).
• Let α be an object of Hom(Z, G), i.e. a groupoid homomorphism from Z to G. Since for any positive
integer n, α(n) = α(1 + · · · + 1) = α(1) · · · · · α(1), α(−n) = (α(n))−1 and α(0) = 1s(α(1)), α is
uniquely determined by α(1) ∈ SG (note that s(α(1)) = α(s(1)) = α(t(1)) = t(α(1))). Conversely,
given any a ∈ SG, the map α : n 7→ an (a0 := 1s(a)) defines a groupoid homomorphism from Z to
G. So there is a bijection between objects of Hom(Z, G) and ΛG.
• Let η : β ⇐ α be an arrow of Hom(Z, G), i.e. a natural transformation from α to β. Given any
arrow • n−→ • of Z (• denotes the unique object of Z), by definition, the following diagram commutes
α(•) α(n) //
η•

α(•)
η•

β(•) β(n) // β(•),
i.e. η•(α(1))n = (β(1))nη•, which is equivalent to η•α(1) = β(1)η• and further implies that (β(1), η•)
is in (ΛG)1 = SGoG. Conversely, given any (b, g) ∈ (ΛG)1 = SGoG, there exists a unique arrow
η : β ⇐ α of Hom(Z, G) such that β(1) = b, α(1) = g−1bg and η• = g. Therefore, there is a bijection
between sets of arrows of Hom(Z, G) and ΛG.
It is clear that the bijection above is compatible with all structure maps, leading to an isomorphism of
groupoids from Hom(Z, G) to ΛG. 
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In the sequel, we will identify a functor α from Z to G with α(1) ∈ SG; furthermore, an arrow (a, g) in SGoG
will be identified with a natural transformation a⇐ g−1ag. As a consequence, there is a natural action of Z
(from left) on the space of arrows Hom(Z, G) ∼= SGoG: the action of k ∈ Z on an arrow (a, g) : a⇐ g−1ag is
an arrow (a, akg) : a⇐ (akg)−1a(akg) = g−1ag. Since l · (k · (a, g)) = l · (a, akg) = (a, alakg) = (l+k) · (a, g),
the action is well-defined.
Remark 7. We have ingored the groupoid structure of Hom(Z, G) ∼= ΛG = SG o G in the action defined
above. A natural way to extend it to an action of Z (viewed as a groupoid) on the groupoid ΛG is to assume
the action on the objects to be identity maps. However, it fails to be an action ”by automorphisms”, because
of the following inequality:
(k · (a, g))(k · (g−1ag, h)) 6= k · ((a, g)(g−1ag, h)).
Nevertheless, we have the following lemma:
Lemma 8. The natural map ρ from the product groupoid Z× ΛG⇒ SG to the inertia groupoid ΛG⇒ SG
defined by ρ(k, (a, g)) = (a, akg) is a groupoid homomorphism:
Z× ΛG ρ //
 
ΛG
 
SG
id // SG
In fact, we have the following more general result for crossed modules of groupoids:
Lemma 9. Let N
ϕ−→ G be a crossed module of groupoids, and let N oG⇒ N be the corresponding crossed
product groupoid. Then the natural map ρ from the product groupoid Z × (N o G) ⇒ N to N o G ⇒ N
defined by ρ(k, (x, g)) = (x, ϕ(xk)g) is a groupoid homomorphism:
Z× (N oG) ρ //
 
N oG
 
N
id // N
Proof. It suffices to prove the following:
ρ((k, (x, g))(l, (xg, h))) = ρ((k, (x, g)))ρ((l, (xg, h))). (10)
By definition, the left hand side of Equation (10) is equal to
ρ((k, (x, g))(l, (xg, h))) = ρ((k + l, (x, gh))) = (x, ϕ(xk+l)gh) = (x, ϕ(x)k+lgh),
while the right hand side is equal to
ρ((k, (x, g)))ρ((l, (xg, h))) = (x, ϕ(xk)g)(xg, ϕ((xg)l)h) = (x, ϕ(xk)gϕ((xg)l)h)
= (x, ϕ(xk)g(ϕ(xg))lh) = (x, ϕ(xk)g(ϕ(x)g)lh = (x, ϕ(x)kg(g−1ϕ(x)g)lh
= (x, ϕ(x)kg(g−1ϕ(x)lg)h = (x, ϕ(x)kϕ(x)lgh = (x, ϕ(x)k+lgh).
They are equal to each other. Thus ρ is a groupoid homomorphism. 
4. A new way to construct the transgression map
In this section, we will give a new construction of a transgression map
Φ : H∗(G•,Z)→ H∗−1((N oG)•,Z).
Finally we will see that it coincides with the transgression map T1 given by Tu-Xu [5].
Suppose N
ϕ−→ G is a crossed module of groupoids, and let NoG⇒ N be the corresponding crossed product
groupoid. We have a sequence of cohomology group homomorphisms as follows (for simplicity, the coefficient
group Z is omitted):
H∗(G•)
pi∗−→ H∗((NoG)•) ρ
∗
−→ H∗((Z×(NoG))•)
∼=−→
⊕
i+j=∗
Hi(Z•)⊗Hj((NoG)•) ∧ξ⊗id−−−−→ H∗−1((NoG)•)
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where
• pi : N oG→ G is the projection: pi(x, g) = g;
• ρ is the natural groupoid homomorphism defined in Lemma 9;
• H∗((Z × (N o G))•)
∼=−→ ⊕i+j=∗Hi(Z•) ⊗ Hj((N o G)•) is an application of Eilenberg-Zilber
Theorem and Ku¨nneth formula—see [6];
• ∧ξ is the operation of doing cap product with the generator [ξ] of H1(Z•)(= Z, as shown in Lemma
11), so ∧ξ ⊗ id can be thought of as the operation of extracting degree (∗ − 1) component from
Hj((N oG)•).
Lemma 11. The singular cohomology of Z, viewed as a groupoid, is
Hi(Z•) =
{
Z if i ∈ {0, 1},
0 otherwise.
The composition of the maps in the sequence is denoted by Φ : H∗(G•)→ H∗−1((N oG)•), and called the
transgression map associated to the crossed module N
ϕ−→ G.
Our goal is to give an explicit formula for Φ on the cochain level.
By abbreviating Cq(Gp;Z) as Cq(Gp), Φ on the level of total complex is given by the composition of the
following sequence
totn C
q(Gp)
pi∗−→ totn Cq((N oG)p) ρ
∗
−→ totn Cq((Z× (N oG))p)
∇∗−−→ totn
⊕
i+j=q
k+l=p
Ci(Zk)⊗ Cj((N oG)l) ∧ξ⊗id−−−−→ totn Cq((N oG)p−1),
or component-wise, Φ is indeed the composition of the following horizontal sequence:
Cq(Gp)
pi∗−→ Cq((NoG)p) ρ
∗
−→ Cq((Z×(NoG))p) ∇
∗
−−→
⊕
i+j=q
k+l=p
Ci(Zk)⊗Cj((NoG)l) ∧ξ⊗id−−−−→ Cq((NoG)p−1),
where ∇∗ is induced by the Eilenberg-MacLane map. Note that ∧ξ⊗ id is only nontrivial for the component
Cq(Z1 ⊗ (N oG)p−1) ∼= C0(Z1)⊗ Cq((N oG)p−1),
and the restriction of ∧ξ ⊗ id to this component is precisely the map
ι∗ : Cq(Z1 × (N oG)p−1)→ Cq((N oG)p−1)
dual to the inclusion map
ι : (N oG)p−1 → Z× (N oG)p−1
sending − to (1,−). So we can reorganize the sequence of cochain complex maps as:
Cq(Gp)
pi∗−→ Cq((N oG)p) ρ
∗
−→ Cq((Z× (N oG))p)
∇∗1,p−1−−−−→ Cq(Z1 × (N oG)p−1) ι
∗
−→ Cq((N oG)p−1)
where ∇∗1,p−1 is the composition of the projection from
⊕
i+j=q,k+l=p C
i(Zk) ⊗ Cj((N o G)l) to Cq(Z1 ⊗
(N o G)p−1) with ∇∗, and it is precisely dual to the (1, p − 1) component of Eilenberg-MacLane map
∇ : ⊕k+l=p Cq(Zk × (N oG)l)→ Cq((Z× (N oG))p).
Since Cq(−) means the freely generated module, ∇1,p−1 is indeed equivalent to a map φ from Z1×(NoG)p−1
to (Z× (N oG))p. Applying the formular for Eilenberg-MacLane maps, we obtain
φ =
∑
µ∈sh(1,p−1)
(−1)µσhµ(p) · · ·σhµ(2)σvµ(1) : Z1 × (N oG)p−1 → (Z× (N oG))p,
where σhj = η
j are degeneracy operators of the nerve Z• and σvi = ηi is a degeneracy operator of the nerve
(N oG)•.
Summarizing the discussion above, Φ is the dual of the composition of the following sequence of maps:
(N oG)p−1
ι−→ Z1 × (N oG)p−1 φ−→ (Z× (N oG))p ρ−→ (N oG)p pi−→ Gp,
i.e. Φ = (pi ◦ ρ ◦ φ ◦ ι)∗.
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Note that a (1, p− 1)-shuffle µ is uniquely determined by µ(1). By replacing the subscripts, we obtain:
φ =
∑
µ∈sh(1,p−1)
(−1)µσhµ(p) · · ·σhµ(2)σvµ(1) =
p∑
i=1
(−1)iσhp · · · σˆhi · · ·σh1σvi .
Let φi := σ
h
p · · · σˆhi · · ·σh1σvi , then for any (x, g1, · · · , gp−1) ∈ N oGp−1 ∼= (N oG)p−1,
φi(1, x, g1, · · · , gp−1) = σhp · · · σˆhi · · ·σh1σvi (1, x, g1, · · · , gp−1)
= (0, · · · , 0, 1, 0, · · · , 0, x, g1, · · · , gi−1, exg1···gi−1 , gi, · · · , gp−1)
where exg1···gi−1 is the identity arrow in G at s(ϕ(x
g1···gi−1)) ∈ G0. For simplicity, we will denote xg1···gk by
xk.
For an intuitive understanding of the composition of degeneracy operators:
σvi (x, g1, · · · , gp−1) : • g1←− • g2←− • · · · •
gi−1←−−− • eL99 • gi←− • · · · • gp−1←−−− •
is to insert an identity arrow at the i-th object;
σhn · · · σˆhi · · ·σh1 (1) : •
0L99 • · · · • 0L99 • 1←− • 0L99 • · · · • 0L99 •
is to insert i− 1 identity arrows on the left and p− i identity arrows on the right.
With the notations above, the computation can be proceeded as follows
ρ ◦ φi ◦ ι(x, g1, · · · , gp−1)
= ρ ◦ φi(1, x, g1, · · · , gp−1)
= (ρ(0, x, g1), ρ(0, x1, g2), · · · , ρ(0, xi−2, gi−1), ρ(1, xi−1, exi−1), ρ(0, xi−1, gi), · · · , ρ(0, xp−2, gp−1))
= ((x, g1), (x1, g2), · · · , (xi−2, gi−1), (xi−1, ϕ(xi−1) · exi−1), (xi−1, gi), · · · , (xp−2, gp−1)).
Let fi be the composition pi ◦ ρ ◦ φi ◦ ι, then
fi(x, g1, · · · , gp−1) = pi ◦ ρ ◦ φi ◦ ι(x, g1, · · · , gp−1)
= (g1, · · · , gi−1, ϕ(xi−1), gi, · · · , gp−1)
= (g1, · · · , gi−1, ϕ(x)g1···gi−1 , gi, · · · , gp−1)
As a result, we have
Φ = (pi ◦ ρ ◦ φ ◦ ι)∗ = (
p∑
i=1
(−1)ipi ◦ ρ ◦ φi ◦ ι)∗ =
p∑
i=1
(−1)if∗i .
We see that it is identical to the transgression map (with a sign difference) in Theorem 5, given by Tu-Xu
in [5].
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