Factorization of integral operators is studied as a method for solving Fredholm equations. It is concluded that, by factorization, linear Fredholm equations can be effectively replaced by nonlinear Volterra equations. As a byproduct of the investigation, constructive proofs are obtained for existence and uniqueness of solutions to certain nonlinear systems of Volterra equations in two independent variables. Numerical examples are given.
INTRODUCTION
In an important and definitive paper [1] , Gohberg and Krein developed a theory of faetorization of operators. Their point of view was "functional analytic" and was based on the abstract triangular representation of linear operators. In [2] we reconsidered their results, in combination with the idea of "imbedding" of operators (el. [3] ), and were able to provide an entirely algebraic (and simpler) setting for the theory. In this paper we are concerned with factorization as a method for solving Fredholm equations. As in [3] , we approach the problem from the "nonlinear" point of view. Our main conclusion is that, by faetorization, linear Fredholm equations can be effectively replaced by nonlinear Volterra equations. This formalism is thus * Sponsored by the Natiorfal Science Foundation under Grant Nos. GP-7529 and GP-8960, and the National Institutes of Health under Grant No. GM-16197-01. a generalization of the practice of trading linear boundary value problems for nonlinear initial value problems (cf. [4] and [11] ).
We introduce the following notation. Given any region -/1 in the (x, y) plane, a function designated by t+(x, y) on F is assumed to vanish for x < y. Similarly, a function t-(x, y) vanishes for x > y. A function k(x, y) defined on x, y >~ 0, is said to admit Volterra factorization, if It is our purpose to demonstrate the practicality of this formalism. The Volterra system is solved numerically by means of an approximating set of matrix equations. The convergence of the method is proved for both continuous kernels and discontinuous kernels with certain integrable singularities. As a byproduct, we obtain a constructive proof of existence and uniqueness for solutions to nonlinear Volterra systems which may be of independent interest.
A brief outline of the paper is as follows: Our main results on factorization and the solutions of nonlinear Volterra systems are found in Sections 2 and 3. Proofs are given in Sections 4, 5, and 6. Finally, in Section 7, some numerical examples are presented.
VOLTERRA FACTORS
In [2] we treated the problem of Volterra factorization from a purely algebraic point of view. Here we adopt a different approach--namely, the Volterra factors are considered as solutions to a nonlinear system of Volterra equations.
We consider complex-valued kernels k(x, y) defined for all nonnegative real numbers x and y. Certain integrable singularities are allowed. Specifically, we assume that there exist measurable functions ai(x, y), defined on x, y >~ 0, with the following properties: Remark. If k(x,y) satisfies the hypotheses of ( [5] , p. 487, Theorem 1), then condition (2.1) is met with o :~ = k ~:. Now let r + be defined by the equations
2) r-(x, y) ----s-(x, y) --a-(x, y).
Then the system (1.1), (1.3), (1.4) is equivalent to
3)
The solution to the system (2.4), (2.5) exists wherever the r • functions are defined. Thus we first concentrate on equations (2.3) which, independently, form a closed system. We will adjoin (2.4) and (2.5) later.
To provide a numerical solution to (2.3), it is necessary to replace the integrals by suitable quadrature formulas. With this in mind, we consider the functions Rh+(m, n) (h >~ 0) defined for all nonnegative integers m, n by the recursive relations 
KhS(m, n,j)[ <~ Kh, for all (x, y) = (mh, nh) E 1"; and continuous function t(O) and every ~ > O, there is an h 1 such that if
(ii) for every
for all 0 <~ m, n, j ~ N, (x, y) = (mh, nh) ~ P.
Remark.
O4-1)h
Khl(m, n,j) = ., yn
We immediately see that the "Reimann weights" defined by a-(O, nh ) dO, o+(mh, O) dO, satisfy condition (2.7), where in property (i) we may take K ----1. In addition one can verify that an "open-ended" version of the generalized quadrature formulae of Atkinson (of. [6] ) also satisfy condition (2.7). The initial conditions for (2.6) are given by
Our main result is the following: We now return to Eqs. (2.4) and (2.5). As before, along with these equations, we consider the functions Wn(m), Uh(m) (h > 0) defined for all nonnegative integers m by the recursive relations (b) The proof of part (iv) has some constructive merit and could possibly be used as a method of computing eigenfunctions.
NONLINEAR VOLTERRA EQUATIONS
In this section we extend Theorem 1 to more general systems of Volterra equations. We first note that Eqs. (2.3) can be conveniently written in vector form as y" (8, x) 
As in the last section, we consider, along with Eq. (3.1), the vector functions Rn(m, n) (h > 0) defined for all nonnegative integers m, n by the recursive relations (
ii) for every continuous m-dimension vector function t(O) and every ~ > O, there is an h 1 such that if h < hi, then
for all x = mh, y = nh e1,.
The initial conditions for (3.6) are given by Rh(O, n) = f(O, nh).
The following results generalize Theorem 1; the constructive nature of their proof may be of independent interest. (
ii) For every compact A CAb, the family of functions {rh(x, y)} defined by rh(x,y)=Rh(m,n), mh<~x<(m+l)h, nh<~y<(n+l)h, converge uniformly to r(x, y) on A as h tends to zero.
Remarks.
(a) Equation (3.1) should be considered as a Volterra equation in two variables (y is not a parameter). Certain Volterra equations in several variables have been studied by Walter (cf. [7] ) and results similar to part (i) of Theorem 3 have been obtained. However, the type of equations considered in [7] do not appear to cover equation (3.1). Further, the methods of proof are different.
(b) In proving part (ii) it is observed that the hypotheses on k can be weakened with an analogous result still holding; namely: If (3.5.ii) is replaced by the condition ' l k(x, y, ft 
THEOREM 4. Let f, g, h, and Ab be as defined in Theorem 3. In addition, suppose for given numbers a, B, C > O, there corresponds a number L o = Lo(a, B, C) > 0 such that
I g(u,v,O)l ~Lo{lUl+lvl+l}, (3.8) for allO ~ O ~ a, lul ~ B, lvl ~ C. (i) If L o in (3.8) is
PROOF OF THEOREM 3.
We begin with a preliminary result concerning the mean continuity of our kernels. This is followed by a lemma giving bounds on functions satisfying a Volterra like inequality. This is a discrete two-dimensional analogue of Gronwall's inequality. The proof of part (ii) is carried out in Lemma 3. The rest of the section is concerned with the proof of part (i). Here we use as a vehicle the solution to the discrete equation (3.6) for conveniently chosen weights. The method of proof is based on a priori estimates (Lemmas 4, 5 and 6) and an extension argument (Lemma 7 in conjunction with Lemma 3).
4a. Uniform Behavior of Kernels
The following lemma explicitly states three aspects of uniform behavior for kernels satisfying condition (3.5). [The same conclusion is also guaranteed by condition (3.5.ii)']. The standard Ascoli-type argument in turn implies that the family A is equicontinuous. This is precisely the conclusion of part (iii).
Q.E.D. Proof. For any given a, Lemma 1 provides a constant 8 for which ft+6 I k(x, y, 0)i dO < 1/4K, t for all 0 ~< x, y, t, t + 8 ~< a; the constant K is that describing the properties of the weights Kn(m, n, j) in (3.7) with F = {0 ~ x ~ y ~< a}.
For any h < 8, let M be the largest integer for which Mh ~ 8, so that Mh >1 8/2. If N is the largest integer such that NMh ~ a, then N is less than the integer part of 2a/8 or Nx, say. It is important to note that N x is independent of A and h. Now let Wh(i) be the greatest value of i vh(j, n)[ for nh ~ a and j <~ iMh. The given inequality for I va(m, n)[ implies
and by (3.7), for x = mh, y = nh,
and hence [ vh(m , n)t < BA, where the number B ----2 ~rt is independent of A and h.
Q.E.D.
4c. Proof of Part (ii)
In this subsection we prove a lemma which implies the conclusion of part (ii).
The following notation will be useful. For given positive numbers, a and M, set Q.E.D.
G(a,
M
4d. A priori Estimates
We shall use the solutions of the discrete equation (3.6) as a vehicle for proving part (i). Consequently, we are at liberty to choose any set of weights satisfying (3.7). A convenient choice is given by the "Riemann weights"
Throughout the remainder of Section 4, the weights are given by (4.4) .
In this subsection, we prove certain consequences of an assumed bound on the functions Rn(m, n). 
+ L y~ I K~(,,,, n,j)l{M~(j, ,,,) + M~(j, '0}-j,-O
From Lemma 2, we obtain a constant B, independent of h, for which Finally, in the remaining portions of Q the following definition holds:
Mh(m, n) ~ BG'[to(f, 8) + t~(k,
8
ph(x, y) = ph(m~, y), m~ < x <~ c, x ~ y ~ n,,h, = ph(x, nah), noh < y ~ a, x ~ m~, = ph(m~h, n,~h), m~h < x ~ c, n,,h < y <~ a.

LEMMA 5. If] Rh(m, n)i ~< M for all (m, n) eQn(c, a), then there is a sequence {hN} tending to zero such that the functions phu(X , y) converge uniformly on Q = Q(c, a) and the limit function is a continuous solution to (3.1).
Proof. By virtue of Lemma 4, it is verified that the family of continuous functions {pn(x,y)} is equicontinuous on Q. Ascoli's theorem then provides the first part of our conclusion. The fact that the limit function is a solution to (3.1) on Q follows from property (3.7.ii) and a continuity argument.
Q.E.D. Now it will be useful to have a certain uniform increment 3. This is defined as follows. For given positive numbers a, M, let 8(a, M) be the supremum of all numbers fl such that
where the elements on the left side are defined in Lemma 4. 
LLMMA 6. If I Rh(m, n)[ ~ M in Ah(a), then I Rh( m, n)] ~< 2M in An(a --~ 8), for all sufficiently small h, where 8 = 8(2a, 2M).
Proof. Since f(0, nh) = Rh(O, n), we have that
4e. Proof of Part (i)
The following extension cycle for solutions is immediate from Lemmas 3, 5 and 6.
LEMMA 7. 1] r(x,y) is a continuous bounded solution to (3.1) on an open triangle A~ then this solution can be extended to a continuous solution on a (closed) triangle A(a'), where a' > a.
All the ingredients are now in place. The fact that the solution exists on a nontrivial triangle follows from the uniform bound on Rh in the triangle A(0) (i.e., x = 0, y = 0) and Lemmas 6 and 5, in that order. Equation (3.1) cannot have two solutions on any triangle A(a) by virtue of the fact that the functions rh(x, y) are uniquely defined globally and by Lemma 3 would have to converge to both solutions uniformly on A(a). Finally, /_,emma 7 shows that the maximal triangle of existence has the required properties.
PROOF OF THEOREM 4
Theorem 3 shows that the only way in which a solution to (3.1) can fail to exist is by becoming unbounded. This is equivalent to the family {Rh} becoming unbounded. The proof of part (i) is a consequence of this fact and the following lemma. 
Q.E.D.
The proof for part (ii) of this theorem is based on the same principle. Lemma 8 requires a slight modification; however, the details are similar and will be omitted. r(x,y) ~-[r+(y, x), r-(x, y) , w(x)] and the other elements f, g, k are defined appropriately. Theorem 4(ii) then yields one-half of part (ii), i.e., that part which concerns the w functions.
The other half is now considered. Let Uh(m) be the solution of (2.9). We define a family uh(x) of continuous functions as follows: 
KhS(N --m, j) Rh-(N --m, N --j) + Kh'(N --m, j).
On comparing this equation with (2.9) and defining
Yh(ra) = Vh(N --m) --Oh(N --m)
we have in--1
Yh(m) = {Wh(N --m) --w[(N --m) h]} + ~" Kh-(N --re, j) Yh(j).
(6.1)
J=0
Given any c :> 0, we can choose h small enough to ensure that the first term in the right-hand side of (6. 
NUMERICAL EXAMPLES
We present here results of three numerical experiments for the solution of Fredholm integral equations. These involve kernels which admit Volterra factorization in the rectangle 0 ~< x, y ~< 1. The first ker(1/2e -~u) was chosen to be analytic in the rectangle; the second, (1/2e-t~-,,~) analytic in the two triangular subregions separated by the diagonal and discontinuous in derivatives along the diagonal. To test the full force of our theory, the third ker The row u is the calculated solution for forcing function 1 + (e -| 1)/2x which theoretically generates a solution u ~-1. All integrals were evaluated by the trapezoidal Romberg's extrapolation procedure [8] was applied to the computed values of u(x) for step sizes corresponding to r = 3, 4, 5. Denote by utah(x) the value of the computed solution u at x when h = 1/2 ~. The values ul(x) in Table I now on the assumption that the ul results are of order h 4 accuracy. Table II shows results for the same kernel and forcing function but with all integrals evaluated by Sifiapson's rule. A refined network was used to obtain starting values. The results were a little inferior to u2(x) obtained by Romberg's procedure from the trapezoidal results. Values of sh+(x, y), u~(x), h = 1/32; for the ker 89 e -~ using Simpson's rule and the forcing function 1 + (e -~ --1)/2x.
6b. Example 2
The calculations of the previous example were repeated for the kernel 89 and forcing function (1/2)(e -* -}-e~-l). The results in Tables III and IV show the loss of one figure in accuracy over those for the first example. Values of sh+(x, y), uh(x), ul(x), and u2(x), h = 1/32 for the ker 89 e-I~-~l using the trapezoidal rule and the forcing function 89 (e -| + e~-l). Values of sh+(x, y), uh(x); h = 1/32, for the ker 89 e-I~-~l using Simpson's rule and the forcing function 89 (e -~ + e~-X). The value of u(0) is a convenient indicator of the accuracy of the calculations, since J(1, 0, 89 = 0.125 exactly. Since ul values show a significant improvement over those of u, the error term is still nearly order h 2. u2 however produces no further improvement. Aitken's convergence process applied to ut5~(0), ut4~(0), and ul31(0) gives 0.125016.
6c. Example 3
The reason for the poor results from Romberg's procedure is the presence of a singular term of the form --~(x --y) log2(x --y) in s+(x, y). While other singular terms like y log y present in u, w, and (x --y) log(x --y) in s + give order h 2 accuracy with the trapezoidal rule, the former does not. Table VI shows results for the same ker and forcing function where an attempt was made to introduce correction terms for this singularity. The results are significantly improved and appear to extrapolate better, suggesting they are now indeed in error of order h 2. These final values ul(x) agree to within 2 in 105 with values computed by a different method. function 88 e -sll-'~ using the trapezoidal rule with correction for certain singular terms to attain order h 2 accuracy.
