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Abstract
Adverse drug-drug interactions (DDIs) remain a leading
cause of morbidity and mortality. Identifying potential DDIs
during the drug design process is critical for patients and so-
ciety. Although several computational models have been pro-
posed for DDI prediction, there are still limitations: (1) spe-
cialized design of drug representation for DDI predictions is
lacking; (2) predictions are based on limited labelled data
and do not generalize well to unseen drugs or DDIs; and
(3) models are characterized by a large number of param-
eters, thus are hard to interpret. In this work, we develop
a ChemicAl SubstrucTurE Representation (CASTER) frame-
work that predicts DDIs given chemical structures of drugs.
CASTER aims to mitigate these limitations via (1) a sequen-
tial pattern mining module rooted in the DDI mechanism to
efficiently characterize functional sub-structures of drugs; (2)
an auto-encoding module that leverages both labelled and un-
labelled chemical structure data to improve predictive accu-
racy and generalizability; and (3) a dictionary learning mod-
ule that explains the prediction via a small set of coefficients
which measure the relevance of each input sub-structures to
the DDI outcome. We evaluated CASTER on two real-world
DDI datasets and showed that it performed better than state-
of-the-art baselines and provided interpretable predictions.
1 Introduction
Adverse drug-drug interactions (DDIs) are caused by phar-
macological interactions of drugs. They result in a large
number of morbidity and mortality, and incur huge med-
ical costs (Giacomini et al. 2007; Onakpoya, Heneghan,
and Aronson 2016). Thus gaining accurate and comprehen-
sive knowledge of DDIs, especially during the drug de-
sign process, is important to both patients and pharmaceu-
tical industry. Traditional strategies of gaining DDI knowl-
edge includes preclinical in vitro safety profiling and clin-
ical safety trials, however they are restricted in terms of
small scales, long duration, and huge costs (Whitebread
et al. 2005). Recently, deep learning (DL) models that
leverage massive biomedical data for efficient DDI predic-
tions emerged as a promising direction (Lo et al. 2018;
Ryu, Kim, and Lee 2018; Xiao et al. 2017; Jin et al. 2017;
Fu, Xiao, and Sun 2020). These methods are based on the
assumption that drugs with similar representations (of chem-
ical structure) will have similar properties (e.g., DDIs). De-
spite the reported good performance, these works still have
the following limitations:
1. Lack of specialized drug representation for DDI pre-
diction. One of the major mechanism of drug interac-
tions results from the chemical reactions among only a
few functional sub-structures of the entire drug’s molec-
ular structure (Silverman and Holladay 2014), while
the remaining substructures are less relevant. Many drug
pairs that are not similar in terms of DDI interaction
can still have significant overlap on irrelevant substruc-
tures. Previous works (Ryu, Kim, and Lee 2018; Go´mez-
Bombarelli et al. 2018; Jaeger, Fulle, and Turk 2018) of-
ten generate drug representations using the entire chem-
ical representation, which causes the learned represen-
tations to be potentially biased toward irrelevant sub-
structures. This undermines the learned drug similarity
and DDI predictions.
2. Limited labels and generalizability. Some of the previ-
ous methods need external biomedical knowledge for im-
proved performance and cannot be generalized to drugs
in early development phase (Ma et al. 2018; Ferdousi,
Safdari, and Omidi 2017; Zhang et al. 2015). Others rely
on a small set of labelled training data, which impairs
their generalizability to new drugs or DDIs (Ryu, Kim,
and Lee 2018; Zhang et al. 2015).
3. Non-interpretable prediction. Although DL models
show good performance in DDI prediction, they often
produce predictions that are characterized by a large
number of parameters, which is hard to interpret (Go´mez-
Bombarelli et al. 2018; Jaeger, Fulle, and Turk 2018).
In this paper, we present a new ChemicAl SubstrucTurE
Representation (CASTER) framework that performs DDI
predictions based on chemical structure data of drugs.
CASTER mitigates the aforementioned limitations via the
following technical contributions:
1. Specialized representation for DDI. We developed a
sequential pattern mining module (Alg. 1) to account
for the interaction mechanism between drugs, which
boils down to the reaction between their functional sub-
structures (i.e., functional groups) (Silverman and Hol-
laday 2014). This allows us to explicitly model a pair
of drugs as a set of their functional sub-structures (Sec-
tion 2.2). Unlike previous works, this representation can
be learned using both labelled and unlabelled data (i.e.,
drug pairs that have no reported interaction) and is there-
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Figure 1: Examples of SMILES strings representing the molecular graphs of drugs and food constituents.
fore more informative towards DDI prediction as demon-
strated in our experiment (Section 3).
2. Improved generalizability. CASTER only uses chemical
structure data that any drug has as model input, which ex-
tends the learning beyond DDI to include any compound
pairs with associated chemical information, such as drug-
food interaction (DFI). Food compounds are described
by the same set of chemical features, thus using unla-
beled drug-food pair can help improve drug-drug repre-
sentation’s generalizability for better DDI performance.
To achieve this, CASTER has a deep auto-encoding mod-
ule that extracts information from both labelled and un-
labelled drug pairs to embed these patterns into a latent
space (Section 2.3). The embedded representation can be
generalized to new drug pairs with reduced bias towards
irrelevant or noisy artifacts in training data, thus improv-
ing generalizability.
3. Interpretable prediction. CASTER has a dictionary
learning module that generates a small set of coefficients
to measure the relevance of each input sub-structures to
the DDI outcomes, thus making it more interpretable1 to
human practitioners than the predictions produced by ex-
isting DL methods. This is achieved by projecting drug
pairs onto the subspace defined by the above general-
izable embeddings of the frequent sub-structures (Sec-
tion 2.4).
We compared CASTER with several state-of-the-art base-
lines including DeepDDI (Ryu, Kim, and Lee 2018),
mol2vec (Jaeger, Fulle, and Turk 2018) and molecular
VAE (Go´mez-Bombarelli et al. 2018) on two real-world
DDI datasets. Experimental results show CASTER outper-
formed the best baselines consistently (Section 3). We also
show by a case study that CASTER produces interpretable
results that capture meaningful sub-structures with respect
to the DDI outcomes.
2 Method
This section presents our CASTER framework (Fig. 2). Our
problem settings are summarized in Section 2.1. Then, Sec-
tion 2.2 describes a functional representation of drugs which
is inspired by the mechanism of drug interactions. Sec-
tion 2.3 develops a deep auto-encoding method that lever-
ages both labelled and unlabelled data to further embed the
functional representation of drugs into a parsimonious latent
space that can be generalized to new drugs. Section 2.4 then
1This is only to understand how CASTER makes predictions. It
is NOT our aim to interpret the prediction outcome in terms of the
chemical process that regulates drug interactions.
explains how this representation can be leveraged to gener-
ate accurate and interpretable predictions.
2.1 Problem Settings
The DDI prediction task is about developing a computa-
tional model that accepts two drugs (or their representa-
tions) as inputs and generate an output prediction indicat-
ing whether there exists an interaction between them. In this
task, each drug can be encoded by the simplified molecular-
input line-entry system (SMILES) (System 2015). In par-
ticular, the associated SMILES string S for each drug is a
sequence of symbols of the chemical atoms and bonds in
its depth-first traversal order of its molecular structure graph
(see Fig. 1) where nodes are atoms and edges are bonds be-
tween them.
Our dataset consists of (a) a set of SMILES strings S =
{S1, . . . ,Sn} where n is the total number of drugs, (b) a set
I = {(St,S′t)}mt=1 of m drug pairs reported to have interac-
tions; and (c) a set U = (S × S) \ I of length τ drug pairs
that have not been reported with interactions.
To predict drug interactions, we need to learn a mapping
G : S × S → [0, 1] from a drug-drug pair (S,S′) ∈ S × S
to a probability that indicates the chance that S and S′ will
have interaction.
This will be achieved by learning an embedded functional
representation z ∈ Rd for each drug via a deep embedding
module E : S → Rd (Sections 2.2 and 2.3), and a mapping
G : E ×E → [0, 1] from the embedded representation (z, z′)
of a drug pair to their interaction outcome (Section 2.4).
2.2 Generating Functional Representations
Instead of generating a wholistic representation for input
chemical, we generate a functional representation using sub-
structures information. This section tackles the frequent se-
quential pattern mining task to generate recurring chemical
sub-structures in our database S of molecular representa-
tions of drugs. In particular, we define a frequent pattern
formally as:
Definition 1 (Frequent Chemical Substructures) Let
S ∈ S be a SMILES string representing the molecular
graph of a drug in depth-first traversal order (see Fig. 1)
and let C be a consecutive sub-string of it. Then, C also
corresponds to a depth-first traversal representation of a
molecular sub-graph. C is a frequent substructure if its
occurring frequency in S is above a threshold η.
This can be achieved by observing that by definition
sub-structures (or sub-graphs) that appear across different
drugs will be represented by the same SMILES sub-strings
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<latexit sha1_base64="lahmCktN /Pt2AvMJAxpKpUTqfl0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LLaCp5IU QY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y 8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7 yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg6 8XJSgRzNQfmrH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248b PFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5 aJhKgnGZP48CYXmDOXUEsq0sLcSNqaaMrQRlWwI3urL66Rdr3luzbuvVxp XeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I +E</latexit><latexit sha1_base64="lahmCktN /Pt2AvMJAxpKpUTqfl0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LLaCp5IU QY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y 8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7 yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg6 8XJSgRzNQfmrH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248b PFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5 aJhKgnGZP48CYXmDOXUEsq0sLcSNqaaMrQRlWwI3urL66Rdr3luzbuvVxp XeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I +E</latexit><latexit sha1_base64="lahmCktN /Pt2AvMJAxpKpUTqfl0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LLaCp5IU QY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y 8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7 yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg6 8XJSgRzNQfmrH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248b PFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5 aJhKgnGZP48CYXmDOXUEsq0sLcSNqaaMrQRlWwI3urL66Rdr3luzbuvVxp XeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I +E</latexit><latexit sha1_base64="lahmCktN /Pt2AvMJAxpKpUTqfl0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LLaCp5IU QY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y 8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7 yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg6 8XJSgRzNQfmrH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248b PFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5 aJhKgnGZP48CYXmDOXUEsq0sLcSNqaaMrQRlWwI3urL66Rdr3luzbuvVxp XeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I +E</latexit>
Dictionary
z
<latexit sha1_base64="1BKIREjyZSmsQJ7uC3OWkOGDaRc=">AAAB83i cbVDLSgMxFL1TX7W+qi7dBFvBVZkpgi4LblxWsA/oDCWTZtrQTCYkGaEO/Q03LhRx68+482/MtLPQ1gOBwzn3ck9OKDnTxnW/ndLG5tb2Tnm3srd/cHhU PT7p6iRVhHZIwhPVD7GmnAnaMcxw2peK4jjktBdOb3O/90iVZol4MDNJgxiPBYsYwcZKft2PsZmEUfY0rw+rNbfhLoDWiVeQGhRoD6tf/ighaUyFIRxrP fBcaYIMK8MIp/OKn2oqMZniMR1YKnBMdZAtMs/RhVVGKEqUfcKghfp7I8Ox1rM4tJN5RL3q5eJ/3iA10U2QMSFTQwVZHopSjkyC8gLQiClKDJ9ZgoliNi siE6wwMbamii3BW/3yOuk2G57b8O6btdZVUUcZzuAcLsGDa2jBHbShAwQkPMMrvDmp8+K8Ox/L0ZJT7JzCHzifP7hWkWo=</latexit><latexit sha1_base64="1BKIREjyZSmsQJ7uC3OWkOGDaRc=">AAAB83i cbVDLSgMxFL1TX7W+qi7dBFvBVZkpgi4LblxWsA/oDCWTZtrQTCYkGaEO/Q03LhRx68+482/MtLPQ1gOBwzn3ck9OKDnTxnW/ndLG5tb2Tnm3srd/cHhU PT7p6iRVhHZIwhPVD7GmnAnaMcxw2peK4jjktBdOb3O/90iVZol4MDNJgxiPBYsYwcZKft2PsZmEUfY0rw+rNbfhLoDWiVeQGhRoD6tf/ighaUyFIRxrP fBcaYIMK8MIp/OKn2oqMZniMR1YKnBMdZAtMs/RhVVGKEqUfcKghfp7I8Ox1rM4tJN5RL3q5eJ/3iA10U2QMSFTQwVZHopSjkyC8gLQiClKDJ9ZgoliNi siE6wwMbamii3BW/3yOuk2G57b8O6btdZVUUcZzuAcLsGDa2jBHbShAwQkPMMrvDmp8+K8Ox/L0ZJT7JzCHzifP7hWkWo=</latexit><latexit sha1_base64="1BKIREjyZSmsQJ7uC3OWkOGDaRc=">AAAB83i cbVDLSgMxFL1TX7W+qi7dBFvBVZkpgi4LblxWsA/oDCWTZtrQTCYkGaEO/Q03LhRx68+482/MtLPQ1gOBwzn3ck9OKDnTxnW/ndLG5tb2Tnm3srd/cHhU PT7p6iRVhHZIwhPVD7GmnAnaMcxw2peK4jjktBdOb3O/90iVZol4MDNJgxiPBYsYwcZKft2PsZmEUfY0rw+rNbfhLoDWiVeQGhRoD6tf/ighaUyFIRxrP fBcaYIMK8MIp/OKn2oqMZniMR1YKnBMdZAtMs/RhVVGKEqUfcKghfp7I8Ox1rM4tJN5RL3q5eJ/3iA10U2QMSFTQwVZHopSjkyC8gLQiClKDJ9ZgoliNi siE6wwMbamii3BW/3yOuk2G57b8O6btdZVUUcZzuAcLsGDa2jBHbShAwQkPMMrvDmp8+K8Ox/L0ZJT7JzCHzifP7hWkWo=</latexit><latexit sha1_base64="1BKIREjyZSmsQJ7uC3OWkOGDaRc=">AAAB83i cbVDLSgMxFL1TX7W+qi7dBFvBVZkpgi4LblxWsA/oDCWTZtrQTCYkGaEO/Q03LhRx68+482/MtLPQ1gOBwzn3ck9OKDnTxnW/ndLG5tb2Tnm3srd/cHhU PT7p6iRVhHZIwhPVD7GmnAnaMcxw2peK4jjktBdOb3O/90iVZol4MDNJgxiPBYsYwcZKft2PsZmEUfY0rw+rNbfhLoDWiVeQGhRoD6tf/ighaUyFIRxrP fBcaYIMK8MIp/OKn2oqMZniMR1YKnBMdZAtMs/RhVVGKEqUfcKghfp7I8Ox1rM4tJN5RL3q5eJ/3iA10U2QMSFTQwVZHopSjkyC8gLQiClKDJ9ZgoliNi siE6wwMbamii3BW/3yOuk2G57b8O6btdZVUUcZzuAcLsGDa2jBHbShAwQkPMMrvDmp8+K8Ox/L0ZJT7JzCHzifP7hWkWo=</latexit>
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<latexit sha1_base64="/6OzIFQ3 FWANgVlQsWcaapBLcNY=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO7 HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBpPKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5Y qGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQ lyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp3 VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzuc PNtuSQw==</latexit><latexit sha1_base64="/6OzIFQ3 FWANgVlQsWcaapBLcNY=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO7 HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBpPKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5Y qGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQ lyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp3 VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzuc PNtuSQw==</latexit><latexit sha1_base64="/6OzIFQ3 FWANgVlQsWcaapBLcNY=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO7 HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBpPKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5Y qGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQ lyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp3 VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzuc PNtuSQw==</latexit><latexit sha1_base64="/6OzIFQ3 FWANgVlQsWcaapBLcNY=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO7 HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBpPKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5Y qGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQ lyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp3 VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzuc PNtuSQw==</latexit>
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<latexit sha1_base64="gODMpR8T k3ddx9unsUNZyXdvztI=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO 7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBrXKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5 YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCx QlyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp 3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzu cP4C+SCg==</latexit><latexit sha1_base64="gODMpR8T k3ddx9unsUNZyXdvztI=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO 7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBrXKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5 YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCx QlyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp 3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzu cP4C+SCg==</latexit><latexit sha1_base64="gODMpR8T k3ddx9unsUNZyXdvztI=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO 7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBrXKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5 YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCx QlyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp 3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzu cP4C+SCg==</latexit><latexit sha1_base64="gODMpR8T k3ddx9unsUNZyXdvztI=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF 0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JP jx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvokDJO 7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QZrMBrXKoFR2 q+4cZJV4OSlDjsag9NUbRiwJuUImqTFdz42xn1KNgkk+K/YSw2PKJnTEu5 YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCx QlyxRaHgkQSjEhWARkKzRnKqSWUaWGzEjammjK0RRVtCd7yl1dJq1b13Kp 3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzu cP4C+SCg==</latexit>
. . .
<latexit sha1_base64="lahmCktN/Pt2AvMJAxpKpUTqfl0=">AAAB73i cbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCo fHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg68XJSgRzNQfmrH8YsjbhCJqkxPc9N0 M+oRsEkn5X6qeEJZRM64j1LFY248bPFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5aJhKgnGZP48CYXmDOXUEsq0sLcSNq aaMrQRlWwI3urL66Rdr3luzbuvVxpXeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I+E</latexit><latexit sha1_base64="lahmCktN/Pt2AvMJAxpKpUTqfl0=">AAAB73i cbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCo fHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg68XJSgRzNQfmrH8YsjbhCJqkxPc9N0 M+oRsEkn5X6qeEJZRM64j1LFY248bPFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5aJhKgnGZP48CYXmDOXUEsq0sLcSNq aaMrQRlWwI3urL66Rdr3luzbuvVxpXeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I+E</latexit><latexit sha1_base64="lahmCktN/Pt2AvMJAxpKpUTqfl0=">AAAB73i cbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCo fHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg68XJSgRzNQfmrH8YsjbhCJqkxPc9N0 M+oRsEkn5X6qeEJZRM64j1LFY248bPFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5aJhKgnGZP48CYXmDOXUEsq0sLcSNq aaMrQRlWwI3urL66Rdr3luzbuvVxpXeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I+E</latexit><latexit sha1_base64="lahmCktN/Pt2AvMJAxpKpUTqfl0=">AAAB73i cbVBNS8NAEJ3Ur1q/qh69LLaCp5IUQY8FLx4r2A9oQ9lstu3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCo fHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1gNOE+xEdKTEUjKKVutW+DGM01UG54tbcBcg68XJSgRzNQfmrH8YsjbhCJqkxPc9N0 M+oRsEkn5X6qeEJZRM64j1LFY248bPFvTNyYZWQDGNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSHN74mVBJilyx5aJhKgnGZP48CYXmDOXUEsq0sLcSNq aaMrQRlWwI3urL66Rdr3luzbuvVxpXeRxFOINzuAQPrqEBd9CEFjCQ8Ayv8OY8Oi/Ou/OxbC04+cwp/IHz+QNx1I+E</latexit>b1
<latexit sha1_base64="eGsv5OhlzofBIrFu9TDoI2eTIXU=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzgVcZlMpu1Z2DrBIvJ2XI0RiUvnrDiCUhSsME 1brrubHpp1QZzgTOir1EY0zZhI6wa6mkIep+Ok89I+dWGZIgUvZJQ+bq742UhlpPQ99OZiH1speJ/3ndxATX/ZTLODEo2eJQkAhiIpJVQIZcITNiaglli tushI2poszYooq2BG/5y6ukVat6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYwUPAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHwZKR9g==</latexit><latexit sha1_base64="eGsv5OhlzofBIrFu9TDoI2eTIXU=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzgVcZlMpu1Z2DrBIvJ2XI0RiUvnrDiCUhSsME 1brrubHpp1QZzgTOir1EY0zZhI6wa6mkIep+Ok89I+dWGZIgUvZJQ+bq742UhlpPQ99OZiH1speJ/3ndxATX/ZTLODEo2eJQkAhiIpJVQIZcITNiaglli tushI2poszYooq2BG/5y6ukVat6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYwUPAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHwZKR9g==</latexit><latexit sha1_base64="eGsv5OhlzofBIrFu9TDoI2eTIXU=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzgVcZlMpu1Z2DrBIvJ2XI0RiUvnrDiCUhSsME 1brrubHpp1QZzgTOir1EY0zZhI6wa6mkIep+Ok89I+dWGZIgUvZJQ+bq742UhlpPQ99OZiH1speJ/3ndxATX/ZTLODEo2eJQkAhiIpJVQIZcITNiaglli tushI2poszYooq2BG/5y6ukVat6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYwUPAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHwZKR9g==</latexit><latexit sha1_base64="eGsv5OhlzofBIrFu9TDoI2eTIXU=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzgVcZlMpu1Z2DrBIvJ2XI0RiUvnrDiCUhSsME 1brrubHpp1QZzgTOir1EY0zZhI6wa6mkIep+Ok89I+dWGZIgUvZJQ+bq742UhlpPQ99OZiH1speJ/3ndxATX/ZTLODEo2eJQkAhiIpJVQIZcITNiaglli tushI2poszYooq2BG/5y6ukVat6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYwUPAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHwZKR9g==</latexit>
b2
<latexit sha1_base64="4HAP7dMlcGa98jrXueqgWG8ptAQ=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgs HR23TJRoxpsskpHu+NRwKRRvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QerPBrXKoFR2q+4cZJV4OSlDjsag9NUbRiwJuUImq TFdz42xn1KNgkk+K/YSw2PKJnTEu5YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQlyxRaHgkQSjEhWARkKzRnKqSWUaW GzEjammjK0RRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzucPwxeR9w==</latexit><latexit sha1_base64="4HAP7dMlcGa98jrXueqgWG8ptAQ=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgs HR23TJRoxpsskpHu+NRwKRRvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QerPBrXKoFR2q+4cZJV4OSlDjsag9NUbRiwJuUImq TFdz42xn1KNgkk+K/YSw2PKJnTEu5YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQlyxRaHgkQSjEhWARkKzRnKqSWUaW GzEjammjK0RRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzucPwxeR9w==</latexit><latexit sha1_base64="4HAP7dMlcGa98jrXueqgWG8ptAQ=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgs HR23TJRoxpsskpHu+NRwKRRvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QerPBrXKoFR2q+4cZJV4OSlDjsag9NUbRiwJuUImq TFdz42xn1KNgkk+K/YSw2PKJnTEu5YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQlyxRaHgkQSjEhWARkKzRnKqSWUaW GzEjammjK0RRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzucPwxeR9w==</latexit><latexit sha1_base64="4HAP7dMlcGa98jrXueqgWG8ptAQ=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgs HR23TJRoxpsskpHu+NRwKRRvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QerPBrXKoFR2q+4cZJV4OSlDjsag9NUbRiwJuUImq TFdz42xn1KNgkk+K/YSw2PKJnTEu5YqGnLTT+epZ+TcKkMSRNo+hWSu/t5IaWjMNPTtZBbSLHuZ+J/XTTC47qdCxQlyxRaHgkQSjEhWARkKzRnKqSWUaW GzEjammjK0RRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOEZXuHNeXJenHfnYzG65uQ7J/AHzucPwxeR9w==</latexit>
bk
<latexit sha1_base64="7rFF+Nzk9gOjJn6+sjiSblPk3+A=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzwaQyKJXdqjsHWSVeTsqQozEoffWGEUtClIYJqn XXc2PTT6kynAmcFXuJxpiyCR1h11JJQ9T9dJ56Rs6tMiRBpOyThszV3xspDbWehr6dzELqZS8T//O6iQmu+ymXcWJQssWhIBHERCSrgAy5QmbE1BLKFLd ZCRtTRZmxRRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOAZXuHNeXJenHfnYzG65uQ7J/AHzucPGcOSMA==</latexit><latexit sha1_base64="7rFF+Nzk9gOjJn6+sjiSblPk3+A=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzwaQyKJXdqjsHWSVeTsqQozEoffWGEUtClIYJqn XXc2PTT6kynAmcFXuJxpiyCR1h11JJQ9T9dJ56Rs6tMiRBpOyThszV3xspDbWehr6dzELqZS8T//O6iQmu+ymXcWJQssWhIBHERCSrgAy5QmbE1BLKFLd ZCRtTRZmxRRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOAZXuHNeXJenHfnYzG65uQ7J/AHzucPGcOSMA==</latexit><latexit sha1_base64="7rFF+Nzk9gOjJn6+sjiSblPk3+A=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzwaQyKJXdqjsHWSVeTsqQozEoffWGEUtClIYJqn XXc2PTT6kynAmcFXuJxpiyCR1h11JJQ9T9dJ56Rs6tMiRBpOyThszV3xspDbWehr6dzELqZS8T//O6iQmu+ymXcWJQssWhIBHERCSrgAy5QmbE1BLKFLd ZCRtTRZmxRRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOAZXuHNeXJenHfnYzG65uQ7J/AHzucPGcOSMA==</latexit><latexit sha1_base64="7rFF+Nzk9gOjJn6+sjiSblPk3+A=">AAAB9Xi cbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZn0ThuayQxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDgcM693JPjx4Jr47rfztr6xubWdmGnuLu3f3BY Ojpu6ShRDJssEpHq+FSj4BKbhhuBnVghDX2BbX9yk/ntR1SaR/LeTGPsh3QkecAZNVZ6qPRCasZ+kPqzwaQyKJXdqjsHWSVeTsqQozEoffWGEUtClIYJqn XXc2PTT6kynAmcFXuJxpiyCR1h11JJQ9T9dJ56Rs6tMiRBpOyThszV3xspDbWehr6dzELqZS8T//O6iQmu+ymXcWJQssWhIBHERCSrgAy5QmbE1BLKFLd ZCRtTRZmxRRVtCd7yl1dJq1b13Kp3VyvXL/M6CnAKZ3ABHlxBHW6hAU1goOAZXuHNeXJenHfnYzG65uQ7J/AHzucPGcOSMA==</latexit>
r1
<latexit sha1_base64="XpEKMOMrzQFOVW2ZjsN zM88e5LA=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC 0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvo kDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QapnA68yKJXdqjsHWSVeTsqQozEof fWGEUtCrpBJakzXc2Psp1SjYJLPir3E8JiyCR3xrqWKhtz003nqGTm3ypAEkbZPIZmrvzdSGhozDX07mY U0y14m/ud1Ewyu+6lQcYJcscWhIJEEI5JVQIZCc4ZyagllWtishI2ppgxtUUVbgrf85VXSqlU9t+rd1c r1y7yOApzCGVyAB1dQh1toQBMYaHiGV3hznpwX5935WIyuOfnOCfyB8/kD2hKSBg==</latexit><latexit sha1_base64="XpEKMOMrzQFOVW2ZjsN zM88e5LA=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC 0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvo kDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QapnA68yKJXdqjsHWSVeTsqQozEof fWGEUtCrpBJakzXc2Psp1SjYJLPir3E8JiyCR3xrqWKhtz003nqGTm3ypAEkbZPIZmrvzdSGhozDX07mY U0y14m/ud1Ewyu+6lQcYJcscWhIJEEI5JVQIZCc4ZyagllWtishI2ppgxtUUVbgrf85VXSqlU9t+rd1c r1y7yOApzCGVyAB1dQh1toQBMYaHiGV3hznpwX5935WIyuOfnOCfyB8/kD2hKSBg==</latexit><latexit sha1_base64="XpEKMOMrzQFOVW2ZjsN zM88e5LA=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC 0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvo kDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QapnA68yKJXdqjsHWSVeTsqQozEof fWGEUtCrpBJakzXc2Psp1SjYJLPir3E8JiyCR3xrqWKhtz003nqGTm3ypAEkbZPIZmrvzdSGhozDX07mY U0y14m/ud1Ewyu+6lQcYJcscWhIJEEI5JVQIZCc4ZyagllWtishI2ppgxtUUVbgrf85VXSqlU9t+rd1c r1y7yOApzCGVyAB1dQh1toQBMYaHiGV3hznpwX5935WIyuOfnOCfyB8/kD2hKSBg==</latexit><latexit sha1_base64="XpEKMOMrzQFOVW2ZjsN zM88e5LA=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8ONC 0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKRRvo kDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7QapnA68yKJXdqjsHWSVeTsqQozEof fWGEUtCrpBJakzXc2Psp1SjYJLPir3E8JiyCR3xrqWKhtz003nqGTm3ypAEkbZPIZmrvzdSGhozDX07mY U0y14m/ud1Ewyu+6lQcYJcscWhIJEEI5JVQIZCc4ZyagllWtishI2ppgxtUUVbgrf85VXSqlU9t+rd1c r1y7yOApzCGVyAB1dQh1toQBMYaHiGV3hznpwX5935WIyuOfnOCfyB8/kD2hKSBg==</latexit>
Linear
Coefficients
rk
<latexit sha1_base64="/ugoANoimGth8cIoK5 tHO+IcAPw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8O NC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKR RvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7Qapng0llUCq7VXcOskq8nJQh R2NQ+uoNI5aEXCGT1Jiu58bYT6lGwSSfFXuJ4TFlEzriXUsVDbnpp/PUM3JulSEJIm2fQjJXf2+kNDR mGvp2Mgtplr1M/M/rJhhc91Oh4gS5YotDQSIJRiSrgAyF5gzl1BLKtLBZCRtTTRnaooq2BG/5y6ukVa t6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYw0PAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHMkOSQA==</lat exit><latexit sha1_base64="/ugoANoimGth8cIoK5 tHO+IcAPw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8O NC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKR RvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7Qapng0llUCq7VXcOskq8nJQh R2NQ+uoNI5aEXCGT1Jiu58bYT6lGwSSfFXuJ4TFlEzriXUsVDbnpp/PUM3JulSEJIm2fQjJXf2+kNDR mGvp2Mgtplr1M/M/rJhhc91Oh4gS5YotDQSIJRiSrgAyF5gzl1BLKtLBZCRtTTRnaooq2BG/5y6ukVa t6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYw0PAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHMkOSQA==</lat exit><latexit sha1_base64="/ugoANoimGth8cIoK5 tHO+IcAPw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8O NC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKR RvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7Qapng0llUCq7VXcOskq8nJQh R2NQ+uoNI5aEXCGT1Jiu58bYT6lGwSSfFXuJ4TFlEzriXUsVDbnpp/PUM3JulSEJIm2fQjJXf2+kNDR mGvp2Mgtplr1M/M/rJhhc91Oh4gS5YotDQSIJRiSrgAyF5gzl1BLKtLBZCRtTTRnaooq2BG/5y6ukVa t6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYw0PAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHMkOSQA==</lat exit><latexit sha1_base64="/ugoANoimGth8cIoK5 tHO+IcAPw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYCu4KjNF0GXBjcsK9gFtLZk004ZmMkNyRylD/8O NC0Xc+i/u/Bsz7Sy09UDgcM693JPjx1IYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJRoxpsskpHu+NRwKR RvokDJO7HmNPQlb/uTm8xvP3JtRKTucRrzfkhHSgSCUbTSQ6UXUhz7Qapng0llUCq7VXcOskq8nJQh R2NQ+uoNI5aEXCGT1Jiu58bYT6lGwSSfFXuJ4TFlEzriXUsVDbnpp/PUM3JulSEJIm2fQjJXf2+kNDR mGvp2Mgtplr1M/M/rJhhc91Oh4gS5YotDQSIJRiSrgAyF5gzl1BLKtLBZCRtTTRnaooq2BG/5y6ukVa t6btW7q5Xrl3kdBTiFM7gAD66gDrfQgCYw0PAMr/DmPDkvzrvzsRhdc/KdE/gD5/MHMkOSQA==</lat exit>
CASTER
<latexit sha1_base64="wBxt0+uNNcfqv wCvBcFfAquFX30=">AAAB+nicbVBNS8NAEN34WetXqkcvi63gqSRF0GOlCB6r9gvaUDbbb bt0swm7E7XE/hQvHhTx6i/x5r9x2+agrQ8GHu/NMDPPjwTX4Djf1srq2vrGZmYru72zu7 dv5w4aOowVZXUailC1fKKZ4JLVgYNgrUgxEviCNf1RZeo375nSPJQ1GEfMC8hA8j6nBIz UtXOFDrBHAEgql3e1q9tJoWvnnaIzA14mbkryKEW1a391eiGNAyaBCqJ123Ui8BKigFPBJ tlOrFlE6IgMWNtQSQKmvWR2+gSfGKWH+6EyJQHP1N8TCQm0Hge+6QwIDPWiNxX/89ox9C +8hMsoBibpfFE/FhhCPM0B97hiFMTYEEIVN7diOiSKUDBpZU0I7uLLy6RRKrpO0b0p5ctn aRwZdISO0Sly0Tkqo2tURXVE0QN6Rq/ozXqyXqx362PeumKlM4foD6zPH05tk1A=</lat exit><latexit sha1_base64="wBxt0+uNNcfqv wCvBcFfAquFX30=">AAAB+nicbVBNS8NAEN34WetXqkcvi63gqSRF0GOlCB6r9gvaUDbbb bt0swm7E7XE/hQvHhTx6i/x5r9x2+agrQ8GHu/NMDPPjwTX4Djf1srq2vrGZmYru72zu7 dv5w4aOowVZXUailC1fKKZ4JLVgYNgrUgxEviCNf1RZeo375nSPJQ1GEfMC8hA8j6nBIz UtXOFDrBHAEgql3e1q9tJoWvnnaIzA14mbkryKEW1a391eiGNAyaBCqJ123Ui8BKigFPBJ tlOrFlE6IgMWNtQSQKmvWR2+gSfGKWH+6EyJQHP1N8TCQm0Hge+6QwIDPWiNxX/89ox9C +8hMsoBibpfFE/FhhCPM0B97hiFMTYEEIVN7diOiSKUDBpZU0I7uLLy6RRKrpO0b0p5ctn aRwZdISO0Sly0Tkqo2tURXVE0QN6Rq/ozXqyXqx362PeumKlM4foD6zPH05tk1A=</lat exit><latexit sha1_base64="wBxt0+uNNcfqv wCvBcFfAquFX30=">AAAB+nicbVBNS8NAEN34WetXqkcvi63gqSRF0GOlCB6r9gvaUDbbb bt0swm7E7XE/hQvHhTx6i/x5r9x2+agrQ8GHu/NMDPPjwTX4Djf1srq2vrGZmYru72zu7 dv5w4aOowVZXUailC1fKKZ4JLVgYNgrUgxEviCNf1RZeo375nSPJQ1GEfMC8hA8j6nBIz UtXOFDrBHAEgql3e1q9tJoWvnnaIzA14mbkryKEW1a391eiGNAyaBCqJ123Ui8BKigFPBJ tlOrFlE6IgMWNtQSQKmvWR2+gSfGKWH+6EyJQHP1N8TCQm0Hge+6QwIDPWiNxX/89ox9C +8hMsoBibpfFE/FhhCPM0B97hiFMTYEEIVN7diOiSKUDBpZU0I7uLLy6RRKrpO0b0p5ctn aRwZdISO0Sly0Tkqo2tURXVE0QN6Rq/ozXqyXqx362PeumKlM4foD6zPH05tk1A=</lat exit><latexit sha1_base64="wBxt0+uNNcfqv wCvBcFfAquFX30=">AAAB+nicbVBNS8NAEN34WetXqkcvi63gqSRF0GOlCB6r9gvaUDbbb bt0swm7E7XE/hQvHhTx6i/x5r9x2+agrQ8GHu/NMDPPjwTX4Djf1srq2vrGZmYru72zu7 dv5w4aOowVZXUailC1fKKZ4JLVgYNgrUgxEviCNf1RZeo375nSPJQ1GEfMC8hA8j6nBIz UtXOFDrBHAEgql3e1q9tJoWvnnaIzA14mbkryKEW1a391eiGNAyaBCqJ123Ui8BKigFPBJ tlOrFlE6IgMWNtQSQKmvWR2+gSfGKWH+6EyJQHP1N8TCQm0Hge+6QwIDPWiNxX/89ox9C +8hMsoBibpfFE/FhhCPM0B97hiFMTYEEIVN7diOiSKUDBpZU0I7uLLy6RRKrpO0b0p5ctn aRwZdISO0Sly0Tkqo2tURXVE0QN6Rq/ozXqyXqx362PeumKlM4foD6zPH05tk1A=</lat exit>Latent
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Figure 2: CASTER workflow: (a) CASTER extracts frequent substructures C from the molecular database S via SPM (see
Alg. 1); (b) x is generated for each input pair (S,S′); (c) the functional representation x is embedded into a latent space
via minimizing a reconstruction loss, which results in a latent feature vector z; the function representations of each frequent
substructures {ui}ki=1 are also embedded into the latent space to yield a dictionary entry {bi}ki=1 respectively; (d) the latent
feature z is projected onto the subspace of {bi}ki=1 and results in linear coefficients {ri}ki=1; and (e) {ri}ki=1 are used as features
for training DDI prediction module. All components are in one trainable pipeline which is optimized end-to-end by minimizing
both the reconstruction and prediction losses.
Algorithm 1: The Chemical Sequential Pattern Mining
Algorithm
Initialize V to the set of all atoms and bonds, W as the
set of tokenized SMILES strings input
Input η as the practitioner-specified frequency
threshold, and ` as the maximum size of V
for t = 1 . . . ` do
(A, B), FREQ ← scan W
//(A,B), FREQ are the frequentest pair and its frequency
if FREQ < η then
break // frequency lower than threshold
end
W← find(A, B) ∈W, replace with (AB)
// update W with the new token (AB)
V← V ∪ (AB)
// add (AB) to the vocabulary set V
end
thanks to their depth-first traversal representations. As such,
frequent chemical sub-graphs can be extracted efficiently
by finding frequent SMILES sub-strings across the entire
dataset. This is similar to the concept of sub-word units
in the natural language processing domain (Gage 1994;
Sennrich, Haddow, and Birch 2016). More concretely, we
propose a data-driven Chemical Sequential Pattern Mining
algorithm (SPM) algorith (Huang et al. 2019) see Algo. 1.
Given an arbitrary input chemical SMILES string S, SPM
generates a set of discrete frequent sub-structures. This dis-
creteness enables explainability that previous fingerprints
are not capable of. The generated substructures will be used
to induce functional representations for all drug pairs in both
labelled I and unlabelled U datasets, which is defined for-
mally in Definition 2 below.
Definition 2 (Functional Representation) Let
C = {C1, . . . ,Ck} denote the set of frequent sub-
structures. Each drug pair (S,S′) is now represented via
a k-dimensional multi-hot vector x = [x(1) x(2) . . .x(k)]
where x(i) = 1 if Ci ∈ S and Ci ∈ S′, and x(i) = 0
otherwise. The resulting vector x is formally defined as the
functional representation of (S,S′).
Note that this functional representation maps drug pairs to
the frequent substructures. Different substructures may in-
teract with each other which lead to drug interactions. We
find this representation alone has better predictive values
than classic fixed-sized drug fingerprints (Ryu, Kim, and
Lee 2018; Rogers and Hahn 2010; Riniker and Landrum
2013; James 2004) in DDI prediction task.
2.3 Latent Feature Embedding
This section develops a latent feature embedding module
that extracts information from both labelled and unlabelled
drug pairs to further embed the above functional represen-
tations into a latent space, which can be generalized to new
drug pairs. This includes an encoder, a decoder and a recon-
struction loss components which are detailed below.
Encoder. For each functional representation xt ∈ {0, 1}k
of a drug-drug or drug-food pair (St,S′t), a d-dimensional
(d  k) latent feature embedding is generated via a neural
network (NN) parameterized with weights We and biases
be:
zt = Wext + be , (1)
Decoder. To reconstruct the functional representation xt
given the latent embedding zt, we define another NN frame-
work similarly parameterized by (Wd,bd) that maps zt
back to
x̂t = sigmoid
(
Wdzt + bd
)
, (2)
where sigmoid(a) = [σ(a1) . . . σ(ak)] is a point-wise func-
tion with σ(ai) = 1/(1 + exp(−ai)).
Reconstruction Loss. The encoding and decoding param-
eters (Wd,bd) and (We,be) can be learned via minimizing
the following reconstruction loss:
Lr(xt, x̂t) =
k∑
i=1
(
x
(i)
t log
(
x̂
(i)
t
)
+
(
1− x(i)t
)
log
(
1− x̂(i)t
))
.
(3)
Eq. (3) succinctly summarizes our latent feature embedding
procedure, which is completely unsupervised since optimiz-
ing Eq. (3) only requires access to unlabelled drug pairs as
training data. This allows CASTER to tap into the richer
source of unlabelled drug data to extract more relevant fea-
tures, which help improving the performance of a predictor
learned only from a much smaller set of labelled data. This is
one of the key advantages of CASTER over previous efforts
on DDI prediction (Ryu, Kim, and Lee 2018).
2.4 Interpretable Prediction with Dictionary
Learning
Instead of feeding the functional representation through a
simple logistic regression model, we develop a dictionary
learning module to help human practitioner to understand
how CASTER makes prediction and identify which sub-
structures can possibly lead to the interaction.
Deep Dictionary Representation. To provide a more par-
simonious representation that also facilitates prediction in-
terpretation, CASTER first generates a functional represen-
tation ui for each frequent sub-structureCi ∈ C as a single-
hot vector ui = [u
(1)
i . . .u
(k)
i ] where u
(j)
i = I(i = j).
CASTER then exploits the above encoder to generate a ma-
trix B = [b1,b2, . . . ,bk] of latent feature vectors for U =
{u1, . . . ,uk} such that,
bi = Weui + be . (4)
Likewise, each functional representation x of any drug-drug
pair (S,S′) (see Definition 2) can also be first translated into
a latent feature vector z using the same encoder (see Eq. (1)).
The resulting latent vector z can then be projected on a sub-
space defined by span(B) for which z ' b1r1 + . . .bkrk
where r = [r1 r2 . . . rk] is a column vector of projection
coefficients. These coefficients can be computed via opti-
mizing the following projection loss,
Lp(r) =
1
2
∥∥z−B>r∥∥2
2
+ λ1‖r‖2 (5)
where the L2-norm ‖r‖2 controls the complexity of the pro-
jection, and λ1 > 0 is a regularization parameter. In a more
practical implementation, we can also put both the encoder
and the above projection (which previously assumes a pre-
computed B) in one pipeline to optimize both the basis sub-
space and the projection. This is achieved via minimizing
the following augmented loss function,
Lp
(
We,be, r
)
=
(
1
2
∥∥z−B>r∥∥2
2
+ λ1‖r‖2
)
+λ2 ‖B‖2F ,
(6)
where the expression for each column bi of B in Eq. (4) is
plugged into the above to optimize the encoder parameters
(We,be). Note that the first term in Eq. (6) can be min-
imized more efficiently alone since it can be cast as solv-
ing a ridge linear regression task where given a vector z to
be projected and a projection base B, we want to find non-
trivial coefficients r that yields minimum projection loss. By
warm-starting the optimization of r by initializing it with
the solution r∗ = arg minr Lp(r) of the above ridge re-
gression task (see Eq. (5)), the optimizing process converges
faster than randomly initializing r. The above problem can
be solved analytically with a closed-form solution:
r∗ =
(
B>B+ λ1I
)−1
B>z , (7)
where I is the identity matrix of size k. Empirically, we ob-
served that with this warmed-up, the training pipeline can
back-propagated through Eq. (6) more efficiently. Once opti-
mized, the resulting projection coefficient r = [r1 r2 . . . rk]
can be used as a dictionary representation for the corre-
sponding drug-drug pair (S,S′).
End-to-End Training. Given each labelled drug-drug pair
(S,S′), we generate its functional representation x ∈ [0, 1]k
(Section 2.2), latent feature embedding z ∈ Rd and then
deep dictionary representation r as detailed above. A neural
network (NN) parameterized by weights Wp and biases bp
is then constructed to compute a probability score p(x) ∈
[0, 1] based on r to assess the chance that S and S′ has an
interaction. This is defined below:
p(x) = σ
(
Wpr+ bp
)
. (8)
We then optimize Wp(x) and bp via minimizing the fol-
lowing binary cross-entropy loss with the true interaction
outcome y ∈ {0, 1}:
Lc(x, y) = y log p(x) + (1− y) log (1− p(x)) . (9)
More specifically, CASTER consists of two training
stages. In the first stage, we pre-train the auto-encoder and
dictionary learning module with our unlabelled drug-drug
and drug-food pairs to let the encoder learns the most effi-
cient representation for any chemical structures (e.g., drugs
or food constituents) with the combined loss of αLr + βLp,
where α and β are manually adjusted to balance between
the relative importance of these losses. Then, we fine-tune
the entire learning pipeline with the labelled dataset D for
DDI prediction, using the aggregated loss αLr+βLp+γLc,
where γ is also a loss adjustment parameter.
Interpretable Prediction. The learned predictor can then
be used to make DDI prediction on new drugs and further-
more, the projection coefficients r = [r1 r2 . . . rk] can also
Table 1: Dataset Statistics
Drugbank (DDI) BIOSNAP
# Drugs 1,850 1,322
# Positive DDI Labels 221,523 41,520
# Negative Labels 221,523 41,520
Unlabelled
# Drugs 9,675
# Food Compounds 24,738
# Drug-Drug Pairs 220,000
# Drug-Food Pairs 220,000
be used to assess the relevance of the basis feature vectors
B = [b1,b2, . . . ,bk] to the prediction outcome. As each
basis vector bi is associated with a frequent molecular sub-
graphCi, its corresponding coefficient ri reveals the statisti-
cal importance of having the sub-graph Ci in the molecular
graphs of the drug pairs so that they would interact, thus ex-
plaining the rationality behind CASTER’s prediction.
3 Experiment
We design experiments to evaluate CASTER2 to answer the
following three questions:
Q1: Does CASTER provide more accurate DDI prediction
than other strong baselines?
Q2: Does the unlabelled data improve the DDI prediction in
situations with limited labelled data?
Q3: Does CASTER dictionary module help interpret its pre-
dictions?
3.1 Experimental Setup
Datasets. We evaluated CASTER using two datasets. (1)
DrugBank (DDI) (Wishart et al. 2008) includes 1,850 ap-
proved drugs. Each drug is associated with its chemical
structure (SMILES), indication, protein binding, weight,
mechanism and etc. The data includes 221,523 DDI positive
labels. (2) BIOSNAP (Marinka Zitnik and Leskovec 2018)
that consists of 1,322 approved drugs with 41,520 labelled
DDIs, obtained through drug labels and scientific publica-
tions. For both dataset, we generate negative counterparts
by sampling complement set of positive drug pairs set as the
negative set following standard practice (Zitnik, Agrawal,
and Leskovec 2018).
To demonstrate CASTER’s generalizability to unseen
drugs and other chemical compounds, we generate a dataset
consisting of unlabelled drug-drug and drug-food com-
pounds pairs. We consider all drugs from DrugBank in-
cluding experimental, nutraceutical, investigational types of
drugs and the food constituent SMILES strings come from
FooDB (FooDB 2018). In total, there are 9,675 drugs and
24,738 food constituents. We randomly generate 220,000
drug-drug pairs and 220,000 drug-food pairs as the unla-
belled dataset to be pretrained. Data statistics are summa-
rized in Table 1. For data processing, see (Appendix. A).
2Source code is at https://github.com/kexinhuang12345/CASTER
Metrics. We denote Y, Ŷ as the ground truth, and pre-
dicted values for drug-drug pairs dataset respectively. We
measure the prediction accuracy and efficiency using the fol-
lowing metrics:
1. ROC-AUC: Area under the receiver operating character-
istic curve: the area under the plot of the true positive rate
against the false positive rate at various thresholds.
2. PR-AUC: Area under the precision-recall curve: the area
under the plot of the precision rate against recall rate at
various thresholds.
3. F1 Score: F1 Score is the harmonic mean of precision
and recall.
F1 = 2 · P · R
P + R
, where P =
|Y ∩ Ŷ|
|Y| ,R =
|Y ∩ Ŷ|
|Ŷ|
4. # Parameters: The number of parameters used in the
model.
CASTER Setup. We found the following hyperparameters
a best fit to CASTER. For SPM, we set the frequency thresh-
old η as 50 and it result in k = 1, 722 frequent substruc-
tures. The dimension of latent representation from encoder
d is set to be 50. The encoder and decoder both use three
layer perceptrons of hidden size 500 with ReLU activation
function. The predictor uses six layer perceptrons with first
three layers of hidden size 1,024 and last layer 64. The pre-
dictor applies 1-D batch normalization with ReLU activa-
tion units. For the trade-off between different loss, we set
α = 1e − 1, β = 1e − 1, γ = 1. For regularization coef-
ficients. we set λ1 = 1e − 5, λ2 = 1e − 1. We first pre-
train the network for one epoch with the unlabelled dataset
and then proceed to the labelled dataset training process. We
use batch size 256 with Adam optimizer of learning rate
1e − 3. All methods are implemented in PyTorch (Paszke
et al. 2017). For training, we use a server with 2 Intel Xeon
E5-2670v2 2.5GHz CPUs, 128 GB RAM and 3 NVIDIA
Tesla K80 GPUs.
Evaluation Strategies. We randomly divided the dataset
into training, validation and testing sets in a 7:1:2 ratio. For
each experiment, we conducted 5 independent runs with dif-
ferent random splits of data and used early stopping based
on the ROC-AUC performance on the validation set. The
selected model via validation is then evaluated on the test
set. The results are reported below.
3.2 Q1: CASTER achieves higher accuracy in DDI
prediction
To answer Q1, we compared CASTER with the following
end-to-end algorithms:
1. Logistic Regression (LR): LR with L2 regularization us-
ing representation generated from SPM.
2. Nat.Prot: (Vilar et al. 2014) is the standard approach in
real-world DDI prediction task. It uses a similarity-based
matrix heuristic method.
3. Mol2Vec: (Jaeger, Fulle, and Turk 2018) applies
Word2Vec on ECFP fingerprint of chemical compounds
to generate a dense representation of the chemical struc-
tures. We adapt it by concatenating the latent variable of
Table 2: CASTER provides more accurate DDI prediction than other strong baselines. First / second row of each method
corresponds to results reported on BIOSNAP / DrugBank (DDI) dataset respectively.
Model Dataset ROC-AUC PR-AUC F1 # Parameters
LR BIOSNAP 0.802± 0.001 0.779± 0.001 0.741± 0.002 1,723DrugBank 0.774± 0.003 0.745± 0.005 0.719± 0.006
Nat.Prot (Vilar et al. 2014) BIOSNAP 0.853± 0.001 0.848± 0.001 0.714± 0.001 N/ADrugBank 0.786± 0.003 0.753± 0.003 0.709± 0.004
Mol2Vec (Jaeger, Fulle, and Turk 2018) BIOSNAP 0.879± 0.006 0.861± 0.005 0.798± 0.007 8,061,953DrugBank 0.849± 0.004 0.828± 0.006 0.775± 0.004
MolVAE (Go´mez-Bombarelli et al. 2018) BIOSNAP 0.892± 0.009 0.877± 0.009 0.788± 0.033 8,012,292DrugBank 0.852± 0.006 0.828± 0.009 0.769± 0.031
DeepDDI (Ryu, Kim, and Lee 2018) BIOSNAP 0.886± 0.007 0.871± 0.007 0.817± 0.007 8,517,633DrugBank 0.844± 0.003 0.828± 0.002 0.772± 0.006
CASTER
BIOSNAP 0.910± 0.005 0.887± 0.008 0.843± 0.005 7,813,429DrugBank 0.861± 0.005 0.829± 0.003 0.796± 0.007
input pairs and use large multi-layer perceptron predic-
tors to predict the drugs interaction.
4. MolVAE: (Go´mez-Bombarelli et al. 2018) uses varia-
tional autoencoders on SMILES input with the molec-
ular property prediction auxiliary task to generate a com-
pact representation. They use convolutional encoder and
GRU-based decoder (Cho et al. 2014). We apply this
framework by following the same architecture but chang-
ing the auxiliary task to drug interaction prediction.
5. DeepDDI: (Ryu, Kim, and Lee 2018) is a drug inter-
action prediction model based on a task-specific chem-
ical similarity profile. We modified the last layer of the
original DeepDDI implementation from multi-class to a
binary class.
DDI prediction performance of all tested methods are re-
ported in Table 2. The results show that CASTER achieves
better predictive performance on DDI prediction across all
evaluation metrics. This demonstrates that CASTER is able
to capture the necessary interaction mechanism and is there-
fore more suitable for drug interaction prediction task than
previous approaches.
3.3 Q2: CASTER leverages unlabelled data
successfully to improve prediction
performance
To answer Q2, we design an experiment to use only a small
set of labelled data and adjust the unlabelled data size to
see if the increasing amount of unlabelled data improves the
performance of DDI prediction on the test set. From Fig. 3,
we observe that as the amount of unlabelled data increases,
CASTER is able to leverage more information from the un-
labelled data and consistently improves the accuracy of its
DDI prediction on both datasets.
3.4 Q3: CASTER generates interpretable
prediction – A case study
Given an input pair, CASTER generates a set of coeffi-
cients showing the relevance of substructures in terms of
CASTER’s predicted DDIs, a feature missing from other
baselines. We select the interaction between Sildenafil and
other Nitrate-Based drugs as a case study. Sildenafil is an
effective treatment for erectile dysfunction and pulmonary
hypertension (Langtry and Markham 1999). Sildenafil is de-
veloped as a phosphodiesterase-5 (PDE5) inhibitor. In the
presence of PDE5 inhibitor, nitrate (NO−3 )-based medica-
tions such as Isosorbide Mononitrate (IM) can cause dra-
matic increase in cyclic guanosine monophosphate (Mu-
rad 1986), which leads to intense drops in blood pressure
that can cause heart attack (Langtry and Markham 1999;
Ishikura et al. 2000; Chamsi-Pasha 2001). To demonstrate
CASTER’s ability to identify potential causes of interaction,
we want to test if CASTER assigns high coefficient to the
nitrate group when it is asked to predict the interaction out-
come between Sildenafil and Nitrate-Based drugs.
We first feed the SMILES strings of Sildenafil and IM into
CASTER, and it outputs 0.7928 confidence score of interac-
tion, which is very high. We then examine the coefficients
corresponding to the functional substructures of the input,
and observe that nitrate (O=[N+]([O-])) in IM has the high-
est coefficient3 of 8.25 among 21 functional substructures
identified by CASTER, which matches the chemical intuition
discussed above. Fig. 4 illustrates the coefficients generated
by CASTER for different sub-structures. To test the robust-
ness of the interpretability result, we show that random ini-
tialization does not affect our prediction by training five
models with different random seeds and calculated the co-
efficients in Fig. 4. We consider coefficient from each run as
a variable and then calculated their Correlation Matrix. The
high average correlation (0.7673) implies CASTER is robust
based on (Mukaka 2012). In order to avoid if the result is due
to chance, we search for all nitrate-based drugs in BIOS-
NAP dataset, which results in the other four drugs: Nitro-
glycerin, Isosorbide Dinitrate, Silver Nitrate, and Erythrityl
Tetranitrate. We pair the SMILES string of Sildenafil with
each of these nitrate drugs and feed them to CASTER. We
then observe that CASTER assigns on average 50% higher
coefficient to nitrate than the mean of coefficients of other
sub-structures existed in the input pair, which is not a coin-
3Note that this is the augmented coefficients multiplied by a
factor, see Appendix A
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Figure 3: CASTER can leverage unlabelled data to improve DDI prediction in scarce labels scenario.
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Figure 4: CASTER produces interpretable coefficients for understanding drug interaction mechanism.
cidence. This case study thus demonstrated that CASTER is
capable of suggesting sparse and reasonable cues on finding
substructures which are likely responsible to DDI.
4 Conclusion
This paper developed a new computational framework for
DDI prediction called CASTER, which is an end-to-end dic-
tionary learning framework that incorporates a specialized
representation for DDI prediction, inspired by the chemi-
cal mechanism of drug interactions. We demonstrated em-
pirically that CASTER can provide more accurate and inter-
pretable DDI predictions than the previous approaches that
use generic drug representations. For future works, we plan
to extend it to chemical sub-graph embedding and incorpo-
rate metric learning for further improvement.
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A Implementation Details
For preprocessing of the SMILES string, we use the RD-
Kit software to convert all string into canonical form. As the
software first maps the string into a Mol format file, there are
cases where RDKit cannot process some SMILES strings.
We omit these data points. The unique number of drugs de-
crease from 2,159 to 1,850 for DrugBank dataset and 1,514
to 1,322 for BIOSNAP. The overall number of DDI positive
samples drop from 222,127 to 221,523 for DrugBank and
48,514 to 41,520 for BIOSNAP.
Due to the large size of DrugBank and limited time, ex-
periment done on the DrugBank dataset uses another dataset
split scheme to not only decrease the time but also fully
leverage the dataset. For the five independent run in each
experiment, we divide the whole set into exclusive five folds
data. We then report the average and standard deviation
scores across these five runs. Hence, the evaluation considers
the full dataset but only uses a subsampled dataset in each
independent run.
Magnifying Factor. During training CASTER, we observe
that since Eq. (7) applies ridge regression, the coefficients
r are relatively small. In order to allow faster training for
the predictor, we multiple each coefficient by a magnifying
factor of 100, i.e. enlarging the learning rate for the input
weights, to obtain an augmented coefficient. This allow the
loss decreases much faster.
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