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Abstract
This paper provides an upper bound for the invariance pressure of control
sets with nonempty interior and a lower bound for sets with finite volume.
In the special case of the control set of a hyperbolic linear control system
on Rd this yields an explicit formula. Further applications to linear control
systems on Lie groups and to inner control sets are discussed.
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1. Introduction1
The notion of invariance pressure generalizes invariance entropy by adding2
potentials f on the control range. It has been introduced and analyzed in3
Colonius, Cossich and Santana [5, 6]. Zhong and Huang [19] show that in-4
variance pressure can be characterized as a dimension-like notion within the5
framework due to Pesin. A basic reference for invariance entropy is Kawan’s6
monograph [17]; here also the relation to minimal data rates is explained7
which gives the main motivation from applications. Further references in-8
clude the seminal paper Nair, Evans, Mareels and Moran [18] as well as9
Colonius and Kawan [8] and Da Silva and Kawan [12], [13]. In the latter10
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paper, robustness properties in the hyperbolic case are proved. Huang and11
Zhong [15] show that several generalized notions of invariance entropy fit into12
the dimension-theoretic framework.13
The main results of the present paper are upper and lower bounds for the14
invariance pressure of compact subsets K in a control set D with nonvoid15
interior and compact closure as well as a formula for the invariance pressure16
in the case of hyperbolic linear control systems on Rd where a unique control17
set with nonvoid interior exists. We also give applications for inner control18
sets and for certain linear systems on Lie groups. Invariance entropy of these19
systems has been analyzed by Da Silva [10].20
Section 2 collects results on linearization of control systems and on the21
notion of invariance pressure. Upper and lower bounds for invariance pressure22
are given in Sections 3 and 4, respectively. Section 5 presents a formula for23
the invariance pressure of linear control systems on Rd and Section 6 discusses24
applications to linear systems on Lie groups and for inner control sets.25
2. Preliminaries26
In this section we first recall basic notions for control systems on manifolds27
and their linearization. Then the concepts of invariance pressure and outer28
invariance pressure are presented as well as some of their properties.29
2.1. Control systems and linearization30
Throughout the paper M will denote a smooth manifold, that is, a con-31
nected, second-countable, topological Hausdorff manifold endowed with a C∞32
differentiable structure. A continuous-time control system on a smooth33
manifold M is a family of ordinary differential equations34
ẋ(t) = F (x(t), ω(t)), ω ∈ U , (1)
on M which is parametrized by measurable functions ω : R → Rm, ω(t) ∈35
U ⊂ Rm almost everywhere, called controls forming the set U of admis-36
sible control functions , where U ⊂ Rm is a compact set, the control37
range . The function F : M × Rm → TM is a C1-map such that for each38
u ∈ U , Fu(·) := F (·, u) is a smooth vector field on M . For each x ∈ M and39
ω ∈ U , we suppose that there exists an unique solution ϕ(t, x, ω) which is40
defined for all t ∈ R. We usually refer to the solution ϕ(·, x, ω) as a tra-41
jectory of x with control function ω and write ϕt(x, ω) = ϕ(t, x, ω) where42
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convenient. We need several notions characterizing controllability properties43
of subsets of the state space M of system (1). For x ∈ M and t > 0, the44
set of points reachable from x up to time t and the set of points45
controllable to x within time t are given by46
O+≤t(x) := {y ∈M ; there are s ∈ [0, t] and ω ∈ U with ϕ(s, x, ω) = y},
and47
O−≤t(x) := {y ∈M ; there are s ∈ [0, t] and ω ∈ U with ϕ(s, y, ω) = x},
respectively. The positive and negative orbits from x ∈M are48
O+(x) :=
⋃
t>0
O+≤t(x) and O−(x) :=
⋃
t>0
O−≤t(x),
respectively.49
A key concept of this paper is presented in the following definition.50
Definition 1. A subset D of M is a control set if51
(i) for each x ∈ D, there exists ω ∈ U with ϕ(R+, x, ω) ⊂ D (controlled52
invariance);53
(ii) for each x ∈ D one has D ⊂ O+(x) (approximate controllability);54
(iii) D is maximal with these properties.55
If for all t > 0 the sets O−≤t(x) and O+≤t(x) have nonempty interior, we56
say that system (1) is locally accessible from x ∈ M . We are mainly57
interested in control sets with nonvoid interior which are locally accessible58
from all x ∈ intD, since here a general theory can be developed. In particular,59
they enjoy the property intD ⊂ O+(x) for all x ∈ D, cf. Colonius and60
Kliemann [9, Lemma 3.2.13].61
Next we recall some basic concepts and results on linearization of a control62
system on a smooth Riemannian manifold (M, g), cf. Kawan [17].63
Definition 2. For a control-trajectory pair (ω(·), ϕ(·, x, ω)) the linearized64
system is given by65
Dz
dt
(t) = A(t)z(t) + B(t)µ(t), µ ∈ L∞(R,Rm), (2)
where A(t) := ∇Fω(t)(ϕ(t, x, ω)) and B(t) := D2F (ϕ(t, x, ω), ω(t)).66
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The derivative on the left-hand side of (2) is the covariant derivative of z(·)67
along ϕ(·, x, ω) and D2 is the derivative with respect to second component. A68
solution of (2) corresponding to µ ∈ L∞(R,Rm) with initial value λ ∈ TxM is69
a locally absolutely continuous vector field z = φx,ω(·, λ, µ) : R→ TM along70
ϕ(·, x, ω) with z(0) = λ, satisfying the differential equation (2) for almost all71
t ∈ R.72
The next proposition presents some properties of linearized systems.73
Proposition 3. Let (ω(·), ϕ(·, x, ω)) be a control-trajectory pair with corre-74
sponding linearization (2). Then the following statements hold:75
(i) For all τ > 0 the mapping ϕτ : M × L∞([0, τ ],Rm) → M, (x, ω) 7→76
ϕ(τ, x, ω) is continuously (Fréchet) differentiable.77
(ii) For every initial value λ ∈ TxM and every µ ∈ L∞(R,Rm) there78
exists a unique solution φx,ω(·, λ, µ) : R→ TM of (2) satisfying79
φx,ω(0, λ, µ) = λ, φx,ω(t, λ, µ) = Dϕt(x, ω)(λ, µ), t ∈ R, (3)
for (λ, µ) ∈ TxM×L∞(R,Rm), where D stands for the total derivative of ϕt :80
M × L∞(R,Rm) → M which consists of the derivative dxϕt(·, ω) : TxM →81
Tϕ(t,x,ω)M in the first, and the Fréchet derivative of ϕt(x, ·) : L∞(R,Rm) →82
Tϕ(t,x,ω)M in the second component.83
(iii) For every τ > 0 the map φx,ω(τ, ·, ·) : TxM × L∞([0, τ ],Rm) →84
Tϕ(τ,x,ω)M is linear and continuous.85
(iv) For each t ∈ R abbreviate φx,ωt := φϕ(t,x,ω),ω(t+·). Then for all t, s ∈ R,86
λ ∈ TxM and µ ∈ L∞(R,Rm),87
φx,ωs (t, φ
x,ω(s, λ, µ),Θsµ) = φ
x,ω(t+ s, λ, µ),
and, in particular,88
φx,ωs (t, φ
x,ω(s, λ, 0),0) = φx,ω(t+ s, λ, 0).
Now we present the notion of regularity of a control-trajectory pair.89
Definition 4. Consider some (x, ω, τ ) ∈ M × U × (0,∞) and let y :=90
ϕ(τ, x, ω). The linearization along (ω(·), ϕ(·, x, ω)) is controllable on [0, τ ]91
if for each λ1 ∈ TxM and λ2 ∈ TyM there exists µ ∈ L∞([0, τ ],Rm) with92
φx,ω(τ, λ1, µ) = λ2.
In this case, we say that the control-trajectory pair (ω(·), ϕ(·, x, ω)) is regular93
on [0, τ ].94
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A control-trajectory pair (ω(·), ϕ(·, x, ω)) is called τ -periodic, τ ≥ 0, if95
(ϕ(t + τ, x, ω), ω(t + τ)) = (ϕ(t, x, ω), ω(t)) for all t ∈ R, or equivalently96
if ϕ(τ, x, ω) = x and Θτω = ω, where (Θτω)(t) = ω(t + τ), t ∈ R, is the97
τ -shift on U . A periodic regular control-trajectory pair enjoys the property98
described in the following proposition (cf. [17, Proposition 1.30]).99
Proposition 5. Let (ω(·), ϕ(·, x, ω)) be a τ -periodic control-trajectory pair100
which is regular on [0, τ ]. Then there exists C > 0 such that for every λ ∈101
TxM there is µ ∈ L∞([0, τ ],Rm) with φx,ω(τ, λ, µ) = 0x and ‖µ‖[0,τ ] ≤ C|λ|,102
where ‖ · ‖[0,τ ] denotes the L∞-norm.103
For a τ -periodic control-trajectory pair (ω(·), ϕ(·, x, ω)) the Floquet or104
Lyapunov exponents are given by105
lim
t→∞
1
t
log ‖φx,ω(t, λ, 0)‖ = lim
n→∞
1
nτ
log ‖φx,ω(nτ, λ, 0)‖ , λ ∈ TxM. (4)
These limits exist and the Lyapunov exponents are denoted by ρ1(ω, x), . . . ,106
ρr(ω, x) with 1 ≤ r := r(ω, x) ≤ d = dimM . The Lyapunov spaces are given107
by108
Lj(ω, x) =
{
λ ∈ TxM ; lim
t→±∞
1
t
log ‖φx,ω(t, λ, 0)‖ = ρj(ω, x)
}
, j = 1, . . . , r,
with dimensions dj(ω, x). They yield the decomposition109
TxM = L1(ω, x)⊕ · · · ⊕ Lr(ω, x).
2.2. Invariance pressure110
In this subsection we recall the concepts of invariance and outer invariance111
pressure introduced in Colonius, Cossich and Santana [5, 6] and some of their112
properties.113
A pair (K,Q) of nonempty subsets of a smooth Riemannian manifold M114
is called admissible if K is compact and for each x ∈ K there exists ω ∈ U115
such that ϕ(R+, x, ω) ⊂ Q. For an admissible pair (K,Q) and τ > 0, a116
(τ,K,Q)-spanning set S is a subset of U such that for all x ∈ K there is117
ω ∈ S with ϕ(t, x, ω) ∈ Q for all t ∈ [0, τ ]. Denote by C(U,R) the set of118
continuous function f : U → R which we call potentials .119
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For a potential f ∈ C(U,R) denote (Sτf)(ω) :=
∫ τ
0
f(ω(t))dt and120
aτ (f,K,Q) := inf
{∑
ω∈S
e(Sτf)(ω); S (τ,K,Q)-spanning
}
.
The invariance pressure Pinv(f,K,Q) of control system (1) is defined by121
Pinv(f,K,Q) := lim sup
τ→∞
1
τ
log aτ (f,K,Q).
Given an admissible pair (K,Q) such that Q is closed in M and a metric122
% on M which is compatible with the Riemannian structure, we define the123
outer invariance pressure of (K,Q) by124
Pout(f,K,Q) := lim
ε→0
Pinv(f,K,Nε(Q)),
where Nε(Q) = {y ∈ M ; ∃ x ∈ Q with %(x, y) < ε} denotes the ε - neigh-125
borhood of Q.126
Note that −∞ < Pout(f,K,Q) ≤ Pinv(f,K,Q) ≤ ∞ for every admissible127
pair (K,Q) and all potentials f . For the potential f = 0, this reduces to the128
notion of invariance entropy, Pinv(0, K,Q) = hinv(K,Q) and Pout(0, K,Q) =129
hout(K,Q), cf. Kawan [17].130
The next proposition presents some properties of the function Pinv(·, K,Q)131
: C(U,R)→ R, cf. [6, Proposition 3.4].132
Proposition 6. The following assertions hold for an admissible pair (K,Q),133
functions f, g ∈ C(U,R) and c ∈ R:134
(i) Pinv(f,K,Q) ≤ Pinv(g,K,Q) and Pout(f,K,Q) ≤ Pout(g,K,Q) for135
f ≤ g.136
(ii) Pinv(f + c,K,Q) = Pinv(f,K,Q) + c.137
(iii) hinv(K,Q)+minu∈U f(u) ≤ Pinv(f,K,Q) ≤ hinv(K,Q)+maxu∈U f(u).138
Proposition 6 (iii) shows, in particular, that Pinv(f,K,Q) < ∞ if and139
only if hinv(K,Q) < ∞. For general admissible pairs (K,Q), one cannot140
guarantee the existence of finite (τ,K,Q)-spanning sets S. The following two141
remarks discuss the cardinality of spanning sets and relations to properties142
of invariance pressure.143
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Remark 7. If there is no countable (τ,K,Q)-spanning set, then aτ (f,K,Q)144
= ∞ (see Kawan [17, Example 2.3] for an example). If Pinv(f,K,Q) <145
∞, then aτ (f,K,Q) < ∞ for every τ > 0. Hence there is a (τ,K,Q)-146
spanning set with
∑
ω∈S e
(Sτf)(ω) <∞ implying that there can be only count-147
ably many summands, i.e., there is a countable (τ,K,Q)-spanning set. On148
the other hand, if for all τ > 0 there is a countable (τ,K,Q)-spanning set,149
aτ (f,K,Q) = ∞ is also possible. If every (τ,K,Q)-spanning set S contains150
a finite (τ,K,Q)-spanning subset S ′, then151
aτ (f,K,Q) = inf
{∑
ω∈S
e(Sτf)(ω); S finite and (τ,K,Q)-spanning
}
.
This follows, since all summands satisfy e(Sτf)(ω) > 0, and hence the sum-152
mands in S \ S ′ can be omitted. This situation occurs e.g. if Q is open153
where compactness of K may be used. For the outer invariance entropy one154
considers (τ,K,Nε(Q))-spanning sets, ε > 0, and hence here it is also suf-155
ficient to consider finite (τ,K,Nε(Q))-spanning sets. In the definition of156
inner invariance pressure of discrete time systems, one considers sets which157
are (τ,K, intQ)-spanning. Here again finite spanning sets are sufficient.158
Remark 8. The Lipschitz continuity property159
|Pinv(f,K,Q)− Pinv(g,K,Q)| ≤ ‖f − g‖∞ for f, g ∈ C(U,R),
holds if hinv(K,Q) <∞. In fact, as seen in Remark 7, in this case there are160
for every τ > 0 countable (τ,K,Q)-spanning sets S with
∑
ω∈S e
(Sτf)(ω) <∞.161
The arguments used in [5, Proposition 13(iii)] to show Lipschitz continuity162
under the assumption that finite (τ,K,Q)-spanning sets exist, can be ap-163
plied in this situation observing that the elementary lemma [5, Lemma 12],164
on which the proof is based, is valid not only for finite but also for infinite165
sequences: Let ai ≥ 0, bi > 0, i ∈ N. Then for all n ∈ N166 ∑n
i=1 ai∑n
i=1 bi
≥ min
i=1,...,n
ai
bi
≥ inf
i∈N
ai
bi
,
and one may take the limit for n→∞.167
The following proposition shows that in the definition of invariance pres-168
sure we can take the limit superior over times which are integer multiples of169
some fixed time step τ > 0.170
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Proposition 9. The invariance pressure satisfies for every τ > 0171
Pinv(f,K,Q) = lim sup
n→∞
1
nτ
log anτ (f,K,Q) for all f ∈ C(U,R). (5)
Proof. Let τk ∈ (0,∞), k ∈ N, with τk → ∞. Then for every k ≥ 1
there exists nk ≥ 1 such that nkτ ≤ τk ≤ (nk + 1)τ and nk → ∞ for
k → ∞. Since f̃(u) := f(u) − min f, u ∈ U , is nonnegative, it follows that
aτk(f̃ , K,Q) ≤ a(nk+1)τ (f̃ , K,Q) and consequently 1τk log aτk(f̃ , K,Q) is less
than or equal to 1
nkτ
log a(nk+1)τ (f̃ , K,Q). Hence
lim sup
k→∞
1
τk
log aτk(f̃ , K,Q) ≤ lim sup
k→∞
1
nkτ
log a(nk+1)τ (f̃ , K,Q)
= lim sup
k→∞
nk + 1
nk
1
(nk + 1)τ
log a(nk+1)τ (f̃ , K,Q)
≤ lim sup
n→∞
1
nτ
log anτ (f̃ , K,Q).
This shows that172
Pinv(f −min f,K,Q) ≤ lim sup
n→∞
1
nτ
log anτ (f −min f,K,Q).
Using anτ (f̃ , K,Q) = anτ (f,K,Q)−min f and Proposition 6 (ii) we obtain173
Pinv(f,K,Q) ≤ lim sup
n→∞
1
nτ
log anτ (f,K,Q).
The converse inequality is obvious.174
For the proof of the following proposition see [6, Corollary 15].175
Proposition 10. Let K1, K2 be two compact sets with nonempty interior176
contained in a control set D ⊂M . Then (K1, Q) and (K2, Q) are admissible177
pairs and for all f ∈ C(U,R) we have178
Pinv(f,K1, Q) = Pinv(f,K2, Q).
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3. An upper bound on control sets179
Our goal in this section is to obtain an upper bound for the invariance180
pressure of a control set. We consider a smooth control system (1) on a181
Riemannian manifold (M, g) under our standard assumptions.182
In the following theorem, given a periodic control-trajectory pair (ω(·), ϕ(·, x, ω)),the183
different Lyapunov exponents at (x, ω) are denoted by ρ1(x, ω), . . . , ρr(x, ω),184
r = r(x, ω), with Lyapunov spaces of dimensions d1(x, ω), . . . , dr(x, ω), re-185
spectively.186
Theorem 11. Let D ⊂M be a control set with nonempty interior and com-187
pact closure for control system (1). Then for every compact set K ⊂ D188
and every set Q ⊃ D, the pair (K,Q) is admissible and for all potentials189
f ∈ C(U,R) the invariance pressure satisfies190
Pinv(f,K,Q) ≤ inf
(T,x,ω)

r(x,ω)∑
j=1
max{0, dj(x, ω)ρj(x, ω)}+
1
T
∫ T
0
f(ω(s))ds
 ,
where the infimum is taken over all (T, x, ω) ∈ (0,∞)× intD × U such that191
the control-trajectory pair (ω(·), ϕ(·, x, ω)) is T -periodic and regular and the192
values ω(t), t ∈ [0, T ], are in a compact subset of intU .193
Remark 12. For f ≡ 0, the statement of the theorem reduces to Kawan [16,194
Theorem 4.3],195
hinv(K,Q) = Pinv(0, K,Q) ≤ inf
(T,x,ω)

r(x,ω)∑
j=1
max{0, dj(x, ω)ρj(x, ω)}
 .
Proof. The theorem will follow by an extension of the proof given in [16,196
Theorem 4.3] for invariance entropy. First we briefly sketch the construc-197
tion in [16, pp. 740-745], then we indicate the new arguments needed for198
invariance pressure.199
By Proposition 10 one can choose K as an arbitrary compact subset of200
D with nonvoid interior. Let (ω0(·), ϕ(·, x0, ω0)) be a T -periodic and regular201
control-trajectory pair as in the statement of the theorem. Then fix real202
numbers ε > 0 and203
S0 >
r∑
j=1
max(0, djρj),
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where dj = dj(x0, ω0) and ρj = ρj(x0, ω0), j = 1, . . . , r. An ingenious and204
lengthy construction in [16] provides a closed ball K := cl(Bb0(x0)) ⊂ D205
with radius b0 > 0 centered at x0 with the following properties: For some206
τ = kT, k ∈ N, and arbitrary n ∈ N one finds a set Sn of (nτ,K,Q)-spanning207
controls ω ∈ Sn satisfying208
‖ω − ω0‖[0,nτ ] ≤ Cb0
√
d, (6)
where C > 0 is a constant and b0 > 0 can be taken arbitrarily small (see [16,209
formula (4.17)]: the elements of Sn are n-fold concatenations of the controls210
denoted there by ux). The cardinality #Sn of Sn is bounded by211
1
nτ
log #Sn ≤ S0 + ε, (7)
cf. [16, estimates on middle of p. 745].212
In order to get a bound for the invariance pressure we need the following213
additional arguments: Let f ∈ C(U,R) be a potential. Since f is defined on214
the compact set U , its uniform continuity implies that there exists δ > 0 such215
that |u− v| < δ implies |f(u)−f(v)| < ε. Take b0 > 0 small enough such that216
Cb0
√
d < δ. By (6) every ω ∈ Sn satisfies |ω(t)− ω0(t)| ≤ ‖ω − ω0‖[0,nτ ] < δ217
for almost all t ∈ [0, nτ ]. Hence it follows that |f(ω(t)) − f(ω0(t))| < ε for218
almost all t ∈ [0, nτ ].219
Now we can estimate
1
nτ
log anτ (f,K,Q) ≤
1
nτ
log
∑
ω∈Sn
e(Snτf)(ω) =
1
nτ
log
∑
ω∈Sn
e
∫ nτ
0 f(ω(t))dt
=
1
nτ
log
∑
ω∈Sn
e
∫ nτ
0 f(ω0(t))dt+
∫ nτ
0 [f(ω(t))−f(ω0(t))]dt
≤ 1
nτ
log
[∑
ω∈Sn
e
∫ nτ
0 f(ω0(t))dt · e
∫ nτ
0 εdt
]
=
1
nτ
log
(
#Sne
∫ nτ
0 f(ω0(t))dt
)
+
1
nτ
log e
∫ nτ
0 εdt
=
1
nτ
log #Sn +
1
nτ
∫ nτ
0
f(ω0(t))dt+ ε
< S0 +
1
T
∫ T
0
f(ω0(t))dt+ 2ε.
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For the last inequality we have used (7) and T -periodicity of ω0. By Propo-220
sition 9 this implies221
Pinv(f,K,Q) = lim sup
n→∞
1
nτ
log anτ (f,K,Q) ≤ S0 +
1
T
∫ T
0
f(ω0(t))dt+ 2ε.
Since ε > 0 can be chosen arbitrarily small and S0 arbitrarily close to222 ∑r
j=1 max(0, djρj), the assertion of the theorem follows.223
Remark 13. In Kawan [17, Section 5.2] and Da Silva and Kawan [12, Sec-224
tion 3.2] one finds more information on regular periodic control-trajectory225
pairs.226
4. A lower bound227
Again we consider a smooth control system (1) on a Riemannian manifold228
(M, g) under our standard assumptions. The next theorem presents a lower229
bound for the invariance pressure of admissible pairs (K,Q).230
Theorem 14. Let (K,Q) be an admissible pair where both K and Q have
positive and finite volume. Then for every f ∈ C(U,R)
Pinv(f,K,Q)
≥ lim sup
τ→∞
1
τ
(
inf
(x,ω)
∫ τ
0
f(ω(s))ds+ max{0, inf
(x,ω)
∫ τ
0
divFω(s)(ϕ(s, x, ω))ds}
)
,
where both infima are taken over all (x, ω) ∈ K ×U with ϕ([0, τ ], x, ω) ⊂ Q.231
Proof. First observe that by Remark 7 we may assume that for all τ > 0232
there exists a countable (τ,K,Q)-spanning set, since otherwise Pinv(f,K,Q)233
= ∞, and the infimum in aτ (f,K,Q) may be taken over all countable234
(τ,K,Q)-spanning sets S. For each ω in a countable (τ,K,Q)-spanning set235
S define236
Kω := {x ∈ K;ϕ([0, τ ], x, ω) ⊂ Q}.
Thus K =
⋃
ω∈SKω. Since Q is Borel measurable, each set Kω is measurable237
as the countable intersection of measurable sets,238
Kω = K ∩
⋂
t∈[0,τ ]∩Q
ϕ−1t,ω(Q).
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Then
vol(Q) ≥ vol(ϕτ,ω(Kω)) =
∫
ϕτ,ω(Kω)
dvol =
∫
Kω
|det dxϕτ,ω| dvol
≥ vol(Kω) inf
(x,ω)
|det dxϕτ,ω| ,
where the infimum is taken over all (x, ω) ∈ K × U with ϕ([0, τ ], x, ω) ⊂ Q.239
Abbreviating with the same infima240
α(τ) := inf
(x,ω)
|det dxϕτ,ω| , β(τ) := inf
(x,ω)
Sτ (f)(ω),
we find
eβ(τ)vol(K) ≤
∑
ω∈S
e(Sτf)(ω)vol(Kω) ≤ sup
ω∈S
vol(Kω)
∑
ω∈S
e(Sτf)(ω)
≤ vol(Q)
max{1, α(τ)}
∑
ω∈S
e(Sτf)(ω).
Since this holds for every countable (τ,K,Q)-spanning set S, we find
aτ (f,K,Q) = inf
{∑
ω∈S
e(Sτf)(ω); S countable (τ,K,Q)-spanning
}
≥ vol(K)
vol(Q)
eβ(τ) max{1, α(τ)},
Since for each t ≥ 0 and each control ω ∈ U the map ϕt,ω : M → M is a241
diffeomorphism, Liouville’s formula shows242
log det dxϕτ,ω =
∫ τ
0
divFω(s)(ϕ(s, x, ω))ds. (8)
Now the assertion of the theorem follows from243
Pinv(f,K,Q) = lim sup
τ→∞
1
τ
log aτ (f,K,Q)
244
≥ lim sup
τ→∞
1
τ
(β(τ) + log max{1, α(τ)})
245
= lim sup
τ→∞
1
τ
(
inf
(x,ω)
∫ τ
0
f(ω(s))ds+ max{0, inf
(x,ω)
∫ τ
0
divFω(s)(ϕ(s, x, ω))ds}
)
.
246
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5. Linear control systems247
In this section we consider linear control systems on Rd with restricted248
controls. Here a unique control set D with nonvoid interior exists and the249
previous bounds on the invariance pressure are sharpened to provide a for-250
mula for the invariance pressure of D.251
Linear control systems on Rd have the form252
ẋ(t) = Ax(t) + Bω(t), ω ∈ U , (9)
with A ∈ Rd×d and B ∈ Rd×m and we suppose that the set U of control253
functions is as for (1).254
For system (9) there exists a unique control set D with nonvoid interior,255
if, without control constraint, the system is controllable (which holds if and256
only if rank[B,AB, . . . , Ad−1B] = d) and the control range U is a compact257
neighborhood of the origin in Rm. It is convex with 0 ∈ intD, and it is258
bounded if and only if A is hyperbolic, i.e., there is no eigenvalue of A with259
vanishing imaginary part (cf. Hinrichsen and Pritchard [14, Theorems 6.2.22260
and 6.2.23], Colonius and Kliemann [9, Example 3.2.16]). Then the state261
space Rd can be decomposed into the direct sum of the stable subspace Es262
and the unstable subspace Eu which are the direct sums of all generalized263
real eigenspaces for the eigenvalues λ with Reλ < 0 and Reλ > 0, resp. Let264
π : Rd → Eu be the projection along Es. We obtain the following estimates,265
where λj denote the r eigenvalues of A with algebraic multiplicities dj.266
Lemma 15. Consider a linear control system in Rd of the form (9) and
assume that the pair (A,B) is controllable, that A is hyperbolic and the control
range U is a compact neighborhood of the origin. Let D be the unique control
set with nonvoid interior. Then for every compact set K ⊂ D with positive
Lebesgue measure every potential f ∈ C(U,R) satisfies
inf
(T ′,x′,ω′)
1
T ′
∫ T ′
0
f(ω′(s))ds ≤ Pinv(f,K,D)−
r∑
j=1
dj max{0,Reλj}
≤ inf
(T,x,ω)
1
T
∫ T
0
f(ω(s))ds,
where the first infimum is taken over all (T ′, x′, ω′) ∈ (0,∞)× πK × U with267
πϕ([0, T ′], x′, ω′) ⊂ πD and the second infimum is taken over all (T, x, ω) ∈268
(0,∞) × intD × U such that the control-trajectory pair (ω(·), ϕ(·, x, ω)) is269
T -periodic and the values ω(t), t ∈ [0, T ], are in a compact subset of intU .270
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Proof. The hypotheses imply that 0 ∈ intD ⊂ Rd and the Lebesgue mea-271
sures of K and D (which coincide with the volumes) are finite and positive.272
Theorem 11 yields273
Pinv(f,K,D) ≤ inf
(T,x,ω)

r(x,ω)∑
j=1
max{0, dj(x, ω)ρj(x, ω)}+
1
T
∫ T
0
f(ω(s))ds
 ,
(10)
where the infimum is taken over all T > 0 and all (x, ω) ∈ intD × U such274
that the control-trajectory pair (ω(·), ϕ(·, x, ω)) is T -periodic and the values275
ω(t), t ∈ [0, T ], are in a compact subset of intU . Note that this control-276
trajectory pair is regular, since we assume that (A,B) is controllable. By277
Floquet theory it follows (cf. [6, Proposition 20]) that for all T -periodic278
(ω(·), ϕ(·, x, ω))279
r(x,ω)∑
j=1
max{0, dj(x, ω)ρj(x, ω)} =
r∑
j=1
max{0, dj Reλj},
where the sum is over the r eigenvalues λj of A with multiplicities dj. Hence280
Pinv(f,K,D) ≤ inf
(T,x,ω)
1
T
∫ T
0
f(ω(s))ds+
r∑
j=1
dj max{0,Reλj},
where the infimum is taken over all (T, x, ω) as in (10). This proves the281
second inequality.282
Hence it remains to prove the first inequality. By Theorem 14
Pinv(f,K,D)
≥ lim sup
τ→∞
1
τ
(
inf
(x,ω)
∫ τ
0
f(ω(s))ds+ max
{
0, inf
(x,ω)
∫ τ
0
divFω(s)(ϕ(s, x, ω))ds
})
≥ inf
(T,x,ω)
1
T
∫ T
0
f(ω(s))ds+ max
{
0, inf
(T,x,ω)
1
T
∫ T
0
divFω(s)(ϕ(s, x, ω))ds
}
,
where both infima in the second line are taken over all pairs (x, ω) ∈ K ×U283
with ϕ([0, τ ], x, ω) ⊂ D and both infima in the third line are taken over all284
(T, x, ω) ∈ (0,∞)×K ×U with ϕ([0, T ], x, ω) ⊂ D. In the considered linear285
case one has dxϕT,ω = A and286 ∫ T
0
divFω(s)(ϕ(s, x, ω))ds = log det dxϕT,ω = T
r∑
j=1
dj Reλj,
14
where the sum is over the r eigenvalues λj of A with multiplicities dj.287
Step 1: Suppose that Re λj > 0 for all j. Then it follows that
Pinv(f,K,D)
≥ inf
(T,x,ω)
1
T
∫ T
0
f(ω(s))ds+
r∑
j=1
dj Reλj,
where the infimum is taken over all (T, x, ω) ∈ (0,∞) × K × U with288
ϕ([0, T ], x, ω) ⊂ D.289
Step 2: Next we treat the general case, where also eigenvalues with neg-290
ative real part are allowed. Recall that π : Rd → Eu denotes the projection291
onto the unstable subspace Eu along the stable subspace Es.292
Since these subspaces are A-invariant, this defines a (time-invariant) semi-293
conjugacy between system (9) and the system on Eu given by294
ẏ(t) = A|Eu y(t) + πBu(t), u ∈ U , (11)
with trajectories πϕ(·, x′, ω′), and the sets K and D are mapped to πK and295
πD, resp. Then πK and πD have positive volume and form an admissible296
pair (cf. Kawan [17, proof of Theorem 3.1]). One easily proves that (cf. [6,297
Proposition 10])298
Pinv(f,K,Q) ≥ Pinv(f, πK, πQ),
since every (τ,K,D)-spanning set yields a (τ, πK, πD)-spanning set. Simi-299
larly as in Step 1, Theorem 14 applied to system (11) implies that300
Pinv(f, πK, πD) ≥ inf
(T ′,x′,ω′)
1
T ′
∫ T ′
0
f(ω′(s))ds+
r∑
j=1
dj max{0,Reλj},
where the infimum is taken over all (T ′, x′, ω′) ∈ R+ × πK × U with301
πϕ([0, T ′], x′, ω′) ⊂ πD.
302
Next we show that the two infima in the lemma above actually coincide303
again using hyperbolicity of A in a crucial way. This provides the announced304
formula for the invariance pressure involving the r eigenvalues λj of A with305
algebraic multiplicities dj.306
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Theorem 16. Consider a linear control system in Rd of the form (9) and307
assume that the pair (A,B) is controllable, the matrix A is hyperbolic and308
the control range U is a compact neighborhood of the origin. Let D be the309
unique control set with nonvoid interior. Then for every compact set K ⊂ D310
with nonempty interior every potential f ∈ C(U,R) satisfies311
Pinv(f,K,D) = min
u∈U
f(u) +
r∑
j=1
dj max{0,Reλj}. (12)
Proof. Let ε > 0 and consider T0 > 0 and a control ω0 ∈ U satisfying312
1
T0
∫ T0
0
f(ω0(s))ds ≤ inf
(T ′′,ω′′)∈(0,∞)×U
1
T ′′
∫ T ′′
0
f(ω′′(s))ds+ ε. (13)
Since f is continuous, there is a control value u0 ∈ U with313
f(u0) = min
u∈U
f(u) = inf
(T ′′,ω′′)∈(0,∞)×U
1
T ′′
∫ T ′′
0
f(ω′′(s))ds, (14)
where the second equality holds trivially. There is a control ω1 in the set314
intU|[0,T0] = {ω ∈ L∞([0, T0]; ∃K ⊂ intU compact with ω(t) ∈ K a.e.}
such that315
1
T0
∫ T0
0
f(ω1(s))ds ≤
1
T0
∫ T0
0
f(ω0(s))ds+ ε. (15)
Claim: For every T > 0 and every control ω ∈ U there exists x1 ∈ Rd with316
ϕ(T, x1, ω) = x1.317
In fact, hyperbolicity of A implies that the matrix I − eAT is invertible,318
and hence there is a unique solution x(T, ω) of319 (
I − eAT
)
x(T, ω) = ϕ(T, 0, ω).
Now the variation-of-constants formula shows the claim:320
x(T, ω) = eATx(T, ω) + ϕ(T, 0, ω) = ϕ(T, x(T, ω), ω).
Applying this to T0 and ω1 we find a point x1 := x(T0, ω1) = ϕ(T0, x1, ω1).321
Since ω1 ∈ intU|[0,T0] every point in a neighborhood of x1 can be reached in322
time T0 from x1. This follows, since by controllability the map323
L∞([0, T0],Rm)→ Rd, ω 7→ ϕ(T0, 0, ω)
16
is a linear surjective map, hence maps open sets to open sets, and the same324
is true for the map325
ω 7→ ϕ(T0, x1, ω) = eAT1 + ϕ(T0, 0, ω).
Analogously, x1 can be reached from every point in a neighborhood of x1 in326
time T0. Hence in the intersection of these two neighborhoods every point327
can be steered in time 2T0 into every other point. This shows that x1 is in328
the interior of the (unique) control set D, and the corresponding trajectory329
ϕ(t, x1, ω1), t ∈ [0, T0], remains in the interior of D. Extending ω1(t), t ∈330
[0, T0], to a T0-periodic control, again denoted by ω1 we find that the control-331
trajectory pair (ω1(·), ϕ(·, x1, ω1)) is T0-periodic, the trajectory is contained332
in intD and the values ω1(t), t ∈ [0, T0], are in a compact subset of intU . By333
(13) and (15) it follows that334
inf
(T ′′,ω′′)
1
T ′′
∫ T ′′
0
f(ω′′(s))ds ≥ 1
T0
∫ T0
0
f(ω0(s))ds− ε
335
≥ 1
T0
∫ T0
0
f(ω1(s))ds− 2ε ≥ inf
(T,x,ω)
1
T
∫ T
0
f(ω(s))ds− 2ε,
where the infimum in the last line is taken over all (T, x, ω) ∈ (0,∞) ×336
D × U such that the control-trajectory pair (ω(·), ϕ(·, x, ω)) is T -periodic,337
the trajectory is contained in intD and the values ω(t), t ∈ [0, T ], are in a338
compact subset of intU .339
Together with (14) and the inequalities in Lemma 15 this implies
min
u∈U
f(u) = inf
(T ′′,ω′′)
1
T ′′
∫ T ′′
0
f(ω′′(s))ds ≤ inf
(T ′,x′,ω′)
1
T ′
∫ T ′
0
f(ω′(s))ds
≤ Pinv(f,K,D)−
r∑
j=1
dj max{0,Reλj}
≤ inf
(T,x,ω)
1
T
∫ T
0
f(ω(s))ds
≤ inf
(T ′′,ω′′)
1
T ′′
∫ T ′′
0
f(ω′′(s))ds+ 2ε
= min
u∈U
f(u) + 2ε.
Since ε > 0 is arbitrary, assertion (12) follows.340
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Remark 17. The proof of the Claim above follows arguments in the proof341
of Da Silva and Kawan [13, Theorem 20].342
Remark 18. Theorem 16 improves [6, Theorem 6.2], where it had to be343
assumed additionally that the minimum of f(u), u ∈ U , is attained in an344
equilibrium.345
6. Further applications346
In this section, we apply Theorem 11 to linear control systems on Lie347
groups and to inner control sets.348
6.1. Control sets and equilibrium pairs349
Given a control system (1), a pair (u0, x0) ∈ U ×M is called an equilib-350
rium pair if F (x0, u0) = 0, or equivalently, ϕ(t, x0, ū0) = x0 for all t ∈ R,351
where ū0(t) ≡ u0.352
If (u0, x0) is an equilibrium pair, the linearized system is an autonomous353
linear control system in Tx0M and the Lyapunov exponents at (u0, x0) in354
the direction λ ∈ Tx0M\{0x0} coincide with the real parts of the eigenvalues355
of ∇Fu0(x0) : Tx0M → Tx0M . Then regularity, i.e., controllability of the356
linearized system, can be checked by Kalman’s rank condition.357
Corollary 19. Let D ⊂ M be a control set with nonempty interior and let358
f ∈ C(U,R). Suppose that there is a regular equilibrium pair (u0, x0) ∈359
intU × intD. Then for every compact set K ⊂ D and every set Q ⊃ D we360
have361
Pinv(f,K,Q) ≤
∑
λ∈σ(∇Fu0 (x0))
max{0, dλ Re(λ)}+ f(u0),
where dλ is the algebraic multiplicity of the eigenvalue λ in the spectrum362
σ(∇Fu0(x0)).363
Proof. Since (u0, x0) is a regular equilibrium pair, the control-trajectory pair
(ū0(·), ϕ(·, x0, ū0)) is T -periodic and regular for every T > 0. By Theorem
11 we obtain
Pinv(f,K,Q) ≤ inf
(T,x,ω)

r(x,ω)∑
j=1
max{0, dj(x, ω)ρj(x, ω)}+
1
T
∫ T
0
f(ω(s))ds

≤
∑
λ∈σ(∇Fω0 (x0))
max{0, dλ Re(λ)}+ f(u0).
364
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6.2. Control sets of linear control systems on Lie groups365
In this subsection we consider linear control systems on a connected366
Lie group G introduced in Ayala and San Martin [2] and Ayala and Tirao367
[4].368
They are given by a family of ordinary differential equations on G of the369
form370
ẋ(t) = X (x(t)) +
m∑
j=1
ωj(t)Xj(x(t)), ω = (ω1, . . . , ωm) ∈ U , (16)
where the drift vector field X , called the linear vector field, is an infinites-371
imal automorphism, i.e., its solutions are a family of automorphisms of the372
group, and the Xj are right invariant vector fields. Note that the linear373
control systems of the form (9) are a special case with G = Rd.374
Their controllability properties have been analyzed in Da Silva [11], Ay-375
ala, Da Silva and Zsigmond [3] and Ayala and Da Silva [1]. In particular,376
the existence and uniqueness of control sets for general systems of the form377
(16) has been analyzed in [3]. If 0 is in the interior of the control range U378
and the reachable set O+(eG) from the neutral element eG is open (this holds379
e.g. if eG ∈ intO+(eG)), then there exists a control set D containing eG in380
the interior. Sufficient conditions for boundedness and uniqueness of D are381
given in [3, Theorem 3.9] and [3, Corollary 3.12], respectively.382
Along with system (16) comes an associated derivation D of the Lie al-383
gebra g of G which is given by384
D(Y ) = −ad(X )(Y ) := [X , Y ](eG).
Corollary 20. Consider the linear control system (16) on a Lie group G.385
Suppose that D is a control set with eG ∈ intD and compact closure D and386
let K ⊂ D ⊂ Q. Let f ∈ C(U,R) be a potential. If the equilibrium pair387
(0, eG) ∈ intU × intD is regular, then388
Pinv(f,K,Q) ≤
∑
λ∈σ(D)
max{0, dλ Re(λ)}+ f(0).
If furthermore K has positive Haar measure and f(0) = minu∈U f(u), then389
Pinv(f,K,Q) = Pout(f,K,Q) =
∑
λ∈σ(D)
max{0, dλ Re(λ)}+ f(0).
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Proof. Note that the right hand side of the system is given by F (x, u) =390
X (x) +
∑m
i=1 uiXi(x) and hence F0(x) := F (x, 0) = X (x). Let (φ, U) be a391
local coordinate neighborhood of eG and pick a left invariant vector field Y392
in the Lie algebra g of G. Then we can express X in terms of (φ, U) by393
X (h) =
d∑
i=1
yi(h)
∂
∂xi
.
Note that X (eG) = 0 implies yi(eG) = 0 for every i ∈ {1, . . . , d}, hence the394
Levi-Civita connection ∇ satisfies395
(∇XY )(eG) =
d∑
i=1
yi(eG)
(
∇ ∂
∂xi
Y
)
(eG) = 0.
Since ∇ is symmetric, we have396
(∇Y F0) (eG) = (∇YX ) (eG) = (∇XY − [X , Y ]) (eG) = −[X , Y ] = D(Y ).
Since this holds for every Y ∈ g, we have ∇F0(eG) = D. By Corollary 19 we397
obtain398
Pinv(f,K,Q) ≤
∑
λ∈σ(D)
max{0, dλ Re(λ)}+ f(0).
Now, suppose that K has positive Haar measure. By Da Silva [10, Theorem399
4.3], we know that400
hout(K,Q) ≥
∑
λ∈σ(D)
max{0, dλ Re(λ)}.
Define f̃(u) = f(u)− f(0), u ∈ U . Since f̃ ≥ 0 Proposition 6(i) implies that401
Pinv(f̃ , K,Q) ≥ Pout(f̃ , K,Q) ≥ hout(K,Q) ≥
∑
λ∈σ(D)
max{0, dλ Re(λ)}.
Proposition 6(ii) implies Pinv(f̃ , K,Q) = Pinv(f,K,Q) − min f , hence this402
yields403
Pinv(f,K,Q) = Pout(f,K,Q) =
∑
λ∈σ(D)
max{0, dλ Re(λ)}+ min f.
404
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6.3. Inner control sets405
This section presents an application of Theorem 11 to the class of inner406
control sets as defined (with small changes) in Kawan [17, Definition 2.6].407
This nomenclature refers to a control set D ⊂ M for which there exists a408
decreasing family of compact and convex sets {Uρ}ρ∈[0,1] in Rm (i.e., Uρ2 ⊂ Uρ1409
for ρ1 < ρ2), such that for every ρ ∈ [0, 1] system (1)ρ with control range Uρ410
(instead of U in (1)) has a control set Dρ with nonvoid interior and compact411
closure, and the following conditions are satisfied:412
(i) U = U0 and D = D1;413
(ii) Dρ2 ⊂ intDρ1 whenever ρ1 < ρ2;414
(iii) for every neighborhood W of D there is ρ ∈ [0, 1) with Dρ ⊂ W .415
We will estimate the outer invariance pressure of the set Q = D for the416
system with control range U = U0. Note that, in general, D is not a control417
set for this system, since we only have D = D1 ⊂ D0.418
Corollary 21. Consider an inner control set D of control system (1). Let419
(ω0(·), ϕ(·, x0, ω0)) be a regular T -periodic control-trajectory pair with x0 ∈ D420
and ω0 ∈ U1. Then421
Pout(f,D) ≤
r∑
j=1
max{0, dj Reλj}+
1
T
∫ T
0
f(ω0(s))ds
holds, where λ1, . . . , λr are the Lyapunov exponents at (x0, ω0) with corre-422
sponding multiplicities d1, . . . , dr.423
Proof. Note that the definition of inner control sets implies that for every424
ρ ∈ [0, 1) the set D is a compact subset of Dρ and the pair (D,Dρ) is425
admissible. By Theorem 11 it follows that the outer invariance pressure426
P ρout(f,D,Dρ) for system (1)ρ satisfies427
P ρout(f,D,Dρ) ≤
r∑
j=1
max{0, djρj}+
1
T
∫ T
0
f(ω0(s))ds for all ρ ∈ [0, 1).
Now for given ε > 0 we may choose ρ ∈ [0, 1) such that Dρ ⊂ Nε(D). Then
Pout(f,D,Nε(D)) ≤ P ρout(f,D,Nε(D)) ≤ P
ρ
out(f,Dρ, Nε(D))
≤
r∑
j=1
max{0, djρj}+
1
T
∫ T
0
f(ω0(s))ds.
The first two inequalities follow from Uρ ⊂ U0 and Dρ ⊂ Nε(D). Since428
Pout(f,D) = limε→0 Pout(f,D,Nε(D)), the assertion follows.429
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6.4. Example430
The following example illustrates Theorem 16. Consider the following431
linear control system in Rd,432 [
ẋ
ẏ
]
=
[
1 −1
1 1
]
︸ ︷︷ ︸
=:A
[
x
y
]
+
[
0
1
]
︸ ︷︷ ︸
=:B
ω(t)
and assume that ω(t) ∈ U := [−1, 1] +u0 for some u0 ∈ (−1, 1). In this case,433
0 ∈ intU , the pair (A,B) is controllable, and A is hyperbolic with eigenvalues434
given by λ± = 1 ± i. There exists a unique control set D ⊂ R2 such that435
(0, 0) ∈ intD, and D is compact.436
We may interpret the control functions ω(t) and also u0 as external forces437
acting on the system. Take f ∈ C(U,R) as f(u) := |u − u0|, then (Sτf)(ω)438
represents the impulse of ω−u0 until time τ . For a subset K ⊂ D a (τ,K,D)-439
spanning set S represents a set of external forces ω that cause the system to440
remain in D when it starts in K. By Theorem 16 we obtain for a compact441
subset K ⊂ D with nonempty interior that442
Pinv(f,K,Q) = 2 + min
u∈U
f(u) = 2 + min
u∈[−1,1]+u0
|u− u0| .
Here Pinv(f,K,Q) represent the exponential growth rate of the amount of443
total impulse required of the external forces ω − u0 acting on the system444
to remain in D as time tends to infinity. The minimum of f is attained in445
u = u0, which does not correspond to an equilibrium if u0 6= 0. Hence [6,446
Corollary 21] (cf. Remark 18) could not be applied in this case.447
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