We present and analyze in detail a test bench for random number sequences based on the use of physical models. The rst two tests, namely the cluster test and the autocorrelation test, are based on exactly known properties of the two{dimensional Ising model. The other two, the random walk test and the n{block test, are based on random walks on lattices. We have applied these tests to a number of commonly used pseudorandom number generators. The cluster test is shown to be particularly e cient in detecting periodic correlations on bit level, while the autocorrelation, the random walk, and the n{block tests are very well suited for studies of weak correlations in random number sequences. Based on the test results, we demonstrate the reasons behind errors in recent high precision Monte Carlo simulations, and discuss how these could be avoided.
Introduction
Since the late 1940's, the Monte Carlo (MC) method 1, 2] has become an established tool in various elds of natural sciences, applications including MC simulations in physical sciences 3] and stochastic optimization 4] in applied mathematics. The fundamental idea on which the MC method is based is the use of random numbers. For computational purposes random numbers have traditionally been produced by deterministic rules, implemented as pseudorandom number generators (PRNG's) which usually rely on simple arithmetic operations. Although it is obvious that these pseudorandom number sequences can be \random" only in some limited sense, their imitation of random behavior is often good enough for cases in which the quality of random numbers is not an essential requirement. Modern high speed computers and high precision calculations, however, have caused the requirements for the quality of random number sequences to greatly increase. Under such circumstances it is crucial to con rm the quality of random numbers before using them extensively. In order to carry out this task, tests for randomness are needed.
In the course of time, numerous tests have been suggested (see e.g. Refs. 5, 6, 7, 8] and references therein). Some of these have been constructed to study the properties of PRNG algorithms and are therefore theoretical 6, 7] . An alternative approach is to study properties of random number sequences regardless of the source. Such tests are called empirical. Moreover, many of the tests are called standard 6] in the sense that they probe purely general statistical properties of random number sequences, not concentrating on the requirements of any application in particular. When correlations are not found, the sequence passes the test.
Passing several tests does not prove the randomness of any sequence, however. This is due to the fact that proving randomness requires that the sequence ful lls an actual de nition for randomness. An unfortunate fact is, however, that there is no unique de nition for randomness. Attempting to prove randomness in the case of a (long) sequence of numbers for any of the de nitions suggested (see e.g. Refs. 6, 9, 10, 11]) is not feasible. Therefore, the best any test can do is to build con dence on the properties of random number sequences. Another practical problem concerns PRNG's. Since they are all based on deterministic algorithms, it is always possible to construct a test for every generator where it will fail. Therefore, passing many tests is never a su cient condition for its use in all applications. In other words, in addition to standard tests, e cient application speci c tests of randomness are also needed. This need is emphasized by recent simulations, in which some physical models combined with special algorithms have been found 12, 13, 14, 15, 16] very sensitive to the quality of random numbers.
During the last two decades, some application speci c tests have been proposed and used (for a list see e.g. Ref. 8] ). A systematic test bench has been lacking up to date, however. The aim of this work is to present one example of constructing such a test bench following and extending our recent work 8, 17, 18] . Details of practical implementation of the tests will be dealt with in another publication 19]. The tests have been developed from the point of view of a physicist, in the sense that they are based on direct analogies to physical systems, most notably the two{dimensional Ising model 20] and random walks. Based on these models we have constructed two classes of tests. In the rst class based on the Ising model, the cluster test 17] compares the cluster size distribution of a random lattice with the Ising model at an in nite temperature. In the autocorrelation test 18], we calculate the integrated autocorrelation time of some quantities of the Ising model, when the Wol updating method 21] is used. The second class comprises tests related to random walks. In the random walk test 18], we consider the distribution of the nal position of a random walker on a plane which is divided into four equal blocks. The n{block test 18] is based on the idea of renormalizing a sequence of uniformly distributed random numbers, and it is essentially a random walk test in one dimension.
The outline of this paper is as follows. In Section 2, we rst describe the PRNG's used in this work. Following this, in Section 3 we present the tests developed in this work, describing them in detail. A brief account has previously been published in Refs. 17, 18] . The results of the tests are given in Section 4. We rst demonstrate that a bit level implementation of the cluster test is particularly power-ful in nding periodic correlations. Moreover, we show that the autocorrelation, the random walk, and the n{block tests are very e cient in detecting short{range correlations. In particular, we demonstrate that the recent erroneous results obtained in high{precision MC simulations 12, 13, 14, 15, 16] are due to these short{range correlations. Our results also support 8] the ideas of Zi 22] , on how the properties of some pseudorandom number generators may be considerably improved. Finally, summary and discussion are given in Section 5.
Tested Pseudorandom Number Generators
In this Section, we brie y present the algorithms of the tested pseudorandom number generators. Since most generators are widely used and good reviews of pseudorandom number generation are available 7, 23, 24, 25], we will not consider this subject in detail. The only exceptions are the ZIFFp and PENTAp generators, which will be described in some detail due to the lack of published documentation.
The pseudorandom number generators tested in this work include generalized feedback shift-register algorithms GFSR(p; q; ) 26], which are of the form x n = x n?p x n?q , where is the bitwise exclusive{or (XOR) operator. They are denoted by Rp; recommended values for p and q (p > q) can be found e.g. in Refs. 27, 28, 29, 30, 31] . Other generators include two linear congruential generators x n = (16807 x n?1 )mod (2 31 ?1) 32] known as GGL and x i+1 = (69069 x i + 1)mod 2 32 33] known as RAND, RAN3 34] , which is a lagged Fibonacci generator x n = (x n?55 ? x n?24 )mod 2 31 , and a combination generator RANMAR 24, 35] . Most generators (excluding the GFSR generators) did not require a special initialization procedure. The GFSR generators were initialized with 32{bit integers produced by GGL. Other initialization methods including the one in Ref. 36] were also checked but the test results were una ected.
In addition to the generators above, we have tested some new promising generators, which are based on the GFSR method with four lags. Their algorithm is GFSR(p; q 1 ; q 2 ; q 3 ; ) or x i = x i?p x i?q 1 x i?q 2 x i?q 3 ; (1) in which p > max(q 1 ; q 2 ; q 3 ). For the choice of lags, there are two possible approaches. Kurita 29] has suggested lags based on the theory of primitive pentanomials. In this work, such generators will be called PENTAp generators. Zi 22] 
Presentation of Tests
In the following, we give a detailed account of the new tests. The rst two, the cluster test and the autocorrelation test, are closely related to the two{dimensional Ising model 20]. These tests are based on studies of the cluster size distribution in a random lattice, and on calculations of the integrated autocorrelation times for certain physical quantities, respectively. Although we apply these tests to the Ising model, they can be generalized to other models and applications as well. For example, although our version of the cluster test is implemented for studies of random bits, its use for testing random words is a trivial extension. Moreover, the idea of using autocorrelation functions in testing of random numbers is universal. The next two test methods are related to random walks. In the random walk test, we study random walks on a plane as a function of the walk length. The n{ block test is based on the idea of renormalizing a sequence of uniformly distributed random numbers, and is basically a random walk test in one dimension. Despite its simplicity, the latter test is especially e ective in nding short{range correlations. In connection with these two tests, we also use the well{known chi{square test 6, 38]. (2) in which S i is the spin at site i. In the disordered phase, the con guration average hmi = 0. This simple quantity tests the equidistribution of bits.
Tests
However, a better measure of spatial correlations between the spins can be obtained if we study the distribution of connected spins, or clusters of size s on the lattice. The cluster size distribution hC s i is given by 39] hC s i = sp s D s (p); We note that a similar approach could be utilized in one dimension also. There, the exact solution for the cluster size distribution is known 40], which makes it possible to develop a more complete test (for any s) based on the same physical quantity as in the cluster test. However, the two{dimensional case is more interesting from the point of view of MC simulations.
The test procedure we have used is as follows. We rst form a L 2 lattice as above and enumerate all the clusters in it 41] by using periodic boundary conditions in both directions ( 42] 
The bit i in question failed the test if g 0 i was consequtively greater than three in two separate tests.
We also considered other similar choices for the test parameters such as using the maximum value of g i over all the 31 bits of GGL instead of g GGL , and then performing the analysis as above. The results of this approach were consistent with Eq. (5) (results for bits 7 and 12 of RAND being the only exceptions).
Autocorrelation Test
In the autocorrelation test 18], we consider the autocorrelation function C A for some physical quantity A. Then, we calculate the integrated autocorrelation time A of C A . Our approach follows the procedure given in Ref. 45] .
The autocorrelation function is de ned as
in which t denotes time. In order to calculate an estimator A (W ) for the integrated autocorrelation time A , a truncation window W is used:
with the remainder
and
The convergence of A (W ) must be checked as a function of the window size W. Since noisy contributions from large separations appear after some value W n , the estimate A is found by averaging A (W ) between W c and W n , in which W c < W n denotes the value for which Eq. (7) rst converges. An illustration of this procedure is given in Fig. 2 . The error estimate for A (W ) is given in Ref. 45] .
In this work, we consider the two{dimensional Ising model at its critical coupling point K c . Since the correlation length associated with the model diverges at K c , we expect the system to be particularly sensitive to additional spatial correlations due to random numbers during MC simulations. The simulations were carried out on a square lattice with the Wol algorithm 21] using K c = 1 2 ln(1 + p 2). The linear size of the system was L = 16. Our implementation of the single cluster search algorithm followed Ref. 41] , and the measurements for the calculated quantities included the energy E, the magnetic susceptibility^ 45], and the (normalized) size of the ipped clusters c, separated by a single cluster update. Then, by following the procedure given above we calculated the corresponding integrated autocorrelation times~ E ,~ ^ , and~ c from the autocorrelation functions C E ; C^ , and C c . Finally, the estimates for the integrated autocorrelation times were scaled to the time unit of one MC step; i.e. every spin on the lattice is updated once on the average. Therefore, the nal results are A =~ A hci 45] , in which A is one of the quantities E,^ , and c.
In the case of the Ising model, the exact value for the energy E = 1:45312 46] is known, which allows a comparison between results from di erent pseudorandom number generators. For other quantities, the test provides us with information on the relative performance of the random number generators. Here we assumed the results from GGL and RANMAR to be correct. This assumption is justi ed because their results for the energy E were correct within our error limits.
Tests Based on Random Walks 3.2.1 Random Walk Test
In the random walk test 18], we consider random walks on a two{dimensional lattice, which is divided into four equal blocks, each of which has an equal probability to contain the random walker after a walk of length n. The test is performed N times, and the number of occurrences in each of the four blocks is compared with the expected value of N=4, using the chi{square test with three degrees of freedom. A generator fails if the 2 value exceeds 7.815 in at least two out of three independent runs 47]. This should occur with a probability of only about 3/400.
In addition to the measure given above, other quantities may also be studied. For example, one may follow the probability distribution function (pdf) of the position of a random walker as a function of time. Comparing such functions between di erent random number generators may give further information of their relative properties. Calculation of the spatial distribution for the second moment is then also possible. These studies are beyond the scope of the present work, however.
For the purpose of completeness, let us mention that other random walk tests have been proposed by Binder and Heermann ( 42] pp. 76-80) and Zi 22] . The former is based on the idea of studying the average end{to{end distance which should be a linear function of the walk length n. The test proposed by Zi is based on random walks in a two{dimensional square lattice, where the random walker starts from one corner and heads towards the opposite one. At every step it may turn either left or right, unless it enters a previously visited site in which case it is forced to turn so as not to retrace its path. Therefore, eventually it hits one of the two opposite boundaries, which should occur with an equal probability.
n{block Test
The n{block test 18] is a simpli ed version of the random walk test, being basically a random walk test in one dimension. In this test we take a sequence fx 1 ; x 2 ; : : : ; x n g of uniformly distributed random numbers 0 x i < 1, whose average x is calculated. If x 1=2, we choose y i = 1; otherwise y i = 0. This is repeated N times. We then perform the chi{square test on variables y i with one degree of freedom. Each test is repeated three times, and the generator fails the test with xed n if at least two out of three 2 values exceed 3.841 47], which should occur with a probability of about 3=400.
We note that the main di erence between the n{block test and a one dimensional random walk is in the use of random numbers. In the n{block test, random numbers are added together in blocks, and therefore properties of all bits are studied. In the one{dimensional random walk the situation is a little bit di erent, since the most signi cant bit is the only one that matters: at each step, the most signi cant bit determines the direction of the jump.
Finally, let us mention that in Ref. 15 ], Grassberger has proposed a somewhat unspeci ed \block" test to study the range of correlations for LF(17; 5; +). According to the results of RAND, the cluster test is very e ective in locating periodic correlations, since the period of bit number 8 of RAND is as large as 2 24 48].
In conclusion, the cluster test in the form presented here, is very well suited for detection of correlations on bit level, being especially e ective for periodic correlations as shown in detail in Refs. 8, 17].
Autocorrelation Test
The autocorrelation test was carried out with two sets of parameters. First, 10 000 Monte Carlo steps (MCS's) were performed to equilibrate the system starting from a random initial state, and then N = 10 7 samples were taken to test most of the generators once. One MCS denotes updating of each lattice site once on the average. In the second set, 100 000 MCS's were followed by N = 10 8 samples to test some of the generators more extensively. The linear size of the system was L = 16.
A summary of the results in Table 2 shows that based on this test, the generators can be classi ed into two categories. First, let us consider results with N = 10 7 samples. For the energy hEi, deviations from the exact result of hEi = 1:45312 46] for R31, R250, R521, and RAN3 are much larger than 3 in which is the standard deviation 45]. In particular, the average size of ipped clusters hci is very sensitive to correlations in random number sequences, since in the erroneous cases it is clearly biased. This is illustrated in Fig. 3 , in which the pdf's of the ipped cluster size c in the case of few random number generators are given. Most striking, however, is the behavior of the integrated autocorrelation times . For generators, which show no signi cant deviations in hEi, h^ i, or hci, results for the 's agree well with each other. However, for R31 and R250, the integrated autocorrelation times show errors of about 8% compared with results of GGL and RANMAR. Our results thus show that these quantities are particularly sensitive measures of correlations in pseudorandom number sequences.
Another important point is the behavior of R31 compared with ZIFF31 and PENTA31. Though R31 clearly fails these autocorrelation tests, its 5{decimated sequence ZIFF31 and a generator PENTA31 based on a primitive pentanomial x Our results of the autocorrelation test are in agreement with observations made by various other authors 12, 13, 16] , who have also studied the two{dimensional Ising model. Moreover, the errors in the average cluster sizes formed with the Wol algorithm, show that the origin of errors observed in these references lies in local correlations present in the cluster formation process. The main advantage of our approach is the use of integrated autocorrelation times as measures for correlations since the errors are as large as of the order of several percents, whereas for other quantities such as the energy the error is much smaller. Due to the fact that this test is not restricted to the Ising model only, its use in other problems might also prove very fruitful.
Tests Based on Random Walks 4.2.1 Random Walk Test
Errors in the average cluster sizes for some of the GFSR generators in the autocorrelation test suggest that the correlations must be within the O(L 2 ) successive pseudorandom numbers used in the cluster formation. This result is in qualitative agreement with the idea, that for GFSR generators the dominant correlations are of triple point type 15, 22, 50] and thus separated by the longer lag p in the algorithm.
To quantify the range of correlations empirically, we have employed the random walk test in a systematic fashion.
First, we studied a group of generators with the walk length n = 1000. These results are presented in Table 3 , and they are in agreement with the autocorrelation test. No correlations for either GGL, RAND or RANMAR were observed. R250
and R521 pass the test with k = 3, but fail with k = f1; 2; 2 6 g, whereas R1279
passes with all k's tested. The failure of RAN3 with k = 1 is consistent with results of previous tests 44] and the autocorrelation test (however, RAN3 passed the test when every second or third number was used). It is notable that all the failures in this test were very clear, since even the smallest 2 values exceeded 40. The main di erence between the failing generators R250 and R521 (with k = 1) and the successful ones R1279 and R4423 lies in the lag parameter p which is less than n for the former and larger than n for the latter. We studied this systematically for various values of p with the random walk test by locating the approximate value n c , above which the generators fail. The test was performed for R31, R250, R521 and R1279 with N = 10 6 samples. The results for n c were 32 1, 280 5, 590 5, and 1515 5, respectively, in which the error estimate is the largest distance between samples close to n c . For the purpose of illustration, in Fig. 4 we show an example of the 2 values for R31 and R250 as a function of the walk length n. We also studied GFSR generators with four lags. As Table 3 indicates, PENTA31 and ZIFF31 pass the random walk test with N = 10 6 samples. In these cases, studies to locate n c were inconclusive, since a small period of these generators did not allow testing them with more than 10 7 samples. Therefore, similar studies for PENTA89 and ZIFF89 with N = 10 8 samples were carried out, these results being summarized in Table 4 . Although large uctuations are still present, we may notice that both PENTA89 and ZIFF89 exhibit correlations for n c 95 ? 200.
n{block Test
In the n{block test, we used an approach similar to the random walk test. First, we studied various generators with parameters n = 10 4 and N = 10 6 . In the cases of GGL, RAND, RANMAR and RAN3, we observed no correlations. Studies with RANMAR were repeated with parameters n = 5000 and N = 10 8 , but still no correlations were observed. Then, for GFSR generators R31, R250 and R521 we performed an iterative study by varying n. When N = 10 6 samples were taken, the resulting correlation lengths n c were 32 1, 267 5, and 555 5, respectively. With better statistics N = 10 8 , we observed no change for R31, whereas the estimate for R521 reduced to 525 1, and that of R250 to 251 1. The latter value was con rmed with N = 10 9 also. Typical values of 2 for R250 are shown in Fig. 5 , where a sharp onset of correlations at n c is visible.
Following this, we concentrated on studying the generator ZIFF9689 (GFSR(9689,471,314,157, )) 22, 37], which unlike several other generators has performed well in recent simulations of self{avoiding random walks 14, 15] . This generator was extensively tested up to n = 25 000 and N = 10 7 , but no correlations were found. In order to increase the number of samples N, we tested ZIFF1279 (GFSR(1279,598,299,216, )) which is a 5-decimation of GFSR(1279,216, ). With parameters up to n = 1500 and N = 10 9 , no correlations were observed. These results suggest that deviations from random behavior are much less signi cant for ZIFF generators than for GFSR generators with two lags. For quantitative purposes, we have studied this subject in more detail by comparing the results of R89, PENTA89, and ZIFF89. These results are shown in Fig. 6 . The gure (a) clearly shows how dramatically inferior GFSR generators based on primitive trinomials are compared with generators which are based on either decimation of such sequences or use of primitive pentanomials. Furthermore, when PENTA89 and ZIFF89 are compared with each other with higher statistics N = 10 9 ( gure (b)), we may notice that at least in this particular case the decimated sequence ZIFF89 performs somewhat better than PENTA89, although correlations in both sequences are now clearly present.
The results of the random walk and n{block tests show that they are very powerful in detecting rather weak correlations in random number sequences. As far as the generators are concerned, for GFSR generators with two lags the origin of the errors in the simulations presented here and in Refs. 12, 13, 14, 15, 16 ] must be the appearance of rather short{range correlations in the probability distribution. Moreover, although some empirical estimates for the correlation length have previously been given 14, 15] , the present tests are the rst ones that quantitatively show that the correlation length lies very close to the longer lag parameter p. This indeed means that the errors are due to triple correlations in the GFSR algorithm. Furthermore, for the generators based on a judicious decimation (e.g. k = 3; 5; 7) of GFSR generators (with two lags) or when primitive pentanomials are used as a basis for a generator, our results show that similar behavior is observed, but with much weaker correlations. Thus, generators using three consequtive exclusive{or operations shu e bits much better than Rp generators in which only one exclusive{or operation is used. This results from the fact that compared with Rp generators, in ZIFFp generators the three{point correlations are much farther apart, and therefore higher order correlations dominate 22]. Although we are not aware of any theoretical studies for PENTAp generators, we could assume that this is what happens for them also. In other words, the approach of using multiple exclusive{or's does not actually remove the correlations but makes them weaker.
Summary and Discussion
Modern high speed computers and demanding applications, such as high precision Monte Carlo simulations in physical sciences 3] and stochastic optimization 4], have greatly increased the need for fast but reliable random number generation. To this end, e cient tests of random number algorithms and generators are needed. This calls for new empirical and theoretical tests. Although theoretical tests based on studying some properties of algorithms give us basic knowledge of the properties of PRNG's, random number testing remains mainly an empirical science. Though no empirical test can ever prove the \goodness" of any random number sequence, such tests give us a valuable insight into their properties. However, since the number of possible tests is practically unlimited, the most important tests should be such that they mimic the properties of the applications in which the random number sequences will be used. This idea naturally leads to the concept of application speci c testing introduced in the present work.
We have presented and analyzed four simple tests for detecting correlations in random number sequences. The cluster test is based on the idea of comparing the cluster size distribution of a random lattice with the Ising model at an in nite temperature. Our analysis shows that it is particularly e cient in nding periodic correlations on bit level. Another test based on the use of the Ising model is the autocorrelation test, in which integrated autocorrelation times of some quantities of the Ising model are calculated. This test is very sensitive to correlations in successive random numbers which are used in the cluster formation process of the Wol algorithm. The two other tests which are based on ideas of random walks, namely the random walk and n{block tests, can be used to quantitatively nd the range of correlations for many generators.
As far as the PRNG's are concerned, our analysis shows that the origin of the errors observed in Refs. 12, 13, 14, 15, 16] for GFSR generators, must be due to the triple correlations. We have also tested a set of novel generators which should be able to avoid this problem by using four lags instead of two. Such generators can be formed by using tables of primitive pentanomials 29] or by decimating GFSR sequences 22, 37]; i.e. taking every third number of their sequence, for example. Our results show that such approaches do not completely eliminate correlations but do make them much weaker and therefore greatly improve the quality of generated random numbers. Such generators indeed passed all our tests, when the longest lag parameter p was chosen large enough (p 1279).
Finally, we would like to point out that our results are not only restricted to those particular models which have been studied in this work but have relevance in other applications as well. For example, in connection with studies of other models using random walks such as percolation phenomena and di usion limited aggregation, those generators which failed our tests should be avoided.
In conclusion, our aim has been to introduce a set of tests which are application speci c from the point of view of Monte Carlo computer simulations in particular. 
