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EXIT PROBLEMS FOR JUMP-DIFFUSION PROCESSES WITH
UNIFORM JUMPS
MARIO LEFEBVRE*
Abstract. The problem of computing the moment-generating function of
the first exit time T (x) from the interval (a, b) for a time-homogeneous jump-
diffusion process X(t), starting from X(0) = x, is considered. The jump sizes
are assumed to be uniformly distributed. Exact results are obtained when
the jumps can be large, as well as approximate analytical solutions when the
jumps are small. The mean of T (x) and the probability P [X(T (x)) ≤ a] are
also computed in important cases.
1. Introduction
Let {B(t), t ≥ 0} be a standard Brownian motion and {Ni(t), t ≥ 0} be Poisson
processes, with rate λi, for i = 1, 2. The three stochastic processes are assumed
to be independent. Moreover, let {Yi, i = 1, 2, . . .} be independent and identi-





for 0 ≤ y ≤ β1. (1.1)





for −β2 ≤ z ≤ 0. (1.2)
The random variables Yi and Zj are also assumed to be independent between
themselves.
We consider a jump-diffusion process {X(t), t ≥ 0} whose continuous part is
a time-homogeneous diffusion process with infinitesimal mean µ[X(t)] and infini-
tesimal variance σ2[X(t)]. Moreover, there are Poissonian jumps, so that X(t) is
such that
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Next, let T (x) be the first exit time of X(t) from the interval (a, b):
T (x) = inf{t ≥ 0 : X(t) /∈ (a, b) | X(0) = x ∈ [a, b]}. (1.4)
In this paper, we are interested in computing the moment-generating function of
T (x), as well as its mean and the probability P [X(T (x)) ≤ a].
Jump-diffusion processes are used in mathematical finance as models for the
evolution of stock prices (see Merton [9] and Dong and Han [4]), and also in relia-
bility theory (Ghamlouch et al. [5]). First-passage-time problems for these jump-
diffusion processes have been considered, among others, by Abundo [1] and Kou
and Wang [7] (see also the references therein). Peng and Liu [10] computed the mo-
ments of first-passage times for jump-diffusion processes with Markovian switch-
ing. Bo and Lefebvre [3] worked on mean first-passage times for two-dimensional
diffusion processes with jumps.
In Abundo [1], the author assumed that the jumps (positive and/or negative)
were of constant size. Kou and Wang [7] proposed an asymmetric double exponen-
tial distribution for the jump sizes, while Dong and Han [4] used a hyper-Erlang dis-
tribution. Other possibilities are log-normal (Merton [9]) and log-uniform (Ahlip
and Prodan [2]) distributions.
In Section 2, exact results will be obtained for important particular processes.
In Section 3, we will present examples that show that it is possible to obtain good
approximations to the exact solutions when the jump sizes are small. We will end
with a few concluding remarks in Section 4.
2. Exact Results
Assume that f(x) is a twice continuously differentiable function. The infinites-
imal generator of the process {X(t), t ≥ 0} defined in (1.3) is
Lf(x) = 1
2












for x ∈ (a, b). If we assume further that the conditional transition density function
p(x1, t;x0, t0) := lim
dx1↓0
P [X(t) ∈ (x1, x1 + dx1] | X(t0) = x0]
dx1
(2.2)
exists for t > t0 (see Gihman and Skorohod [6]), then we can write that the
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The boundary condition is
M(x) = 1 if x /∈ (a, b). (2.5)
We can prove the following proposition.
Proposition 2.1. Suppose that the function M(x) defined in (2.3) is three times
differentiable, and that σ2(x) and µ(x) are differentiable functions. If a + β1 ≥ b
























for a < x < b.
















The result is then obtained by differentiating the above equation and using the
fact that M(x+ β1) = M(x− β2) = 1 for all x in the interval (a, b). 
Remark 2.2. (i) The general solution of Eq. (2.6) will contain three arbitrary
constants. When a and b are both finite, we can write that
M(a) = M(b) = 1. (2.8)
Moreover, by definition, 0 < M(x) ≤ 1. This condition is useful when a = −∞ or
b =∞; that is, in the case of a one-barrier problem.
(ii) If we can determine the values of two constants, we can then substitute the
expression obtained into Eq. (2.4) to find the remaining constant. In some cases,
symmetry can be used to obtain a third condition.
In the case of the function
m(x) := E[T (x)], (2.9)
the left-hand side of Eq. (2.4) is replaced by −1, while it is replaced by 0 for
p(x) := P [X(T (x)) ≤ a]. (2.10)
Proceeding as above, we obtain the following corollaries, in which we assume that
σ2(x) and µ(x) are differentiable functions.
Corollary 2.3. Suppose that the function m(x) defined in Eq. (2.9) is three times




















for a < x < b, subject to the boundary condition
m(x) = 0 if x /∈ (a, b). (2.12)
Corollary 2.4. Suppose that the function p(x) defined in Eq. (2.10) is three times




















for a < x < b, subject to
p(x) = 1 if x ≤ a and p(x) = 0 if x ≥ b. (2.14)
2.1. Particular case. Suppose that σ2(x) ≡ 1 and µ(x) ≡ 0, so that the con-
tinuous part of the process X(t) is a standard Brownian motion, λ1 = λ2 = 1,
β1 = β2 = 1, a = 0 and b = 1. Equation (2.6) then reduces to




4 + 2α. (2.16)
The solution of the linear o.d.e. with constant coefficients (2.15) that satisfies the
boundary conditions M(0) = M(1) = 1 is
M(x) = 1 + c1




where c1 (= c1(α)) is an arbitrary constant.
By symmetry, we can write that M ′(1/2) = 0. Unfortunately, this third condi-
tion does not enable us to determine the value of the constant c1. However, if we


















we can deduce an explicit expression for c1:
c1(α) =
αγeγ
(α+ 1)γ (eγ + 1) + 2(eγ − 1)
. (2.19)
The moment-generating function M0(x) of the random variable T (x) when there























for 0 ≤ x ≤ 1. (2.20)
The functions M(x) and M0(x) are shown in Figure 1 in the case when α = 1.
We have c1(1) ' 0.3426.
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Figure 1. Functions M(x) (above) and M0(x) in the interval
[0, 1] when α = 1, σ2(x) ≡ 1, µ(x) ≡ 0, λ1 = λ2 = 1 and
β1 = β2 = 1.
Next, to obtain m(x) := E[T (x)], we must solve (see Eq. (2.11))
1
2
m′′′(x)− 2m′(x) = 0 (2.21)
for 0 < x < 1, subject to the boundary conditions
m(x) = 0 if x = 0 or 1. (2.22)
We easily find that
m(x) = c1
(
e2(x−1) + e−2x − 1− e−2
)
. (2.23)










we conclude that we must choose c1 = −1/2. The functions m(x) and m0(x) :=
x(1− x) (when λ1 = λ2 = 0) are presented in Figure 2.
Finally, the function p(x) := P [X(T (x)) ≤ 0] satisfies the o.d.e. (see Eq. (2.13))
1
2
p′′′(x)− 4p′(x) = 2 (2.25)
for 0 < x < 1. The boundary conditions are


















Figure 2. Functions m(x) (below) and m0(x) in the interval
[0, 1] when σ2(x) ≡ 1, µ(x) ≡ 0, λ1 = λ2 = 1 and β1 = β2 = 1.



















When there are no jumps, p0(x) := P [X(T (x)) ≤ 0] = 1 − x. The functions
p(x) and p0(x) are almost identical, as can be seen in Figure 3.
Figure 3. Functions p(x) and p0(x) in the interval [0, 1] when
σ2(x) ≡ 1, µ(x) ≡ 0, λ1 = λ2 = 1 and β1 = β2 = 1.
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In the next section, we will consider the case when β1 and β2 are small.
3. Approximate Results for m(x)
In the previous section, we obtained exact results which are valid when β1
and β2 are large, relative to the length of the interval [a, b]. We will now derive
approximate results for m(x) when β1 and β2 are both small. These approximate
results will be exact or almost exact in the subinterval [a+ β2, b− β1]. We could
also try to compute the moment-generating function M(x) and the probability
P [X(T (x)) ≤ a].
First, when the continuous part of the process {X(t), t ≥ 0} is a standard
Brownian motion and λ1 = λ2 = 0, the function m(x) is given by
m(x) = −(x− a)(x− b) for a ≤ x ≤ b. (3.1)
Let us look for a solution of the form
m(x) = c1 (x− a)(x− b) for a ≤ x ≤ b (3.2)
of the integro-differential equation
−1 = 1
2












Suppose that x ∈ [a + β2, b − β1]. If we substitute the function in (3.2) into
Eq. (2.11), we find that we must have
0 = [σ2(x)]′ + 2µ(x) + (2x− a− b) [µ′(x)− λ1 − λ2] (3.4)
+λ1 (2x+ β1 − a− b) + λ2 (2x− β2 − a− b).
It follows that µ′(x) must be equal to zero, which then implies that




[σ2(x)]′ + λ1β1 − λ2β2
}
. (3.5)
We can now state the following proposition.
Proposition 3.1. If µ(x) is equal to the constant µ0 defined in Eq. (3.5), then
the function m(x) := E[T (x)] is given by
m(x) = c1 (x− a)(x− b) for a+ β2 ≤ x ≤ b− β1, (3.6)
where the constant c1 is obtained by substituting the above expression for m(x)
into the integro-differential equation (3.3).
As a first example, let us take σ2(x) ≡ 1, λ1 = λ2 = 1, β1 = β2 = 1/10, a = 0
and b = 1. Then we must choose µ(x) ≡ 0. We find that c1 ' −0.9934. When we
use the function
m(x) = −0.9934x(x− 1) (3.7)
in the interval [0.9, 1], the difference between the value taken by the right-hand
side of Eq. (3.3) and −1 goes from 0 to approximately 0.053 (and, similarly, it
goes from 0.053 to 0 in the interval [0, 0.1]).
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Next, if σ2(x) = x in the interval [1, 2], we must then take µ(x) ≡ −1/2. This
time, the constant c1 is approximately equal to −0.6634. The error in the interval
[1.9, 2] increases from 0 to ' 0.035.
3.1. Special case. To conclude, we will consider the special case when λ1 =










m(x+ y) = m(x) + ym′(x) +
1
2
y2m′′(x) + . . . (3.9)









m′′(x) + µ(x)m′(x). (3.10)
As an example, let us assume that σ2(x) = x2 and µ(x) = x, so that {X(t), t ≥
0} is a geometric Brownian motion with Poissonian jumps. We take λ = 1, β =









m′′(x) + xm′(x). (3.11)
The solution that satisfies the boundary conditions m(1) = m(2) = 0 is



















' − ln(150x2 + 1) + 33.97 arctan(12.25x)− 45.57. (3.12)
With the above function, we find that the difference between the right-hand
side of Eq. (3.3) and −1 in the interval [1.1, 1.9] decreases from about −0.000055
to −0.0000031. Hence, the expression obtained for m(x) is almost exact. In the
interval [1.9, 2], the error increases to approximately 0.0156. Finally, the error is
strictly decreasing in [1, 1.1], with a value of approximately 0.0447 at x = 1.
4. Concluding Remarks
In this paper, we obtained explicit solutions to a difficult problem, namely that
of computing the moment-generating function and/or the mean of the first exit
time T (x) from the interval (a, b) for jump-diffusion processes {X(t), t ≥ 0}, as
well as the probability P [X(T (x)) ≤ a]. The jumps were assumed to be uniformly
distributed, which is an important case for the applications.
In Section 2, we derived exact results for a standard Brownian with jumps,
while in Section 3 we computed approximately E[T (x)] for important processes,
in particular when the continuous part of X(t) is a geometric Brownian motion,
which is used very frequently in mathematical finance. The approximate results
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were either exact or very precise in the interval [a + β2, b − β1], when β1 and β2
are both small.
The results presented in Sections 2 and 3 are complementary, because those in
Section 2 were valid when a + β2 ≥ b and b − β1 ≤ a, thus when β1 and β2 are
large enough relative to b− a.
When the jump sizes are small, we can use the results obtained in this paper to
compute approximately the control that minimizes or maximizes the time spent
in the interval (a, b) by the controlled processes {Xu(t), t ≥ 0} defined by

















where b0 6= 0 is a constant and u(·) is the control variable; see Lefebvre [8].
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