(1) a first-arrival time inverter to find upper crustal velocity structure and (2) a forwardmodeling technique that allows the direct use of the inverted upper crustal solution in modeling secondary reflected arrivals. We find that the crustal thickness increases from 30 km beneath the metamorphic core complexes in the southern Basin and Range province to about 42 km beneath the northern Transition Zone and southern Colorado Plateau margin. We observe some crustal thinning (to -37 km thick) and slightly higher lower crustal velocities farther inboard; beneath the Kaibab uplift on the north rim of the Grand Canyon the crust thickens to a maximum of 48 km. We observe a nonuniform crustal thickness beneath the Colorado Plateau that varies by -15% and corresponds approximately to variations in topography with the thickest crust underlying the highest elevations. Crustal compositions (as inferred from seismic velocities) appear to be the same beneath the Colorado Plateau as those in the Basin and Range province to the southwest, implying that the plateau crust represents an unextended version of the Basin and Range. Some of the variability in crustal structure appears to correspond to preserved lithospheric discontinuities that date back to the Proterozoic Era.
ity structure using finite difference travel time calculations. Our motivation for developing and applying new techniques for long-offset seismic data analysis was to find a fast, accurate way to invert for upper crustal velocity structure in regions with strong lateral-velocity contrasts and immediately apply the results into a model for the lower crust without translating or adapting the inverted solution. Solving for upper crustal velocity structure by conventional ray-tracing methods can be the most time-intensive and tedious part of interpreting long-offset data, and translating results from existing inversion schemes into forward layer-based modeling methods can also be timeconsuming and result in a loss of detail. We include an interpretation of the 1987 PACE data using the new methods discussed above as a way to test and compare results from the finite difference techniques with results from ray-tracing methods. The 1987 and 1989 profiles were adjoining, and some shot points were used during both experiments. We thus found it useful in interpreting the new 1989 data to model both profiles together. The crustal and upper mantle velocity structure for the two PACE refraction profiles was derived from four major seismic phases: refracted arrivals from the upper crust (P#) and upper mantle (Pn) and reflected phases from a middle crustal horizon (PIP) and the Moho (PmP). The middle crustal reflection (PIP) was observed on 11 shots on the Colorado Plateau profile and provided primary control for the velocity between 5 and 20 km depth. The reflection from the crust-mantle boundary (ProP) was observed on eight shots on the Colorado Plateau profile and two shots on the Grand Canyon profile. This phase provided control on estimates of lower crustal velocity and crustal thickness. Pn refractions were observed on five long-offset shots and provide control on upper mantle velocities only across the Transition Zone and the southwest margin of the plateau.
Description of the Experiment and Resulting Data
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Modeling Methods
We assessed the seismic velocity of the crust and upper mantle along the PACE long-offset seismic profiles using three complementary methods. A finite difference tomographic inversion method was used to analyze refracted arrivals traveling through the upper crust (Pt7). We then extended our velocity model downward into the middle and lower crust by employing a finite difference technique to forward model the propagation of seismic energy down to, and back up from, a reflecting interface at depth. By incorporating the inverted solution for upper crustal velocity in our grid, we were able to accurately model the effects of near-surface upper crustal structures (i.e., basins) on the arrival times of secondary arrivals. As a final step we used a finite difference solution to the acoustic wave equation to model the character and amplitudes of long-offset arrivals. This allowed us to test the nature of velocity discontinuities at depth. We discuss aspects of the inverse imaging techniques in some detail below, since they are not described elsewhere in the literature. Later in the text, after presentation of the seismic velocity models, we discuss the errors associated with these modeling techniques as applied to the Colorado Plateau data.
First-Arrival
Travel Time Inversion for Upper Crustal Velocity Structure
The shallow fraction of the crust along the PACE profiles is very heterogeneous, particularly across the metamorphic core complex belt and the Transition Zone of the Colorado Plateau. Velocity variations of the order of 50%-100% occur across distances of a few kilometers . This dramatic structural variation makes for a time-consuming analysis of upper crustal velocity structure while also complicating the modeling of the deeper structure; tomographic inversion methods are thus the most effective means to analyze this complex portion of the velocity model. Any seismic tomography procedure requires an ability to compute travel times and/or ray paths, stabilize and invert a large set of algebraic equations, and assess model reliability. We discuss these three aspects of the tomography problem separately.
Computing travel times and ray paths. The computation of travel times is prerequisite to inverting observed travel times and thereby estimating the subsurface structure. We employ a finite difference travel time technique initially developed by Vidale [1988] and since extended by Vidale [1990] to perform more accurately in the presence of large velocity contrasts. In Vidale's [1988] method, travel times are extrapolated outward from the source region to each point in the model (described by a finite difference mesh). To handle structures with large velocity contrasts, Vidale [1990] added a recursive element to the algorithm that searches for refracting waves which may have been overlooked in the original algorithm. The resulting algorithm more accurately times refracted and turning waves for a moderate increase in computation time. Ray paths are computed by following the gradient in travel time from the receiver to the source. To account for the large changes in elevation along the profiles (about 2 km of relief), we position the sources and receivers within a two-dimensional model, which is easily accommodated in the finite difference grid. Most often, a receiver will not be located on a grid point of the model, so the arrival time to a receiver is estimated using Although the forward problem (computing times when given a velocity structure) may be solved with a number of approaches, solving the inverse problem (estimating the structure given a set of observed times) is more difficult. In media with small slowness variations the relationship can be linearized using Fermat's principle, resulting in a much simpler mathematical relationship. Unfortunately, because of the strongly heterogeneous uppermost crust along the PACE profiles, we cannot directly employ this simplification. We can, however, adopt the common approach of solving the nonlinear travel time equations iteratively, using Fermat's principle in successive iterations to linearize each step toward a solution of the nonlinear problem. Clearly, in this iterative scheme the initial velocity model plays an important role. We tested initial onedimensional velocity structures based on a priori information from other studies of the area or areas with similar geologic characteristics. We tried a range of reasonable initial models, and all converged to more or less the same slowness structure, which is described below in a subsequent section. We discretize the velocity structure using constant slowness cells and represent the i th slowness model using a vector notation si. At each iteration the relationship between the travel times and the slowness perturbation, 8si+• = si+• -si, is 
where L i is a matrix of ray lengths and 8t i is the vector of travel time residuals both evaluated using slowness estimate si, I is the identity matrix (with the dimensions of the slowness model), and A is a submatrix of Laplacian smoothness constraints. We solve (3) using the LSQR algorithm of Paige and Saunders [1982] . Appropriate values for • and o-are estimated using a trial and error approach. Resolution. Resolution in tomography depends on three properties of the problem. The signal band width, the sourcereceiver distribution, and the velocity structure itself. Three approaches are usually adopted to investigate resolution in tomographic problems. The simplest is a hit count analysis. In this simple analysis the number of rays sampling a given cell, or the sensitivity of all the travel times to each node, are examined to identify regions of good coverage (and hence good resolution is inferred) and poor coverage. The second approach to resolution analysis is the construction of synthetic tests using the data distribution [Humphreys and Clayton, 1988] . The synthetic test may be an attempt to construct point-spread functions or may be an attempt to reconstruct the major features of the model simultaneously. The third common method of resolution analysis is the use of the resolution matrix constructed from an extension of linear inverse theory. Typically, the diagonals of the resolution matrix are displayed, and a certain value is chosen to indicate "good" resolution. The resolution matrix is a construct well-suited to the study of linear problems. However, the extension of this tool to nonlinear problems is always questionable, particularly when the solution is approached iteratively [Shaw and Orcutt, 1986] . Each of the above resolution diagnostics depends on the velocity structure used to construct the resolution measures. Quantitatively connecting a hit count, synthetic test, or resolution matrix with the actual accuracy of the reconstructed image is not straight forward. A combination of these resolution indicators can provide some intuition into the resolving power of the data. We have chosen to use LSQR and thus do not construct a formal resolution matrix; we use a combination of hit count and synthetic tests to estimate the degree of uniqueness of the solution.
We can get a rough idea of the maximum resolution of the data by examining the Fresnel Zones. The Fresnel Zone is calculated by computing the travel time from the source to a point in the model and then on to the receiver. At the turning depth the Fresnel Zone is about 2 km wide, which indicates the practical limit on interpretation of the structure at depth. As expected, the Fresnel Zone is smaller at shallow depths where velocities are lower and resolution should be better in these regions, provided there is adequate sampling by the data. 1. The intersecting Colorado Plateau velocity model (this paper) and an independent, receiver-function analysis of broadband teleseismic data [Ruppert, 1992] show the crustal thickness at the tie point with the Grand Canyon profile to be 37 km. Ray trace modeling of the earlier wide-angle reflection recorded from shot 82 also yields a 37 km depth estimate, and we thus correlate this phase with ProP.
2. The wide-angle reflection observed from shot 83 is a high-amplitude arrival followed by a -1-s-thick packet of energy which we interpret to be coda [cf. Wolf and Cipar, 1993 4. The deeper of the two wide-angle phases recorded from shot 82 is a band-limited, low-frequency (2-7 Hz) arrival which is difficult to identify on the shot record without low pass filtering (<7 Hz) (Figure 12 ). This is surprising given that the shot generated higher frequencies overall than any other shot ( Figure 13 ). The band-limited nature of this arrival despite the presence of higher-frequency energy at the source requires one of two things: (1) either the energy from shot 82 was more rapidly attenuated at deep depths in the crust, or (2) the deep reflected phase corresponds to a longer-wavelength velocity transition which is transparent to higher-frequency energy. We can tentatively rule out observation I above, given that higherfrequency energy (5-15 Hz) is present in the record section and overprints the deep arrival but does not contribute to it.
We thus determine that this reflection is different than all other deep reflections from beneath the Colorado Plateau and speculate that it may result from a second-order velocity discontinuity occurring over a thickness of hundreds of meters. An important consequence of the Grand Canyon model is that we should expect to see a Pn phase crossing over and becoming a first arrival at about 120-140 km offset. We interpolated the Grand Canyon profile velocity model to a 100-m grid in the same way as the Colorado Plateau profile and generated a synthetic seismogram for shot 82 by solving the acoustic wave equation. We found that our Grand Canyon model predicts crossover of the Pn phase at about 135 km offset (Figure 14) . We plotted the predicted arrival time of the Pn phase on the real data from shot 82 (Figure 14) , but the high amplitudes of ambient noise present on that and the other seismograms recorded on the Colorado Plateau make the unequivocal identification of a weak phase like Pn impossible. We observe a very faint apparent phase at the approximate travel time appropriate for Pn but only across 4 or 5 traces at a time. Given the high-amplitude noise on the data and the low predicted amplitudes of the Pn phase, we feel that our model is still viable, despite the lack of an obvious Pn phase.
For reasons outlined in observations

Implications of Errors Associated With the Analysis
Like nearly all long-offset crustal studies, our best control is on the uppermost crust, where we can measure the velocity directly from the travel times of direct and refracted waves (P#). The travel time inversion for velocity converged to a solution with an RMS misfit of 0.06 s. We estimate the maximum picking error to be 0.1 s on the PACE data (for this error analysis we assume that the phase correlations were correct). 
Geologic Implications of the Seismic Velocity Models
The Grand Canyon and Colorado Plateau velocity models have important implications for the compositional makeup of the plateau. Here we consider these implications, utilizing a laboratory data base of acoustic velocities measured at elevated confining pressures (up to 1 GPa) for a range of representative rock compositions [Holbrook, 1988] . We also correct for temperature effects, using two end-member geothermal gradients. [Smiley, 1958] ) and the presence of an active magma chamber identified from teleseismicp wave residuals [Stauber, 1982] . Lachenbruch and Sass [1978] and Sass et al. [1994] have speculated that this relatively low surface heat flow is the result of hydrologic convection in the Coconino sandstone, leaving some ambiguity in the thermal conditions that exist at depth. Given the igneous activity evident along the plateau margin and the proximity to the high .,, , . Davis [1978] analyzed the geologic and spatial relationships of the plateau monoclines and concluded that they were controlled by a preexisting mosaic of basement fracture zones (oriented N20øW and N55øE) that were uplifted by reverse movements resulting from strong regional northeast directed compressive stress. Davis [1978] 
