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ABSTRACT
Downwardwave coupling occurswhen anupward-propagating planetarywave from the troposphere decelerates the
flow in theupper stratosphere and formsadownward reflecting surface that redirectswavesback to the troposphere.To
test this mechanism and potential factors influencing the downward wave coupling, three 145-yr sensitivity simulations
with NCAR’s Community Earth System Model [CESM1(WACCM)], a state-of-the-art high-top chemistry–climate
model, are analyzed. The results show that the quasi-biennial oscillation (QBO) and SSTvariability significantly impact
downwardwave coupling.Without theQBO, the occurrence of downwardwave coupling is significantly suppressed. In
contrast, stronger and more persistent downward wave coupling occurs when SST variability is excluded.
The above influence on the occurrence of downward wave coupling is mostly due to a direct influence of the
QBO and SST variability on stratospheric planetary wave source and propagation. The strengths of the
tropospheric circulation and surface responses to a given downward wave coupling event, however, behave
differently. The surface anomaly is significantly weaker (stronger) in the experiment with fixed SSTs (without
QBO), even though the statistical signal of downward wave coupling is strongest (weakest) in this experiment.
This apparent mismatch is explained by the differences in the strength of the synoptic-scale eddy–mean flow
feedback and the possible contribution of SST anomalies in the North Atlantic during the downward wave
coupling event. The weaker synoptic-scale eddy–mean flow feedback and the absence of the positive NAO-
related SST-tripole pattern in the fixed SST experiment are consistent with a weaker tropospheric response to
downward wave coupling. The results highlight the importance of synoptic-scale eddies in setting the tro-
pospheric response to downward wave coupling.
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1. Introduction
The vertical transport of energy via planetary-scale
waves, forced by orography and land–ocean heating
asymmetries, represents an important source of mutual
dynamic coupling between the stratosphere and tropo-
sphere. The waves transport total eddy momentum and
heat fluxes and therefore lead to a deviation of the
stratospheric mean state from radiative equilibrium. An
intensification of these planetary-scale waves occurs in
winter, in the presence of westerly winds weaker than a
critical value that depends on the horizontal scale of the
waves (Charney and Drazin 1961; Eliassen and Palm
1961;Matsuno 1970). The variability of the stratospheric
polar vortex during winter is primarily driven by the
interaction between tropospheric forced planetary
waves and the stratospheric mean flow. The strength of
the polar vortex is further determined by a combination
of natural and anthropogenic forcings, such as the quasi-
biennial oscillation (QBO) of equatorial stratospheric
winds, variations in sea surface temperatures (SSTs),
volcanic eruptions, the 11-yr solar cycle, and anthropo-
genic emissions (e.g., Holton and Tan 1980; van Loon
and Labitzke 1987; Robock 2000; Gray et al. 2010;
Schimanke et al. 2013).
The dependence of the strength of stratospheric polar
vortex on the phase of the tropical QBO was first pro-
posed by Holton and Tan (1980). In the so-called
Holton–Tan (HT) mechanism, the vortex remains in
an undisturbed, colder state when the QBO is in its
westerly phase and favors a disturbed, warmer state
during the east phase of the QBO. This is related to the
shifting of the critical line toward the Northern Hemi-
sphere (NH) subtropics, followed by a poleward dis-
placement of the planetary waveguide during the QBO
east phase, which directs more waves to polar regions
and decelerates the vortex through enhanced wave–
mean flow interactions. The warmer andmore disturbed
polar vortex during the QBO east phase is often re-
flected with a higher frequency of sudden stratospheric
warming (SSW) events (Labitzke 1982). Lu et al. (2014)
recently illustrated this process by showing that a formation
of a midlatitude waveguide during the QBO east phase
provides a favorable pathway formore upward- (358–508N,
30–200hPa) and northward- (358–608N, 20–5hPa) propa-
gating planetary waves, which eventually dissipate and
break in the high-latitude upper to middle stratosphere.
However, Garfinkel et al. (2012) argue that the QBO-
induced secondary meridional circulation is more impor-
tant than the subtropical critical line for the polar QBO
signals during the east phase of the QBO. The secondary
QBO circulation acts as a barrier for planetary wave
propagation in themiddle to upper stratosphere during the
easterly phase, resulting in enhanced wave convergence in
the polar stratosphere and therefore a more disturbed
polar vortex.Even though the evidence is inconclusive as to
which mechanism dominates the QBO–vortex interaction,
both above-mentioned mechanisms contribute to the
probability of the breakdown of the vortex.
The SST variations can impact the stratospheric polar
vortex through different mechanisms. For example, van
Loon and Labitzke (1987) first presented how tropical
SSTs can influence the stratospheric polar vortex during
the warm phase of ENSO (i.e., El Niño). They showed
that warm ENSO events are associated with increased
frequency of SSWs and therefore a warmer and more
disturbed polar vortex. This was further confirmed by
some general circulation model (GCM) studies (e.g.,
Hamilton 1993; Manzini et al. 2006) showing that the
warmings observed during El Niño years are associated
with the amplification of upward planetary wave con-
vergence. More recently, using the global coupled cli-
matemodel GFDLCM3, Li and Lau (2013) showed that
enhancement or attenuation of the amplitudes of zonal
wavenumbers 1 and 2 during ENSO events modulates
the frequency of occurrence of stratospheric polar vor-
tex anomalies. By combining ENSO–QBO effects on
the vortex state, Calvo et al. (2009) showed that weak
and warm polar vortices occur during warm ENSO in
the late winter during both QBO phases. In addition to
ENSO, other mechanisms including large-scale North
Atlantic temperature (Omrani et al. 2014; Keenlyside
and Omrani 2014; Omrani et al. 2016), extratropical
SST in the Pacific basin (Hurwitz et al. 2012), and sea ice
(Jaiser et al. 2013) are also important for stratospheric var-
iability through ocean–atmosphere coupling mechanisms.
Over the past two decades, the role of downward-
propagating planetary waves, in particular the wave
reflection, has been continuously investigated to eluci-
datemechanisms for stratosphere–troposphere coupling
(e.g., Harnik and Lindzen 2001; Perlwitz and Harnik
2003; Harnik 2009; Shaw and Perlwitz 2013). The so-
called downward wave coupling (DWC) describes the
stratospheric downwardwave reflection that impacts the
troposphere. DWC occurs when upward-propagating
planetary waves from the troposphere decelerate the
flow in the upper stratosphere and form a negative me-
ridional potential vorticity (PV) gradient and a vertical
reflecting surface as well as a vertically bounded high-
latitude meridional waveguide. During NH winter, re-
flecting surfaces typically develop above 10hPa on a
weekly time scale. They act as a stratospheric barrier
for upward-propagating waves. In the high-latitude
stratosphere, a meridional waveguide forms at around
508–808N and further directs downward-propagating
stratospheric waves toward the troposphere (Harnik
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and Lindzen 2001; Shaw et al. 2010). Recently, Shaw and
Perlwitz (2013) defined a wave coupling index based on
stratospheric eddy meridional wave-1 heat flux to ex-
amine the impact of DWC on the NH winter tropo-
sphere (see also Dunn-Sigouin and Shaw 2015). They
show that multiple stratospheric wave reflection events
are associated with a strong polar vortex and a positive
phase of a North Atlantic–like oscillation in the tropo-
sphere. However, the factors which influence DWC and
its subsequent impacts on the tropospheric circulation are
still unclear. We try to address this question within
this study.
The goal of the present study is to examine to what
extent natural forcing factors, such as the QBO and SST
variability, influence the occurrence and variability of
DWC. For that purpose, we perform a set of sensitivity
experiments with the fully coupled Community Earth
SystemModel, version 1.0.2, with theWholeAtmosphere
Community Climate Model [CESM1(WACCM)], where
we systematically switch on and off the influence of the
QBOor the interactively calculated SSTs and sea ice.We
also examine how these natural forcing factors affect
the impact of DWC on the tropospheric circulation. The
paper is organized as follows. A description of the
model, experiments, reanalysis data, and our statistical–
dynamical approach are provided in section 2. In section
3, we discuss the general assessment of DWC variability
in CESM1(WACCM) and compare it to reanalysis data,
while section 4 deals with the response of the mean cli-
mate behavior and DWC characteristics with respect to
the QBO and variable SSTs and sea ice. In section 5, the
implication of DWC for the troposphere–surface system
is examined based on extreme negative stratospheric
wave-1 heat flux (DWC) events. We also discuss the
differences of tropospheric changes associated with
DWC in the absence of the QBO and SST variability.
We close in section 6 with a summary of our results.
2. Data, model experiments, and analysis
a. Model, experiments, and reanalysis data
NCAR’s Community Earth System Model, version
1.0.2, is a fully coupled climate model consisting of at-
mosphere [optionally NCAR’s Community Atmo-
sphere Model (CAM) or WACCM], ocean (POP), land
(CLM), and sea ice (CICE) components, based on the
Community Climate SystemModel (CCSM4;Gent et al.
2011). The atmospheric component of CESM used in
this study is the Whole Atmosphere Community Cli-
mate Model, version 4 (Marsh et al. 2013), a high-top
chemistry–climate model, which is an extension of
NCAR’s Community Atmosphere Model. WACCM
has a horizontal resolution of 1.98 latitude 3 2.58
longitude and 66 vertical levels from the surface to the
lower thermosphere (;140km and ;5.1 3 1026 hPa).
Interactive chemistry is calculated with the 3D chemical
transport Model of Ozone and Related Chemical
Tracers, version 3 (MOZART-3; Kinnison et al. 2007).
It includes the Ox, NOx, HOx, ClOx, and BrOx chemical
families, along with CH4 species within the chemical and
physical processes in the troposphere through the lower
thermosphere (i.e., fully interactive and fully coupled
chemistry and physics). Additional processes important
for the mesosphere and lower thermosphere, such as ion
chemistry, auroral processes, extreme ultraviolet, and
non–local thermodynamic equilibrium radiation are
also implemented (Marsh et al. 2007).
To investigate the influence of the QBO and the SST
variability on DWC, three CESM1(WACCM) simula-
tions were performed by systematically switching on and
off particular forcing factors (Table 1). The control
simulation (CTL) covers the period 1955–2099 (i.e., a
145-yr control run). This experiment is run with an in-
teractive ocean and a QBO nudging in the tropical
stratosphere between 228S and 228N following Matthes
et al. (2010). The effects of QBO nudging in CESM1
(WACCM) on extratropical and high-latitude dynamics
resemble observations. In particular, the planetary wave
propagation and residual circulation responses to the
forcing from the equatorial QBO agree well with
ERA-40 (Hansen et al. 2013). The QBO is projected
into the future by developing Fourier coefficients for the
QBO time series based on climatological values of
Giorgetta1 from the past records (1954–2004). To ex-
clude external anthropogenic influences, all anthropo-
genic forcings, such as greenhouse gases (GHGs), ozone
depleting substances (ODS), or airplane emissions were
kept constant at the 1960s level (i.e., annual cycle values
were repeated for the whole modeling time).
The second simulation is the fixed (noninteractive)
SST–sea ice experiment (FSST), which spans the period
from 1955 to 2099 (145-yr simulated period). The FSST
is the same as the CTL, except the underlying SSTs and
sea ice are held constant for each year based on clima-
tological monthly varying SSTs and sea ice of the CTL
experiment. This simulation therefore neglects any ef-
fects of interannual and intraseasonal varying SSTs–sea
ice and excludes any atmosphere–ocean–sea ice feed-
backs. While SST variability influences the stratospheric
planetary wave source, and thus the strength of DWC,
the coupling to the ocean and sea ice can influence the
response of the troposphere to a given DWC event. The
1 http://www.pa.op.dlr.de/CCMVal/Forcings/qbo_data_ccmval/
u_profile_195301-200412.html.
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third simulation uses the same settings as CTL but
without the QBO nudging for the 145-yr simulated pe-
riod (1955–2099) (NOQBO). The NOQBO experiment
exhibits constant easterly winds in the equatorial
stratosphere with an amplitude of about 210m s21. Fi-
nally, the comparison of the CTL with the NOQBO and
the FSST experiments allows us to investigate the rela-
tive role of the QBO and the SST variability on DWC
and its subsequent impacts on the troposphere.
To evaluate how realistic the DWC is in CESM1
(WACCM), daily 3D geopotential, wind, and tempera-
ture fields from the combined European Centre for
Medium-Range Weather Forecast (ECMWF) ERA-40
(Uppala et al. 2005) and the ERA-Interim (Dee et al.
2011) (hereinafter referred to as ERA) from January
1958 to December 2005 (48 yr) and altitudes from the
surface to 1 hPa (23 vertical pressure levels) were used
(see Table 1). The CESM simulation for this comparison
employs the most realistic setting [i.e., natural and an-
thropogenic forcings (for details see Table 1)]. The time-
varying anthropogenic forcings (GHG and ODS) were
obtained from the observational records until 2005.
This simulation is referred to as ‘‘all forcings’’ in the
following. Currently, only one ensemble per CESM
experiment was performed, as performing separate
simulations for each type of forcing with interactive
ocean and interactive atmospheric chemistry up to the
lower thermosphere is computationally very expensive.
b. Statistical–dynamic diagnosis
In this study, the impact of the QBO and SST vari-
ability on DWC are examined by using both statistical
and dynamical approaches, which include the wave ge-
ometry diagnostic, the time-lagged singular value de-
composition (SVD), and the transformed Eulerian
mean (TEM) diagnostics.
1) WAVE GEOMETRY
To diagnose the wave propagation characteristics of
a two-dimensional zonal-mean basic state, the wave
geometry diagnostic of Harnik and Lindzen (2001) was
employed in this study. Principally, this diagnostic
partitions the widely used refractive index (n2r ; e.g.,
Charney and Drazin 1961; Matsuno 1970) into vertical
(m) and meridional (l) wavenumber components by
solving the conservation of the quasigeostrophic po-
tential vorticity (QGPV) equation in spherical co-
ordinates. This separation provides the barriers of wave
propagation in the vertical and meridional directions.
For a nonisothermal atmosphere, a general n2r de-
composition for waves with a zonal wavenumber k and a
phase speed c is written as follows (for details, see Harnik
and Lindzen 2001):
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whereN2 is the buoyancy frequency, andb is the variation
of the Coriolis parameter with latitude. The results of an
n2r decomposition are interpreted similarly as discussed by
Charney and Drazin (1961) and Matsuno (1970). The
waves propagate in the vertical (meridional) direction
where m2. 0 (l2. 0), are evanescent where m2, 0
(l2, 0), and are reflected where m25 0 (l25 0). It is
worth noting that if the waves propagate with the
background flow (u5 c), then there exist critical
TABLE 1. Summary of CESM experiments and ERA data.
Experiment Period QBO GHGs 1 ODSs SSTs–sea ice
CTL 1955–2099 (145 yr) Nudged Fixed at 1960s level Interactively
FSST 1955–2099 (145 yr) Nudged Fixed at 1960s level Fixeda
NOQBO 1955–2099 (145 yr) No Fixed at 1960s level Interactively
All forcing 1958–2005 (48 yr) Nudged Obs Interactively
ERA 1958–2005 (48 yr)b Obs Obs Obs
a SSTs follow the climatological cycle of the CTL.
b Includes 1958–1978 from the ERA-40 and 1979 onward from the ERA-Interim.
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surfaces (l2, m2/‘) that tend to absorb or over-reflect
the propagating waves2 (e.g., McIntyre and Palmer 1983).
To retain pure real–imaginary wavenumber quantities, all
averages in time and spacewere calculated by squaring the
wavenumber and then taking a square root of the re-
spective values [e.g., hli5 sign(hl2i)3 (jhl2ij)1/2].
2) TIME-LAGGED SINGULAR VALUE
DECOMPOSITION
To study the linear statistical relationship between
tropospheric and stratospheric geopotential height asso-
ciated with a single zonal wavenumber, a time-lagged
SVD of the coupled fields was used as in Perlwitz and
Harnik (2003). This technique identifies pairs of leading
EOFs and PCs, which account for a fraction of the co-
variance between two single zonal waves jointly (for de-
tails see Perlwitz and Harnik 2003). The daily temporal
expansion coefficients were calculated as the weighted
linear projection of data at each grid point onto their
corresponding EOFs, as follows (Bretherton et al. 1992):
Ak(t)5 
Mp
i51
Vki Pi(t)5V
T
kP(t) and (4)
Bk(t1 t)5 
Ms
j51
Ukj Sj(t1 t)5U
T
kS(t1 t) . (5)
Here, P and S denote tropospheric and stratospheric
zonal wavenumber-1 geopotential heights (Z-ZWN1),
M is number of grid points, and Vk and Uk are the left
and right singular vectors at mode k, respectively. The
time-lagged SVD analysis is repeated for entire seasons
with 3-month overlapping periods only for zonal wave 1,
as it represents the dominant source of DWC (Perlwitz
and Harnik 2003; Shaw et al. 2010). The tropospheric
field is held fixed at 500 hPa, and the respective strato-
spheric levels are shifted in such a way that a negative
(positive) time lag indicates that the stratospheric (tro-
pospheric) wave fields are leading.
3) PLANETARY WAVE FORCING OF THE MEAN
FLOW
To quantify the drag exerted by planetary-scale waves
on the mean flow, the Eliassen–Palm flux (Andrews
et al. 1987) and the Plumb 3D wave activity flux (Plumb
1985) in spherical log-pressure coordinates are used also
in this study. The detailed formulation is described in
the appendix.
3. Evaluation of DWC in CESM1(WACCM)
a. DWC behavior during midwinter
We begin our evaluation with an analysis of DWC in
the all-forcings experiment of CESM1(WACCM) from
1958 to 2005 and a comparison to reanalysis data. We
first focus on the northern midwinter January–March
(JFM) mean, as it represents the most dynamically ac-
tive season. The background wind is westerly; plane-
tary wave activity is large; thus, its vertical propagation
is enhanced (e.g., Charney and Drazin 1961; Lorenz
and Hartmann 2003); and therefore dynamical cou-
pling between the stratosphere and the troposphere is
largest (e.g., Baldwin and Dunkerton 2001; Perlwitz
and Harnik 2003, Shaw et al. 2010).
Figure 1 compares the JFM climatological zonal-
mean zonal wind and zonal-mean temperature be-
tween the CESM1(WACCM) simulation and ERA. The
stratospheric polar night jet in the model is significantly
stronger and broader throughout the stratosphere. The
midlatitude jet at 1 hPa is about 5m s21 stronger in the
model, and the 20m s21 isoline reaches further down
to 20km (Fig. 1c). The subtropical tropospheric jet is
also about 5ms21 stronger in the model as compared
to reanalysis. Consistent with the positive wind bias in
the stratosphere is the cold bias in the polar stratosphere
(Figs. 1b,d), which is a common bias in chemistry–
climate models (SPARC CCMVal 2010). In addition
to the zonal wind, Figs. 1a and 1c also shows the wave
geometry; that is, the configurations of meridional
waveguide and vertical reflecting surfaces. The shaded
areas (unshaded) indicate regions where waves cannot
(can) propagate in meridional [l2(blue)] and vertical
[m2(red)] directions. In general, the wave geometry
structure in CESM1(WACCM) is in fairly good agree-
ment with ERA, except that the meridional waveguide
in the model is slightly narrower between 458 and 608N
in the troposphere, which may be related to biases in the
meridional structure of modeled zonal-mean winds in
this region. In the upper stratosphere (above 5 hPa), a
vertical reflecting surface appears at around 658–808N in
the model, which suggest that the configuration of the
modeled stratospheric polar night jet during JFM allows
downward reflection of planetary waves.
To characterize up- and downward propagation of
wave-1 anomalies, correlations from the time-lagged
leading SVD mode between wave-1 height fluctuations
at a tropospheric pressure level (500 hPa) and four dif-
ferent stratospheric pressure levels (50, 20, 30, and
10 hPa) in both CESM1(WACCM) and ERA data are
shown in Fig. 2. This investigation is an example for
wave 1, which contributes most to the DWC. Positive
lags denote upward wave coupling from the troposphere
2 In the nonlinear limit, waves undergo cycles of absorption,
reflection, or over-reflection near the critical surface when K2[
k21 l21 (f 2o /N
2)m2 increases toward infinity.
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to the stratosphere, whereas negative lags denote
downward wave coupling from the stratosphere to the
troposphere. The time-lagged SVD correlations in
CESM1(WACCM) exhibit a fairly similar twofold-
peaked structure as those observed in ERA (Figs. 2a,d).
In particular, the maximum positive correlations (i.e., the
troposphere leads the stratosphere) occur one day early
and are higher than the observed peaks in ERA. This
suggests that the simulated upward wave coupling be-
tween the troposphere and the stratosphere has a faster
vertical group velocity than in ERA. Consistent with the
upward wave-energy flux propagation, there is a west-
ward phase tilt with height (Figs. 2c,f; Table 2). Note that
the group velocity of a quasi-stationary Rossby wave is
tangent to phase lines in a horizontal plane, where phase
lines associated with the upward- (downward-) propa-
gating Rossby wave group velocity are tilted westward
(eastward) with height (Charney and Drazin 1961). In
addition, the associated wave-1 amplitudes at 10 and
500hPa in the model are larger compared to ERA and
therefore are consistent with higher SVD correlation
peaks at positive time lags.
FIG. 1. JFM average of the zonal-mean zonal wind and zonal-mean temperature between 108 and 908N and 1000
and 1 hPa for the (a),(b) ERA and (c),(d) CESM1(WACCM) from 1958 to 2005. Shading in (a) and (c) indicates
regions of wave evanescence in the meridional (l, 0) and vertical (m, 0) directions. Contour intervals are 5m s21
and 5K for wind and temperature, respectively. The regions where the wind (temperature) exceeds 20m s21 (210K)
are hatched. The red (blue) dashed contours indicate the vertical reflecting surface (meridional waveguide) when
m 5 0 (l 5 0). The zero contour lines are plotted in thick solid black.
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In the period when the stratosphere is leading (nega-
tive lags), the correlation peak in CESM1(WACCM) is
again higher and the time lag is slightly longer compared
to ERA (Fig. 2d). Although there is virtually no separa-
tion in correlation peaks at negative time lags for
stratospheric levels below 10hPa in the model, the east-
ward phase tilt with height consistent with downward flux
of wave energy associated with DWC can still be seen in
CESM1(WACCM) (Table 2; Fig. 2e). A similar charac-
teristic of DWC signals has also been found in Shaw et al.
(2010, their Fig. 7) using the high-top CMAM version.
Shaw et al. (2010) argue that no separation in peaks of
DWC signals may be caused by the internal dynamical
damping processes in the model. In CESM1(WACCM),
the amplitudes of the wave-1 pattern associated with
DWC in the stratosphere and troposphere are larger
compared to ERA, which is again consistent with higher
correlations found in the model when the stratosphere
is leading (Fig. 2d). In addition, we also applied the
statistical and wave geometry diagnostics for wave-2
coupling in ERA and CESM (not shown). While the
formation of reflecting surfaces for wave-2 is found dur-
ing midwinter, we do not find evidence for a second peak
in SVD correlations associated with DWC. Perlwitz and
Harnik (2003) previously found a similar behavior and
argued that this is because of a short propagating period
of wave 2 into the midstratosphere (of about 2 days),
which makes it hard to separate statistically the down-
ward from the upward wave-2 propagating signals.
In summary, CESM1(WACCM) is able to capture
DWC during NH midwinter (JFM). However, there are
still small discrepancies in the time lags, phase shifts,
and strength of DWC. This could be due to the common
model biases in the background circulation which feeds
back on the wave dynamics and wave–mean flow in-
teraction (e.g., Charney and Drazin 1961; Lorenz and
Hartmann 2003). In particular, the stronger background
wind in CESM1(WACCM) (Fig. 1) can be associated
FIG. 2. (left) Lagged correlations of temporal expansion coefficients (ak, bk) between the leading wave-1 SVD mode (Z-ZWN1) at
500 hPa (fixed level) and four stratospheric levels [50 (yellow), 30 (green), 20 (blue), and 10 hPa (red)] for (a) ERA and (d) CESM1
(WACCM) during mid–late winter (JFM). The 99% and 95% significance levels are denoted with light gray shading and thicker lines,
respectively. (center)Heterogeneous regression patterns at 10 hPa (color shaded) and 500 hPa (contours) associatedwith downwardwave
coupling (Z-ZWN110 leads Z-ZWN1500 by 6 days) for (b) ERA and (e) CESM1(WACCM) . The contour interval is 30m (color shading)
for Z-ZWN1 at 10 hPa, and 5m for Z-ZWN1 at 500 hPa. (right)As in (b),(e), but for upwardwave coupling (Z-ZWN1500 leads Z-ZWN110
by 6 days). The 0-m contour is omitted.
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with stronger downward wave activity between the
stratosphere and troposphere, as highlighted by Perlwitz
and Harnik (2003) and Shaw et al. (2010).
b. Seasonal evolution of DWC
To completely assess the representation of DWC in
CESM1(WACCM),we also examine its seasonal evolution
by calculating SVD correlations (rSVD) of Z-ZWN1 for
corresponding PCs at each time lag for 3-month over-
lapping periods (Fig. 3). DWC events occur if the rSVD
at a negative time lag is highly statistically significant at
the 99% level. Compared to ERA, DWC in CESM1
(WACCM) persists throughout the winter (November–
March, Fig. 3b) whereas it only occurs between January
andMarch inERA(Fig. 3a). In addition, the time scales of
downward wave propagation in the model are relatively
longer, which indicate a slower downward group velocity
of Z-ZWN1 from the stratosphere to the troposphere.
To further understand the seasonal evolution of DWC
in CESM1(WACCM) in comparison with ERA, we also
consider the seasonal evolution of the wave geometry.
Figure 4 highlights the climatological seasonal evolution
of the meridional wavenumber (l2) averaged between 16
and 24km and the vertical wavenumber (m2) averaged
from 608 to 808N for ERA (Figs. 4a,b) and CESM1
(WACCM) (Figs. 4c,d). In ERA data, a meridional
waveguide occurs only from January through March,
with a meridional extent from 458 to 758N (Fig. 4a),
whereas inCESM1(WACCM) themeridionalwaveguide
occurs earlier from November through March (Fig. 4c)
and is slightly narrower with ameridional extent from 518
to 758N. This narrower meridional waveguide potentially
increases the occurrence of DWC in CESM1(WACCM),
as it limits the meridional wave propagation into a sub-
tropical critical surface. In addition, a narrower wave-
guide also implies the l2 is larger, and the larger l2 for a
given index of refraction implies a smaller m2, thus
leading to more downward reflection.
Stratospheric vertical reflecting surfaces in ERA form
in early winter (November–December) and during mid-
winter (February–March) (Fig. 4b). The vertical reflect-
ing surface is very high in the stratosphere (between
1–3hPa) in November–December and very low from
March onward. This wave geometry evolution is in qual-
itative agreement with previous finding by Shaw et al.
(2010) using a 27-yr ERA dataset (note that about 21
more years of the combined ERA dataset have been in-
cluded in our study). In contrast toERA, the stratospheric
reflecting surface in CESM1(WACCM) persists from
early to late winter (October–November to March–
April). The extended meridional waveguide and the lon-
ger persistence of vertical reflecting surfaces in CESM1
(WACCM) as compared to ERA are consistent with the
extended significant downward wave correlations in
Fig. 3b from November through March. However, in
October the stratospheric reflecting surface does not co-
incide with the meridional waveguide. The waves there-
fore disperse in the meridional direction and get absorbed
in the subtropical critical surface, thus causing an absence
of DWC signals during OND (Fig. 3b).
To summarize, our results show that the seasonal
evolution of DWC in CESM1(WACCM) persists longer
compared to ERA. This extension coincides with a
FIG. 3. Three-month overlapping periods of lagged SVD corre-
lations between Z-ZWN1 at 500 and 10 hPa for (a) ERA and
(b) CESM1(WACCM) from 1958 to 2005. Black dots represent
statistically significant values at the 99% level. A negative (posi-
tive) time lag indicates that the stratospheric (tropospheric) wave
field is leading.
TABLE 2. The phase differences dl at 658N between the associ-
ated SVD wave-1 patterns at 500 hPa (fixed) and various strato-
spheric levels (50, 30, and 10 hPa) in the ERA and all-forcing
experiment from CESM1(WACCM) from 1958 to 2005. Negative
(positive) time lag indicates that the stratospheric (tropospheric)
wave fields are leading.
Height range (hPa) Lag (days)
dl (8E)
ERA All forcings
500–10 26 108.4 114.2
500–30 25 81.6 90.3
500–50 24 60.3 53.2
500–10 6 2133.5 2122.7
500–30 5 2102.3 294.9
500–50 4 278.1 275.1
1950 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 73
persistent formation of a mid- to high-latitude meridi-
onal waveguide and a vertical reflecting surface at the
same time, which allow more DWC to occur. The early
onset of the wave geometry is consistent with a stronger
background zonal-mean zonal wind in the model. These
results emphasize that an accurate representation of the
stratospheric mean states and wave geometries (l2 and
m2) are necessary to properly represent the evolution of
DWC in a climate model. This evaluation also suggests
that the wave geometries and the DWC can be em-
ployed to examine the discrepancies of winter states
between models and observations.
4. The influence of QBO and SST variability on
DWC
In this section, the impact of removing QBO or
specifying climatological seasonally varying SSTs on
DWC is presented by first discussing their influences on
the background winds, the wave coupling correlation
and the seasonal variation of wave geometries.
a. Polar night jet strength
The two-way vertical (upward anddownward) planetary
wave propagation, whichmodifies the strength of the polar
vortex, can be changed by the vertical and meridional
structure of the zonally averaged zonal wind (Charney and
Drazin 1961; Limpasuvan and Hartmann 2000; Perlwitz
and Harnik 2003). Therefore, it is important to first ex-
amine how the strength and structure of the background
winds have changed in each of the experiments.
Figure 5 shows the zonal-mean zonal wind differ-
ences between the NOQBO and the CTL experiments
for 3-month overlapping periods fromNovember through
April. Without the QBO nudging, the tropical strato-
spheric winds resemble a weak but persistent east QBO
state throughout the year, with easterly winds of about
210ms21. At high latitudes, the effect of removing the
QBO and thus weak easterlies in the tropical lower
stratosphere notably weakens the polar vortex. In partic-
ular, the zonal-mean zonal wind speed is significantly
weaker by up to 22ms21 from November through Feb-
ruary and shifts downward to 100hPa in JFM. The QBO
effect on the polar vortex weakens and loses significance
from February to April (FMA) onward. The weakening
of the stratospheric polar vortex in NOQBO experiment
resembles the impact of the easterly phase of theQBO on
the polar stratospheric vortex (e.g., Richter et al. 2011; Lu
et al. 2014; Garfinkel et al. 2012). This is associated with a
significantly increased upward wave propagation (which
results in strong wave convergence) and redistribution the
region of wave absorption (see Fig. S1).
In the fixed SSTs experiments, in contrast, the vortex is
stronger and less disturbed (Figs. 5e–h). The zonal-mean
FIG. 4. The climatological seasonal cycle of the meridional and vertical wavenumbers averaged (a),(c) between 16
and 24 km and (b),(d) between 608 and 808N for ERA and CESM1(WACCM), respectively. The meridional
wavenumbers are contoured with 1 (solid) and 0.01 rad21 (thick solid line). For the vertical wavenumber, the con-
tours are shown at 0.013 1025 (thick line), 0.023 1025 and 0.043 1025 (dashed lines), and 0.06–0.33 1025 m21 in
jumps of 33 1025 m21 (thin lines). Finally, the gray shading indicates the regions of wave evanescence in meridional
(l , 0) and vertical directions (m , 0).
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zonal wind exhibits a statistically significant increase of
about 1–4ms21 in the mid- to upper stratosphere in
November–January (NDJ) and stays stronger up to
5ms21 inDecember–February (DJF). The positive zonal
wind anomalies are strongest in JFM, with differences up
to 6ms21, and get weaker during FMAwith a downward
shift of the peak toward the surface. The strengthening of
the stratospheric vortex in the FSST experiment is ac-
companied by a significant anomalous downward wave
propagation and decreased wave dissipation/breaking in
the stratosphere (Fig. S1).
In summary, the NOQBO and FSST experiments rep-
resent opposite responses on the polar vortex. The lack of
the QBO (SST variability) in CESM1(WACCM) signifi-
cantly weakens (strengthens) the stratospheric polar night
jet. These changes in the mean state will interact with up-
ward and downward planetary wave propagation. A strong
(weak) background zonal-mean zonal wind in the model
can be associated with a more (less) downward wave re-
flection in the stratosphere toward the troposphere.
b. Wave coupling correlations
To measure seasonal variations of DWC, 3-month
overlapping correlation coefficients of the time-lagged
SVD between Z-ZWN1 at 500 hPa and at 10 hPa are
computed throughout the seasons for the three differ-
ent CESM1(WACCM) experiments (Figs. 6a–c), sim-
ilar to Fig. 3. The DWC events occur if the correlation
peaks at a negative time lag (when the stratospheric
field is leading) and is statistically significant at the
99% level. The seasonal evolution of DWC in the CTL
experiment is in reasonable agreement with the all-
forcing CESM1(WACCM) experiment (including both
natural and anthropogenic forcings), where DWC ac-
tivity maximizes at about 6–7 days from DJF to FMA
(cf. Fig. 3). Therefore, the focus in the subsequent
analysis will be on the comparison between the CTL,
NOQBO, and FSST experiments.
In the NOQBO experiment (Fig. 6b), DWC occurs
over a shorter time period from January toMarch with a
weaker correlation compared to that in the CTL ex-
periment (Fig. 6a). On the other hand, DWC is signifi-
cantly stronger and more persistent over a longer period
of time (from November through April) in the FSST
(Fig. 6c) as compared to the CTL and NOQBO exper-
iments. In particular, the maximum correlation of
DWC in the FSST experiment in JFM–FMA, when the
polar night jet is strengthened and extends into the
FIG. 5. The climatological zonal-mean wind differences between 108 and 908N and 1000 and 1 hPa for (a)–
(d) NOQBO 2 CTL and (e)–(f) FSST 2 CTL during (left to right) NDJ, DJF, JFM, and FMA. The contour
interval is 1 m s21, and shaded areas represent regions with Student’s t test values at the 95% significance level. The
0m s21 contour is plotted in thick solid black lines.
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troposphere (Figs. 5g–h). The statistically significant
correlations in April–June to May–July (AMJ–MJJ)
(Fig. 6c) are not related to downward wave reflection in
the upper stratosphere, as the wave evanescence (region
with negative refractive index) covers almost the whole
NH stratosphere because of a reversal of the back-
ground winds during this period (not shown). The DWC
can thus not explain the high correlation when the
stratosphere leads in AMJ–MJJ, which might require
other dynamical processes [e.g., nonlinear wave dynamics
during final vortex breakdown (Shaw et al. 2010)]. Fur-
thermore, to better understand the DWC changes be-
tween the CTL and NOQBO experiments, we also
analyze the CTL experiment separately for east and west
QBO seasons. Indeed, we find that the DWC signal is
weaker in the CTL during east QBO and is much
strengthened during west QBO (Fig. S3). This is consis-
tent with weaker DWC signals in the NOQBO, since the
tropical winds in this experiment resemble a weak per-
sistent east-QBO state.
Based on the stratosphere–troposphere wave coupling
correlations, we showed that in the absence of the QBO,
the occurrence of DWC between stratosphere and tro-
posphere is suppressed, and only weak DWC appears in
JFM. Without SST variability, in contrast, the DWC is
stronger and seasonally persistent from November to
April. These results are consistent with differences in the
climatological strength of the stratospheric polar night jet
together with differences in planetary wave propagation
and wave–mean flow interaction, which are all influenced
by the QBO and SST variability (Figs. 5, S1, and S2).
c. Evolution of the wave geometry
To better understand the influence of the QBO and
atmosphere–ocean coupling on the nature of DWC
throughout the seasonal cycle, we consider the evolution
of the wave geometry. Similar to Fig. 4, Fig. 7 shows the
seasonal evolution of the zonal wave-1 meridional
wavenumbers (l) averaged between 25 and 30km (left)
and the vertical wavenumbers (m) averaged between
608 and 808N (right) for the three CESM1(WACCM)
experiments. The vertical averaging of l from 25 to
30km quantifies the equatorward boundary of the mid-
stratospheric meridional waveguide, which limits equa-
torward propagation of extratropical waves. On the
other hand, the meridional averaging of m between 608
and 808N quantifies the vertical extent of the reflecting
surfaces in the stratosphere.
The climatological seasonal evolution of the me-
ridional wavenumber shows that, in the absence of
QBO, the meridional waveguide exhibits a shorter
seasonal persistence than in CTL (January–February
to February–March in NOQBO vs November–December
to February–March in CTL; Figs. 7a,b). Without SST
variability, in contrast, the meridional waveguide
undergoes a longer seasonal persistence as compared to
the CTL (November–December to March–April in
FSST vs November–December to February–March in
CTL; Figs. 7a,c). This suggests that the wave reflection
in the absence of SST variability may persist longer as
a result of less meridional wave dispersion in the
stratosphere.
FIG. 6. Three-month overlapping periods of lagged SVD corre-
lations between Z-ZWN1 at 500 and 10 hPa for (a) CTL,
(b) NOQBO, and (c) FSST. Black dots represent values significant
at the 99% level. A negative (positive) time lag indicates that the
stratospheric (tropospheric) wave field is leading.
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On the other hand, the climatological seasonal cycle
of vertical wavenumbers shows that, without the QBO,
vertical reflecting surfaces occur only from January to
March (Fig. 7d). FromMay onward, the reflecting surface
builds at very low altitudes because of a gradual descent
of the zero wind line toward high latitudes after the polar
vortex breakup. In contrast, without SST variability, the
reflecting surface persists longer over an extended win-
tertime from October to April, as compared to CTL and
NOQBO (Fig. 7f). The reflecting surfaces in November
andDecember in the FSST are located at higher altitudes
near 1hPa compared to that in January–April. We note
here that the higher reflecting surface in October occurs
as a result of the strong background wind in the model,
which exceeds the critical value and leads to negative
refractive index (wave evanescence).
By combining the seasonal cycles of meridional and
vertical wavenumbers in Fig. 7, the high-latitude me-
ridional waveguide l in the absence of QBO is com-
pletely bounded above by a vertical reflecting surfacem
from January to March [which is shorter, compared to
CTL from November to March (Figs. 7a,b and 7c,d)].
This configuration coincides with themaximumDWC in
Fig. 6b during JFM. In contrast, the wave geometry
during November–December and April in NOQBO is
not bounded (Figs. 7c,d). In particular, there is no me-
ridional waveguide during these periods, and therefore,
instead of propagating vertically, the waves can propa-
gate meridionally into the subtropics where they en-
counter subtropical critical surfaces. These dynamical
features are in fairly good agreement with the anoma-
lous upward and equatorward direction of Eliassen–
Palm (EP) flux vectors in the absence of the QBO
(Figs. S1a–d).
On the other hand, without SST variability, the high-
latitude meridional waveguide l is completely bounded
above by a vertical reflecting surfacem over an extended
wintertime from November to April (Figs. 7e,f). This
configuration supports a longer seasonal activity of DWC
and is thus consistent with the persistent DWC signals in
FIG. 7. As in Fig. 4, but the meridional wavenumbers are averaged between 25 and 30 km.
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Fig. 6c. An increased DWC activity is also in good
agreement with an amplification of anomalous downward
wave flux, which strengthens the downward wave prop-
agation (Figs. S1e–h). As we noted previously, the high
correlation inAMJ–MJJ for negative time lags (when the
stratosphere is leading) is not related to DWC, as the
wave geometry configuration during this period is not
bounded by the meridional waveguide (Fig. 7e).
5. Impact of DWC on the troposphere–surface
system
Our previous results showed that the absence of the
QBO or SST variability significantly influence the
strength of DWC during NH winter. Therefore, it is
worthwhile to examine whether the absence of theQBO
and SST variability affect the impact of DWC on the
tropospheric circulation. We focus on the most active
winter season JFM, as it is a favorable period for plan-
etary wave coupling and a period where the CESM1
(WACCM) experiments exhibit significant DWC sig-
nals in the troposphere (see Figs. 6a–c).
a. Statistics of stratospheric wave-1 heat flux extremes
Previous studies have shown that a dynamical metric
based on negative stratospheric wave-1 heat flux ex-
tremes, can be used to isolate the tropospheric impacts
of DWC (Shaw et al. 2014; Dunn-Sigouin and Shaw
2015). The extreme negative (positive) high-latitude
stratospheric heat flux events are defined as the days
with a total (climatology plus anomaly) wave-1 meridi-
onal heat flux value (i.e., y 0T 0k51)
3 at 50 hPa averaged
between 608 and 908N below (above) the 10th (90th)
percentile of the JFM distribution. In this section, we
first examine the statistical distribution of total strato-
spheric wave-1 heat flux extremes and then quantify the
relative occurrence of downward versus upward wave
events among the model experiments.
The statistics of high-latitude wave-1 heat flux distri-
bution for three CESM1(WACCM) experiments are
listed in Table 3. The 10th (90th) percentile values in
Table 3 indicate the heat flux value below which 10%
(90%) of each model’s total heat flux distribution can
be found. Consistent with our previous findings, the
highest downward (upward) wave activity is seen in the
FSST (NOQBO) experiment. In particular, without SST
variability, the wave-1 heat flux value at the 10th per-
centile is lower by about 24.4% (33.8%) compared to
the CTL (NOQBO) experiment (Table 3), while without
the QBO, the wave-1 heat flux at the 90th percentile is
higher by 7.2% (22.5%) compared to the CTL (FSST,
Table 3). Correspondingly, the mean value of the wave-1
heat flux of the NOQBO (FSST) experiment is higher
(lower) than in the CTL experiment, which indicates an
increased (decreased) climatological-mean upward wave
activity in the stratosphere during wintertime. According
to the random sampling of a Kolmogorov–Smirnov test,
the distribution of the wave-1 heat flux in FSST
(NOQBO) is significantly different from the CTL distri-
bution at the 95% (93%) level (see p values in Table 3).
Figure 8 shows percentage (frequency) of extreme
negative wave-1 heat flux events (y axis) versus extreme
positive wave-1 heat flux events (x axis) between the
NOQBO (triangles) and the FSST (asterisks) with re-
spect to the CTL experiment at different stratospheric
levels, that is, 70, 50, 30, and 10hPa. Extreme negative
(positive) heat flux days are defined as the days below
(above) the 10th (90th) percentile values of the CTL
experiment. It is clearly seen that the NOQBO (FSST)
experiment shows clustering of higher frequency of days
with extreme positive (negative) wave-1 heat fluxes at
different stratospheric levels compared to the CTL.
Extreme positive (negative) wave-1 heat flux events
indicate strong net upward (downward) wave-1 activity
in the NOQBO (FSST) experiment. This frequency of
wave-1 heat flux events is in good agreement with sta-
tistically increased (decreased) occurrence of DWC in
the FSST (NOQBO) experiment. The changes in fre-
quency of extreme heat flux events are also consistent
with the climatological differences in planetary wave
propagation and wave–mean flow interaction among
model experiments (Fig. S1). Further examination of the
coupled structures (the SVD patterns at the times of
maximum upward and downward coupling) shows that
the amplitude of the waves varies between the different
runs (largest for FSST and weakest for NOQBO); the
phase differences between the stratospheric and tropo-
spheric waves are similar for both time lags (Table 4; see
TABLE 3. Kolmogorov–Smirnov (KS) two-sample test of
y0T 0k51(m s
21 K) averaged from 608 to 908N at 50 hPa during JFM.
The 10th (90th) percentile is the heat flux value below which 10%
(90%) of the total distribution can be found. The p values shown
are relative to the CTL.
Experiment Mean Std dev
10th
percentile
90th
percentile p value
CTL 15.40 25.26 210.22 49.15 1.00
FSST 12.71 22.60 212.71 43.02 ,0.05
NOQBO 16.70 27.11 29.50 52.69 ,0.07
3 For pure plane waves, y0T 0k51 is proportional to the vertical
group velocity of planetary waves by assuming wave activity den-
sity (L) is positive definite [e.g., in Charney and Drazin (1961),
Fz[ cgzL, where L ﬃ (ro/4)[(›Q/›y)/(u2 c)2]jCoj2]; that is, if
(y0T 0k51} cgz) and L. 0, thus Fz, 0 (downward-propagating wave).
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also Figs. S4 and S5). Thus, the changes in the DWC
correlations (e.g., Fig. 6) come both from a change in the
frequency of occurrence of wave events and a change in
the amplitude of the waves, but not from a difference in
the phase tilt of the waves.
b. Impact on the tropospheric circulation
We now examine the impact of individual DWC
events on the tropospheric circulation by looking at
composites of various fields. An individual DWC event
is identified as the day of minimum extreme negative
heat flux value, where each central event must be sep-
arated by at least 15 days according to the time scale of
planetary wave coupling4 (Perlwitz and Harnik 2003).
The composite anomalies are calculated as the de-
viations from the climatological seasonal cycle. The
statistical significance of the composites is estimated
using a Monte Carlo approach (Schreck et al. 2013) by
randomly choosing 1000 combinations of N days, N
being the number of composite members. Note that we
focus on the tropospheric impacts in the North Atlantic
region since there is a clear connection between that
region and negative extreme stratospheric wave-1 heat
flux values (Shaw and Perlwitz 2013; Shaw et al. 2014;
Dunn-Sigouin and Shaw 2015).
Figure 9 shows the composites of 500-hPa geo-
potential height (Figs. 9a–d), 700-hPa zonal-mean wind
(Figs. 9e–h), and mean sea level pressure (Figs. 9i–l)
anomalies north of 208N during the time when DWC
impact on the troposphere maximizes (i.e., 5-days av-
erage around the central date), for the ERA, CTL,
NOQBO, and FSST experiments. On average, the impact
of downward stratospheric wave activity in both ERA and
CESM1(WACCM) experiments resembles the pat-
terns projecting onto the positive phase of the North
Atlantic Oscillation (NAO) (Hurrell et al. 2013). This
is similar to the result shown by Shaw and Perlwitz
(2013), which has been related to DWC impact. In
particular, the geopotential height anomalies exhibit
a seesaw shape between mid- and high latitudes
(Figs. 9a–d), while the tropospheric zonal wind anomalies
reflect the strengthening and poleward shift of the tro-
pospheric jet over the North Atlantic basin (Figs. 9e–h).
The sea level pressure anomalies show a similar pattern as
the 500-hPa geopotential height anomalies, indicating a
quasi-barotropic tropospheric NAO-like structure in as-
sociation with downward wave activity (Figs. 9i–l). The
discrepancies between ERA and CESM1(WACCM)
are mainly discernible over the North Atlantic basin,
especially in its western half, where all associated surface
responses in CESM1(WACCM) are relatively modest.
Nevertheless, the main features associated with the pos-
itive NAO-like responses are relatively well captured in
CESM1(WACCM) experiments.
Comparing all CESM1(WACCM) sensitivity ex-
periments, it can be seen that without QBO nudging
(Figs. 9c,g,k), the DWC’s impact on the tropospheric
circulation enhances significantly compared to that in
the CTL experiment (Figs. 9b,f,j). In particular, the
geopotential height anomalies exhibit a stronger am-
plitude over the Atlantic basin and correspondingly a
strengthening and poleward shift of the tropospheric
jet (Figs. 9b,c and Figs. 9f,g). The mean sea level
pressure anomalies are stronger in the Atlantic basin
FIG. 8. Percentage (frequency) of extreme negative high-latitude
averaged wave-1 heat flux events at 10-, 30-, 50-, and 70-hPa levels
vs extreme positive events at the same levels during JFM for CTL,
NOQBO, and FSST. See text for definition of negative and positive
extremes.
TABLE 4. The phase differences dl at 658N between the associ-
ated SVD wave-1 patterns at 500 hPa (fixed) and various strato-
spheric levels (50, 30, and 10 hPa) in CTL, NOQBO, and FSST
from 1955 to 2099. Negative (positive) time lag indicates that the
stratospheric (tropospheric) wave fields are leading.
Height
range (hPa)
Lag
(days)
dl (8E)
CTL NOQBO FSST
500–10 26 106.4 104.8 109.3
500–30 25 89.2 90.9 88.7
500–50 24 66.0 68.7 66.7
500–10 6 2125.4 2129.6 2126.4
500–30 5 2101.7 299.7 2100.4
500–50 4 282.5 281.4 280.9
4 By using this definition, the composites of the total geopotential
wave-1 structure for ERA and the three CESM1(WACCM) ex-
periments exhibit a clear eastward phase tilt with height, which thus
is consistent with downward propagation of wave activity from the
stratosphere to the troposphere (Fig. S5).
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compared to the CTL experiment, which is consis-
tent with the strengthening of geopotential height
anomalies aloft (Figs. 9k,c). In contrast, without
SST variability, the surface influence of DWC in the
North Atlantic basin is significantly weaker and pre-
vails only over limited regions compared to those
found in the CTL experiment (Figs. 9j,l). The pole-
ward jet shift in the Atlantic basin (Fig. 9h) is weaker
than in the CTL and NOQBO experiments (Figs. 9f,g),
which is consistent with a weakening of geopotential
height and mean sea level pressure anomalies over
this region (Figs. 9d,l). These results have been veri-
fied to be robust to details of the composite calculation,
event definition,5 and the number of DWC events. In
particular, by randomly choosing the same number of
composite membersN as in the CTL experiment, we find
that weaker (stronger) surface signals associated with
DWC in the FSST (NOQBO) experiments are robust and
independent from the number ofDWC events used in our
composite (not shown).
FIG. 9. The composites of (a)–(d) 500-hPa geopotential height, (e)–(h) 700-hPa zonal wind, and (i)–(l) mean sea level pressure
anomalies during the period of maximum DWC impact on the troposphere (5-day average around the central date) in JFM for (left to
right) ERA, CTL, NOQBO, and FSST. Contours (black) indicate the variances of (a)–(d) 500-hPa geopotential height (interval 500m),
(e)–(h) 700-hPa zonal wind (interval 2m s21), and (i)–(l)mean sea level pressures (interval 0.5 hPa). The color shadings are only drawn for
anomalies that are statistically significant at the 95% confidence level using a Monte Carlo approach.
5 The results are not sensitive to the choice of stratospheric
pressure level of y 0T 0k51 (e.g., 30 or 70 hPa), to the thresholds of
extreme negative stratospheric y 0T 0k51 (e.g., at 1st, 3rd, 5th, and 7th
percentiles), and to the choice of significance levels (e.g., 99%).
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A priori, one might expect the tropospheric and sur-
face response to DWC to be stronger in the model runs
for which the statistical signal of DWC is stronger and
more persistent and for which the amplitude of the
downward-propagating waves is stronger. However, we
see that the opposite is true: a stronger tropospheric
response is observed in the NOQBO experiment, for
which the DWC signal is weakest, and vice versa for the
FSST experiment. Indeed, the differences in accelera-
tion of the flow because of planetary-scale waves during
DWC events (Figs. 10a–d) are not able to explain the
differences in the tropospheric responses between
FSST and NOQBO experiments. The planetary-scale
wave drag anomalies (color shading) in the North At-
lantic basin are strongest in the FSST experiment and
weakest in the NOQBO experiment. These differences
would suggest a stronger response for FSST, but we
get the opposite for tropospheric responses. Further-
more, these planetary-scale wave drag anomalies are
located more poleward from the position of the westerly
wind anomalies (Figs. 9e–h) and coincide partially with
upward-propagating planetary-scale wave sources (see
solid contour lines in the North Atlantic basin). This
suggests that other factors besides the frequency and
strength of the downward wave propagation from the
stratosphere influence the strength of the tropospheric
response. Other studies have shown that internal tropo-
spheric dynamics involving feedbacks from synoptic-scale
eddy activity are important for stratosphere–troposphere
coupling (e.g., Song and Robinson 2004; Garfinkel et al.
2013; Kunz and Greatbatch 2013). We thus proceed to
examine those feedbacks here.
Figure 11 shows the composites of the anomalous
synoptic-scale horizontal component of the E vectors,6
alongside its divergence at 250hPa (representing the
influence of the synoptic-scale eddies on the horizontal
large scale flow; Figs. 11a–d), anomalous vertical com-
ponent of the E vectors at 700 hPa (representing the
source of synoptic-scale eddies; Figs. 11e–h), anomalous
Eady growth rate at 700-hPa (representing the baro-
clinicity of the mean flow; Figs. 11i–l), and anomalous
synoptic geopotential height variance at 250 hPa (rep-
resenting the storm-track strength; Figs. 11m–p). We
see that the synoptic eddy-induced accelerations are
much larger than the accelerations due to planetary-
scale waves (cf. to Figs. 10a–d). Moreover, as found for
the mean flow composites (Figs. 9f–h), we see that the
synoptic eddy growth and induced accelerations in the
North Atlantic basin are strongest in the NOQBO and
weakest in the FSST experiment. In particular, the
anomalous acceleration pattern induced by synoptic-
scale eddy anomalies (Figs. 11b–d) enhances the mean
flow anomaly pattern (Figs. 9f–h), with this enhancement
being stronger for the NOQBO experiment and weakest
for the FSST experiment. This strengthened tropospheric
mean flow anomaly is accompanied by strengthening and
poleward shift of the tropospheric synoptic wave source
(Figs. 11f–h) and Eady growth rate (Figs. 11j–l) anoma-
lies. At the same time, these mean flow baroclinicity
anomalies are reinforcing the storm-track anomalies
(Figs. 11n–p). This overall suggests that the eddy–mean
flow feedback is strongest in the NOQBO experiment
and weakest in the FSST experiment, being consistent
with their respective tropospheric responses (Fig. 9).
Another obvious explanation for the weaker response
in the FSST experiment is the lack of atmosphere–ocean
feedbacks in this experiment. This may be because of the
adjustment of SSTs to the atmospheric temperatures above
reducing the thermal damping on atmospheric anomalies
(Barsugli and Battisti 1998). In addition, previous studies
have also shown that the wintertime SST tripole in the
Atlantic basin can feed back positively to the large-scale
atmospheric circulation changes associated with the NAO
(Kushnir et al. 2002; Czaja and Frankignoul 2002; Peng
et al. 2003; Deser et al. 2007) as well as with other external
forcings (Chen et al. 2013; Chen and Schneider 2014).
Other studies have also shown that enhanced extratropical
SST gradients can lead to a substantial strengthening in
eddy activity, storm tracks, and the annular mode in winter
(Nakamura et al. 2008; Sampe et al. 2013).
To further examine the possible role of the ocean, we
composite the global SST anomalies (Figs. 12a,c,e) and
the Atlantic basin meridional SST gradient anomalies
(Figs. 12b,d,f). We see a typical positive NAO-related
SST-tripole anomaly pattern, with enhanced negative
SST gradients in midlatitudes all across the Atlantic
ocean, with a slight northeast tilt. Moreover, the south-
ern more positive–negative dipole of the SST gradient
pattern coincides with a similar dipole in the anomalous
Eady growth rate field (as in Figs. 11i–k plotted on
Figs. 12d,f as contour lines). This may suggest that the
positive NAO SST-tripole pattern could enhance
the anomalies in lower level baroclinicity that further
generate synoptic wave activity (Figs. 11b–d) and
strengthen the eddy–mean flow feedback during DWC
event. We note these SST-tripole-like anomalies, which
are shown for the 5 days centered around the DWC
events, are already established in the month leading to
the DWC peak (see Fig. S6). This apparent ocean pre-
conditioning may be playing an enhancing role, similar to
6 The synoptic-scale eddy activity is described by E vectors [E5
(y022u02, 2u0y0; Hoskins et al. 1983)] of the 250-hPa 2–6-day
bandpass-filtered winds u0 and y0. The overbar signifies a time av-
erage and the prime a deviation from this average.
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that of SST fronts in a number of idealized model stud-
ies (e.g., Nakamura et al. 2008; Brayshaw et al. 2008).
However, more detailed studies are needed to understand
this effect. The lack of this positive NAO SST-tripole
pattern and the weaker synoptic-scale eddy feedback in
the fixed SST experiment thus altogether may explain a
weaker tropospheric response toDWC in this experiment.
Examining the SST fields in the NOQBO experiment
suggests they may also explain part of the differences in
this run as well, since the SST anomalies are stronger
in this run than in the CTL experiment. Another striking
difference between the NOQBO and CTL experiments
is the much stronger tropical Pacific cold anomaly in the
former (green boxes in the Pacific in Figs. 12c,e). Several
FIG. 10. The composites of planetary-scale wave divergence anomalies (colored shading,31026 m s22) at 250 hPa
during the period of maximum DWC impact on the troposphere (5-day average around the central date) in JFM for
(a) ERA, (b) CTL, (c) NOQBO, and (d) FSST. The Fs vectors (horizontal components: Fx and Fy) are shown as
arrows (m s21); the vertical vector component (Fz) is given by contours [solid (dashed) upward (downward)
planetary-scale wave source]. The shadings are drawn only for anomalies that are statistically significant at the 95%
confidence level using aMonteCarlo approach. TheFs vector is approximately parallel to the wave-energy propagation
direction, and its zonal mean is equivalent to the Eliassen–Palm flux. (See the appendix for a detailed formulation.)
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studies have shown that cold (warm) ENSO drives a
strengthening (weakening) of the polar vortex, leading
to surface anomalies projecting on a positive (negative)
NAO-like pattern (Manzini et al. 2006; Ineson and
Scaife 2009). This suggests that the differences in the
tropical Pacific SSTs among the model experiments may
also contribute to the differences in the strength of the
NAO-like response. Nevertheless, it should be noted that
FIG. 11. The composites of (a)–(d) 250-hPa synoptic wave divergence (colored shading,31026m s22), (e)–(h) 700-hPa synoptic wave source
(colored shading, 31022m2 s22), (i)–(l) 700-hPa Eady’s maximum growth rate (colored shading, day21), and (m)–(p) 250-hPa storm-track
anomalies (colored shading, m2) during the period ofmaximumDWC impact on the troposphere in JFM. The vectors in (a)–(h) and (m)–(p) are
theE vectors (m s21 with horizontal componentsEx andEy). The vertical component of theE vectors in (e)–(h) is calculated by2f y0u0(›u/›p)
21,
representing the synoptic wave source where the positive (negative) values indicate upward (downward) synoptic wave fluxes. The Eady growth rate
anomaly in (i)–(l) is calculatedby0:31jf jj›u/›zj/N.Thecolor shading in(m)–(p) indicates thehigh-pass (,6-dayperiod)filtered height covariance (Z02).
The shadings are only drawn for anomalies that are statistically significant at the 95% confidence level using a Monte Carlo approach.
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the remote effect of tropical SST forcing on the NAO
typically invokes downward propagation of zonal-mean
stratospheric wind anomalies; thus, the connection be-
tween downward zonal-mean coupling induced by trop-
ical Pacific SST forcing and the tropospheric impact of
DWC needs to be further investigated. Furthermore, the
cause for strong differences between the tropical Pacific
SSTs in the CTL andNOQBOexperimentsmight at least
partly be due to a damping effect of the nudging of lower
stratospheric winds on the tropical tropospheric circula-
tion in the CTL experiment, butmore detailed studies are
needed to understand this effect.
To summarize, the composite analysis indicates that
differences in the strength of the following synoptic-scale
eddy–mean flow feedbacks can explain the differences
in tropospheric response to DWC in the North Atlantic
region between the NOQBO and FSST experiments:
a strengthening and poleward shift of the tropospheric jet
(Figs. 9e–h) is enhanced by the divergence of the anom-
alous synoptic-scale waves (Figs. 11b–d). This zonal-mean
wind strengthening and shifting is accompanied by a
strengthening and shifting of the Eady growth rate
(Figs. 11j–l) and the synoptic wave sources (Figs. 11f–h),
which in turn are consistent with the strengthening and
FIG. 12. The composites of (a),(c),(e) global SST anomalies (8C) and (b),(d),(f) meridional SST gradient anomalies
(8Cm21) during the period of maximum DWC impact on the troposphere (i.e., 5-day average around the central
date) in JFM for (top to bottom) ERA,NOQBO, and CTL. Green contours indicate the Eady growth rate anomalies
(day21) at 700 hPa. The dots indicate where the anomalies are significant at the 95% confidence level using a Monte
Carlo approach.
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poleward shifting of the synoptic-scale wave activity
(Figs. 11b–d). In addition, the positive–negative dipole of
the anomalous Eady growth rate field is consistent with a
similar dipole of the anomalousmeridional SST gradient in
the North Atlantic during a DWC event. These results
suggest that the synoptic-scale eddy–mean flow feedbacks
and the possible contributionof the SSTanomalies during a
DWCevent play a central role in setting the strength of the
tropospheric responses toDWC.The lattermight be due to
strengthened storm tracks due to stronger SST gradients,
reduced thermal damping at the ocean surface, andpositive
atmosphere–ocean feedbacks, but more detailed studies
are needed to examine this and, in particular, to distinguish
the effects of interannual SST variability, which is also
missing from the fixed SST experiment.
6. Conclusions
In this study, the influence of the QBO and SST var-
iability on downward wave coupling (DWC) and its
subsequent impacts on the troposphere–surface system
were investigated in CESM1(WACCM) experiments in
comparison to ERA data. We performed a set of sen-
sitivity simulations with NCAR’s fully coupled CESM1
(WACCM) model, by systematically switching on and
off the QBO and interactive SSTs and sea ice in the
model. We address the attribution of these forcing fac-
tors on DWC by examining the differences in back-
ground wind, wave source, wave–mean flow interaction,
and the time-lagged vertical wave-1 coupling as well as
the evolution of wave geometry. Afterward, the tropo-
spheric impact of DWC is investigated based on the
stratospheric heat flux extremes as proposed by Shaw
et al. (2014). Our results can be summarized as follows:
1) The CESM1(WACCM) is able to capture the main
features of DWC during NH winter (1958–2005).
Consistent with the ERAdataset, DWC in themodel
maximizes during midwinter when the stratospheric
basic state exhibits a bounded wave geometry asso-
ciated with a high-latitude meridional waveguide
in the lower stratosphere and a vertical reflecting
surface in the upper stratosphere. The model, how-
ever, exhibits a bias in its seasonal cycle of DWC
(Figs. 3a,b), which is associated with common model
biases of the background zonal-mean winds that feed
back on the wave dynamics. The results highlight
that an accurate representation of the stratospheric
basic-state wave geometry is necessary for a proper
representation of the seasonal evolution of DWC in
CESM1(WACCM).
2) Without the QBO nudging, the occurrence of DWC
between the stratosphere and the troposphere is
significantly suppressed. This is associated with a less
persistent configuration of bounded wave geome-
tries, which allows more wave dispersion in the
meridional direction (Figs. 7c,d) and a stronger
wave absorption (convergent EP flux) on the equa-
torward flank of the polar vortex (Figs. S1a–d). In
particular, when the QBO nudging is switched off
and equatorial winds are permanent easterly, plan-
etary wave propagation from the troposphere into
the stratosphere is enhanced, leading to a stronger
wave absorption in the upper stratosphere, and thus a
weaker DWC activity toward the troposphere (Fig. 5
and Figs. S1a–d). The enhanced wave convergence
results in a weakening of the polar night jet (Fig. 5)
and a strengthening of the stratospheric residual
mean circulation at high latitudes (Figs. S2a–d).
3) Without SST variability, in contrast, the occur-
rence of DWC between the stratosphere and the
troposphere is significantly enhanced. The DWC
starts earlier and ends later in the seasonal cycle
(November–April). This is associated with a longer
and more persistent configuration of bounded wave
geometries (Figs. 7e,f), which focuses planetary wave
reflection in the vertical direction toward the tropo-
sphere. An increasedDWC activity is consistent with
anomalous downward wave flux activity, which leads
to stronger wave divergence and thus to stronger
DWC activity (Figs. S1e–h). A stronger DWC ac-
tivity throughout the season is consistent through
wave–mean flow interaction with an acceleration of
the polar night jet (Figs. 5e–h and Figs. S1e–h) and
anomalous weakening of the residual mean circula-
tion (Figs. S2e–h).
4) Even though the downward wave-1 coupling is much
larger in the FSST experiment and much smaller in
the NOQBO experiment, compared to the CTL
(Figs. 6, 8), the associated tropospheric changes in
the North Atlantic region are weaker for the FSST
and stronger for the NOQBO relative to the CTL
experiment (Fig. 9). This apparently counterintuitive
result might be explained by differences in the
strength of the synoptic-scale eddy–mean flow feed-
backs and the possible contribution of the ocean and
associated SST anomalies between the FSST, the
NOQBO, and the CTL experiments.
A recent study by Hansen et al. (2014) using the same
model experiments showed that the frequency of major
SSWs in winter is significantly reduced (increased) when
the SST variability (QBO) is removed in the simula-
tions. It was also reported that the tropospheric impact
of major SSWs seems to be less significant and confined
to a smaller area when the SST variability is excluded,
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while removing the QBO seems to shift the period of
significant tropospheric influence by about 10 days. The
significant increase (decrease) of SSW frequency in the
experiment without QBO (SST variability) is consistent
with stronger (weaker) wave absorption in the polar
vortex region found in our study, which results in sig-
nificant decreased (increased) DWC activity between
the stratosphere and the troposphere. This suggests a
clear dynamical link between the wave absorption in the
stratosphere and the probability of the occurrence of
SSW and DWC events.
Several other recent studies have documented the
importance of the QBO and SST variability as well as its
coupling to the ocean on the behavior of SSWs in cli-
mate models (e.g., Calvo et al. 2009; Richter et al. 2011;
Hansen et al. 2014). Our results show that these two
factors are also important for DWC in the model and for
establishing a correct representation of stratosphere–
troposphere coupling. In particular, these two factors
can influence the tropospheric response to DWC both
through a modification of wave propagation and in-
teraction with the mean flow in the stratosphere, and
through a modification of the internal tropospheric
feedbacks, which strongly affect the response to a given
DWC event. While the current work represents an ad-
vance in our understanding of DWC in response to
natural forcing factors, clearly more work is needed to
understand the role of the ocean and of other important
factors, such as the 11-yr solar cycle, volcanic eruptions,
and anthropogenic climate change.
Most of the chemistry–climate models (CCMs) used
for the scientific assessment of ozone are not coupled to
an interactive ocean (WMO 2011). Our study suggests
that the SST variability and thus two-way ocean–
atmosphere interaction are important in order to rep-
resent stratosphere–troposphere coupling and thus
correct responses to recent and future ozone changes.
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APPENDIX
Planetary Wave Forcing of the Mean Flow
To quantify the drag exerted by planetary-scale waves
on the zonal-mean flow, the EP flux (F5 fFf, Fzg) and
its divergence (r0a cosf)
21
=  F are computed in a
spherical log–pressure coordinate based on Andrews
et al. (1987), where the components are given as follows:
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where u, y, and w are, respectively, the zonal, meridio-
nal, and vertical components of the velocity, a is Earth’s
radius, f is the Coriolis parameter, f is latitude, z is
height (in log-pressure coordinates), r0 is air density,
which varies with height as exp(2z/H), H is the density
scale height taken as 7000m, and u is potential tem-
perature. The subscript means the derivative with re-
spect to the corresponding coordinate. The primes
denote deviations from the zonal means, and overbars
indicate zonal means.
In addition, the 3D wave activity flux (Plumb 1985) to
diagnose the potential regional sources (sinks) and
propagation characteristics of planetary-scale wave ac-
tivity is computed as follows:
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where S5 ›T^/›z1 kT^/H is the static stability (the caret
indicating the areal average over the region north of
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208N), F is the geopotential, k 5 R/cp ’ 0.286, l is
longitude, and po is 1000 hPa.
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