As the number of RSS news feeds continue to increase over the Internet, it becomes necessary to minimize the workload of the user who is otherwise required to scan through huge number of news articles to find related articles of interest, which is a tedious and often an impossible task. In order to solve this problem, we present a novel approach, called InFRSS, which consists of a correlation-based phrase matching (CPM) model and a fuzzy compatibility clustering (FCC) model. CPM can detect RSS news articles containing phrases that are the same as well as semantically alike, and dictate the degrees of similarity of any two articles. FCC identifies and clusters non-redundant, closely related RSS news articles based on their degrees of similarity and a fuzzy compatibility relation. Experimental results show that (i) our CPM model on matching bigrams and trigrams in RSS news articles outperforms other phrase/keyword-matching approaches and (ii) our FCC model generates high quality clusters and outperforms other well-known clustering techniques.
Introduction
Phrase queries are frequently used to retrieve documents from the Web. A phrase, which is often defined as a sequence of words [10] , can be represented in two folds: (i) the syntactic structure that the words are organized in, and (ii) the semantic content it delivers. Changing either one of the two representations may result in a phrase with a different meaning.
Traditional phrase matching techniques aim to retrieve documents including phrases that match exactly with the query phrase, although some advanced approaches tolerate errors to some extent (e.g., proximity of words, word order, and missing words in a phrase).
These inherent characteristics draw restrictions on their potential usages, i.e., they may fail to detect potentially relevant phrases and hence documents. For example, the phrase "heterogeneous node" (on wireless networks) is semantically relevant to "heterogeneous device" and "heterogeneous transport," which could be used along with "heterogeneous node" in retrieving closely related documents.
Neither keyword matching (nor traditional phrase matching as mentioned earlier) can solve the inexact phrase matching problem. Using keywords "heterogeneous" and "node" individually in keyword search could match documents that include either the word "heterogeneous" or "node," but not necessarily both, and thus the content of retrieved documents might be totally unrelated to "heterogeneous node." Some of these documents may address "heterogeneous alloys," whereas others may discuss "homogeneous node." Even though the "matched" documents include both words, they are not necessarily in the same order, which might run into the same "content mismatched" problem. The more sophisticated similarity matching approaches, such as [33] , can detect documents that include similar (not necessarily the same) words; they, however, cannot resolve the word-ordering problem. For example, consider the sentences "They jog for thirty minutes and walk for an hour" and "They run for an hour and stroll for thirty minutes." Ignoring the word order and simply considering the degrees of (single-)word similarity, i.e., jog versus run and walk versus stroll, causes these sentences to be treated as closely related, even though they are semantically different, and filtering out mismatched documents manually is a waste of time.
In this paper, we propose a similarity matching and clustering approach, denoted In-FRSS, for detecting and clustering informative RSS news articles, which consists of two sub-models: (i) a correlation-based phrase matching (CPM) model that can detect RSS news articles containing semantically the same (or similar) phrases, and (ii) a fuzzy compatibility clustering (FCC) model that clusters non-redundant, informative RSS news articles based on fuzzy compatibility relation to obtain cohesive clusters. We are interested in RSS news articles, since there is no precedent in the amazing amount of online news that can be accessed by Internet users these days. Thus, the problem of seeking information in online news articles is not the lack of them but being overwhelmed by them. This brings a huge challenge in finding and grouping related online news with distinct information automatically, instead of manually, which is a labor-intensive and impractical process.
The proposed CPM model measures the degrees of similarity among different RSS news articles using phrase similarity to detect redundant and discover similar news articles. We call the proposed model correlation-based, since we adapt the correlation factors in fuzzy sets to model the similarity relationships among different phrases. For each phrase p, its fuzzy set S is constructed that captures the degrees of memberships, i.e., closeness, of p to all the other phrases in S, which are called phrase correlation factors. The proposed FCC model, on the other hand, identifies and discards RSS news articles that are considered to be less-informative using the degree of similarity among RSS news articles, and applies the restrictions imposed by the fuzzy compatibility relation for clustering the remaining informative articles.
The rest of the paper is organized as follows. In section 2, we discuss research work in phrase matching and document clustering. In section 3 and section 4, we present the design of InFRSS. In section 5, we verify the accuracy of CPM in detecting related documents and the effectiveness of FCC for clustering RSS news articles using various test cases. In section 6, we include a conclusion and directions for future work for InFRSS.
Related Work
Phrase matching has been applied in solving different problems, such as ranking relevant documents, document clustering [10] , and Web document retrieval [1] . In [1] , a system for matching phrases in XML documents, called PIX, is presented. PIX allows users to specify both (i) tags and annotations in an XML document to ignore and (ii) phrases in the document to be matched. This technique relies on exact and proximity phrase matching (i.e., words in a phrase that are within a distance of k(≥ 1)-words in a document) in retrieving relevant documents. [10] cluster Web documents based on matched phrases and their levels of significance (e.g., the title and the body) in the documents. This method uses exact phrase matching to determine the degrees of overlap among documents, which yield their degrees of similarity.
[30] use phrase matching for ranking medical documents. The similarity of any two phrases in [30] is detected by the number of consecutive three-letter triples in common, with various scores assigned to different triples of letters, e.g., uncommon three-letter triples are given a higher weight, three-letter triples at the beginning of a word are more important than the ones at the end of the word, and long phrases are discounted to avoid bias on their lengths. In [30] phrases are treated as documents and tri-grams of letters are treated as words. [20] , who use phrase and proximity terms for Web document retrieval and treat every word in a query as a phrase, show that the usage of phrases and proximity terms is highly beneficial. However, their experimental results show that even though phrases and proximity terms have a positive impact on 2-or 3-word queries, they have less, or even negative, effects on other types of queries.
[8] present a compression method that searches for words and phrases on naturallanguage text. This method performs an exact search for words and phrases on compressed text directly using any sequential pattern-matching algorithm, in addition to a word-based approximate for extended search. Thus, searches can be conducted for approximated occurrences of a phrase pattern.
[22] emphasize the importance of phrase extraction, representation, and weighting and claim that phrases obtained by syntactic (instead of statistical) processing often increase the effectiveness of retrieval when proximity and weighting information are adequately attached to a query phrase representation. [28] , however, determine the degree of similarity between any two documents by computing the number of common phrases in the documents, and dividing the number of common phrases by the total number of phrases in both, which is intuitively another exact phrase matching approach.
In terms of clustering, an incremental hierarchical text document clustering approach used for organizing documents from various online sources is presented in [26] . The cluster-ing method depends on the frequency of occurrence, as well as the contents, of the words within documents, which is another term-frequency and word-matching approach to determine the topic of a document so that documents on similar topics are clustered. [21] capture the structure of online news events that make up topic and the dependencies among them (i.e., event threading) through different event models. The use of cosine similarity and time-stamps of news stories in [21] produces fairly good results when the events are provided. The performance, however, deteriorates rapidly if the system has to discover the events itself. [15] also consider RSS news articles and allow the user to find articles grouped by similar topics. In [15] , the k-nearest neighbor algorithm locates the k nearest stories for each new story S so that the cosine similarity in VSM (Vector Space Model) computed for each of the k stories and S is not lower than the predefined threshold; otherwise, the content of S is treated as a new topic. [4] use three different variations of the k-mean algorithm to find higher quality solutions in less time for clustering binary data streams.
This algorithm partitions a dataset into k different clusters using a simple iterative scheme to find a locally minimal solution. Even though the results of the incremental k-mean are good, dependence in initialization, sensitivity to outlier, and skewed distributions could affect the performance of the algorithms in [4] . During the process of document cluster analysis, [16] incorporate the user's prior knowledge, which indicate pairs of documents that are known to belong to the same cluster, to obtain the desired cluster structures or to construct accurate clusters. This technique enables the user to control the clustering process based on the prior knowledge specific to the target data set, which is a constraint.
[6] present an Extended Suffix Tree Clustering algorithm, which uses a scoring function to maximize topic coverage and reduce overlapping among different clusters in order to reduce the number of clustered documents that are presented to the user. Similar to our clustering approach, [6] remove stopwords and stem non-stopwords, use phrases to perform clustering, and allow document overlapping among different clusters. However, [6] do not handle document replication prior to perform clustering and require tree to be first built and then pruned to eliminate low-scoring clusters, which is not cost effective. [7] propose a method for identifying semantically meaningful groups (i.e., clusters) of Web pages. [7] construct a base cluster, which is described by a single word, for each of the words that appear in more than 4% of a collection of documents. Hereafter, the distance 1 between the user query and the word describing a cluster is calculated so that clusters with a distance value higher than the threshold are eliminated. The remaining clusters are merged/split accordingly to assure the high quality of the clusters, and using an improved version of the approach in [6] only the high-scoring clusters are returned to the users. The clustering approach in [7] , however, is highly depended on user's queries, which may not always be correctly formulated, and thus could affect the quality of the clusters generated.
Correlation-Based Phrase Matching
Semantically relevant phrases detected by our CPM model hold the same syntactic features as in other phrase matching approaches, i.e., a phrase is treated as a sequence of words and the order of words is significant. Unlike existing phrase matching approaches, we develop novel phrase correlation factors for the n-gram (1 ≤ n ≤ 5) phrases. Using one of these chosen sets of n-gram phrase correlation factors, the n-gram phrases in an RSS news article are matched against the n-gram phrases in another article to determine their degrees of similarity. We detail the design of our n-gram CPM approach on RSS news articles below.
Content Descriptors of RSS News Articles
Two of the essential elements in an RSS (XML) news feed file, in which RSS news articles are posted, are the title and description of an item (i.e., a news article), since the former contains the headline and the latter includes the first few sentences of the article. Furthermore, several items can appear in the same RSS feed file. (See, as an example of, an RSS news feed file as shown in Figure 1 .) We treat the title and description of each item as the content descriptor of the corresponding article and determine its degree of similarity with the content descriptor of another item (in the same or a different RSS news feed file) according to the correlation factors of phrases in the two content descriptors.
Computing the Phrase Correlation Factors
Prior to computing n-gram (1 ≤ n ≤ 5) phrase correlation factors, we first decide at what level the correlation factors are to be calculated, which dictates how the subsequent process of phrase comparison should be conducted.
The major drawback of the phrase-level granularity is its excessive overhead. A phrase may start at any position in a document, and the lengths of phrases vary in practical usage. Thus, the number of possible phrases to be considered could be huge. an RSS news article to form phrases to be matched.
The Unigram Correlation Factors
We construct the unigram (i.e., single-word) correlation factors using the documents in the Wikipedia Database Dump (http://en.wikipedia.org/wiki/Wikipedia:Database download).
We chose the Wikipedia documents for constructing each of the n-gram (1 ≤ n ≤ 5) correlation factors, since the 850,000 Wikipedia documents were written by more than 89,000 authors on various topics. The diversity of the authorships leads to a representative group of documents with different writing styles and a variety of subject areas. Thus, the set of Wikipedia documents is an effective representative set of documents that is appropriate for computing the general correlation factors among unigram, as well as other n-gram Prior to constructing the unigram correlation factors, we first removed all the words in the Wikipedia documents that are stopwords. Eliminating stopwords is a common practice, since the process (i) filters the noise within both a query and a document [11, 19] and (ii) enhances the retrieval performance [29] , which enriches the quality of our unigram phrase correlation factors. After stopwords were removed, we stemmed the remaining words by using the Porter Stemmer [25] , which stems each word to its grammatical root but retains the semantic meaning of the words, e.g., "driven" and "drove" are reduced to their stemmed word "drive." The final count of non-stop, stemmed unigrams is 57,926. The unigram correlation value of word w i with respect to word w j , which is constructed by using the Wikipedia documents without stop-or non-stemmed words, is defined as
where
e., the number of words, between w i and w j in a Wikipedia document, and V (w i ) (V (w j ), respectively) denotes the set of stem variations of w i (w j , respectively).
Correlation factors among unigrams that co-occur more frequently than others in a document are assigned higher values. To avoid the bias on the frequency of occurrences in a "long" Wikipedia document, we normalize c i,j as
where |V (w i )| (|V (w j )|, respectively) is the number of words in V (w i ) (V (w j ), respectively).
Given k different nc i,j values, one from each of the Wikipedia documents in which both w i and w j occur, the unigram correlation factor cf i,j of w i and w j is
where nc m i,j is the normalized correlation value nc i,j (as defined in Equation 2) of w i and w j in the m th (1 ≤ m ≤ k) document in which both w i and w j occur, and k is the total number of Wikipedia documents in which w i and w j co-occur.
The N-gram Phrase Correlation Factors
The phrase correlation factors of any two n-grams (2 ≤ n ≤ 
where p 1 i and p 2 i (1 ≤ i ≤ n) are the i th word in p 1 and p 2 , respectively. 
Phrase Comparison

Similarity Ranking of RSS News Articles
In CPM, we use the correlation factors of n-gram ( 
which is adapted from the fuzzy word-document correlation factor in [23] , and the 1 st (2 nd , respectively) formula in Equation 6 is used for n-gram (2 ≤ n ≤ 5) phrases (unigram phrases, respectively). The correlation value µ p i ,2 falls in the interval [0, 1] and reaches its maximum when pcf i,k (cf i,k , respectively) = 1, i.e., when
The degree of similarity of A 1 with respect to A 2 , denoted Sim(A 1 , A 2 ), using the chosen n-gram phrase correlation factors is calculated as the average of all the values µ p i ,2 for each
, and m is the total number of n-gram phrases in A 1 . 
Clustering Non-Redundant RSS News Articles
Users, who subscribe to different RSS feeds, expect to receive up-to-the-minute news of their interests from multiple sources. Since RSS news are updated constantly and news feeds are created on a regular bases, the amount of RSS news articles that are made available to the users constantly increase. In processing the constant flow of these information in a timely manner, it is essential not only to eliminate redundant (i.e., replicated or subsumed)
RSS news articles, but also to cluster the news articles that share related information and present them as a unit to the users, which should save the users significant amount of time and efforts in browsing through the subscripted RSS feeds for gathering information of interest. In this section, we present FCC an elegant approach for clustering closely related RSS news articles to facilitate information gathering and processing.
Our Clustering Approach
After redundant RSS news articles are identified and discarded, we proceed to cluster the remaining non-redundant news articles according to the following equation.
where α is the minimum degree of similarity that any two RSS news articles in the same cluster C α must hold.
In order to create clusters of RSS news articles according to the clustering criteria specified in Equation 8, we consider a fuzzy equivalence relation on any set of RSS news articles S to generate equivalence classes of S so that (i) each of these classes yields a cluster with closely related RSS news articles and (ii) the degrees of similarity of articles among different clusters are low. The fuzzy equivalence relation is an ideal choice for creating clusters, since as mentioned in [13] a fuzzy equivalence relation is appropriate for specifying the characteristics of the elements (i.e., RSS news articles in this paper) that exist in a certain partition (i.e., set of clusters). A fuzzy equivalence relation R is reflexive, symmetric, and max-min transitive [34] as defined below.
where Y is a fuzzy set and x, y, and z ∈ Y.
It is necessary to use a function to combine the similarity measures among any two RSS news articles into a single value so that the max-min transitivity constraint can be applied. As previously mentioned, given any two RSS news articles
might not be the same as Sim(A j , A i ). Hence, we combine these two values into one, which reflects the combined degree of similarity between A i and A j .
Combined Similarity Values
The combined Sim values of any two RSS news articles A i and A j should reflect how closely related the two articles are and yield the relative degree of similarity between the two articles. We apply the Stanford Certainty Factor (scf ) [18] , as defined in Equation 12,
, to obtain the combined degree of similarity of A i and A j , as shown in Equation 13 .
where R 1 and R 2 are two hypothesis that reach the same conclusion C and CF is the certainty factor (i.e., confidence measure) associated with C, which is a monotonically increasing (decreasing) function on combined assumptions for creating confidence measures.
Given any two RSS news articles A i and A j and their Sim values as shown in Table 1 , we observe that only when the Sim values of the two articles are both high, their scf is also high (e.g., A 1 and A 2 in Tables 1 and 2 ). If one of the Sims is high and the other one is low, then their scf is relatively low (e.g., A 2 and A 5 in Tables 1 and 2 ). However, if both
Sim are low, then their scf is very low (e.g., A 3 and A 5 in Tables 1 and 2 ).
We normalized scf so that the normalized scf is bounded between 0 and 1 as
where A i and A j are two RSS news articles in a set of RSS news articles S, and A x and A y represent the two articles in S that yield the highest scf value among all the pairs of articles in S.
Our nscf function, however, does not satisfy the max-min transitivity property as defined in Equation 11 , which requires that for any two articles A x and A z that belong to the same equivalence class C (i.e., cluster), the existence of another article A y in C which has similarities with A x , as well as A z , that are greater than the similarity between A x and A z is disallowed. In other words, a relation R is not max-min transitive if given any two articles A x and A z , there exists another article
, which does not apply to our similarity measure. Consider articles A 1 , A 2 , and A 5 in Table 3 , which are closely related (i.e., on writers strike) and should be clustered by themselves. Assume that Table 2 ,
and their
Sim values are shown in Table 1 . We consider another transitivity function, the max-prod transitivity [13] , which is less restrictive than the max-min transitivity, as defined below.
As mentioned in [13] , the max-prod transitivity constraint is easily satisfied by any function with arguments in the interval [0, 1], which are the nscf values. This is because the product of any two numbers a and b that are in the interval [0, 1] is smaller than a and b, and hence the max-prod transitivity is easier to satisfy than the max-min transitivity.
Consider the nscf values (in Table 2 ) generated by using the RSS news articles A 1 , A 2 , and A 5 in Table 3 again. Although the three articles cover the same topic, i.e., the ongoing writers strike in Hollywood at the time the RSS news articles were collected, the restriction imposed by the max-prod transitivity constraint in the fuzzy equivalence relation with A 1 ,
× 0.75 = 0.73). Hence, our nscf does not satisfy the max-prod transitivity. Globes Aren't a Hit With TV Viewers. The Hollywood writers strike took the glitz, the glamour . . . 
The Fuzzy Compatibility Relation
Even though neither the max-min nor max-prod transitivity can be used for clustering the RSS news articles based on our nscf function, we consider yet another fuzzy relation, i.e., fuzzy compatibility relation [13] . A given relation R is said to be a fuzzy compatibility relation if R is reflexive (as defined in Equation 9) and symmetric (as defined in Equation 10), i.e., fuzzy transitivity is not imposed on a fuzzy compatibility relation.
According to the fuzzy compatibility relation, we can create clusters of RSS news articles based on their nscf values. Since the nscf of any pair of articles A 1 , A 2 , and A 5 in Table 3 satisfies the reflexive and the symmetric properties, the three articles are assigned to the same cluster, which demonstrates that the fuzzy compatibility relation is an ideal choice for clustering related RSS news articles.
Clustering with α-Cuts
Prior to applying the fuzzy compatibility relation on non-redundant RSS news articles to generate clusters of closely related articles, we must first determine the least degree of similarity that any two articles should have prior to be assigned to the same cluster.
Since the use of bigrams has been proved to be the most effective approach (as shown in Section 5.1) in determining how closely related any two RSS news articles are, we focus on clustering RSS news articles whose degrees of similarity are computed by using bigrams in the articles.
We first define an α value in [0, 1], which restricts the degrees of membership of elements in a particular cluster, and when applied to a fuzzy set S (i.e., set of RSS news articles) constructs various crisp subsets of S, denoted α-cut. In other words, the α-cut of S yields a set of clusters that contains all the elements (i.e., RSS news articles) of S so that each cluster C consists of elements in S whose degrees of membership is greater than or equal to the specified α value.
Determining an α value that generates the most ideal α-cut for S is essential in FCC, since a low α-cut value yields looser clusters (i.e., elements within each cluster might not be closely related) that are fewer in number, whereas a high α-cut value yields tighter clusters, which as a side-effect might significantly increase the (excessive) number of (singleton) clusters generated. Table 4 shows three different RSS news articles whose Sim and nscf values are shown in Table 5 and Table 6 , respectively, whereas Table 7 illustrates how they are clustered together using different α values, which generate different α-cut.
Example 1
As shown in Table 7 , when α is too small (i.e., 0.004), unrelated articles (i.e., A 3 with respect to A 1 and A 2 ) are clustered together, whereas when α is too large (i.e., 0.02), articles that should belong to the same partition (i.e., A 1 and A 2 ) are separated, which illustrates the importance of selecting the proper α value for clustering. 2
In order to establish the appropriate α-cut, we introduce the equation given below, which was determined empirically using various test sets of RSS news articles of various sizes. The test sets, detailed in Table 8 
In determining Equation 16 , we used nine different test sets T S, as shown in Table 8 , and clustered the articles in each T S using different values of α and determined the α value that yielded tight clusters (i.e., the RSS news articles in each generated cluster share a common topic or story), but at the same time the number of singletons (clusters that contain only one RSS news article) was kept to a minimum.
To verify the correctness of Equation 16 , we determined the appropriate α value for each of the eight verification sets, V S, as shown in Table 9 , which consists of groups of different sizes of RSS news articles downloaded from a variety of sources. We manually analyzed the generated clusters, and in each of the verification sets, the generated clusters satisfy the two criteria of ideal clusters using the selected value (i) the number of singletons is kept to a minimum and (ii) the articles within the generated clusters are closely related, whereas articles among various clusters are different in terms of their content. Table 4 using bigrams.
0.004 0.006 1 Table 6 : Nscf values computed for the articles in Table 4 using bigrams.
α value Clusters 0.004 Table 7 : Clusters generated using different α-cut. . Table 10 shows the titles and (a portion) of the bodies of the RSS news articles used in V S 1 , Table 11 shows the nscf values for the different pairs of news articles in Table 10, whereas Table 12 shows the generated clusters of RSS news articles using different 
Example 2
Discarding Less-Informative RSS News Articles
As previously stated, prior to cluster a given set of RSS news articles we removed those that are considered to be redundant; however, the number of remaining clustered articles to be presented to a user could still be excessive. Hence, a number of clustered articles, even though non-redundant, should be disposed, especially those articles that include most of the information that are also available in other articles, which we call less-informative news articles. After clusters are created using the α-value equation, i.e., Equation 16 , we proceed to eliminate a percentage of the RSS news articles that are less-informative according to our ranking function (defined below) that will able us to determine which particular articles and in which order they should be eliminated. The ranking function not only affects the content of clusters in which less-informative articles appear, but also prevents (when possible) the elimination of singleton clusters which include an article that is dissimilar to all the other clustered articles, guaranteeing that no news article that reports unique information is lost.
In discarding the less-informative RSS news articles in various clusters generated by the α-cut computed by Equation 16 , we use the ranking function as defined in Equation 17, which considers (i) the number of clusters (generated by using the α-cut) in which a particular RSS news articles appears (since a single RSS news article might cover a variety of topics and as a result it can appear in more than one cluster) and (ii) the degree of Table 10 . Table 12 : Clusters of RSS news articles in Table 10 , generated by using different α-cuts.
similarity of an article with respect to others in the same cluster.
where N is the number of clusters in which an article A i appears, and max C k denotes the maximum nscf value of articles A i and A j in cluster
Using the ranking function D, we determine the order in which the RSS news articles in each cluster are to be eliminated and proceed to discard the top n (n ≥ 1) RSS news articles. The number of articles, n, to be discarded can be manually established and depends exclusively on a given user needs. In fact, n can also be determined automatically for each user based on his/her individual preference and access patterns. By observing the number of articles within the clusters presented to a user that are actually read, this particular information can establish n, since n can be increased or decreased accordingly. In other words, without user's direct involvement, simply recording the number of RSS news articles accessed by a given user over a period of time, e.g. d (≥ 1) days, we can adjust the n value so that the number of RSS news articles presented daily to the user equal the average number of articles read by a user over d days. Hence, the percentage of RSS news articles to be discarded should be closely related to the (i) number of articles that are accessed by a given user, and (ii) the number of articles posted by each individual RSS news feed accessed by a given user on regular basis. As shown in Section 4.3, discarding 30% of the less-informative RSS news articles seems to be optimal, since when the percentage of discarded articles increases there is a chance that certain information covered by the RSS news articles are eliminated entirely, whereas when the percentage of discarded articles decreases, there is a chance that a significant number of articles that cover the same topic remain in the final set of clusters, which should be removed. Table 13 shows nineteen RSS news articles downloaded from http:// abcnews.go.com, http://cbsnews.com and http://usatoday.com on January 2008. The main topics covered in the articles are politics, entertainment, and international news. We first cluster the articles using α-cuts and establishing α = 0.002 (computed by using Equation 16) as shown in Table 14 . Prior to discarding 30% of the RSS news articles that are considered less-informative, we establish the articles and the order in which they are eliminated using Equation 17 as shown in Table 15 .
Example 3
Our ranking function establishes that out of the six articles in which to be eliminated, four belong to international news (A 1 , A 3 , A 6 and A 7 ), one belongs to entertainment (A 16 ), and another belongs to politics (A 14 ), which is appropriate for this particular example, since most of the news in Table 13 cover international news and hence deleting more related articles to this topic, which further reduces the number of related articles presented, is appropriate. What is more, A 9 is not deleted according to the ranking shown in Table 15 i.e., A 9 should be eliminated before A 16 , since if A 9 were to be eliminated, an entire story (i.e., Colombian hostages freed by Colombian rebels) would disappear. 2
After detecting n different articles to be deleted, we further eliminate clusters that are subsumed by (i.e., included in) other clusters to obtain the final set of clusters. As shown in Table 14 , news articles covering a particular subject are grouped together. Also, the singleton cluster with A 9 is not removed, as shown in Table 16 , since A 9 is closely related to articles A 1 and A 6 , which have previously been eliminated.
Experimental Results of our InFRSS Approach
In this section, we verify the accuracy of our InFRSS approach in detecting redundant RSS news articles using the CPM model and the quality of clusters generated by using the FCC model. Experimental results, which were generated by using different datasets, were analyzed and conclusions are drawn according to the measures.
Experimental Results of Phrase Matching
In evaluating the accuracy of using our n-gram (1 ≤ n ≤ 5) CPM approach to determine the degree of similarity of any two RSS news articles, we collected thousands of articles from different sources as partially shown in Table 17 . In order to guarantee the impartiality of our experiments, the articles were randomly selected from hundreds of different news feeds, collected between July 2006 and July 2007. The chart in Figure 2 shows the variety of Table 15 and therefore are eliminated. subject areas covered by the chosen RSS news feeds which demonstrate the suitability of our CPM model applied to news articles independent of their content.
We determined the relative degree of similarity of each pair of the 1059 news articles extracted from 200 RSS news feeds using each n-gram (1 ≤ n ≤ 5) phrase matching approach. In this empirical study, we (i) randomly selected 410 pairs, (ii) manually examined each pair to determine their relative degree of similarity, and (iii) compared the manually determined similarity with the automatically computed nscf s based on each one of the five n-gram phrase matching approaches. To verify which n-gram CPM is the most accurate in determining related pairs of news articles, we consider the number of False Positives (F P s),
i.e., unrelated pairs with high nscf s, and False Negatives (F Ns), i.e., related pairs with low nscf s, generated by using CPM on each type of n-grams as follows: Accuracy = Total Number of Examined P airs − Misclassif ied P airs Total Number of Examined P airs (18) where Misclassif ied P airs is the sum of F P s and F Ns encountered. and trigrams yield the lowest number of misclassified pairs of articles, while achieve the highest count (≥ 90%) of correctly detected pairs among all the n-grams. The use of 4-and 5-grams reduces the accuracy to as low as 60%, whereas unigrams has an accuracy of 86%.
When using bigrams and trigrams, the misclassified pairs occur, since if they have at least one common bigram or trigram, then their odds increase. Also, the degrees of similarity for unigram, bigram, and trigram are relatively higher, and thus their nscf s are comparatively higher, whereas the degrees of similarity generated by using 4-grams and 5-grams tend to be much lower, and thus their nscf s are often extremely low, which might explain their low accuracy in detecting similar pairs of RSS news articles. In general, the unrelated pairs of articles detected by using bigrams and trigrams have a nscf close to the power of E-6, whereas related pairs have a nscf above 0.1. Neither F P s nor F Ns are Table 17: Sources of RSS news feeds, the number of feeds of each source (200 total), and the number of news articles from each source (1059 total). desired, and in this study they contribute only 10% of the bigram (trigram) pairs, out of which close to 90% are F P pairs. In fact, F P s are less harmful in our similarity detection approach, since we do not lose many similar pairs.
Based on the empirical study, we conclude that (i) bigram and trigram outperform others in detecting similar RSS news articles. In most cases, the nscf s computed by using bigrams and trigrams on similar RSS news articles are higher than the ones computed by using unigrams.
(ii) 4-grams and 5-grams are not reliable in determining the relevance between any two RSS news articles as explained earlier. Our empirical study further verify the claims made by [20, 22] , which state that the use of bigrams and trigrams is often more effective than the use of other n-gram phrases in retrieving information.
Experimental Results of Our Clustering Approach
In this section, we describe the dataset and present the performance metric used for analyzing the effectiveness of our approach for clustering RSS news articles. We will evaluate the performance of FCC for grouping highly related RSS news articles, as well as comparing FCC with other well-known clustering methods in terms of the quality of clusters generated.
Dataset
The dataset we used for conducting the performance evaluation of FCC is a large set of RSS news articles, denoted RSSds. The news articles in RSSds were downloaded from a variety of online sources such as abcnews.com, cbsnews.com, usatoday.com, cnn.com, etc., between January 2007 and January 2008, which cover a wide variety of topics (as shown in Table 18) that allow us to perform an unbiased evaluation of FCC. In addition to RSSds, we also used the Reuters-21578 (http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html)
dataset. This dataset consists of 21,578 news articles grouped into 135 topics; each article has been manually labeled with one or more topics. Reuters-21578 is a popular benchmark dataset, appropriate for evaluating the performance of any text retrieval, text categorization, or clustering approach [14] . 
Performance Measure
We evaluate the performance of FCC on the RSSds and Reuters-21578 datasets using the mutual information (MI) metric [31] , which determines how similar or independent any two sets of clusters C and C are. C and C are created using the documents in a given set of documents D, and the mutual information (value) of C and C , denoted MI(C, C ), is defined as
where p(c i ) (p(c j ), respectively) is the probability that a document d randomly selected from D belongs to cluster c i (c j , respectively) and p(c i , c j ) is the (joint) probability that d is in both c i and c j , which are formally defined as As stated in [31] , MI(C, C ) is bounded between zero and max(H(C), H(C )) inclusively, where H(C) and H(C ) are the entropies of C and C , i.e., H(C) and H(C ) represent the purity of the set of clusters C and C , respectively, and are defined as follows:
where m (n, respectively) is the number of clusters in C (C , respectively) and MI(C, C ) reaches its maximum value when C and C are identical, whereas MI(C, C ) is closer to zero when C and C are more independent, i.e., they have very few clusters in common.
We normalize MI so that 0 ≤ MI ≤ 1 which is defined as follows:
As stated in [36] , MI * is impartial to the number of clusters involved in computing the entropy of the two sets of clusters. MI * (C, C ) is a probabilistic measure that determines how much information (news articles in our case) are shared by C and C ; MI * (C, C ) = 0 (or close to 0) indicates random partitioning on C and C , i.e., the sets of clusters in C and C do not share any information, whereas MI * (C, C ) = 1 implies that the two sets of clusters are identical, i.e., the number of clusters, as well as the articles in each cluster, are perfectly matched [36] .
MI * is used for evaluating the performance of FCC (as well as other clustering approaches as described in Section 5.2.4). We compute MI * in (i) the set of clusters manually created from the set of news articles in RSSds according to the topic(s) they belong to, generating C, and (ii) the clusters of news articles in RSSds using FCC, generating the set of clusters C . MI * (C, C ) thus yields the degree of similarity among clusters in C and C .
We perform the same MI * measure on the Reuters-21578 dataset for comparing the performance of FCC with other well-known, existing clustering approaches, except that the clusters in C as provided by Reuters-21578 are predefined in the dataset.
Evaluating Our FCC Model
To determine the overall MI * value of FCC, we used 67 test cases of different sizes, and each test case consists of randomly selected RSS news articles in the RSSds dataset (as shown in Table 18 ). We manually labeled each of the RSS news articles in the test cases according to one or more topics to which it belongs. Although a subset of articles in RSSds might share a general topic, some are more closely related than others in terms of the covered stories. Hence, there are news articles considered to be less-informative in the subset, i.e.
articles that in a greater or lesser degree cover the same story and can be eliminated.
For the news articles in each test case, we applied FCC to create clusters using the α value determined by Equation 16 , and discarded 30% of the less-informative news articles, where 30% is an ideal ratio as discussed in Section 4.3. The number of clusters in C of each test case T was determined by the α value computed by Equation 16 , and news articles in T were manually examined and assigned to various clusters in C according to their actual contents. Hereafter, we computed the normalized mutual information value of C and C created from the news articles in T .
Let's consider the following three RSS news articles downloaded from http://seattle times.nwsource.com in January 2008, and the URL link is specified in Table 18 . A 1 and A 2 should be assigned to the same clusters, whereas A 3 to a separate one.
Using RSSds we evaluated the performance of FCC such that not only the "general" topic of RSS news articles is considered, but also the actual content of the different RSS news articles during the clustering process. 
Comparing the Performance of FCC with Others
We further assess the performance of FCC by comparing the MI * values obtained by several well-known clustering techniques (as detailed in [32] ) with the MI * value obtained by FCC, using the Reuters-21578 dataset.
In [32] several clustering techniques are presented: (i) the k-means algorithm, which looks for the appropriate k centers (i.e., news documents) to group data according to a predetermined k number of clusters, (ii) the Spherical k-means [9] , which models a document collection as a bipartite graph that is used by a spectral algorithm for clustering documents and words simultaneously, (iii) the Gaussian Mixture Model [17] , which establishes the most representative features of each cluster and uses them to refine the document clusters based on a majority voting scheme, (iv) an unsupervised version of the well-known Naive Bayes probabilistic model for document clustering [2] , (v) the Spectral clustering algorithm based on average association criterion [35] , and (vi) the Spectral clustering algorithm based on normalized cut criterion [27] . In both (v) and (vi) a given set of documents is represented as a graph in which each node represents a document, each edge denotes an association between any two documents, and a weight is assigned to each edge to reflect the similarity of the connected documents. As stated in [31] , the clusters generated by using the approaches of (v) and (vi) on the Reuters-21578 news articles are determined by finding the graph's most suitable cut based on a predefined criterion.
We achieve an unbiased comparison by following the evaluation procedure described in [32] , which considers only the news articles in the Reuters-21758 dataset that belong to a unique topic and discards topics that had less than five news articles. As a result, 9,494 news articles and 51 topics from the Reuters-21758 dataset were used for the experimental and comparison purpose, which are the articles that belonged to a unique topic, including oil, grain, acquisitions, money, trade, cotton, etc. By adopting this evaluation procedure, we are able to objectively determine the quality of FCC compared with other well-known clustering methods in terms of their MI * measures.
As stated in [32] , in order to compute the MI* value, different numbers of clusters [32] and as shown in Figure 4 . Clearly, as shown in Figure 4 , FCC outperforms the mentioned clustering approaches by an average of 9% in terms of MI*, which shows the quality of clustered documents generated by using FCC.
As stated in [5] , the MI * is a semantic measure that quantifies the statistical information shared between two distributions, i.e., it indicates the shared information between a pair of clusters. Hence, by obtaining an MI * value higher than the MI * value generated by other well-known clustering approaches, we can claim that FCC generates higher quality clusters,
i.e., more generated clusters are similar to the original set of clusters used for comparison.
Observations
We observe that FCC outperforms known clustering approaches due to the flexibility of the fuzzy compatibility relation that we develop for clustering RSS news articles, since these news articles are grouped in less-restrictive clusters according to their actual content similarity as opposed to the general topic they might belong to.
It is worth to mention that by discarding the less-informative news articles, we provide users with clusters that include the entirety of topics covered in the original set of news articles, while reducing a number of news articles without sacrificing the quality of the clusters. What is more, as previously stated, the user always has the choice of not discarding less-informative news articles (i.e., only redundant and subsumed news articles are eliminated), if desired.
As shown in Section 5.2.3, we achieve a higher MI * value in using the RSSds dataset, which contains multi-topics news articles, than in using the Reuters-21578 dataset. The original set of clusters C on RSSds includes news articles in multiple clusters, which is the approach we adopt we using FCC, C , i.e., FCC assigns a given article to multiple clusters if necessary, and as a result, the two sets of clusters are more alike, i.e., share more articles in common. However, the original set of clusters C on the Reuters-21578 dataset is much more restrictive, since each article is assigned to only one cluster, whereas the clusters generated by using FCC C , which allows articles to be assigned to more than one clusters, are not as similar to the clusters in C, which yields the lower MI * value C and C , i.e., 0.61 versus 0.67, the MI * value obtained by using RSSds dataset.
Furthermore, FCC works with little overhead, since only the combined similarity values, which are computed using the (phrase) correlation factors, are considered during the clustering process, as opposed to some of the existing clustering techniques described in [32] such as Naive Bayes, K-means, and Spherical K-means, which depend on the initialization of the clusters and hence the performance of these approaches is significantly affected by their initial partition. Furthermore, to the best of our knowledge, there are not any benchmark measures available that we could use for evaluating and comparing the performance of FCC in dealing with multiple-topics news articles.
Conclusions
We have presented InFRSS that combines the correlation phrase (CPM) model with the fuzzy compatibility clustering (FCC) model for finding and clustering informative RSS news articles. In the CPM model, we have considered n-gram (1 ≤ n ≤ 5) phrase matching and verified that bigrams and trigrams outperform other n-grams in detecting similar RSS news articles. We have also verified the accuracy of our CPM approach by analyzing hundreds of pairs of randomly selected RSS news articles from multiple sources and concluded that applying bigram and trigram phrase matching is highly accurate (≥ 90%), which requires little overhead (using predefined correlation factors) in finding related articles. Our CPM can also be used for (i) detecting (similar) junk emails and spam Web pages, (ii) clustering (Web) documents with similar content, and (iii) discovering plagiarism, which form the core future work for our CPM model. We conducted various experiments to measure the accuracy in using each one of the unigram, bigram, trigram, 4-gram, and 5-gram phrase correlation factors to detect similar RSS news articles. Our finding is agreed upon by [24] who show that better results are obtained when applying bigrams and trigrams to retrieve information, whereas [22] state that decomposing long phrases to bigrams is more effective in retrieving information. Moreover, [20] claim that the use of short queries (2 or 3 terms, i.e., bigram or trigram) has a more positive effect when retrieving information from the Web than the use of longer queries, which can have less, or even negative, effect. We verify the correctness of our CPM model by comparing the detected (non-)similar news articles using various n-gram (1 ≤ n ≤ 5) phrase correlation factors discussed in Section 3.2.
In the FCC model, well-known techniques such as the fuzzy set logic and the α-cuts are combined to generate high quality clusters of RSS news articles. We have defined the mutual information metric to show the effectiveness of our FCC model in clustering RSS news articles and compared the performance of FCC with other well-known clustering techniques. We have verified that on the average our FSS model outperforms existing, well-known clustering techniques by 9%.
We have observed that InFRSS performs better when making use of bigrams for computing the degrees of similarity between RSS news articles. We believe that constructing a bigram-correlation matrix using the Wikipedia document collection could further enhance the effectiveness of InFRSS in detecting and clustering RSS news articles. Our InFRSS could also be used for detecting and clustering other kinds of document collections in different subject areas, such as medical documents, computer science articles, laws, etc. (a) (In)Correctly classified, related articles using our n-gram CPM.
(b) Accuracy of using our n-gram CPM to detect related articles.
Figure 4:
Mutual information values computed by using different clustering algorithms in [24] as well as ours on the Reuters-21578 dataset for illustrating the merit of our clustering approach.
