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Abstract—The significant growth in the number of WiFi-
enabled devices as well as the increase in the traffic conveyed
through wireless local area networks (WLANs) necessitate the
adoption of new network control mechanisms. Specifically, dense
deployment of access points, client mobility, and emerging QoS
demands bring about challenges that cannot be effectively ad-
dressed by distributed mechanisms. Recent studies show that
software-defined WLANs (SDWLANs) simplify network control,
improve QoS provisioning, and lower the deployment cost of
new network control mechanisms. In this paper, we present an
overview of SDWLAN architectures and provide a qualitative
comparison in terms of features such as programmability and
virtualization. In addition, we classify and investigate the two
important classes of centralized network control mechanisms:
(i) association control (AsC) and (ii) channel assignment (ChA).
We study the basic ideas employed by these mechanisms, and
in particular, we focus on the metrics utilized and the problem
formulation techniques proposed. We present a comparison of
these mechanisms and identify open research problems.
Index Terms—Software-Defined Networking, IEEE 802.11, Ar-
chitecture, Mobility, Interference, Centralized Algorithms
I. INTRODUCTION
W IRELESS local area networks (WLANs) have beendeployed broadly in various types of environments
such as enterprises, universities, airports, shopping malls, and
homes. The IEEE 802.11 standard, commonly known as WiFi,
is becoming more popular and ubiquitous. In particular, the
traffic demand of WiFi networks is increasing due to the
emergence of high-definition video streaming, Internet of
Things (IoT), cellular data offloading, online gaming, and
virtual reality [1]–[6].
Statistics and forecasts show a continuous growth in the
number of WiFi-enabled devices shipped as well as the
amount of traffic conveyed through WLANs. Figure 1(a)
shows the number of WiFi-enabled devices, including ac-
cess points (APs), network interface cards (NICs), routers,
switches, laptops, tablets, smartphones, and TVs that were
shipped from 2012 to 2017. The shipment of WiFi-enabled
devices was 1.58 billion units in 2012 and is estimated to be
4.91 billion units in 2017 [5]–[7]. Furthermore, the percentage
of traffic conveyed by WiFi networks is growing continuously,
as illustrated in Figure 1(b). During 2014, 41% of mobile
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Fig. 1. (a) Increase in the number of WiFi-enabled devices shipped during
2012 to 2017. (b) Traffic growth of WiFi, cellular and Ethernet networks
during 2014 to 2019 [8].
data traffic was exchanged through WiFi networks, including
the traffic offloaded from cellular networks into WLANs [4],
[8], [9]. This traffic is expected to reach 53% by 2019. In
addition, the scientific community has paid great attention to
802.11 networks, as demonstrated by the 165K citations that
this topic has received until 2014, according to [10].
The increase in the number of WiFi-enabled devices and
their growing traffic demand requires a dense installation of
APs to improve spatial reuse and enhance network capacity.
However, AP densification intensifies channel contention, in-
creases the interference level among APs and their associ-
ated clients, and exacerbates the challenges of client handoff
among APs. Therefore, effective association and interference
control are both necessary to satisfy the QoS demands of
clients in terms of throughput, delay, reliability and energy
efficiency [11]–[15]. Satisfying these requirements is even
more important and challenging when WLANs are used for
mission-critical application such as industrial process control,
factory automation, and medical monitoring. In particular,
these applications require bounded packet delivery delay and
high link reliability, and in some cases energy efficiency is a
critical performance metric as well [16], [17].
In order to tackle the challenges of controlling complex
wired networks (such as ISPs and data centers), software-
defined networking (SDN) has been proposed to simplify
and improve the design and development of network con-
trol mechanisms by decoupling the control and data plane.
Instead of running network control mechanisms distributively
on switching devices, a controller configures the switches to
operate according to the decisions made centrally [18], [19].
Consequently, in addition to simplifying the deployment of
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network control mechanisms as applications running on the
controller, these mechanisms can benefit from the controller’s
global network view. Not only for wired networks, SDN
has gained popularity for the design of WLANs and cellular
networks as well [20]–[23].
A software-defined WLAN (SDWLAN) enables central
monitoring and control of network operation. A SDWLAN
can be studied from two point of views, as follows:
– Architecture. A SDWLAN architecture: (i) defines
the various network components (e.g., controller, APs,
switches, middleboxes) used to build the network as
well as the topology employed to connect these com-
ponents; (ii) implements application programming inter-
faces (APIs) through which the controller communicates
with network devices to perform data collection and
distribute control commands; (iii) specifies the separation
level between the control plane and data plane. The archi-
tectural features highly affect the development flexibility
and performance of network control mechanisms [12],
[24]–[26]. For example, when medium access control
(MAC) functionalities are transferred from the APs to the
controller, network control applications may implement
AsC mechanisms with various capabilities and perfor-
mance levels, depending on the separation level and APIs
provided.
– Control Mechanisms. To benefit from the features of
SDWLAN architectures, and in particular, the global net-
work view provided, various control mechanisms, such
as association control (AsC), channel assignment (ChA),
transmission power control, and CCA threshold adjust-
ment have been proposed by the research community.
In this paper, we particularly focus on centralized AsC
and ChA mechanisms because they have been widely
proposed and adopted to benefit from the features of SD-
WLANs. AsC mechanisms address client-AP association
for both static and dynamic clients to achieve various
objectives, such as seamless mobility, fairness among
clients, load balancing among APs, and interference miti-
gation. ChA mechanisms address the problem of channel
assignment to APs in order to minimize the interference
level experienced by APs and clients [27]–[29].
A. Contributions
At a high level, this paper studies SDWLANs from two
perspectives: (i) SDWLAN architectures, and (ii) the two main
central network control mechanisms, AsC and ChA, that are
employed to control network operation. More precisely, the
contributions of this paper are as follows:
– We first present an overview of software-defined net-
working and the standard protocols used for network
monitoring, management and programming. Next, we
review SDWLAN architectures and reveal their main ob-
jective, components, interconnection protocols, and APIs
provided. Based on their main contribution, we classify
architectures into the following categories: observabil-
ity and configurability, programmability, virtualization,
scalability, and traffic shaping. Then, we compare these
architectures and highlight future research directions
considering the current and upcoming requirements of
SDWLANs.
– We review the AsC mechanisms proposed for SD-
WLANs. We first classify these mechanisms into two
groups: (i) seamless handoff, mechanisms for reducing
the overhead and delay of client handoff, and (ii) client
steering, mechanisms to optimize parameters such as the
airtime allocated to clients. Client steering approaches,
in turn, are classified into two groups: (i) centrally-
generated hints, where the controller relies on the global
network view to generate hints for the association of
clients, and (ii) centrally-made decisions, where the
controller makes the association decisions and enforces
the clients to apply them. In addition to discussing the
impact of architecture on supporting seamless handoff,
we compare the reviewed mechanisms in terms of op-
timization scope, traffic awareness, and the ability to
recognize the QoS requirements of clients. By discussing
the capabilities and weaknesses of AsC mechanisms,
we present research directions towards designing AsC
solutions for heterogeneous and dynamic SDWLANs
with diverse QoS requirements. We also identify how
the potential features of SDWLAN architectures can be
employed to design more efficient AsC mechanisms.
– We review the ChA mechanisms proposed for SD-
WLANs. We classify these mechanisms into two groups,
traffic-aware and traffic-agnostic, based on whether they
incorporate APs’ and clients’ traffic into the decision
making process. We specifically focus on how ChA
mechanisms define and measure their interference met-
rics as well as the approaches employed for modeling
and solving the formulated problems. Furthermore, we
compare these mechanisms in terms of factors like client-
awareness, dynamicity, and the unique features of dif-
ferent 802.11 standards. We propose research directions
towards designing mechanisms that address the demands
of emerging applications. We also identify how the
potentials of SDWLANs can be employed to design more
efficient ChA mechanisms.
When studying AsC and ChA mechanisms, we reformulate
the problems using a consistent set of notations to ease the
understanding and comparison of these mechanisms. Table I
presents the key acronyms and notations used in this paper.
Figure 2 shows the high-level organization of the paper.
II. MOTIVATION
In this section, we overview the major application domains
and requirements of WLANs, the challenges of wireless com-
munication, and the importance of centralization in addressing
the requirements of current and emerging applications.
A. Applications and Requirements
WLANs are being used in a variety of applications with
various performance requirements. WLANs installed in enter-
prises, campuses and public areas usually serve a small to
medium number of stationary and mobile users. For voice
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Fig. 2. High-level organization of the paper.
TABLE I
KEY ACRONYMS AND NOTATIONS
Acronym Definition
AsC Association Control
AP Access Point
API Application Programming Interface
BSSID Basic Service Set ID (AP’s MAC address)
ChA Channel Assignment
CCA Clear Channel Assessment
DCF Distributed Coordination Function
ISP Internet Service Provider
LVAP Light Virtual Access Point
MAC Medium Access Control
NFV Network Function Virtualization
NIC Network Interface Card
PHY Physical
RSSI Received Signal Strength Index
SDN Software-Defined Network
SDWLAN Software-Defined WLAN
SINR Signal to Interference-and-Noise Ratio
VAP Virtual Access Point
WLAN Wireless Local Area Network
Notation Definition
C = {c1, ..., ci} Set of clients
AP = {AP1, ..., APi} Set of access points
CH = {ch1, ..., chi} Set of channels
and video streams, in addition to high throughput, providing
an uninterrupted service for mobile users is an important
performance metric [30]. For home WLANs, achieving these
service requirements is more challenging due to the adjacency
of multiple networks controlled individually [31], [32].
Industrial WLANs usually serve a larger number of nodes
deployed for monitoring and control purposes. In addition,
while most of the nodes are static, mobility is characterized
by the speed and movement scale of robot arms, rotating parts,
and mobile robots [33]. In these applications, the network
infrastructure must satisfy a set of unique requirements [16],
[34], [35], as follows: First, many of these applications require
deterministic packet delivery delay. This is particularly impor-
tant when sensors and actuators communicate with controllers
because the delay of the control loop directly affects control
performance. Second, a packet delivery reliability of 99% or
higher must be guaranteed to ensure the robust operation of
control and monitoring systems. In addition to sensors and
actuators, industrial wireless networks also include high-rate
devices such as cameras [36]. For example, it is important
to ensure that the longer transmission duration and higher
priority of video packets do not affect the timeliness of
short control packets. Similar to industrial applications, other
mission-critical systems, such as medical monitoring, must
satisfy a similar set of requirements [17].
Besides user devices such as smartphones, more energy-
constraint devices like sensors and actuators are being used
nowadays in various types of applications [1], [17], [37]–
[39]. For example, wireless sensors and actuators used in
industrial environments, specifically those installed in high
temperature and hard-to-access areas, are usually battery-
powered. Furthermore, a greater number of low-power IoT
devices and wearables are being used for applications such
as medical monitoring. Therefore, energy is an important
requirement of current and emerging applications of WLANs.
B. Challenges
Wireless networks introduce a new set of network control
challenges, compared to wired networks. The broadcast nature
of the wireless medium causes interference, resulting in link
quality and throughput variations. For example, an AP may
under-utilize its spectrum and hardware capacity due to the
high interference level caused by neighboring APs or clients
[40]–[42]. Interference level depends on dynamic factors such
as mobility, traffic rate, number of devices, and environmental
properties (e.g., path loss, multipath effect, obstacles, etc.)
[11], [43]–[45]. The high path loss of wireless signals, and
the inability of wireless transceivers to detect collisions, bring
about new challenges such as hidden and exposed terminal
problems [46].
From the network control point of view, channel assignment
is a widely used mechanism to cope with interference, enhance
throughput and reduce channel access delay. Channel assign-
ment refers to the process of assigning RF channels to APs
based on various factors, such as the interference relationship
between APs and clients and the traffic demand of clients. The
dynamics of wireless channel, the variability of user traffic,
and variations in transmission power make channel assignment
a challenging process. This process is further complicated by
the introduction of channel bonding supported by 802.11n
and 802.11ac standards. Channel bonding allows a device to
combine multiple channels in order to transmit at a higher
rate over a wider channel. However, the performance benefit
of this technique depends on several factors and requires
collaboration among APs [47], [48]. For example, using a
larger bandwidth might increase contention with nearby APs
and result in a longer channel access delay.
In addition to affecting interference level and the load of
APs, mobility results in connection interruption because of
the delay of re-association process [49], [50]. Although most
of the large WLAN deployments employ a centralized user
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authentication scheme, the delay of association process is not
completely eliminated. In particular, when a client associates
with a new AP, the AP needs to establish the data structures
pertaining to the new client. However, this process might result
in communication interruption.
To increase the throughput of WLANs, extend coverage, and
facilitate reliable handoff, network densification is employed
in various types of environments such as enterprises and
campuses. With this approach, the coverage range of the APs
is reduced and the density of APs deployed per square meter is
increased [14]. Despite the potential benefits of this approach,
the network dynamics caused by interference and mobility
are exacerbated by densification. For example, densification
increases the number of re-associations as a client moves. In
addition, due to the limited number of channels available in
the 2.4 and 5GHz bands, channel assignment becomes a more
challenging process.
From the energy point of view, the 802.11 standards provide
two mechanisms: power saving mode (PSM), and automatic
power saving delivery (APSD). However, the efficiency of
these algorithms reduces as network density increases [51],
[52]. For example, the concurrent wake-up of multiple clients
results in collision and higher energy consumption [53]. Fur-
thermore, energy is wasted when a node wakes up during a
bad channel condition.
C. Architectures and Control Mechanisms
Central network control plays an important role to sat-
isfy the requirements of existing and emerging applications.
First, architectures are required to provide an infrastructure
for centralized network control. Second, centralized control
mechanisms are necessary to make control decisions based
on network-wide dynamics and requirements. For example,
utilizing centralized network control facilitates addressing the
following challenges: To offer seamless handoff, we can elimi-
nate the need for re-association by maintaining the association
information of clients at a central controller; to enhance
throughput, the controller can steer the association point of
clients to balance the load of APs; the performance of channel
assignment can be improved by utilizing centralization because
channel assignment is, in essence, a graph coloring problem. In
addition to client steering, seamless handoff, and channel allo-
cation, which significantly affect throughput, delay, and energy
consumption of clients, centralization enhances the adoption
and performance of other techniques, such as scheduling, to
further improve the aforementioned metrics [17], [52]–[54].
III. ARCHITECTURES
In this section we overview the existing SDWLAN ar-
chitectures. Before presenting these architectures, we first
overview the basic concepts of software-defined networking
and the standard protocols used for north and south-bound
communication.
A. Principles of Software-Defined Networking
A software-defined network (SDN) decouples control mech-
anisms from data forwarding paths. In fact, a SDN has two
planes: a (i) data plane, such as switches and APs, and a (ii)
control plane, which is a controller that runs an operating
system (e.g., NOX [55], Floodlight [56]) and mechanisms
that control the network operation (e.g., AsC, ChA). The
controller1 communicates with data plane equipment through a
south-bound protocol (e.g., OpenFlow [59], SNMP [60]), and
exposes a set of north-bound APIs (e.g., REST) through which
network control mechanisms are developed. In fact, the global
network view of the controller and the reprogrammability of
data plane significantly simplifies the design and deployment
of network control mechanisms. Network control mechanisms
are also referred to as network applications, as they are
actually applications running on the network operating system.
SDN is an enabler of network virtualization, a.k.a., network
slicing, which refers to the abstraction, slicing and sharing
of network resources [61]. For example, an abstraction layer
(e.g., FlowVisor [62]) is used to provide applications with
an isolated view of resources. Network virtualization provides
control logic isolation, as each application can see and control
only the slice presented to it. Therefore, when a SDWLAN
is shared by multiple operators, network slicing enables the
enforcement of multiple access policies to the users associated
with various network operators. In addition, virtual networks
corresponding to various services can be established to sup-
port differentiated services and achieve higher QoS control
over resources. Virtualization also expedites the design and
development of novel wireless technologies. For example, one
or multiple experiments can be run on slices of a wireless
network while the production network is in operation. Three
levels of slicing are applicable to a SDWLAN: (i) Spectrum
(a.k.a., link virtualization): requires frequency, time or space
multiplexing. (ii) Infrastructure: the slicing of physical devices
such as APs and switches. (iii) Network: the slicing of the
network infrastructure.
Given the simplified configuration of data forwarding paths,
SDN promotes the use of network function virtualization
(NFV). Instead of using dedicated hardware, NFV relies
on the implementation of services using general computing
platforms. NFV is the virtualization of network functions such
as domain name service (DNS), firewall, intrusion detection,
load balancing and network address translation (NAT). To this
end, a network service is broken into a set of functions that
are executed on general purpose hardware. These functions
can then be introduced to or moved between network devices
whenever and wherever required. As we will show later,
software-defined radio (SDR) and virtual APs (VAPs) are the
two most notable types of NFV in SDWLAN to offload the
processing of APs into general computing platforms.
B. Standard Protocols
In SDN architectures, the controller communicates with the
data plane through a south-bound protocol, and provides north-
bound APIs for application developers. To avoid exposing the
complexities of south-bound APIs, the north-bound APIs are
usually REST-based [63], [64], and network engineers use
1To achieve reliability, a logical controller may represent multiple physical
controllers [57], [58].
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language abstractions, such as Frenetic [65], Pyretic [66], and
NetCore [67], for application development [68]. For example,
FloodLight [56] and OpenDaylight [69] both support REST
north-bound APIs. In the rest of this section we review the
widely-adopted standard south-bound protocols.
Simple Network Management Protocol (SNMP) [60],
[70]–[72]. This is an application layer protocol used to monitor
and configure network elements. SNMP exposes management
data in the form of variables on the managed systems. The
nature of the communication is fetch-store: either the manager
fetches resources or stores the value of an object on the agent.
SNMP cannot directly implement actions. For example, to
restart an agent, the manager cannot send a command to reboot
the agent; instead, it sets the value of the reboot counter, which
indicates the seconds until next reboot. SNMP has been the
most widely used management protocol in production net-
works due to its simplistic nature and ease of usage. Although
SNMPv3 introduces significant security enhancements, SNMP
has been mostly used for monitoring, rather than configuration
[73]. Furthermore, due to the sequential execution of com-
mands, SNMP introduces high network overhead and may
result in network failure in large-scale deployments [74], [75].
Netconf [76]. Netconf uses remote procedure call (RPC) to
exchange messages and apply configuration through Create,
Retrieve, Update, and Delete (CRUD) operations. In addition,
it enables the manager to define what action (e.g., continue,
stop, roll-back) should be taken if a command fails. Netconf
has been mostly used for configuration, and the assumption
is that another protocol such as SNMP is used for monitoring
purposes [73]. YANG is a tree-structured modelling language
used by Netconf to describe the management information of
network elements. Since YANG enables the definition of data
models, Netconf has been widely used by industry; however,
vendors may not support a consistent set of data models.
OpenFlow [59]. This protocol assumes that data plane
elements are simple packet forwarding devices and their
operation is determined by the forwarding rules received from
the controller. Whenever a new flow enters a switch, the
forwarding table of the switch is queried to find a matching
forwarding rule. If no forwarding rule is found, either the
packet is dropped or an inquiry is sent to the controller to re-
trieve the required action. OpenFlow 1.1 replaces actions with
instructions, which enables packet modification and updates
actions. The possibility of connecting to multiple controllers
has been introduced in OpenFlow 1.2. OpenFlow 1.3 enables
per-flow rate control.
Control And Provisioning of Wireless Access Points
(CAPWAP) [77]. This protocol enables a controller to es-
tablish DTLS [78] connections with APs to exchange data
and control messages. Data messages encapsulate wireless
frames, and control messages are used for monitoring and
control purposes. In addition to centralizing authentication and
network management, CAPWAP defines two MAC operation
modes [79]: local MAC (LM) and split-MAC (SM). Using the
LM mode, most of 802.11 MAC operations are implemented
in APs and the role of controller is almost negligible. Using
the SM mode, the real-time operations of 802.11 MAC are run
on APs, and the rest of operations, such as the generation of
beacons and probe responses, are handled by the controller.
CPE WAN Management Protocol (CWMP) [80] (a.k.a.,
TR-069). Published by Broadband Forum, CWMP is a text-
based protocol for communication between Auto Configura-
tion Servers (ACS) and Customer Premise Equipment (CPE)
such as modems, APs and VoIP phones. The primary features
of CWMP are secure auto-configuration, dynamic service pro-
visioning, software/firmware image management, status and
performance monitoring, and diagnostics. One of the main
capabilities of CWMP is to enable the devices behind NAT to
securely discover ACSs and establish connection. In addition,
an ACS can request a session start from a CPE. The commands
(e.g., get, set, download, upload, etc.) run over a SOAP/HTTPS
application layer protocol. In fact, a CPE acts as a client and
the ACS is the HTTP server. Configuration and monitoring
of CPEs is performed by setting and getting the device
parameters, which are defined as a hierarchical structure.
CWMP is considered to be an important management protocol
in M2M architectures [81], [82]. However, this protocol does
not address client mobility in WLANs.
As OpenFlow has been primarily designed to configure the
flow table of switches, an additional protocol, such as SNMP,
Netconf, or a proprietary protocol, should be used to enable
the control of wireless devices, as we will see in Section III-C.
Therefore, both SNMP and Netconf are widely supported by
SDN controllers (e.g., OpenDaylight, ONOS [83]). We provide
further discussion about protocols in Section III-D1.
There are other protocols, in addition to those mentioned
in this section, used for south-bound communication. For
example, although REST APIs are mostly used for north-
bound interactions, REST is also employed for south-bound
communication by controllers such as Ryu [84].
C. SDWLAN Architectures
In this section we review the architectures proposed for
SDWLANs. We categorize these architectures based on the
main contributed feature into five categories: observability
and configurability, programmability, virtualization, scalabil-
ity, and traffic shaping. However, it should be noted that some
of these architectures present multiple features, as we will
show in Figure 7 and Table II. Please note that the AsC and
ChA mechanisms proposed to benefit from these architectures
will be studied in Section IV and V, respectively.
1) Observability and Configurability: The architectures of
this section provide the means for central monitoring and
configuration, however, they cannot be used to develop new
network control mechanisms.
DenseAP. This architecture [12] addresses the challenges
of densely-deployed WLANs in terms of AsC and ChA. The
two main components of this architecture are DenseAP APs
and DenseAP Controller. DenseAP APs are off-the-shelf PCs
running Windows operating system. Each AP runs a DenseAP
daemon, which is a user-level service responsible for managing
AP functionality. This daemon monitors NIC and reports to
DenseAP Controller periodically. A report includes the list
of associated clients, sample RSSI values, traffic pattern of
clients, channel condition, and a list of new clients requesting
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to join the network. The DenseAP Controller enables the user
to tune parameters, makes control decisions, and informs the
daemon to apply the configuration. We will review the AsC
mechanism of DenseAP in Section IV-B2.
Cisco Unified Wireless Network (CUWN). CUWN [85]
proposes an architecture and a set of configurable services,
including seamless mobility control, security and QoS provi-
sioning. CUWN uses either Lightweight Access Point Protocol
(LWAPP) [86] or CAPWAP [77] as its south-bound protocol.
As supported by CAPWAP, CUWN provides two MAC modes:
local MAC (LM) and split-MAC (SM). The Radio Resource
Management (RRM) [87] of CUWN provides several network
control services. For example, RRM establishes RF groups and
determines a leader controller for each group. To this end, each
AP periodically transmits Neighbor Discovery Protocol (NDP)
messages on all channels. NDP messages contain information
such as the number of APs and clients. All APs forward the
received NDP messages to the controller, which establishes
a network map, groups APs into RF Groups, and chooses
a leader controller for each group. We will review the AsC
and ChA mechanisms of CUWN in Section IV-A and V-B,
respectively.
2) Programmability: In addition to central monitoring,
these architectures expose north-bound APIs that enable the
implementation of control mechanisms as applications running
on a controller. We overview these architectures as follows.
DIRAC. This architecture [88] proposes a proprietary south-
bound protocol using two main components: a router core
(RC) running on a PC, and router agents (RA) running on
APs.
RAs receive messages from RC and convey them to the
NIC’s device driver. There are three types of interactions
between the RC and RAs: events, statistics, and actions. Sam-
ple events are association, re-association, and authentication,
which are reported by RAs to the RC. RAs periodically report
statistics, such as packet loss rate and SNR. The RC enforces
its policy by sending actions to RAs. For example, the RC
may use set_retransmissions() to limit the number
of retransmissions. The control plane of the RC has two
main components: (i) management mechanisms, which are the
network applications, and (ii) a control engine, which includes
components to simplify network application development.
Trantor. This architecture [89] is an improved version
of DenseAP [12], and its south-bound protocol extends the
exchange of control messages with clients (in addition to APs).
These messages include packet loss estimation, the RSSI of
packets received from APs, channel utilization, and neighbor-
hood size. Trantor also supports ”active monitoring”, through
which clients and APs are directed to exchange packets to
measure metrics that are used by network control mechanisms.
In addition, Trantor provides a set of APIs used to control the
association, channel, transmission rate and transmission power
of devices. For example, using associate (APi) a client
is instructed to associate with APi. Unfortunately, no network
control mechanism has been proposed to benefit from these
primitives.
Dyson. This architecture [90] (which is an extension of
Trantor) enables both clients and APs to communicate with
the controller. Clients are categorized into two groups: Dyson-
aware clients and legacy clients. Only Dyson-aware clients
can communicate with the controller. The measurement APIs
can be used to collect information such as: the sum of the
RSSI values (total RSSI) of all received packets during a
measurement window, the number of transmitted packets per
PHY rate, the number of transmission failures, and the channel
airtime utilization.
Dyson establishes a network map based on the information
collected from APs and Dyson-aware clients. The network
map provides the following components: (i) node locations:
reflects the location of APs (which are fixed) and clients (using
[91]); (ii) connectivity information: a directed graph that shows
from which APs/clients an AP/client can receive packets; (iii)
airtime utilization: reflects channel utilization in the vicinity
of each node; (iv) historical measurement: a database to store
measurements.
Dyson’s APIs include commands to configure the channel,
transmission power, rate and CCA of APs and clients. The API
set also includes commands to manage AP-client associations.
A reduced set of control APIs is used to support legacy clients.
This set enables the controller to control the association point
and operating channel of these clients.
ÆtherFlow. This architecture [92] simplifies data plane
programmability by extending OpenFlow based on its formal
specifications. The control interfaces are categorized according
to the OpenFlow specification as follows: (i) Capabilities: in-
terfaces through which a controller inquires the capabilities of
an AP’s radio interfaces. These capabilities include the number
of channels, transmission power levels, etc. (ii) Configuration:
these interfaces enable the configuration of physical ports
(e.g., channel, transmission power) and logical wireless ports
(e.g., SSID, BSSID). (iii) Events: interfaces for event report-
ing (e.g., probe, authentication, association) to a controller.
(iv) Statistics: these interfaces enable a controller to query
wireless related statistics. ÆtherFlow has been implemented
in CPqD SoftSwitch [93], which is installed on OpenWRT
[94]. The performance and capability of this architecture has
been evaluated using a predictive AsC mechanism, which we
will explain in Section IV.
COAP. Coordination framework for Open APs (COAP)
[31] is a cloud-based architecture for residential deployments.
In addition to using OpenFlow, this architecture proposes an
open API to provide a cloud-based central control of home
APs. COAP improves client QoS by running central control
algorithms as well as enabling cooperation among APs. A
COAP AP implements three modules: (i) APConfigManager,
(ii) DiagnosticStatsReporter, and (iii) BasicStatsReporter. AP-
ConfigManager is used for AP configuration, and the other
two modules provide diagnostic and basic statistics for the
cloud-based COAP controller. The COAP controller has three
modules: (i) StatsManager, (ii) COAPManager, and (iii) Con-
figManager, which are implemented within Floodlight. The
controller collects the required information using the Stats-
Manager module and performs control configurations through
ConfigManager. The COAPManager module allows network
administrators to implement new strategies and policies.
ResFi. [32] enables information collection and sharing in
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Fig. 3. The architecture of an AP used by AP Aggregate [101].
residential networks. ResFi Agent is a user-space program
that runs on APs and provides IP connectivity over the wired
backhaul network. This agent instructs the APs to exchange
messages through which APs discover each other’s IP address.
After the discovery phase, each AP establishes a secure point-
to-point connection to the agents of discovered APs using
the wired backbone. Each agent can then share information
with other APs or a remote controller. For example, an
AP can subscribe to the publish socket of its neighbors to
receive their updates. Using ResFi Agents on an AP does
not require any kernel or driver modification as it simply
relies on the interfaces provided by hostapd [95]. The APIs
provided enables both distributed and centralized management
of residential WLANs.
3) Virtualization: In this section we review the architec-
tures that offer virtualization to support seamless mobility,
slicing, and NFV. In particular, we discuss AP virtualization,
which refers to the mapping of multiple virtual APs to a
physical AP (e.g., Odin [49], CloudMAC [50]), or mapping a
virtual AP to multiple physical APs (e.g., SplitAP [96], BIGAP
[97]).
WVT. Wireless Virtualization Testbed (WVT) [98] relies
on AP virtualization to run isolated experiments on a testbed.
Corresponding to each experiment, each physical AP runs
a Node Agent, where each Node Agent is controlled by
a Node Handler running on the controller. Node Handlers
provide the user with APIs for monitoring and controlling
Node Agents. In addition to Node Agents, the APs run a Node
Overseer, which is responsible for activating the Node Agents
in a round robin fashion using TDMA scheduling. In fact,
at each slot boundary, the Node Overseer records the state
(e.g., SSID, channel) of the currently running Node Agent
and restores the state of the next Node Agent. Node Overseers
can be configured through the Master Overseer running on the
controller. This architecture uses an NTP time synchronization
server, which is required for TDMA scheduling.
OpenRoads. This architecture [99], [100] adds OpenFlow
to APs. In addition, due to the limitations of OpenFlow,
OpenRoads uses SNMP for configuring the APs’ parame-
ters. Resource slicing is provided through using FlowVisor
and SNMPVisor; the former slices data path, and the latter
slices configuration commands through sending them to the
appropriate data path element.
AP Aggregate. [101] presents a flexible architecture that
enables the aggregation of multiple virtual APs (VAPs) inside
an AP, as well as slicing resources on APs. VAP aggregation
is also used for interference reduction by turning off lightly-
loaded APs. Figure 3 shows the architecture of a physical AP.
The VAP Manager is responsible for creating and destroying
Controller
AP
Odin Agent
AP
Odin Agent
Internet
Data Plane
Odin Control Plane
OpenFlow Control Plane
LVAPLVAP LVAPLVAP
Odin OpenFlow
OpenFlow 
Agent
OpenFlow 
Agent
Distribution Network
(OpenFlow supported)
Applications
Fig. 4. Odin [102] introduces the concept of lightweight virtual APs (LVAP)
to reduce the overhead of handoffs.
VAPs based on the commands received from the controller.
The Policy Plane is a set of settings that are applicable to
the VAP. For example, these policies may specify the QoS
and firewall settings of the VAP. A Virtual Wireless Interface
has a SSID, MAC and IP address. Multiple Virtual Wireless
Interfaces are multiplexed into the Wireless NIC using TDMA.
Based on its collected information, a controller moves VAPs
between APs. This architecture employs layer-2 tunneling
techniques when VAPs are moved between subnets.
Odin. Figure 4 shows the architecture of Odin [49], [102]–
[104]. This architecture is composed of the following compo-
nents: (i) Odin Controller: maintains a global network view in-
cluding the status of APs, clients and OpenFlow switches. (ii)
Odin Agents: run on APs, and enable communication through
a proprietary south-bound protocol. Time-critical operations
(e.g., ACK transmission) are performed by APs, and non-time-
critical operations (e.g., association) are handled by the con-
troller. This operation results in a split-MAC protocol, which
is inspired by CAPWAP. (iii) Applications: implemented on
the controller. Applications may use the information provided
by Odin Agents, OpenFlow, and SNMP. The APIs support the
implementation of various control mechanisms such as AsC,
load balancing and hidden-terminal handling.
Odin introduces the concept of light virtual AP (LVAP) to
separate clients’ association states from physical APs; thereby
reducing the overhead of handoffs. An LVAP is characterized
by the following four-tuple:
– client IP address,
– a unique virtual basic service set ID (BSSID),
– one or more service set ID (SSID),
– a set of OpenFlow rules.
For each client, an LVAP resides in an AP (hosted by
Odin Agent) to represent client-AP association. When the
controller decides to associate a client with a new AP, it can
simply transfer the LVAP of that client to the new AP. From
a programmer’s point of view, multiple clients are connected
to different ports (the LVAPs) of a physical AP. LVAPs also
simplify client authentication through adding a session key
to the client’s LVAP. We will discuss about Odin’s AsC
mechanism in Section IV-A.
SplitAP. [96] proposes an architecture to support network
virtualization and manage clients’ share of airtime, especially
for uplink traffic. Each AP runs a SplitAP controller, which
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is responsible for VAP management and computing the uplink
traffic of each slice. By relying on the VAP concept, each
physical AP broadcasts the beacons of independent virtual
networks. For example, when three different ISPs utilize an
infrastructure, each AP emulates three VAPs. This architecture
requires client modification to enforce controller commands.
Specifically, each client runs a client controller that adjusts
traffic based on the commands received from the associated
AP. When a SplitAP controller realizes that the usage of a
particular slice is higher than its threshold, the AP broadcasts a
new maximum uplink airtime utilization that can be consumed
by clients in that slice. All the APs are connected to a shared
backhaul, through which they receive channel allocation com-
mands from a controller.
VAN. Virtualized Access Network (VAN) [105] proposes
an architecture for central control of residential networks. The
architecture is composed of the following components: (i)
residential APs, (ii) a controller, which is part of the ISP,
and (iii) content provider servers that are part of the content
provider network (e.g., Netflix). The controller provides a
set of APIs through which content providers control home
networks. These APIs are suitable for different traffic classes
such as video streaming and file transfer. For example, when
a content provider receives the request of a user, the con-
tent provider communicates with the controller and reserves
resources for the requested data flow.
In this architecture, IP address assignment and authentica-
tion are performed centrally per user device; therefore, it is
possible to transfer the association of a user device between
APs. More importantly, this architecture enables the sharing of
APs’ bandwidth between neighbors. Given a flow bandwidth
requirement and the neighborhood of each client, the controller
associates clients to APs by employing a heuristic algorithm.
CloudMAC. Figure 5 illustrates the CloudMAC [26], [50]
architecture. CloudMAC decomposes AP operations into two
modules and employs OpenFlow switching tables to manage
the communication between these modules. The main compo-
nents of CloudMAC are (i) APs, (ii) VAPs, (iii) an OpenFlow
switch, and (iv) an OpenFlow controller. APs only forward
MAC frames. All other MAC functionalities are performed by
VAPs that reside in a cloud computing infrastructure. VAPs are
operating system instances on a hypervisor such as VSphere.
Each VAP can include multiple virtual WLAN cards, where
each card is implemented as a driver in a VAP; therefore,
standard software tools can utilize these cards. Virtual ma-
chines are connected to physical APs by an OpenFlow-based
distribution network. The generation and processing of MAC
frames are performed by VAPs. A physical AP, which is a
slim AP, sends and receives raw MAC frames from clients
and handles time-sensitive operations (e.g., ACK generation
and re-transmission).
APs and VAPs are connected by layer-2 tunnels [106] and
the OpenFlow switch. The forwarding table of switches are
used to decide how packets must be routed between physical
APs and VAPs. This mechanism simplifies the implementation
of control mechanisms such as AsC. For example, while
Odin requires LVAP migration to handle mobility, CloudMAC
simply reconfigures the switching tables to change the data
forwarding path.
When a control command is generated by a network appli-
cation, the command is processed by VAP and a configuration
packet is forwarded toward the OpenFlow switch. The Open-
Flow switch forwards the packet to the OpenFlow controller to
check the legitimacy of the configuration command according
to user-defined policies. If the command is legitimate, the
OpenFlow controller forwards the packet to the AP.
To study the performance of CloudMAC, the round trip time
(RTT) is measured between a client and a VAP. Due to the
processing overhead of the OpenFlow switch and the delay
overhead added by the tunnels, the average RTT is increased
from 1.79 ms to 2.28 ms, compared to a standard WLAN.
However, time-critical MAC frames (e.g., association response
frames) are delivered fast enough to satisfy the timeliness
requirements. For large TCP packets, throughput is decreased
by almost 8.5%, compared to a standard WLAN. This perfor-
mance degradation is because of the tunnels implemented in
user space, which requires context switching.
EmPOWER. EmPOWER [107] relies on the concept of
LVAP (proposed by Odin) in order to decrease the overhead of
client mobility. The controller runs Floodlight as the operating
system and FlowVisor to enable virtualization. In this archi-
tecture, each AP is equipped with an Energino [108] add-on,
which is an open toolkit for energy monitoring. This add-on
provides REST-based APIs that enable network administrators
to turn on and off the APs.
EmPOWER2. An improved version of EmPOWER has
been proposed in [24], [109]. We refer to this architec-
ture as EmPOWER2. This architecture provides a full and
open set of Python-based APIs by introducing four key
abstractions: (i) LVAPs: a per-client VAP similar to Odin.
(ii) Resource pool: each resource block is identified as
((frequency, bandwidth), time). For example, an AP work-
ing on channel 36 with bandwidth 40MHz is represented
as ((36, 40),∞). Similar notation is used to represent the
802.11 standard supported by LVAPs. This representation
provides a mean for LVAP to AP mapping. (iii) Channel
quality and interference map: provides network programmers
with a global network view in terms of the channel quality
between APs and LVAPs. This view enables the programmers
to allocate resources in an efficient manner. (v) Port: specifies
the configuration of an AP-client link in terms of power,
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modulation and MIMO configuration. We will study its AsC
and ChA mechanisms in Section IV-B2 and V-A, respectively.
Sd-wlan. The main idea of Sd-wlan [110], [111] is the
implementation of most MAC functionalities at a controller,
which is essentially similar to Odin [102]. To this end, an
extended version of OpenFlow is proposed as the south-
bound protocol. Using this protocol, the controller can instruct
the APs whether they should send ACK packets or not.
When a client needs to change its point of association, the
controller must install new rules on the new AP. The controller
also updates OpenFlow switches to direct the traffic being
exchanged between the controller and APs.
BeHop. The main components of BeHop [112] are: (i) Be-
Hop APs, (ii) a BeHop collector, and (iii) a BeHop controller.
BeHop collector is responsible for monitoring and collecting
information from the network. The controller includes network
control mechanisms, in addition to processing and responding
to probe, authentication and association requests. The collector
may be implemented internally (inside the controller) or
externally as a separate component.
A proprietary south-bound protocol has been implemented
by running monitoring agents on APs. This protocol is used
to collect and forward statistics (e.g., channel utilization,
SNR, RSSI, and PHY rate) to the collector. The controller
communicates with the collector through a remote procedure
call (RPC) interface to update its status about BeHop APs.
BeHop APs create a VAP per client, and each AP maintains
a client table. Each entry of the client table includes client
control information such as client-VAP mapping and client
data rate. VAPs can be added to or removed from APs
using the south-bound protocol implemented. Each BeHop
AP operates as an OpenFlow switch and exposes APIs for
controlling channels, power, and association. APs forward
control traffic (e.g., probe, association) to the controller for
further processing.
RCWLAN. This architecture [113] addresses the coexis-
tence of multiple virtual networks (slices). For each virtual
network, a VAP is created on the physical APs, where each
VAP has its own virtual machine and MAC queue. The set of
resources allocated to each slice is controlled by configuring
the MAC parameters of the VAPs. The extension of RCWLAN
is vBS, which we explain next.
vBS. [114] supports service-based wireless resource reser-
vation, which is similar to the concept of flow-based virtu-
alization [62]. Specifically, by reserving resources for time-
critical services (e.g., VoIP), vBS provides QoS guarantees
even in the presence of background traffic. In contrast with
SplitAP, which supports virtualization through broadcasting
different ESSIDs, this architecture relies on the concept of
virtual Base Station (vBS). A vBS is a virtual multichannel
AP that uses the resources of multiple physical APs. All of
the APs share the same BSSID (MAC address) and ESSID;
therefore, AP selection and handoff are completely handled by
the controller. When a network administrator registers a new
service, the controller creates a vBS for that service. When
a client joins the network for the first time, the controller
associates the client with an AP of the common vBS. The
common vBS provides a service for non-prioritized traffic.
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Fig. 6. OpenSDWN [25] enhances data plane programmability by introducing
virtual middle boxes (vMBs).
When the client initiates a service, the controller performs a
client handoff to the vBS of that service. The association status
of the client is transferred to the new AP, and the OpenFlow
switch is updated.
BIGAP. The main goal of this architecture [97] is to support
seamless mobility by mapping physical APs to a single VAP.
BIGAP assumes that each AP has two wireless interfaces:
one for serving as AP, and the second one for statistics
collection which works in promiscuous mode to periodically
overhear packets on all channels. The collected information
is used by the controller to provide a fast AsC mechanism,
which will be explained in Section IV-A. In order to reduce
the complexities of the handoff process, BIGAP requires all
of the APs to share the same BSSID. However, to avoid
collisions, BIGAP requires each AP to select a channel that
is not being used by its two-hop neighborhood. Association
of a client with another AP is achieved through a channel
switch command and transferring client’s status to the new
AP. BIGAP provides a rich south-bound protocol for statistics
collection and association control. The AP-related APIs are
implemented by modifying hostapd [95], and the APIs are
available as RPC by relying on ZeroRPC [115] and ZeroMQ
[116].
OpenSDWN. Figure 6 illustrates this architecture [25]. Sim-
ilar to Odin, OpenSDWN provides per-client VAP; however,
the new concepts of OpenSDWN are virtual middle boxes
(vMB) and wireless datapath transmission (WDTX) rules. A
vMB encapsulates a client’s middle box state. Due to the small
size of vMBs, their transfer across network does not introduce
any significant overhead. Each vMB includes the following
information: (i) the list of tunable parameters of the client, (ii)
the states of client’s active connections, (iii) the packet-based
statistics, and (iv) an event list that defines the behavior of the
client.
The controller implements a MB driver and Radio Driver to
communicate with the agents of MBs and APs, respectively.
Through the Radio Driver, the controller manages LVAPs and
collects the status of clients. Furthermore, the controller can
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get/set per-flow transmission rules through its radio interface.
To this end, OpenFlow rules are combined with WDTX rules
within APs. WDTX rules provide per-flow service differen-
tiation using a newly defined action that is compatible with
OpenFlow protocol. The controller manages vMBs, gathers
the statistics of vMBs, and receives the required events from
different MBs. The latter, in particular, is supported through
a publish/subscribe interface to ensure controller update when
specific events occur.
A middlebox in OpenSDWN can have two types of in-
terfaces: (i) a stateful firewall (FW) agent and (ii) a deep
packet inspection (DPI) agent. The FW agent keeps track
of all traffic passing through the MB in both directions and
provides statistics per client and per flow. Also, the FW agent
runs the WDTX rules defined by the controller for different
flows and frames. The DPI agent is responsible for detecting
events such as denial of service (DoS) attacks. The agents
of a MB generate and send events that are of the interest to
the controller. For instance, a significant change in the load
of an AP may trigger sending a report to the controller. The
controller can submit a report list to a MB in order to obtain
only requested events.
The OpenSDWN controller exposes a participatory interface
that enables network applications to define flow-based and
client-based priorities. This is achieved by providing RESTful
APIs through which LVAPs, WDTXs and vMBs are monitored
and controlled.
Through empirical evaluations, the authors showed the small
delay overhead of vMB migration among MBs to support
mobility, and they demonstrated the effectiveness of using
WDTX rules to perform service differentiation.
4) Scalability: Scalability depends on topology, as well
as factors such as the overhead of south-bound protocol,
the virtualization mechanisms employed, and the traffic and
mobility pattern of clients. The scalability of SDWLANs is
particularly important due to the dynamic nature of these
networks. Specifically, an architecture with a high control
plane delay cannot be used for quick reactions to network
dynamics.
AeroFlux. This architecture [117], [118] highlights that
per-flow or per-packet control mechanisms require short and
bounded control plane delay. For example, implementing rate
and power control mechanisms in a controller may result
in an overloaded and high-latency control plane. To address
this concern, AeroFlux employs a 2-tier control plane: Global
Control (GC) plane, and Near-Sighted Control (NSC) plane.
GC handles non real-time tasks and operations that require a
global network knowledge. For example, authentication, large-
scale mobility, and load balancing are handled by the GC.
NSCs are located close to the APs to perform time-critical
operations, such as rate control and power adjustment, per
packet. For example, in the case of video streaming, AeroFlux
can configure APs to use lower rates and higher transmission
power values for key frames, compared to regular frames.
CUWN. This architecture [85] employs split-MAC as well
as a multi-tier controller topology to address scalability. Based
on the RF locations of APs, CUWN establishes RF groups
and determines a leader controller for each RF group. All
APs connected to a controller belong to an RF group. In this
way, the controllers are aware of RF location of APs and their
interference relationship.
Odin and CloudMAC. These architectures [49], [50] rely
on the the split-MAC technique proposed by CAPWAP. In
other words, to mitigate the negative effect of controller-AP
communication, time-critical operations are handled by APs,
and non time-critical operations are offloaded to the controller.
In addition to utilizing split-MAC, during an association,
CloudMAC prevents the overhead of moving VAPs between
APs through configuring the switches of the distribution net-
work to forward the client’s data to another AP.
5) Traffic Shaping: The architectures of this section offer
more than the regular programmability used for configuring
APs and switches. In fact, these architectures extend data plane
programmability by enabling traffic shaping, which is used for
purposes such as scheduling and scalability.
CENTAUR. [119] can be added to SDWLAN architectures
to improve the operation of the data plane in terms of channel
access and contention resolution. When data traffic passes
through a controller or programmable middleboxes, data plane
programmability can be supported without AP modification.
To this end, CENTAUR proposes central packet scheduling
mechanisms to avoid hidden-terminal transmissions and ex-
ploit the exposed-terminal condition. For example, when the
transmission of two APs to their associated clients may cause
a hidden-terminal collision, the controller carefully adjusts the
interval between packet transmissions to avoid the problem. A
salient feature of CENTAUR is that it requires minor changes
to APs and no client modification is required. CENTAUR
improves UDP and TCP throughput by around 46% and
61.5%, compared to DCF [120].
CloudMAC. This architecture [26] is capable of implement-
ing downlink scheduling by configuring OpenFlow switches
to use simple rate shaping or time division algorithms. For
instance, during a time slot, the switch may forward only the
packets of a specific physical AP while queuing the packets
of other APs. Switching rules may be changed per time slot
to provide a time division protocol.
Ethanol. Ethanol [121] is similar to its predecessors (e.g.,
[26], [49]) in terms of implementing slim APs and shifting
most of the MAC functionalities to a controller. However,
Ethanol argues that the original OpenFlow protocol cannot be
used for QoS provisioning in wireless networks. Accordingly,
to complement OpenFlow, the Ethanol architecture proposes
a customized protocol, named Ethanol protocol, to provide
control interface for wireless components and QoS control.
Therefore, an Ethanol AP provides two interfaces: (i) Ethanol,
through an Ethanol Agent, and (ii) OpenFlow. The Ethanol
Agent provides APIs for QoS control on the APs. Ethanol uses
the APIs provided by the Ethanol Agent to exploit Hierarchical
Token Bucket (HTB) [122] scheduling in order to perform
per-flow programmability. Specifically, different queues are
defined on Ethanol APs. When a flow arrives, it is assigned
to the proper queue based on its class of service (e.g., voice,
video).
Ethanol [121] provides the details of API implementation
following an object-oriented approach. Entities are defined as
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physical or virtual objects that could be configured or queried.
Each entity has its own properties. For example, an AP is
a physical entity that includes properties such as beaconing
interval. A flow is a virtual entity that includes properties
such as a packet counter. The controller communicates with
entities through their get/set interfaces. Entities may also
include events, which trigger the controller to take proper
actions. Ethanol API has been implemented on OpenWRT
[94] by exploiting Pantou [122], a software package enabling
OpenFlow on OpenWRT.
D. Architectures: Learned Lessons, Comparison, and Open
Problems
Figure 7 highlights the main features and Table II summa-
rizes the properties of reviewed architectures. In this section,
we summarize the learned lessons, study the proposed features
and identify future research directions and potential solutions.
1) Programmability: A reconfigurable architecture only
enables the adjustment of parameters pertaining to a set of pre-
defined network control mechanisms. For example, CUWN’s
APs are like regular APs with added CAPWAP support;
thereby, it is not possible to implement a new AsC mech-
anism as CUWN employs a set of proprietary mechanisms
for network control. In fact, we can argue that CUWN and
DenseAP introduce a management plane instead of a control
plane. On the other hand, a programmable architecture, such
as OpenSDWN and Odin, provides north-bound APIs through
which control mechanisms running on the network operating
system are developed.
After the standardization of OpenFlow, most SDWLAN
architectures have included this standard in their south-bound
communication, as Table II shows. However, this protocol
has been mainly designed to configure the flow tables of
switches; therefore, it cannot be used for the configuration
of wireless data plane equipment. Furthermore, since Open-
Flow is very low-level, too many implementation details are
exposed to network programmers [24]. Therefore, we can
observe the introduction of proprietary protocols (e.g., Odin,
Ethanol) and the extensions of OpenFlow (e.g., AeroFlux,
ÆtherFlow). However, this results in interoperability issues.
Another shortcoming of OpenFlow is the lack of supporting
transactions, which means the operation of a network device
during receiving updates is unpredictable. This has a particular
implication on wireless network control mechanisms. For
example, when an AsC mechanism sends updates to multiple
APs, network performance may significantly drop during the
update process due to the inconsistency of APs’ software. De-
spite the significant number of studies on the performance and
improvement of OpenFlow for wired networks [57], [123]–
[125], there is a very limited study on the use of OpenFlow and
other standard protocols (e.g., CWMP, SNMP, Netconf) for
SDWLAN design [24], [92], [126], [127]. In addition, it is not
clear what programmability features are required to develop
architectures that include recent high throughput standards.
For example, supporting the 802.11ad [128] standard requires
additional interfaces for central coordination and training of
antennas.
Our review shows that data plane programmability is sup-
ported at four levels: controller (e.g., CENTAUR), switches
(e.g., CloudMAC), APs (e.g., Ethanol), and clients (e.g.,
Dyson). While controller-based approaches provide higher
flexibility, they pose scalability and processing challenges.
Specifically, the variations of data plane delay may inad-
vertently affect the accuracy of implemented mechanisms.
For example, deterministic controller-AP delay is an essential
requirement when packet scheduling is implemented at a
controller in order to avoid collisions caused by concurrent
downlink transmissions. On the other hand, AP-based ap-
proaches require low and bounded control plane delay to
ensure prompt enforcement of the decisions made centrally.
Meanwhile, the programmability of switching equipment can
be employed to improve scalability and cope with overhead
issues. For example, when a client is associated with a new AP,
CloudMAC configures the switches of the distribution network
to forward the client’s data to another AP, thereby preventing
the overhead of moving VAPs between APs. We believe that
investigating the pros and cons of these design approaches
is necessary, and mechanisms are required to integrate the
benefits of these approaches.
AP programmability at layer-1 and layer-2 requires the use
of software-defined radio (SDR) platforms such as OpenRadio
[129], Atomix [130] or Sora [131]. When integrated into a
SDWLAN architecture, using SDRs enables us to offer a
richer set of programmability options to network application
developers. Additionally, integrating SDRs with SDWLANs
simplifies the upgrade of communication standards when the
SDR hardware is capable of supporting the new technology.
For example, when the digital signal processor (DSP) used
on a SDR is fast enough to support new modulation and
coding schemes, the controller can update APs to match the
capabilities of clients. Furthermore, when signal processing
operations are offloaded to a cloud platform, advanced signal
processing techniques may be applied to the incoming signals
to cope with interference. While SDWLAN-SDR integration
is an ongoing research trend, it is also important to study the
implications of SDR platforms (e.g., FPGA, DSP, general-
purpose processor) on architecture in terms of factors such
as control plane delay and overhead.
Although most architectures only rely on the informa-
tion collected from APs, some architectures, such as Dyson
and SplitAP, also require client modification to collect in-
formation from the clients’ point of view. Extending data
plane programmability to clients enables the use of more
sophisticated control mechanisms. For example, this would
enable the control plane to adjust clients’ MAC parameters
based on network dynamics and user demands, which also
simplifies resource allocation and network slicing. However,
in addition to client modification, which may not be desirable
for public access networks, extending control plane to clients
introduces traffic overhead. Although newly proposed mecha-
nisms such as FlashBack [132] enable low-overhead exchange
of control information with clients, the integration of these
mechanisms with SDWLANs is not clear. Accordingly, we
believe that client programmability has not been well studied
in the literature. Additionally, though the 802.11r and 802.11k
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Fig. 7. This figure summarizes the main features of SDWLAN architectures based on the categorization presented in Section III-C.
amendments (which have been recently integrated into 802.11
standard [133]) realize richer interactions between clients and
APs, the SDWLAN architectures did not benefit from these
features.
2) Mobility: Mapping VAPs to physical APs is the main
technique used by architectures to support seamless mobility.
As each VAP is represented by a simple data structure that
holds client’s status, exchanging VAPs between APs removes
the burden of re-association, as offered by Odin. To avoid
the overhead of VAP migration, CloudMAC settles the APs in
cloud servers, and programs the switches to route data between
physical APs and VAPs. However, performance evaluation of
CloudMAC shows that, when traffic is transmitted through a
shared network, high-priority packets may be lost or delayed,
thereby reducing the chance of connection establishment to
55%. Although queue management has been proposed as a
remedy, the effectiveness of such approaches for different
topologies, mobility, and traffic patterns, is an open research
area. Meanwhile, we believe that the match-action paradigm
of OpenFlow must be exploited to improve scalability and
handoff performance through designing traffic shaping and
prioritization mechanisms that ensure the real-time delivery of
time-critical packets. However, the literature does not present
any relevant contribution. Another solution is to use network
slicing, as we will explain in Section III-D3. On the other
hand, most of the reviewed architectures (except CUWN and
AeroFlux) use a single-tier controller topology, and unfortu-
nately, they do not present an evaluation of handoff perfor-
mance in a real-world scenario with tens of APs, background
traffic and variable mobility patterns. For example, Odin,
ÆtherFlow and BIGAP use testbeds with 10, 2 and 2 APs,
respectively. Therefore, a study of architectural implications on
handoff performance is missing. We present further discussion
about the challenges of mobility management after the review
of central control mechanisms in Sections IV-C and V-C.
3) Network Virtualization: Our review shows that the most
common approach of network slicing is through the use of
VAPs. For example, in Odin, a slice is defined as a set of
APs (Odin Agents), LVAPs corresponding to clients, SSIDs,
and network applications. Each SSID may belong to one
or multiple slices, and each client joins the slice to which
the SSID belongs to. Since each application can only see
the LVAPs belonging to its slice, slice isolation is logically
provided through the concept of LVAPs.
Although VAP migration can be used for slicing airtime,
bandwidth and processing power, it does not provide a fine
granularity for resource allocation. For example, if the con-
troller moves a client’s VAP to another AP in order to
increase its available bandwidth, the actual bandwidth offered
depends on the activity of other associated clients. In order to
achieve high granularity, layer-1 and layer-2 resource slicing
techniques are required to support airtime, frequency and space
multiplexing. For example, a middleware should manage the
access of VAPs to the AP’s physical resources through TDMA
scheduling. However, compared to wired networks, the highly
variable nature of wireless communications makes predictable
slicing a challenging task. Specifically, it is hard to predict
and manage the effect of one slice on another. For example,
user mobility and variations of traffic in one slice affect
the available bandwidth experienced by the users in another
slice [113]. Compared to LTE networks, resource slicing is
more challenging in 802.11 networks because 802.11 relies on
random access mechanisms (i.e., CSMA) and does not utilize
a dedicated control plane to communicate with clients. The
problem is exacerbated when multiple networks managed by
different entities coexist. To cope with these challenges, the
existing network slicing techniques heavily rely on a local-
ized network view [96], [134]. For example, while SplitAP
supports central network control, each AP decides about its
uplink airtime allocation individually and through a distributed
algorithm. Based on this discussion, utilizing algorithms that
rely on global network view, and the integration of centralized
AsC and virtualization are necessary towards improving the
capacity and QoS of virtualized networks.
IEEE COMMUNICATIONS SURVEYS AND TUTORIALS, ACCEPTED JULY 2018 13
TABLE II
COMPARISON OF SDWLAN ARCHITECTURES
Architecture ProgrammableArchitecture
Details of
Provided APIs VAP
Network
Slicing
South-bound
Protocol
Split-MAC
Support
Client
Modification
Implemented Mechanisms
AsC ChA
DenseAP [12] × × × × Proprietary × × X ×
CUWN [85] × × × × CAPWAP X × X X
DIRAC [88] X X × × Proprietary × × X ×
Trantor [89] X X × × Proprietary × X × ×
Dyson [90] X X × × Proprietary × X X ×
ÆtherFlow [92] X X × × Extended OpenFlow × × X ×
WVT [98] × × X X Proprietary × × × ×
AP Aggregate [101] × × X X Proprietary × × X ×
OpenRoads [99], [100] X X × X OpenFlow+SNMP × × X ×
Odin [49], [102], [103] X X X X OpenFlow+Proprietary X × X ×
SplitAP [96] × × X X Proprietary × X × ×
CloudMAC [26], [50] X × X X OpenFlow X × X X
EmPOWER [107] X × X X OpenFlow+REST X × X ×
EmPOWER2 [24] X X X X OpenFlow X × X X
Sd-wlan [110] X × X × Extended OpenFlow X × X ×
BeHop [112] X × X × OpenFlow+Proprietary X × × ×
RCWLAN [113] × × X X Proprietary × × × ×
vBS [114] X × X X OpenFlow × × X ×
BIGAP [97] X X X × Proprietary × × X X
AeroFlux [117] X X X × Extended OpenFlow X × X ×
Ethanol [121] X X X × OpenFlow+Proprietary X × X ×
OpenSDWN [25] X X X X OpenFlow+REST X × X ×
VAN [105] X X × X OpenFlow × × × ×
COAP [31] X X × × OpenFlow+Proprietary × × × X
ResFi [32] X X X × Proprietary × × X X
Network slicing can also be used to tackle the challenges
of control and data plane communication. To this end, an
abstraction layer slices the resources of switching elements
based on the communication demands of higher layer control
mechanisms. For example, based on the mobility pattern
and number of clients, an AsC mechanism may request the
abstraction layer for the allocation of switching resources. This
is an open research area.
Network slicing would also enable the coexistence of M2M
communication with regular user generated traffic, similar to
the 5G vision given in [135]. For example, an IoT device
may utilize multiple slices of a network to transmit flows with
different QoS requirements. Developing such architectures and
their associated control mechanisms is an open research area.
We present further discussion about this after the review of
control mechanisms, in Section V-C4.
4) Network Function Virtualization: The most common
usage of NFV in SDWLANs is split-MAC, which is mainly
implemented through VAP. Split-MAC was first introduced
by the split-MAC protocol implemented in CAPWAP. As an
another example, CloudMAC separates MAC functionalities
between physical AP and cloud platform. Using the split-
MAC strategy, time critical operations run on APs, while
other MAC operations are handled by the controller. This
strategy enables exploiting the resources of remote computing
platforms and simplifies MAC and security updates without
requiring to replace APs as either no or minimal changes to
APs is required. Despite the benefits of VAPs, it is important
to establish a balance between flexibility and communication
overhead because, when more functionalities are shifted to
a controller, the overhead and delay of distribution system
increase. For example, even for small networks, the importance
of utilizing queuing strategies with OpenFlow switches has
been demonstrated [50], [121], [136]. Consequently, studies
are required to show the tradeoffs between centralization and
scalability.
SDR is an another example of NFV. SDR platforms trans-
fer radio signal processing operations into a general-purpose
processor on the same board or a remote server. In addition to
improving programmability, this enables the use of powerful
processors for centralized signal processing, which can be
used to improve signal decoding probability and coping with
interference challenges. As mentioned in Section III-D1, the
integration of SDRs with SDWLANs is in its early stages.
5) Home WLANs: The importance of utilizing SDN-based
mechanisms in home networks is justified given the facts that
the number of 802.11 connected devices is being increased
(e.g., home appliances, lighting and HVAC, medical monitor-
ing) and some of these devices require timely and reliable data
exchange with APs [1], [17], [137]. In addition, the emergence
of 802.11 mesh technologies that rely on the installation
of multiple APs per home [138] makes central control of
home networks even more important. Compared to enterprise
networks, the topology of AP placement in home networks
is random and variable. Topology is even more randomized
when users or distributed algorithms modify the transmission
power and channel of their APs. This has serious implications:
While ISP-based control (e.g., VAN) simplifies the installation
and operation of home networks, the ISP may not be able to
collect enough information from the home network because
not all the neighbors choose the same ISP. On the other hand,
collaboration between homes (e.g., ResFi) introduces serious
security challenges. Finally, cloud-based control may not be
very effective because neighboring users may not subscribe to
the same service. Therefore, the opportunities and challenges
of home SDWLANs requires further research.
6) Security: In addition to running new network control
mechanisms such as AsC and ChA, programmability (see
Section III-D1) simplifies security provisioning. For exam-
ple, when a security mechanism does not require hardware
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replacement (e.g., 802.11i’s WPA), it can be implemented by
reprogramming APs and clients. However, the decomposition
of control and data plane exposes security threats due to
enabling of remote programming of network equipment. For
example, a DoS attack can be implemented by instructing a
large number of clients to associate with an AP. Therefore,
it is important to identify security threats and take them into
account during the architecture design process.
As mentioned earlier, virtualization through network slicing
is an effective approach to control and isolate clients’ access to
resources. However, as users will be sharing an infrastructure,
achieving a strict isolation becomes more challenging. For
example, a client may simply switch to the frequency band
of another slice to disrupt the capacity offered in that slice.
Unfortunately, secure virtualization has not been investigated
by the research community.
SDWLANs enable network applications and administrators
to detect abnormal activities and network breaches. In the
architectures that extend their control plane to clients in order
to exchange monitoring and control packets (e.g., Trantor,
Dyson, SplitAP), the reports received from malicious clients
result in control decisions that negatively affect network
performance. To cope with this challenge, a malicious client
may be detected using the flow statistics collected from APs
and switches [139]. In the next step, client location may be
found through analyzing RSSI measurements [140]. Rogue
(unauthorized) APs can be detected through collaboration
among APs. For example, an abnormal interference level or
sniffing the packets being exchanged with a rogue AP can be
used by the detection algorithm. Depending on the architecture
in use, a network application can block the access of such APs
through various mechanisms. For example, using Odin, client
access can be blocked through updating OpenFlow switches.
Proposing security mechanisms that benefit from the features
of SDWLAN architectures is an important future direction,
especially for large-scale and public networks.
IV. CENTRALIZED ASSOCIATION CONTROL (ASC)
In this section we review centralized AsC mechanisms.
We focus on the metrics employed as well as the problem
formulation and solving approaches proposed. This section
also highlights the impact of architecture on design when
details are available. We employ a consistent notation to ease
the understanding and comparison of metrics and formula-
tions. Our review summarizes the performance improvements
achieved to reveal the benefits of these centralized mechanisms
compared to distributed approaches.2 Although we mostly
focus on state-of-the-art centralized mechanisms, we review
the seminal distributed mechanisms as well because of their
adoption as the baseline to evaluate the performance of cen-
tralized mechanisms.
At a high level, we categorize AsC mechanisms from two
perspectives:
2Note that in this section and the next section (Section V) we do not study
all the AsC and ChA mechanisms implemented by the architectures reviewed
in Section III. This is because some of these architectures only show the
feasibility of implementing control mechanisms, and they do not propose any
new mechanism to benefit from the features of SDWLANs.
– Seamless handoff : refers to the mechanisms that their
objective is to reduce the overhead and delay of client
handoff,
– Client steering: refers to the mechanisms that adjust
client-AP associations to optimize parameters such as the
load of APs and the airtime allocated to clients.
Supporting seamless handoff is usually addressed by proposing
architectures that reduce the overhead of re-association. In
contrast, client steering is performed through proposing AsC
mechanisms that run on the control plane. For example, an
AsC mechanism may propose an optimization problem to
balance the load of APs, while handoff delays depend on the
architectural properties. From the client steering point of view,
AsC is particularly important in dense topologies because there
are usually multiple candidate APs for a client in a given
location. Therefore, using a simple RSSI metric may result
in hot spots, unbalanced load of APs and unfair resource
allocation to clients. Hence, one of the main goals of AsC
is to achieve fairness among clients and APs.
The distributed AsC mechanism employed by 802.11 stan-
dard is strongest signal first (SSF) [141], [142]. Using
SSF, each client decides about its association based on the
RSSI of probe response and beacon messages. Each client
associates with the AP from which highest RSSI has been
received. Least load first (LLF) [143] is an another widely-
adopted distributed mechanism where APs broadcast their
current load through beacon messages to help the clients
include AP load when making association decisions. The load
of an AP is represented through various metrics, such as the
number of associated clients3. In the following, we review AsC
mechanisms.
A. Seamless Handoff
Some of the architectures reviewed in Section III-C propose
mechanisms to reduce the overhead of client handoff. Handoff
overhead refers to: (i) the packets exchanged between client
and AP to establish a connection, and (ii) the delay incurred by
the client during this process [144]. In this section we study the
contributions of SDWLAN architectures in terms of supporting
seamless handoff.
Cisco unified wireless network (CUWN). [85] enables
the central configuration of RSSI threshold with hysteresis to
perform seamless handoff of CCX [145] compatible clients.
When the RSSI received from associated AP drops below the
scan threshold, the client increases its AP scanning rate to
ensure fast handoff to another AP when the difference between
the RSSI of the associated and new AP is equal or greater
than the hysteresis value specified. In addition to hysteresis,
specifying the minimum RSSI value forces the clients to re-
associate when their RSSI drops below a minimum RSSI.
Three types of client roaming scenarios are handled by
CUWN: (i) intra-controller roaming, (ii) inter-controller layer-
2 roaming, and (iii) inter-controller layer-3 roaming. The
controller simply handles an intra-controller roaming by up-
dating its client database with the new AP connected to
3The traffic indication map (TIM) of a beacon packet represents a bitmap
that indicates the clients for which the AP has buffered packets.
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the roaming client. Inter-controller layer-2 roaming occurs
when a client associates with an AP that is controlled by a
different controller belonging to the same subnet. In this type
of roaming, mobility messages are exchanged between the old
controller and the new one. Then, the database entry related
to the roaming client is moved to the new controller. Inter-
controller layer-3 roaming occurs when a client is associated
with an AP that is controlled by a controller belonging to a
different subnet. In layer-3 roaming, the database entry of the
roaming client is not moved to the new controller. Rather, the
old controller marks the client’s entry as anchor entry. The
entry is copied to the new controller and marked as foreign
entry. Therefore, the original IP address of the roaming client
is maintained by the old controller. CUWN enables network
administrators to establish mobility groups, where each group
may consist of up to 24 controllers. A client can roam among
all the controllers in a mobility group without IP address
change, which makes seamless and fast roaming possible.
Odin’s Mobility Manager (OMM). Odin [49], [102] en-
ables seamless handoffs through LVAP migration between
APs. The Odin controller maintains a persistent TCP con-
nection per Odin Agent running on AP, thereby, switching
among agents does not require connection reestablishment.
In addition, the delay of a re-association equals the delay of
sending two messages from the Odin controller to the old and
new APs. The first message removes an LVAP from the old
AP, and the second message adds an LVAP to the new AP.
Assuming that the messages are sent successfully, the delay
equals the longest round trip time (RTT) between the controller
and the two APs, which depends on network size.
To show the effectiveness of LVAPs, Odin employs a
simple RSSI-based AsC mechanism. The mobility application
(running on the controller) selects the Odin Agent with highest
RSSI if client movement is detected by the controller. The
effect of handoff on TCP throughput has been evaluated using
two APs and a client. While a period of throughput drop
in regular 802.11 layer-2 handoff is observable, Odin does
not show any throughput degradation. Performance evaluations
also show that executing 10 handoffs per second results in a
negligible reduction in TCP throughput.
ÆtherFlow. [92] argues that handoff support through LVAP
migration (e.g., Odin [102] and OpenSDWN [25]) imposes
high computational and communication overhead, especially
in large networks with many mobile clients. They propose
a predictive handoff strategy by relying on the extended
OpenFlow protocol proposed in this work (see Section III-C2).
The handoff mechanism works in three phases:
– Prediction: The controller predicts an association when
the RSSI of a client to its associated AP declines while
its RSSI to another AP increases.
– Multicasting: By updating OpenFlow tables, the con-
troller multicasts the packets of the client to both the
current AP and the predicted AP.
– Redirection: The controller will redirect the client’s traffic
to the new AP after the handoff completion. If no handoff
occurs, then the multicasting is stopped.
Experiments using two APs and a client shows that the
handoff delay of ÆtherFlow is around 5.3 seconds, compared
to the 7.1 seconds delay of 802.11 standard.
BIGAP. [97] uses the 25 non-overlapping channels of
5GHz band to form disjoint collision domains for handoff.
As explained in Section III-C, a separate NIC is used to
periodically overhear packets on all channels, which enables
the controller to compute the potential SNR values of client-
AP links. A handoff happens when a higher SNR would be
achievable for a client. However, to avoid the ping-pong effect,
an 8dB hysteresis value is used.
BIGAP performs handoff through client channel switching.
Since all APs share the same BSSID, in order to handoff a
client from AP1 to AP2, the controller instructs AP1 to send
a channel switching command to the client. The client then
switches to the channel being used by AP2. Since both APs
use the same BSSID, the client does not notice handoff.
Performance evaluations (using two APs) show that the
BIGAP handoff is about 32 times shorter than the regular
802.11 handoff. In addition, BIGAP results in lower energy
consumption because, it moves the overhead of handoff to
APs and there is no need for the clients to scan the channels.
In addition, while 802.11 results in zero throughput for about 4
seconds, BIGAP shows only 5% throughput reduction during
the handoff.
B. Client Steering
Based on the scope of the optimization problem employed,
we categorize client steering mechanisms into two groups:
centrally-generated hints and centrally-made decisions. In
AsC mechanisms using centrally-generated hints, the con-
troller relies on the global network view to generate hints for
the association of clients. In other words, the controller does
not make the final decision about associations and instead,
enables the clients to make more informed decisions through
the hints conveyed. On the other hand, in AsC mechanisms
using centrally-made decisions, the controller makes the as-
sociation decisions and enforces the clients to apply them.
We will discuss in Sections IV-B2 and IV-B3 the two sub-
categories of mechanisms based on centrally-made decisions.
1) Centrally-Generated Hints: In this section we review
AsC mechanisms that employ client steering through hints
generated centrally.
BestAP. [146] proposes an AsC mechanism based on the
estimation of available bandwidth (ABW) for each client at
every AP in its vicinity. The available bandwidth depends on
channel load, which varies with packet loss and PHY rate. The
estimated available bandwidth at PHY rate r is computed as,
E[ABW (r)] =
8Sdata(1−B)∑n
k=0(1− ps(r))kps(r)Ttx(r, k)
, (1)
where Sdata is data size (bytes), ps is the probability of
successful packet transmission, Ttx(r, k) is the transmission
time of a packet during the kth transmission attempt with
PHY rate r, and B is the fraction of channel busy time. B
is measured through using the CCA register of NIC. ps(r) is
measured using the statistics provided by the rate adaptation
algorithm. All other parameters are configured statically.
A scheduler is run on each client to allocate a measurement
period (e.g., 50ms every 2s) during which the client sends data
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to all nearby APs in order to update packet loss and channel
busy fraction. A monitoring service is run on APs to collect
the statistics from clients, calculate ABW, and send a report
to the controller. The controller sends the estimated ABWs of
the best five APs to each client periodically. BEST-AP only
considers the ABW of downlinks.
Testbed evaluations show that the delay overhead of ABW
estimation is less than 50ms, which is appropriate for a
dynamic AsC mechanism. Compared to SSF [141], the pro-
posed AsC mechanism shows 81% and 176% improvement in
throughput for static and mobile clients, respectively.
Ethanol. This architecture [121] (see Section III-C5) has
been evaluated through running a load-aware AsC mechanism
that aims to balance the number of associated clients among
APs. When a client requests to join an AP with higher load, the
controller drops the request to force the client look for another
AP. A simple testbed with two APs and up to 120 clients shows
that the maximum difference between the number of clients
associated to APs is two, which is due to the concurrent arrival
of association requests.
2) Individual Optimization through Centrally-Made Deci-
sions: In this section we review AsC mechanisms that employ
client steering through decisions generated centrally. These
mechanisms, however, do not define a global optimization
problem; thereby they do not take into account the effect of an
association on other clients/APs. Due to the individual nature
of association control, these mechanisms only improve the
overall network performance, and cannot be used to enforce
fairness.
DenseAP. The AsC mechanism proposed by DenseAP [12]
(see Section III-C1) works as follows. The available capacity
metric is defined to rank all the APs a client could be
associated with. A client associates to the AP with highest
available capacity. The available capacity of APi operating on
channel chi is defined as follows,
ACchiAPi,cj = F
chi
APi
× rchiAPi,cj , (2)
where F chiAPi is the free airtime of APi on channel chi,
and rchiAPi,cj is the expected transmission rate of cj when
communicating with APi. Free airtime is estimated by mea-
suring the amount of time that the MAC layer contends for
channel access to send a high-priority packet. The expected
transmission rate is estimated using the RSSI of probe request
frames received at the AP. A mapping table is used for this
purpose. APs hear the probe requests of clients and send
reports to a controller. APs also measure their free airtime and
report it to the controller. The controller selects the AP with
highest available capacity for each client to associate with.
To instruct a client associate with the selected AP, only the
selected AP responds to the client’s probe message.
DenseAP also proposes a dynamic load balancing algorithm
that periodically decides about associations. In particular, the
controller checks the free airtime of APs every minute. An AP
is overloaded if its free airtime is less than 20% and it has
at least one associated client. If an overloaded AP exists, the
controller considers its clients as the potential candidates for
association with APs experiencing lower load. A candidate AP
ON OFF
Cclu(APi) < Cminclu(APi) and tinactive   Tidle
Cclu(APi)   Cminclu(APi) and toff   Toffline
Fig. 8. Finite state machine (FSM) of energy manager for a slave AP in
EmPOWER [107].
must satisfy these conditions: (i) the expected transmission rate
of clients when associated with the new AP must not be lower
than the current transmission rate, and (ii) the free airtime
of new AP must be at least 25% more than the current AP.
During each decision period, at most one client is allowed to
be associated with a new AP, and two consecutive associations
for a client is prohibited to avoid the ping-pong effect.
Empirical evaluations show a 40% to 70% increase in per-
client throughput, compared to SSF. Moreover, the authors
conduct a small experiment using three clients and two APs to
show that the load balancing algorithm improves the through-
put of clients by more than 200%.
Odin’s Load Balancing (OLB). This load-balancing mech-
anism [102] periodically (every minute) inquires APs to collect
the RSSI relationship between clients and APs, and then
LVAPs are evenly distributed between APs to balance their
loads. The evaluations on a testbed with 10 APs and 32 clients
show that around 50% and 15% of clients were able to receive
a fair amount of throughput when the proposed mechanism
was enabled and disabled, respectively.
EmPOWER. This mechanism [24], [107] relies on client
steering to improve the energy efficiency of APs. APs are
partitioned into clusters, where each cluster has one master
and multiple slaves. Master APs are always active, and they
are manually selected during the network deployment phase
to provide a full coverage. Slave APs are deployed to increase
network capacity. These APs are turned on/off using the finite
state machine (FSM) depicted in Figure 8. In the ON mode,
all wireless interfaces of the AP are on. In OFF mode, only
the Energino [108] module of the AP is on.
Two metrics are defined for a slave APi belonging to cluster
clu(APi): Cclu(APi) is the number of clients in the cluster,
and Cminclu(APi) is the minimum required number of clients in
cluster clu(APi) to keep APi active. A slave APi transitions
from ON mode to OFF mode if: (i) the number of its cluster’s
clients is less than Cminclu(APi), and (ii) APi has been inactive
(i.e., no client associated) for at least Tidle seconds. Also, APi
transitions from OFF mode to ON mode if: (i) the number of
its cluster’s clients is at least Cminclu(APi), and (ii) APi has been
OFF for at least Toffline seconds.
The mobility manager associates a client to a new AP
with higher SNR. However, to establish a balance between
performance and energy consumption, the mobility manager
may associate a client to an AP with lower SNR but smaller
Cminclu(APi). In this way, the energy manager is able to turn off
the APs with higher Cminclu(APi) in order to decrease energy
consumption. Re-association is performed if there is a better
AP in terms of SNR and Cminclu(APi). By relying on the Odin
[102] APIs, the authors showed that this AsC mechanism was
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implemented as a Java network application with only 120 lines
of codes.
Adaptive mobility control (AMC). [147] shows that using
a fixed RSSI threshold by clients results in an unbalanced load
of APs. They propose a heuristic algorithm which uses RSSI
and traffic load of APs to provide dynamic hysteresis margins
on AP traffic load level. The load of APi is defined as,
LAPi =
{
B if |CAPi | = 0
0.8×B + 0.2× |CAPi | if |CAPi | > 0 (3)
where |CAPi | is the number of clients associated with APi, and
B is channel busy time. The algorithm defines three thresholds
on AP load and RSSI: low, medium, and high. Using these
thresholds, a client is associated with a new AP that satisfies
one of these conditions: (i) higher signal strength and lower
load, (ii) significantly higher signal strength and slightly higher
load, or (iii) significantly lower load and slightly lower signal
strength.
The proposed adaptive mobility manager has been imple-
mented using Odin. Empirical results show more than 200%
improvement in TCP throughput, compared to SSF.
Associating to good enterprise APs (AGE). The main
objective of AGE [148] is the reduction of clients’ packet
exchange delay over wireless links through client steering.
AGE has two main phases: learning and AP selection. During
the learning phase, the performance metrics and environmental
factors are pulled every minute from all APs using SNMP [60].
These metrics include AP-client RTT, RSSI, SNR, number
of associated clients, channel number, frequency band, AP
location, day of week, and time.
Using the collected training set, the authors use the random
forest [149] technique to generate a two-class learning model
for classifying APs into high latency and low latency. Figure 9
shows an overview of AGE and its two main components: (i)
the AGE app that is installed on each client’s mobile phone,
and (ii) the AGE controller that uses the random forest model
to classify the APs in the vicinity of each client. AGE operates
as follows:
– The AGE application on a client device sends an AGE
request (including the list of achievable APs) to the AGE
controller, periodically.
– The AGE controller pulls the SNMP data of the APs
requested by AGE app.
– The latency class of each AP is predicted using the
learning technique mentioned earlier.
– The AGE controller informs the AGE application about
the best AP nearby.
– The client re-associates with a new AP using AGE app.
The authors deployed AGE at Tsinghua University campus
where over 1000 devices used the network for 2.5 months.
Measurements confirmed that the wireless data exchange delay
of more than 72% of clients has been reduced by over 50%.
3) Global Optimization through Centrally-Made Deci-
sions: In this section we review AsC mechanisms that employ
client steering by formulating a problem that aims to optimize
performance parameters globally. These mechanisms propose
heuristics to solve the NP-hard problems that usually aim to
achieve network-wide fairness.
AP1 AP2 APi
AGE app AGE controller
Random forest 
model
Controller
Client 
SNMP
data
AGE request
Specified AP
Get AGE factors 
of each AP AGE factors
Predicted 
latency class 
for each AP
Re-associate to 
the specified AP
Fig. 9. Associating to Good Enterprise APs (AGE) [148]. Each client is
instructed to connect to the AP that provides minimum delay.
Association Control for fairness and load balancing
(ACFL). In [150] and [151], the authors address the unbal-
anced load of APs as a result of using SSF or LLF. To address
this challenge, an AsC problem is formulated to establish the
max-min bandwidth fairness among APs. Intuitively, the load
of a client on its associated AP is inversely proportional to the
effective bit rate of AP-client link. The load of APi (denoted
as LAPi ) is modeled as the maximum of the aggregated loads
of its wireless and wired links generated by all clients c ∈ C,
as follows,
LAPi = max
 ∑∀cj∈C
ωcj ×XAPi,cj
rAPi,cj
,
∑
∀cj∈C
ωcj ×XAPi,cj
RAPi

(4)
where rAPi,cj is the transmission rate between APi and cj ,
RAPi is the transmission rate of wired interfaces of APi,
XAPi,cj ∈ {0, 1} is the association state of cj to APi, and
ωcj is the traffic volume size of client cj . In other words, the
load of APi is defined as the period of time this AP requires
to handle the traffic of its associated clients. APi provides
bandwidth XAPi,cj × ωcj/LAPi to client cj .
Two approximation algorithms are introduced to solve the
formulated NP-hard max-min fair bandwidth allocation prob-
lem. The first algorithm solves the problem for unweighted
greedy clients. The second algorithm proposes a solution
for weighted and limited throughput demand of clients. The
algorithms are run periodically by a controller to update client
associations. Simulation results show over 20% improvement
in terms of average per-client bandwidth, compared to SSF
and LLF.
Association control for proportional fairness (ACPF).
[152] argues that using throughput-based fairness (e.g., [153],
[154]) in multirate networks leads to low overall network
throughput because clients with a low bit rate can occupy
the channel longer than those with higher rate. The authors
investigate the problem of achieving proportional fairness by
introducing the following objective function formulated based
on the effective bandwidth of clients:∑
∀cj∈C
ρcj × log(βcj ), (5)
where ρcj and βcj are the priority and effective bandwidth of
client cj , respectively. βcj is defined as∑
∀APi∈AP
XAPi,cj × tAPi,cj × rAPi,cj , (6)
where XAPi,cj ∈ {0, 1} is the association index, tAPi,cj ∈
[0, 1] is the effective normalized time, and rAPi,cj is the
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PHY rate between cj and APi. Achieving fairness through
association is formulated as a linear-programming problem
to maximize the objective function. A centralized algorithm,
called non-linear approximation optimization for proportional
fairness (NLAO-PF), is proposed to solve the optimization
problem. It has been proven that the approximation ratio of
NLAO-PF is 50%.
The authors used the OMNet++ [155] simulator to evaluate
the effectiveness of NLAO-PF compared to cvapPF [156] in
terms of average throughput. The average improvement is
reported as 18.8% and 35% for uniformly distributed clients
as well as clients in a hotspot area, respectively.
Association control with heterogeneous clients (ACHC).
Experimental analysis of the negative impacts of legacy clients
(802.11a/b/g) on 802.11n clients has been reported by [157].
The authors propose a two-dimensional Markov model to
calculate the uplink and downlink throughput of heterogeneous
clients. MAC efficiency of a client cj is defined as follows,
Υ(cj) =
Thupcj + Th
down
cj
min{1, pupcj + pdowncj } × rAPi,cj
, (7)
where Thupcj and Th
down
cj are the estimated uplink and down-
link throughput of client cj , respectively; pupcj and p
down
cj are,
respectively, the uplink and downlink traffic probabilities of
cj ; rAPi,cj is the optimal PHY rate between cj and APi. AsC
is formulated through an optimization problem to provide a
bandwidth proportional to each client’s achievable data rate,
which is obtained by maximizing
∑
∀cj∈C log Υ(cj).
Two heuristic dynamic AsC algorithms are proposed to
solve the optimization problem: FAir MAC Efficiency (FAME)
and Categorized. Instead of maximizing all MAC efficiencies,
these algorithms maximize the minimum MAC efficiency. To
run FAME, the data rate and traffic load of all clients in
nearby BSSs must be collected from each client’s point of
view. With Categorized, the type of all clients in nearby
BSSs must be collected as well. However, Categorized is less
sensitive to network dynamics because it tries to maximize
the number of similar-standard 802.11 clients connected to
each AP. Therefore, Categorized takes advantage of dense
deployment and alleviates the performance degradation of
802.11n clients that is caused by the presence of legacy clients.
Simulation and testbed experiments confirmed the higher
performance of FAME and Categorized compared to SSF
and ACFL in terms of TCP and UDP throughput, MAC
efficiency and aggregated throughput of clients supporting
different standards. Although the conducted experiments use
distributed execution of FAME and Categorized, collecting
the information required by these algorithms imposes a high
burden on clients. Therefore, these algorithms are mostly
suitable for SDWLANs.
Association control and CCA adjustment (ACCA). Two
central algorithms for AsC and CCA threshold adjustment are
proposed in [158] for dense AP deployments. The basic idea of
the AsC mechanism is to utilize the SINR of a client perceived
by an AP in order to measure the interference (congestion)
level of APs. The network is modeled as a weighted bipartite
graph (WBG), and the AsC problem is formulated as a max-
imum WBG matching combinatorial optimization problem.
The weights of edges in WBG are the uplink SINR values. The
optimization problem’s objective is to maximize the sum of
the clients’ throughput, where the throughput upper-bound is
computed using the Shannon-Hartley formula [159]. Per-BSS
CCA level is adjusted by using a constraint of the optimization
problem based on the cell-edge SINR of each BSS. The
optimization problem has been solved using Kuhn-Munkres
[160] assignment algorithm.
MATLAB simulations show a 15 to 58% improvement at the
10th percentile of cumulative distribution of clients through-
put, compared to SSF. Furthermore, the CCA adjustment
algorithm significantly improves the throughput of cell-edge
clients, compared to the network with fixed CCA threshold.
Demand-aware load balancing (DALB). [161] formulates
joint AP association and bandwidth allocation as a mixed-
integer nonlinear programming problem that includes the
bandwidth demand of clients. The objective is to maximize
the aggregated bandwidth of clients, which establishes a trade-
off between throughput gain and time-based user fairness. The
key idea of this work is the inclusion of clients’ bandwidth
demands in the computation of APs’ load. For a client cj ,
bandwidth demand is defined as βcj = Scj/T , where Scj is
the size of data received for client cj by its associated AP
during the allocable transmission time of the AP, i.e., T . The
transmission time demand of cj associated to APi is defined
as TAPi,cj = βcj × T/rAPi,cj .
The optimization problem’s objective is defined as follows,∑
∀cj∈C
log
∑
∀APi∈AP
XAPi,cj × rAPi,cj × tAPi,cj
T
, (8)
where the transmission time allocated to cj associated with
APi is expressed by tAPi,cj . The authors proved that maxi-
mizing Equation 8 subject to a constraint on the transmission
time demand of clients, i.e., 0 ≤ tAPi,cj ≤ TAPi,cj , leads to
proportional time fairness among clients.
A two-step heuristic algorithm is introduced to solve the
optimization problem. The first step associates a client to
an AP with the lowest allocated transmission time at each
iteration until all clients are associated. At each iteration, the
algorithm selects a client with the largest bandwidth demand.
The second step schedules the transmission time of APs
to establish proportional transmission time fairness among
clients.
Simulations show a 23% improvement in clients’ throughput
compared to SSF, ACPF and NLB [162]. In addition, this
improvement has been achieved without sacrificing fairness.
In particular, while bandwidth fairness is slightly better than
that of SSF, ACPF and NLB, time fairness is significantly
improved compared to these algorithms.
Migration-cost-aware association control (MCAC).
[163] investigates the problem of max-min fairness subject
to a migration cost constraint. An integer linear program-
ming problem is formulated with the aim of maximizing
the minimum throughput of clients in order to establish
max-min fairness. The migration cost of clients is the main
constraint of the formulation. The load of APi is defined as
LAPi =
∑
∀cj∈C XAPi,cj/rAPi,cj . Assuming the achievable
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throughput of clients is proportional to the inverse of the
load of the associated AP (i.e., 1/LAPi ), maximizing the
minimum throughput of clients is equivalent to minimizing
max∀APi∈AP LAPi . The migration cost constraint is defined
as, ∑
∀APi∈AP
∑
∀APl∈AP
(YAPi,APl ×Mcj ) ≤M, (9)
where YAPi,APl ∈ {0, 1} indicates whether a client cj cur-
rently associated with APi will be associated with APl, Mcj
is the migration cost of client cj from APi to APl, and M is
the total permissible migration cost.
The authors showed that the proposed problem is NP-hard,
and they proposed an approximation algorithm, named the
cost-constrained association control algorithm (CACA), to
solve the optimization problem. In this algorithm, the problem
is divided into two sub-problems: client removal and client
re-association. In the first sub-problem, a subset of clients are
removed from their current AP with the aim of minimizing the
maximum AP load, considering the migration cost constraint.
In the second sub-problem, the algorithm performs client re-
association to minimize the load of maximum-loaded AP.
NS3 [164] simulations and experimental results show im-
provements in terms of the number of re-associations, through-
put, loss ratio and end-to-end delay, compared to SSF, ACPF
and GameBased [165].
QoS-driven association control (QoSAC). [166] inves-
tigates the problem of flow-level association to address the
QoS demands of clients. Specifically, the backhaul capacity of
APs is included in the association decision making. This work
proposes a mechanism for concurrent association of a client
to multiple APs and supports flow-level routing of traffic. This
mechanism facilitates dedicated management of each flow. For
example, a client may use AP1 for video streaming while
using AP2 to upload a file.
The main objective is to minimize the average inter-packet
delay of individual download flows. The inter-packet delay
for a client associated to an AP is formulated based on the
bi-dimensional unsaturated Markov model proposed in [157].
An optimization problem is formulated to minimize the sum
of the average inter-packet delay of all APs. The backhaul
capacity of an AP should not be smaller than the sum of the
arrival traffic rates of the AP, i.e., the sum of all download
flow rates. This is included as a constraint of the optimization
problem. The proposed optimization problem is interpreted
into a supermodular set function optimization [167], which
is an NP-hard problem. This problem has been solved using
two heuristics: (i) greedy association, and (ii) bounded local
search association. The greedy algorithm associates a client
with the AP that minimizes the total inter-packet delay in each
iteration. In this algorithm, the association loop is continued
until all clients are associated. The bounded local search is a
polynomial-time algorithm similar to the algorithm proposed
in [168].
Simulation results confirm the reduced average inter-packet
delay achieved with this mechanism, compared to SSF and
FAME [157]. The delay is considerably reduced when the
backhaul capacity is limited and clients form hotspots.
C. Association Control: Learned Lessons, Comparison, and
Open Problems
Table III presents and compares the features of the AsC
mechanisms. Although most of the AsC mechanisms focus on
client steering, we should note that client steering and seamless
handoff are interdependent. For example, when association
decisions are made centrally to balance the load of APs, a
quick reaction to network dynamics requires seamless handoff;
otherwise, the effect of load balancing will be compromised by
the overhead and delay of re-associations. In the following, we
study the features of AsC mechanisms and identify research
directions.
1) Optimization Scope of Client Steering: Based on our
review, we have classified the client steering approaches into
three categories: (i) centrally-generated hints, (ii) individual
optimization through centrally-made decisions, and (iii) global
optimization through centrally-made decisions. Our review
shows that most of the AsC mechanisms fall into the last two
categories, where their optimization problems is classified as
follows:
– Overall network performance: To improve the overall
performance of clients and APs. For example, QoSAC
minimizes the sum of inter-packet delay for all APs,
and ACCA maximizes the sum of clients’ achievable
throughput. Note that improving overall performance
does not necessarily require defining an optimization
problem, as Section IV-B2 shows.
– Max-min fairness: To maximize the minimum perfor-
mance. In other words, max-min fairness indicates pro-
viding a client with more resources would not be possible
without sacrificing the resources of other clients [169].
For example, the objective function of ACFL and MCAC
maximizes the throughput of minimum-throughput client.
– Proportional fairness: Clients occupy the channel pro-
portional to their transmission rate. Our review shows
that proposing these approaches is motivated by the
challenges of achieving fairness in multi-rate networks.
Multi-rate is caused by both client heterogeneity (e.g.,
802.11a/b/n) and the rate adaptation mechanism of
802.11 standards. Since the 802.11 DCF protocol aims
to provide an equal channel access probability for all
contending clients, low-rate clients occupy the medium
longer than high-rate clients. In this case, the max-min
throughput fairness results in sacrificing the performance
of high-rate clients, which leads to a problem called
performance anomaly. Performance anomaly in multi-
rate networks may result in total throughput degradation,
even in comparison to SSF [141], [157], [170], [171].
A well-known solution is proportional fairness, which
is usually achieved by defining a logarithmic objective
function and scheduling the transmission time of clients
to be proportional to their transmission rate. ACPF,
ACHC and DALB are examples of AsC mechanisms that
establish proportional fairness.
Using proportional fairness in multi-rate networks decreases
the performance of low-rate legacy clients and may dissatisfy
their QoS requirements. We suggest two approaches to ad-
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TABLE III
COMPARISON OF ASSOCIATION CONTROL (ASC) MECHANISMS
Mechanism
Objective Optimization Scope
Decision Metric
Traffic Awareness Performance Evaluation
Seamless
Handoff
Client
Steering
Cent. Gen.
Hints
Indv. Opt.
Cent. Made
Decisions
Glob. Opt.
Cent. Made
Decisions
Downlink Uplink Simulation Testbed
CUWN [85] X × × × RSSI × × × ×
OMM [102] X × × × RSSI × × × X
ÆtherFlow [92] X × × × RSSI × × × X
BIGAP [97] X × × × RSSI × × × X
BestAP [146] × BandwidthImprovement X ×
Available
bandwidth X × × X
Ethanol [121] × AP LoadBalancing X × Number of clients × × × X
DenseAP [12] × AP LoadBalancing ×
Overall
performance ×
Available
bandwidth X × × X
OLB [102] × AP LoadBalancing ×
Overall
performance ×
RSSI,
Number of clients × × × X
EmPOWER [107] × EnergyEfficiency ×
Overall
performance ×
RSSI,
Number of clients × × × X
AMC [147] × AP LoadBalancing ×
Overall
performance × RSSI, Free airtime X × × X
AGE [148] × Reducing PacketExchange Delay ×
Overall
performance × Latency × × × X
ACFL [151] × AP LoadBalancing ×
Max-min
fairness
Free airtime,
Transmission rate X × X ×
ACPF [152] × Fair BandwidthAllocation ×
Proportional
Fairness
Available
bandwidth X × X ×
ACHC [157] × Fair BandwidthAllocation ×
Proportional
Fairness MAC efficiency X X X X
ACCA [158] × MaximizeThroughput ×
Overall
Performance Uplink SINR × X X ×
DALB [161] × MaximizeThroughput ×
Proportional
Fairness Transmission time X × X ×
MCAC [163] × Fair BandwidthAllocation ×
Max-min
Fairness
Throughput,
Re-association cost X × X X
QoSAC [166] × Reducing PacketExchange Delay ×
Overall
Performance Inter-packet delay X × X ×
dress this problem: (i) hybrid fairness, and (ii) demand-aware
proportional fairness. In hybrid fairness, a weighted fairness
metric is defined by assigning weights for the max-min and
proportional fairness metrics. Therefore, it is possible to adjust
the weights based on the demand of low-rate legacy clients.
In the second approach, the demand of clients is merged with
their rates when formulating the problem.
2) Decision Metrics: The most important component of an
AsC mechanism is its decision metrics, as they affect on both
accuracy and overhead. When using the AsC mechanism of
802.11 standard (i.e., SSF), a client associates with the AP that
is providing the highest RSSI. The main shortcoming of SSF
is that it does not recognize the load of APs and the demand
of clients. Therefore, AsC mechanisms introduce additional
metrics in their decision process.
The ”Decision Metric” column of Table III summarizes
the decision metrics employed. Generally, our review shows
that the most popular decision metrics are RSSI, AP load,
throughput of clients, and packet exchange delay experienced
by clients. Balancing the load of APs is a widely-adopted
optimization metric as it implicitly results in an improved
performance of clients. In the mechanisms relying on this
metric, load is modeled through parameters such as the
number of associated clients, AP throughput, and channel
busy time. Although these mechanisms implicitly improve the
performance of clients, explicit consideration of clients’ traffic
results in higher performance.
Based on this, we can classify AsC mechanisms into two
groups:
– Demand-agnostic. Refers to the AsC mechanisms that
associate each client with the best AP nearby, with-
out taking into account clients’ demands. For instance,
DenseAP, ACPF and BestAP associate each client with
the nearby AP that is providing the highest available
bandwidth, independent of the current demand of clients.
Similarly, AGE and MCAC associate each client with the
AP that is providing the minimum delay, without consid-
ering the tolerable delay of clients in the decision making
process. As a result, demand-agnostic approaches may
perform unnecessary associations, which incur handoff
overheads that result in performance degradation.
– Demand-aware. Refers to the AsC mechanisms that ex-
plicitly include the demand of clients in their decision
making process. Unfortunately, the number of demand-
aware AsC mechanisms (e.g., ACHC, and DALB) is very
limited.
Throughput demand, in particular, is composed of uplink
and downlink traffic. Unfortunately, most of the AsC mech-
anisms assume downlink traffic is dominant when calculat-
ing their association decision metrics, as Table III shows.
However, the emerging applications of SDWLANs justify the
importance of uplink traffic. For example, medical monitoring,
industrial process control, surveillance cameras, and interac-
tion with cloud storage, require timely and reliable uplink
communication [17], [35], [54], [172]–[174].
These discussions reveal that designing AsC mechanisms
to support both uplink and downlink requirements is an open
problem. Additionally, due to the resource-constraint nature
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of IoT devices, it is important to define, compute and include
metrics, such as channel contention intensity and packet loss
rate, in the decision making process.
In addition to the mentioned challenges, it is also important
to identify and address the effect of hardware on the metrics
used. For example, the RSSI perceived by a tiny IoT device
would be different from the value perceived by a multi-
antenna smartphone, under the same condition. Therefore, the
controller cannot generate a realistic network map based on
the information collected from clients. Similarly, for environ-
ments with highly asymmetric links (for example caused by
shadowing), the information collected in the controller based
on the RSSI perceived at the APs does not reflect the real
connectivity and interference relationship. Understating the
effect of metric evaluation irregularity on performance and the
calibration of metrics and inclusion in the AsC mechanisms
are open research areas.
3) Dynamicity and Overhead: Dynamic and scalable AsC
requires minimizing overhead from the following point of
views:
– Measurement delay: the delay of measuring decision
metrics must be short to reflect network dynamics;
– Bandwidth requirements: the amount of bandwidth con-
sumed for exchanging control data should be minimized
to enhance scalability. Each association command re-
quires communication between the controller and APs. In
addition, in a VAP-based architecture such as Odin, each
association requires a VAP transfer, where the number
of transfers depends on the number of associations.
Therefore, both the frequency and the scale of reasso-
ciation should be taken into account for various types of
architectures;
– Deployment cost: it is ideal to define decision metrics that
do not require AP or client modification. For example,
although BestAP claims low measurement overhead in
terms of delay and bandwidth, it requires the modification
of APs and clients.
Unfortunately, the existing AsC mechanisms do not take
into account the effects of these three factors, the scalability
of the proposed mechanisms has not been studied thoroughly,
and their effect on the energy consumption of smartphones
and resource constraint devices is unknown.
Although some AsC mechanisms propose their own mea-
surement techniques, continuous and low-overhead network
monitoring should be provided as a SDWLAN architectural
service to facilitate the development and interoperability of
control mechanisms. For example, as we will see in Section
V, dynamic ChA mechanisms share some of the metrics
used by AsC mechanisms. We propose the followings to
provide network applications with low-overhead and con-
tinuous measurement of metrics: (i) designing metrics that
can be used by multiple control mechanisms; (ii) efficient
encoding of control data conveyed by a south-bound protocol,
(iii) novel hardware/software techniques deployed on network
infrastructure devices for passive (i.e., without introducing
extra traffic) measurement of network status, and (iv) in-
ference and prediction algorithms that extract new metrics
and provide insight into the future status of the network.
Compared to distributed implementations, SDWLANs enable
in-depth analysis of clients’ traffic type and pattern by looking
into packet headers [30], [175]–[178]. This information could
be employed to improve the accuracy of traffic prediction
and interference modeling. Specifically, while the existing
approaches rely on the saturated demands of clients when esti-
mating load and interference levels, the throughput and airtime
of clients and APs strongly depend on the protocols used at
the transport and application layers [172], [179], [180]. For
example, the periodic nature of an IoT device’s uplink traffic
could be exploited to improve AsC performance. We believe
that learning and prediction mechanisms must be employed
by SDWLANs to provide network control applications (such
as AsC and ChA) with meaningful, realistic, and predictive
knowledge regarding network operation.
Hybrid design is another approach towards achieving timely
reactions against dynamics. The overhead of network mon-
itoring and control can be improved through hybrid control
mechanisms, as proposed by SoftRAN [181]. Due to the high
dynamics of wireless networks, it is desirable to design control
mechanisms that can make control decisions locally, while
improving decisions based on the global network view as well.
This solution could also benefit from hierarchical controller
topologies to make decisions at multiple levels, depending on
the dynamicity of variations. For example, AeroFlux (Section
III-C) proposes an architecture to enable the design of multi-
level control mechanisms. Such mechanisms make control
decisions in a distributive manner, at local controllers or
by a central controller, based on network dynamics, time
constraints, and overhead of exchanging control messages.
4) Security Considerations: As centralized mechanisms
rely on global network information and usually aim to achieve
a network-wide optimization, receiving malicious reports has
a more severe effect on performance, compared to distributed
control. Verifying the legitimacy of network status reports and
clients’ demands have not yet been addressed by SDWLAN
architectures and AsC mechanisms.
V. CENTRALIZED CHANNEL ASSIGNMENT (CHA)
In this section, we review centralized ChA mechanisms.
To be consistent with Section IV, we focus on the metrics
employed as well as the problem formulation and solution
proposed by these mechanisms. In addition, we highlight the
performance improvements achieved, compared to distributed
mechanisms.
Considering the broadcast nature of wireless communication
as well as the dense deployment of APs, ChA is an important
network control mechanism to reduce co-channel interference
and improve capacity. Basically, a WLAN can be modeled as
a conflict graph where the vertices represent APs, and edges
reflect the interference level between APs. The color of each
vertex is the channel assigned to that AP. The objective of
a ChA mechanism is to color the graph using a minimum
number of colors in order to improve channel reuse.
A typical channel assignment algorithm relies on all or
a subset of the following inputs: (i) the set of APs and
clients, (ii) AP-client associations, (iii) interference relation-
ship among APs and clients, and (iv) total number of available
IEEE COMMUNICATIONS SURVEYS AND TUTORIALS, ACCEPTED JULY 2018 22
Collect distinguishable 
beacons in each channel
Determine the number of 
clients associated with 
each beacon
Is a non-overlapping 
channel available?
Select the least 
congested channel
YesNo
Extract traffic information
for each client associated 
with each beacon
Begin
Select the non-
overlapping channel
End
Fig. 10. Least Congested Channel Search (LCCS) algorithm [182].
channels. Using the aforementioned information, optimization
metrics, such as interference, throughput, spectral efficiency,
and fairness, are used to define an optimization problem. In
this section we study centralized ChA mechanisms.
Figure 10 represents the flowchart of the least congested
channel search (LCCS) [182] algorithm. Although LCCS is
not a central ChA mechanism, we briefly discuss its operation
as it has been used by commercial off-the-shelf APs and
adopted as the baseline for performance comparison of various
ChA mechanisms. In this algorithm, APs scan all channels
passively after startup. Each AP collects the beacon frames
from its neighboring APs and extracts the number of connected
clients and their traffic information. Then, the AP selects a
non-overlapping channel if it is available. Otherwise, the AP
selects the channel with lowest traffic sum. To obtain client and
traffic information, LCCS relies on the use of optional fields in
beacon packets. Therefore, the use of this mechanism requires
vendor support.
A simpler approach, which has been adopted as the compar-
ison baseline by some ChA mechanisms, is to simply sample
the RSSI of nearby APs on all channels and choose the channel
with the minimum RSSI level. The literature refers to this
approach as minRSSI.
We overview ChA mechanisms, categorized into two
groups: (i) traffic-agnostic, and (ii) traffic-aware, as follows.
A. Traffic-Agnostic Channel Assignment
These mechanisms do not include the traffic load of APs
and the traffic demand of clients in their channel assignment
process. In fact, these mechanisms mainly rely on the interfer-
ence relationship to formulate their graph coloring problems.
Weighted coloring channel assignment (WCCA). This
seminal work [183] formulates channel assignment through
the weighted graph coloring problem and improves channel
re-use by assigning partially-overlapping channels to APs.
Vertices are APs, and edges represent the potential interference
between corresponding APs (see Figure 11). The colors of
the vertices represent the assigned channel number to APs.
The number of clients associated with two neighboring APs
and the interference level between them are used to calculate
the weight of conflicting edges. Site-Report is the proposed
method to construct the overlap graph and capture network
dynamics. This method enables APs to request their clients
perform channel scanning. A list of active APs is generated
APi APj
W (APi, APj)⇥ I(chi, chj)
chi chj
Fig. 11. Weighted coloring channel assignment (WCCA) [183] formulates
a weighted graph coloring problem. This figure represents the I-value of the
conflicting edge between APi and APj .
for each channel. This list includes the APs in direct com-
munication range and the APs whose associated clients are in
direct communication with the client performing Site-Report
scan. Based on the results of Site-Report, W (APi, APj) is
computed as follows,
W (APi, APj) =
NAPi,APj +NAPj ,APi
NAPi +NAPj
, (10)
where NAPj is the number of site reports performed by the
clients of APj , and NAPi,APj is the number of site reports
of APi’s clients that reported interference with APj or its
associated clients.
The I-factor, I(chi, chj), is the normalized interference
factor between two channels chi and chj . The value
of I(chi, chj) is computed as follows: (i) for two non-
overlapping channels (e.g., channel 1 and 6 in the 2.4GHz
band) the value is 0; (ii) if chi = chj , the value is 1; (iii)
for two partially-overlapping channels chi and chj , the value
is between 0 and 1, depending on the distance between their
central frequency.
The weight of the conflicting edge between APi and APj is
defined by Ivalue(APi, APj) = W (APi, APj)×I(chi, chj).
Having K colors (channels), the problem is determining how
to color the graph with minimum number of colors in order
to optimize the objective function. Three different objective
functions, Omax, Osum and Onum, were used. Omax repre-
sents the maximum I-value amongst all the links. Osum is the
sum of I-values of all conflicting edges. The total number of
conflicting edges is represented by Onum. In order to minimize
the objective functions, two distributed heuristic algorithms are
proposed: (i) Hminmax aims to minimize Omax without AP
coordination, and (ii) Hsum aims to jointly minimize Omax
and Osum, which requires coordination between APs in order
to minimize the interference level of all conflicting edges.
Although the proposed algorithms were run distributively, it
would be easier to provide them with their required informa-
tion using a SDWLAN architecture.
The proposed algorithms have been evaluated using NS2
[184] simulator and testbed. Two different scenarios are used
in simulations: (i) three non-overlapping channels and (ii)
partially overlapping channels (11 channels in the 2.4GHz
band). For the first scenario, the algorithms showed a 45.5%
and 56% improvement in interference reduction for sparse and
dense networks, respectively. For the second scenario, there is
a 40% reduction in interference, compared to LCCS.
Client-driven channel assignment (CDCA). [185] formu-
lates a conflict set coloring problem and proposes a heuristic
algorithm that increases the number of conflict-free clients
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Fig. 12. Client-driven channel assignment (CDCA) [185] assigns two sets
per client: range set (denoted by RS(ci)) and interference set (denoted by
IS(ci)). APs are specified by numbered squares.
at each iteration. Here, conflict refers to the condition in
which two nodes (APs or clients) that belong to different
BSSs use the same channel. To measure the interference level
experienced by each client, measurement points are selected,
and the signal level received from each AP is measured
at those points. Based on this information, there are two
sets assigned to each client: (i) range set: the APs that can
communicate with the client directly, and (ii) interference set:
the APs that cannot communicate with the client, but can cause
interference. Figure 12 shows the range set and interference
set for a given client.
This work defines two objective functions: (i) one that
maximizes the number of conflict-free clients, and (ii) one that
minimizes the total conflict in the network. To achieve the first
objective, if a channel ch is assigned to an AP, then no AP
in the range set and interference set of the clients associated
with that AP should have channel ch assigned to them. A
client satisfying this condition is referred to as a ”conflict-free
client”. Since it may not be possible to satisfy this requirement
for all the clients, the algorithm minimizes the overall network
conflict.
The main step of the channel assignment algorithm ran-
domly selects an AP and assigns a channel that results in the
maximum number of conflict-free clients. This step is repeated
for all APs, and the order of APs is determined by a random
permutation. This process is repeated as long as it increases
the number of conflict-free clients.
After the first step, there might be clients that are left with
a high level of interference. To remedy this condition, the
conflict level of all non-conflict-free clients is balanced. This
mechanism implicitly results in traffic load balancing.
Frequency planning in large-scale networks (FPLN).
[28] models the channel assignment problem as a weighted
graph coloring problem taking into account the external inter-
ference generated by non-controllable APs. The interference
level caused by APj on APi, which is the weight of edge
APj → APi, is defined as follows,
W (APi, APj) = CactiveAPi × I(chi, chj)×P (APi, APj), (11)
where CactiveAPi is the number of active associated clients with
APi. An associated client is called active in a time interval if
it is sending/receiving data packets. The interference factor
between two channels assigned to APi and APj is given
by I(chi, chj). The power received at APj from APi is
represented by P (APi, APj). The interference factor of APi is
defined as
∑
∀APj∈APW (APi, APj). The objective function
is defined as the sum of all APs’ interference factor, including
controllable and non-controllable APs. The ChA mechanism
aims to minimize the objective function when the channels of
non-controllable APs are fixed.
The authors propose a two-phase heuristic algorithm to
solve the above optimization problem. In the first phase, the
controllable APs are categorized into separate clusters based
on neighborhood relationships, and the local optimization
problem is solved for each cluster by finding an appropriate
channel per AP to minimize its interference level while the
channels of other APs (in the cluster) are fixed. This process
is started from the AP with largest interference factor. In the
second phase, a pruning-based exhaustive search is run on
each cluster, starting from the AP with highest interference
level. The algorithm updates the channels of APs to reduce
the total interference level of the cluster. The pruning strategy
deletes the failed channel assignments (i.e., the solutions that
increase the interference level obtained in the first phase) from
the search space. FPLN uses CAPWAP (see Section III-C1) as
its south-bound protocol. Simulation and testbed experiments
show about a 1.2x lower interference level, compared to
LCCS.
CloudMAC. The CloudMAC [26], [50] architecture allows
multiple NICs of a physical AP to be mapped to a VAP,
where NICs may operate on different channels. These NICs
periodically monitor and report channel utilization to the con-
troller. Unfortunately, it is not clear how channel measurement
is performed. If a client is operating on a high-interference
channel, the controller sends a 802.11h channel switch an-
nouncement message to the client (mandatory for 802.11a/n
standards), instructing it to switch to another channel with
lower interference. Since a client is associated with a VAP,
the client does not need to re-associate and it can continue its
communication through the same VAP using another NIC of
the same physical AP. Additionally, this process does not re-
quire any client modification. Unfortunately, the performance
evaluation of this mechanism has not been reported.
Odin. [102] proposes a simple channel assignment strategy.
For each AP, the channel assignment application (running on
Odin controller) samples the RSSI value of all channels during
various operational hours. The heuristic algorithm chooses the
channel with the smallest maximum and average RSSI for each
AP. Unfortunately, the performance of this mechanism has not
been evaluated.
Primary channel allocation in 802.11ac networks (PCA).
The hidden channel (HC) problem is addressed in [29] for
802.11ac networks. The HC problem occurs when an AP
interferes with the bandwidth of another AP. This problem
occurs due to the heterogeneity of channel bandwidths, differ-
ent CCA thresholds for primary and secondary channels, and
bandwidth-ignorant fixed transmission power.
Figure 13 illustrates an example of the HC problem. The
bandwidth of AP1 is 80MHz, including four 20-MHz channels
1, 2, 3 and 4, where channel 1 is its primary channel. The
primary channel sensing range is greater than the secondary
channel sensing range due to the difference in CCA thresholds
for primary and secondary channels in 802.11ac. AP2 uses
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Fig. 13. An example of the hidden-channel (HC) problem in 802.11ac [29].
a 20MHz bandwidth operating on channel 3. Suppose AP2
is communicating with its clients on channel 3. When AP1
performs carrier sensing on its channels, it cannot detect the
presence of AP2 on channel 3 because AP2 is not in the
secondary sensing range of AP1. Therefore, AP1 starts to send
data on channels 1, 2, 3 and 4, and invades AP2.
In order to study the impact of the HC problem, the authors
proposed a Markov chain-based analysis to show the impact
of packet length and MAC contention parameters on the
performance of APs. Furthermore, the effect of various HC
scenarios on packet error rate (PER) has been investigated.
The authors used the graph coloring problem, where APs are
vertices and channels are colors, to model the primary channel
allocation (PCA) problem. The edges represent the invasion
relationship between APs. It is assumed that a controller
collects information about the bandwidth of APs and their
interference relationship. The objective is to color the vertices
in order to: (i) minimize the interference/invasion relationship
between APs, and (ii) maximize channel utilization. The
problem is formulated as an integer programming optimization
problem, which is NP-hard. A heuristic primary channel allo-
cation algorithm is introduced to solve the problem. Simulation
results show the higher performance of PCA compared to
minRSSI and random channel assignment. Furthermore, PCA
is a close-to-optimal solution when compared to the optimal
exhaustive search algorithm.
EmPOWER2. As mentioned in Section III-C3, Em-
POWER2 [24] establishes channel quality and interference
map abstraction at the controller. The proposed ChA mech-
anism uses the APIs provided to traverse the map and detect
uplink/downlink conflicts between LVAP pairs. There is an
edge between two nodes in the interference map if they are in
the communication range of each other. In addition, the weight
of each link corresponds to the channel quality between nodes.
The graph coloring algorithm proposed in [186] is used to
assign channels based on the conflict relationships.
Wi-5 channel assignment (Wi5CA). [187] proposes a ChA
mechanism as part of the Wi-5 project [188]. A binary integer
linear programming problem is formulated with objective
function U = G×AT .I, where ′×′ and ′.′ are matrix multipli-
cation and element-wise multiplication operators, respectively.
G ∈ {0, 1}|AP|×|AP| represents the network topology. If the
average power strength of APi on APj exceeds a specific
threshold, the value of GAPi,APj will be 1, otherwise it will be
0. A ∈ {0, 1}|CH|×|AP| is the current channel assignment for
APs. If channel chi is assigned to APj , the value of Achi,APj
is 1, otherwise it is 0. I ∈ R|AP|×|CH| represents the predicted
interference matrix, where IAPi,chi is the interference level
predicted for APi if channel chj is assigned to it. Unfor-
tunately, the interference prediction method is unclear. The
channel assignment algorithm minimizes∑
∀APi∈AP
∑
∀chj∈CH
UAPi,chj , (12)
which is the network-wide interference level. A controller
executes the ChA mechanism when the interference level is
higher than a threshold. MATLAB simulations show 2dB and
3dB reduction in the average interference level, compared to
LCCS and uncoordinated channel assignment, respectively.
B. Traffic-Aware Channel Assignment
Traffic-aware channel assignment mechanisms include the
traffic of APs, clients or both in their decision process. As
measuring the effect of interference on performance is com-
plicated, these mechanisms explicitly include metrics such as
throughput, delay, and fairness, in their problem formulations.
AP placement and channel assignment (APCA). [189]
addresses AP placement and channel assignment in order to
improve the total network throughput and the fairness estab-
lished among clients. The throughput of clients is estimated as
a function of MAC-layer timing parameters, network topology,
and data rate of clients. The data rate of each client (11, 5.5,
2 or 1Mbps) depends on the link’s RSSI. The fairness among
clients is defined as the throughput deviations of clients based
on the Jain’s fairness index [190] as follows,
J =
(
∑
∀ci∈C Thci)
2
|C|∑∀ci∈C (Thci)2 , (13)
where Thci is the throughput of client ci. Maximizing the
objective function, defined as J × ∑∀ci∈C Thci , leads to
optimizing both total throughput and fairness among clients.
The authors propose a heuristic local search method, named
the patching algorithm. In each iteration of this algorithm, an
AP is placed on one of the predefined locations, and a non-
overlapping channel is assigned to the AP to maximize the
objective function. This process is repeated until a predefined
number of APs are placed. Simulation and testbed results show
that the proposed patching algorithm provides close-to-optimal
solutions in terms of total throughput and fairness. APCA is
used only for the initial network configuration phase.
Traffic-aware channel assignment (TACA). [191] assigns
weights to APs and clients proportional to their traffic de-
mands. The weighted channel separation (WCS) metric is
WCS =
∑
i,j∈AP∪C,
BSS(i)6=BSS(j)
W (i, j)× Separation(i, j), (14)
where BSS(k) is the BSS including AP or client k,
Separation(i, j) is the distance between operating channels
of node i and node j, and W (i, j) is a function of the traffic
demands of i and j. Separation(i, j) = min (|chi − chj |, 5),
therefore, the maximum separation value is 5, which is the
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Fig. 14. Traffic-aware channel assignment (TACA) [191].
distance between orthogonal channels (e.g., channel 1 and 6).
Since all nodes are included in the calculation of the WCS
metric, all AP-AP, AP-client and client-client interferences are
taken into account.
A heuristic algorithm has been proposed to maximize WCS.
Figure 14 shows the flowchart of this algorithm. The interfer-
ence graph measurement is performed a few times per day. The
traffic demands of APs and clients are collected and predicted
using the SNMP statistics collected from APs. In ”Step 1”, an
initial channel assignment is performed to maximize the WCS
metric considering APs’ traffic demands only. In ”Step 2”, a
simulated annealing (SA) approach is used to update channel
assignment, which maximizes WCS by taking into account
the traffic demands of AP and clients. This step randomly
selects an AP and its clients, and assigns a new channel at
each iteration in order to maximize the WCS metric. Empirical
results (using a 25-node testbed) show 2.6 times increase
in TCP throughput, compared to a downgraded algorithm
in which traffic demands are not included. The authors also
showed that one channel switching per 5 minutes does not
result in throughput degradation.
Virtual delayed time channel assignment (VDTCA). [27]
introduces a new interference prediction model based on the
signal strength and traffic demands of APs and clients. The
extra transmission delay caused by interference between two
APs is represented as V DT = Tint − Tn, where V DT is
virtual delayed time. The term ”virtual” refers to the calcu-
lation of this metric through interference prediction without
actually changing channels. Tint and Tn are the time required
to transmit a given amount of traffic in the presence and
absence of interference, respectively.
The transmission time is a function of physical layer data
rate, which depends on the signal SINR computed through
measuring RSSI at receiver side. On the other hand, the
traffic demands of APs and clients have a great impact on
the transmission time of neighboring APs. For instance, when
there is no traffic on an AP, there will be no transmission
delay overhead on the neighboring APs and clients. Therefore,
Tint is calculated based on RSSI values and traffic rates of
all neighboring APs and their associated clients. Using the
proposed VDT model, it is possible to measure the VDT of
each AP pair. Channel assignment is modeled as a graph vertex
coloring problem, which uses V DT (BSSi, BSSj) as the edge
weight between two interfering BSSs, where BSSi and BSSj
are two APs and their associated clients. Non-overlapping
channels are the colors of vertices. The objective is to color the
graph with a minimum number of colors while minimizing the
sum of edge weights to achieve interference minimization. The
semi-definite programming (SDP) [192] relaxation technique
is used to solve this problem. The authors show that SDP can
solve the channel assignment problem in the order of seconds
for a medium-size network. For instance, it takes 27.5 seconds
to find the solution for a network with 50 APs and 9 non-
overlapping channels. Testbed results show 30% throughput
improvement, compared to LCCS [182].
Cisco unified wireless network (CUWN). In the CUWN
architecture [85] (see Section III-C1), based on the different
RF groups established and the cost metric calculated for each
AP, each controller updates the assigned channels periodi-
cally4. The controller calculates a cost metric for each AP to
represent the interference level of the AP, and prepares a list
called channel plan change initiator (CPCI), which includes
the sorted cost metric values of all APs. The leader selects
the AP with highest cost metric and assigns a channel to
the selected AP and its one-hop neighboring APs in order to
decrease their cost metrics. These APs are removed from the
CPCI list, and this process is repeated for all remaining APs
in the list. A sub-optimal channel assignment is calculated
through a heuristic algorithm5 that aims to maximize the
frequency distance of selected channels. Note that a longer fre-
quency distance results in a lower interference between APs.
CUWN also enables network administrator to set channels
manually.
Channel assignment with fairness approach (CAFA).
[193] formulates ChA as a weighted graph coloring problem
where weights are assigned to the set of edges and vertices.
The distance of overlapping channels is determined by the
normalized interference factor, i.e., I-factor, introduced in
[183] (see WCCA explained in Section V-A). The normalized
throughput of each client is estimated using the approximation
introduced in [194]. The weight of APi is defined as the total
normalized throughput reduction of APi, which is calculated
based on clients’ normalized throughput and I-factor. The
weight of the edge between two interfering APs represents
the throughput reduction caused by their mutual interference.
Furthermore, the authors formulate the fairness among nor-
malized throughputs of APs using Jain’s fairness index [190].
The objective function is defined as the joint minimization
of clients’ throughput reduction and maximization of client’s
fairness index.
An iterative heuristic algorithm is introduced to solve the
optimization problem. The algorithm sorts the APs based on
their weights (i.e., normalized throughput reduction). At each
iteration, the AP with highest weight is selected for channel
assignment. The channel of the selected AP is assigned so that
the throughput reduction of the neighboring APs is minimized.
This process is repeated until channel assignment is performed
for all APs. Simulation results show 15% and 6% improvement
in total throughput for 4-AP and 8-AP scenarios, respectively,
compared to WCCA [183].
Throughput and fairness-aware channel assignment
4The period can be adjusted by network administrators.
5The details of ChA mechanism used by CUWN are not available.
IEEE COMMUNICATIONS SURVEYS AND TUTORIALS, ACCEPTED JULY 2018 26
(TFACA). [195] uses spectrum monitoring information and
the traffic demand of APs. This mechanism defines the utility
function of APi when operating on channel chj as,
U(APi, chj) =
min {F (APi, chj), T (APi)}
T (APi)
, (15)
where F (APi, chj) is the free airtime of channel chj on APi,
and T (APi) is the total time required to send data of APi in a
time unit. Note that Equation 15 represents the percentage of
APi’s data that can be sent over channel chj in a given time
unit. Two objective functions are defined:
max
∑
∀APi∈AP,∀chj∈CH
U(APi, chj), (16)
and,
max( min
∀APi∈AP,∀chj∈CH
U(APi, chj)). (17)
A heuristic algorithm has been proposed to solve the above
NP-hard problem in the following two steps: (i) temporary
channel assignment, which assigns a channel to each AP inde-
pendent of other APs, to maximize each AP’s utility function,
and (ii) channel reassignment of the APs with low utility
function (starting with the lowest one) without decreasing the
sum of all utility function values. The second step is repeated
for a given number of iterations or until U(APi, chj) = 1
for all APs. A fairness index similar to Equation 13 has been
defined to include the utility function of APs.
The 802.11g protocol with non-overlapping channels are
used for performance evaluation through simulation and
testbed. An 8 to 15% improvement in the fairness index and
an 8 to 21% increase in the mean utility function are achieved,
compared to minRSSI.
Frequency and bandwidth assignment for 802.11n/ac
(FBWA). [196] addresses channel and bandwidth allocation
to benefit from the channel bonding feature of 802.11n/ac.
The utility function of APi that works on primary channel
chj and bandwidth β is defined as
U(APi, chj , β) =
Th(APi, chj , β)
min
{
Thmax(APi, chj , β), LmeanAPi
} (18)
where Th(APi, chj , β) is the expected throughput of APi
operating on primary channel chj and channel bandwidth β,
Thmax(APi, chj , β) is the maximum achievable throughput of
APi, and LmeanAPi is the mean traffic load on APi. Through a
heuristic algorithm similar to TFACA [195], the appropriate
primary channels and bandwidths are determined for all APs
to maximize the sum of the APs’ utility functions.
Testbed results show a 65 to 89% reduction in the number
of overlapping BSSs, and a mean throughput that is 3 times
higher, compared to random channel assignment and minRSSI.
Normalized-airtime channel assignment (NATCA). [197]
requires each AP to measure its busy time (referred to as
normalized airtime) and report to a controller periodically.
The busy time of an AP is the percentage of time that a
channel assigned to that AP is occupied by its neighbors.
An AP measures this value when sending data towards its
clients. A threshold value is defined to categorize APs into two
groups based on their busy time: heavily congested and lightly
congested. An optimization problem has been proposed to
minimize the sum of the normalized airtime of all APs without
modifying the status of lightly congested APs. A Tabu search
algorithm is proposed to solve the optimization problem. NS3
simulations show a 1.5x throughput improvement, compared
to LCCS [182]. The measurement of normalized airtime for
all APs is performed passively using the NS3 tracing system,
which provides packet-level trace files for all APs.
C. Channel Assignment: Learned Lessons, Comparison, and
Open Problems
Table IV presents and compares the features of ChA mech-
anisms. In the following, we study these features and identify
research directions.
1) Dynamicity and Traffic-Awareness: As Table IV shows,
not all the ChA mechanisms support dynamic channel re-
allocation. In addition, most of the ChA mechanisms are
either traffic-agnostic, or they do not recognize uplink traffic.
Furthermore, many of the ChA mechanisms do not actually
discuss the data gathering policy employed, and the rest focus
on the mean traffic load of APs and the mean throughput
demand of clients. These limitations are due to two main
reasons: First, the higher the rate of central interference map
generation, the higher the overhead of control data exchanged
by the controller. Second, although heuristic algorithms have
been proposed to tackle the NP-hardness of the channel as-
signment problems, the execution duration of these algorithms
might not be short enough to respond to network dynamics.
The two approaches earlier proposed in Section IV-C3 (i.e.,
prediction and hybrid design) can be employed to cope with
these challenges. For example, depending on the time window
and accuracy of predictions, a ChA proactively responds to
dynamics, which in turn reduces the burden on real-time
network mapping and fast algorithm execution. The second
solution, i.e., hybrid design, employs multi-level decision
making to support fast and low-overhead reaction to network
dynamics. For the hybrid designs, however, the topology of
controllers may be tailored depending on the control mech-
anism employed. For example, while a suitable controller
topology for a ChA mechanism depends on the interference
relationship between APs, a more suitable topology for an AsC
mechanism is to connect all the APs of a hallway to a local
controller to improve the QoS of clients walking in that area.
Therefore, it is important to design architectures that support
flexible communication between controllers.
2) Joint ChA and AsC: As channel switching may lead
to re-association (depending on the architecture used), clients
may experience communication interruption and violation of
their QoS requirements [111], [198], [199]. Therefore, it is
necessary to measure and reduce the channel switching over-
head of dynamic ChA mechanisms. In this regard, joint design
of ChA and AsC is essential for uninterrupted performance
guarantee. Such a joint mechanism, for example, monitors and
predicts clients’ traffic pattern, performs channel assignment
to maximize spatial reuse, and moves VAPs between APs to
support seamless handoff as the traffic changes. In addition,
mobility prediction [200], [201] may be employed to minimize
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TABLE IV
COMPARISON OF CHANNEL ASSIGNMENT (CHA) MECHANISMS
Mechanism Traffic-Aware Standards & Channels Dynamic Performance EvaluationDownlink Uplink Standard Partially Overlapping Simulation Testbed
WCCA [183] × × 802.11b X X X X
CDCA [185] × × 802.11b × X X X
FPLN [28] × × 802.11b X × X X
CloudMAC [26] × × 802.11a/b/g/n X X × X
Odin [102] × × 802.11a/b/g/n X X × X
PCA [29] × × 802.11ac × X X ×
EMPOWER2 [24] × × 802.11a/b/g/n/ac × X × X
Wi5CA [187] × × 802.11b/g × X X ×
APCA [189] × X 802.11b × × X ×
TACA [191] X X 802.11b/g X X X X
VDTCA [27] X X 802.11a/g × X × X
CUWN [85] X X 802.11a/b/g/n/ac X X × ×
CAFA [193] X X 802.11b X × X ×
TFACA [195] X × 802.11g × × X X
FBWA [196] X × 802.11a/n/ac × × X ×
NATCA [197] X × 802.11g × X X ×
the delay of AsC and ChA by enabling the use of proactive
control mechanisms instead of using reactive mechanisms that
are triggered by performance drop. Note that mobility predic-
tion is specifically useful in SDWLANs as these architectures
enable the central collection and analysis of metrics such as
RSSI to apply localization and mobility prediction algorithms.
Unfortunately, the existing joint ChA-AsC mechanisms (e.g.,
[202], [203]) operate distributively and do not provide any
performance guarantee, which is required for mission-critical
applications such as medical monitoring or industrial control
[17].
3) Partially Overlapping Channels and AP Density Man-
agement: Most ChA mechanisms designed for 2.4GHz net-
works utilize only non-overlapping channels to decrease the
interference level (as shown in Table IV). However, due to
the dense deployment of APs, this approach limits the trade-
off between interference reduction and channel reuse [204].
To address this concern, research studies have improved the
performance of channel assignment by dynamically assigning
partially-overlapping channels [193]. These mechanisms, for
example, rely on the interference relationship between APs
to increase the distance between assigned channels as the
pairwise interference increases. However, these mechanisms
require the underlying SDWLAN to provide APIs for efficient
collection of network statistics.
In addition to utilizing partially-overlapping channels, ChA
mechanisms can further improve network capacity through
AP topology management, which is achieved by three main
strategies: (i) AP placement: the site survey is performed to de-
termine the location of APs during the installation phase [205];
(ii) AP power control: a SDWLAN controller dynamically
adjusts the transmission power level of APs [206]; (iii) AP
mode control: a SDWLAN controller dynamically turns on/off
APs [107]. Note that the second and third strategy require
architectural support. It is also important to coordinate the
aforementioned strategies with AsC to avoid clients’ service
interruption. For example, by relying on the global network
view established, clients association may be changed before
channel assignment or transmission power control cause client
disconnection. Although these problems have been addressed
in isolation or distributively [40], [207]–[209], centralized and
integrated solutions are missing.
4) Integration with Virtualization: Our review of ChA and
AsC mechanisms shows that these mechanisms are oblivious
to virtualization. Specifically, they do not take into account
how the pool of resources is assigned to various network slices.
However, virtualization has serious implications on network
control. For example, mobility management becomes more
challenging when network virtualization is employed. When a
client requires a new point of association due to its mobility, in
addition to parameters such as fair bandwidth allocation, the
available resources of APs should also be taken into account.
More specifically, for a client belonging to slice n, the AsC
mechanism should ensure that after the association of this
client with a new AP, the QoS provided by slice n and other
slices is not violated. However, as this may require client
steering, the re-association cost of other clients should be
minimized. As an another example, a ChA mechanism may
assign non-overlapping and overlapping channels to a mission-
critical slice and a regular slice, respectively. The problem
becomes even more complicated when multiple controllers
collaborate to manage network resources. The integration of
network slicing and control mechanisms would pave the way
to use SDWLANs in emerging applications, such as mission-
critical data transfer from mobile and IoT devices.
In addition to network-based slicing of resources, it is desir-
able to support personalized mobility services as well. To this
end, AsC mechanisms require architectural support to enable
client association based on a variety of factors. As an example,
a client’s VAP stores the client’s handset features and exposes
that information to the AsC mechanism to associate the client
with APs that result in minimum energy consumption of the
client. Such interactions between architectural components and
control mechanisms are unexplored.
Another important challenge of slicing at low level is
the complexity of coordination. For example, assume that
different transmission powers are assigned to flows. In this
case, simply changing the transmission power of APs working
on the same channel would cause significant interference and
disrupt the services being offered. Therefore, offering low-
level virtualization requires coordination between the network
control mechanisms.
IEEE COMMUNICATIONS SURVEYS AND TUTORIALS, ACCEPTED JULY 2018 28
5) Coexistence of High-Throughput and Legacy Clients:
Although new WiFi standards (e.g., 802.11n/ac) supporting
high throughput are broadly used in various environments,
we should not neglect the existence of legacy devices (e.g.,
802.11b), especially for applications that require low through-
put [1], [37], [38]. In heterogeneous networks, the throughput
of high-rate 802.11ac devices is jeopardized by legacy clients,
due to the wider channel widths used by 802.11n/ac through
channel bonding [210], [211]. Specifically, the channel bond-
ing feature of 802.11n/ac brings about new challenges such as
hidden-channel problem, partial channel blocking, and middle-
channel starvation [29], [211], [212]. The bandwidth of a
802.11n/ac device (80/160MHz) is blocked or interrupted by
a legacy client (20MHz) due to the partial channel blocking
and hidden-channel problem. In the middle-channel starvation
problem, a wideband client is starved because its bandwidth
overlaps with the channels of two legacy clients. Hence,
the wideband client can use its entire bandwidth only if
both legacy clients are idle. Despite the heterogeneity of
WLAN environments, our review shows that addressing the
challenges of multi-rate networks to satisfy the diverse set
of QoS requirements is still premature. In fact, only PCA
[29] proposes a central solution, and its performance has been
compared with distributed mechanisms.
6) Security: Wireless communication is susceptible to jam-
ming attacks through which malicious signals generated on
a frequency band avoid the reception of user traffic on that
channel. The vulnerability of 802.11 networks to such de-
nial of service (DoS) attacks have been investigated through
various empirical measurements [213]–[215]. Although the
research community proposes various mechanisms (such as
frequency hopping [216]) to cope with this problem, the
existing approaches do not benefit from a central network view.
In particular, by relying on the capabilities of SDWLANs,
clients and APs can periodically report their operating channel
information (such as channel access time, noise level and
packet success rate) to the controller, and mechanisms are
required to exploit this information to perform anomaly de-
tection.
VI. RELATED SURVEYS
In this section we mention the existing surveys relevant to
SDN and WLAN.
A comprehensive study of software-defined wireless cellu-
lar, sensor, mesh, and home networks is presented in [217].
This work classifies the existing contributions based on their
objective and architecture. A survey of data plane and control
plane programmability approaches is given in [218], where the
authors review the components of programmable wired and
wireless networks, as well as control plane architectures and
virtualization tools. [219] presents a survey of virtualization
and its challenges in wireless networks. A survey of OpenFlow
concepts, abstractions and its potential applications in wired
and wireless networks is given in [220]. [3] and [221] review
the 802.11 standards for high-throughput applications, TV
white spaces and machine-to-machine communications. [39]
surveys energy-efficient MAC protocols for WLANs. A survey
of cellular to WLAN offloading mechanisms is given in [4].
Channel assignment strategies are reviewed in [222], and the
dynamics of channel assignment in dense WLANS are inves-
tigated in [223]. QoS support in dense WLANs through layer-
1 and layer-2 protocols are surveyed in [224]–[226]. Client-
based association mechanisms and AP placement strategies
are surveyed in [227]. Distributed load-balancing mechanisms
are reviewed in [228]. [229] provides a survey on spectrum
occupancy measurement techniques in order to generate in-
terference maps in WLANs. In [230], the future demands of
WLANs and the potential new features of ongoing 802.11ax
standard are investigated and reviewed. A review of wireless
virtualization mechanisms is given in [231]. This work also
presents the business models, enabling technologies, and per-
formance metrics of wireless virtual networks.
Our review of existing surveys shows that there is no
study of WLANs from a SDN point of view. Therefore,
the main motivation for conducting this study was the lack
of a comprehensive survey on SDWLAN architectures and
essential centralized network control mechanisms.
VII. CONCLUSION
SDWLANs enable the implementation of network control
mechanisms as applications running on a network operating
system. Specifically, SDWLAN architectures provide a set of
APIs for network monitoring and dissemination of control
commands. Additionally, network applications can benefit
from the global network view established in the controller
to run network control mechanisms in a more efficient way,
compared to distributed mechanisms. In this paper, we cat-
egorized and reviewed the existing SDWLAN architectures
based on their main contribution, including observability
and configurability, programmability, virtualization, scalabil-
ity, traffic shaping, and home networks. Through comparing
the existing architectures as well as identifying the growing
and potential applications of SDWLANs, we proposed several
research directions, such as establishing trade-off between
centralization and scalability, investigating and reducing the
overhead of south-bound protocols, exploiting layer-1 and
layer-2 programmability for virtualization, and opportunities
and challenge of SDWLANs with respect to security provi-
sioning.
After reviewing architectures, we focused on association
control (AsC) and channel assignment (ChA), which are the
two widely-employed network control mechanisms proposed
to benefit from the features of SDWLAN architectures. We re-
viewed centralized AsC and ChA mechanisms in terms of their
metrics used, problem formulation and solving techniques, and
the results achieved compared to distributed mechanisms.
At a high level, we categorized AsC mechanisms into two
groups: seamless handoff, used to reduce the overhead of client
handoff, and client steering, to improve the performance of
clients. Furthermore, we specified several research directions
towards improving AsC mechanisms, such as the design and
measurement of metrics to include both uplink and downlink
traffic into the decision making process, establishing propor-
tional demand-aware fairness among clients, and including the
application-level demand and behavior of clients in formulat-
ing AsC problems.
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We reviewed central ChA mechanisms, and we focused on
the approaches employed by these mechanisms to model the
interference relationship among APs and clients. Based on
the inclusion of traffic in the decision making process, we
categorized ChA mechanisms into traffic-aware and traffic-
agnostic. Our comparisons revealed that, given the hetero-
geneity of clients, the new ChA mechanisms should address
the coexistence of low- and high-throughput devices. We
also discussed the challenges and potential solutions for the
integration of virtualization with AsC and ChA, as well as the
importance and potential benefits of AsC and ChA co-design.
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