We study the generic scaling properties of the mutual information between two disjoint intervals, in a class of one-dimensional quantum critical systems described by the c = 1 bosonic field theory. A numerical analysis of a spin-chain model reveals that the mutual information is scale-invariant and depends directly on the boson radius. We interpret the results in terms of correlation functions of branch-point twist fields. The present study provides a new way to determine the boson radius, and furthermore demonstrates the power of the mutual information to extract more refined information of conformal field theory than the central charge. Given a microscopic model, an important and often nontrivial issue is how to obtain the effective field theory controlling its long-distance behavior. The notion of quantum entanglement, or more specifically, the entanglement entropy, has been extensively applied as a new way to address this basic matter. From a quantum ground state |Ψ , one constructs the reduced density matrix ρ A := TrĀ |Ψ Ψ| on a subsystem A by tracing out the exteriorĀ. The entanglement entropy is defined as S A := −Tr ρ A log ρ A . In 1D quantum critical systems, the entanglement entropy for an interval A = [x 1 , x 2 ] embedded in a chain exhibits a universal scaling [6, 7, 8, 9, 10, 11] :
We study the generic scaling properties of the mutual information between two disjoint intervals, in a class of one-dimensional quantum critical systems described by the c = 1 bosonic field theory. A numerical analysis of a spin-chain model reveals that the mutual information is scale-invariant and depends directly on the boson radius. We interpret the results in terms of correlation functions of branch-point twist fields. The present study provides a new way to determine the boson radius, and furthermore demonstrates the power of the mutual information to extract more refined information of conformal field theory than the central charge. Conformal field theory (CFT) provides a powerful framework to study one-dimensional (1D) quantum many-body systems. One can recast the low-energy degrees of freedom of both the bosonic and fermionic gases into a simple bosonic field theory, known as the Tomonaga-Luttinger liquid (TLL) [1, 2] . Thanks to the recent technological advances, a precise correspondence between the TLL predictions and various (quasi-)1D systems, such as carbon nanotubes [3] , antiferromagnetic chains [4] , and cold Bose gases in 1D traps [5] is currently being investigated. Given a microscopic model, an important and often nontrivial issue is how to obtain the effective field theory controlling its long-distance behavior. The notion of quantum entanglement, or more specifically, the entanglement entropy, has been extensively applied as a new way to address this basic matter. From a quantum ground state |Ψ , one constructs the reduced density matrix ρ A := TrĀ |Ψ Ψ| on a subsystem A by tracing out the exteriorĀ. The entanglement entropy is defined as S A := −Tr ρ A log ρ A . In 1D quantum critical systems, the entanglement entropy for an interval A = [x 1 , x 2 ] embedded in a chain exhibits a universal scaling [6, 7, 8, 9, 10, 11] :
where c is the central charge of the CFT and s 1 is a nonuniversal constant related to the ultra-violet (UV) cutoff. This scaling allows to determine the universal number c as a representative of the ground state structure, without having to worry about the precise correspondence between the microscopic model and the field theory.
As it is well known, the central charge is not the only important number specifying a CFT. In the bosonic field theory with c = 1, the boson compactification radius R (or equivalently, the TLL parameter K = 1/(4πR 2 )) is a dimensionless parameter which changes continuously in a phase and controls the power-law behavior of various physical quantities. It is natural to ask how to identify the boson radius as a generic structure of the ground state. In this Letter, we demonstrate that the entanglement entropy can achieve this task if we consider two disjoint intervals,
. We analyze the scaling of the mutual information defined as
This measures the amount of information shared by two subsystems [12, 13] . A numerical analysis of a spin-chain model reveals a robust relation between I A:B and R, irrespective of microscopic details. We compare the result with the general prediction of Calabrese and Cardy (CC) [9] , and find a relevant correction to their result. Roughly speaking, the mutual information (2) may be regarded as a region-region correlator. It is known that I A:B is non-negative, and becomes zero iff ρ A∪B = ρ A ⊗ ρ B , i.e., in a situation of no correlation [14] . A motivation to consider I A:B comes from that microscopic details at short-range scales, which are often obstacles when analyzing point-point correlators, can be smoothed out over regions. As we enlarge the region sizes, we expect that I A:B detects essential features of the correlations emerging in the coarse-grained limit. When there is a long-range order in local operators, we have I A:B = 0 for finite local regions A and B, even in the limit of large separation [15] . In a critical system with power-law decaying correlations, I A:B goes to zero if A and B are far apart in comparison with their lengths, r A and r B . However, if r A and r B are of the order of the separation, I A:B can remain finite, which is the situation we examine here.
First, suppose we treat the mutual information (2) following the prediction of Calabrese and Cardy [9] , which will turn out in our analysis to correspond to the SU (2)-symmetric case. For an infinite chain, the entanglement entropy on double intervals A ∪ B was predicted to be [9] S A∪B = c 3 log
Here the constant term 2s 1 is deter- (1) and (3) [9, 11] . We now consider a division (r A , r C , r B , r D ) of a finite chain as depicted in the inset of Fig. 1 . Then the CC formula for the mutual information reads
Note that the UV-divergent constant s 1 has been cancelled out in the mutual information, and the resultant (4) is invariant under global scale transformations. Similar ideas of eliminating the UV-divergence have been suggested by Casini and Huerta [16] and have also been exploited in the context of topological entropy [17] in higher dimensions. Henceforth, lengths of (sub)systems are measured in units of the lattice spacing. Now we turn to numerical analyses of the mutual information in a spin chain, based on Lanczos diagonalization of finite systems up to L = 30. We consider a spin- 1 2 XXZ chain in a magnetic field,
Since the magnetization per site, M := 1 L j S z j , is a conserved quantity, we can label the ground-states using M . A c = 1 critical phase extends over a wide region in ∆ > −1 [2] . The boson radius R controls the nature [18, 19, 20] . When increasing h, η monotonically increases (−1 < ∆ < 0) or decreases (0 < ∆) to Figure 1 shows a plot of I A:B against η = 2πR 2 for various (M, ∆) in the critical phase. Remarkably, the data points almost form a single curve for each type of division. The collapse of a two-dimensional M -∆ plane onto these two curves strongly indicates a direct dependence of I A:B on R. Agreement with the CC formula (4) can be observed only around η = 1 (SU (2)-symmetric case). One can also observe that I A:B is symmetric under η → 1/η, which might reflect the duality in the effective theory.
In Fig. 2 , we plot I A:B as a function of (4) . In other cases, the curves run above the CC formula. We can confirm that I A:B approaches zero in the limit r L → 0, as expected for systems without longrange order. If we subtract the CC formula (see black circles in Fig. 3 ), we find that the curves are symmetric under As an extension of the von Neumann entropy, we also consider the Rényi entropy (or alpha entropy) defined as
The von Neumann entropy S A can be reached in the limit n → 1. Following Calabrese and Cardy [9] , one can derive the following expression (originally found in Ref. [8] ) for a single interval A = [x 1 , x 2 ] in an infinite chain:
where s n is again a UV-divergent constant. Likewise, within CC argument, the translation from von Neumann to Rényi can be done via replacements c 3 → 1+n 6n c, s 1 → s n . We define the "Rényi" mutual information as I (n)
In Fig. 3 , we plot the deviation of the "Rényi" mutual information I In Fig. 3 , the oscillations in the n = 3 and 4 cases occur around the relatively smooth curves in the von Neumann case. From this, it is expected that I (n)
consists of a smooth component, which depends little on n, and an oscillating component, which shrinks in the limit n → 1. The former should be controlled by the continuum description.
Let us now discuss the origins of the deviation from the Calabrese-Cardy prediction and the dependence on the boson radius. We follow the formulation based on branch-point twist fields proposed by Cardy et al. [22] First, we represent the moment Tr ρ n A as the partition function on a n-sheeted Riemann surface R n [9] . Then, we relate it to a correlation function of twist fields T and T with conformal dimensions ∆ n =∆ n =
in an infinite chain, we can write it down as
The SL(2, C) covariance property requires this four-point function to have the following form:
with x i =x i . Here, F n (x,x; η) is a function of the cross ratios x := x21x43 x31x42 andx :=x 21x43 x31x42 , normalized as lim x→0 F n (x, x; η) = 1, and should be determined by η = 2πR 2 as suggested by Fig. 1 . The power function part (. . . ) 2∆n (. . . ) 2∆n in Eq. (9) corresponds to the CC prediction [9] , and the function F n gives an additional contribution
A∪B . The mutual information detects this new part:
The function f n (x; η) should satisfy
C∪D for a finite chain (see Eq. (12) below), and (iii) f n (x; η) = f n (x; 1/η) and f n (x; 1) = 0 suggested by Fig. 1 .
As a check of this result, we plot I A:B − I CC A:B as a function of the cross ratio x in Fig. 4 . For a finite chain, the cross ratio is given by We can confirm that for a given ∆, and for various divisions (r A , r C , r B , r D ), the additional contribution to the CC result can be fit by a single curve with good accuracy, strongly supporting Eq. (11).
For n = 2, two twist fields, T andT , are identical, and have conformal dimensions ∆ 2 =∆ 2 = 1/16. The correlation function (8) of four twist fields with these dimensions (Ramond fields) has been derived previously [23, 24] . The crossing-invariant solution gives
where τ is pure-imaginary, and is related to
Here θ 2 and θ 3 are Jacobi theta functions:
At a special point η = 1/2, Eq. (13) can be simplified as f In Fig. 3 , the formula f A:B contains strong oscillations, and the formula goes inside these oscillations. For η 0.5, oscillations are small, but the formula goes slightly above the data. This small disagreement might be due to finite-size effects, to a subtle difference between lattice systems and continuum descriptions, or to some missing factor in Eq. (13) .
To summarize, we have shown that the scaling of the mutual information I A:B is controlled directly by the boson radius R. This result can be used as a new method to determine R from the ground state, complementary to the standard spectroscopic method [2] based on the Drude weight and the compressibility. To obtain an analytical expression of f n (x; η) for general n and especially its n → 1 limit f (x; η) remains a challenging and intriguing open problem. In general, we expect that every CFT has its characteristic function f (x) in the mutual information. This can be used as a fingerprint for distinguishing different CFTs, as originally suggested in Ref. 16 .
