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1.は じ め に
一般に,問 題解決は,し ばしば,試 行錯誤の連続であるといわれるように,
ある公式や計算規則を忠実に守って結果を得るのではな く,い ろいろと試行錯
誤しながら結果を得ることがふつ うである。もちろん,解 決の過程においては,
ある公式や計算規則を用い,発 見 しなが ら,結 果を得る場合が多い。ゲームや
パズルの問題解決は,紀 元前の昔から,ゲ ーム愛好家や数学者等により挑戦さ
れてきたが,そ の多 くは,非 常に根気を要する発見 的探索法(Heuristics)
に基 いて,解 決に到達 してきた。
1940年 代後半に電子的な計算機械が発明されると,新 しく計算機科学者が誕
生 した。彼 らのあるものは,そ れを用いて,数 学のパズルやチェスゲームを解
き,人 間の不完全な知能を代替させようとした。それ以来,四 色問題の証明や
超越数の計算の成功例に見られるように,未 解決な問題を解決 したり,今 まで
手計算で得 られていた解の再確認を行うことができるようになった。
1970年 代後半になると,マ イクロプロセ ッサ(集 積回路)の 価格が著しく低
廉になり,計 算機のハー ドウェアが一部の所有物か ら市中に出回り,パ ーソナ
ルな環境で,計 算機を使用で きる,い わば,ペ ーソナルコンピ三一タの時代が
やってきた。それに伴い,計 算機の利用技術(ソ フトウェア)も 格段に向上 し,
オペ レーティングシステムとその処理系は質 ・量 ともに豊かになってきた。
筆者は,7年 程前,[1.6]に おいて,「 ハ ノイの塔」のパズルの解 を探索す
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るために,13種 のプ ログ ラム言語1}を 用 いて,プ ログラ ミング し,ベ ンチマー
クを試みた。 その とぎは,1語 が32ビ ッ トの汎用 の(当 時 は大型の)計 算機の
上で行 い,「 ハ ノイの塔」の問題 解決 には,Pascal言 語 は,教 育的 に も良 好
な環境 を与え ることを示唆 した。 その後,前 述 のよ うに,マ イク ロコンピュー
タ(多 くは,1語 が8ビ ッ ト又は16ビ ッ トであ るが メモ リ量 は殆 んど同程度の)
が飛躍的 に発展 したので,同 種 のベ ンチマー クを新 しい環境 で試 み,結 論を再
検討 してみ たい動機が働 く。
本稿 は,問 題解決の例 と して,「 騎士(チ ェスの ナイ ト)の 漫遊」 パ ズル を
考察す る2}。 このパ ズル につ いて は,次 節で詳 しく述 べ るが,「 ハ ノ イの塔 」
よ りも問題解決 として は複雑であ り,非 決定論的に見 え る。 次節では,こ のパ
ズルを定式化 し,解 法 を論 じる。また,そ れが グラフ理 論やオペ レー シ ョンズ ・
リサーチ とどの ような関連があ るか を述べ る。問題を解 く手順に は,種 々のア
ル ゴリズム(算 法)が あ るが,計 算 の手間が多項式オー ダーで解 けるものが望
ま しい。実際 に計算機で解 くため には,そ のデ ータ構 造 とプログラ ミング技法
が効率 を支配す る。 マイクロ コンピュータ上で利用で きる計算機用プ ログラム
言 語は,汎 用機 のそれよ りも豊富 にな っているが,本 稿 は,手 続 き型言語の代
表であ るBASIC,FORTRAN77,Pascal,Icon,Cの5種異 な る言 語 を選
択 した。第3節 は,付 録1の プ ログラム リス トと相侯 ってプ ログラ ミングのベ
ンチマ ークを試み る。問題解決 と教育的観点か ら,「 アル ゴ リズム+デ ータ構
〆
造=プ ログラム」(Wirth)論 を批判的に検討する。5つ の言語 はいずれも
MS-DOSの 上で動かすが,そ のうち,IconはSNOBOL4の 後継言語で,
文字列処理やバ ック トラックが非常に強力で,移 植容易で,読 み易 く,書 き易
い言語である。 日本ではまだ紹介記事す ら殆ど現われていないので,付 録2に
1)プ ログラム言語は英語のProgrammingLanguageであるために,し ばしば,プ
ログラミング言語といわれるが,本 稿は,JIS情 報処理用語規定(C6230)に
従って,「 プログラム言語」という。
2)同 類のものに 「エイ トクィーン(8人 の女王妃)」 や 「ステーブルマ リッジ(安 定
な結婚)」 問題があり,プ ログラミングの例題で しば しば使用される。後者は,就
職試験や大学入学試験の制度の検討や,労 働経済学の応用にも使われている。
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おいて,そ の構文,使 用法 を説 明 して お く。
最後 に,第4節 は,問 題解 決 に とって,究 極 には,良 いアルゴ リズムの開発
と選択 の重要性 は,プ ログラム言語の選択に勝 ることを指摘 し,結 語的覚書 と
す る。
本論 に先立 ち,使 用 したマ イク ロコ ンピュー タの環境 につ いて触 れてお く。
機 種 は,日 本電気(NEC)製 め,NECPC-9801F3(16ビ ッ ト,512
KBRAM,8MH,80ε7無 し)を 本体 とす る。 デ ィス ク ドライブ を内蔵 し,
フ ロッピーデ ィスク装置1台 とハ ー ドディスク装置(10メ ガバ イ ト)1台 があ
る。プ リンタは,PC-101日 本語 シ リアル プ リンタ,デ ィスプ レイ はPC-K
D551を 使 う。オペ レーテ ィングシステムは,主 にMS-DOS2.11豚,プロ
グラムは,TurboPascalの 中の エデ ィタを用 いて作 成編集 した 。な お,オ
ペ レー ティングシステ ムと各言語 は登録商標 を持っ 。
2.「 騎士 の漫 遊」 パズ ル
「騎士の漫遊(Knight'sTour)」 バズノレは,チ ェス盤 の上 に,騎 士(チ ェ
スのナ イ ト)を ひとっだ け置 いて,騎 士 の移動可能 ルールに則 して,盤 の全て
のマ ス目を1回 だ け通過 させ る遊 びであ る。
このパ ズルの歴史 にっ いて は,ラ ウズボールの名著[1]に 詳 しいが,18世
紀以来,著 名 な数学者で あるオイラー(1707-1783),ド モア ブル(1667-17
54),ヴ ァンデルモ ン ド(1735-1796)ら が解 の一部 を発表 して いる。 しか し,
このパ ズルは,チ ェス盤 を使 っているので,チ ェスの歴 史3}以 来,口 伝 えで楽
しまれた もの と思 われ る。
このパズルには,後 述 す るよ うに,い くつか の変形が あ るが,ζ,こ では,騎
3)チ ェスの歴史は古代インドに遡るが,現 代のチェスは15世紀に確立された。 ヨーロッ
パでは戦術を検討する陣中の必要具として王侯将帥の間に行われたという。チェス
はフランスではエシェック,ド イツではシャッハ という。日本や中国の将棋(象 棋)
は,9×9の 盤面を使 う。チェスの騎士に相当するのは桂馬であるが,前 方2個 所
しか進めない。チェスの騎士を八方桂馬 と称 し,「騎士の漫遊」パ ズルを 「桂馬道
問題」と呼ぶものもある(例 えば,小 谷[15])。
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図1.'8×8の チ ェ ス盤 と騎 士 の 移 動
士 がチ ェス盤 の任意 のマス目か ら出発 し,64個 のマ ス目全部 を1回 ずつ漫遊す
るだけでよ い,す なわち,必 ず しも出発点 に戻 る経路で な くて もよい とす る。
出発点 に戻 る場合は,騎 士の巡回,ま たは,再 入型 の騎士 の漫遊 パズル と呼 び,
解 の範囲 を制限す る。後者 は,オ ペ レー ションズ ・リサ ーチの 「巡回 セール ス
マ ン問題(TSP)」 と深 い関係 が あ る。
チ ェス盤 は,図1の よ うに,8×8の マス目を持 ち,騎 士 はどの場所 か らも
出発 で きるとす る。騎士 の移動 可能 ルールは,騎 士が座標位置(6,3)か ら
出発 すれば,A,B,…,G,Hの8通 りの場所 に進 む ことが できるが,座 標
(1,8)な ら,(2,6),(3,7)の2箇 所 に しか行 けな い。 か りに,
(2,6)を 新 しい出発点 とすれば,今 度 は,(1,4),(3,4),(4,5),
(4,7),(3,8)の5箇 所((2,6)へ は戻れな い)に 進 む ことが で き ・
る。 このよ うに して,一 足一足進 んでいって全部 のマ ス目を訪問 したいので あ
るが,下 手 をす る と,全 部 をカバ ーす るこ とな く,「 行 き停 り(八 方ふ さが
り)」 の状態に陥 る。行 き停 りの状態 を64手 目まで延期 す るにはどう進んで いっ
た らよいか,こ れが問題で ある。
そのためのアプローチと して い くつか提案 されて きたが,発 見的探索 法 とグ
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ラフ理論ゐ応用に分類することができる。
2.1発 見 的探索 法
発見 的探索法 は,騎 士 の移動 のルールに従 って移動 して い くが,行 き停 った
ら,一 つ手前 のステ ップに戻 り,他 の移動 を試み る。 それで も行 き停 りな ら,
他 に移動す るか,も う少 し戻 るとい うもので ある。 この発見的探索法は,問 題
解決 の専 門用語で は,縦 型探索(深 さ優先;depthsearch)法 といい,横 型探
索(幅 優 先=breadthsearch)と 区別 す る。 縦型 探索 法 は,バ ック トラック
(後 戻 り)法4)と もい い,多 くのゲームやパ ズルで試 み られて いる。 しか し,
実際 に,行 き停 りに遭 遇す る前 に 「先読 み(100k.ahead)」 を行 って,バ ック
トラックを最 小限 にす る,い わゆ る,「 前処 理 」部分 が重 要で あ る。「騎士 の
漫遊」パ ズルで は,バ ック トラックを不要 にす るアル ゴズ ムが存在 す る。 しか
し,こ こで は,最 も素朴な発見的探 索法か ら始め る。
いま,「 次 の移動 を試 み る」 とい う戦略 をPascal言 語 風 の手続 きで表現
すれ ば,図2の ようになる。'
procedure
begin移 方向選択のための初期設定
repeat次 の移動の リス トから候補を選択
if騎 士の道then.
begin移 動を記録
if盤 全部を覆っていないthen
if行 き停 りthen前 の記 録 を 消 去
end
end
unti1(移 動 が う ま くい く)V(も うす べ て 調 べ た)
end
図2.バ ッ ク トラ ック アル ゴ リズ ム
4)「 バ ック トラ ッ ク 法 」 はR、J.Walker[12]の命 名 に よ る。 現 在,組 合 せ 問 ・
題 や 定 理 証 明 の 解 の 至 る所 で 利 用 され,プ ロ グ ラ ミング の重 要 な技 法 の一 つ と な っ
て い る。 プ ロ グ ラ ム言 語 の 中 に は,ProlOgやIconの よ う に そ 「の 機 能 を もつ も
の もあ る。
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上の手続きは,騎 士の道でなければ,次 の候補を探 し,騎 士の道でしか も盤
全部を覆 っていないならば,「 次の移動を試みる」手続きを再帰的に呼んでい
る。移動が うまくできれば,手 続きを抜け,行 き停りか判定する。
このようにして,騎 士の漫遊の道を可能な ら逐次的に追加 して,行 き停 りの
ときは,削 除し別の候補を調べる。最終的には,存 在すれば,道 を完成するこ
とができる。
上の手続きにおいて,「次の移動の リス トから候補 を選択する」文は,「 前
処理部」で,発 見的探索法の効率を左右するカギである。
もっとも素朴な方法は,騎 士の進める所を系統的に(例 えば,時 計回 りに),
とり出す方法である。 しかし,盤 面のすべてのマス自1ま等確率で訪問されない。
例えば,(1,1)は,・(3,2),(2,3)の2箇所か らの訪問 しか可能で
はな く,盤 の中心部に至るにつれ,訪 問 される確率は高い。 したがって,こ れ
か ら選ぶ方向にウェイト付けをすることができる。各マス目に対 し,騎 士の移
動場所数(連 結度)を 計算すれば,図3の よう.になる。 この図は,盤 のマス目の
ウエイト付けを与えるので騎士の漫遊の方向を定める。実際,ド イッの数学者,
且Wamsdorffは1823年,次 の簡単なルールを提案した([13])。
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図a騎 士の各点における連結度.
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「次 の移動が,1以 上の最小数 とな る方向に移動 せよ。 もし,同 じ最小数 な
ら,ど ち らかを任意 に選べ」
とい うもので ある。 このルール を,上 図 をもとに具体的に述べ よ う。
いま,騎 士が座標(1,1)か ら,出 発す る。騎士 は,(3,2)と(2,
3)に 進 め るが,そ れぞれの連結度 はともに6で あ るか ら,(2,3)を 任 意
に到着地 とす る,ま た,(2,4)か ら出発すれ ば,6方 向の うち(1,2)が
最小数 ゆえ,到 着地 とせ よ,と い うもので ある。 しか し,図 か ら明 らかなよ う
に,向 数 にな るマス 目が多す ぎ るので,も う一つ先 に行 ったマ ス目の連結度 ま
で考慮 した方が よい。騎士の2段 先の連結度 は,騎 士の一 段 目に可能なマス目
の連結度 を加 え合せ ればよい。例 えば,座 標(6,3)の 連結度 は,許 され る
一段 目の座標が ,(7,5),(7,1),(5,5),(5,1),(8,4),(8,
2),(4,4),(4,2)で あ って,そ の連結度 はそれ ぞれ,6,3,8,4,
4,3,8,6で あ るか ら,合 計42と い うことになる。 この数字の先頭 に小 数
点をっ け(.42),・1段 目に加 えてで きた指数が,図4で あ る。 タイ ブ レー
クを避 けるためには図3よ りも図4を 使 う方が好 ま しい。 この表 は,上 下,左
右対称 にな って いるので,対 称性 を利用す れば記憶す る部分 は節約で きる。
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2.123.184.234.264.264.23.182.12
3.184.246.326.376.376.324.243.18
4.236.328.428.48.48.426.324.23
4.26 .378.48.568.568.486.374.26
4.26.378.48.568.568.486.374.26
4.236.328.428.488.48.426.324.23
3.184.246.326.376.376.324.243.18
2.123.184.234.264.264.23.182.12
図4.騎 士の2段 移動指数
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W孕msdorffノ ヒー ル の最 も重要 な点 は,彼 のルール に従えば,バ ック トラッ
クの必要が な く,直 接的 に,64回(n×n盤 な ら,n2回)の サ ーチだ けで解
を得 ることであ る。 したが って,騎 士 の漫遊パ ズル は,多 項 式オーダーの手間
で解 け る。 しか しなが ら,Wamsdorffル ールは,矩 形盤 に対 し常 に適用可能
かど うかは,数 学的 に未解決で ある。 また,再 入型の騎 士の漫遊 パズルを直接
的に解 かない。
発見的探索法の効率 を支配する他の要素 は,盤 のデー タ構造 と,移 動 方向選択
のための初 期設定 であ る。 それについては,プ ログラ ミングを扱 う,第3節 の
話題であ る。
2.2グ ラフ理論 によ る解 法
グラフ理論 は,頂 点(node,vertex)の 集 合 と辺(arc,edge)の 集 合 か ら.
作 られ たグラフを数 学的に考 究す る学 問であ る。'8×8の チェス盤の上で,騎
士の漫遊す る経路を求め ることは,騎 士 の通過 でき るマ ス目を線で結べば,グ
ラフがで きることか ら,グ ラフ理 論の応 用 であ る。 いわ ゆ る,ハ ミル トン路
(閉 路)は,グ ラフの各頂点 をち ょうど一 回ずっ通 る路(閉 路)で あ る。 これ
1
2
3
4
5
6
7
?
??
12345678
a b d C a b d C
d C b d c
〆 …担
,,
b
b a 口 ノ、
,'「
イκ
F●'
二 C d
C d イ 二 口 ノ、 b
,・7a
a b ノ、 口 二 r.,・ノ ・
〆
d C
d C 二 イ ノ、 口 a b
b a C d b a C d
C d b C d b
グ ラ フの フ ァク タ ー に よ るハ ミル トン閉 路 の 構 成
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は,1859年 に ア イ ル ラ ン ドの数 学 者 ハ ミル トン(SirWilliamRowan
Hamilton,1805-1865)が 提案 した ことによる。 ここで は,Berge[2]に 従 っ
て,ハ ミル トン閉路すなわち,出 発点に戻 る再 入型 の閉路 に限定 しそのアル ゴ
リズ ムを考え よう。
いま,8×8の チェス盤の対称性を利用 して騎士 の漫遊す る8種 類のハ ミル
トン閉路 を作 ることがで きる(図5)。 それ らを,a,b,c,d,イ,ロ,
ハ,二 とする。任意の2つ の閉路 をとる。一 方の閉路 の2つ の連続す る頂点が
他方 の閉路の2っ の連続す る頂点に隣操 してい るな らば,こ の2つ の閉路 は結
線す ることが でき る。例 えば,上 図でa一 閉蕗 とイー 閉路を とると両者 にはそ
の関係が成 り立ってい るか ら2箇 所で2つ の点を結線 す ることが でき る(図 の
2箇 所 の点線 を見 よ)。 同 じよ うに して,イ とb,bと ロ,ロ とc,cと ハ,
dと 二,そ して,二 とaに っ いて も可能であ り,結 局,全 てのマス 目を覆 うハ
ミル トン閉路(再 入す る 「騎士 の漫遊」巡路)を 導 くことがで きる(図6)。
上記の性質は,グ ラフ理論で はファクター とい う概念 に対応す る。す なわ ち,
ファクター とは,互 いに共通 な頂点 を持 たない初等閉路の集ま りで しか もグラ
フの どの頂点 もそれ らの閉路 の どれか一 つに含 まれて いる ものであ る。 ファク
ターの存在する盤ではハ ミル トン閉路を容易に作 ることがで きるが,フ ァクター
はどんな盤で も存在す るわ けで はな いか ら,グ ラフ理論 による上記 の解法 は特
図6.完 成 したハ ミル トン閉 路(2種 類)Berge[2,p.109]
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殊(adhoc)で あ る。
ハ ミル トン閉路 を求 めることは,オ ペ レー ションズ ・リサーチの巡回 セール
スマ ン問題(TravelingSalesmanProblem,TSP)と密 接 な 関連 が あ る。
それゆえ,巡 回セールスマ ン問題で これまで開発 された各種 の解法 を援用 して,
騎士の漫遊路 を求 める ことがで きる。巡回セールスマ ン問題で は,通 常,頂 点
と頂点 の間の辺の コス ト(費 用,時 間,距 離な ど)が 可変 であ るが,騎 士 の漫
遊路 では,一 定値(マ スの辺 の長 さを1と すれば,可 能な道 はV言 の コス トであ
るが,プ ログラ ミング上で は,0と する。)で あ る点 に違 いが あ る。 可能 な64
都市を一巡 す る巡 回セールスマ ン問題 は,TSPの 解 法のベ ンチマー クの例題
と して,HeldandKarp[5]によ り使 われ て きたが,難 解 な問題 の一 つ で
あ る。線形 計画に直せ ば,次 の よ うになる。
の鵡1譲1が 隣接している'岨2溜
と して,
編 π Σ1≦f<ゴ函640f∫ κij
s/t
(i)Σ ゴ〉μゴゴ+Σ,<∫ ∬ゴ'=2,G=2,…,63)
(ii)Σ μ1ノ=2,
(iii)Σ1≦ゴくゴ≦6嬬ゴゴ=64,
(iv)Σ ゴくゴげゴ∈ε鈎ゴ≦131-1,8⊂{2,3,…,64}
(v)物 ≦1,
(vi)∬'ゴ ≧0,
(vii)物 は整数,
である。'こ こで,制 約(i)は,各 頂 点が,次 数2を もち,(ii)は,出 発 点
① は,.次 数2を もち,(iii)は,経 路 の長 さ は64に な る こと,(iv)は,頂 点
のどんな真部 分集合 をとって も部分閉路 は存在 しない ことを表 わす。
騎士 の漫遊パ ズルを巡回 セー ルスマ ン問題 に変換 して解 くことは,ア ルゴ リ
ズムの手 間か ら得策で はないので,本 稿で は定式化に とどめ る。
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2.3そ の他 の 「騎 士の 漫遊」 パ ズル
「騎士の漫遊」 パズルには,い くつかの変形が あり,い くつかの性質が発 見
されて いるので整理 しよう。
q)騎 士の漫遊が得 られ る最 小の盤 は,(1×1を 除 けば,以 下 同様),3
×4の 矩形盤で あり,方 形盤で は,5×5の 盤 であ る(図7)。
(2)5×5の 盤 には,1728通 りの漫遊路があ る。 しか し,回 転,逆 転,反 射
を除 けば,本 質的 には,112個 の異 なる漫遊路 しかな い。 どの経路 も隅か ら出
発 し,最 後に別のマスに到着 す る。
(3)8×8の(チ ェス)盤 には,3825通 りの漫遊路 があ る[1876年,フ ラン
スのFlyeSainte-Marie[11]は盤の対称形 を利用 して算 出 した]。
(4)再 入型 の騎士の漫遊路(巡 回路)が 存 在す る最小 の盤 は,矩 形で は,3
×10,方 形では,6x6の 盤 であ る。
(5)8x8の 盤に は,足 跡番 号を もとに,準 魔方陣,す なわち,す べての行
の和 とすべての列の和が ちょうど260に なるものが存 在す る(図8)。
12341234
11
22
33
(a)矩 形では3×4盤 が最小
12345
1
1 4 7 10
12 9 2 5
3 6 11 8
2
3
4
5
1 4 7 10
8 11 2 5
3 6 9 12
1 24 13 18 7
14 19 8 23 12
9 2 25 6 17
20 15 4 11 22
3 10 21 16 5
図7.騎 士の漫遊
(b)方 形では
5×5盤 が最小
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8
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12345678
1 48 31 50 33 16 63 18,
30 5446 3 62 19 14 35
47 2 49 32 15 34 17 64
52 29 4 45 20 61 36 13
5 44 25 56 9 40 21 60
28 53 8 41 24 57 12 37
43 6 55 26 39 10 59 22
54 27 42 7 58 23 38 11
図8.準 魔右陣となる騎士の漫遊路
図9.交 差 しない最長の騎士の漫遊路(Knuth[8])
(6)8×8の チ ェ ス 盤 で,騎 士 が 交 差 しな い 最 長 の 経 路 は,長 さ が35で,2
つ あ る(図9)。9×9の 将 棋 盤 で,は47跳 び で あ る 。
(7)探 索 木(バ ッ ク トラ ッ ク ト リー)は,指 数 的 に 増 大 す る。6×6盤 で は,
88,467点,7×7盤 で は,10,874,674点,8×8盤 で は,3=205,891,132,094,
649点 に な る 。(Knuth[8⊃ 。
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3.発 見 的 探 索 法 の イ ンプ リメ ンテ ー シ ョ ン
本節 は,「騎士の漫遊」パズルの発見 的探索版 を,主 に,マ イクロコンピュー
タ上 で,プ ログラ ミングし,プ ログラム言語のベ ンチマ 「クを行 う。
計算機用 プロ・グラム言 語 は,標 準規格 の整った ものか ら,自 分1人 だ けが使
う言語 まで非常に多数あ る。 そ して各言語 はそれ ぞれ独 自の機能 をもつので,
あ る一 つのパ ズル を解 くだ けで言 語のベ ンチマー クを試 みて も意味 のある結論
を導 出す ることは無理があ ろう。 ここでは,あ えて,言 語 の特徴 を説明 しなが
ら,異 ったプ ログラムを作成 し,比 較 ・対比 し,管 理 実験(controlledexperi-
ment)を 行 う。
われわれ は,下 記 の3種 類 のプ ログラムを作成 し,そ の全 リス トを付録1に
掲 げた:噸
1.素 朴なバ ック トラック法,
2.ヒ ュー リスティック戦略,'
3.Warnsdorff戦 略。
まず最初 は,図2で 説明 した素朴 なバ ック トラック型 のアルゴ リズムの精緻
化 で あ る。 こ れ は 再 帰 手 続 き で あ る が,BASICやFORTRANの
ために,非 再帰型 に変換 したもの を最初にテス トす る(Wirth[14])。
次 は,ヒ ュー リステ ィック戦略で,盤 面の移動 可能方 向を シ ミュ レーシ ョン
によ って選択す る。行 き停 りになると,盤 面を リセ ッ トす ることによ り,再 帰
を避 けている(Meissner他[9])。
最 後に,Warnsdorff戦 略であ る。 これは,盤 面 の移動可能方向 を,二 段先
読みによ って,バ ック トラ ックす る ことな く,直 接 的 に解 を得 る もの で ある
(Gilpin[4],Irwin[6],Joshi[7])Q
最 初の2つ の戦略 は,盤 面 と騎士の動 きにっ いて次の 「デご タ構造」 を用意
す る(Warnsdorff戦 略についてのデー タ構造 は,』Iconの 項で述べ る):
BOARD[L.8,1..8]=8×8の チェ ス盤.初 期 に は,未 踏査 ゆ え
0を とる。
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A[1..8],B[1..8]=騎士 の基本移動パ ター ンを示すx座 標 の乖離 と
Y座 標 の乖離,常 に(A,B)=(2,1),(1,2),(-1,2),(-2,
1),(-1,-2),(1,-2),(-2,-1)の8通 りが可能であ る。
プ ロ グ ラ ム 言 語 は,BASIC,Pasca1,FORTRAN77,Icon,
Cの5種 類 の手 続 き型 言 語 を 用 い た。 実 験 に は,APL,LISP,LOGO,
Prologも 使用 したが,本 稿で は,焦 点を絞 るために割愛 し,他 稿 に譲 る。
(a)BAS夏C(Beg重nner'sAILpurposelSymbolicInstructionCode)
BASICは マ イ クロ コ ン ピュ ー タの 代 表 的 な プ ロ グ ラム 言 語 で あ る。B
ASICは 本 来,コ ンパ イル型 でか つ対 話 型 を意図 して,来 国 ダー トマ ス大
学で ケメニ ーとクル ツによ り作成 され た(1956二1963年)。 しか し,今 日,マ
イ クロコ ンピュー タで使 わ れ る多 く のBASICは,イ ンタ プ リタ型 で,オ
ブジェク トコー ドを発生せず に解釈 ・実行 して しまうために,ス ピー ドが遅 い。
しか し,最 近 にな ってBAS互Cコ ンパ イ ラ も使 用 可 能 に な り,'コ ンパ イ
ラ型 はイ ンタプ リタ型 よりどの程度,得 策 かを 「騎士 の漫遊」パ ズルで テス ト
してみ た。 その結果5×5の 盤 で一 つの解 を得 るために,桐 一の プログラムを
流 して も,約6倍 の差があ った(表1の 上部参照)。5分 間 とか30分 間,計 算
結果を待つ ことは苦痛 であ るが,8x8の 盤面 では,コ ンパ イ ラを使用 して も
24時 間の実行時間内には答 を得 ることが で きな か った。次 に,汎 用 の計算 機
(MELCOM-COSMO700C)では どの 程度 改良 され るか をみ た(表1の 最
下行)。MELCOMBASICは イ ンタプ リタで あ る に も拘 らず,た った の13
秒 で 結 果 を得 た。 しか し,こ の こ とか ら,BASICな ら,MELCOM
表1.BASICベ ンチマーク(5×5盤)
種 類 名 称
-
実行時間5,比 率
イ ン タ プ リ タ BASIC-86Rev.5.27 ・30分01秒138.5
コ ン パ イ ラ N88-BASIC(86)Compile士5分06秒 23.5
汎用機インタプ リタ MELCOMBASIC 13秒 1
5)本 稿でいう 「実行時簡」はCRTへ の出力時間や時間計測ルーチンの呼出し時間を
含 む 。
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BASICを 使 え と い う 即 断 は 許 さ れ な い 。MELGOMBASICは
変数 が一 文 字 しか 使 え な い。 ま た,マ イ ク ロ コ ン ピュ ー タ のBASICと
違 って,画 面制御ル ーチンがな いので,バ ック トラックの状況 を観察す る こと
が難 しい。何 より も汎用の計算 機は使用時間が限 られ,実 行CPUの 制限時間
「に抵触す る
。8×8の チェス盤 に対 して は,マ イクロコンピュータでは三昼夜1
経つと(82時 間59分 後)答 を印刷するが,汎 用計算機では1時 間で実行時間打i'
切りのメッセージを出し,1時 間分の使用料がかかる。1
再 帰 的 プ ロ グ ラムが 自 由 に 使 え な い こ と もBASICの 欠 点 で あ る 。
BASICで は,確 か に 自分 自 身 の サ ブ ル ー チ ン をGOSUBで 呼 ぶ こ
とが制限的に出来 るが,引 数を 自動的に渡 す ことはで きな い。そのため,ス タ ッ
ク(棚)を 用意 してパ ラメータをプ ッシュダウ ン,ま たは ポップァ ップによ り
管理 しな ければな らな い。
(b)Pascal
Pascal言 語 は,ス イスのN.Wirthが1967年,米国 ス タ ンフ ォー ド大,
学のCS236の 講義 のために教育 目的 と,Algol60の 後継 コ ンパ イ ラ案 と し,
て作成 したもので ある。デー タ構造 と制御構造 の機能が豊富で,数 百行程度 の
プ ログ ラムな ら十 分にその効果 を発揮す る。「騎士の漫遊」 パ ズル を解 く程 度
な らPascalで 十 分で あるが,分 離翻 訳 の機能 を持 たな い ため に,1箇 所 の
・プ ログ ラムの訂正で もは じめか ら翻訳 し直 さなければな らない欠点があ る。
Wirthは1980年,筆 者 がETHを 訪問 した とき,Modula-2言 語 をデモ
ンス トレー ションし,Pascalは 使 って いな いと言 った ことを思 い出す。
現在,マ イクロコンピュータ上で は多数 のPascalコ ンパ イ ラが 利用可 能
で あ るが,わ れ わ れ は,BorlandIntemationalのTurboPasca13.0
版を用いた。 この製品 は,価 格が安 く,コ ンパ イル時間が速 いメ リッ トをもつ。
さ らに,そ の スク リー ンエデ ィタはプ ログラムの作成,編 集 に重宝であ る。
プ ロ グ ラム は,BASIC版 と同 じ くバ ッ ク トラ ッ ク法 に よ る も の で,
Wirthの オ リジナル な再帰版 によ る。5×5の 盤 で,1つ の解 を得 るの に,39
秒,6×6盤 で ぽ18分30秒,7×7盤 では8時 間55分,8×8の チ ェ・ス盤 では
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表2.Pasca1で の実 行 時 間
盤面
マ イ ク ロ コ ン ピュ ー タ
TurboPascal
汎 用 機
Pascal8000
5×5 39秒 11秒
6×6 18分30秒 5分25秒
7×7 8時 間55分 ア ボ ー ト
8×8 10時間01分 ア ボ ー ト
10時 間を要 した(表2参 照)。 オ リジナルな再帰版 を単 純 に非再 帰版 に直 して
試 み た(BASIC版 をPasca1版 に した もの)が,所 要 時 間 に 変 わ りは
な か った。 な お,MELCOMのPascal8000で は,7×7盤 以 上 で は,
BASIC同 様,ユ ーザ割 当 てのCPU時 間(60分)で は解 くこ とが で きな
か った。
実験 の結果,次 の4点 を観察 する ことが できる。
1)PascalはBASICよ り も 実 行 時 間 が は る か に 速 い 。Turbo
Pascalは,汎 用機 のPascal8000よ りも実行効率 がよい。
2)再 帰 プログラムは非再帰版 よ りもプ ログラムステ ップ数が短 か く,簡 潔
でわか り易 い。実行時間 も両者 に差異 はない。 よって,再 帰プ ログラムで実
行時間がかか るものを単純 に非 再帰版 に変換 して も得策 ではない。
3)汎 用機で実行時間の制限にひ っかか りそ うなプ ログ ラムはマイクロコ ン
ピュー タを利用 した方が コズ ト的 に有利であ る。
4)バ ック トラックプログラムは実行す るのに指数的 なオーダーで時間がか
'
か る。Knuth[8]の ように,予 め,探 索 木の大 きさを推定す るか,よ り効
率 のよい直接的 な算法を工夫すべ きであ る。Wirth[14]の 例 は,再 帰 的 ア
ルゴ リズムない し,バ ック トラックアル ゴ リズムの学 習教材 として理解すべ
きで実用的 でない ことを明言すべ きであ った。
(C)FORTRAN77
FORTRAN(Formula"Translator)は,1954年IBM704の発 表 の あ
とIBMのJ.Backusら が 設 計 ・製 作 し,科 学 技 術 計 算用 に 長 く使 わ れ
7
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BOARD,出 発点
の再 設定
1←It,J←Jt
BOARD[1,J]→N+1
MIN←999
MOVABLE(Ko)
かつ
W[L,Jt]くMIN
MIN←W[lt,Jし]
IW←It
JW←Jt
⑦
図10.発 見 的戦 略 の フ ロー チ ャー ト
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てきた。改訂 も二,三 回 なされ たが,Pascalや ¢の いや ゆ る現 代 プ ロ グラム
言語の影響 を受 けて,1977年 の標準版,す なわち,FORTRAN77が現在
入手できる最新版 であ る(FORTRAN-8Xも検討 されて いる)。 これ に
は,種 々の新 しい機能(例 えば,CHARACTERタ イプや,制 御の 流れ
の構文(IF～THEN文1ENDIF)が 追漁 科学技術の応用分野を拡張 して、、
る。 ま た,FORTRAN.IVま で は使 い に くか っ た,.LT.,.LE.,
.GT.,.GE.,.EQ.,.NE.は それぞ れ,<,〈=,〉,〉=・,=,
〈〉(〉 〈)に よって代替 できる。
わ れ わ れ は,NECの 日 本 語P(>FORTRANを 用 い た が,FOR
TRAN77を ほぼ満足 して いる。
し か し,FORTRAN77に な っ て も,.FORTRANに は ス タ ッ ク が
存在 しないので,,再 帰 を許 さない6も し再帰的 プログラムを利用す るな らば,
前述 のよ うに,プ ログ ラムで スタ ックを生成 して線返 し型に変換 しな ければな
らない。 ここでは,「 騎士の漫遊 」パ ズル を解 くのに,(2)の 「発 見的戦 略」 に
よった(図10の フローチ ャー トと,、付録1の プ ログ ラム リス トを参照)。
プログラムにおいて,第1カ ラムにCの あ る行は注釈行 で 日本語が書 ける,
ドノ
RANDOM(0)は,0～1の 擬似 乱 数列 を発生 し,次 の移動 方 向 を ランダ
表3.モ ンテカルロ ・シミュレーションによる探索
漫遊路の長さ 1000回 試行 100回 試行
64 100回 11回
63 723 68
62 12 0
61 103 3
60 47 16
59 0 2
5ぎ 15 0
実行時間 5分37秒 34秒
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ムに選 択 して い る。 それをサブルーチ ンMOVEで 用 い,移 動可 能 か調べ て
いる。 このやり方 は,い わば,モ ンテカルロ 。シ ミュ レー ション法 ともいえ る。
実行時間1ヰ,8×8盤 の64個 のマ ス目を漫遊す るひ とつ の路 を探すの に4秒 か
か り,100回 当 りは34秒,1000回 当 りは5分37秒 かか った(表3)。
FORTRAN77は,再 帰 を許 さな い欠 点 は あ るが,使 用 実績 が あ る ため
に,問 題解決 として は今後 と も根強 い支持があ りそ うで ある。
(d)Icon
Iconは,SNOBOL(StriNgOrientedsymBOlicLanguage)の流
れ を汲 む,非 数値の処理 を指向す る新 しいタ イプの プ ログ ラム言 語 であ る。
Ic6n言 語の詳細につ いては,付 録2に 譲 るが,付 録1の プ ログ ラム リス トか
ら分か るよ うにPascalよ り はC言 語 に近 い。 しか し,Prologの よ うに,
式 の評価 が成功(success)か 失 敗(fail)か で制 御が 移 る点,特 色 が あ る。
米国 ア リゾナ大学 ではPDP41上 で教育 ・研究用 に7,8年 使用 されて き
たが,1985年 に はMs-Dos版が ペ ン シルバ ニ ア のGwillsに よ り完
成 し,公 開 配布 され た。 われ われ は,MS-DOS上 のIconを 用 いるが,
汎用機上では利用可能 ではない。
パ ズルのプ ログラムは,Wamsdorffの 直接法 に よる。 この方法 の実行効 率
をあげるため にデー タ構 造を改造す る。
[デ ー タ構造]
「騎士の漫遊」パ ズルを計算機の プログラムに変換 す るとき,盤 面 と騎士 の
移動 のデータ構造が重要で ある ことは既 に述 べ た。 しか し,BASIqPascaL
FORTRAN77い ず れ も8x8の 盤 に対 して,BOARD[1..8,1..8]
を用意 し,未 探査 の場所 を0に,騎 士の たどる道順 を,1,2,… と番 号付 け
ることを してきた。 その とき,騎 士 の移動 は,盤 面の位 置 によ って,動 きが制
限 され た。 この ことは,BOARD[-1..工0,0..9]を用意 す るこ とに よ っ
て誉.8通 りの対称 な移動が可能 にな る。 また,配 列の添字計算 には実行時間が
かか るので,2次 元 配列 よ りは1次 元配 列 に し,番 号 付 けを0..119と す る
(図11)。 また,未 探査 のマ スは0,通 行禁 止のマスは1に 初 期設 定 す る。配
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図11.縁 付 き8×8チ ェ ス盤
列を1次 元に した結果,騎 士 は,8通 りの方 向全部 を探査す るこ とがで きる。
例 えば,出 発地 を(1,1)=(21)と すれ ば,13,33,42,40,(29),(9),
0,2が,そ の対象である。そのとき,現 在位 置 との乖離 は,そ れぞれ,-8,
12,21,19,8,-12,-21,-19であ るか ら,配 列 名JUMPの 各要素 は±
21,±19,±12,±8をとりうる。新位 置は,
KT+JUMP[TRY]
で求め られ る。
一 般 に ,n×nの 盤 で は,BOARDベ クタ は,(n+4)×(n+2)
の大 きさになり,配 列名JUMPの 中身は
±(2n+5),±(2n+3),±(n+4),±n
で表わ され る。
Warnsdorff法 の フローチ ャー トを図12で 示す6
マイクロコンピュータによる問題轍
始
初期設定
移動 回数=1
KT="出 発地".
BgARD〔 出発地〕嵩1
移動 回数 を1増 やす
MIN=999
2段 先[=移 動先+JUMP(TRY)1
鴎Wa「nsdo「f隅 の フローチャート
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この方法は,再 帰を含まず,二 重のループ構造だけで直接的に解を得る。さら1
に,二 段先読み表(図4)を 用いれば,一 重(8通 り)の ループ構造で,解 を
得 る。出発地を移動させれば,す べての出発地に対 して,一 つまたはゼロ個の
漫遊路を得 る。 しか し,再 入の漫遊路(閉 路)を 導くものではないことに注意
する。
実行時間は8×8の チェス盤で一つの解を得るまで3秒 足らずである。
(e)C
'
1972年,DECのPDP-11用 に,DRitchie(ベ ル研 究所)が 設 計 ・製
作 したC言 語は,も ともと,シ ステム記述言語で あり,UNIXオ ペ レーテ ィ
ングシステ ムの補完言語 であ ったが,今 日,わ れわれのMS-DOS上 で も全
ゆ る問題領域 のプrグ ラムを書 く ことが で き るよ うにな った。Cは,Pascal・
ほど高級言 語で はな く,デ バ ッグに時間が かか るが,コ ンパ ク トで強力な スタ
イルをもつので,パ ズルや ゲームの プログラ ミングに人気 があ る。われわれは,
マ イク ロコ ン ピュー タ上で は,LatticeCの2.04版を,汎 用 のMELCOM
機で ほ,UOS-C(岡 山理科 大学,木 村 宏氏 提供)2.6版 を用 いた。
プ ログ ラムは,付 録1の リステ ィングにあ るよ うに,Iconと 同 じくWa卜
nsdoナff戦 略を用 いた。実行時間 は,Icon同 様,3秒 足 らず で解 を得 たが,
プ ログ ラム言語の全般的主観的評価 はIconの 方が優 る。
4.結 語 的覚 書
われわれは,発 見的探索法(試 行錯誤法)に よる問題解決の問題 として有名
な,「崎士の漫遊」パズルをとりあげ,マ イクロコンピュータ上で管理実験 を
試みた。
マイクロコンピュータは比較的安価で,パ ーソナ ルな環境で,好 きな時間だ
け利用でき,豊 富なプログラム言語が使えるQで,ア ルゴリズムの設計,開 発,
.評価には非常に便利な道具である。
筆者は,20年 前,オ ペ レーションズ。リサーチやグラフ理論の例題において,
「騎士の漫遊」パズルに初めて接 した。プログラムの技法として再帰的アルゴ
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リズムがあり,そ の例題になっていることを知 ったのは最近である。プ ログ
ラミングを進めるうちに,プ ログラムの技法やプログラム言語の選択もさるこ
とながら,よ り効率的なアルゴリズムの開発またはその選択が重要であること,
またその好例が,こ のパズルを含むバックトラック法であることがわかった6
マイクロコンピュータは今 日,日 進月歩で,ま すます身近になり,機 能も強
化されているが,問 題解決のためには,一 方では,計 算機の環境の整備のため
に,他 方ではより本質的なアルゴリズムの開発 と選択のために考究 しなければ
ならないと思 う。
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尋
付録1. プ ログラム リス ト
typekigぬt.bas
5TIME$='100=00=00'●?。?? ??
???????????????????????????????????????????????
?????????????????????????????????????????????????????
???? ?? ?????】??????????????????????????????????????????? 」?
=冒=雷 盤昌髭2旨 冨ヒ===旨 旨 呂===一_
Kn19ht'sTour
冒一一 一===嵩 一一 一一 一一 一一寓=旨=富 露竃====冨=冨==3旨
======霊=昌=暑 唱===昌=雲===旨=三 富=====旨=電 昌 冨豊====,==一 一一 ρ
ini之1a互1zea〔8,.b〔8⊃,h=board
1"C〔25〕,H〔5.5)
留5:N1=N畳N
.一 一層 一一一 一ma正nrout重ne 一 一一 一一 一一 ,
GOSUB1000'
GOSUB2000
GOSUB3000
PR1NTTlME$;
STOP
'setup
.り...・
FORK昌1TO8=院EADA`K〕,B〔K}:NEXT
DATA2,1,且,2.-1,2,-2.且,ρ2,-lg-1,r2g且,-2,2,一 重
x塩1;Y唱 五,
RETUR～
. 一一 一騨傅 一一 圏軸一一一 一一 騨り 一一一 一一 ρ一 層一一 騨一 嗣
ρ
o
量
9
trysub.
entry=
modlfy:
exlt=
n,n1.a〔kDgb〔k),x,y
k,P,U,V,i,X,y,C(コ 〕
h〔U,V〕'
・inltia1隻ze
P=N;1昌2=H〔X,Y〕昌重:K=O
l,1芝:6冨;霞竃1蒲=}懇e錨 呂n。fm。ves
K=K+1:C〔1】 呂K
IFK>8THEN2330
U置X+A〔K⊃
IFU<10RU>NTHEN2110
V昌Y←B〔KD.
iFV<艮ORV>NTHEN2110
里FH<U,VL>OTHEN2110
.星〉=〉=〉=〉=〉 皇〉=〉置〉属〉=〉=〉=>for騨ardmove=〉器〉=>
H〔u,v,=互
i=【尋1
iFi>NlT麗EN2310
x刈3Y騨v
K=O
GOTO2UO
'く一く一く一く一く一く甲く一く一く一くbacktrackく 一く囎く一
H〔X,Y}=O
I望卜l
IFPくITHE柑2390
P司
K雷C〔D
x=x-A〔K}:Y=Y-BlK)
GOTO2110
RETURN
,
RE団
,
一,一 一一 一 一一一r-__一
1
'
・
outputsub三
h〔1,m,冒.output
FORM漏1TON
PR芝NTUS1NG
NEXT
RETURN
END
dev置ce
'盤雛器樗 鈴讐###舞#蔀 鉢#器蔀 器#盤盤「1;臼〔1
,M〕,H(2,M).H{3,M),H(4,M〕,H〔5、M)
リ ス ト1. BASIC
? ?
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、
typeb;1くnp8。pas、
progra鵬knpξ
constn冒8;〔 誉nisno.of5重des讐)
nsq雷64;〔 強nsq自n襲n耗 〕
X21;y冨 望3〔 誉3也artpO5皇t10扮〔×,y}置(董 ヨ1}弾}
typeindex富1..論;
TlmeString昌str重ng〔8〕;
var
q:BOOユean;
5:setofindeX;
a,b;array【1..8コoflnteger;
cb=array[1ndex,index〕.ofinteger;
procedure重nlt;
varLj;11勲dexξ
beg重ns;=[L,293,4,5.6,7,8コ;幽
a[里]:=2;b【11;計!;a[5]:呂 一2;b〔5】=需 一1;
a`2コ;=1;b[2」3=2;aε6】;=r1;b〔6,3ε 一2`,噛
' ・母【3];=r1;b[3】:昌2;a[7]=冒1;b[7];=-2;
a[4」;冨 一2;b【4コ;雷1;a[81=呂2;b[8コ:=-1;
forj;=コtondo
forj:胃 重tondocb[1,」];嵩0;
cb【1,量 コ:=1;
e澱d;・
proceduret『yく 曳=1nteger;Xりy:1ndex;varqこBooLean1;
vark,u.り=1nteger;q1:Boolean;
begコnk;=o;
repeatk3=k十1;q量:冨fa15e;
u=胃xうa[k];v:胃y+b[kコ;
jf`U1η1s,and`vin5,thenL
正fcb[Ugv】 胃Othen
beg重ncb〔Ugv】3=i;
2f1くnsqtheη
beglntry〔1+1,u,v,q1};
ifnotqlthencb【U,v]:富O
epdelseす13冨true
end
untilqlor⊂k冨8〕;.'
.q=寓 望】 ・
・end;
procedureresUユt;
var1,」:jndeX;
beg重nifqthen
forj=冨1tondobegin
forj:需1tondowrjte`cbε 重rj];5);
国rlteln
endeユseuriteln〔'NoSolutlooforthestart〔',x=2py:2,'⊃'〕;
end;{$Icurrentgpa5}
begln{maln}尉r置teln〔t且me⊃;
init;
try{2,1,1,q);
reSUユt;writeユn〔tlme)
r
end.
リス ト2. Pasca1
、
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typekb=knf2.for
C==零 冨=Kn重ght'STOUrbyheUriStlCstrategy.
CHARACTERTT藁8
しOGICALMOVE,FOUND
層1NTEGERBO《RD ,HIST〔64}
REAL回(8,8)
COMMONBOARD〔8.8〕,KO
DAT凸 〔HIST〔L}.L=1,64〕!64畳0!
Clhltializetableofwe19hts。
D凸TA"!2.重2,3.18,4.23,2曇4.26,4.23,3.1892.12
C
C
C
C
66
69
1
n
4
3
6
7
???????
1
、
,3.18,4.24,6.32,2算6.37p6.32,4.24,3.!8,
4.23,6.32,8.4292擬8.48,8.42,6.32,4.23,
4.26,6.37,8.48,2曇8.56,8.48,6.37,4.26,
4.26,6.37,8.48,2曇8.56,8.48,6.37,4.26,
4.2396.32,8.42,2髄8。48,8.42,6.3294.23,
3.18¶4.24,6.32,2聾6.3796.3294.24,3.重8,
2.12,3.18,4.2392讐4.26,4.23,3,18,2.12/
format(1h}
CALLTiME〔TT〕
wr重te(6,69,TT
FORMAT〔 量H,A〕
FOUND=.FALSE.
RESETBOARD零0〔IT,JT)昌q,1〕
DOllI=1,8・
DO11,」=lg8
BOムRD〔1,」}=O
IT=1
JT=1
DO3,N=1,63
1=lT
J=JT
BOARD〔1,」 〕=N
...Generaterando助5tartingdirect重onfornextmove.
KO=巨NT〔8.0聾RANDOM⊂0〕 〕寺1,
。_Flndm重nlmum田e19htamon91egalmoves.
口mln呂99。O
DO4,K=重,8
1F⊂ 瞼oVE〔1,」,K,ITgJT〕 〕THEN
置F〔り(ITbJT⊃ く=Wm重n〕THEN
Umin=回(IT,JT〕,
1闇昨IT
JM曾=JT
ENDIF
ENDIF.
CONTINUE
IF(Wmln>=98.0,GOTO7
1T=IM回
JT=」 鯛回
CONTINUE
....Tour重scomplete.N=63.
FOUND雷.TRUE.
回R夏TE⊂6,6,〔 〔BOARD〔1.」 ⊃,」=1,8〕,i31,3)
FORMAT(1H,813⊃
回RITE〔6,66⊃
HIST〔N〕 謂HIST〔N〕+且
IF〔.NOT.FOUND⊃GOTO1』
回RITE〔6,6〕HIST
CALLTIME〔TT,
騨RiTE〔6,69,TT
END
LOGICALFUNCT互ONMOVE〔LJ,K,IT,JT〕
INTEGERBOARD
COMMONBOARD(8.8),KO
INTEGERIM(8⊃,JM⊂8)
DATAIM!1,2,2,1g-1,-2,-2,-1/
DATAJM!2,!,一量,-2,-2,一 正,1,2/
K且旨MOD〔K←KO-2,8〕+1'
lT=1+iM〔 κ1,
JT累 」←JM〔KD
夏F〔 〔〔IT>=重).AND.〔[T〈=、8}).AND.
{〔JT>=1).AND.〔JT<=8〕 〕}THEN
IF(BOARD〔1T,JT}=0)THEN
MOVE旨.TRUE.
ELSE
'MOVE=
.FALSE.
END1F「`'
ENDIF
RETURN
END
リ ス ト3. FORTRAN77
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proceduremain(〕器Knight'stourbyIconlanguage
staticju鵬p。board
initia1{board==ユ江st`!20,1) 、
jump;冨 工ist(8●0⊃
}
jump[1]==㌣19;jump[2]:冨一8;jump[3]:翼12;jump[4]=昌21
・jump[5];=19;jump[6]:胃8;jump[7]:胃 一12;jump[83:三m21
everyj==Oto7doeveryi;三22+10暑jto29+10曇jdoboard[i3:=O
kt;522;board[ktコ;富1;move:=1;
鉾search
repeat
byUarnsdorffalgor二thm
{move+;罵1;隔tn;竃99;
everytry;旨 里to8do
{ηex:昌 】くt+jump[tryユ
虹fboard[nex]冒Othen
{exlts==L
everytry2:甲1to8do
{testsq;呂nex+jump[try2〕
1fboard[testsq1冒Othenexit5+:富1
}.
ifexits<minthen{min3躍ex且ts;nextsq==neX}
}
}..
ifnextsq僧 冨ktthen{kt:=nextsq;board[kt]:=move}
eユ5e{
every重;≡Oto7do{,
every隠r且te【board【10畳1+22】."1㌦board[10誉i+23]Dl,'1,
bqard[10輔1+24】,ll闘,board[10曇且+25],1'・',board[10誉1←26],1,'1,
board[且0曇1+27]g81帥,board[真0蓑正+28],帥'㌦bOard[10管i+29コ)}
brealく
}
}
end
r
リ ス ト4.Icon
■
旧aln(〕!膏Knight'5TourbyCprogra皿mingLanguage膏!
{/襲 智arnsdorffalgor丘th田 畳!
int重,」,kt●move,tryサtry2,exlt5,nextsq,testsq,mln,fd;
statlcintjump[コ 躍{哺19,-8,12,21,19,8,-12,-2正};
StatIci繭tboard[]禺{1,1,1,1,正91,1,1,1・L1,旦,且,1,ユ,1,1,1噸101,
1,0,0,0,0●0,0,0,0.1・1,0,090●000,090.0,1,!,OgO,0,0,0DO,0,0,1,
1,0,0,0,0,0,0,0,0,1,1,0,0,000,0pO,0りOD1,1,090,0,0.0,0,0.0,1,91
,0.0,09090・0,0,0,1,1,0,090,0,0,0,0,0,1,1,真,1,1,1,レ,1,互,1,L,
1,1,1,1,1.1,t,1,1,1};
kt=21ヨboard[kt]呂move=1;printfClKnight'sTourfor8x8¥n"〕;
while⊂1〕
{move+胃 正;mip=999;
for〔try=0;try〈=7;try十 十)
{fd禺kt+jump[try];噛
1f〔board[fdコ ≡`0}
{exit5胃1;
for〔try2昌0;try2<≡7;try2++〕
{testsq胃fd十jump[try2];
if(board[testsq3=≡0)exits+=1;
・}'
if【eXit5<min〕{min嵩exit5;nextsq3fd;}
}'
}
if〔nextsql=】 くt){kt日nextsq;board[kt]昌move;}
e15e
{for(i=2;亘 く39;i++〕
{for(」 禺 正;」 く自8;j++〕pri皿tfe'X2d".board[10鱒1+」]〕;printfC'¥n"〕;}
break毛
}
}
}
■
リス ト5.C
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.
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付録2.Ieon言 語の概説 と使用法
'1.は じ め に
Ic◎nは,文 字列 と構造体 か らなる 「非数値」の処理 を意図 した高級 プ ログ
ラム言語で あ り,そ の名前 は,文 字通 り,プ ログラム言語 の 「聖像」 になる願
いが込 め られて いる。
それ は,1978年 春 に,米 国 ア リゾナ大学 計算 機科 学科 のTimKorb,R
Griswoldお よびD.Hansonの3名によ り設計 ・作製 された。
Iconは 最 初 に述べ た主 旨 と設 計者 の 名前 か ら判 断 され るよ うに,SNOB
OL4の 後継 言 語 で あ る。 周 知 の よ うに,SNOBOLは,文 字 列 の操 作 に
重 点をお いた記 号言 語で あ り,1962年 頃,R.Griswoldが,Bell電話 研究
所でPolonskyら と設計 ・作 製 した こ とに始 ま る。SNOBOLは,文字,
文字列の演 算,再 帰 関数,テ ーブル構造,ユ ーザ定義の デー タ型,再 定義可能
な演算があ るので,コ ンパイ ラ作成,記 号処理,文 献検索,自 然言語翻訳,言
語学,グ ラフ処理のよ うな さまざまな分野 に有用 な言語 ツー ル となって きた。
しか し,イ ンタプ リタであ ること,制 御構造が古 めか しく,'プ ログラムの流れ
が と らえ に くいな ど多 くの問題点が あ り,SL5の 発表 後,1年 足 らず で,
Iconが 登場 した。
IcQnは,PascalやCに 見 られ る現代 的な制 御構造 を豊 富 に持 つが,「 文 」
ベ ー スの 構文 で はな く,「 式」 ベ ース の構 文 に基 礎 を お く。SNOBOL4か
ら式の評価 の成功 と失敗,記 憶領域 の管理 やガーベ ジコ レクシ ョンの 自動化 を
継 承 し,文 字列処理 の困難 さを克 服 して い る。 移植容 易 な こ と も相 侯 って,
Iconの 主要 な適用領域 をSNOBOL4以 上に拡大 させ つつあ る。
な お,Iconの 処 理 系 は 当 初,FORTRANIVのプ リプ ロ セ ッサ で
あるRatforに よって作製 され たが,現 在 はC言 語 によ って 第5.10版(M
S-DOSで は5.9版)ま で改 訂 され て いる。
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2.Iconの 文 法
Iconの 基本記号 は,名 飼,フ ィール ド名,キ ー ワー ドおよ び リテ ラル か ら
幽な る
。名前 とフィール ド名 は,英 字又 は下線記号か ら始 ま って任意個 の英字,
数字,下 線記号の組合せで作 られ る。 大文字 と小文字 は厳密 に区別 され る。名
前 をカ ンマ(,)で 区切 った ものは,名 前 の並 び という。 キー ワー ドは,下 記
の予約語29個 と,キ ー ワー ド22個 か らな る。予約語 は,す べ て小文字で,そ れ
自身 の 目的にのみ使われ,名 前や フィール ド名には使 うことができない。
break
by
case
create
default
do
dyna貰 ηiρ
else
end
eve頚y
e】【ternal
f田1
910bal
if
initial
local
next
not
of
pro㏄dure
r㏄ord
repeat
retum
static
suspen〔l
then
to
until
while
ノ
キー ワー ド22個 は,第 一文字 に&(ア ンパサ ン),が つ き,そ のあ とに小 文字
の名前が続 き,ジ ェネ レー タの役割 をす る。
&as{丘i
&clock
&cset
&date
&dateline
&errout
&fai1
&host
&input
&1case
&1eve1
&main
&nu11
&Qutput
&pos
&random
&souroe
&subj㏄t
&time
&trace
&ucase
&version
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44種 類 の 組 込 み 関 数 が あ る 。 関 数 の 本 体 が 呼 ば れ る以 前 に,関 数 の 引 数 が 左
か ら右 に 評 価 され る 。 引 数 の ど れ か が 「失 敗 」 す る な ら ば 関 数 は 失 敗 す る 。 い
くつ か の 関 数 は 結 果 を 複 数 個 生 成 す る 。 下 にIconの 組 込 み 関 数 を ア ル フ ァ
ベ ッ ト順 に 列 挙 す る が そ の 詳 細 は,Griswold[4]を 参 照 の こ と 。
abs(n)any(c,s,i,」)bal(c1,c2,c3・s,i,j)center(sbi,s2)
close(f)copy(x)cset(x)display(i,f)
exit(互)find(s1・s2,i,j)get(a)image(x)
integer(x)leftくs1,i,s2)list(i,x)many〈qs,i,j)
map(s1,s2,s3)match(s1,s2・ij)move(i)numedc(x)
open(s1,s2)poP(a)pos(i)pul1(a)push(島x)
put(a,㊨read(f)reads(f,i)real(x)
rep董(S,i),revers〔《S)right(s1,i,S2)
sort(a)sort(t,i)stOPIx1,x2・ … 〆xn)
string(x)syste皿(s)tab(i)tableω
trim(S,C)type(x)uptO(Cs,ij)
WritびX1,X2,…,Xn)W㎡teS(X1,X2,…,Xn)
Iconプ ロ グ ラ ム は,宣 言 の 集 ま り で あ る。 宣 言 の 代 表 的 な 例 は,手 続 き 宣
言 で あ る 。 こ れ は,
procedure名 前(名 前 の 並 び);
ロ ー カ ル 初 期 値 節 本 体end
の 形 式 を と る 。 名 前 の 並 び ∫ ロ ー カ ル,初 期 値 節 は 無 い 場 合 も あ る 。 ロ ー カ ル
は,
loca亘 名 前 の 並 び
static名 前 ρ 並 び
dynamic名 前 の 並 び
の い ず れ か の 形 を と る。 こ れ ら を 同 一 行 に 書 く と き の み,セ ミ コ ロ ン(;)で
区 切 る 。 こ の 部 分 はBCPLの 思 想 を 継 承 し て い る 。100a夏 は 局 所 変 数 の
宣言,staticは 静的変数 の宣言,dynamicは 動的変数の宣 言であ』る。'
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初期値節 は,
initia1式
で表わ され,初 期値 を式で与 える。 その ときの左辺 はstatic等 で 宣言 が必要
であ る。
本体は,プ ログラムの中極部で,式 の集まりである。同一行に複数の式が現
れ るときのみセ ミコロンで区切 る。
Icqnで は,PascalやCで 文 といって い る もの も式 と呼 び,PascalやC
以上 に,非 常 に豊富 な構文 を とる。式 は,あ る優 先順位 と連結性 の もとに評価
され,成 功 か失敗 かを返す。
以下,式 の名称 と具体的 な形 を掲 げる。
丸か っ こ式(式)
中か っ こ式(複 合の式){式 の連 な り}
カギか っこ式(リ ス トの式)[式 の並 び]
点つ き式(フ ィール ド参 照の式)式.フ ィール ド名
添字式 式[式]
(S[i]はi番 目,S[i:j]は,iか らj番 目,
S[i±:」]はiか らj,
呼出 し式
前置式
限定式
転送 式
指数 式
乗算類の式
加算類の式
結合式
比較式
<<<<==詔>>=
代替式
to-by式
代入式
=〈 一:二:〈 一〉+:=
i±1か らj,… 番 目の要素を指 す)
式(式 の並び)
notl!来+一 ・/=?＼ ～@〈
式＼ヰ(＼ は¥で 代替可)
式@式
式く式
米/%来 米
'
十 一 十十 一一
目 日1
<<==〉=〉 ～二
>>～ 罵;=;=～ 罵===
式1式
式to式by式
一:=来:=/:=%:=
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〈:=<:=
～=:=十 十:=
<<:=
～==。=?。=
&:=@:=
走査式,
連接式
生成式
retum式
break式
next式
case式
<=:=
<<=:=
i£then.else式
100P式
=:=〉=:=〉:=
一 一:=来 来:=目:=
=:=:=〉 〉=:=>〉:ニ
111:====:=～===:=
最後 にIconに 現れ る符 号ぽA徳'CII文 学で あ り,汽 ～くつ か を補 足説 明
す る。 まず,#は 引用符(")の 中以外で使 われ る と,注 釈 行 を表わ す。 ス
トリング(")の 最後尾 に一(下 線)が 使われ ると次行 との文字 の連 続 を要
求す る。
例 えば,
cons:=``bcd-
efg"1
は,cons:="bcdefg"と同 じであ る。 バ ックス ラッシュ文字(＼)はNEC .
で は¥で 代替す るが機能切換 文字 とな る。
＼bは 後退,＼d削 除,＼eエ スケープ,＼fフ ォームフィー ド,＼1
???
?
???
?????
? ?? ?? ? ?
?
??????????
?
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ライ ンフ ィー ド,＼n改 行,＼rキ ャ リジ リター ン,＼t水 平 タブ,
＼v垂 直 タブ,＼`単 引用符,＼"二 重引用符,＼ ＼ バ ックスラッシュ,
＼ddd八 進 コー ド,＼xdd十 六進 コー ド,＼ 〈cコ ン トロール コー ド
を表 わす 。
3.Iconプ ログ ラ ム の 実行 手 順(MS-DOS)
(イ)Ioonの ソースプログラムをエデ ィタで作 り,ソ ース フ ァイル名 の
最後が ・icnで絡 るよ うにす る(例 えばex1・icn)
(ロ)Iconの ソ ー ス プ ロ グ ラ ム を,ト ラ ン ス レ ー タ(icont.exe)
により,中 間言語に変換す る。その形式は,.
icon・tex1.icn
で あ る。 結果 はex11と い うフ ァイル名で 格納 され るか ら,イ ンタ プ リタ
(iconx.exe)に よ り実行 す る。その形式 は,
iconxex1
で ある。 トランスレー トとインター プリッ トは一 つの コマ ン ドによ って も可能
であ る。
1contex1. ,lc、n-x
とす る。 もし,入 力デ ータex1.datを ファイ,ルか ら得 て,プ リンタに出
力 したいな ら,
icontex1.icn-x<ex1.dat>prn
とす る。 コマ ン ドには次の ようない くつかのオプ シ ョンをお ける。
-sメ ッセー ジを抑制
一tト レース(追 跡)を 指定
一Uリ ンク時に未宣言 ②名前 を検 出
一 〇 出力 ファイルの別 名を一 〇の後 に与 える
一x実 行プログラムに渡す
一cリ ンクを抑制 する
商 学 討 究 第36巻 第4号
参 考 文 献
[1]Ball,W.W.RouseandH.S.M.・Coxeter,跡 αε1Lemα ε`cαZRθcre(}
εεoπsα πd、 酷sα ッs,12thed.,UniversityofTorontoPress,1974.
[2]Berge,Claude,7「%e餓eoπ ソ(ゾ(か αPんsα πd`お ノやP乱cα 古ε9ηs,John
WileyandSons,1962,107-118.
[3]Griswold,RalphE.andMadgeT.Griswold,翫 ε1の ηPrqgrα ηzη}
ε㎎Lα ㎎ ααgε,Prentice-Hall,Inc.,1983.
[4]Gilpin,Michael,"ComputeトGeneratedKnightTours,"?ω ひyを αr
Cb``egeル 毎 漉 θmα あcsJヒ)ωr磁 跨Vo1.13,No.4(Sept.1982),252-259。
[5コHeld,MichaelandRichardM.Karp,"TheTraveling-Salesman
Problemand'MinimumSpanningT℃ees:PartII,"孤 α漉eπLα ε`cαZ
1〕レogrα πLηz`π9」1(1971),6-25.、 』
[6]Irwin,DonaldP.,"TheKnight'sTour,".(}θ αεεひθCbmρ 漉 ㎎,VoL
11,No.5(May1985),64-69.
[7]Joshi,Bhairay,"The`Knight'sTour'Problem,"αeα ε`ひeCbmp泌
`㎎,Vol.6?No.8(Aug.1980),78-83。
[8]Knuth,DonaldErwin,"EstimatingtheE伍ciencyofBacktrack
Programs,"福 αεんeπLα`εcs(ゾCbmpω`α`εo職VoL29,No.129(Jan.1975),
121-136.、
[9]Meissner,LeonP.andElliotI.Organick,FOR71RAN77,Addison-
Wesley,1980,Chap.10.
[10]Pohl,1ra,"AMethodforFindingHalniltonPathsandKnight's
Tours,"(bmm初 ηεcα``oπs・qfε んθAC瓢VoL10,No.7(July1967),
446-449.、 幽　 ロ
[11]Sain雄Marie,M.C.Flye,"Notesurunprob1合merelatifalamarche
モducavaliersu∫11'6chiquier,"五勉ZεeεεπSoc泥`ξ}Mα`h壱mα``qωeεπ 丹 απcθ,
5(1876),144-150.
[12]Walker,R.J.,"AnEnumerativeTechniqueforaClassofCombinato-
rialProblem,"脅oc.Sソ η乞po.Aハ ρム 瀬 αε1L,VoL10(1960),91-94.
[13]Warnsdorff,H.C.,"Des・R6sselsprungeseinfachsteundalgemeinste
L6sung,"Sbんmα`た α(9e隅.1823.
[14]Wirth,NiKlaus,AZgorεホんη憾+ヱ 崩 αS孟r肱g臨rθs=PPogrαms,Prentiρ年
Ha11,Inc.,1976,Chap.3.
[15]小 谷 善 行 「マ イ コ ン とパ ズ ル の 世 界 」 産 報 出 版,1981,第7章.
[16]若 林 信 夫 「問 題 解 決 とプ ロ グ ラム 言 語 」 商 学 討 究,第29巻 第4号(1979年2月).
