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Weyl semimetals are gapless three-dimensional topological materials where two bands touch at
an even number of points in the bulk Brillouin zone. These semimetals exhibit topologically pro-
tected surface Fermi arcs, which pairwise connect the projected bulk band touchings in the surface
Brillouin zone. Here, we analyze the quasiparticle interference patterns of the Weyl phase when
time-reversal symmetry is explicitly broken. We use a multi-band d-electron Hubbard Hamiltonian
on a pyrochlore lattice, relevant for the pyrochlore iridate R2Ir2O7 (where R is a rare earth). Using
exact diagonalization, we compute the surface spectrum and quasiparticle interference (QPI) pat-
terns for various surface terminations and impurities. We show that the spin and orbital texture of
the surface states can be inferred from the absence of certain backscattering processes and from the
symmetries of the QPI features for non-magnetic and magnetic impurities. Furthermore, we show
that the QPI patterns of the Weyl phase in pyrochlore iridates may exhibit additional interesting
features that go beyond those found previously in TaAs.
I. INTRODUCTION
Topological invariants in condensed-matter sys-
tems are defined on closed manifolds in momen-
tum space. For three-dimensional systems, an im-
portant closed manifold in momentum space is a
two-dimensional Fermi surface. In this regard one
can define the so-called topological metal by the
Chern numbers of the single particle wave func-
tions at the Fermi surface energies. These nonzero
Chern numbers arise when the Fermi surface en-
closes a band-crossing point, referred as the Weyl
point, which is a singular point of the Berry curva-
ture in momentum space1–4. Materials with such
Weyl points near the Fermi level are called Weyl
semimetals5.
The Weyl semimetal state was proposed to be
realized in Rn2Ir2O7 pyrochlore systems with an
all-in/all-out magnetic structure2 and in the ferro-
magnetic phase of HgCr2Se44. Another proposal
involved a fine-tuned multilayer structure of nor-
mal insulators and magnetically doped topologi-
cal insulators6. Very recently, the Weyl semimetal
phase was proposed in the Dirac semimetals
Cd3As27 and Na3Bi8 with an external magnetic
field applied along the axis of the Dirac points,
and in the inversion-symmetry breaking systems
TaAs9, NbAs10, TaP, and NbP11. For any lattice
model, the Weyl points appear in pairs of opposite
chirality or monopole charge. The only way to an-
nihilate a pair of Weyl points with opposite chiral-
ity is to move them to the same point in the BZ.
In this sense semimetals are topologically stable.
Important for surface sensitive experiments is that
the existence of Weyl points near the Fermi level
leads to several unique physical properties, one of
them is the appearance of discontinuous Fermi sur-
faces (Fermi arcs) on the surface3,6,11, which were
confirmed experimentally in TaAs by ARPES12,13.
Photoemission measurements have observed con-
ical dispersions away from certain points in the
Brillouin zone of these materials.
In order to analyze the physics near the
Weyl points and to clarify the effects of mate-
rial inhomogeneities on the low-energy behaviour,
high energy-resolution, atomically resolved spec-
troscopic measurements are important. In this
regard the use of low-temperature Fourier trans-
formed scanning tunnelling microscopy (FT-STM)
is ideally suited to address these crucial issues, as
was recently shown for TaAs14. FT-STM mea-
sures the wave-length of Friedel oscillations caused
by disorder present in a metallic system, which in
turn contains information on the electronic struc-
ture of the pure system. The wavelengths of these
Friedel oscillations appear in the Fourier trans-
formed STM data as peaks at particular wavevec-
tors q, which disperse with STM bias. In gen-
eral there exists no exact theoretical description
for the intensities of the QPI patterns, since the-
ses depend on the form of the impurity potentials
and on the k-dependence of the tunneling matrix
elements, which are in most cases unknown. How-
ever, the positions of the peaks in the QPI patterns
do not depend on these effects and are determined
only by the electronic structure of the pure system.
Most recently, the QPI patterns on the surface
of inversion-symmetry breaking Weyl semimetals
were analyzed theoretically15,16. Here, we extend
these studies to inversion symmetric, time-reversal
breaking Weyl semimetals, by considering an in-
teracting multi-band d-electron Hubbard Hamilto-
nian on the pyrochlore lattice with the antiferro-
mangetic spin configuration of R2Ir2O7. We com-
pute the surface spectrum and QPI patterns for
this Weyl phase for different types of surface impu-
rities and surface terminations using the T -matrix
approximation. We demonstrate that the QPI
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patterns for the Weyl phase without time-reversal
symmetry show unique features and lack the so-
called “pinch-point" at q = 0 that was argued to
be characteristic for the QPI of Weyl semimetals
without inversion symmetry16. In the present case
this structure is completely suppressed, due to the
non-trivial spin polarization of the surface states,
but is still perfectly visible in the joint density of
states. Instead, we find as a clear signature of the
Fermi arcs, disjoint cross correlation arcs in the
outer regions of the QPI patterns. These results
can be used to uniquely identify Weyl phases in
condensed matter systems with time-reversal sym-
metry breaking.
The outline of the remainder of the paper is as
follows: in Section II we discuss the microscopic
Hamiltonian19 to describe the Weyl phase. We
determine the mean-field phase diagram for this
model including the antiferromagnetic all-in/all-
out configuration at zero temperature and derive in
Sec. III the surface states for two kinds of surface
terminations (triangular and kagome). In Sec. IV
we introduce the general procedure to calculate the
QPI patterns in a slab geometry and present the
results of these calculations. The conclusions are
presented in Sec. V.
II. MODEL OF THE WEYL PHASE IN
PYROCHLORE IRIDATES
Following the original proposal of the Weyl
semimetal phase in pyrochlore iridates17, we
study here an interacting tight-binding Hub-
bard Hamiltonian with hopping matrix elements
along the σ- and pi-bonds and along the oxygen-
mediated bonds. The non-interacting part of the
Hamiltonian including nearest- and next-nearest-
neighbour hopping can be expressed in momentum
space as:
H0~k =
∑
a,b
[
HNNab (
~k) +HNNNab (
~k)
]
, (1)
HNNab
(
~k
)
= 2
(
t1 + t2i~dab · ~σ
)
cos
(
~k ·~bab
)
,
HNNNab
(
~k
)
= 2
∑
c 6=a,b
{t1 (1− δab) + i
[
t′2
(
~bac ×~bcb
)
+ t′3
(
~dac × ~dcb
)]
· ~σ} cos
(
~k ·
(
−~bac +~bcb
))
,
where ~bij is the vector connecting two corners of
the tetrahedron and ~dij = 2~aij × ~bij is orthog-
onal to ~bij and ~aij pointing from the center of
the tetrahedron to the connection of the corners
i and j. The positions of the Iridium atoms are
b1 = (0, 0, 0) , b2 = (0, 1, 1) , b3 = (1, 0, 1), and
b4 = (1, 1, 0) in this coordinate frame. By compar-
ing the model in a local description18 with Eq. (1)
one finds expressions for (t1, t2, t′1, t′2, t′3) in terms
of the hopping parameters (tpi, t′pi, tσ, t′σ, to) result-
G
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Figure 1. (a) Phase diagram of the non-interacting
pyrochlore model17,18, Eq. (1). The axes correspond to
the values of the hopping parameters and the red line
indicates the relation tpi = − 23 tσ, used previously18.
(b)-(d) Band structure for different values of tσ = 0.4to
(b), tσ = −0.8to (c), and tσ = −2to (d). The dashed-
dotted line in (c) refers to the position of the chemical
potential for the quadratic bands touching.
ing from the σ- ,pi- and an oxygen-mediated bonds.
The values are given by
t1 =
130
243
to +
17
243
tσ − 79
243
tpi,
t2 =
28
243
to +
15
243
tσ − 40
243
tpi,
t′1 =
233
2916
t′σ −
407
2187
t′pi,
t′2 =
2
2916
t′σ −
220
2187
t′pi,
t′3 =
50
2916
t′σ −
460
2187
t′pi,
(2)
where t′σ,pi are the next-nearest-neighbour hop-
ping parameters. This model of non-interacting
fermions exhibits three different phases17,18 as
shown Fig. 1.
At the next step we consider the effect of the
on-site Hubbard like interaction for the metallic
phase shown in Fig. 1(c), which without mag-
netic order possesses time-reversal and inversion-
symmetry. To account for the magnetic order con-
sider the mean-field decoupling of the Hubbard in-
teraction in the form:
HU = U
∑
i
ni↑ni↓ (3)
→ −U
∑
i
∑
l
(
2〈~jil〉 ·~jil − 〈~jil〉2
)
, (4)
where i indicates the unit cell, while l = 1 . . . 4
refers to the sites of the unit cell. Here, ~jil =∑
σσ′
c†lσ~σσσ′clσ′
2 are the local spin operators, whose
expectation value are computed self-consistently
with respect to a specific magnetic configuration
that preserves the unit cell size with the antifer-
romagnetic phase, shown in Fig. 2. Here, 〈~jil〉 =
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(i,1)
(i,2)
(i,4)
(i,3)
Figure 2. The unit cell of the pyrochlore lattice show-
ing the magnetic all-in or all-out configuration of the
magnetic moments.
Position [kw] C1
(1, 1, 1) 1
(1, 1,−1) -1
(1,−1,−1) 1
(−1,−1,−1) -1
(−1,−1, 1) 1
(−1, 1, 1) -1
(−1, 1,−1) -1
(1,−1, 1) 1
Table I. Chern numbers of the Weyl points, shown in
Fig. 4 by the red dots.
〈~jl〉 = ∆l = ∆ is the magnetic moment at each
corner of the tetrahedron. Fig. 3 shows the re-
sult of the numerical calculations with increasing
strength of the Hubbard interaction, which agrees
with the results of Ref. 17. Most importantly for
the intermediate value of U , as shown in Fig. 3(c),
G
GG
Figure 3. (a) Evolution of the magnetic moment with
the strength of the Hubbard interaction U , computed
for tσ = −0.8to. (b), (c) Corresponding band struc-
tures for different values of U = 1.53to (b) and U =
1.6to (c). Note that in the case of (c), the band struc-
ture exhibits the linear band crossings with a Weyl
point, shown by the dashed-dotted line.
−0.50
0.5
−0.5
0
0.5
−0.5
0
0.5
ky/pik
x
/pi
k z
/ pi
Figure 4. First Brillouin zone of the pyrochlore iridates
with high symmetry (Γ−L) lines shown in green. Posi-
tions of the Weyl points and the L-points are shown by
red and cyan crosses, respectively. Upon increasing the
interaction, the Weyl points move along the symmetry
lines and annihilate at the L-points .
the band structure in the antiferromagnetic phase
exhibits a linearly dispersing band touching along
the L−Γ-line. The complete 3D Brillouin zone in-
cludes 8 such band touchings, as shown in Fig. 4,
each of them carrying a topological charge, as can
be found by computing the Chern number from
the Berry curvature, see Table I.
III. SURFACE STATES
To perform the slab geometry calculations in
the case of the pyrochlore lattice, it is impor-
tant to find a suitable surface termination. Ob-
serve that the three-dimensional crystal lattice
can be treated as a “heterostructure” of two two-
dimensional sublattices, kagome and triangular
ones being alternatingly stacked as shown in Fig. 5.
Re-parameterizing Eq. (1) with regard to the new
coordinate frame we choose the z-direction as the
stacking direction. The spin orientations are left
in the old coordinate frame for simplicity, which
is taken into account by suitably rotating the spin
operator. The 2D projected Brillouin zone of the
surface is shown in Fig. 6 together with the pro-
jected positions of the band touchings. For conve-
nience the interaction strength is chosen in such a
way that the Weyl points are located halfway be-
tween the Γ- and the L-points, which corresponds
to Uα ≈ 1.41to. Note that since the Weyl points
annihilate at U c ≈ 1.46, there exists a narrow re-
gion of stability of the Weyl phase.
The submatrices corresponding to the hoppings
within each layer will be indicated as H0k for
the kagome lattice and H0t for the triangluar lat-
tice. Inter-layer hopping matrices are indicated by
H±i[t−k,k−t,k−k,t−t] depending on which kinds of lay-
ers they connect and how many layers lie in be-
tween. From the Hamiltonian in Eq. (1) one finds
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X
Y
Z
Figure 5. Lattice structure viewed in a new coordinate
frame used for the various surface terminations.
that H0k is a 6× 6 matrix, H0t a 2× 2 matrix and
the submatrices that contain the inter-layer hop-
pings are accordingly either 6 × 2, 2 × 6, or the
same size as the onsite matrices. Starting with a
kagome-lattice and finishing with a sparse triangu-
lar one, therefore only using full original unit cells,
the overall Hamiltonian in the slab-geometry has
Figure 6. Projected Brillouin zone with the positions
of the Weyl points (red crosses) for U = 1.41to and
their line of movement upon increasing the interaction
strength (green lines). The lines terminate at the pro-
jected L-points (blue crosses), where the Weyl-Points
meet up with those of the next Brillouin zone and anni-
hilate. The black circle denotes the choice of the path
(parametrized by the angle φ) used in Fig. 7.
(a)
(d)(c)
(b)
Figure 7. Electronic dispersion in the Weyl phase of
the pyrochlore iridates, calculated in the slab geometry
around the Weyl point of −1 chirality with kagome-
triangular (a), kagome-kagome (b), triangular-kagome
(c), and triangular-triangular (d) surface terminations.
The surface states are highlighted in red. Since the
Fermi arcs always connect pairs of Weyl points, we plot
the dispersion along a circle, shown in Fig. 6, enclosing
one of the Weyl points.
the following form
HS
(
k||
)
= (5)
H0k H
+1
k−t H
+2
k−k H
+3
k−t . . . H
+N−1
k−k H
+N
k−t
H
−1
t−k H
0
t H
+1
t−k H
+2
t−t . . . H
+N−2
t−k H
+N−1
t−t
H
−2
k−k H
−1
k−t H
0
k H
+1
k−t . . . H
+N−3
k−k H
+N−2
k−t
H
−3
t−k H
−2
t−t H
−1
t−k H
0
t . . . H
+N−4
t−k H
+N−3
t−t
.
.
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
H
−N+1
k−k H
−N+2
k−t H
−N+3
k−k H
−N+4
k−t H
0
k H
+1
k−t
H
−N
t−k H
−N+1
t−t H
−N+2
t−k H
−N+3
t−t . . . H
−1
t−k H
0
t
.
To reveal the effects of different surface termina-
tions on the band structure, the full dispersion in-
cluding surface states is shown in Fig. 7 for dif-
ferent combinations of surface terminations. Since
the Fermi arcs always connect pairs of Weyl points,
we plot the dispersion along a circle enclosing one
of the Weyl points of −1 chirality at some dis-
tance away from it, as shown by the black circle
in Fig. 6. We find that there are two kinds of sur-
face states corresponding to kagome and triangular
lattice terminations, respectively. The dispersions
around the other Weyl point projections are either
identical or related by a φ→ −φ transformation.
The Green’s function in this slab representation
is
G
(
~k||, i, j, ω
)
=
∑
n
ψ~k||,i,nψ
†
~k||,j,n
ω + iη − En
(
~k||
) , (6)
where i, j are slab indices, n is the band index, and
~k|| is the in-plane momentum. The slab Green’s
function can be numerically computed in an effi-
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cient way by matrix inversion of HS
Gi,j
(
~k||, ω
)
=
 1
ω + iη −HS
(
~k||
)

i,j
. (7)
In Fig. 8 we plot the resulting spectral densities
for various terminated surfaces. As pointed out
above, there are two possible regular surface termi-
nations for the case of the iridates, having kagome
and triangular lattice structures, respectively. Be-
ing the most natural choice, they also preserve the
unit cells of the original model. For both termina-
tions we find Fermi arcs, connecting the two Weyl
points of opposite chirality; see Fig. 8. The choice
of ω in Fig. 8 corresponds to the chemical poten-
tial at the surface. It is found to be slightly higher
than that in the bulk by self-consistent evaluation
in the slab-geometry basis.
To demonstrate the spin-momentum locking we
plot in Fig. 9 momentum maps of the spin-resolved
density of states (SDOS)
ραk = −
1
pi
Im [Tr (σαG11(k))] . (8)
It is interesting to note that the spin-momentum
locking of the surface states is non-trivial for both
terminations, as shown in Fig. 9. In particular, it
is complicated by the termination of the all-in-all-
out spin structure of the mean-field state, result-
ing in some σz component of the spin polarization
of Fermi arcs as well as interesting polarization of
the in-plane spin components, which are different
for the triangular and kagome terminations. This
yields very interesting behavior of the quasiparti-
cle interference patterns as discussed in the next
section. Interestingly, this turns out to be quite
different to the case of the Weyl phases induced by
the lack of inversion symmetry15,16.
IV. QUASIPARTICLE INTERFERENCE
From the Green’s function in the slab geometry
we can compute the Green’s function in the pres-
ence of point-like impurities using the standard T -
matrix formalism:
Gij (ω) = G
ij
0 +
N∑
l,m=1
Gil0 (ω)Tlm (ω)G
mj
0 (ω) , (9)
where the T -matrix represents the solution to the
scattering problem
Tαij (ω) = V
α
i δi,j + V
α
i
N∑
n=1
Gik0 (ω)T
α
kj (ω) . (10)
In the case of a point impurity V αi = SαV0δ~ri,0,
where Sα = τi1⊗...⊗τin⊗σα encodes the structure
of the impurity in the spin (σ) and the band (τi)
basis spaces, respectively. We further assume that
the scattering potential and the corresponding T -
matrix are momentum independent, which yields
Tα (ω) =
[
1− V α
∫
d2~k
4pi2
G0
(
~k, ω
)]−1
V α. (11)
As we are interested mostly in the surface states,
we consider the position of impurities to be only
in the first few layers, close to the termination
V αi = S
αV0δr,0 =
N0=0∑
n′
SαV0δx,0δy,0δni,n′δn′,nj ,
(12)
where the limit of the sum indicates the depth
through which impurities, still located in the origin
of the two-dimensional subsystem, are distributed
away from the interface. From the Fourier trans-
form of the Green’s function correction in Eq. (9)
δGαnn′
(
~k||, ~q||, ω
)
=
N∑
n′′n′′′
Gnn
′′
0
(
~k|| + ~q||, ω
)
Tαn′′n′′′ (ω)G
n′′′n′
0
(
~k′||, ω
)
(13)
we find the spin-resolved correction to the density
of states as20
δραβ
(
~q||, ω
)
=
−
N0∑
ni
[
1
2pii
∫
dk2
(2pi)
2
[
Tr
(
SαδGβni,ni
(
~k||,~k|| + ~q||, ω
))
−Tr
(
SαδG∗,βni,ni
(
~k|| − ~q||,~k||, ω
))]]
=
1
2pii
[
Λαβ
(
~q||, ω
)− Λαβ∗ (−~q||, ω)] ,
(14)
where β indicates the spin polarization of the im-
purity responsible for the scattering, while α refers
to the measurement channel being either charge
(α = 0) or spin (α = x, y, z or α = 1, 2, 3) ones.
1. Non-magnetic point impurity
We start with a single non-magnetic point im-
purity on either surface terminations at an energy
of ω = 0.345to which is the energy position of the
Weyl crossing for both terminations.
Let us first discuss the case of the kagome ter-
minated surface (KTS). In this case, shown in
Fig. 11(a), the QPI pattern ρ00 appears to be
rather featureless for the KTS. The notable ab-
sence of sharp peaks arises from the absence of
backscattering. This is a consequence of the elec-
tronic structure shown in Fig. 8, where backscat-
tering partners are absent on one surface. Further-
more, the pattern lacks the “pinch-point” at ~q = 0
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(a) (b)
Figure 8. Spectral density of the kagome (a) and triangular (b) terminated surfaces for ω = −0345to with possible
scattering wave vectors introduced by impurities, as determined by the joint density of states, shown in Fig. 10.
(a) (b) (c)
(d) (e) (f)
Figure 9. Calculated momentum map of the spin-resolved density of states for the surface states in the slab
geometry for the kagome (upper panel) and the triangular (lower panel) surface terminations for σx [(a),(d)], σy
[(b),(e)], and σz [(c),(f)] spin projections.
that was previously noted to be characteristic for
the QPI of Weyl semimetals16. In the present case
this structure is completely suppressed by the non-
trivial spin polarization of the surface states, yet it
is perfectly visible in the joint density of states, see
Fig. 10(a). At the same time, the outer regions of
the QPI patterns clearly show disjoint cross corre-
lation arcs, which are clear signatures of the Fermi
arcs, see Fig. 11(a).
7Figure 10. Joint density of the surface states for (a) kagome and (b) triangluar surface termination. The q-vectors
mark the potential scattering wave vectors, which could be visible in the QPI due to the large joint density of
states.
Figure 11. The correction to the local density of states (QPI map) in the case of a single nonmagnetic point
impurity for kagome (a) and triangular (b) terminations.
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Now we turn to the corresponding scatter-
ing patterns on the triangular-terminated surface
(TTS), see Fig. 11(b). Here we can see more defi-
nite structures in the sense that we find more dis-
tinguishable prominent features in the QPI. The
inter-arc cross-correlation on the other hand is
far more complicated as the correlations of differ-
ent pairs appear in superposition. Although there
should exist inter- and intra-arc contributions on
the same lenghtscale, the intra-arc correlations are
again suppressed by the spin projection of the arcs,
as one sees from the joint density of states in
Fig. 10(b). A signature of the disconnected na-
ture of the Fermi surface is again the disconnected
nature of the scattering pattern itself. It shows six
nearly nodal lines which would require a three-fold
spin rotation along any closed Fermi-surface with
intact spin-momentum locking. This nodal struc-
ture can also be further investigated when looking
into QPI patterns in the spin polarized channel.
In particular, we present the real [Fig. 12(a)] and
imaginary [Fig. 12(b)] parts of the QPI patterns in
the out-of-plane spin polarized channel for a non-
magnetic impurity (δρ30). Note that within the
Born approximation, due to symmetry, the QPI
patterns in this channel are identical to the QPI
patterns in the charge channel for an out-of-plane
magnetic impurity (δρ03), up to a sign change of
~q||. This can easily be seen by considering the indi-
vidual terms of Eq. (14). Exchanging the trace and
the integration, the integral can be manipulated as
follows
Λαβ
(
~q||, ω
)
=
V0Tr
[∫
dk2
(2pi)
2S
αG0
(
~k|| + ~q||, ω
)
SβG0
(
~k||, ω
)]
= V0Tr
[∫
dk‘2
(2pi)
2S
αG0
(
~k′||, ω
)
SβG0
(
~k′|| − ~q||, ω
)]
= V0Tr
[∫
dk‘2
(2pi)
2S
βG0
(
~k′|| − ~q||, ω
)
SαG0
(
~k′||, ω
)]
= Λβα
(−~q||, ω) .
(15)
The real part of ρ30 for the KTS shows essen-
tially the same features as ρ00, which are the cross-
correlation arcs of the inter-arc scattering. In com-
parison to the imaginary part, there is only one
additional feature, i.e., the finite value of Reρ30 at
scattering vectors ~q4. Since those are wavevectors
connecting projected Weyl point positions, that
obey inversion symmetry in charge and spin, they
have to give no contribution in the imaginary QPI
pattern, while they give finite contribution to the
real part. Therefore, the imaginary QPI pattern
for the KTS can be considered to be the direct con-
sequence of the non-trivial spin polarization and
the arc structure of the surface states. Since the
integrand of Imρ30, following Eq. (14), is propor-
tional to ρx~kρ
y
~k+~q
− ρy~kρx~k+~q, with ρx~k and ρx~k being
spin projections of the Greens function, see Eq. (8),
one can see that the absence of parts of the Fermi
surface prevent the cancellation of inter-arc scat-
tering. Similar arguments hold for the TTS-surface
states, although the completion of the Fermi sur-
face does not correspond to a simple Fermi circle,
but a more complicated structure with multiple
self-intersections, see Figs. 12(c) and 12(d).
2. Classical magnetic point impurity
Next, we study the QPI patterns induced by a
magnetic impurity polarized along the x direction.
Starting with the charge channel of x-polarized im-
purities, we find two nodes along the qx and qy di-
rection in the real parts of the QPI for both surface
terminations, see Fig. 13.
Furthermore, information about the in-
plane spin polarization symmetries can be
gained from the ρ01 pattern. Within the
first Born approximation these patterns re-
sult from integrating out terms proportional to
(ρx~kρ
0
~k+~q
+ρ0~kρ
x
~k+~q
)+i(ρy~k
ρz~k+~q−ρz~kρ
y
~k+~q
). Therefore
the nodes in the real parts are a consequence of
the x-polarization being antisymmetric under the
operation kx ↔ −kx and ky ↔ −ky. The same
arguments can be used to explain the qx = 0 node
in the imaginary parts as being the consequence
of the y-polarization symmetry under ky ↔ −ky,
while symmetry under kx ↔ −kx cannot be
simply deduced from the patterns, due to the lack
of a qy = 0 node for both surfaces. Furthermore,
it turns out that finding the properties of the
y-polarization under (kx → −kx) is a little more
difficult. The QPI in Figs. 13(c,d) shows no
node in the qx direction. The contributions,
although small in magnitude compared to other
QPI patterns, must result from antisymmetry
with regard to the (kx → −kx) operation of either
the y- or z-polarization, since those show up in
combination in the first Born approximation. To
decide which one is the case we would have to
look at two more QPI patterns, namely Imρ21
and Imρ31, which are hard to access in experiment.
Next, in Figs. 14(a,c) we show the antisymmetric
contributions arising only from the y-polarization,
since the spectral density is of constant positive
sign. Although there is still no node in the qx di-
rection, the intensity at ~q4 in Fig. 14(a) is close to
zero and Fig. 14(c) shows only very weak contri-
butions along that direction. This is in accordance
with Fig.14(b), which includes the z-polarized con-
tribution, having peaks at ~q4 and Fig. 14(d) having
no sign of a node along ~qx. We therefore conclude,
that the antisymmetric contributions in Figs.13(c-
d) were likely a consequence of antisymmetric be-
havior of the z-polarization under the (kx → −kx)
operation.
9Figure 12. The real (left panels) and imaginary (right panels) parts of the Fourier transform of the spin local
density of states in the case of single nonmagnetic point impurity for the kagome [(a),(b)] and triangular [(c),(d)]
terminations.
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Figure 13. The real (left panels) and imaginary (right panels) parts of the Fourier transform of the local density
of states in the case of a single magnetic point impurity with spin polarization in the x-direction for the kagome
[(a),(b)] and triangular [(c),(d)] terminations.
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Figure 14. The imaginary part of the Fourier transform of the spin-projected density of states for kagome (upper
panels) and triangular (lower panels) terminations in the case of a single magnetic point impurity with spin
polarization along x-direction [(a),(c)] and y-direction [(b),(d)].
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Figure 15. Temperature dependence of the scattering
peak together with temperature dependencies of the
order parameter |∆| (magnetization) and the chemical
potential µ.
IV.I. Temperature dependence
Another interesting feature visible in the QPI
response of pyrochlore iridates is the temperature
dependence of the local magnetization, which has
direct impact on the QPI signal. Since the outer-
most features of the QPI originate from scatter-
ing between Fermi arcs, the position of these fea-
tures depend sensitively on the positions of the
Weyl points. As both the local magnetization and
the chemical potential are temperature dependent,
which we capture in a mean-field treatment of
the antiferromagnetic phase, the QPI features are
bound to be also strongly temperature dependent.
Thus both T-dependencies influence the scattering
peak position.
The results of our calculations are shown in
Fig. 15. One finds that the temperature depen-
dence is not as strong as one might have expected
alone from T dependence of the magnetization
(lower inset) which should in principle control the
Weyl point position. The explanation for this
is the temperature dependence of the chemical
potential, which does not follow the energy
position of the bulk band crossing of the Weyl
point. Basically, at T> 0.9TC one finds not the
scattering between Fermi arcs connecting Weyl
point projections, but between some surface
(non-Weyl) states. These are located well above
the energy position of the Weyl crossing which
occurs at higher values of ~q. Nonetheless there is
an observable temperature dependence of a quite
isolated scattering peak for some temperature
region below Tc, connected to the dispersion of
the Fermi arc.
V. CONCLUSION
To conclude, in this paper we analyzed the QPI
signatures of the Fermi arcs in time-reversal break-
ing Weyl semimetals. As a concrete example, we
considered the Weyl phase of an interacting multi-
band Hubbard model on the pyrochlore lattice
with antiferromangetic spin configuration, as re-
alized in R2Ir2O7. We demonstrated that the use
of various types of impurities allows not only to
prove the very existence of the Fermi arcs but also
to reconstruct from the QPI patterns the unique
features of the surface states and their internal spin
polarization. This can help to identify the wave
function of the surface fermions and their spin-
momentum locking. Furthermore, we find that
for Weyl phases induced by many-body effects,
the scattering features associated with the Fermi
arcs show a very strong temperature dependence
that stems from the many-body origin of the Weyl
phase.
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Appendix A: Dimensional reduction matrices
The Hamiltonian in the slab-geometry, given by Eq.(6) in the main text, has the following elements.
In particular, one finds for the nearest neighbour terms:
H0,NNk = 2

0 Γ+0,1,−1 cos
(
3√
6
ky +
1√
2
kx
)
Γ+−1,0,1 cos
(√
2kx
)
Γ−0,1,−1 cos
(
3√
6
ky +
1√
2
kx
)
0 Γ+1,1,0 cos
(
1√
2
kx − 3√6ky
)
Γ−−1,0,1 cos
(√
2kx
)
Γ−1,1,0 cos
(
1√
2
kx − 3√6ky
)
0

H0,NNt = 0
H±1,NNk−t =

Γ+−1,1,0
(
cos
(
1√
2
kx +
1√
6
ky
)
± i sin
(
1√
2
kx +
1√
6
ky
))
Γ+−1,0,−1
(
cos
(
2√
6
ky
)
∓ i sin
(
2√
6
ky
))
σ0
Γ+0,1,1
(
cos
(
1√
2
kx − 1√6ky
)
± i sin
(
1√
2
kx − 1√6ky
))
σ0

H±1,NNt−k =

Γ−−1,1,0
(
cos
(
1√
2
kx +
1√
6
ky
)
± i sin
(
1√
2
kx +
1√
6
ky
))
Γ−−1,0,−1
(
cos
(
2√
6
ky
)
∓ i sin
(
2√
6
ky
))
σ0
Γ−0,1,1
(
cos
(
1√
2
kx − 1√6ky
)
± i sin
(
1√
2
kx − 1√6ky
))
σ0

T
H±i,NN(k−t),(t−k) = 0, if |i| > 1
(A1)
where the abbreviation Γ±b,c,d = (t1σ0 ± it2 (bσx + cσy + dσz)) was used. The next-nearest-neighbour
hopping terms could be written as
11H
0,NNN
k = 0
12H
0,NNN
k = 2 (t
′
1σ0 + it
′
2Π−−+ + it
′
3Π+−+) cos
(
3√
2
kx − 3√
6
ky
)
13H
0,NNN
k = 2 (t
′
1σ0 + it
′
2Π++− + it
′
3Π+−−) cos
(√
6ky
)
21H
0,NNN
k = 12H
0,NNN,†
k
22H
0,NNN
k = 0
23H
0,NNN
k = 2 (t
′
1σ0 + it
′
2Π−−+ + it
′
3Π−−−) cos
(
3√
2
kx +
3√
6
ky
)
31H
0,NNN
k = 13H
0,NNN,†
k
32H
0,NNN
k = 23H
0,NNN,†
k
33H
0,NNN
k = 0
ijH
0,NNN
t = 0
(A2)
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11H
±1,NNN
k−t = (t
′
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′
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′
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(A3)
where Π±±± = (±σx ± σy ± σz). Finally the mean field interaction terms in this representation are given
by:
Hintk =
U∆√
3
Π−−− 0 00 pi−++ 0
0 0 Π+−+

Hintt =
U∆√
3
Π++−
(A4)
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The complete submatrices will therefore have the following form:
H0k = H
0,NN +Hintk +
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