ABSTRACT Network utility maximization has been widely adopted to allocate the resource of networks. However, it suffers from slow convergence under distributed computational environment. This paper proposes a fast rate control algorithm to maximize network utility for energy harvesting in a wireless sensor network. Energy harvesting and channel bandwidth limits are considered together to formulate as a utility maximization problem. Then, an accelerated distributed gradient method is proposed to solve the problem for energy harvesting. Numerical experiments show that the accelerated method achieves faster convergence to the optimal sampling rate under energy and channel constraints than traditional gradient descent methods.
I. INTRODUCTION
Wireless sensor networks (WSNs) have been widely used in many applications [1] , [2] . In such applications, the sensor data is transported over energy-limited and bandwidthconstrained wireless network. In order to prolong the lifetime of wireless sensor network, some methods such as sleep scheduling [3] , [4] and energy efficient routing [5] are used to reduce energy cost. However, lifetime extension achieved by these methods is rather limited. In the recent, energy harvesting sensor network has attracted extensive research interests [6] , [7] . From natural resources, such as solar, wind, thermal etc., a sensor is able to harvest energy from environment to prolong network lifetime [8] . However, energy extracting is highly dependent on environment which is difficult to be precisely predicted. On the other hand, radio frequency-based wireless energy transfer has been used to replenish energy of WSNs recently [7] , [9] . Wireless Power Transfer (WPT) technology emerges as a promising technology in prolonging network lifetime. This technology extends lifetime of a network through charging battery of a sensor in a wireless way. However, it arises new problems on resource management in a wireless sensor network. How to design a WSN efficiently with limited resource, such as energy replenishment, bandwidth computational capability, is still challenging.
In this paper, we will focus on resource allocation in a wireless sensor network with wireless power transfer. The network performance and energy efficiency are enhanced through maximizing proper utility functions under energy and channel capacity constraints. To reduce communication and computational cost, an accelerated distributed algorithm is developed to optimize sampling rate of sensors.
II. RELATED WORKS
Energy consumption and sensing data transmission are the most common issues in wireless sensor networks since sensors are usually placed in unattended harsh environments with large number. Due to constraint resources, typically the scarce battery power, energy saving plays a key role to prolong the lifetime of sensor network [10] . Recently, energy harvesting has attracted extensive research interests, especially, Wireless Power Transfer (WPT) technology to replenish the energy of senors, such as Wireless Charging Vehicles (WCVs) [11] , [12] . WCV charging should be scheduled properly to optimize system performance [13] . Static Wireless Power Transfer is another way to harvest energy from ambient RF sources [9] , [14] . In [15] , external acoustic source was investigated to supply power considering electrical power, range and transmission frequency of the external acoustic source and node power requirements. In [16] , simultaneous wireless transmission and power transfer (SWIPT) were studied to enable transmission of information symbols and energy simultaneously. There SWIPT systems were adopted with limited RF chains at base station for the scenarios with one information decoder and several energy harvesting receivers. Wu et al. [17] investigated simultaneous wireless information and power transfer (SWIPT) in multihop wireless cooperative networks. Multiple relays around energy transmitters harvest power from transmitter and then cooperatively forward power towards receivers to provide energy. In [7] and [9] , radio frequency-based wireless energy transfer was studied in wireless sensor network. Optimization method is introduced to deploy multiple energy transmitters to support energy requirement of sensors. In [9] , this problem had been further studied through introducing an energy-efficient scheduling scheme for energy transmitters under given tasks of energy charging.
In wireless network, distributed information exchange is an essential approach to cooperatively work with neighbours [18] . In the recent, network utility maximization (NUM) and distributed flow control algorithm have been extensively studied for resource allocation in wireless sensor network [19] , [20] . Flow control algorithms have been successfully applied to control congestion and allocate resource through regulating data rate under given network constraints. In terms of flow control efficiency, there are two main network constraints: network lifetime and link interference. Lifetime is caused by energy-limited batteries of sensors. In real applications, batteries are always difficult to be replaced due to expensive cost or inaccessible region. Link interference is caused by transmission of information flows in spatial domain if they are within the interference ranges to each other. Most flow control algorithms of NUM in wireless sensor network use sub-gradient method to regulate sources rate [20] . In our previous works, we developed distributed algorithms based on sub-gradient method [21] to optimize sources rate for compressive network coding in wireless sensor networks [22] and optimized sources rate and power allocation for multicast network Coding in a wireless Ad Hoc network [23] .
Zhang et al. [8] investigated the network utility maximization problem with spatiotemporally-coupled constraints in rechargeable sensor networks. To cope with the problem, a distributed algorithm was proposed to jointly optimize the sampling rates and battery levels to obtain a global optimal solution. However, sub-gradient method has a major shortcoming, that is slow convergence, which leads to extra computation and communication cost and decrease lifetime and performance of network. Therefore, how to design a fast distributed flow control algorithm is necessary and important.
In this paper, we will formulate a distributed flow control problem as an utility-based optimization problem.
Then, a Lagrange dual method is introduced to decompose the optimization problem into a set of subproblems and a fast distributed rate control algorithm is designed to solve the problem. Simulation results are introduced to demonstrate the advantages of our proposed method.
III. NETWORK MODEL AND PROBLEM FORMULATION
In this section, we consider a sensor network denoted as G = (V , E), where V = V ∪{S} is the collection of all static sensor nodes. Sink node is denoted as S. E = {(i, j)|i, j ∈ V } is the set of all direct links among nodes. A pair of nodes (i, j) ∈ E has a link if and only if d ij ≤ R t , where d ij denotes the distance between node i and node j and R t means the maximal transmission range. Every sensor i (i ∈ V ) senses and sends the information at the data rate x i to the sink over one or multiple hops through a predefined static tree route. The data rate x i is represented by a utility function U (x i ), where U (x i ) is assumed to be continuous, strictly increasing and concave. Let ]. In order to specify the model, we define A(i) as the set of the nodes who send data to sink using node i as a relay node. F(i) denotes the set of the nodes on the path that node i transfers data to sink. N (i) represents the set including node i and its neighbour nodes who are located in the interference range by the node i.
A. ENERGY CHARGING MODEL
Assuming that the energy transmitters transfer RF energy through omni-directional antenna. The out-band wireless energy transfer is implemented over different frequency bands [24] . An example of wireless energy transfer sensors is shown in Fig. 1 , where energy harvesting and communication over two orthogonal frequencies, respectively. The senors can harvest energy and communicate simultaneously without interference. The amount of harvested energy of each sensor nodes depends on the number and transmit parameters of energy transmitter as well as propagation properties of the environment. The free space path loss [7] is
(1)
is the physical distance between transmitter o j and receiver s i . Here G s is the source antenna gain, G r is the receive antenna gain, and λ is the wavelength, L p is polarization loss, η can be referred to as rectifier efficiency, and β is a parameter to adjust the Friisfree space equation for short distance transmission.
The total harvesting energy of a sensor is accumulated from energy transmitters [7] . Then, the received energy EC i by i-th sensor node is where M is the set of transmitter within distance D between sensor i and the transmitter. In this paper, we assume that the transmitters are deployed in advance through energy transmitters placement method [9] .
B. ENERGY CONSUMPTION MODEL
For nodes in a sensor network, receiving and sensing data will consume energy. The energy consumption of computation is ignored since it is very trivial when compared with communication. The sink is assumed to be supported by an electrical wire, and the other sensor nodes are powered by batteries. Let e t i , e r i and e s i denote the energy consumption per bit for data transmitting, receiving and sensing, respectively. In low-power listening (lpl) operation model [25] , nodes is sleeping but periodically check the header of packets, if the packet is sent to them, then they wake up to receive the packet. Otherwise, the signal is ignored. The energy consumption is neglected during sleep period since it only consume little energy at this time. Assuming x = {x 1 , x 2 , · · · , x n } is the data rate vector of sensor nodes, and x i denotes the data rate of node i. Then, the energy consumption rate of each sensor is defined as
Recall that A(i) denotes the set of ancestors who transfer data through sensor i to sink. Note that the energy capacity of a sink can be denoted as +∞ since it is supplied by cable power. In addition, the battery residual energy is ignored since we consider a perpetual work and the lifetime of network is determined by the heaviest node. Thus, the energy constraint for each node i should be where BP i = Min{φEC i , B i } which denotes the energy cost upper limit provided by node i, φ represents the ratio of harvesting energy and B i is upper limit of battery output power of node i.
C. CHANNEL CAPACITY CONSTRAINTS
Due to the broadcast nature of the wireless medium, the flows on the links which in the interference range of each other, contend the shared medium to transmit data. In cognitive radio networks, spectrum sensing [26] can be used to share a common sparse spectrum in CRNs. However, mass sensors are not able to cope with spectrum share. In order to avoid interference, we define wireless channel capacity in the sensor network as the maximum sum rate received in terms of receiver capacity [1] . An example of receiver capacity model is presented in Figure 2 . For instance, the capacity of node 1 is subjected to node 2, 3 and 4. Note that N (i) includes node i itself and all nodes in N (i) are within its interference range. The links attained to N (i) and node i share the same receiver capacity c i . As a result, the aggregated rate of all flows should satisfy the following capacity constraint:
The rate control problem in wireless sensor network is equivalent to the problem of resource allocation of sharing network. One prominent objective is to maximize the sensing rate of sensors with fairness. In particular, one fairness policy is a sensor to attain a utility function U (x i ). The utility function is assumed to be increasing and strictly concave. For instance, U (x) = log(x), which is known to guarantee to achieve proportional fairness [27] . Then, the objective is to maximize the total utility: i.e.,
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As stated above, the energy constraint (7) states that the consumption of energy should satisfy the energy constraints. The link capacity constraint indicates that the the amount of capacity (8) allocated on each link must be in the feasible capacity region. The flow capacity constraints release the assumption of the node exclusive channel model in [22] and [28] , which assume adjacent nodes operate on orthogonal channels. The optimization problem (6) has strong duality since the objective function in (6) is strictly concave and the constraints are affine inequalities. It has been proved in [29] that strong duality holds for the convex optimization. Hence, the optimal duality gap is zero, maximizing the primal problem is equivalent to minimizing its dual problem.
IV. ACCELERATED DISTRIBUTED UTILITY FAIR RATE CONTROL
The problem (6) can not be solved directly due to the coupling of link and energy capacity constraints (7) and (8) in the network. In order to decouple the constraints (7) and (8), dual decomposition [20] is introduced first so that the original coupled problem (6) can be decomposed into a number of separable subproblems based on pricing mechanism.
A. DUAL DECOMPOSITION AND DISTRIBUTE UTILITY FAIR RATE CONTROL
To introduce dual decomposition, we first introduce the dual problem [30] . For this purpose, we define the Lagrangian as below:
After introducing Lagrangian, we can observe that the primal problem can be separated to multiple source rate control problems which can be solved locally, and Lagrangian multipliers can be updated through local information exchange.
The Lagrangian dual function is defined as the supplement of the Lagrangian over x as follows [31] 
Accordingly, the dual problem is defined to minimize the Lagrangian dual function over α, β.
Theorem 1: For the primal problem (6) and the dual problem (10), we have the following results.
1) If the utility functions
If we further suppose that the interior set defined by the constraints (7) and (8) is non-empty, there is no duality gap between the problem (6) and (10) . Proof: The proof of this theorem can be referred to [29] . In light of Theorem 1, the solution of the primal problem (6) has been transformed equivalently to solve Problem (10) . To solve the dual problem, we need to solve subproblems (9). Indeed, for each given α and β, X (α, β) = arg max X L(X , α, β) can be solved as:
Thus, each sensor can solve its individual problem locally without the need to coordinate with others. Now we only need to solve the dual problem (10) . By means of Theorem 1, for energy price α, we have the following updating formula:
where κ > 0 is a small step size, the term (e s i + e t i ) · x i (t) + (e r i + e t i ) · j∈A(i) x j (t) denotes the energy consumption at node i. The projection [y] + = max{0, y} ensures that α(t) satisfies the non-negative constraint. It can be inferred from formula (11) that the energy price will increase while energy consumption exceeds the energy constraints; otherwise it will decrease. Similarly, the capacity price β i is updated at iteration t + 1 according to:
In light of Equ. (12) , the capacity price will increase if the aggregate data rate is larger than the link capacity. Otherwise, it will decrease.
Based on the Equ. (11) and Equ. (12), we can observe that each node i will update its dual variables α i (t) and β i (t) dependent on the aggregated rates as well as energy and receive capacity, the dual variables can be explained as price for using the energy and channel capacity, respectively. Therefore, the distributed rate control can be easily applied as that in [20] .
B. ACCELERATED DISTRIBUTED UTILITY FAIR RATE CONTROL
In traditional distributed rate control, only the previous step information is utilized to update α and β. The corresponding convergence rate is O( 1 t ). Indeed, during the communication process, the node can store more information than the previous state. If we make use of more past information, we can achieve faster convergence which is beneficial to decrease communication cost. Hence, accelerating the iteration of the distributed algorithm is capable of expediting rate control as well as reducing the network resource consumption.
To introduce the accelerated gradient method, we define the following intermediate variables:
Instead of updating the energy and capacity by Equ. (11) and Equ. (12), we introduce the following updating rule:
Now we can state our accelerated distributed utility fair rate control as the following algorithm: The accelerated utility fair rate control is the optimal gradient method of Nesterov [32] . Then, the following convergence result are held, as proved in [32] . In order to analyzes the convergence of algorithm (1), three lemmas are introduced firstly Lemma 1 [32] : The sequences {λ k }, {ω k } generated via the accelerated gradient method with either a constant or backtracking step size rule satisfy for every k ≥ 1
Algorithm 1 Accelerated Distributed Utility Fair Rate Control Initialization: Initialize α(0), β(0) and set the step length size κ. Set t = 0.
Iteration:
1: Update the rate control for each sensor 3: Send the price to its ancestors Lemma 2 [32] : Let a k , b k be positive sequences of reals satisfying
Then, a k ≤ c for every k ≥ 1. Lemma 3 [32] : The positive sequence t k generated by the accelerated gradient method via (14,15) with t 1 = 1 satisfies
That is λ denotes multiplier vector to relax the energy and capacity constraints. ω k is intermediate variable to accelerate the updating of λ. Then, the convergence can be obtained as follows:
Theorem 2: Let {λ k }, {ω k } be generated by the accelerated gradient method (1) with a constant step size
Let us define the following quantities:
and recall (cf. Lemma 1) that
and hence assuming that a1 + b1 ≤ c holds true, invoking Lemma 2, we obtain that 2
which, combined with
(by Lemma 3), yields Utilizing the upper bound on L N = L(f ), where L(f ) is a Lipschitz constant of ∇f , the desired result (22) follows. Thus
The above algorithm is conducted distributed in sensor network, every sensor independently estimates harvested energy status. The sensor distributively computes optimized sampling rate using algorithms based on limited information exchange. Obviously, the proposed algorithm is feasible for large scale sensor network due to the distributed characters.
V. PERFORMANCE EVALUATION
In this section, we conduct extensive simulations to validate and evaluate the proposed algorithm. We are especially interested in the speed of the convergence. The parameters of charging model are set as a = 100, β = 40, D = 20 and the charging power is P 0 = 150mW . The ratio of harvesting energy φ is set as 0.9. The energy transmitters are deployed in the network in advance. The deployment methods can be referred to [9] and [14] . Figure 3 depicts the topology of the wireless sensor network with two energy transmitters. There are 14 sensor nodes and a sink node in a 30m×30m area. Each sensor node generates and delivers the data to sink along a static singlepath. Here the unique path is determined by the tree routing protocol.
To ensure feasibility of scheduling [1] , the received capacity is set as 1kbps. According to RF transceiver power dissipation measurements of the IEEE 802.15.4-compliant CC2420, the energy consumption parameters e t , e r and e s are set to be 150 nJ/bit, 158 nJ/bit, and 100 nJ/bit, respectively [1] . We suppose the maximum and minimum transmission rates for each flow to be 0.002kbps and 0.2kbps, respectively. In order to ensure the convergence of the distributed algorithms, we set the stepsize κ = 0.002. We evaluate the performance of the algorithms by two scales scenarios. Regular NUM denotes that the problem (6) is solved by using regular distributed sub-gradient approach, whereas fast NUM means that the problem is solved by the accelerated distributed utility fair rate control algorithm. It can be observed from Figure 4 that the convergence of the regular distributed algorithm is much slower than the fast distributed algorithm. Indeed, the fast distributed algorithm can converge to near optimum just within a few iteration steps. Furthermore, the bigger the network is, the slower the convergence is.
In order to compare the difference of results obtained by two methods for the scenario shown in Figure 3 , four evaluation indexes, i.e., network utility, source rate, energy prices and capacity prices, are demonstrated in Figure 5 . Both of the two algorithms control rates efficiently to convergence to utility fairness. The rates of sensor 1, 2, 3, 5, 6, 7, 8, 13, 14 are 0.098kbps, and the rate of node 4 is 0.126kbps while node 9 is 0.019kbps. The rates of sensors 8, 10, 11 are 0.093kbps. Few energy is harvested by node 9 due to long distance between energy transmitter and the sensor, thus it can only send little data to sink. The different rates of sensors are shown in Figure 5 (c). Since the resource prices are equal to 0 except α 4 and β 4 , only the two non-zero prices are demonstrated in the figure. This is because the two algorithms take into account both harvesting energy constraint and capacity constraint. As can be seen from Figure 5 , the sink node 0 receives total flows and the senor 4 has most energy burden. It is noted that the convergence of proposed algorithm is faster than that of gradient based rate control algorithm significantly. The proposed algorithm converges before 70 iterations while the gradient algorithm converges after 250 iterations.
Next, the number of source node is varied to observe the change of network utility. The numbers of source nodes are 6,7 and 8 in three consecutive periods, respectively. Correspondingly, network utilities are presented in Figure 6 . It can be observed that the accelerated algorithm is much faster than regular one in three periods. Specifically, the fast NUM converges before 30 iterations in period 1 (0 iteration -1000 iterations) and period 2 (1001 iteration -2000 iteration) while the regular NUM converges after 150 iterations in the same period. Although fast NUM has fluctuation before convergence in period 3 (2001 iteration-3000 iteration), it converges faster than the regular one.
In order to further study the specific performance difference, two algorithms are tested over different networks. Firstly, we randomly generated 20 sensor networks, with different number of sensors between [11, 30] and one sink. These sensors are bound to a sink with unique paths. Two methods are implemented over the 20 networks. The algorithms will be terminated when the following conditions are satisfied [33] . (7), (8) .
The number of termination iterations for two methods are presented in Figure 7 . It can be observed that fast distributed rate control algorithm achieves fast convergence than regular one over the 20 networks. The average number of iterations is 61.4 to obtain convergence for accelerated methods, and the number is 573.45 for the gradient method. For each network, accelerated gradient method tends to converge much faster than the gradient method. Since communication is unavoidable in the process of distributed algorithm to exchange local information, the accelerated method significantly decrease the overload of communication and energy overload due to its fast convergence. Although energy transfer is capable of energy replenishment for sensors, the received energy is limited due to the transfer power and distance between energy transfer and sensor.
VI. CONCLUSIONS
In this paper, a novel network utility model is considered for RF energy harvesting wireless sensor network. We have proposed an accelerated distributed dual-based gradient method for solving the rate control problem in RF energy harvesting wireless sensor network. The results indicate that the proposed algorithm has significant improvement as compared to the regular gradient algorithm for resource allocation in wireless sensor network. In future, we will consider how to optimize the routing and rate jointly in order to more effectively exploit the RF energy harvesting in sensor networks. Another interesting problem is to consider the case with directional wireless energy transmitter.
