Abstract. We suggest an algorithm computing, in some cases, an explicit generating set for the Néron-Severi lattice of a Delsarte surface.
Introduction
Throughout the paper, all algebraic varieties are over C. 
(1)-(4).
We are interested in certain birational invariants of Delsarte surfaces. For this reason, we silently replace Φ A with its resolution of singularities. The particular choice of the resolution is not important; e.g., one can take the minimal one.
For an alternative description of Delsarte surfaces, introduce the multiplicative abelian group G ∼ = Z 3 with a distinguished generating set t 0 , t 1 , t 2 , t 3 subject to the only relation t 0 t 1 t 2 t 3 = 1. Then, each epimorphism α : G ։ G to a finite group G gives rise to a Delsarte surface Φ[α], see §2.2 and Definition 2.2. By an abuse of the language, an epimorphism α as above is referred to as a finite quotient of G.
Definition 1.2.
In the examples, we will consider the following four special classes of Delsarte surfaces, corresponding to special finite quotients α : G ։ G:
( We compute the two latter groups, which are birational invariants of the surface. The motivation for our interest is Shioda's algorithm [8] computing the Picard rank ρ(Φ[α]). In some cases (most notably, if |G| is prime to 6, cf. Corollary 1.8 below), this computation implies that NS(Φ[α]) ⊗ Q = S[α] ⊗ Q, i.e., NS(Φ [α] ) is generated by the components of V [α] over Q; hence, a natural question is if this generation property still holds over the integers, i.e., if T[α] = 0. We answer this question in the affirmative for a few special classes of surfaces, while showing that, in general, the answer is in the negative.
Principal results. Introduce the following subgroups of G:
• G ij is generated by t i and t j , i, j = 0, 1, 2, 3;
• G i is generated by t i t j and t i t k , i = 1, 2, 3 and {i, j, k} = {1, 2, 3};
• G = := i G i is generated by t 1 t 2 , t 1 t 3 , and t 2 t 3 . Given a finite quotient α : G ։ G, denote G * := G/α(G * ) (for a subscript * of the form ij, i, or =) and let δ[α] := |G = | − 1 ∈ {0, 1}. (In more symmetric terms, G i depends only on the partition {0, i} ∪ {j, k} of the index set, and G = is generated by all products t i t j , i, j = 0, 1, 2, 3; one has [G :
Recall that the length ℓ(A) of a finitely generated abelian group A is the minimal number of generators of A, and the exponent exp A of a finite abelian group A is the minimal positive integer m such that mA = 0. For a finite quotient α : G ։ G, the exponent exp G is the minimal positive integer m such that mG ⊂ Ker α, and we can also define the height ht α := exp G/n, where n is the maximal integer such that Ker α ⊂ nG. Note that (exp G) 3 /|G| is an integer dividing (ht α)
2 . The principal results of the paper (combined with those of [2] ) are stated below, with references to the proofs given in the statements. Theorem 1.4 (see [2] and §3.1). For any finite quotient α : G ։ G, one has
the product running over all pairs 0 i < j 3. This group is trivial for any of the four special classes of Delsarte surfaces introduced in Definition 1.2. In general, the group π 1 (Φ[α]) is cyclic and its order |π 1 (Φ[α])| divides ht α. (Φ[α] ; C) splits into multi-eigenspaces, which are all of dimension at most 1, see [7, 8] . Comparing the dimensions (or using the explicit description of the kernel, see §4.2), one can see that each eigenspace present in H 2 (V [α]; C) is mapped epimorphically onto the corresponding eigenspace in H 2 (Φ[α]; C). Theorem 1.7. One has T[α] = 0 in each of the following three cases:
(1) Fermat surfaces Φ[α], α = m ∈ N + , see [2] or §4.1; (2) Delsarte surfaces unramified at ∞, see [2] ; (3) cyclic Delsarte surfaces, see §5. Besides, one has the following stronger bound :
For Fermat surfaces, the primitivity statement was suggested in [7, 1] , and it was verified numerically in [5] for all values of m prime to 6 in the range 5 m 100. For cyclic Delsarte surfaces, Theorem 1.7(3), the statement was conjectured in [6] , where it was verified for all cyclic quotients α : G ։ G with |G| 50. It is worth emphasizing that, since both the action of G (obvious) and the intersection matrix of V [α] (see, e.g., [5] ) are known, Corollary 1.8 gives us a complete description of the Néron-Severi group NS(Φ[α]), including the lattice structure and the action of
the lattice structure can be recovered using the algorithm outlined in §3.4.
1.3.
Contents of the paper. In §2, we introduce Delsarte surfaces Φ and the 'obvious' divisors V ⊂ Φ and discuss their description in terms of ramified coverings of the plane. In §3, most principal results of the paper are reduced to the problem of analyzing the integral torsion of a certain Alexander module, see (3.7) and (3.8). Most result are proved in §4; an exception is the case of cyclic Delsarte surfaces, which is treated separately (and slightly differently) in §5. Finally, in §6, we discuss a few numeric examples (obtained from experiments with small random matrices), illustrating the sharpness of most bounds on the one hand and the complexity of the general problem on the other.
Preliminaries
2.1. Conventions. The notation Tors A stands for the Z-torsion of an abelian group A. We emphasize that Tors always refers to the integral torsion, even if A is a module over a larger ring. This convention applies also to the rank rk A and length ℓ(A): we regard A as an abelian group. We abbreviate A/Tors := A/Tors A.
We denote by ψ m (t) the cyclotomic polynomial of order m, i.e., the irreducible (over Q) factor of t m − 1 that does not divide t n − 1 for 1 n < m. We also make use of the polynomialsφ m (t) :
Unless stated otherwise, all homology and cohomology groups have coefficients in Z. Since all spaces involved have homotopy type of CW-complexes, the choice of a theory is not important; for example, one can use singular (co-)homology.
Given a closed oriented 4-manifold X, we identify H 2 (X) = H 2 (X) by means of Poincaré duality. In particular, if X is a smooth compact complex analytic surface, we regard the Néron-Severy lattice NS(X) as a sublattice of H 2 (X)/Tors (with the usual intersection index pairing), so that a divisor D ⊂ X is represented by its
Given a smooth compact analytic surface X and a divisor D ⊂ X, we denote by S D ⊂ NS(X) the subgroup generated by the irreducible components of D. In other words,
, where ι : D ֒→ X is the inclusion. We will also consider the groups
which are birational invariants of the pair (X, D). More precisely, if σ : X ′ → X is a blow-down map and D ′ := σ * D, then σ * and σ * induce isomorphisms given by
Both maps are ramified coverings; π A and π B • π A : (z i ) → (z m i ) are ramified over the union R := R 0 + R 1 + R 2 + R 3 ⊂ Φ of the traces of the coordinate planes,
The fundamental group π 1 (Φ R) is abelian and, by Poincaré-Lefschetz duality, there are canonical isomorphisms
where G is the abelian group introduced in §1.1 and a generator t i ∈ G evaluates to the Kronecker symbol δ ij on the fundamental class [R j ] (with its canonical complex orientation). Thus, away from the ramification locus R, the unramified topological covering π A is uniquely determined by a finite index subgroup of G, viz. the image of
A (R)), or, equivalently, by a finite quotient α : G ։ G. 
and define the divisors
(Here, the subscript * is either empty or an appropriate index in the range 0, . . . , 3.) To avoid excessive nested parentheses, introduce the shortcuts 3.1. The fundamental group: proof of Theorem 1.4. The expression for the group π 1 (Φ[α]) in terms of α is found in [2] , and the statement that π 1 (Φ[α]) = 0 for Fermat surfaces and unramified or diagonal Delsarte surfaces is immediate. We postpone the case of cyclic Delsarte surfaces till §5.2, where the necessary framework is introduced.
In general, we can assume that the kernel Ker α is generated by three vectors v i := t 3.2. The reduction. Our proof of Theorems 1.5 and 1.7 is based on the following homological reduction of the problem.
Theorem 3.1. Let D be a divisor in a smooth compact analytic surface X, and let
be the kernel of the homomorphism κ * induced by the inclusion. Then there are canonical isomorphisms
Proof. The inclusion homomorphism κ * :
is Poincaré dual to the homomorphism β in the following exact sequence of pair (X, D):
Hence, K(X, D) = Coker ι * , and both statements are immediate, cf. [2] , using the definition of the Ext groups in terms of projective resolutions and the canonical isomorphism Ext(A, Z) = Hom(A, Q/Z) for any finite abelian group A.
The modules A[α] and B[α]. The groups H
) for Delsarte surfaces were computed in [2] , using the covering Φ
•
. be the ring of Laurent polynomials, and consider the homomorphism ∂ : A[0] → Λ of Λ-modules defined as follows: A[0] is the Λ-module generated by six elements a i , c j , i, j = 1, 2, 3, subject to the relations
and ∂ is (3.6)
For an epimorphism α : 
The homomorphism κ * in Theorem 3.1 factors through the free abelian group
The homology H 0 and
-submodule generated by c 1 , c 2 , c 3 . Summarizing, we can restate Theorem 3.1 as follows: We outline this description, in the hope that it may be useful in the future.
The lattice S[α] has a vector of positive square (e.g., the hyperplane section class); hence, the Hodge index theorem implies that S[α] is non-degenerate and its dual group S * can be identified with a subgroup of S[α] ⊗ Q: 
Indeed, the subgroups K ⊂ K ⊥ are the orthogonal complements of each other (in particular, K is isotropic), and
For further details concerning discriminant forms and lattice extensions, see [4] .
Consider the Λ[α]-moduleB[α] generated by c 1 , c 2 , c 3 subject to relations (3.2). The geometric description found in [2] establishes a canonical, up to the coordinate action of G,
see (2.3) for the notation; in general, we use, in addition, the natural identifications
. Consider the modules
It is immediate from the construction (with (3.7) taken into account) that the group K/K ′ is canonically isomorphic to S * /S * . The homomorphism K → discr S[α] is easily computed using (3.9) and the intersection matrix of the components of V [α], see, e.g., [5] , and the subgroup K ⊥ ⊂ discr S[α] defining the extensionS[α] ⊃ S[α] as described above is found as the image of K ′ .
4. Proof of Theorem 1.5
Throughout this section, we consider a finite quotient α : G ։ G and fix the notation m := exp G.
4.1.
Alternative proof of Theorem 1.7(1). This proof repeats almost literally the one found in [2] , except that we analyze the module B[α] instead of A[α]. This analysis (slightly more thorough than in [2] ) is used in the sequel.
Assume that α = m : G ։ G = G/mG and consider the filtration
where • B 3 is generated by c 3 ) and using (3.2), we have u := (t 2 − t
. Hence, using (3.2) again, we obtain epimorphisms
If m = 2k is even, arguing as in [2] we can refine (4.4) to
where t := t 0 = t 1 = t −1
3 . Indeed, since t 2 u = t 3 u = t 
(which is easily established by multiplying both sides by t 2 − 1), we immediately conclude thatφ k (t 
4.2.
Proof of Theorem 1.5. In view of (3.8), the rank rk
The group algebra C[G/mG] is semisimple, and we have
see §4.1. The rank formula in the theorem is obtained by tensoring this expression by C[G] and using isomorphisms (4.1)-(4.5). Let (i, j, k) be a permutation of (1, 2, 3), and introduce the following parameters, measuring the 'inhomogeneity' of Ker α:
• m i is the order of the image α(t i ) in G;
• n i is the order of the image of
• n jk is the order of the image of t j (or (4.4). In addition toφ q (t)u = 0, we also haveφ s/2 (t 2 )u = 0, cf. the end of §4.1.
, we obtain an extra torsion term:
Comparing the ranks, we conclude that the elements indicated above exhaust all torsion that may be present in B[α]. Proof. The first statement is immediate from the definition of the divisors involved: set-theoretically, one has
). The second statement is well known: since π is a generically finite-to-one map of degree d, the assertion is geometrically obvious for the class of an irreducible curve C ⊂ Φ[α] not contained in the ramification locus; then, it remains to observe that NS(Φ[α]) is generated by such classes (e.g., very ample divisors).
By Lemma 4.10, we have induced maps
whose composition π * • π * is the multiplication by d. Since the group in the middle is torsion free, see Theorem 1.7 (1) (Φ[α] ; C) has dimension at most 1, see [7, 8] . Hence, S[α] ⊗ Q is a direct sum of whole eigenspaces, which are obviously nondegenerate and orthogonal. 4.5. Proof of Corollary 1.8. According to [7] , for any integer m ∈ N + prime to 6, one has NS(Φ 
Cyclic Delsarte surfaces
Throughout this section, we fix an epimorphism α : G ։ G and assume that G is a finite cyclic group, |G| = m. The following statement is an immediate consequence of (5.1) and (5.2).
are mutually exclusive. Furthermore, d may satisfy either (1) for at most one pair i < j or (2) for at most one value of i ∈ {1, 2, 3}. 
Recall that, for p, q ∈ Z, one has gcd(t p − 1, t q − 1) = t gcd(p,q) − 1. Hence, the polynomials introduced are subject to the following divisibility relations:
gcd(σ 12 , σ 13 , σ 23 ) = ρo, ρ := (t + 1)
(see (5.2) ).
(The third relation follows from the similar relations for the exponents m * , which, in turn, are consequences of (5.1).) These relations hold in the following ideal sense: the ideal generated in R := Z[t ±1 ] by the polynomials in gcd(. . .) the left hand side of a relation equals the ideal generated by the polynomial in the right hand side. In particular, they hold over Z as well as over any field.
We regard A[α] as an R-module. It is generated by a 1 , a 2 , a 3 , c 1 , c 2 , c 3 , and the defining relations are (3.3)-(3.5) with t i = t mi , i = 1, 2, 3, and 
Given a field k, the reduction A[α] ⊗ k is a finitely generated module over the principal ideal domain kR :
hence, it decomposes into direct sum of cyclic modules,
where f 1 , . . . , f 6 are the invariant factors of M ⊗ k, i.e., the diagonal elements of the Smith normal form of the matrix. Recall that
are elements of kR that can be found as f r = (gcd S r )/(gcd S r−1 ), r = 1, . . . , 6, where S r is the set of all (r × r)-minors of M ⊗ k.
All nontrivial minors of M are products of polynomials of the form (t s − 1). Computing all (r × r)-minors, r = 1, . . . , 6, we obtain six lengthy sequences S r . Since we are interested in the greatest common divisors only, we use (5.4) (in the ideal sense as explained above) and simplify these sequences as described below.
Whenever a sequence S contains a subsequence of the form • βσ, βσ 1 , βσ 2 , βσ 3 , or
• βσ i , βσ j , βσ ik for some {i, j, k} = {1, 2, 3}, or
where β is a common factor, one can append to S the product βo. After all such additions have been made, one can shorten S by removing all nontrivial multiples of any element β ∈ S. We repeat these two steps until S stabilizes, and then apply a similar procedure, replacing each subsequence βσ 12 , βσ 13 , βσ 23 with the product βρo. Denoting by S ′ r the result of the simplcication, we have
Another observation is the fact that S 6 is a subset of {σβ | β ∈ S 5 }; hence, one has σ(gcd S 5 ) | gcd S 6 . On the other hand, A[α] is a Z[G]-module and all its invariant factors are divisors of σ. Taking into account (5.6), we easily obtain all invariant factors (in any characteristic) except f 5 : 
for some permutation (i, j, k) of (1, 2, 3). As in Lemma 5.3, the two conditions are mutually exclusive and d ′ may satisfy either (1) for exactly one pair i < j or (2) for exactly one value of i.
In case (1), assume that (i, j) = (1, 2) and is at most (and hence equal to) q 12 , i.e., the one given by (5.8). If d ′ = 1, the multiplicity of ψ 1 = o (in addition to the four copies present in each term automatically) is counted by a similar argument, using the fact that d = p itself satisfies at most one of the two conditions in Lemma 5.3 and with at most one parameter set. The extra multiplicity is min(q, q i , q j ) in case (1) or min(q ij , q ik ) in case (2), i.e., again the one given by (5.8) (where the product is to be restricted to the divisors d | m that are powers of p).
As in §5.4, the case where δ[α] = 1 and either d ′ = 2 or p = 2 needs special attention, taking into account the common divisor 2 of all m ij . We leave details to the reader.
Summarizing, we conclude that, for any prime p, the invariant factor f 5 of the F p R-module A[α] ⊗ F p is merely the (mod p)-reduction of (5.8). 
Examples
In conclusion, we mention a few numeric examples showing the sharpness of most estimates stated in §1.2. Most examples result from experiments with random matrices, and it appears that the presence of a nontrivial torsion in B[α] is quite common. The input for the computation is a (3 × 3)-matrix M whose rows are the coordinates (in the basis t 1 , t 2 , t 3 ∈ G) of three vectors generating Ker α. Usually, this matrix is in the form diag(m 1 , m 2 , m 3 )M ′ , where diag is a diagonal matrix and M ′ is unimodular: in the experiments, the diagonal part was fixed while M ′ was chosen randomly.
To shorten the display, we represent the isomorphism class of the finite group 3. This example explains also why, in the proof of Theorem 1.7(3) in §5, we had to consider the matrix (5.5) with rather long sequences of minors instead of a much simpler matrix given by Corollary 4.6: the latter just would not work, as the corresponding module may have torsion.
