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INTEGER-VALUED POLYNOMIALS, PRU¨FER DOMAINS
AND THE STACKED BASES PROPERTY
JACQUES BOULANGER AND JEAN-LUC CHABERT*
Abstract. To study the question of whether every two-dimensional Pru¨fer
domain possesses the stacked bases property, we consider the particular case
of the Pru¨fer domains formed by integer-valued polynomials. The description
of the spectrum of the rings of integer-valued polynomials on a subset of a rank-
one valuation domain enables us to prove that they all possess the stacked bases
property. We also consider integer-valued polynomials on rings of integers of
number fields and we reduce in this case the study of the stacked bases property
to questions concerning 2× 2-matrices.
1. Introduction
The stacked bases property -or simultaneous bases property- was introduced
in the attempts to generalize to domains the stacked bases theorem of finitely
generated abelian groups or, more generally, of finitely generated modules over
principal ideal domains.
Definition 1.1. (see [17, Chapter V, §4]) An integral domain D is said to have
the stacked bases property if, for every free D-module M with finite rank m and
every finitely generated submodule N of M of rank n ≤ m, there exist rank-one
projective D-modules P1, P2, · · · , Pm and nonzero ideals I1, I2, · · · , In of D such
that:
M = P1 ⊕ P2 ⊕ · · · ⊕ Pm , N = I1P1 ⊕ I2P2 ⊕ · · · ⊕ InPn ,
and Ij+1 ⊆ Ij for 1 ≤ j ≤ n− 1 .
It is known that every Dedekind domain has the stacked bases property [15,
Theorem 22.12]. If we try to extend such a result to non-Noetherian domains, we
are led to consider Pru¨fer domains and it is known [3] that every one-dimensional
Pru¨fer domain has the stacked bases property as well as every Pru¨fer domain of
finite character (that is, such that every nonzero element is contained in at most
finitely many maximal ideals). Thus, since 1987, the question raised by Brewer,
Katz and Ullery [2] was:
Does every Pru¨fer domain have the stacked bases property?
For long ago, we also knew [9, 4.3 and 4.4] that the ring of integer-valued poly-
nomials
Int(Z) = {f(X) ∈ Q[X ] | f(Z) ⊆ Z}
2010 Mathematics Subject Classification. Primary 13F20; Secondary 13C10, 13F05.
Key words and phrases. Integer-valued polynomials, Pru¨fer domain, stacked bases property,
UCS property.
1
2 JACQUES BOULANGER AND JEAN-LUC CHABERT*
is a two-dimensional Pru¨fer domain that is not of finite character. That is why
Heinzer, who was well aware of this fact, suggested to Brewer to “try integer-
valued polynomials” [5]. This very natural ring Int(Z) could be a counterexample
as it was for several questions of commutative algebra. In fact, Brewer was not
able to answer the question for the ring Int(Z) but, with Klingler, he obtained nice
results by considering other rings of integer-valued polynomials.
Recall that, for any domain D with quotient field K and any subset E of D, the
ring of integer-valeud polynomials on E with respect to D is:
Int(E,D) = {f(X) ∈ K[X ] | f(E) ⊆ D} .
Brewer and Klingler first proved in 1991 that:
Proposition 1.2. [4] If D is a semi-local principal domain with finite residue fields
then the ring Int(D) = Int(D,D) is a two-dimensional Pru¨fer domain which has
the stacked bases property.
More interesting is the following:
Theorem 1.3. Let V be an n-dimensional valuation domain and let E be a subset
of V which is assumed to be precompact (that is, its completion is compact). Then,
(1) The domain Int(E, V ) is Pru¨fer with dimension n+ 1 [8].
(2) The domain Int(E, V ) has the stacked bases property [6].
Consequently, there are Pru¨fer domains of any dimension which are not of finite
character and which have the stacked bases property. The remaining question is
then:
Question. Are there two-dimensional Pru¨fer domains which do not have the
stacked bases property? In particular, does Int(Z) have the stacked bases property?
We may notice that in the examples studied by Brewer and Klinger, the ground
domain V is quasi-local (Theorem 1.3) or semi-local (Proposition 1.2), while Z is
not semi-local. In this paper, we give no answer, just contributions by focusing
on rings of integer-valued polynomials which are two-dimensional Pru¨fer domains.
There are two kinds of results: in a first part, concerning the ‘local case’ (sections
2, 3 and 4), we show that, for every rank-one valuation domain V and every subset
E of V , if Int(E, V ) is a Pru¨fer domain, then Int(E, V ) has the stacked bases
property (Theorem 4.3). In order to prove this result, using Frisch’s results [16],
we give first a complete description of the spectrum of Int(E, V ) when Int(E, V ) is
Pru¨fer (Theorem 3.5). In a second part (section 5), we study the ‘global case’ with
Int(OK) where OK denotes the ring of integers of a number field K and we reduce
the question to know whether Int(OK) has the stacked bases property to questions
concerning 2×2-matrices (Theorem 5.6) by continuing the work undertaken in [12].
2. Local study: Pru¨fer domains and pseudo-monotone sequences
Notation. Let K be a valued field, that is, a field endowed with a rank-one valuation
v [v(K∗) is a subgroup of (R,+) ]. We denote by V the valuation domain, m its
maximal ideal, and E a subset of V .
In view of the first assertion of Theorem 1.3, the first question that arises and
which is posed in [8] is:
The precompactness of E is sufficient for Int(E, V ) to be a Pru¨fer domain. Is it
necessary?
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Here are partial answers given to this question:
• Yes, when V is a discrete valuation domain [8].
• Yes, when E is a subgroup of the group (V,+) [23].
• Yes, when E is a regular subset of V [13] (generalized regular subsets in Amice’s
sense are defined in [14]; every additive or multiplicative subgroup of V is regular).
• Yes, when the completion V̂ of V is maximally complete [13] (that is, when V̂
possesses no proper immediate extensions; this is the case when V is discrete).
• No in general: if E is formed by the elements of a pseudo-convergent sequence of
transcendental type, then Int(E, V ) is Pru¨fer while E is a non-precompact subset
[21] (the definition of pseudo-convergence is recalled below).
Finally, this last counterexample suggested to Peruginelli the following charac-
terization:
Theorem 2.1. [24] The ring Int(E, V ) is Pru¨fer if and only if the only pseudo-
monotone sequences contained in E are either Cauchy sequences or pseudo-conver-
gent sequences of transcendental type.
Let us recall now what are pseudo-monotone sequences. The notion of pseudo-
convergent sequence was introduced by Ostrowski [22, §11, n0 62] and later ex-
tended by symmetry in [11] to characterize the polynomial closure E of any subset
E of V .
Definition 2.2. A sequence {xn}n≥0 of elements of V is said to be pseudo-
monotone if one of the three following conditions hold:
(1) the sequence is pseudo-convergent
∀n > m > l ≥ 0 v(xn − xm) > v(xm − xl) ,
(2) the sequence is pseudo-divergent
∀n > m > l ≥ 0 v(xn − xm) < v(xm − xl) ,
(3) the sequence is pseudo-stationary
∀n > m > l ≥ 0 v(xn − xm) = v(xm − xl) .
Moreover, a pseudo-convergent sequence {xn}n≥0 is said to be of transcendental
type if, for every polynomial f(X) ∈ K[X ], the sequence {v(f(xn))}n≥0 is eventu-
ally stationary.
In order to prove that, if the ring Int(E, V ) is Pru¨fer, then it has the stacked
bases property, we need to describe the spectrum of Int(E, V ). In fact, we do not
really need to know the characterization given by Theorem 2.1 since to obtain this
description of the spectrum, we only need to know the following:
Lemma 2.3. [13] If the ring Int(E, V ) is Pru¨fer, then E does not contain any
sequence which is either pseudo-divergent or pseudo-stationary.
Proof. Assume that the conclusion of Lemma 2.3 does not hold: E contains a
sequence {xn}n≥0 which is either pseudo-divergent or pseudo-stationary. Then, it
follows from [11, Prop. 4.8] that the closed ball
B(x0, v(x1 − x0)) = {y ∈ V | v(y − x0) ≥ v(x1 − x0)}
is contained in the polynomial closure E of E, where
E = {y ∈ V | ∀f ∈ Int(E, V ) f(y) ∈ V }.
Consequently,
Int(E, V ) = Int(E, V ) ⊆ Int(B(x0, v(x1 − x0)), V ) .
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Now, note that the existence in V a pseudo-divergent sequence implies that v is not
discrete and the existence of a pseudo-stationary sequence implies that the residue
field V/m is infinite. It is known that in both cases [7, I.3.16]:
Int(B(0, 1), V ) = Int(V ) = V [X ] .
Thus
Int(B(x0, v(x1 − x0)), V ) = V
[
X − x0
x1 − x0
]
and Int(E, V ) cannot be Pru¨fer since its overring V
[
X−x0
x1−x0
]
is not. 
Remark 2.4. Let W be any valuation domain and let E be a subset of W such that
Int(E,W ) is a Pru¨fer domain. We know that it is the case when E is precompact [8,
Theorem 4.1]. If E is not precompact, following the beginning of the proof of [23,
Theorem 2.7], W has a height-one prime ideal p and the domain Int(E,Wp) is
Pru¨fer. Consequently, E has to satisfy the conditions of Theorem 2.1 with respect
to the rank-one valuation domain V = Wp.
3. The spectrum of Int(E, V )
We look first at what can be said when there is no pseudo-divergent sequence.
Lemma 3.1. If E does not contain any pseudo-divergent sequence, then E admits
v-orderings.
Let us recall the notion of v-ordering introduced by Bhargava [1]: a v-ordering
of E is a sequence {an}n≥0 of elements of E where, for every n ≥ 1, an satisfies
v
(
n−1∏
k=0
(an − ak)
)
= inf
x∈E
v
(
n−1∏
k=0
(x− ak)
)
.
Proof. We prove by induction on n that there exists a sequence a0, . . . , an which
is the beginning of a v-ordering of E. We know that a0 may be any element of
E. Assume that a0, . . . , an are choosen in such a way that there are the first terms
of a v-ordering of E. We are looking for some an+1 ∈ E which minimizes v(h(x))
where h(x) =
∏n−1
k=0 (x − ak) for x ∈ E. If infx∈E v(h(x)) was not a minimum,
there would exist an infinite sequence {xm}m≥0 of elements of E such that the
sequence {v(h(xm))}m≥0 is strictly decreasing. Since the sequence {v(h(xm))} is
the sum of the n sequences {v(xm − ai)} of non-negative numbers, at least one
of these n sequences admits an infinite subsequence which is strictly decreasing.
This is a contradiction with the hypothesis. Thus, there exists an+1 ∈ E such that
v(h(an+1)) = infx∈E v(h(x)). 
Lemma 3.2. If E admits v-orderings, then every prime ideal P of Int(E, V ) lying
over the maximal ideal m contains the ideal Int(E,m) = {f ∈ K[X ] | f(E) ⊆ m}.
Proof. Let {an}n≥0 be a v-ordering of E. For each n ≥ 0, let fn(X) =
∏n−1
k=0
X−ak
an−ak
.
One knows that the polynomials fn form a basis of the V -module Int(E, V ) (cf.[1]).
Let f ∈ Int(E,m) and write:
f(X) =
d∑
k=0
ckfk(X) with ck ∈ V.
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Clearly, for instance by means of the recursive formula
ck = f(ak)−
k−1∑
h=0
chfh(ak),
one has:
inf
a∈E
v(f(a)) = min
0≤k≤d
v(ck) = min
0≤k≤d
v(f(ak)) = δ > 0.
Let t ∈ m be such that v(t) = δ, then 1
t
f(X) ∈ Int(E, V ), and hence, f(X) ∈
t Int(E, V ) ⊆ P. 
Now, we see what can be said when moreover there is no pseudo-stationary
sequence.
Lemma 3.3. If E does not contain any pseudo-divergent sequence or any pseudo-
stationary sequence, then every polynomial f(X) ∈ Int(E, V ) takes on E only
finitely many values modulo m.
Proof. Let {an}n≥0 be a v-ordering of E. Fix some n ≥ 0 and let us prove first the
conclusion for the polynomial fn(X) =
∏n−1
k=0
X−ak
an−ak
. Let hn(X) =
∏n−1
k=0 (X − ak)
and wE(n) = v(
∏n−1
k=0 (an − ak)). By definition of v-orderings, for every x ∈ E,
v(hn(x)) ≥ wE(n). If v(hn(x)) > wE(n), then fn(x) ≡ 0 (mod m). We may
restrict our study to the elements x of E0 = {x ∈ E | v(hn(x)) = wE(n)}.
We claim that, for each 0 ≤ k < n, the set Nk = {v(x − ak) | x ∈ E0} is
finite. Assume that there exists some k such that the set Nk is infinite. Then,
it contains a stricly increasing or strictly decreasing sequence {v(xm − ak)}m≥0,
in fact, the sequence is stricly increasing, since otherwise the sequence {xm}m≥0
would be pseudo-divergent, contrarily to the hypothesis. It follows then from the
equality v(hn(x)) = wE(n) that there exists at least another k
′ such that the set
{v(xm−ak′) | m ≥ 0} is also infinite. For the same reason, we can extract from the
sequence {xm}m≥0 a sequence {x′m}m≥0 such that the sequence {v(x
′
m − ak′ )}m≥0
is strictly increasing. And so on . . . and we reach a contradiction.
Let S be a set of representatives of V modulo m and, for each ν ∈ v(V ∗), choose
some dν ∈ V such that v(dν) = ν. We claim that, for every k ∈ {0, 1, . . . , n − 1}
and every ν ∈ Nk, the set
Sk,ν = {s ∈ S | ∃x ∈ E0 v(x − ak) = ν and
x− ak
dν
≡ s (mod m)}
is finite. Assume that, for some k and some ν ∈ Nk, this set is infinite. Then,
we could extract from E0 a sequence {xm}m≥0 such that v(xm − ak) = ν and
xm−ak
dν
≡ sm (mod m) where all the sm’s are distinct. Consequently, for all m 6= l,
we would have v(xm − xl) = ν and the sequence {xm}m≥0 would be stationary.
Finally, the number of values of fn(x) modulo m for x ∈ E is finite since it is less
or equal to 1+
∏n−1
k=0 Card(Nk)×max {Card(Sk,ν) | ν ∈ Nk}. Now, let f(X) be any
polynomial of Int(E, V ) of degree d. The values of f on E are linear combinations
of those of the polynomials f0, f1, . . . , fd with coefficients c0, c1, . . . , cd ∈ V which
depend only on f . Consequently, there are finitely many modulo m. 
Recall Frisch’s following result:
Lemma 3.4. [16, Lemma 5.1] If every polynomial of Int(E, V ) takes only finitely
many values modulo m, then every prime ideal of Int(E, V ) containing Int(E,m) is
maximal with residue field isomorphic to V/m.
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Proof. Let P be a prime ideal of Int(E, V ) containing Int(E,m). Let S be a set of
representatives of V modulo m. Let f ∈ Int(E, V ) and let a1, · · · , ar ∈ S be a set
of representatives of the residue classes modulo m of the values of f on E. Then,∏r
i=1(f−ai) is in Int(E,m) ⊆ P. Consequently, there exists i such that f−ai ∈ P.
Thus, S is also a set of representatives of Int(E, V ) modulo P. 
Now, we are able to describe the spectrum of the ring Int(E, V ) when it is a
Pru¨fer domain, and more generally:
Theorem 3.5. Assume that E does not contain any pseudo-divergent or pseudo-
stationary sequence. Then, the prime ideals of Int(E, V ) are the following:
(1) The nonzero prime ideals lying over the ideal (0) of V are in one-to-one
correspondence with the monic irreducible polynomials q of K[X ]. To the
polynomial q corresponds the ideal:
Pq = {qh ∈ Int(E, V ) | h ∈ K[X ] } = qK[X ] ∩ Int(E, V ) .
(2) The prime ideals lying over the maximal ideal m of V are maximal with
residue field isomorphic to V/m. They are the ideals of the form
mU = {f ∈ Int(E, V ) | f
−1(m) ∈ U}
where U is any ultrafilter on E.
Consequently, dim(Int(E, V )) = 2.
Proof. Assertion (1) is a general result without any hypothesis [7, V.1.2]. The first
part of assertion (2) is a straightforward consequence of Lemmas 3.1, 3.2, 3.3 and
3.4. The second part is a particular case of [16, Theorem 5.3]. Finally, note that,
for each a ∈ E, the ideal
ma = {f ∈ Int(E, V ) | f(a) ∈ m}
which corresponds to the trivial ultrafilter associated to a is a maximal ideal, and
the last assertion follows from the obvious fact that PX−a ⊆ ma. 
Among the maximal ideals lying over m, we just mentioned ideals of the form
ma = {f ∈ Int(E, V ) | f(a) ∈ m} where a is any element of E. Classically, there are
other ideals of this type, those associated to the elements of the completion of E :
let V̂ , m̂, and Ê denote the completions of V , m, and E for the topology associated
to the valuation. Thanks to the continuity of the integer-valued polynomials [8],
we have the containment:
Int(E, V ) ⊆ Int(Ê, V̂ ) .
Therefore,
∀x ∈ Ê mx = {f ∈ Int(E, V ) | f(x) ∈ m̂}
is a maximal ideal of Int(E, V ). There is another way to characterize this ideal mx :
if {xn}n≥0 is a sequence of elements of E with limit x, then
mx = {f ∈ Int(E, V ) | f(xn) ∈ m for almost all n } .
This is the ideal associated to the filter formed by the cofinite subsets of the set
{xn | n ≥ 0}. That suggest the idea of other ideals lying over m : if {xn}n≥0 is an
infinite sequence of distinct elements of E, we may consider the ideal
m{xn} = {f ∈ Int(E, V ) | f(xn) ∈ m for almost all n }.
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But, this ideal of Int(E, V ) is not necessarily prime: it will be the case if the
fact that f(xn) ∈ m for infinitely many n implies that f(xn) ∈ m for almost all
n. Here is such an example: let {xn}n≥0 be a pseudo-convergent sequence, that
is, a sequence such that the sequence {v(xn+1) − v(xn)}n≥0 is strictly increasing.
Clearly, a subsequence of a pseudo-convergent sequence is still pseudo-convergent.
As a consequence:
Proposition 3.6. If {xn}n≥0 is a pseudo-convergent sequence of elements of E,
then the following ideal is a maximal ideal of Int(E, V ) lying over m :
m{xn} = {f ∈ Int(E, V ) | f(xn) ∈ m for almost all n }.
Definition 3.7. [22] An element x is said to be a pseudo-limit of a pseudo-
convergent sequence {xn}n≥0 if the sequence {v(x− xn)}n≥0 is strictly increasing.
In fact, we have the following identity between maximal ideals:
Proposition 3.8. If x is a pseudo-limit of a pseudo-convergent sequence {xn}n≥0,
then mx = m{xn}.
In order to prove this equality, recall:
Lemma 3.9. [22] or [19, Lemma 1]. If {xn}n≥0 is a pseudo-convergent sequence,
then one of the following assertions holds:
(1) ∀n v(xn+1) > v(xn),
(2) ∃n0 ∀n ≥ n0 v(xn+1) = v(xn).
Lemma 3.10. [22] or [19, Lemma 5]. If {xn}n≥0 is a pseudo-convergent sequence
then, for every f(X) ∈ K[X ], there exists n0 such that the sequence {f(xn)}n≥n0
is pseudo-convergent.
Proof of Proposition 3.8. Since the ideals are maximal, it is enough to prove the
containment m{xn} ⊆ mx. Let f ∈ m{xn}. There exists n1 such that, for n ≥ n1,
f(xn) is pseudo-convergent by Lemma 3.10, v(f(xn)) ≥ v(f(xn1 )) by Lemma 3.9,
and f(xn} ∈ m by definition of the ideal m{xn}. Let t ∈ V be such that v(t) =
v(f(xn1)). Then, v(t) > 0 and, for n ≥ n1,
1
t
f(xn) ∈ V . Let F = {xn}n≥n1 ,
then 1
t
f(X) ∈ Int(F, V ). Lemma 3.11 below implies that 1
t
f(x) ∈ V , and hence,
f(x) ∈ tV ⊆ m, that is, f ∈ mx. 
Lemma 3.11. [10, Theorem 9.2] or [11, Proposition 4.8]. Every pseudo-limit x of
a pseudo-convergent sequence contained in E belongs to the polynomial closure of
E, that is, if f(E) ⊆ V , then f(x) ∈ V .
A pseudo-convergent sequence does not always admit a pseudo-limit in K, but:
Proposition 3.12. [19, Theorems 2 and 3] A pseudo-convergent sequence in K
always admits a pseudo-limit in some immediate extension of K.
Recall that an immediate extension of K is an extension of L of K endowed with
a valuation which is an extension of the valuation v of K with the same group of
values and the same residuel field.
Proposition 3.13. [19, Theorem 4] A field with a valuation contains a limit for
each of its pseudo-convergent sequences if and only if it is maximally complete.
Recall that a valuation domain is said maximally complete if it does not admit
any proper immediate extension and that:
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Proposition 3.14. [20, Satz 24] Every valuation domain V can be embedded in a
maximally complete valuation domain W that is an immediate extension of V .
Thus, let W be a maximally complete valuation domain that is an immediate
extension of V . Let us still denote by v the extension of v to W and let E
W
be
the polynomial closure of E in W . Still assuming that E does not contain any
pseudo-divergent or pseudo-stationary sequence, we know that E
W
is formed by
all the pseudo-limits of the pseudo-convergent sequences of E [11, Theorem 5.2].
Clearly,
Int(E, V ) ⊆ Int(E,W ) = Int(E
W
,W ) .
For each z ∈ E
W
, we may consider the maximal ideal Mz of Int(E,W ) defined
by Mz = {f ∈ Int(E,W ) | v(f(z)) > 0} and the corresponding maximal ideal of
Int(E, V ) :
mz = {f ∈ Int(E, V ) | v(f(z)) > 0} .
We end this section with a conjecture:
Conjecture. All the maximal ideals of Int(E, V ) lying over m are of the form:
mz = {f ∈ Int(E, V ) | v(f(z)) > 0} where z ∈ E
W
.
Equivalently, all the maximal ideals of Int(E, V ) lying over m are of the form:
m{xn} = {f ∈ Int(E, V ) | f(xn) ∈ m for almost all n}
where {xn}n≥0 is any pseudo-convergent sequence of elements of E.
4. Int(E, V ) and the stacked bases property
Recall the following classical result:
Proposition 4.1. [2, Theorem 6] A Pru¨fer domain has the stacked bases property
if and only if it has the UCS property
To explain what is the UCS property, we need to recall first the notion of content.
The content of a matrix A with coefficients in a ring R is the ideal of R generated
by the coefficients of A, we denote it by cont(A). The content of a finitely generated
submodule N of a free R-module M is the content of the matrix formed by the
components of any system of generators of N with respect to any basis of M . To
say that N has unit content means that its content is R.
Definition 4.2. A ring R has the unit content summand property or UCS property
(sometimes called BCS property) if, for everym, every finitely generated submodule
N of Rm with unit content contains a rank-one projective submodule which is a
summand of Rm.
Theorem 4.3. If E does not contain any pseudo-divergent sequence or any pseudo-
stationary sequence, then the ring Int(E, V ) has the UCS property.
Proof. Once we know the spectrum of Int(E, V ) (Theorem 3.5, in fact Lemma 3.4
would be enough), the following proof is very similar to that given by Brewer and
Klingler in [6]. The fact that Int(E, V ) has the UCS property follows from the
fact that Int(E, V ) is almost local-global [3], which means that every proper factor
ring of Int(E, V ) is local-global, which itself means that each polynomial in several
variables with coefficients in the ring that represents units locally also represents a
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unit globally (for definitions and properties see [17, Chapter V §4]). It is enough
to know that a ring which is either zero-dimensional or semi-local is local-global.
Let I be a nonzero ideal of Int(E, V ) to which we associate two other ideals:
a =
⋂
Pq⊇I
Pq and b = m Int(E, V ) + I .
Note first that I is contained in at most finitely many ideals Pq. If I is not
contained in some Pq, then dim(Int(E, V )/I) = 0 and Int(E, V )/I is local-global.
If I is contained in some Pq, then Int(E, V )/a is semi-local, and hence local-global,
while dim(Int(E, V )/b) = 0 and Int(E, V )/b is local-global. As
{M ∈Max(Int(E, V )) | I ⊆M} = {M | a ⊆M}
⊔
{M | b ⊆M} ,
we may conclude that Int(E, V )/I is local-global by applying the following lemma
to the ring R = Int(E, V )/I. 
Lemma 4.4. [6, Lemma 2] Let R be a ring with two nonzero ideals A and B such
that Max(R) = Max(R/A) ∪Max(R/B) and Max(R/A) ∩Max(R/B) = ∅. If R/A
and R/B are local-global rings, then R is local-global.
Lemma 2.3 and Proposition 4.1 imply then that:
Corollary 4.5. All the rings Int(E, V ) which are Pru¨fer domains have the stacked
bases property.
5. Global study: the rings Int(OK)
Let us consider now the classical ring of integer-valued polynomials on Z :
Int(Z) = {f(X) ∈ Q[X ] | f(Z) ⊆ Z}
and, more generally, for every number field K with ring of integers OK , the two-
dimensional Pru¨fer domain
Int(OK) = {f(X) ∈ K[X ] | f(OK) ⊆ OK} .
The previous proof given for Theorem 4.3 does not work since, for instance, the
ring Int(Z)/(X2 + 14) is not local-global [6, Example 7]. We will use the following
characterization of the UCS property.
Proposition 5.1. [18] A ring R has the UCS property if and only if, for every
matrix B ∈Mn×m(R) with unit content, there exists a matrix C ∈Mm×l(R) such
that the matrix BC has unit content and all its 2× 2-minors are zero.
We already studied the case of Int(Z) in [12] where we proved that in the previous
proposition, under some hypotheses, we may assume that m = l = 2 thanks to the
following technical lemma:
Lemma 5.2. [12, Proposition 4.3] Let R be a ring and S be a multiplicative subset
of R without zero divisors such that
(1) the ring S−1R has the BCU property,
(2) for every a ∈ S, the ring R/aR has the BCU property.
Then, for every n, every finitely generated submodule of Rn with unit content con-
tains a submodule with unit content which may be generated by two elements. More
precisely, we may ask that the contents of these two generators x and y satisfy:
cont(x) ∩ S 6= ∅ and, if a ∈ cont(x) ∩ S, then cont(y) + aR = R.
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The last assertion about the contents is not in [12, Proposition 4.3] but is in its
proof. Now, let us recall the definition of the BCU property which is a strong form
of the UCS property:
Definition 5.3. A ring R has the BCU property if, for every matrix B ∈Mn×m(R)
with unit content there exists a column-matrix X such that the column-matrix BX
has unit content.
Then, one has the following implications (see the proof of [6, Theorem 1]):
R is local-global ⇒ R has the BCU property ⇒ R has the UCS property.
Proposition 5.4. [12, Corollary 4.4] Let R be a ring and S be a multiplicative
subset of R without zero divisors such that
(1) the ring S−1R has the BCU property,
(2) for every a ∈ S, the ring R/aR has the BCU property.
Then, R has the UCS property if and only if
(∗)
{
∀B ∈Mn×2(R) such that cont(B) = R,
∃C ∈M2×2(R) such that cont(BC) = R and every 2× 2-minor of BC is zero
Moreover, we may consider only matrices B = (B1 B2) such that cont(B1)∩S 6= ∅
and cont(B2) + aR = R where a ∈ cont(B1) ∩ S.
The last assertion of Proposition 5.4 follows from the last one of Lemma 5.2. In
the following proposition we show that, assuming that R is a domain, we may also
replace n by 2.
Proposition 5.5. Let R be a domain and S be a multiplicative subset of R such
that
(1) the ring S−1R has the BCU property,
(2) for every a ∈ S, the ring R/aR has the BCU property.
Then, R has the UCS property if and only if
(∗∗)
{
∀B ∈M2×2(R) such that cont(B) = R,
∃C ∈M2×2(R) such that cont(BC) = R and det(BC) = 0 .
Moreover, we may consider only matrices B =
[
a c
b d
]
such that
(∗ ∗ ∗) a ∈ S and (a, c, d) = R .
Proof. Let us prove that condition (∗∗) in Proposition 5.5 implies condition (*)
of Proposition 5.4. Let B = (B1 B2) ∈ Mn×2(R) such that cont(B) = R and
cont(B1) ∩ S 6= ∅. Let a ∈ cont(B1) ∩ S. If rk(B) = 1, we may choose C = I2.
Thus, we may also assume that rk(B) = 2. Then, we consider tB ∈ M2×n(R) as
the matrix of a submodule N of R2. Since the first row of tB contains a, there
exists x ∈ N whose first component is a ∈ S. By Lemma 5.2, there exists y ∈ N
such that cont(y) + aR = R.
• If rk(〈x, y〉) = 2, let B0 be the matrix of the vectors x and y.
• Otherwise, there exists z ∈ N such that rk(〈x, z〉) = 2. Let B0 be the matrix
of the vectors x and y + az.
In both cases, cont(B0) = R, det(B0) 6= 0, and the element a ∈ S is in the
first row and the first column of B0. By construction, there exists D ∈ Mn×2(R)
such that B0 =
tB ·D. By hypothesis (∗∗), there exists C ∈ M2×2(R) such that
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cont(tB0 · C) = R and det(tB0 · C) = 0. In fact, C ∈ M2×2(R) is also suitable for
B ∈Mn×2(R) :
• [ tD · B · C = tB0 · C and cont(tB0 · C) = R ] ⇒ cont(B · C) = R.
• [ det(B0) 6= 0 and det(tB0 · C) = 0 ] ⇒ det(C) = 0 .
• det(C) = 0 ⇒ every 2× 2-minor of B · C ∈ Mn×2(R) is zero.
By the way, we see that the matrix B0 satisfies condition (∗ ∗ ∗) since c and d
are the components of either y or y + az. 
Applying Proposition 5.5 to the ring of integers in number fields, we obtain:
Theorem 5.6. Let K be a number field with ring of integers OK . Then, the two-
dimensional Pru¨fer domain Int(OK) = {f(X) ∈ K[X ] | f(OK) ⊆ OK} has the
stacked bases property if and only if :
for every matrix B ∈M2×2(Int(OK)) such that cont(B) = Int(OK)
there exists C ∈ M2×2(Int(OK)) such that cont(BC) = Int(OK) and det(BC) = 0 .
Moreover we may assume that
B =
[
a c
b d
]
with a ∈ OK \ {0,O
×
K} , (a, c, d) = Int(OK) and det(B) /∈ OK
Proof. If R = Int(OK) and S = OK \ {0}, then
(1) S−1R = K[X ] is a principal ideal domain, and hence, has the BCU property.
(2) for every a ∈ OK \ {0}, dim(Int(OK)/a Int(OK)) = 0 [7, Proposition V.2.3].
Consequently, Int(OK)/a Int(OK) is local-global, and hence, has the BCU property.
Finally, with respect to the conditions about the coefficients of B, note first
that, thanks to the end of Proposition 5.5, we may assume that a ∈ OK and that
(a, c, d) = Int(OK). Secondly, if a ∈ O
×
K , then the matrix C =
(
1 1
0 0
)
is suitable
and, if det(B) ∈ OK , by an argument similar to that used for the proof of Theorem
[17, V.4.7], we can find an r ∈ Int(OK) such that (a + rc, b + rd) = Int(OK), and
hence, the matrix C =
(
1 1
r r
)
is suitable. 
By restricting the size of the matrices B and C and by adding conditions on
the coefficients of B, Theorem 5.6 may be useful to prove the fact that the ring
Int(OK) where K is a number field has the stacked bases property. On the other
hand, if we want to obtain a counterexample, that is, to prove the existence of
a two-dimensional Pru¨fer domain that does not have this property, we can try to
strengthen the conclusion as in Proposition 5.7 below.
Proposition 5.7. Let R be a ring and let B =
(
a c
b d
)
∈M2×2(R) be such that
cont(B) = R and det(B) 6= 0. Then, the following assertions are equivalent:
(1) there exists C ∈M2×2(R) s.t. det(C) = 0 and cont(BC) = R.
(2) there exists C ∈M2×2(R) s.t. det(C) = 0 and Tr(BC) = 1.
(3) there exists C ∈M2×2(R) s.t. BC is a nontrivial idempotent matrix.
Proof. Obviously (2) implies (1). Assume that (1) holds and let C =
(
e f
g h
)
be
such that det(C) = 0 and cont(BC) = R. Since BC =
(
ae+ cf ag + ch
be+ df bg + dh
)
, the
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last condition means that there exist r, s, t, u ∈ R such that
r(ae + cf) + s(be+ df) + t(ag + ch) + u(bg + dh) = 1,
that is,
aα+ bβ + cγ + dδ = 1
where
α = re + tg ; β = se+ ug ; γ = rf + th ; δ = sf + uh.
Note that, if D =
(
r s
t u
)
, then C0 = CD =
(
α β
γ δ
)
. Consequently,
αδ − βγ = det(C0) = 0.
Moreover,
BC0 =
(
a c
b d
)(
α β
γ δ
)
=
(
aα+ cγ aβ + cδ
bα+ dγ bβ + dδ
)
shows that Tr(BC0) = 1. Thus, C0 satisfies assertion (2).
Assume now that C satisfies det(C) = 0 and Tr(BC) = 1. The characteristic
polynomial of BC is then X2 − X , and hence, BC is idempotent. Moreover,
BC 6= 0 since Tr(BC) = 1 and BC 6= I2 since det(BC) = 0. Conversely, if BC is a
nontrivial idempotent matrix, the minimal polynomial of BC divides X2 −X and
is distinct from X and X− 1. This minimal polynomial is then X2−X , this is also
the characteristic polynomial of BC. Consequently, Tr(BC) = 1. 
Remark 5.8. Assertion (2) of Proposition 5.7 may be formulated in the following
way: if the elements a, b, c, d of R are coprime and if ad 6= bc, then there exists a
‘strong Bezout relation’ between a, b, c, d, that is, elements α, β, γ, δ in R such that:
aα+ bβ + cγ + dδ = 1 and αδ = βγ.
Corollary 5.9. If the integers a, b, c, d are coprime, then there exist integers α, β, γ, δ
such that:
aα+ bβ + cγ + dδ = 1 and αδ = βγ.
Proof. This is a consequence of the fact that Z is principal. Let us give a direct
proof without assuming that ad 6= bc. Let M be the submodule of Z2 generated
by the vectors
(
a
b
)
and
(
c
d
)
. It follows from the simultaneous bases property of the
principal ideal domains that there exist a basis (e1, e2) of Z
2 and integers α1 and α2
such that α1|α2 and (α1e1, α2e2) is a basis ofM . As cont(M) = Z, we have α1 = ±1
and e1 ∈ M . Consequently, there exist λ and µ ∈ Z such that e1 = λ
(
a
b
)
+ µ
(
c
d
)
.
As cont(e1) = Z, there exist u and v ∈ Z such that u(λa + µb) + v(λc + µd) = 1.
Letting α = uλ, β = uµ, γ = vλ and δ = vµ, we have aα + bβ + cγ + dδ = 1 and
αδ = βγ. 
Example 5.10. Looking for a counterexample for Int(Z), we consider the matrix
B =
(
2 X
X + 1 3
)
. Do there exist α, β, γ, δ ∈ Int(Z) such that
(◦) 2α+ (X + 1)β +Xγ + 3δ = 1 and (◦◦) αδ = βγ .
As 2 and 3 are coprime, all the 4-tuples α, β, γ, δ ∈ Int(Z) satisfying (◦) may be
obtained in the following way: choose arbitrarily β and γ in Int(Z), let
f(X) = (X + 1)β(X) +Xγ(X)− 1 ∈ Int(Z),
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then equality (◦) is equivalent to the following:
2(α− f) + 3(δ + f) = 0 .
Clearly, 3
2
(δ + f) = f − α ∈ Int(Z) implies 1
2
(δ + f) = u ∈ Int(Z). Thus, (◦) is
equivalent to:
α = 3u+ f and δ = −2u− f where β, γ, u ∈ Int(Z) .
Is there a solution satisfying (◦◦)? Equality (◦◦) is equivalent to:
6u2 + 5fu+ f2 + βγ = 0
or
(12u+ 5f)2 = f2 − 24βγ .
Thus, necessarily, β and γ have to be chosen such that f2 − 24βγ = g2 where
g ∈ Int(Z). Moreover, the polynomial g has to be such that 1
12
(g − 5f) ∈ Int(Z).
Surprisingly (and unfortunately), these two constraints are achievable with1:
β = −X5 − 5X4 − 2X3 + 20X2 + 31X + 13
γ = X3 + 4X2 + 4X
g = −X6 − 6X5 − 6X4 + 22X3 + 43X2 + 8X − 12 .
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