Recently, several proposals for the generalization of Young's SOR method to the saddle point problem or the augmented system has been presented. One of the most practical versions is the SOR-like method given by Golub et al., [(2001) . SOR-like methods for augmented systems. BIT, 41, 71-85.], where the convergence and the determination of its optimum parameters were given. In this article, a full characterization of the spectral radius of the SOR-like iteration matrix is given, and an explicit expression for the optimum parameter is given in each case. The new results also lead to different results to that of Golub et al. Besides, it is shown that by the choices of the preconditioning matrix, the optimum SOR-like iteration matrix has no complex eigenvalues, therefore, it can be accelerated by semi-iterative methods.
INTRODUCTION
In this article, the iterative solution for the large sparse 2 × 2 block linear system of equations
is considered, where matrix A is m × m symmetric and positive definite (SPD), matrix B is m × n and has full column rank, i.e., rank(B) = n, vectors x, b ∈ R m , vectors y, c ∈ R n , and superscript T stands for transpose. Under these assumptions, the above linear system (1) has a unique solution. The linear system (1) is important and arises in many applications, such as fluid dynamics, optimization and constrained or generalized least squares problems [1] [2] [3] [4] .
Since the above problem is large and sparse, the iterative methods for solving Eq. (1) are effective because of storage requirements and preservation of sparsity. The well-known SOR method [5] is a simple iterative method, which is popular in engineering applications. The difficulty for the SOR method is the singularity of the block diagonal part of coefficient matrix of the system (1) . Recently, there have been several proposals for generalizing the SOR method to the above system. The generalized GSOR (GSOR) method seems to be the first one given by Li et al. [6, 7] for the above system with A = I (the identity matrix). If we split the coefficient matrix of the system (1) with A = I as follows:
then the GSOR method [6, 7] is given by
The convergence analysis and determination of the parameter ρ were discussed in Refs. [6, 7] . Li and Evans [8] further generalized the SOR method to the above system by considering the following splitting:
A B
Here, D 2 is a nonsingular matrix and D 1 is chosen so that D 1 + A is nonsingular. Thus, the iterative method for the system (1) is the following:
The convergence of the above method was discussed in Ref. [8] . Note that it is clear that the GSOR method (3) is a special case of the iterative method (5) . In fact some well-known methods, such as Uzawa method and Arrow-Hurvicz method are also special cases of the above iterative method (5) , for details see Ref. [8] . However, the most practical and important generalization of the SOR method is the SORlike method given by Golub et al. [9] . The SOR-like method is more closely related to the SOR splitting A B
and the SOR-like method is defined by the normal SOR procedure [4] :
They also show that the eigenvalue λ of the SOR-like iteration matrix M ω , the eigenvalue µ of the matrix −Q −1 B T A −1 B, and the parameter ω satisfy the functional equation Proof The first and second part of the above theorem can be verified directly from the assumptions and the definition of the SOR-like iteration matrix M ω . The final part of the theorem can be found from Theorem 2.1 of Ref. [9] .
The important aspect of the above theorem is that, based on the functional Eq. (8), it enables us to investigate the convergence analysis of the SOR-like method, and to determine the optimum parameter. In fact from Ref. [9] , we have the following convergence theorem. 
Here, µ max is the maximum eigenvalue (spectral radius) of the matrix −Q
The main aim of this article is to explore the characteristics of the spectral radius ρ(M ω ) of the SOR-like iteration matrix M ω . Therefore, the optimum parameter ω b is given explicitly in terms of the smallest or largest eigenvalues µ min and µ max of the matrix −Q −1 B T A −1 B, or both of them. The new results also correct some errors in Theorem 3.1 of Ref. [9] . Most importantly, it is shown that we can always choose the matrix Q so that the optimum SOR-like iteration matrix has only real eigenvalues. Thus, the SOR-like method can be accelerated by Chebyshev polynomials, which is unique in SOR theories. The acceleration of the SOR-like method by the Chebyshev polynomial will be reported in another paper [10] .
In Section 2, some basic lemmas are given, which explore the features of the eigenvalues λ 1 (ω, µ) and λ 2 (ω, µ) of the SOR-like iteration matrix, or the larger modulus function λ(ω, µ) (see definition in Section 2), corresponding to the given eigenvalue µ of the matrix −Q −1 B T A −1 B. Finally, the main results are presented in Section 3.
BASIC LEMMAS
First, we always assume that the matrix A is symmetric and positive definite, B has a full column rank, and matrix Q is chosen so that the matrix −Q −1 B T A −1 B has only real and positive eigenvalues, and we use the symbol µ to represent an eigenvalue of the matrix −Q −1 B T A −1 B and S denotes the set of all eigenvalues. The range of the parameter ω is between 0 and 2.
Second, we state all the lemmas without proofs for brevity in this section. All the proofs are included in Appendix.
For any µ ∈ S, the two roots of Eq. (8) or the two eigenvalues of the iteration matrix M ω , are given by:
Here,
If we let
then it can be verified that
LEMMA 2.1 Let ω f (µ) and ω g (µ) be defined as above, then ω f (µ) is a decreasing function of µ, and ω g (µ) strictly increasing for µ ∈ (0, 1], and strictly decreasing when µ > 1. Besides we have
Now, if we let λ(ω, µ) denote the larger modulus of the two roots λ 1 (ω, µ) and λ 2 (ω, µ), then
Since λ(ω, µ) is a function of ω and µ, it is called the larger modulus function.
, and λ 2 (ω, µ) be defined by Eqs. (10) and (15).
Case 1 If 0 < µ ≤ 1/4, the two eigenvalues λ 1 (ω, µ), and λ 2 (ω, µ) are real, and
Case 2 If 1/4 < µ < 1, the two eigenvalues λ 1 (ω, µ) and λ 2 (ω, µ) are complex when 0 < ω < ω g (µ), are real when ω ≥ ω g (µ), and
Case 3 If µ ≥ 1, the two eigenvalues λ 1 (ω, µ) and λ 2 (ω, µ) are complex when 0 < ω < ω g (µ), are real when ω ≥ ω g (µ), and
Note that λ = 1 − ω is in general an eigenvalue of the SOR-like iteration matrix by Theorem 1.1. However, by Lemma 2.3, the eigenvalue λ = 1 − ω does not affect convergence analysis and determination of the optimum parameter. Hence, the spectral radius of the SORlike iteration matrix can be defined by the following:
and the optimum parameter ω b satisfies
Thus, in order to investigate the characteristic form of the spectral radius ρ(M ω ) defined by Eq. (16), and determine the optimum parameter, we have to fully understand the properties of λ(ω, µ) given by Eq. (15). To this end, by Lemma 2.2 we need the following two lemmas.
LEMMA 2.4 Let f and g be given by Eq. (11), µ < 1 and define:
Here,ω(µ) = max{0, ω g (µ)}. Then, (a) ϕ is a decreasing function of µ when ω is fixed;
LEMMA 2.5 Let f and g be given by Eq. (11), and they satisfy: 
strictly decreases when ω varies from 0 to ω g (µ), and strictly increases when ω > ω g (µ). Lemma 2.6 gives a full characterization of the larger modulus function λ(ω, µ) for any given µ ∈ S. Some of the typical functions λ(ω, µ) are given in Figure 1 . The thick solid curve is the function λ(ω, µ) with µ = 0.2. The thin solid curve is the function λ(ω, µ) with µ = 0.4. The thick dotted curve is the function λ(ω, µ) with µ = 0.8.And the thin dotted curve is the function λ(ω, µ) with µ = 2.0. Considering Eq. (16), we have to compare the two functions λ(ω, µ 1 ) and λ(ω, µ 2 ) for any two eigenvalues µ i ∈ S for i = 1, 2. Hence, we need the following Lemma.
LEMMA 2.7 Let µ i ∈ S for i = 1, 2 and µ 1 < µ 2 . Let, be the sub-interval of interval (0, 2) so that the corresponding larger modulus functions λ(ω,
where G(ω, µ 1 , µ 1 ) > 0 when ω ∈ , and
Now, Lemma 2.7 enables us to compare two larger modulus functions λ(ω, µ 1 ) and λ(ω, µ 2 ) for any two eigenvalues µ i ∈ S for i = 1, 2. First, for eigenvalues µ 1 and µ 2 being between 0 and 1 we have:
. Then the two corresponding larger modulus functions λ(ω, µ 1 ) and λ(ω, µ 2 ) satisfy: Now for µ 1 , µ 2 with at most one of them being less than one we have:
MAIN RESULTS
In this section, the main results of this article are given. Let µ min and µ max be the smallest and largest eigenvalues of the matrix −Q −1 B T A −1 B. In the following, all the symbols used below have the same meanings as above. (µ) .
Note that by Theorem 3.1 even −Q −1 B T A −1 B has only one eigenvalue, ρ(M ω ) will not be zero if µ = µ min = µ max = 1 , no matter how we choose the parameter ω. However, if µ = µ min = µ max = 1, then by Lemma 2.1 ω g (µ) = 1, thus if we choose ω = 1, then ρ(M 1 ) = 0. Thus, we have COROLLARY 3.2 If we choose the matrix Q so that all eigenvlaues of −Q −1 B T A −1 B are equal to 1, then the SOR-like iteration matrix has a zero spectral radius if the parameter ω = 1.
From now on, we assume that µ min and µ max are not the same. Thus, 
The optimum parameter ω b = ω 0 (µ min , µ max ), and the corresponding spectral radius is given by
Proof First, under the conditions of the Theorem, either µ min < µ max < 1 or µ min < 1 and µ max ≥ 1. Thus, by Lemmas 2.8 and 2.9 we have
We note that when µ max ≥ 1, ω 0 (µ min , µ max ) ≥ ω g (µ max ) ≥ ω f (µ max ) by Lemma 2.9. Second, for any µ ∈ S and µ = µ min , by Lemmas 2.8 and 2.9, we also have
Since, ω 0 (µ min , µ max ) ≤ ω 0 (µ min , µ), therefore, we have
Finally, for any µ ∈ S and µ = µ max , by Lemmas 2.8 and 2.9, we have
Since, ω 0 (µ min , µ max ) ≥ ω 0 (µ, µ max ), therefore, we have λ(ω, µ) ≤ λ(ω, µ max ) for ω u > ω > ω 0 (µ min , µ max ) and µ ∈ S.
Combining Eqs. (25)- (27) gives
Note that max{ω g (µ max ), ω f (µ max )} ≤ ω 0 (µ min , µ max ) ≤ ω f (µ min ), therefore, the spectral radius has the expression (23). As for the optimum parameter ω b , by Lemmas 2.4 and 2.6, λ(ω, µ min ) = [f (ω, µ min ) + ω √ g(ω, µ min )]/2 is decreasing for 0 < ω ≤ ω 0 (µ min , µ max ) and by Lemma 2.5, λ(ω, µ max ) = [−f (ω, µ max ) + ω √ g(ω, µ max )]/2 is increasing for ω u > ω ≥ ω 0 (µ min , µ max ). Thus, ω b = ω 0 (µ min , µ max ) and by Eq. (25), the corresponding spectral radius is given by Eq. (24), concluding the proof of the Theorem.
Note that the conclusion of the above Theorem was also given by Golub et al. [9, Theorem 3.2] . However, they did not give the explicit expression for the optimum parameter ω b . THEOREM 3.4 Let M ω be the SOR-like iteration matrix and ρ(M ω ) be the spectral radius of it. If µ min > 1/4, ω g (µ max ) ≤ ω g (µ min ), and µ min and µ max satisfy Eq. (22), we have
The optimum parameter ω b is given by
and the corresponding spectral radius is given by are not less than one, which can be satisfied by carefully choosing the matrix Q. Note also that the above conclusion was obtained by only assuming µ min > 1/4 in Ref.
[9, Theorem 3.1], which may be incorrect without the condition ω g (µ max ) ≤ ω g (µ min ). For example, assume that −Q −1 B T A −1 B has a spectrum S = {0.4, 0.8, 2}. In this case, ω g (µ max ) = ω g (2.0) = 0.9142, ω g (µ min ) = ω g (0.4) = 0.6623. Thus, ω g (µ max ) > ω g (µ min ). It is clear by Figure 1 that the spectral radius ρ(M ω ) is given by THEOREM 3.5 Let M ω be the SOR-like iteration matrix and ρ(M ω ) be the spectral radius of it. If ω g (µ max ) > ω g (µ min ) and µ min > 1/4, then we have
The optimum parameter
The corresponding spectral radius is given by
(30)
Proof Similar to the proof of Theorem 3.3, it can be shown that
However, in the case considered, we have 1 > µ min > 1/4. Hence by Lemma 2.2, λ(ω, µ min ) for 0 < ω ≤ ω 0 (µ min , µ max ) has the form:
Hence, the spectral radius ρ(M ω ) is given by Eq. (29). As for the optimum parameter ω b , the spectral radius ρ(M ω ) given by Eq. Example Let µ max = 2. If µ min = 0.26661, then ρ 1 = 1 − ω g (µ min ) = 0.93671 and ρ 2 = 0.74051. Thus, ρ 1 > ρ 2 , resulting in ω b = ω 0 (µ min , µ max ). However, if µ min = 0.38284, then ρ 1 = 0.61618 and ρ 2 = 0.62553. Hence, ρ 1 < ρ 2 and we have ω b = ω g (µ min ) in this case.
Note that we can always choose the matrix Q so that all the eigenvalues of the matrix −Q −1 B T A −1 B are positive and not more than one. Thus, we always, have ω g (µ max ) > ω g (µ) .
Besides, if µ min ≤ 1/4, then by Theorem 3.3, the optimum parameter ω b = ω 0 (µ min , µ max ). Thus, ω b = ω 0 (µ min , µ max ) > 1 ≥ ω g (µ max ). Therefore, by Lemma 2.2, all eigenvalues of the SOR-like matrix M ω with ω ≥ ω g (µ max ) are real. Thus, we have proved the following. COROLLARY 3.6 If the matrix Q is chosen so that all eigenvalues of the matrix −Q −1 B T A −1 B are positive and not greater than one, and if µ min ≤ 1/4, then
The optimum parameter ω b = ω 0 (µ min , µ max ) ≥ ω g (µ max ), and the corresponding spectral radius is given by
Besides, when ω u > ω ≥ ω g (µ max ), all eigenvalues of the SOR-like matrix M ω are real.
Note that if we know the largest eigenvalue of the matrix B T A −1 B, we can always choose the matrix Q so that all eigenvalues of the matrix −Q −1 B T A −1 B are positive and are not greater than one. Normally, the condition µ min ≤ 1/4 is satisfied. The above Corollary is unique in the SOR theories. The well-known SOR theory given by Young [5] showed that the SOR iteration matrix with the optimum choice for the relaxation parameter has complex eigenvalues. Therefore, it cannot be accelerated by the Chebyshev polynomial. However, the above Corollary tells us that the SOR-like method can be accelerated by Chebyshev polynomials by the choice of the auxiliary or preconditioning matrix Q, which will be reported in another paper [10] .
Let
then ϕ(1) = 0 and when µ > 1
Thus, when µ > 1, ϕ(µ) > 0, which means ω g (µ) > ω f (µ), concluding the proof. 
On the other hand, if ω > ω f (µ), then by Eqs. (13) and (10)
Hence, Case 1 is proved.
Proof of Lemma 2.3 Let λ 1 (ω, µ), λ 2 (ω, µ) defined by Eq. (10) be the two roots of Eq. (8) . Thus, |1 − ω| = |λ 1 (ω, µ)λ 2 (ω, µ)| ≤ λ 2 (ω, µ), which completes the proof of the lemma.
Proof of Lemma 2.4 First, we noteω(µ) = 0 when µ ≤ 1/4,ω(µ) = ω g (µ) when 1 > µ > 1/4, f > 0 when ω ∈ (ω(µ), ω f (µ)), and g > 0 when ω ∈ (ω(µ), ω f (µ)]. Therefore, it is easy to prove Case (a) using the nonpositive properties of the partial derivatives of f and g with µ. For the second case, we first have
If we let ' op ' be one of the logic operator '<', '=', and '>', then Proof of Lemma 2.7 When ω ∈ , g 1 > 0, g 2 > 0, therefore
where G(ω, µ 1 , µ 2 ) = (1 + ω(µ 2 − µ 1 )/( √ g 2 + √ g 1 ))/2 > 0. By the expression of the function F , it is clearly an increasing function of ω for ω > 0, and F < 0 when ω = 0 and F will be positive when ω is large enough. Thus, F = 0 has a unique positive root ω 0 (µ 1 , µ 2 ) and it can be directly found that the root is given by Eq. (21) , ending the proof of the Lemma.
Proof of Lemma 2.8 First, we note that the related ω values ω g (µ 1 ), ω g (µ 2 ), ω f (µ 1 ), ω f (µ 2 ), and ω 0 (µ 1 , µ 2 ) defined above satisfy: 
Next, we want to show that
Note that for ω g (µ 1 ) and ω g (µ 2 ) there are three cases: (1) ω g (µ 1 ) ≤ 0 and ω g (µ 2 ) ≤ 0; (2) ω g (µ 1 ) ≤ 0 and ω g (µ 2 ) > 0; (3) 0 < ω g (µ 1 ) < ω g (µ 2 ). The proof for the inequality (A4) is similar for each case, therefore, we only show inequality (A4) under Case (3). By Lemma 2.2,
and λ(ω, µ 1 ), λ(ω, µ 2 ) have the same form λ(ω, µ)
and by Lemma 2.4,
Hence, inequality (A4) follows from Eqs. (A5)-(A7).
Besides, if we let ω approach ω f (µ 1 ) from the right, then by Eq. (A3) λ(ω, µ 1 ) ≤ λ(ω, µ 2 ) for ω = ω f (µ 1 ).
Thus, the Lemma follows from inequalities (A3), (A4), and (A8).
Proof of Lemma 2. 9 We first prove the second part. Similar to the proof of Lemma 2.8, it is easy to show: λ(ω, µ 1 ) ≥ λ(ω, µ 2 ) for 0 < ω ≤ ω g (µ 2 ) λ(ω, µ 1 ) ≤ λ(ω, µ 2 ) for ω ≥ ω f (µ 1 ).
Thus, we have λ(ω, µ 2 ) − λ(ω, µ 1 ) ≤ 0 when ω = ω g (µ 2 ) λ(ω, µ 2 ) − λ(ω, µ 1 ) ≥ 0 when ω = ω f (µ 1 )
Thus, λ(ω, µ 2 ) − λ(ω, µ 1 ) = 0 has at least one root for ω g (µ 2 ) ≤ ω ≤ ω f (µ 1 ). On the other hand, by Lemma 2.7, λ(ω, µ 2 ) − λ(ω, µ 1 ) = F (ω, µ 1 , µ 2 )G(ω, µ 1 , µ 2 ) = 0 with = (ω g (µ 2 ), ω f (µ 1 )) has at most one root. Therefore, λ(ω, µ 2 ) − λ(ω, µ 1 ) = 0 has only one root
for ω g (µ 2 ) ≤ ω ≤ ω f (µ 1 ), which must be ω = ω 0 (µ 1 , µ 2 ) by Lemma 2.7. Thus, the second part is proved. Now, we consider the first part of the Lemma. Suppose that ω g (µ 2 ) ≤ ω g (µ 1 ). If 1 ≤ µ 1 , then by Lemma 2.2, when 0 < ω ≤ ω g (µ 2 ), λ(ω, µ 1 ) = λ(ω, µ 2 ) = √ 1 − ω, and when ω g (µ 2 ) < ω ≤ ω g (µ 1 ), λ(ω, µ 1 ) = √ 1 − ω which is not greater than λ(ω, µ 2 ) by Lemma 2.3. While, when ω g (µ 1 ) < ω, λ(ω, µ 1 ) and λ(ω, µ 2 ) have the same form λ(ω, µ) = [−f + ω √ g]/2 by Lemma 2.2. Thus, by Lemma 2.5 we have λ(ω, µ 1 ) < λ(ω, µ 2 ) for ω > ω g (µ 1 ). Hence, if 1 ≤ µ 1 , then the first part is true. Now suppose µ 1 < 1. It can also be shown that λ(ω, µ 1 ) ≤ λ(ω, µ 2 ) when 0 < ω ≤ ω g (µ 1 ) or ω ≥ ω f (µ 1 ). Therefore, we only need to show λ(ω, µ 1 ) ≤ λ(ω, µ 2 ) for ω g (µ 1 ) < ω < ω f (µ 1 ) as well. In fact, when ω g (µ 1 ) < ω < ω f (µ 1 ), by Lemma 2.2, the conditions of Lemma 2.7 with = (ω g (µ 1 ), ω f (µ 1 )) are satisfied. Thus, λ(ω, µ 2 ) − λ(ω, µ 1 ) = F (ω, µ 1 , µ 2 )G(ω, µ 1 , µ 2 ) with G(ω, µ 1 , µ 2 ) > 0 and F = F (ω, µ 1 , µ 2 ) = 2ω − 4 + ω 2 (µ 1 + µ 2 ). Thus λ(ω, µ 1 ) ≤ λ(ω, µ 2 ) if F = F (ω, µ 1 , µ 2 ) ≥ 0 for ω ∈ . First, we note that ω g (µ 2 ) ≤ ω g (µ 1 ) ⇔ µ 2 ω g (µ 1 ) − 2 √ µ 2 + 1 ≥ 0, which results in
or µ 1 µ 2 ω 2 g (µ 1 ) ≥ 1. Therefore, F = F (ω g (µ 1 ), µ 1 , µ 2 ) = 2ω g (µ 1 ) − 4 + ω 2 g (µ 1 )(µ 1 + µ 2 )
Since F is an increasing function of ω, therefore, F = F (ω, µ 1 , µ 2 ) ≥ 0 for ω ∈ . Thus, λ(ω, µ 1 ) ≤ λ(ω, µ 2 ) is proved for ω g (µ 1 ) < ω < ω f (µ 1 ), concluding the proof of the Lemma.
