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Abstract
We generalize key aspects of gr-qc/1010.5364 (and also gr-qc/1010.5327) to the case of
massless λφ2n quantum field theory on deSitter spacetime. As in that paper, our key objec-
tive is to derive a suitable “Mellin-Barnes-type” representation of deSitter correlation func-
tions in a deSitter-invariant state, which holds to arbitrary orders in perturbation theory, and
which incorporates renormalization. The representation is suitable for the study of large dis-
tance/time properties of correlation functions. It is arrived at via an analytic continuation from
the corresponding objects on the sphere, and, as in the massive case, relies on the use of graph-
polynomials and their properties, as well as other tools. However, the perturbation expansion is
organized somewhat differently in the massless case, due to the well-known subtleties associ-
ated with the “zero-mode” of the quantum field. In particular, the correlation functions do not
possess a well-defined limit as the self-coupling constant of the field goes to zero, reflecting
the well-known non-existence of a deSitter invariant state in the free massless scalar theory.
We establish that generic correlation functions cannot grow more than polynomially in proper
time for large time-like separations of the points. Our results thus leave open the possibility of
quantum induced IR-instabilities of deSitter spacetime on very large time-scales.
∗HollandsS@Cardiff.ac.uk
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31 Introduction
Perturbative calculations of quantum field theory correlators in expanding FRW-spacetimes play
an important role in cosmology, e.g. for the quantitative understanding of the finer details of the
formation of density perturbations from quantum fluctuations in the Early Universe. Specifically,
one is interested in this context mostly in correlation functions of the type
〈φ(t,p1) · · ·φ(t,pE)〉Ψ , (1.1)
where φ is some quantum field—typically related to the inflaton—and where pi are spatial mo-
menta associated with a slice in a flat FRW-spacetime ds2 = −dt2 + a(t)2dx2. t is a suitably
chosen time, taken usually when all physical wave numbers pi/a(t) are considerably smaller in
magnitude than the Hubble rate a˙(t)/a(t). For the power spectrum in the CMB, E = 2 is relevant,
for “non-Gaussianities” E = 3 or higher. The state Ψ in question is typically fixed as an “in-state”
in the very Early Universe. It is of considerable interest to:
1. Develop methods to calculate such correlation functions systematically in renormalized per-
turbation theory.
2. Understand the extent to which the precise choice of the in-state affects the result, and—a
closely related question—to investigate the IR-behavior of correlators for large times.
A spacetime which is particularly relevant in inflationary cosmology is deSitter space, with scale
factor a(t) = etH . This spacetime has the additional merit of possessing the same number of
continuous symmetries as Minkowski spacetime. One may therefore hope to be able to develop
a formalism for perturbative calculations of comparable efficiency and elegance as in Minkowski
spacetime.
In [14] and [19], significant progress in these directions was made for the case of massive
scalar field theories on deSitter spacetime. In these papers “Mellin-Barnes”-type representations
were derived for an arbitrary Feynman graph contributing to an E-point correlation function in
a special deSitter invariant state. Such representations express a correlation function in terms of
complex powers the deSitter invariants formed from the external points in position space. The
powers are integrated over contours in the complex plane, thus providing an explicit expression
for the renormalized correlators of the desired type 1). The momentum space correlators can be
obtained from these by a further Fourier transformation. The representation allows one to see that
correlation functions have an exponential decay in position space in time-like directions, such as
e.g.
〈φ(X1)φ(X2)〉0 = O(e−cst.Hτ) , (1.2)
where X1,X2 are deSitter points separated by a large proper time τ, and where “0” denotes the
deSitter invariant state. Similar results were proved in [14, 19] also for arbitrary E-point functions,
to arbitrary orders in perturbation theory, see also [20, 11]. The positive constant is related to to
the mass of the theory. Estimates of this form imply a quantum version of the “no-hair theorem”.
This states that the correlation functions in essentially any state will approach those of the deSitter
invariant state at late times. In particular, expectation values of operators in an essentially arbitrary
4state will approach those of the deSitter invariant state at late times. Hence, this analysis in partic-
ular answered question 2) above. For previous contributions to this issue, including other claims,
see e.g. [22, 10, 24, 26, 29, 30, 31, 32].
Both papers [14, 19] left open the case of a massless theory, such as
L =
[
1
2
(∇φ)2 +λφ2n
]
dµ , λ > 0 . (1.3)
The purpose of this paper is to close this gap and to address questions 1), 2) for such theories.
With respect to 1), we obtain formulae of a similar type for the E-point correlation functions as in
the massive theory, see eq. (3.43), or the related representation given in appendix C. The state in
which these correlation functions are computed is a deSitter invariant state, which is obtained via
analytic continuation from the sphere. Unlike in the massive theory, this state has no limit as the
coupling λ → 0, as indeed, there is no such state in the free theory [1]. With regard to 2), we find
that the exponential decay expectedly no longer holds in the massless theory, but we can show that
the correlation functions grow no faster than a polynomial in Hτ. Unfortunately the order of the
polynomial can depend on the perturbative order. We believe that it should be possible to obtain
that the correlator actually decays as a polynomial in Hτ, and we present in appendix A some
evidence for the two-point function based on the so-called “Källen-Lehmann representation” in
deSitter space [4]. Our results imply that, in practice, correlation functions in arbitrary states are
expected to decay/increase only over cosmolgical time-scales of the order of the Hubble time.
The feature of massless deSitter scalar fields that complicates our analysis is that–as we have
mentioned–the underlying free (λ = 0) field theory does not have a deSitter invariant state, unlike
massive theory. In the Euclidean counterpart of the theory on a sphere, this shows up through the
presence of a zero mode in the massless case. In order to find a perturbation expansion of the
correlators of a deSitter state in the interacting theory, one can use a modification of the standard
perturbative setup [25] which takes into account the zero mode, as is also often done for perturba-
tions of massless fields in 2-dimensional flat space.
The difference between the massive/massless case can already be seen, roughly speaking, from
the behavior of the 2-point function, W (m2;X1,X2), of the deSitter invariant state in the free theory,
where m2 > 0 is the mass parameter. As we will recall in the paper, this 2-point function is given
by a hypergeometric function, whose decay for large time-separation is ∼ e−cst.Hτ. The positive
dimensionless constant is of order cst. = O(m2) for m2 → 0, so the decay gets weaker. In the
free theory, one cannot set m2 = 0. But in an interacting theory (1.3), one can set m2 = 0 as long
as λ > 0. For an interacting theory, we argue in appendix A that the 2-point function has the
“Källen-Lehmann representation”
〈φ(X1)φ(X2)〉0 =
∫
∞
0
dM2 ρ(M2) W (M2;X1,X2) . (1.4)
[In appendix A, we also outline an algorithm how to calculate the weight ρ(M2) in perturbation
theory.] A massive theory is characterized by the fact that ρ(M2) has its support contained in
[m2,∞) for some m2 > 0. By contrast, in the massless theory, the support contains the point
M2 = 0. Because the decay of W (M2;X1,X2) in time-like directions is only of order e−O(M
2)τ for
5small M2, it is intuitively clear that the full two-point function in the massless theory cannot decay
exponentially as it does in the massive theory.
Notations: The dimension of spacetime is D ≥ 2, and is always integer. EG denotes the set of
edges of a Feynman graph G, and V G the set of vertices. R(z),I(z) denote the real and imaginary
part of a complex number. dµ is the invariant integration measure on the D-sphere SD, resp. real
deSitter space dSD, depending on the context. Capital letters such as X denote points in SD resp.
dSD (depending on the context), viewed as embedded hypersurfaces in RD+1. X ·X etc. denotes
the Euclidean resp. Minkowskian inner product in RD+1, depending on the context. For the rest of
this paper, except in section 3.4, we will set
H = 1 . (1.5)
However, H can be re-introduced in all of our formulas by simple dimensional analysis: We have
[X ] = 1, [φ] = −D/2 + 1, [m] = −1, [λ] = −D + 2n(D/2− 1), [Z] = 0, [τ] = 1, [dµ] = D for the
length dimensions. Appropriate powers of H then have to be inserted to match the dimensions,
with [H] = −1. For example, to make the point-pair invariant Z dimensionless [cf. eq. (3.40)],
we should set Z = H2X1 ·X2, the free-field covariance [cf. eq. (B.104)] should have dimension
[C] = 2[φ], so on the right side we should multiply by HD−2, etc.
2 Massless Euclidean quantum field theory on SD
2.1 Euclidean path integral
Correlation functions in a Euclidean “quantum field theory” on the D-dimensional sphere, SD, are
formally defined by a path integral
〈φ(X1) . . .φ(XE)〉0 = 1
N
∫
Dφ e−I φ(X1) . . .φ(XE) . (2.6)
Here I is an action. In our case it is of the form
I =
∫
SD
[
1
2
(∇φ)2 +P(φ)
]
dµ (2.7)
with some polynomial potential P(φ). The path integral has no chance to make sense unless P(φ)≥
cst., i.e. unless the interaction is stable. The example to which we will stick from now on is
P(φ) = 1
2
m2φ2 +λφ2n . (2.8)
For m2 ≥ 0, stability requires that λ ≥ 0 (with λ = 0 allowed). For m2 < 0, stability requires that
λ > 0 (with λ = 0 not allowed). Even if these condition are satisfied, the path integral remains
only a symbolic expression at best, because the infinite dimensional Lebesgue measure Dφ does
not exist. It requires a lot of effort to make sense of the path integral, and this has been achieved
in fact only for D = 2,3 (and n = 2 in D = 3), and mostly in flat space, see e.g. [9]. In D = 4, the
6path integral probably does not exist unless λ = 0 (“triviality problem”), meaning that the theory
probably has no UV-completion in the non-perturbative setting.
At any rate, in practice, one cannot perform the path integral exactly. Instead, it is normally
interpreted as the formal power series
〈φ(X1) . . .φ(XE)〉0 = 1
N
∞
∑
V=0
(−λ)V
V !
∫
Dφ e−I0 φ(X1) . . .φ(XE)
(∫
SD
φ2n(Y ) dµ(Y )
)V
. (2.9)
In this expression, I0 is the free action, given by
I0 =
∫
SD
(
1
2
(∇φ)2 + 1
2
m2φ2
)
dµ . (2.10)
While in the exact path integral, the value of m2 was arbitrary as long as λ > 0, this is now no
longer so for the individual terms in the perturbation expansion. In this paper, we are interested in
the massless case, which is
m2 = 0 . (2.11)
This choice creates a problem in the “naive” perturbation expansion (2.9), as can already be seen
at the first term V = 0. Then, e.g. for E = 2, we formally only have to do a Gaussian integration,
namely (up to a constant)
∫
Dφ e−I0 φ(X1)φ(X2) =
(
1
−∇2
)
(X1,X2) . (2.12)
Here, ∇2 is the Laplacian on SD. Unfortunately, this operator has a kernel–the constant functions,
or “zero modes”–so its inverse actually does not exist! Thus, already the first term in the pertur-
bation expansion does not exist. This reflects the well-known obstruction to define a “Euclidean
vacuum state” for a massless scalar field. The same problem also occurs for higher orders in the
naive perturbation expansion around such a field.
To see this somewhat more systematically, let us decompose the field φ(X) into the contribution
from the zero mode called x, and the rest called ψ(X):
φ(X) = x+ψ(X) , ψ(X) =
∞
∑
L=1
N(D,L)
∑
m=1
φLm YLm(X) , (2.13)
where YLm,L = 0,1,2, ...,m = 1, ...,N(D,L) are the spherical harmonics on SD (see appendix B)
satisfying −∇2YLm = L(L+D− 1) YLm. The Gaussian measure then formally becomes, up to a
constant ∫
Dφ e−I0 =
∫ +∞
−∞
dx
∫
dνC(ψ) , (2.14)
where dνC(ψ) is the Gaussian measure of “covariance C”. By definition
∫
dνC(ψ)
n
∏
j=1
ψ(X j) =
{
0 if n is odd,
∏pairs (i j)C(Xi,X j) if n is even .
(2.15)
7The covariance C is the propagator for ψ and is given by the “Green’s function of −∇2 minus the
zero mode”, i.e.
C(X1,X2) =
∞
∑
L=1
N(D,L)
∑
m=1
YLm(X1)∗YLm(X2)
L(L+D−1) . (2.16)
The problem with the naive perturbation expansion (2.9) is now manifest: The integration ∫ +∞−∞ dx
implicit in each term in eq. (2.9) is not convergent, because the integrand is a polynomial in x.
Of course, this problem was not present in the original path integral, where the exponential pro-
vided a strong damping for large |x|. Thus, to remedy the problem, one has to abolish the naive
perturbation expansion (2.9). However, as suggested by [25], rather than going back to the full
non-perturbative (not expanded) path integral, which is untractable, one can steer a middle path
and consider only the x-integration non-perturbatively, while expanding the rest out. This “semi-
perturbative” expansion looks in more detail as follows.
First, we write the potential term as
P(φ(X)) = λ[x+ψ(X)]2n
= λx2n +λ
2n−1
∑
k=0
(
2n
k
)
xk ψ2n−k(X)
=: λx2n +λp(x,ψ(X)) . (2.17)
To shorten some formulas, it is then useful to redefine
λ→ vol(SD)−1 λ . (2.18)
We now expand the weighted measure in the path integral as
Dφ e−I = Dφ e−I0 e−λx2n
∞
∑
V=0
1
V !
( −λ
vol(SD)
)V (∫
SD
p(x,ψ)dµ
)V
= dx dνC(ψ) e−λx
2n ∞∑
V=0
1
V !
( −λ
vol(SD)
)V (∫
SD
p(x,ψ)dµ
)V
. (2.19)
We insert this into the path integral, and we also replace φ(X j) = x+ψ(X j). The result is
〈φ(X1) . . .φ(XE)〉0 = 1
N
∞
∑
V=0
1
V !
( −λ
vol(SD)
)V ∫ ∞
−∞
dx e−λx2n
∫
dνC(ψ)
(∫
SD
V+E
∏
i=E+1
dµ(Xi)
)
×
E
∏
i=1
[x+ψ(Xi)]
V+E
∏
j=E+1
p(x,ψ(X j)) . (2.20)
Note that the potential p(x,ψ) is polynomial in x (and also ψ). Hence, the dx-integral can be
performed explicitly using the standard formula
∫
∞
−∞
dx e−λx2n xs−1 = 1
n
λ−s/2nΓ(s/2n) , (2.21)
8for s odd, and = 0 for s even. The dνC(ψ) functional integral is then performed (formally) using the
rule eq. (2.15) for Gaussian integration. The covariance (“propagator” of ψ) is C(X1,X2), rather
than the non-existent Green’s function of ∇2. We hence get an expansion in terms of Feynman
graphs. Each vertex in such a graph G corresponds to an interaction term in p(x,ψ), whereas the
propagators are given by C.
Carrying out these straightforward manipulations results in the following expansion:
〈φ(X1) . . .φ(XE)〉0 = 1
N
∑
graphs G
cG λaG IG(X1, . . . ,XE) . (2.22)
The sum is over all Feynman graphs G with V internal vertices, and E external vertices labeled
by X1, . . . ,XE . The valence of the internal vertices is any number from {2,3, ...,2n}, whereas the
valence of the external vertices is a number from {0,1}. The power aG of the coupling constant
differs from the usual power λV , and is due to the dx-integrations (2.21). It no longer has to be
non-negative, nor integer, but is given by
aG =
1
2n ∑j k j −
E
2n
, (2.23)
where k j is the incidence number of the j-th vertex of the graph G. cG is a constant depending on
the combinatorial structure of the graph. It is given by
cG =
[
(2n)!
vol(SD)
]V
|Aut(G)|−1 Γ(V −
1
2n ∑ j k j + E2n)
∏ j(2n− k j)!
. (2.24)
The second factor comes from the symmetry group of the graph. The third factor comes from the
dx-integration (2.21), and from coefficients in the interaction polynomial p, see eq. (2.17). IG is a
Feynman integral. It is given by
IG(X1, . . . ,XE) =
(
V+E
∏
i=E+1
∫
SD
dµ(Xi)
)
∏
ℓ∈EG
C(Xs(ℓ),Xt(ℓ)) , (2.25)
where the product is over all edges ℓ of the graph G, whose source resp. target vertex is denoted by
s(ℓ) resp. t(ℓ). As usual, this expression is still formal because the integral has UV-singularities.
These must be dealt with using renormalization theory.
The constant N in eq. (2.22) is defined so that 〈1〉0 = 1. In standard perturbation theory,
N −1 simply removes the “vacuum bubble” diagrams G, and consequently does not have to be
calculated. However, because the integration over x is non-Gaussian in our situation, N −1 now no
longer just removes the bubble diagrams. It has to be calculated explicitly. In our normalizations,
N = 1+O(λ2/n).
2.2 Parametric representation
We now look in more detail at the Feynman integral IG, defined formally by (2.25). To get a
better understanding of this object, we first give a more useful representation of the covariance C
9defined previously in (2.16). This representation is derived in appendix B. It can be stated most
straightforwardly if we regard points X ∈ SD as unit vectors in RD+1, i.e. we think of SD in the
following as the embedded hypersurface
SD = {X ∈ RD+1 : X ·X = X20 + · · ·+X2D = 1} . (2.26)
With this interpretation, we write (X1−X2)2 =(X1−X2) ·(X1−X2)= 2−2X1 ·X2, etc. The formula
for C that we will use is:
C(X1,X2) =
hD
vol(SD)
+
1
(−4pi)D/2+1/2
∫
c
dz Γ(D−1+ z)Γ(−D/2+1− z)Γ(z)
Γ(2z+1)Γ(−z+1/2) [(X1−X2)
2]z .
Here, the contour c goes around the poles of the integrand at z = −D/2+ 1, ...,−1,0, and hD =
∑D−1n=1 1n are the harmonic numbers. In the following, we will view c as the union of circles ck given
by
ck : t 7→ k+ εe2piit , ε > 0. (2.27)
We can substitute this formula for each propagator C into our expression (2.25) for the Feynman
integral. To get somewhat cleaner looking expressions in the following, it is convenient to absorb
the constant term and the pre-factor in C into a redefinition in eq. (2.22) of IG to ˜IG, of N to ˜N , and
of the combinatorial factor cG in eq. (2.24) to c˜G given by [28]. Then 〈∏φ〉0 = ˜N −1 ∑λaG c˜G ˜IG,
with
˜IG(X1, . . . ,XE) =
(
∏
ℓ∈EG
∫
c
dzℓ
) ( V+E
∏
i=E+1
∫
SD
dµ(Xi)
) V+E
∏
i, j=1
[
(Xi−X j)2
]zi j
× ∏
ℓ∈EG
Γ(D−1+ zℓ)Γ(−D/2+1− zℓ)Γ(zℓ)
Γ(2zℓ+1)Γ(−zℓ+1/2) . (2.28)
In this expression, i, j is a pair of vertices, and for each such pair we have set
zi j = ∑
ℓ∈EG:ℓ=(i j)
zℓ , (2.29)
i.e. zi j is the sum of all the parameters associated with lines that connect a given pair of vertices
i, j = 1, . . . ,V +E. If there are no lines in the graph G connecting i, j, then the corresponding factor
in eq. (2.28) is understood to be absent. As usual, we assume that the external points Xi, i= 1, . . . ,E
are pairwise distinct.
The integral ˜IG involves contour integrations, as well as integrals over Xi ∈ SD, i=E+1, ...,E+
V . These ‘master integrals’ are
MG(X1, ...,XE) :=
( V+E
∏
i=E+1
∫
SD
dµ(Xi)
) V+E
∏
i, j=1
[
(Xi−X j)2
]zi j
. (2.30)
They are absolutely convergent for D = 2 and the configurations zi j ∈C that we need. But for D >
2, the integrand is in general too singular at coinciding points Xi = X j to be integrable. These are
of course the familiar UV-divergences in perturbative quantum field theory. To treat them, one has
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to use renormalization theory. This was carried out in [14] by a method based on [12, 13, 8, 5, 6].
The point is that the integrals over the X j are well-defined (absolutely convergent) in any dimension
provided that all R(zi j) are sufficiently large. Then, it was shown that the resulting function can
be analytically continued to other values of the zi j provided that a certain “absence of resonance”
condition holds between the real parts R(zi j). The condition states that there should exist no
integer linear combination ∑ni j R(zi j) ∈ Z. The subsequent dzℓ-integration contours c in ˜IG
˜IG(X1, . . . ,XE) =
(
∏
ℓ∈EG
∫
c
dzℓ
)
MG(X1, . . . ,XE ;{zℓ})
× ∏
ℓ∈EG
Γ(D−1+ zℓ)Γ(−D/2+1− zℓ)Γ(zℓ)
Γ(2zℓ+1)Γ(−zℓ+1/2) (2.31)
must then be appropriately chosen so that the absence of resonance condition is satisfied along the
contour. This can e.g. be achieved by breaking each c up into small circles ck(t) = k + εℓe2piit
around k = 0,−1, ...,−D/2+1, with a suitably chosen εℓ > 0 for each dzℓ-integration.
2.3 Master integrals MG
2.3.1 Example graph
These issues can be illustrated most easily in the most straightforward example, the “star graph” G
shown in the following picture.
X8
X1
X2
X3
X4X5
X6
X7
In the graph in the picture, the integration variable is X8, and the external legs are X1, ...,X7, i.e.
E = 7,V = 1. The corresponding master integral (2.30) for this graph G was computed in [14, 19]
as:
MG(X1, . . . ,XE) =
(4pi)D/2+1/2 4z1+...+zE
Γ(−z1)...Γ(−zE)Γ(D+ z1 + ...+ zE) ∏i< j
∫ i∞
−i∞
dwi j
2pii
Γ(D/2+∑
i
zi−∑
j 6=i
wi j) ∏
i
Γ(−zi +∑
j 6=i
wi j) ∏
i< j
Γ(−wi j)
(
1−Xi ·X j
2
)wi j
(2.32)
The parameters zi := zi(E+1) are associated with the lines (i(E +1)) of the graph G. The contours
in the expression on the right side run parallel to the imaginary axis in such a manner that the
left- and right- series of poles of any gamma-function are to the left resp. right of the integration
contour. Thus,
• R(wi j)< 0 for any i < j,
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• R(−zi +∑ j 6=i wi j)> 0 for any i,
• R(∑i zi−∑ j 6=i wi j)> D/2.
These conditions are not mutually compatible for all z1, ...,zE , and indeed the derivation of the
formula is valid only if these conditions can be satisfied. This is the case e.g. if −ε <R(zi) < 0
for small ε > 0. For general values of zi ∈ C, we must analytically continue our formula. For
example, if we want to analytically continue all zi to an open neighborhood of zi = 0, we must
move the zi around some poles of the gamma-functions Γ(−zi +∑ j 6=i wi j), and this will give rise
to corresponding residue. Hence, the resulting formula for MG(X1, . . . ,XE) valid for R(zi j) in an
open neighborhood of 0 will be contain further residue terms in addition to the terms on the right
side of (2.32) such as (e.g. for E = 3):
MG(X1,X2,X3) = . . . + (2.33)
4piD/2+12z1+z2+z3
(
1−X1 ·X2
2
)z1+z2−z3(1−X2 ·X3
2
)z2+z3−z1(1−X3 ·X1
2
)z3+z1−z2
· Γ(−
1
2(z1 + z2− z3))Γ(−12(z2 + z3− z1))Γ(−12(z3 + z1− z2))
Γ(−z1)Γ(−z2)Γ(−z3)Γ(D/2+1/2+ z1+ z2 + z3) .
These additional residue terms result from moving the zi around the poles.
2.3.2 General graph
For a general graph, one can derive formulae of a similar nature. One possibility is to iterate the
formula for a single interaction vertex, as pointed out in [19]. The resulting formula is derived in
appendix C. Another formula of this type based on the use of graph polynomials and their special
properties was derived in sec. 5 of [14] 1. To state that formula, it is first necessary to introduce
some notation. First, we introduce a graph G∗ whose set of vertices consists of the vertices of the
original graph G, together with an additional ‘virtual’ vertex, called ∗. The edge set of the graph G∗
consists of one edge (i∗) connecting vertex i with the vertex ∗, together with one edge (i j) for each
factor [(Xi−X j)2]zi j in eq. (2.28), i.e. for each pair of vertices i and j that are connected in G by
at least one edge. In our formula, there will be integration parameters wF ∈ C labeled by “forests”
F within a graph G∗. A “forest” is defined to be a subgraph F ⊂ G∗ having the same vertices as
G, but no loops, and a connected component of a forest is hence a “tree”. The forests that we
consider here have either E trees or E +1 trees. In addition, the former forests have precisely one
tree connecting an external vertex r ∈ {1, ...,E} with another external vertex s ∈ {1, ...,E} or with
s = ∗. An example of a graph G, and a corresponding forest is drawn in the following pictures,
where E = 4.
1This paper dealt with a massive field. However, the integrals over X j in the massless case are of precisely the
same form as in the massless case–the difference is only in the nature of the subsequent zℓ-integrations.
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X2
X1
X3
X4
An associated forest F in connecting X2 with X4 can look like this:
X2
X1 X4
∗
X3
The integration variables ~w = {wF} are not independent, but satisfy the constraint
zi j = ∑
F∋(i j)
wF (2.34)
for any (i j) such that there is an edge ℓ ∈ G connection i with j, which we simply write as “(i j) ∈
G”. We pick a subset of the variables ~w that are linearly independent from these conditions.
Our choice is the following. First, we pick, for each (i j) ∈ G, a particular forest F(i j) having
the property that Fi j ∩G = (i j), so that the remaining lines in F(i j) are all from the set {(i∗) :
i = E + 1, ...,E +V}. The corresponding variable wF(i j) is the eliminated via eq. (2.29). The
remaining wF ’s, i.e. the ones for which F is neither equal to F(i j) for any (i j), nor equal to
{(i∗) : i = E +1, ...,E +V}, is denoted ~w. Let us define the meromorphic kernel KG by
KG(~w,~z) = (12pi
(D+1)/2)V
Γ(D+12 +∑(i j)∈G(zi j−∑F∋(i j)wF)+∑F wF)
Γ(∑(i j)∈G zi j−∑(i j)/∈G ∑F/∋(i j) wF)
(2.35)
· ∏F Γ(−wF) ∏(i j)∈G Γ(∑F∋(i j)wF − zi j)
∏(i j)/∈G Γ(D+12 +∑F/∋(i j)wF) ∏(i j)∈G Γ(−zi j)
∧F dwF2pii .
All sums or products over F in these expressions by definition exclude the forest F = {(i∗) : i =
E+1, ...,E+V}, and they also exclude the forests F(i j), whose corresponding integration variables
have been eliminated via (2.34). With this notation, our formula, adapted from [14], is:
MG(X1, . . . ,XE) =
∫
C(~z)
KG( ~w,~z ) ∏
1≤r<s≤E
[2(1−Xr ·Xs)]αrs(~w) . (2.36)
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The complex number αrs(~w) in the exponent is
αrs(~w) = ∑
F connects r,s
wF , (2.37)
where we sum over all forests consisting of E disjoint trees, one of which is connecting the vertices
Xr and Xs, see the above picture for an example. The integrals over ~w are along a multi-dimensional
contour C(~z) such that R(wF) = cst. for all F and such that the following conditions hold:
• R(wF)< 0 for all F ,
• R[∑F∋(i j)wF − zi j]> 0 for all (i j) ∈ G,
• ∑(i j)∈GR
[
∑F∋(i j)wF − zi j
]
< (D+1)/2.
These conditions ensure that the arguments of the gamma-functions in the numerator of KG have
positive real parts, and hence no poles. As with the alternative representation given by eq. (C.114),
one can show that the ~w-integrals are absolutely convergent. This follows essentially because both
formulas are equivalent up to a change of integration variables. The proof of absolute convergence
of the alternative form (C.114) is provided in appendix C.
The first condition on the integration contours is not compatible with the other two if R(zi j)≥ 0
for some (i j)∈G. However, we must insert the integral formula (2.36) into eq. (2.28) and perform
the subsequent integrations over zℓ along the contour c encircling the poles at zℓ = D−22 , ...,−1,0
to obtain IG′ . This means that, R(zi j) will become non-negative. Thus, we have to analytically
continue our integral formula (2.36) in zi j. What happens is that the wF -contours might have to
be moved across some poles of the Gamma-functions in the numerator of KG, and we pick up
corresponding residue.
It was shown in [14] that our formula for ˜IG renormalization. More precisely, we showed that
eq. (2.30) can be continued analytically to a meromorphic function of the variables zi j in a subset
of the complex plane where an “absence of resonance condition” is satisfied, stating that no integer
linear combination ∑ni j R(zi j) ∈ Z. Eq. (2.36) gives an expression for this analytic continuation.
To obtain ˜IG, we have to further integrate this expression over zℓ, ℓ ∈ EG along the collection of
circles cℓ = c0 ∪ ...∪ c−D/2+1 [cf. eq. (2.27)]. The radii εℓ must–and can– be chosen so that the
absence of resonance condition is satisfied. Thus, our procedure to define IG in effect involves a
specific “renormalization scheme”, and any other scheme will lead to a different prescription for
˜IG that is connected to the one given by adding finite “counterterms” of the appropriate dimension
to the action, as described in detail for curved spacetime in [12]. The type of possible counterterms
will as usual depend on whether one has a renormalizable, or non-renormalizable interaction.
3 Masseless deSitter quantum field theory
3.1 Analytic continuation
The deSitter manifold can be defined as the submanifold of (D+1)-dimensional Minkowski space
RD+1 given by
dSD = {X ∈ RD+1 : X ·X =−X20 + · · ·+X2D = 1} , (3.38)
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with the induced metric.
X ∈ RD+1
X0 = const. = sinhτ
In cosmology, one is mostly interested in the subregion of deSitter spacetime sliced by flat sections
which is covered by the coordinates (t ∈ R,x ∈ RD−1) defined by
X0 = sinht +
1
2
etr2
X1 = etx1
.
.
.
XD−1 = etxD−1
XD = cosh t− 12e
tr2 .
In this region, the metric takes the form
ds2 =−dt2 + e2tdx2 , (3.39)
where dx2 is the Euclidean flat metric on RD−1. The cosmological chart covers the half {XD+X0 <
0} of dSD, and its boundary is sometimes called the (a) “cosmological horizon”. The cosmological
horizon is also equal to the boundary ∂J+(i−) of the causal future of a point i− of I −. The
conformal diagram for the cosmological chart is:
SD−1 sections
xi = const.
t = const.
horizon
H
ho
riz
on
H
I +
I −i−I −
north pole of SD−1X0 = const.
In two dimensions, this conformal diagram should be thought of as the hyperboloid which has
been cut along a vertical line of constant angle. We will use the embedding coordinates X in the
following, but in our final formulas one can easily go to the coordinates (t,x) in the end.
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As the sphere SD, deSitter spacetime dSD is a constant curvature space, but the metric is
Lorentzian, rather than Riemannian. Allowing X ∈ CD+1 in the definition (3.38), one obtains a
complex manifold, dSCD, called complex deSitter space. The complex deSitter space contains both
the sphere SD = dSCD ∩ (iR×RD) (i.e. taking X0 purely imaginary) as well as real deSitter space
dSD = dSCD∩ (R×RD) as real submanifolds. In the complex deSitter spacetime, we can introduce
the C-valued “point-pair-invariant”
Z12 = X1 ·X2 , (3.40)
where the dot · is now the Lorentzian inner product. The analytic continuation of the point-pair
invariant Z12 with 0-component of any vector X taken as imaginary, X0 → iX0, is given by the
Euclidean inner product. Therefore |Z12| ≤ 1 on the sphere, but on deSitter spacetime |Z12| is
unbounded. The values of Z12 in the real deSitter spacetime are closely related to the causal
relationship between X1,X2 ∈ dSD. This is visualized in the following conformal diagram of the
real deSitter manifold, which indicates the values of Z ≡ Z12 for fixed X2, as X1 varies:
Z =
−1
Z
=−1 Z =
1
X2|Z|< 1 |Z|< 1
Z
=
1
Z
=
1
Z > 1
I +
Z =
1
Z > 1
I −
J+(X2) = future of X2
Z <−1 north pole of SD−1
Physically, one is interested not in the correlation functions of the field theory on SD, but on dSD.
It is natural to conjecture that the latter can be obtained from the former by analytical continuation
through the complex deSitter space. But it is certainly not obvious from the outset that such an
analytic continuation must indeed be possible, nor that it will give a set of correlators on the real
deSitter manifold with reasonable properties. A set of general conditions on Euclidean correlators
〈φ(X1) . . .φ(XE)〉0 which ensure that a reasonable theory on the real deSitter can be obtained by
analytic continuation was given in [3], similar in spirit to the “OS-reconstruction theorem” [23, 9].
The key condition is that the Euclidean correlators on SD satisfy a form of “reflection positivity”.
Unfortunately, the reconstruction theorem assumes that one has constructed the Euclidean cor-
relators on SD non-perturbatively, whereas our construction above was essentially perturbative.
Therefore, one needs to look at this question more directly by inspecting the analyticity properties
of ˜IG, as given by eqs. (2.28) together with (2.36), or alternatively by (C.114). These two equa-
tions tell us that ˜IG(X1, . . . ,XE) is a contour integral over ~w,~z of an expression whose dependence
on X1, . . . ,XE ∈ SD enters in the combinations (1−Zrs)αrs, where Zrs is the point-pair invariant.
Since each (1−Zrs)αrs is analytic in the cut domain C\ [1,∞), one might expect ˜IG to be analytic
in a domain of the form
TE := {X1, . . . ,XE ∈ dSCD | Zrs ∈ C\ [1,∞) for 1 ≤ r < s ≤ E} . (3.41)
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This contains many real deSitter configurations, such as configurations where all points are mutu-
ally spacelike related to each other. To make this more precise, one has to look at the convergence
properties of integrals such as (2.36), or (C.114). This is discussed briefly at the end of appendix C.
While we do not show analyticity in the entire set TE there, we can show analyticity in a large sub-
domain. In particular, we are able to define IG in the sense of distributions e.g. in the following
situations:
(a) All Xr are mutually spacelike related (Zrs < 1 for all r 6= s), or
(b) For a fixed r, Xr is timelike related to all other points Xs,s 6= r (Zrs > 1 for all r 6= s) and all
points Xs,s 6= r are pairwise spacelike related (Zst < 1 for all r 6= s, t).
The distributional definition of IG in an open neighborhood of such points is given by an iε-
prescription. The correct2 iε-prescription is to replace the expression (1− Xr · Xs)αrs, in for-
mula (2.36) (Euclidean inner product) by (1−Xr ·Xs+iεsrs)αrs (Lorentzian inner product). srs,r< s
is a sign-function,
srs =


r− s if X1 ∈ J+(X2),
s− r if X1 ∈ J−(X2),
0 otherwise.
(3.42)
We suspect that IG is in fact analytic in TE , but this would require a more sophisticated analysis
than that given in appendix C.
3.2 IR-behavior
The analytically continued ˜IG, G any Feynman graph, on real deSitter is thus given by [cf.
eq. (2.36)]:
˜IG(X1, . . . ,XE) =
∫
~z
∏
ℓ∈EG
Γ(D−1+ zℓ)Γ(−D/2+1− zℓ)Γ(zℓ)
Γ(2zℓ+1)Γ(−zℓ+1/2)
·
∫
C(~z)
KG( ~w,~z ) ∏
1≤r<s≤E
[2(1−Zrs + iεsrs)]αrs(~w) , (3.43)
where Zrs are the point-pair invariants in real deSitter space, and where the points X1, . . . ,XE are
(for example) configurations in real deSitter space dSD described in (a) or (b) above, and not the
sphere SD. As we just explained, the iε-prescriptions means that one is dealing with a distribution,
which in general must be smeared with a suitable test-function first, after which ε > 0 is taken
to zero. Compared to to the Euclidean expressions eq. (2.36) and (2.22), the only difference is
that 1−Xr ·Xs (Euclidean inner product) has been replaced by 1−Xr ·Xs + iεsrs (Lorentzian inner
product), with srs the sign function given by (3.42). As above,~z in eq. (3.43) stands for the vector
consisting of all zℓ, ℓ∈EG. The~z-integral is over the contours zℓ ∈ c, introduced above. We obtain
a completely analogous formula if the alternative representation (C.114) for the master integrals in
2By “correct”, we here mean a prescription that gives rise to correlation functions satisfying the “microlocal spec-
trum condition” of [5].
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app. C is used instead. The only difference is that the kernel KG → ˜KG and the exponent αrs → α˜rs
are modified in the way given in eqs. (C.115) resp. (C.116). Both representations are expected to
be equivalent.
If Xr,Xs are time-like related (so that Zrs > 1), the iε-prescription amounts to putting
[2(1−Zrs+ iεsrs)]αrs = eisrs(pi−iε)αrs
(
sinh2 τrs
2
)αrs
, (3.44)
with τrs the proper time separating the points.
In typical applications in cosmology, one is interested in the equal time correlators in the cos-
mological chart, 〈φ(t,x1) · · ·φ(t,xE)〉0, where all point are hence pairwise spacelike related. To
obtain an expression for this, one has to simply use the expansion of such a correlation function
in terms of Feynman integrals, 〈∏φ〉0 = ˜N −1 ∑λaG c˜G ˜IG, and (3.43), and substitute the expression
for the point pair invariant Zrs of (t,xr) and (t,xs) in the cosmological chart,
[2(1−Zrs + iεsrs)]αrs = e2tαrs |xr−xs|2αrs . (3.45)
In particular, by taking a further Fourier transform
ˆIG(t,p1; . . . ; t,pE) =
(
E
∏
r=1
∫ dD−1xr
(2pi)D−1
)
eip1x1+...+ixEpE ˜IG(t,x1; . . . ; t,xE) , (3.46)
in the spatial variables, eq. (3.43) thereby provides an expression for the contribution of the graph
G to the cosmological observable eq. (1.1). This can be made somewhat more explicit using the
formula for suitable s ∈ C\Z/2,D even,
∫
dD−1x |x|2s eipx (3.47)
= 2−2spi
D−3
2
Γ(−s− D−32 )Γ(2s+D−1)
Γ(−2s) |p|
−2s−D+1 .
Then one sees that,
ˆIG(t,p1; . . . ; t,pE) =
δD−1(∑pi)
a(t) (E−1)(D−1)
∫
~z
∏
ℓ∈EG
Γ(D−1+ zℓ)Γ(−D/2+1− zℓ)Γ(zℓ)
Γ(2zℓ+1)Γ(−zℓ+1/2)
·
∫
C(~z)
KG( ~w,~z ) FE
(
p1
a(t)
, . . . ,
pE
a(t)
;~α
)
. (3.48)
Here, a(t) = et is the scale factor in the deSitter metric ds2 = −dt2 + a(t)2dx2, ~α stands for the
collection {αrs(~w) , r < s}, and FE is up to pre-factors an ordinary flat space momentum space
Feynman integral:
FE( p1, . . . ,pE ; ~α ) (3.49)
= ∏
r<s
pi−
D+1
2 2−2αrs
Γ(−αrs− D−32 )Γ(2αrs+D−1)
Γ(−2αrs)
∫
∏
r<s
dD−1qrs |qrs|−2αrs−D+1 .
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The qrs-integrations are subject to the usual momentum conservation rule
pr = ∑
s:s<r
qsr− ∑
s:s>r
qrs (3.50)
for all r = 1, ...,E. In practice the Feynman momentum space integral FE has to be defined carefully
using a suitable analytic continuation prescription in the αrs. We will come back to this issue in
another work.
Our main aim in this section is to derive the following result:
Theorem 1. Let r ≤ E be fixed, and let f (X1, ..., ˆXr, ...,XE) be a smooth function of E−1 real de-
Sitter points whose support is compact, and consists of configurations of points (X1, ..., ˆXr, ...,XE)
which are mutually spacelike. Let Xr be a point in real deSitter spacetime which is timelike to each
point in the support of f . Let us define
τ := sup{τrs : s 6= r, (X1, ..., ˆXr, ...,XE) ∈ supp f} (3.51)
where τrs denotes the proper time between Xr,Xs. Then we have∣∣∣∫
X1,..., ˆXr,...,XE∈dSD
˜IG(X1, . . . ,XE) f (X1, . . . , ˆXr, . . . ,XE)
∣∣∣≤ cst. τN (3.52)
for some N, and a constant depending only on the graph G, and the function f .
Remark: 1) Since the correlation functions 〈∏φ〉0 = ˜N −1 ∑λaG c˜G ˜IG are sums of Feynman
integrals, we get the same growth estimate also for the correlators.
2) A look at the proof shows that the expression (3.52) actually has an asymptotic expansion
∼ ∑N0 cst.nτn for large τ.
Proof: To obtain an estimate, we first have to come to grips with the distributional nature of ˜IG. As
we have discussed in the previous subsec. 3.1, ˜IG is defined as the boundary value of an analytic
function in the neighborhood of the configurations of interest, see item (b) in subsec. 3.1. The
prototype of distributions of this nature are distributions u(x) on R which are boundary values of a
holomorphic function u(x+ iy) that is defined for y > 0 (and e.g. small), and which satisfy a bound
of the form
|u(x+ iy)| ≤C0 |y|−M (3.53)
for some constant C0, and for x, say, in a compact set U ⊂ R. The distributional boundary value
is defined in more detail as follows. Let z0 = x0 + iy0,y0 > 0 be fixed, and define, for suitable
complex integration paths in the upper half plane,
v(z) :=
∫ z
z0
dwM
∫ wM
z0
dwM−1 · · ·
∫ w2
z0
dw1 u(w1) (3.54)
for z = x+ iy,y > 0. Then v satisfies the improved bound |v(x+ iy)| ≤C1 for a new constant that
depends linearly on the previous constant C0. Furthermore, ∂Mv(x+ iy) = u(x+ iy). Hence, if f is
a testfunction supported in U , we can define the value of the distribution u( f ) by the expression
u( f ) := (−1)M lim
ε→0+
∫
dx v(x+ iε) ∂M f (x) (3.55)
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and we have the bound
|u( f )| ≤C1
∫
dx |∂M f (x)| . (3.56)
A similar construction is possible for distributions u on U ⊂ Rn, which are boundary values in a
region U + iV ⊂ Cn, where V is some convex cone in Rn, and the same type of estimates hold.
Even more generally, an analog of this result holds on complex manifolds if we pass to a local
chart.
In the case at hand, the manifold in question is a set of configurations in deSitter spacetime of
the type described in (b) of subsec. 3.1. By analogy with (3.53), we are looking for a bound of the
form
| ˜IG(X1,X2+ iεe, ...,XE + iε(E−1)e)| ≤C0 ε−M , (3.57)
where e ∈V+ is in the future lightcone, and where ε > 0 is small. An estimate of this sort is then,
by analogy with the 1-dimensional case, seen to imply a distributional bound of the form∣∣∣∫
X1,..., ˆXr,...,XE
˜IG(X1, . . . ,XE) f (X1, ..., ˆXr, ...,XE)
∣∣∣ (3.58)
≤ C1
∫
X1,..., ˆXr,...,XE
|∇M f (X1, ..., ˆXr, ...,XE)| ,
where C1 depends linearly on the previous constant C0. Thus, our aim is to show that C0 ≤ cst. τN
for some N, because C1 will then satisfy a similar bound, hence proving the theorem.
In order to bound ˜IG in eq. (3.57), we substitute the representation (2.31) in terms of the master
integrals, MG, for which in turn we have the representations (C.114) and (C.118) [or alternatively
we could also use eq. (3.43)]. This gives the estimate (C.121) for the master integral, which can be
stated as saying that C0 ≤ cst.∏s:s6=r |1−Zrs|supR(vrs) for the analog of the above bound (3.57) for
the master integral. For the point-pair invariant we can use that |Zrs| ≤ cst.eτ, so we get the bound
C0 ≤ cst.exp(τ∑supR(vrs)). This implies the claim of the theorem if the suprema supR(vrs)
along the integration paths in (C.118) can be chosen negative. Whether this is possible or not
depends on the values of the complex parameters zℓ on which the master integrals (C.114) depend,
and we now turn to this question.
According to our prescription, each zℓ-integration in (2.31) is broken up into several small
circles around the points k = −(D− 2)/2, ...,−1,0, cf. eq. (2.27). Since there is one integration
contour per integration variable zℓ, the~z = {zℓ}-integral is a sum
∫
~z
= ∑
~n
∏
ℓ∈EG
∫
|zℓ−nℓ|=εℓ
dzℓ , (3.59)
where~n = {nℓ}. The integrals that we need to look at are therefore
˜IG(X1,X2 + iεe, ...,XE + iε(E−1)e)
= cst.∑
~n
∏
ℓ∈EG
∫
|zℓ−nℓ|=εℓ
dzℓ
Γ(D−1+ zℓ)Γ(−D/2+1− zℓ)Γ(zℓ)
Γ(2zℓ+1)Γ(−zℓ+1/2)
· MG( X1,X2+ iεe, ...,XE + iε(E−1)e; {zℓ} ) . (3.60)
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The master integrals MG are given in turn by eqs. (C.114), (C.115) where the ~w-integral is over a
multi-dimensional contour ~w ∈ ˜C(~z). This contour is defined so that all variables ~w in (C.114) run
parallel to the imaginary axis, and such that any argument of a gamma function in the numerator
of (C.115) has positive real part. Actually, as we have already discussed, such a contour may be
defined only as long as all R(zi j) < 0, which is the case if all nℓ < 0. Then, the contour ˜C(~z)
can be chosen so that when ~w ∈ ˜C(~z), then R(~w) < 0 and hence R(α˜rs(~w)) < 0. In terms of the
form (C.118) of the master integral, this means that we can assume R(vrs)< 0 along the integration
contours. Hence we get the desired decay.
The situation is more complicated when some nℓ’s are = 0, so that some zℓ’s are on the contour
|zℓ| = εℓ around 0. Then we can get R(zℓ) ≥ 0, and consequently it may happen that R(zi j) ≥ 0
somewhere. In that case, the contour ˜C(~z) is not defined, because one cannot achieve that all
gamma functions in the numerator of (C.114) have arguments with positive real part as well as
R(~w) < 0 at the same time. Instead, the ~w-integral of eq. (C.114) is now defined by analytic
continuation in~z. Concretely, this is done by moving some of the ~w-contours slightly to the right
across the poles at 0 of the gamma functions in ˜KG(~w,~z), at the price of a corresponding residue.
Any integral that we obtain in this way is schematically of the following type:
J =
∫
K
∏ j Γ(〈a j,ζ〉+b j)
∏ j Γ(〈c j,ζ〉+d j) ∏j x
〈e j,ζ〉
j dζ , (3.61)
where b j,d j ∈ Z,a j,c j,e j ∈ Zn. The variable ζ ∈ Cn is a shorthand for the collection of variables
~z,~w, and the x j’s stand for the expressions [(1−Zrs)/2] in eq. (C.114). The contour K is a cartesian
product of (a) small arcs ∂D j where D j are some discs in C, or (b) straight lines ∂H j parallel to the
imaginary axis where H j are some left half-planes in C. The residue of the integrand arise from
the poles of the gamma-functions and occur if one or more of the linear forms 〈a j,ζ〉+b j ∈ −N0
within D1 × ...H1 × .... In terms of the original variables ~w,~z, this is the case by construction at
most for ~w,~z in eq. (C.115) are such that a gamma function in the numerator has a pole.
To see what type of residues we can get from the integral J, we note a residue formula-type
integral identity (k ≥ n) for holomorphic f :
∫
∂D1×...×∂Dn
f (ζ) dζ
(〈a1,ζ〉+b1)...(〈ak,ζ〉+bk) = (2pii)
n ∑
P
kA(P) ·∂A f (P) , (3.62)
where the sum is over the (discrete) set of P∈D1× ...×Dn such that 〈a j1,P〉+b j1 = ...= 〈a jn,P〉+
b jn = 0 for n linearly independent linear forms. A ∈ Nn0 is a multi-index of dimension n, which
is summed subject to the condition that |A| := A1 + ...+An ≤ k− n. Furthermore, kA(P) is the
‘winding number’
kA =
1
A1! . . .An!
∫
∂D1×...×∂Dn
〈e1,ζ−P〉A1 ... 〈en,ζ−P〉An
(〈a1,ζ〉+b1)...(〈ak,ζ〉+bk) dζ , (3.63)
and e j the j-th basis vector in Cn, ∂A = ∂|A|/∂ζA11 ...∂ζAnn . |A| is the order of the pole. Our integral
formula can be used (formally) to evaluate J,noting that the contour K is a Cartesian product of
boundaries of left half-spaces (which can be thought of as infinite disks), and boundaries of discs,
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and noting that 1/Γ(z) is holomorphic. To make the argument rigorous, we should approximate the
half-spaces by finite discs, and in the process, we will evaluate J as an infinite sum of residues at
points P. The convergence of this infinite sum does not have to be considered in practice, because
only finitely many residues give the dominant contribution in the large-distance analysis of (3.60).
In our case, P consists of all possible vectors with entries (~z,~w), such that a linearly independent
set of the linear conditions is satisfied which state that (~z,~w) is at pole of a set of gamma functions
in the numerator of eq. (C.115). The number of those conditions has to be the same as the number
of entries. By construction, any such P will have components with real part ≤ 0. Hence the term
with the strongest growth as |Zrs| → ∞ in eq. (C.114) is one corresponding to a residue at P with
all α˜rs,zℓ = 0. This will produce a term of the form cst.(log(Zrs−1))N , where N is the order of the
pole. Because log(Zrs−1)≤ cst.τ, his demonstrates the claim of the theorem.
3.3 Resummation
An unsatisfactory aspect of thm. 1 is that, according to the theorem, the E-point functions could
still grow polynomially in τ for large time-like separation τ. It is conceivable that better bounds
could be obtained using more refined methods. For the 2-point function, the methods based on
spectral representation outlined in appendix A might be one possibility. The best option would of
course be to give a full non-perturbative analysis of the correlation functions, but this seems to be
very difficult. A more modest option could be to perform resummations of certain infinite classes
of Feynman diagrams. Let us outline this here at a simple example. The action is rewritten as
I =−λx2n +
∫ [1
2
(∇ψ)2− 1
2
m2(x)ψ2− (higher order in ψ)
]
dµ , (3.64)
with the usual decomposition of φ = x+ψ into the zero mode and the rest. The quadratic term
has a “mass” given by m2 = 2n(2n−1)λx2 ≥ 0. The simplest possible resummation is to perform
in closed form the perturbation series generated by this quadratic term. As usual, carrying out the
corresponding geometric series is equivalent to absorbing the mass-term into the covariance of the
Gaussian measure. The new covariance is
C′(x) =C ◦
∞
∑
V=0
(−m2)V (C ◦ ...◦C) (3.65)
From the definition of C in terms of spherical harmonics it then follows
C′(X1,X2;x) =
(
1
−∇2 +m2
)
(X1,X2)− 1
vol(SD)
1
m2
. (3.66)
Note that this covariance depends upon x via m2 = 2n(2n− 1)λx2 ≥ 0, and also note that the
difference on the right hand side gives C′(x)→C as x → 0, and is therefore well-defined. Hence,
the path integral becomes
∫
Dφ e−I
E
∏
j
φ(X j) =
∫ +∞
−∞
dx e−λx2n
∫
dνC′(x)(ψ) exp
(
−λ
∫
SD
p≥3(x,ψ)dµ
) E
∏
j
[x+ψ(X j)] ,
(3.67)
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where p≥3 represent the terms in p that are higher than quadratic in ψ. The last exponential
is expanded in a Taylor series, as usual. This expansion differs from the original perturbation
expansion, because each term already involves an infinite sum of certain diagrams.
For E = 2 points, this partially resummed path integral seems to behave better for large time-
like separation, at least to low expansion orders of the exponential. For example, the contribution to
the above path integral from the lowest order term in the expansion of the exponential exp(. . .) =
1+ . . . is seen to behave as cst. log logZ for large Z. This behavior is better than that given by
thm. 1, and it shows that the large Z-behavior might be improved by a partial resummation. Stated
differently, the unsatisfactory growing nature of the bounds in thm. 1 could be an artefact due to
the truncation of the perturbation series at finite order.
A more ambitious program is to try a resummation of larger classes of diagrams, via the so-
called “skeleton expansion”, as considered in [21], and thereby to obtain even better bounds. How-
ever, when performing such expansions, one has to be careful about the correct renormalization
prescription, as we now briefly explain. The point is that any change in the renormalization that
we have adopted here, can be absorbed into the addition I → I + δI of finite counterterms to the
original action, by the general theorems [5, 12, 13]. The precise form of the counterterms is dic-
tated by power counting and covariance. Let us focus on the case D = 2 for simplicity, where even
a non-perturbative existence proof of the deSitter correlators is available [16]. The counterterms
in δI take the same form as the terms already present in the action. In particular, we may get
a counterterm of the form δm2 φ2, which is of course of the form of a mass term. Such a term
will in effect make the theory massive if “all diagrams are summed” i.e. in the non-perturbatively
defined theory. It could lead to an exponential decay of the correlators. Of course, this is a radical
change of the nature of the theory, and it should be imposed that the theory remains massless. In
deSitter space, this “renormalization condition” is that the support of the Källen-Lehmann measure
ρ(M2) dM2 (cf. appendix A) should contain the point M2 = 0. Such a renormalization condition
must also be respected by any resummation taking into account only a limited class of diagrams.
3.4 Physical consequences
For a massive interacting field, the deSitter correlators 〈φ(X1)...φ(XE)〉0 in the deSitter invariant
(“Euclidean”) vacuum state decay exponentially in time [14, 18, 19] to all orders in perturbation
theory, but for a massless field, we have seen that they grow polynomially in time. Although
our analysis was only graph-by-graph in a semi-perturbative setup, such a behavior, if true non-
perturbatively, can potentially have significant physical implications for the evolution of the uni-
verse on large time-scales. To see this, let O be the operator
O = ∑
n
∫
X1,...,Xn∈dSD
Ψn(X1, ...,Xn) φ(X1) . . .φ(Xn) (3.68)
where the sum is finite and where Ψn are some “wave-packets”. For technical reasons–since we
want to apply thm. 1–we assume that the support of each Ψn is compact, and consists of config-
urations (X1, ...,Xn) of points which are mutually spacelike to each other. Let 〈 . 〉Ψ be the state
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obtained by applying O to the deSitter invariant state 〈 . 〉0, i.e.
〈φ(X1) . . .φ(XE)〉Ψ := 〈O
∗ φ(X1) . . .φ(XE) O〉0
〈O∗O〉0 , (3.69)
or in “vector notation” (i.e. in the GNS-representation of the deSitter invariant state), |Ψ〉 =
O|0〉/‖O|0〉‖1/2. Let γ(τ) be a time-like curve parameterized by proper time τ, which goes to
future infinity I +, and which eventually becomes timelike related to any deSitter point Xi in the
support of Ψn(X1, ...,Xn) for all n. Then the growth of the deSitter correlators in 〈 . 〉0 stated in
thm. 1 and the following remarks immediately give:
〈φ[γ(τ)]〉Ψ ∼ P(Hτ) = cst.0 + cst.1(Hτ)+ cst.2(Hτ)2+ . . . , (3.70)
where we have reintroduced the Hubble constant H. P is a polynomial, which in our analysis,
depends on the order to which the perturbation expansion is carried out. The coefficients of the
polynomial depend upon the precise choice of the wave packets, the value of H, and λ. As a
function of λ, the constant term is of order one. The higher terms in the polynomial are of order at
least λ1/2n for a λφ2n interaction.
Although we have not analyzed composite operators in this paper, this can be done. One obtains
e.g. that, to lowest order in λ
〈ρ[γ(τ)]〉Ψ ∼ 〈ρ[γ(τ)]〉0+ cst. λ (Hτ)2 + . . . , (3.71)
where ρ = Tµνγ˙µγ˙ν is the energy density operator evaluated along the curve, and where cst. is a
constant depending on H and the precise form of the wave packets. For fixed wave packets, and
small H, the constant would be of order H4 in D = 4. The expectation value on the right side in
the deSitter invariant state depends on the renormalization convention for the composite operator
Tµν. Given that deSitter spacetime ought to be a solution to the semi-classical Einstein equations,
it is natural to fix the renormalization convention by requiring that 8piG〈Tµν〉0 =−Λgµν. In D = 4,
we have Λ = 3H2, so we get that to lowest order in λ
〈ρ[γ(τ)]〉Ψ ∼ H2E2P
[
3
8pi
+ cst. λ
(
H
EP
)2
(Hτ)2+ . . .
]
(3.72)
with EP the Planck energy, and cst. a constant of order unity. Thus, a perturbative analysis sug-
gests that the expected energy density for a self-interacting, massless field in a “typical state” (not
equal to the deSitter invariant state) will grow in time, and could thereby give rise in principle to
significant back-reaction effects. However the linearly growing term will be comparable to the
vacuum energy term only when λ(H/EP)2(Hτ)2 is of order one, which is satisfied only when the
time-scale τ is of the order of the Hubble time, and when λ > (EP/H)2. Inserting the presently
observed value for H, this would correspond to a huge value of the coupling constant λ ≫ 1 for
which our semi-perturbative analysis is clearly not applicable, and a non-perturbative analysis will
be required to settle the issue.
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A Spherical harmonics, Gegenbauer polynomials, Källen-
Lehmann representation
Here we outline how one can obtain a “spectral representation” of the 2-point correlation function
of an interacting field analogous to the Källen-Lehmann representation in Minkowski spacetime.
The derivation of this formula involves spherical harmonics in D-dimensions, so we briefly recall
their basic properties. For more details, see e.g. [2]. For simplicity, H = 1 in this subsection.
A.1 Spherical harmonics and Gegenbauer functions
Spherical harmonics on the unit SD can be introduced via harmonic polynomials in the em-
bedding space RD+1. A polynomial P(X) on RD+1 is called homogeneous of degree h if
P(λX) = λhP(X), and it is called harmonic if it is a solution to the Laplace equation on RD+1.
The harmonic polynomials of degree h = L form a vector space, the dimension can be seen to be
N(L,D) = (2L+D−1)(L+D−2)!(D−1)!L! . Spherical harmonics on S
D of order L are by definition just an or-
thonormal basis of the space of harmonic polynomials, restricted to SD. The spherical harmonics
YL j(X), j = 1, ...,N(D,L) are thus normalized so that
∑
Lm
YLm(X1)∗YLm(X2) = δ(X1,X2) ,
∫
SD
dµ(X) YLm(X)∗YL′m′(X) = δL,L′δm,m′ (A.73)
where the δ function is that on SD, defined with respect to the measure dµ. Expressing the Lapla-
cian on RD+1 in polar coordinates, on sees that the spherical harmonics are eigenfunctions of the
Laplacian ∇2 on the D-sphere with eigenvalues−L(L+D−1), so that L may be viewed as the ana-
log of the total angular momentum-, and m may be viewed as the analog of the magnetic quantum
numbers. One has
N(D,L)
∑
m=1
YLm(X1)∗YLm(X2) =
2L+D−1
vol(SD−1) C
(D−1)/2
L (Z) , (A.74)
where CµL are the Gegenbauer polynomials, and where Z is the point pair invariant. The Gegenbauer
polynomials are expressible in terms of a hypergeometric function,
C(D−1)/2L (Z) =
Γ(L+D−1)
Γ(D)Γ(L+1) 2
F1
(
−L,L+D−1;D/2; 1−Z
2
)
. (A.75)
Eq. (A.74) may be viewed as saying that the Gegenbauer polynomials are, up to normalization,
the integral kernels of the projector EL onto the eigenspace for the eigenvalue −L(L+D− 1) of
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the Laplacian on SD. Since the dimension of this eigenspace is equal to N(D,L), one gets the
orthogonality relation tr(ELEL′) = N(D,L)δL,L′ . Writing out the trace of the integral kernels as
integrals, one infers from this that
∫ 1
−1
dZ (1−Z2)D/2−1 C(D−1)/2L (Z)C(D−1)/2L′ (Z) = ND,L δL,L′ (A.76)
for L,L′ ∈ N0, with normalization factor
ND,L =
vol(SD−1)Γ(L+D−1)
vol(SD)(2L+D−1)Γ(D)Γ(L+1) . (A.77)
A.2 Källen-Lehmann measure ρ
These formulas can be used to first obtain expressions for the Euclidean two-point function for a
field of mass m2 > 0, as follows. Writing out the condition that 〈φ(X1)φ(X2)〉0 is the Euclidean
Green’s function of (−∇2 +m2) on the sphere SD gives using (A.74)
〈φ(X1)φ(X2)〉0 = ∑
L, j
YL j(X1)∗YL j(X2)
L(L+D−1)+m2
=
1
vol(SD−1)
∞
∑
L=0
C(D−1)/2L (Z)
2L+D−1
−c(c+D−1)+L(L−D+1) (A.78)
where c = −(D− 1)/2+[(D− 1)2/4−m2]1/2. Using C(D−1)/2L (Z) = (−1)L C(D−1)/2L (−Z), and
using the above representation of the Gegenbauer polynomials as hypergeometric functions, the
above sum can be converted to a contour integral over L with the help of a Watson-Sommerfeld
transformation, as observed in [18]:
〈φ(X1)φ(X2)〉0 =
∫
C
dL
2pii
(2L+D−1) PL ∆L(Z) (A.79)
where the contour C is running parallel to the imaginary axis, leaving the poles in the denominator
of
PL :=
1
m2 +L(L+D−1) (A.80)
to the left, and the poles at N0 of ∆L to the right, see the figure.
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R(L)
R(L) =−D−12
C′′
0 1 2 3 4
I(L)C
C′
c−D+1− c
The kernel in this formula is defined as
∆L(Z) =
1
(4pi)D/2
Γ(L+D−1)Γ(−L)
Γ(D/2) 2
F1
(
−L,L+D−1;D/2; 1+Z
2
)
(A.81)
We can deform the contour C to the contour C′′ by moving it across the pole at3 L = c. The
integrand as well as the contour C′′ is anti-symmetric under L →−L+D−1, so we are left with
the residue:
〈φ(X1)φ(X2)〉0 = ∆c(X1 ·X2) (≡W (m2;X1,X2)) , (A.82)
giving the free Euclidean Green’s function for the mass parameter m2 = c(c + D− 1). For-
mula (A.79) can be verified as follows. The function ∆L has poles at L = 0,1,2, .... Then, de-
forming the contour C to a contour C′ that encircles these poles along the positive real axis (see
figure), we can evaluate the integral by means of the residue theorem. The residue at L = 0,1,2, ...
of (2L+D−1) PL ∆L is precisely equal to the L-th term in the sum of eq. (A.78).
PL is interpreted as the “power spectrum”, or “spectral density”. For L ∈ N0, the power spec-
trum can be obtained by multiplying both sides of (A.78) with C(D−1)/2L (X1 ·X2) and integrating
over Z = X1 ·X2 using the orthogonality of the Gegenbauer functions (A.76). Using also (A.81)
and (A.75), one obtains the inversion formulas:
PL =
Γ(D)
Γ(−L)Γ(L+D−1)
∫
SD×SD
〈φ(X1)φ(X2)〉0 ∆L(−X1 ·X2) (A.83)
〈φ(X1)φ(X2)〉0 =
∞
∑
L=0
sinpiL
pi
(2L+D−1) PL ∆L(−X1 ·X2) . (A.84)
These formulas are valid not only for the free field correlators, but in fact also for the interacting
correlators (denoted in this section by 〈φ(X1)φ(X2)〉0,λ to distinguish them from the free ones),
3Here we assume that m2 ≤ (D− 1)2/4, i.e. that we are in the complementary series. For the principal series, a
similar contour symmetric under L →−L+D− 1 is chosen.
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because in their derivation only the invariance property under O(D+ 1) was used. The spectral
density in the interacting theory is denoted PL,λ; of course it is no longer given by the same for-
mula (A.80) as in the free theory. Thus, we have the inversion formulas
PL,λ =
Γ(D)
Γ(−L)Γ(L+D−1)
∫
SD×SD
〈φ(X1)φ(X2)〉0,λ ∆L(−X1 ·X2) (A.85)
〈φ(X1)φ(X2)〉0,λ =
∞
∑
L=0
sinpiL
pi
(2L+D−1) PL,λ ∆L(−X1 ·X2) . (A.86)
The first equation now has to be interpreted as the definition of PL,λ. Note that these formulas
define PL,λ not only for natural numbers L, but even provide an analytic continuation for complex
values of L. The poles in L of PL,λ give information about the mass in the interacting theory. For
λ = 0, i.e. in the free theory, there are poles at L = c or L = −D+ 1− c. For a principal series
scalar field, we have c =−(D−1)/2+ iρ,ρ ∈ R, while for a field in the complementary series we
have c ∈ [−(D−1)/2,0]. In an interacting theory, the singularities of PL,λ lie in these regions, too,
but they do not have to be simple poles.
Let us suppose that we knew that there were no singularities in the region R(L)≥ 0, and let us
also suppose we knew that |PL,λ| grows slower than epi|I(L)| for large |L|. Then, because the large
|I(L)| asymptotics of ∆L is given by O(e−pi|I(L)|), we can apply the same argument as in the free
theory to get the representation
〈φ(X1)φ(X2)〉0,λ =
∫
C
dL
2pii
(2L+D−1) PL,λ ∆L(Z) (A.87)
also in the interacting theory. A major advantage of this formula is that one can directly analytically
continue both sides to real deSitter space; the only difference is that on the right side, we then have
to take Z → Z + iεs, where s is the sign that indicates whether X1 is to the future of X2, or vice
versa.
Eq. (A.87) may be used under certain conditions to derive an analog of the Källen-Lehmann
representation in Minkowski spacetime, because ∆L is equal to the free field two-point function
with M2 = −L(L+D− 1). Indeed, consider first the case that the PL,λ is analytic all the way to
R(L) > −(D− 1)/2. Then C can be moved all the way to the left to a contour C′ parallel to the
imaginary axis with R(L) =−(D−1)/2+ ε for any ε > 0, see the following figure.
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R(L)
R(L) =−D−12
0 1 2 3 4
I(L)CC
′
The red zigzag line indicates the possible location of singularities such as poles. Suppose PL,λ
has a suitably distributional limit for ε → 0. Then using PL,λ = P−L+D−1,λ, and changing the inte-
gration variable from L=−(D−1)/2+ε+ i[M2−(D−1)2/4]1/2 to M2, the above formula (A.87)
becomes
〈φ(X1)φ(X2)〉0,λ =
∫
∞
(D−1)2
4
dM2 ρp(M2) Wp(M2;X1,X2) , (A.88)
where Wp(M2,X1,X2) is the two-point function on deSitter spacetime of a free field in the principal
series for mass M2 ≥ (D−1)2/4. The “Källen-Lehmann weight” is given as the discontinuity
ρp(M2) =
1
2pii
lim
ε→0+
(
P−D−12 +ε+i[M2− (D−1)
2
4 ]
1/2,λ
−P−D−12 −ε+i[M2− (D−1)24 ]1/2,λ
)
(A.89)
across the zigzag line. In the general case, one expects that PL,λ can have further singularities for
L ∈ [−(D−1)/2,0]. Suppose that there are no singularities in a neighborhood of 0. Then, we may
move the integration contour C to the contour C′ depicted in the figure, where red zigzag line again
indicates the possible location of singularities.
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R(L)
R(L) =−D−12
0 1 2 3 4
I(L)CC
′
The horizontal piece of C′ can be parameterized by L = −(D− 1)/2± iε+ [(D− 1)2/4−
M2]1/2. Then, changing integration variable for this horizontal piece to 0 ≤ M2 ≤ (D−1)2/4 and
assuming that the discontinuity across the zigzag line
ρc(M2) =
1
2pii
lim
ε→0+
(
P−D−12 +iε+[ (D−1)
2
4 −M2]1/2,λ
−P−D−12 −iε+[ (D−1)24 −M2]1/2,λ
)
(A.90)
exists as a distribution, the Källen-Lehmann representation in the general case has an additional
piece and is given by
〈φ(X1)φ(X2)〉0,λ =
∫
∞
(D−1)2
4
dM2 ρp(M2) Wp(M2;X1,X2)+
∫ (D−1)2
4
0
dM2 ρc(M2) Wc(M2;X1,X2) .
(A.91)
Wc(M2;X1,X2) is the two-point function of a free field of mass M2 ≤ (D− 1)2/4 in the comple-
mentary series. The first integral comes from the vertical part of the contour C′, and the second one
from the horizontal part of the contour. The first integral is the contribution to the Källen-Lehmann
weight from the principal series, the second is that from the complementary series. Formulas of
this kind have previously also been derived in the pioneering work [4]. For a free massive field of
mass m2 > 0 and PL given by eq. (A.80), we get, using the standard discontinuity formula
1
x− iε −
1
x+ iε
= 2piiδ(x) (A.92)
that ρp,c(M2)= δ(M2−m2), depending on whether m2 is in the principal- or complementary series,
as is of course required.
A.3 General consequences of Källen-Lehmann representation
If PL,λ has no singularities in a neighborhood of 0, then by definition, the Källen-Lehmann weight
ρc will have its support in suppρc ⊂ [m2,(D− 1)2/2] for some m2 > 0. It makes sense to think
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of such theories as “massive”, with m2 the value of the mass parameter. On the other hand, if the
singularities of PL,λ go all the way to L = 0, one would speak of a “massless theory”. In that case,
the above contour distortion argument does not work as stated, as one cannot thread a contour
C′ between 0 and the singular red zigzag line. However, one still expects the formula (A.91) to
hold true, because it simply expresses the fact that the unitary representations of SO(D,1) can
be decomposed into a direct integral from representations of the principal-, complementary- and
discrete series [27]. Indeed, if the theory has been constructed non-perturbatively, then the positive
definite property of the 2-point function,
∫
dSD×dSD
〈φ(X1)φ(X2)〉0,λ f (X1) f (X2)≥ 0 (A.93)
can be thought of as defining a positive scalar product on the space C∞0 (dSD) of compact support,
on which the group SO(D,1) acts in a natural fashion. The representation in question is obtained
from a suitable completion. The discrete series is absent because it is in conflict with the locality
property required for the 2-point function. The connection to the representation theory also estab-
lishes that ρc,p(M2) are not only distributions of positive type, but that ρc,p(M2) dM2 are actually
(positive) measures [4].
Let us write ρ = 1{M ≤ D−12 } ρc +1{M ≥ D−12 } ρp for the combined measure on R+ which
we assume exists, and α be the supremum of all numbers such that
limsup
t→0
(
t−α−1
∫ t
0
dM2 ρ(M2)
)
< ∞ . (A.94)
α gives a measure of the decay of the Källen-Lehmann weight at M2 = 0. For a massive theory,
the Källen-Lehmann weight is supported away from 0, suppρ ⊂ [m2,∞), so α = ∞. For α < 0, the
representation eq. (A.91) would be ill-defined as ∫ W (M2;X1,X2) f (X1) f (X2)∼ O(M−2) for small
M2. For a massless theory, the topic studied in this paper, α is by definition a finite number ≥ 0.
Proposition 1. Suppose that a non-perturbatively defined scalar field theory has a two-point func-
tion with Källen-Lehmann representation. Suppose that Källen-Lehmann weight has α > 0. Then,
for large time-like separation (Z → ∞), the two-point function decays as
|〈φ(X1)φ(X2)〉0,λ| ≤ cst. (logZ)−α . (A.95)
Proof: Of course, we use the representation ∫ ∞0 dM2 ρ(M2) W (M2;X1,X2) for the 2-point
function, where W (M2;X1,X2) is the 2-point function in the free theory of mass M2, see eq. (A.82).
We split up the integral into
∫
∞
0 =
∫ ε
0 +
∫
∞
ε . For M2 ≥ ε > 0, estimates on the hypergeometric
function (see e.g. [17]) give the uniform bound
|W(M2;X1,X2)| ≤ cst. Z−ε (A.96)
for Z → ∞. Consequently, the contribution from the second integral ∫ ∞ε is bounded by cst. Z−ε ≤
cst.(logZ)−α for large Z. For M2 ≤ ε, we have instead the uniform bound
|W (M2;X1,X2)| ≤ cst.M2 Z
−M2 , |W ′(M2;X1,X2)| ≤ cst.M4 Z
−M2 (A.97)
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for Z → ∞, where a prime denotes a derivative w.r.t. M2. Therefore, using a partial integration
together with the assumption (A.94),
∣∣∣∣
∫ ε
0
dM2 ρ(M2) W (M2;X1,X2)
∣∣∣∣ =
∣∣∣∣∣
∫ ε
0
W (M2;X1,X2) d
(∫ M2
0
dµ2 ρ(µ2)
)∣∣∣∣∣
≤ cst.
∫ ε
0
dM2 M2(α−1) Z−M2
(
M−2(α+1)
∫ M2
0
dµ2 ρ(µ2)
)
≤ cst.
∫
∞
0
dM2 M2(α−1) Z−M2 . (A.98)
The last integral is given by cst.(logZ)−α. This completes the proof.
The theorem gives no information when α = 0. However, in that case we can e.g define a
refinement of this quantity by taking α to be the supremum over all numbers such that
limsup
t→0
(
(log t)−1−αt−1
∫ t
0
dM2 ρ(M2)
)
< ∞ . (A.99)
Such a condition, if satisfied for α > 0, would give a decay |〈φ(X1)φ(X2)〉0,λ| ≤ cst.(log logZ)−α.
The proof would be similar, and it is also clear that one can consider many further refinements
along those lines.
A.4 Källen Lehmann measure in perturbation theory
In perturbation theory, ρc,p is only defined in perturbation theory, and we consequently cannot
apply this result directly. However, if we knew for example that ρc was absolutely continuous near
0, then a qualitatively similar definition of a quantity α as above can be made, such as e.g. the
supremum over all numbers such that limsupM2→0 M−2αρc(M2)< ∞, and one can derive a similar
decay result.
Also in perturbation theory, we can calculate ρc,p for the interacting theory as the discontinuity
of PL,λ along the zigzag line [cf. eqs. (A.90), (A.89)], where PL,λ is now calculable explicitly graph-
by-graph. Indeed, breaking up the 2-point function in the first equation (A.85) into individual
Feynman diagrams, we have, with ˜IG the Feynman integral (2.31), and with
PL,G :=
Γ(D)
Γ(−L)Γ(L+D−1)
∫
SD×SD
˜IG(X1,X2) ∆L(−X1 ·X2) (A.100)
that
PL,λ = ∑
G
c˜G λαG PL,G . (A.101)
Consequently,
ρc(M2) =
1
2pii ∑G c˜G λ
aG lim
ε→0+
(
P−D−12 +iε+[ (D−1)
2
4 −M2]1/2,G
−P−D−12 −iε+[ (D−1)24 −M2]1/2,G
)
.
(A.102)
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thus giving the desired breakup of ρc into contributions from individual graphs G. A similar
expression holds for ρp.
Note that the integral in eq. (A.100) simply produces a new Feynman integral PL,G = IG(L)
where the two external points X1,X2 of G have been closed off with a new type of propagator,
∆L(−X1 ·X2), with “mass” M2 =−L(L+D−1). This gives gives a new graph G(L) without exter-
nal legs, with a distinguished line carrying the new propagator ∆L instead of C, see the following
picture.
C C
X1 X2∆L
G
The new propagator can be represented in Mellin-Barnes form as
∆L(−X1 ·X2) = 1
(−pi)D/2+5/2
∫ −ε+i∞
−ε−i∞
dzΓ(−z)Γ(−L+ z)Γ(L+D−1+ z)
Γ(2z+D)Γ(−z−D/2+1/2) [(X1−X2)
2]z ,
(A.103)
which has a similar structure as C, see thm. 3. Therefore, in conjunction with the Mellin-Barnes
representations for IG derived in the body of the paper, this will give PL,G as IG(L) in the form of a
Mellin-Barnes integral similar to eq. (2.28). One can use such representations to analyze in more
detail the power spectrum PL,λ hence ρc,p, and to thereby analyze decay of the 2-point function.
We will not do this here.
B Expressions for the covariance C
In this section we provide the representations for the covariance C(X1,X2) on the sphere SD used
in the main text. The discussion is somewhat different for even and odd D; we focus on the case
when D is even, as in the main text. The definition of C(X1,X2) is
C(X1,X2) =
∞
∑
L=1
N(D,L)
∑
m=1
YLm(X1)∗YLm(X2)
L(L+D−1)
=
1
vol(SD−1)
∞
∑
L=1
2L+D−1
L(L+D−1) C
(D−1)/2
L (Z) . (B.104)
Here YLm,m = 1, ...,N(D,L) are the spherical harmonics on the unit SD, and in the second line
we used the definition of the Gegenbauer functions C(D−1)/2L (Z), cf. eq. (A.74). We also use the
shorthand Z = X1 ·X2 as in the main text. The above sum can be converted to a contour integral
over L with the help of a Watson-Sommerfeld transformation, as already explained in a similar
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context in the previous section:
C(X1,X2) = cst.
∫ +i∞+ε
−i∞+ε
dL
2pii
ctg(piL)
2L+D−1
L(L+D−1) C
(D−1)/2
L (Z) (B.105)
= cst.
∫
K
dρ
2pii
2ρ Γ(−ρ+ D−12 )Γ(ρ+ D−12 )
(−ρ+ D−12 )(ρ+ D−12 )
× 2F1
(
D−1
2
+ρ, D−1
2
−ρ; D
2
;
1+Z
2
)
, (B.106)
Here ε > 0 is small. The poles of ctg(piL) at L ∈ Z with residue +pi generate the original series if
we perform the first integral by the residue theorem, moving the contour to a contour encircling the
poles of the integrand at L ∈ Z+. In the second line, we have used eq. (A.75), the transformation
of the Gegenbauer functions under Z →−Z, the standard identity sin(pix) = piΓ(1+ x)Γ(−x), and
we have switched to the integration variable ρ = L+(D−1)/2. The contour K is running parallel
to the imaginary axis, with D−12 <R(ρ)<
D+1
2 .
We note the integrand in the last expression is anti-symmetric under ρ→−ρ.Therefore, the in-
tegral would vanish if the integration contour was invariant under this transformation. The contour
K is actually not invariant under such a transformation, but we can deform it to such a contour K′,
e.g. taking K′ to go along the imaginary ρ-axis. When we deform the contour K to K′, we cross
the pole at ρ = (D−1)/2 of the integrand, and we pick up a corresponding residue. To calculate
that residue, we may use the standard power series expansion for 2F1:
Γ(−ρ+ D−12 )Γ(ρ+ D−12 )
Γ(D/2) 2
F1
(
D−1
2
+ρ, D−1
2
−ρ; D
2
;
1+Z
2
)
=
∞
∑
n=0
Γ(−ρ+ D−12 +n)Γ(ρ+ D−12 +n)
n!Γ(D/2+n)
(
1+Z
2
)n
. (B.107)
As is clear from this expression, the n = 0-term has a pole at ρ = (D−1)/2, giving rise to a double
pole in the integral eq. (B.105), whereas the other n > 0 terms are analytic there, giving rise to
single poles in that integral. Thus, using the residue theorem and keeping track of the constants,
we get:
C(X1,X2) =
1
(4pi)D/2
{
Γ(D−1)
Γ(D/2)
[ψ(D)−ψ(1)]+ ∑
n>0
Γ(D−1+n)
n Γ(D/2+n)
(
1+Z
2
)n}
, (B.108)
where ψ = Γ′/Γ is the psi-function. We can now perform the infinite sum using the series
∑n>0 xn/n = − log(1− x), and we may also use the standard identity ψ(n)−ψ(1) = hn for the
psi-functions, where
hn = 1+
1
2
+
1
3 + · · ·+
1
n−1 (B.109)
are the harmonic numbers. Then we easily get the following result, which is our first alternative
representation of C:
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Theorem 2. The covariance C defined by eq. (B.104) is given by
C(X1,X2) =
1
(4pi)D/2
{
Γ(D−1) hD
Γ(D/2)
(B.110)
−
(
1+Z
2
)−D/2+1( ∂
∂Z
)D/2−1[
(1+Z)D−2 log
(
1−Z
2
)]}
.
We can carry out the differentiations in the last expression. If this is done, we find
C(X1,X2) =
1
(4pi)D/2
{(
1−Z
2
)−D/2+1 D/2−2
∑
n=0
Γ(D/2+n)
n!(D/2−1−n)
(
1−Z
2
)n
+
+
Γ(D−1)
Γ(D/2)
[
hD +ψ(D−1)−ψ(D/2)+ log
(
1−Z
2
)]}
. (B.111)
We claim that the sum on the right side can again be expressed via a contour integral, which is our
second alternative representation:
Theorem 3. The covariance C defined by eq. (B.104) is given by the following contour integral:
C(X1,X2) =
hD
vol(SD) +
1
(−4pi)D/2+1/2
∫
c
dz Γ(D−1+ z)Γ(−D/2+1− z)Γ(z)
Γ(2z+1)Γ(−z+1/2) [(X1−X2)
2]z
(B.112)
The contour c is encircling the poles at z = −D/2+ 1,−D/2+ 2, ...,0, and hD are the harmonic
numbers.
Proof: Using the definition Z =X1 ·X2, the doubling identity Γ(x)Γ(x+1/2)= 2−2x+1
√
piΓ(2x)
as well as Γ(1/2+ x)Γ(1/2− x) = pi/cospix, the integrand is seen to be equal to
Γ(D−1+ z)Γ(−D/2+1− z)
z
cospiz
(
1−Z
2
)z
(B.113)
up to a constant independent of z. We now perform the integral by the residue theorem, using
the well known residues Resz=−nΓ(z) = (−1)n/n!. This is seen to result precisely in the terms in
expression (B.111). Note that the pole at z = 0 is a double pole, and this gives rise to the logarithm
of (1−Z)/2 and the psi-functions.
C Alternative form of master integrals MG
For a general graph G, a corresponding Mellin-Barnes type formula for the master integrals MG
[cf. eq. (2.30)] can be obtained in different ways. One method, developed in [14], is based on
the use of graph-polynomials and was described in the main text, leading to eq. (2.36). Another
method [19] is to proceed by induction, integrating the vertices XE+1, . . . ,XE+V ∈ SD in eq. (2.30)
35
one by one, and using at each step eq. (2.32). We now present the result of this second method
here, adapted somewhat from [19]. It yields a representation of the form
MG(X1, . . . ,XE) = (4pi)V(D+1)/2
∫
~w
˜KG( ~w,~z ) ∏
1≤r<s≤E
(
1−Zrs
2
)α˜rs(~w)
, (C.114)
where the ~w integrations are over certain contours parallel to the imaginary axis, and are absolutely
convergent. Zrs = Xr ·Xs is the Euclidean inner product on the sphere, which after analytic contin-
uation to deSitter space becomes the Lorentzian inner product. This is of the same general form
as the formula for the master integral given in the body of the text, (2.36), but the kernel ˜KG, the
exponent α˜rs, and the integration variables ~w, are defined differently here. To describe them, one
first needs to introduce a somewhat elaborate notation.
The graph G may have multiple lines going between a pair of vertices i, j. We replace such
multiple lines by a single line, which carries a corresponding complex parameter zi j as in eq. (2.29).
We call the new graph G as well for simplicity. We next choose an ordering of the integration
vertices i = E +1, . . . ,E +V which specifies the order in which the subsequent integrations of the
corresponding Xi’s are done in eq. (2.30). For each i= E+1, . . . ,E+V , we introduce two auxiliary
graphs C j,G j, j = 1, ...,V as follows. The graph C j is a ‘complete graph’, meaning that each vertex
is joined to any other vertex by one line. The vertex set of C j is a subset of vertices from G and
is obtained as follows. We first consider the interaction vertices {E +V +1− j, ...,E +V} of G,
and call this set Vj. Then we let the vertex set V C j of our complete graph to be the set of all k
such that (ik) ∈ G for some i ∈ Vj. The edge set EC j consists of all pairs (ik) with i,k ∈ V C j,
because C j is by definition a complete graph. The graph G j is in a sense the complement of C j.
More precisely, the vertex set V G j consists of the vertices of G minus the vertices of Vj, while the
edge set is EG j = {(ik) | (ik) ∈ G, i,k /∈ Vj}. For each edge (ik) in C j, we introduce a complex
integration parameter w j,ik ∈ C, and we denote by ~w the set of all such parameters as j = 1, ...,V .
Our formula for ˜KG is then
˜KG(~z,~w) := (C.115)
· ∏ j ∏k∈C j Γ(−w j,k(E+V− j)+∑i∈C j+1 w j+1,ik) ∏ j ∏k∈G j Γ(−zk(E+V− j)+∑i∈C j+1 w j+1,ik)∏ j Γ(−∑k∈G j zk(E+V− j)+∑k∈C j w j,k(E+V− j)+D)
· Γ[ ∑k∈G j(−zk(E+V− j)+
1
2 ∑i∈C j+1 w j+1,ik)+∑k∈C j(w j,k(E+V− j)− 12 ∑i∈C j+1 w j+1,ik)+D/2 ]
∏i, j Γ(−zi j)
· 4∑ zi j ∏ j>0 ∏i,k=1,...,E: (ik)∈C j Γ(−w j,ik)
dw j,ik
2pii
.
The sums/products over j run from 0 to V unless stated otherwise, and for j = 0, C0 is defined to
consist of the lines ((E +V )k), where k are vertices in G connected to the vertex E +V . For those,
we are using the notation w0,(E+V )k = z(E+V )k. Our formula for α˜rs is
α˜rs(~w) := ∑
j>0: C j∋(rs)
w j,rs . (C.116)
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The integration over ~w is over contours parallel to the imaginary axis, such that the real part of any
argument of a gamma-function in the numerator is > 0. Such contours do not exist for all choices
of zi j, but e.g. for those with−ε <R(zi j)< 0 for sufficiently small ε. For other choices, the master
integral is defined by analytic continuation. The ~w-integrals are absolutely convergent.
For example, for V = 1 (G the ‘star graph’), the complete graph C1 consists of all edges {(ik) :
1 ≤ i < k ≤ E}, and the kernel becomes
˜KG(~z,~w) = 4∑zi (4pi)(D+1)/2
Γ(D/2+∑i zi−∑ j 6=i wi j) ∏i Γ(−zi +∑ j 6=i wi j) ∏i< j Γ(−wi j)
Γ(z1 + ...+ zE +D)Γ(−z1)...Γ(−zE) ,
(C.117)
in accordance with eq. (2.32).
The representation (C.114), and eq. (C.115) can be proved by induction on the number V
of interaction vertices of the graph. Each time a new interaction vertex is added, we may use
eq. (2.32). The inductive process is very similar to that described in [19]. In the course of the
inductive argument, one also proves that the integrals over ~w are absolutely convergent. In more
detail, if the graph G has V vertices, it is convenient to rename the ‘last’ set of integration variables
vrs := wV,rs,r,s = 1, ...,E, and to define the kernel AG(~z,~v) to be the kernel ˜KG(~z,~w), divided by
∏r<s Γ(−vrs), and with all the integrations over w j,rs, j <V carried out already. The master integral
MG is then, after shifting the integration variables:
MG(X1, . . . ,XE) = cst.G
∫
~v
AG(~z,~v ) ∏
1≤r<s≤E
Γ(−vrs)
(
1−Zrs
2
)vrs
(C.118)
The induction hypothesis may then be formulated in terms of this kernel. They are I1) that AG(~z,~v)
is analytic in ~v in a strip −ε < I(vrs) < 0 [where the integration contours run in the previous
formula], and I2), that∣∣∣∣ AG(~z,~v)
∣∣∣∣≤ cst.
[
1+ ∑
1≤r<s≤E
|I(vrs)|
]N
exp
(
− pi
2
E
∑
r=1
∣∣∣∣∑
s6=r
I(vrs)
∣∣∣∣
)
, (C.119)
for some N, and for sufficiently small4 |I(zi j)|. This condition, together with the growth estimate
for the gamma-function, |Γ(−vrs)| ∼ cst.|I(vrs)|−1/2+R(vrs) exp[−pi2 |I(vrs)|] for large |I(vrs)| →∞,
is immediately seen to imply the absolute convergence of the integrals over ~v in eq. (C.118) for
example if all the points Xi are in mutually spacelike position, i.e. Zrs < 1 for all r < s. More
general configurations are discussed below.
One has:
Theorem 4. The master integral MG is given by eq. (C.114), with kernel ˜KG(~z,~w) given by
eq. (C.115), and α˜rs by (C.116). The multiple integrals over ~w are along contours parallel to
the imaginary axis leaving the left resp. right poles of any gamma-function in the numerator to the
left resp. right. Such contours exist e.g. for −ε <R(zi j)< 0, and the corresponding integrals over
~w are then absolutely convergent for mutually spacelike configurations of points, i.e. Zrs < 1 for all
4Note that MG is only needed for such zi j, as the variables zi j are related to zℓ by eq. (2.29), and each zℓ is integrated
over a contour c around 0,−1, ...,−D/2+ 1 which may have arbitrarily small imaginary part.
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r < s, at least when |I(zi j)|< ε. For general values R(zi j) and |I(zi j)|< ε, MG can be analytically
continued to a (meromorphic) function.
Proof: The proof is by induction in V using the inductive assumptions I1) and I2), and using
at each step eq. (2.32). The details are given [19]; a difference is that our inductive bound I2)
is sharper than that used in [19]. Another difference is that we give an explicit formula for ˜KG.
The bound (C.119) is seen to reproduce itself using the estimate on the gamma-function in the
induction step, and it is satisfied for the integral (2.32).
In order to define MG for more general configurations, one has to investigate at the convergence
properties of the integrals (C.114) or (C.118). Assume we have a complex deSitter configura-
tion (X1, . . . ,XE) in TE , i.e. Zrs ∈ C \ [1,∞), and let ϕrs := Arg(1−Zrs) ∈ (−pi,pi). In view of
|(1− Zrs)vrs| = |1− Zrs|R(vrs) eϕrsI(vrs), and of eq. (C.119) and (C.118), we need to look at the
convergence of the integral on the right side of
|MG(X1, . . . ,XE)| ≤ cst. ∏
1≤r<s≤E
|1−Zrs|sup R(vrs) (C.120)
·
∫
~v
[
1+ ∑
1≤r<s≤E
|I(vrs)|
]N
exp
(
− pi
2
E
∑
r=1
∣∣∣∣∑
s6=r
I(vrs)
∣∣∣∣
)
∏
1≤r<s≤E
|Γ(−vrs)| eϕrsI(vrs) .
The gamma functions are estimated as usual by |Γ(−vrs)| ∼ cst.|I(vrs)|−1/2+R(vrs) exp[−pi2 |I(vrs)|]
for large |I(vrs)|→∞. Then, we have absolute convergence automatically if each |ϕrs|< pi/2, even
without using the “exp” factor under this integral. This includes any real configuration (X1, . . . ,XE)
where all points are mutually spacelike to each other, i.e. Zrs < 1 for all r 6= s. A slightly more
careful look at (C.120) reveals that we have absolute convergence also e.g. for the following
configuration needed in the main text. Let r ≤ E be fixed, and let us assume that Xr is real and
timelike w.r.t. to Xs for all s 6= r, and that the Xs are real and mutually spacelike related for
s 6= r. Consider instead of (X1, . . . ,XE) the complex configuration (X1, ...,Xr + i(r−1)eε, ...,XE +
i(E − 1)eε), where e ∈ RD+1 is some time-like vector and ε > 0 small. Then for the complex
configuration |pi−ϕrs| ∼ cst.ε,r 6= s, and |ϕst | ∼ cst.ε,r 6= s, t. The bound (C.120) is now seen to
give
| MG(X1, ...,Xr + i(r−1)eε, ...,XE + i(E−1)eε) | ≤ cst. ∏
s:s6=r
|1−Zrs|R(vrs) ε−M , (C.121)
for some M, this time using the “exp” factor to get the bound. Bounds of this kind, together with
the analyticity of MG, imply using standard results in distribution theory (see e.g. ch. IX of [15],
and also the proof of thm. 1 for details) that MG is a distribution in an open neighborhood of the
real deSitter configuration (X1, . . . ,XE).
References
[1] B. Allen, “Vacuum States in de Sitter Space,” Phys. Rev. D32, 3136 (1985).
38
[2] S. Axler, P. Bourdon, and W. Ramey: Harmonic Function Theory, Springer, New York, 2001.
[3] L. Birke and J. Fröhlich, “KMS, etc,” Rev. Math. Phys. 14, 829 (2002)
[arXiv:math-ph/0204023].
[4] J. Bros, H. Epstein and U. Moschella, “Analyticity properties and thermal effects for general
quantum field theory on de Sitter space-time,” Commun. Math. Phys. 196, 535 (1998); J. Bros
and U. Moschella, “Two-point Functions and Quantum Fields in de Sitter Universe,” Rev.
Math. Phys. 8, 327 (1996)
[5] R. Brunetti and K. Fredenhagen, “Microlocal analysis and interacting quantum field theories:
Renormalization on physical backgrounds,” Commun. Math. Phys. 208, 623 (2000)
[6] R. Brunetti, K. Fredenhagen and S. Hollands, “A remark on alpha vacua for quantum field
theories on de Sitter space,” JHEP 0505, 063 (2005)
[7] R. Brunetti, K. Fredenhagen and M. Kohler, “The microlocal spectrum condition and Wick
polynomials of free fields on curved spacetimes,” Commun. Math. Phys. 180, 633 (1996)
[arXiv:gr-qc/9510056].
[8] R. Brunetti, M. Duetsch and K. Fredenhagen, “Perturbative Algebraic Quantum Field Theory
and the Renormalization Groups,” arXiv:0901.2038 [math-ph].
[9] J. Glimm and A. Jaffe, Quantum Physics, A Functional Integral Point of View, Springer, New
York (1987)
[10] A. Higuchi, “Tree level vacuum instability in an interacting field theory in deSitter space-
time,” arXiv:0809.1255; “Decay of the free-theory vacuum of scalar field theory in deSitter
spacetime in the interaction picture,” Class. Quant. Grav. 26 072001 (2009)
[11] A. Higuchi, D. Marolf, I. A. Morrison, “On the Equivalence between Euclidean and In-In
Formalisms in de Sitter QFT,” Phys. Rev. D83, 084029 (2011). [arXiv:1012.3415 [gr-qc]].
[12] S. Hollands and R. M. Wald, “Local Wick polynomials and time ordered products of quantum
fields in curved spacetime,” Commun. Math. Phys. 223, 289 (2001)
[13] S. Hollands and R. M. Wald, “Existence of local covariant time ordered products of quantum
fields in curved spacetime,” Commun. Math. Phys. 231, 309 (2002)
[14] S. Hollands, “Correlators, Feynman diagrams, and quantum cosmic no-hair in deSitter space-
time,” [arXiv:1010.5367 (gr-qc)]
[15] L. Hormander: The analysis of linear partial differential operators I” 2nd edition, Springer
Verlag (1990)
[16] Ch. Jaekel, work in progress.
39
[17] D. S. Jones, “Asymptotics of the hypergeometric function,” Mathematical Methods in the
Applied Sciences 24 369 (2001)
[18] D. Marolf and I. A. Morrison, “The IR stability of de Sitter: Loop corrections to scalar
propagators,” arXiv:1006.0035 [gr-qc].
[19] D. Marolf and I. A. Morrison, “The IR-stability of deSitter QFT: results at all orders.”
arXiv:1010.5327 [gr-qc]
[20] D. Marolf, I. A. Morrison, “The IR stability of de Sitter QFT: Physical initial conditions,”
[arXiv:1104.4343 [gr-qc]].
[21] I. A. Morrison: “Perturbative control of light and massless scalar fields in deSitter space,” in
preparation.
[22] E. Mottola, “Particle Creation In De Sitter Space,” Phys. Rev. D 31, 754 (1985); P. Mazur
and E. Mottola, “Spontaneous Breaking Of De Sitter Symmetry By Radiative Effects,” Nucl.
Phys. B 278, 694 (1986); I. Antoniadis and E. Mottola, “Graviton Fluctuations In De Sitter
Space,” J. Math. Phys. 32, 1037 (1991).
[23] K. Osterwalder and R. Schrader, “Axioms For Euclidean Green’s Functions. 1,” Commun.
Math. Phys. 31, 83 (1973). “Axioms For Euclidean Green’s Functions. 2,” Commun. Math.
Phys. 42, 281 (1975).
[24] A. M. Polyakov: “DeSitter space and eternity,” Nucl. Phys. B797 199 (2008); “Decay of
vacuum energy,” arXiv:0912.5503
[25] A. Rajaraman, “On the proper treatment of massless fields in Euclidean de Sitter space,”
Phys. Rev. D82, 123522 (2010). [arXiv:1008.1271 [hep-th]].
[26] Y. Urakawa and T. Tanaka, “Natural selection of inflationary vacuum required by infra-red
regularity and gauge-invariance,” arXiv:1009.2947 [hep-th]; “IR divergence does not affect
the gauge-invariant curvature perturbation,” arXiv:1007.0468 [hep-th]; “Influence on obser-
vation from IR divergence during inflation – Multi field inflation –,” Prog. Theor. Phys. 122,
1207 (2010); “Influence on Observation from IR Divergence during Inflation. I,” Prog. Theor.
Phys. 122, 779 (2009)
[27] N. Y. Vilenken and A. U. Klimyk, Representations of Lie-Groups and Special functions, vol.
1–3, Dodrecht, Kluwer Acad. Publ., 1991
[28] Some thought reveals that the constant c˜G must be defined as:
c˜G == (4pi)
D+1
4 ∑k j
[
(2n)!
vol(SD)
]V
|Aut(G)|−1 F[n,nV −
1
2 ∑ j k j + E2 ,λ1/nhD/vol(SD)]
∏ j(2n− k j)!
.
Here, F(n,b,a) := ∑bm=0 ab−m
(
b
m
)
Γ(m/n+1/2n)Γ(b+1/2)
Γ(m+1/2) .
40
[29] S. Weinberg, “Ultraviolet Divergences in Cosmological Correlations,” Phys. Rev. D83,
063508 (2011). [arXiv:1011.1630 [hep-th]].
[30] S. Weinberg, “Quantum contributions to cosmological correlations. II. Can these corrections
become large?,” Phys. Rev. D74, 023508 (2006). [hep-th/0605244].
[31] S. Weinberg, “Quantum contributions to cosmological correlations,” Phys. Rev. D72, 043514
(2005). [hep-th/0506236].
[32] N. C. Tsamis and R. P. Woodard, “Quantum Gravity Slows Inflation,” Nucl. Phys. B 474, 235
(1996); N. C. Tsamis and R. P. Woodard, “The quantum gravitational back-reaction on infla-
tion,” Annals Phys. 253, 1 (1997); “Strong infrared effects in quantum gravity,” Annals Phys.
238, 1 (1995); “The Structure of perturbative quantum gravity on a De Sitter background,”
Commun. Math. Phys. 162, 217 (1994); N. C. Tsamis and R. P. Woodard, “Physical Green’s
functions in quantum gravity,” Annals Phys. 215, 96 (1992).
