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I. Introduction
Multidimensional (MD) subband coding systems have received signi cant attention since their introduction by Vetterli in 1984 1] . Initial work in this regard was the theoretical characterization of MD lter banks, followed by design methods 2] 3] 4] 5] 6]. An excellent treatment to the general MD case was presented by Viscito et al. in 7] , which also includes a very concise notation. This resulted in equations which looked very much like their familiar onedimensional (1D) counterparts. Tools and notations were further developed in 8] and in particular in 9] and 10].
The importance of notation stems essentially from two issues in the context of MD lter banks. The rst issue is the ease of expression and manipulation of the equations characterizing the various properties of MD lter banks a orded by use of the notation. The second issue is to determine if the notations allow easy and straightforward use of existing mathematical tools for analysis of MD systems. The notation introduced in 7] and 8] goes a long way towards achieving the rst goal, but fall short of the Ton Kalker is with Philips Research Laboratories Eindhoven, Prof.
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Imran Shah is with Philips Research Laboratories Briarcli , 345 Scarborough Road, USA, ias@philabs.philips.com. second one. In our opinion a successful attempt of addressing both issues was done in 9] and 10]. This paper builds upon and extends the results presented in the latter publications. We show that by the developments elaborated in this paper, the rich tool set of algebra and elementary group theory can be directly used for analyzing MD lter banks. This result is already signi cant in the sense that all the known results of lter bank theory can easily be derived. Much more signi cant, however, is the elegance and ease with which the open problems in MD lter bank characterization and design can be approached and solved.
Our aim is to familiarize the reader with use of algebraic group theory in the context of MD lter banks, and to illustrate its usefulness. Only the essential results are presented in the paper with minimal mathematical rigor. However, for the rigorous reader we give su cient references to publications where the proofs can be found. Our emphasis in this paper is to:
Present su cient basic group theory so that the novice reader is aided in following the new methodology for analyzing and solving problems related to MD lter banks. Develop the necessary notations and derive the basic results characterizing MD systems and lter banks using the tool set. Seeing some of the familiar results derived using algebraic group theory will not only help the reader in getting comfortable with the application of the new tool set, but also give an indication of its utility.
Apply the tool set to solve two open problems in MD lter banks: (1) design of MD lter banks using transformations and (2) characterization of MD linear phase lter banks. For the rst problem, we develop a general method to design multichannel ( 2) multidimensional lter banks using transformations. For the second problem, we derive general restrictions on group delays in linear phase lter banks. We believe that the tool set of algebraic group theory can be e ectively used in solving many other open problems in MD lter banks. As another indication of the power of the tool set, readers are referred to 11], where it is used in developing structures for multi-channel MD perfect reconstruction linear phase lter banks.
The outline of this paper is as follows. In Section II we will motivate one of our main deviations from standard literature: a new de nition of the polyphase concept. The key idea in this de nition is part of a more general philosophy. Referring to this philosophy as Representation Independence, it is characterized by trying to remove arbitrary choices from system descriptions and de nitions. The new de nition of polyphase component is placed in this context. Section III-B gives a short overview on the basics of group theory, which is subsequently used in the development of a theory on MD lattices (Section III-C), MD signals (Section III-D) and MD lter banks (Section IV).
In Section V, we apply the theory the two aforementioned problems in MD lter bank theory. The rst application (Section V-A) is concerned with the construction of MD perfect reconstructing (PR) lter banks by means of transformation of 1D PR lter banks. 10] . In this paper we present a concise overview of the techniques used in these latter two publications, and ll the gaps they left open.
Using the theory developed in the previous sections, we de ne the notion of a valid transform. A transform will be called valid if it preserves certain algebraic properties of the 1D lter bank to which the transform is applied. The preservation of these algebraic properties turns out to be su cient to guarantee preservation of PR. Applying a cascade of these transformations yields the results rst reported in 19], 9] and 10]. The explicit formulation of the cascade is not reported before.
The second application is concerned with MD lter banks having linear phase lters. We introduce uniform linear phase lter banks as lter banks in which all the analysis lters have the same group delay. It is shown that the well-known restrictions on 1D uniform linear phase lter banks extend directly to the MD case. An essential tool in the derivation of the results is a collection of assertions on nite Abelian groups. The problem was rst addressed in 11] and subsequently in 10]. The solutions in these publication are incomplete for the case of lter banks with an even number of channels. In this article, a complete solution is presented.
II. Representation Independence: a Philosophy
As mentioned earlier, we build upon the notations introduced by 7] . In this paper we will remove certain arbitrary choices from those notations. We will refer to this approach as the achieving of Representation Independence. One of our signi cant changes is in the de nition of polyphase components. It will be shown that by rede ning polyphase components in a representation-independent manner, the powerful tool set of algebra and elementary group theory becomes available for analysis of MD lter banks.
The primary reason for representation dependent notations is the historical link to 1D systems. When describing 1D systems, certain properties have a very natural representation. For example, the ordering of natural numbers is an obvious way to denote 1D polyphase component indexing. Similarly, the length of lters has a natural meaning in the 1D case. However, the meaning of these basic parameters is not that obvious in MD because there are many di erent valid de nitions.
As promised earlier, we will present a representationindependent theory of lter banks. To give an example of what we mean by representation dependence, we consider the notion of polyphase components. We present an example to illustrate that the de nition of polyphase components in the literature depends on representationdependent arbitrary choices.
Example 1: Consider a 1D lter H(z) followed by a dec- 
where z ?m(j) is a representative delay corresponding to the j th polyphase component. In literature, m(j) = j is used since it is natural to do so for the 1D case. The corresponding de nition of j th polyphase component is then:
Let us take N = 2 for this example, then following the above equations and conventions of m(j) = j, we get:
The choice of the delays z 0 in channel 0 and z ?1 in channel 1 are arbitrary, and stem directly from to the choice m(j) = j. Any even delay and odd delays can be used in channels 0 and 1 respectively. Let us make another (arbitrary) choice for the delays of the channels as: m(0) = 2 and m(1) = 5. We then get a polyphase decomposition of H(z) given by:Ĥ 0 (z) = a z + c + e z ?1 ;
orĤ 0 (z) = zH 0 (z);Ĥ 1 (z) = z 2 H 1 (z). It is easy to see that we get di erent equations for the polyphase components depending on the (arbitrary) choice of delay chosen for the channels.
2 The main reason in 1D systems reason for the choice of m(j) = j in literature stems from the ordering of the integer number system. General MD lter banks have up-and downsampling de ned by non-separable lattices. For these non-separable lattices no such natural choices exists, i.e. the choice of m(j) is completely arbitrary. The de nition of polyphase component (the form H j (z)) would hence depend on the chosen delay m(j) (a representational issue).
In order to avoid cluttering up the theory with all these arbitrary choices, it is our philosophy that they would be best avoided altogether. In this paper, we will strive for a representation-independent (RI) theory of lter banks. As an example, we de ne the polyphase componentH j (z) to be: 
2 We will show that as a bonus of the above RI choice of polyphase components, the algebraic properties of MD systems will become obvious. This makes available to us the tools of algebra for use in analysis of these systems.
III. Multidimensional signal theory
A. Notations signals. However, we do not use bold face fonts (X) or vector signs (X) to denote this fact. Signals will be represented both in their spatial domain and z-domain representations. This will be expressed by the use of capitals for the z-domain (X(z) or equivalently X), and by lower case letters for the spatial domain (x(n) or x n or equivalently x). The symbols N, Z , Q, R, C , C ? and S 1 will denote the set of natural numbers, integers, rational numbers, real numbers, complex numbers, non-zero complex numbers and complex numbers of magnitude 1 (the unit circle). An N-fold Cartesian product S N 1 will be referred to as a unit multi-circle. The symbols p; q; r; s; t; u;v will be used to denote vectors. The symbols k; l; m; n will denote cosets (to be de ned).
The expressions #(S) and j j denote the number of elements in a set S and the modulus of a number respectively. ). If the dimensionality N is clear from the context it will suppressed, and we simply write e(r). One easily veri es that the identity e(r) B = e(B t r) holds, where B t denotes the transpose of the matrix B. Specializing B to a vector v, we nd that e(r) v = e <v;r> , where < v; r >= P i v i r i denotes the inner product of r and v. We refer to 9] and 10] for more details.
B. Basic group theory
In this section we will give a short overview of group theory. For a more thorough treatment, we refer the reader to any introductory book on algebra, but 21] and 22] are good examples.
Formally a group is a triple fG; +; 0g, where G is a set, 0 2 G (identity element) and g 1 + g 2 2 G for all g 1 ; g 2 2 G (addition). In order to be called as group the following equalities have to be satis ed for all g; g 1 ; g 2 and g 3 in G :
1. g 1 + (g 2 + g 3 ) = (g 1 + g 2 ) + g 3 (associativity), 2. g + 0 = 0 + g = g (identity), and 3. there exist an element h 2 G such that
This element h is called the inverse of g and is usually denoted by ?g.
for all g and h in G , then the group is called Abelian. Abelian groups will usually denoted by the symbol A . By convention a group is called additive if the symbols + and 0 are used to denote the group operation and the identity element respectively; if the symbols and 1 are used the group is called multiplicative. If the number of elements in a group is nite, the group is called nite.
Abelian groups abound in mathematics. The most wellknown examples of in nite Abelian groups are probably the additive groups Z N . Other examples are the multiplicative groups C ? 1 and S 1 . The prototype of a nite Abelian group is the group Z M , the group of integers modulo M. The number of elements in Z M is M.
A homomorphism : G 1 ! G 2 is a mapping which preserves the group structure, i.e. if it satis es (g 1 + g 2 ) = (g 1 ) + (g 2 ). A homomorphism which is also bijective is called an isomorphism. Two groups are called isomorphic if there exists an isomorphism between them. From a group theoretic stand point, two groups that are isomorphic are indistinguishable.
A group is called cyclic if it is generated by one element only. Every in nite cyclic group is isomorphic to Z , and every nite cyclic group is of the form Z M .
If G 1 and G 2 are two groups, then the direct sum of G 1 and G 2 , denoted by G 1 G 2 , is the group of pairs (g 1 ; g 2 ), where addition is taken component-wise.
The main theorem of Abelian group theory states that every Abelian group is isomorphic to a direct sum of (innite and/or nite cyclic) groups. In particular, every nite Abelian group is a direct sum of nite cyclic groups.
If Or stated di erently, the set A 2 =A 1 consists of shifted versions of the set A 1 . If we de ne a to be the equivalence class to which an element a belongs, then A 2 =A 1 can be endowed with a group structure such that the quotient map a ! a is a homomorphism. More explicitly, the group structure on A 2 =A 1 is de ned by Then the following assertions hold:
1. There exists a unimodular integer matrix U such that L 1 = L 2 U. Moreover, for any unimodular integer matrix V , the matrix L 1 V is also a generating matrix
In particular, the set C(L) is nite.
3. The set C(L) has a natural Abelian group structure.
To be more precise, there exist a notion of addition on cosets which is commutative and which satis es (and is even de ned by) r + s = r + s. Stated in group theoretic terminology, C(L) is de ned as the quotient group Z N =L. 
having determinant equal to 4. The lattice has four cosets, viz. (k; 0) where k = 0; 1; 2; 3. As a group C(L 2d:hex ) is isomorphic to Z 4 . Fig. 1 serves as an illustration for the notion of coset group for the lattice L 2d:hex .
In many cases, one needs a concrete representation of the group C(L): for example, in order to decide whether or not two lattices have isomorphic coset groups. This can be accomplished by nding a canonical representation of C(L) as a direct sum of nite Abelian groups. The computational tool to achieve this is the Smith Normal Form algorithm are the same, where the de nition of the latter sequence is analogous to that of the former sequence. As an example, the Smith Normal Form of the matrix L 2d:hex of Eq. (9) is diag(1; 4). Therefore, according to the lemma above, and already observed before, its coset group is isomorphic to Z 4 .
Dual to the notion of coset, we can de ne the notion of frequency coset. This concept is not well established in the literature on signal processing, so we will spend some time on its de nition and its basic properties. It will also be shown that frequency cosets provide the proper tool for describing the upsampling and downsampling of signals.
De nition 1: The set W(L) of frequency cosets is de ned by W(L) = fw : w 2 C N ; w r = 1 for all r 2 Lg
The following theorem summarizes the important properties of frequency cosets (see 9] 10]). 
The set W(L) with component-wise multiplication is a nite Abelian group. Using the above theorem we can compute the frequency cosets for the various lattices we have introduced before. The groups C(L) and W(L) are closely related: from Theorem. 2, assertion 4, and the fact that the Smith Normal Form is the same for a matrix and its transpose, it follows that C(L) and W(L) are isomorphic as groups. There is however a even more tight relationship. In order to make this explicit we need the notion of exponentiation of cosets by frequency cosets. The following lemma introduces this notion (see 9] 10]). Lemma 3: There exists a unique map W(L) C(L) ! S 1 : (w; l) ! w l such that for all w 2 W(L) and all r 2 Z N the identity w r = w r holds.
As an example consider w = (j; ?1) 2 W(L 2d:hex ) and l = (1; 0) 2 C(L 2d:hex ). Both r 1 = (1; 0) and r 2 = (5; 0) are elements of l, and one easily veri es that w r1 = w r2 = j. According to Lemma 3 above, this implies that w l is de ned to be equal to this common value j.
The matrix of values w l is given a special name.
De nition 2: Let L be a sampling lattice. Then the matrix (w l ) w;l , w 2 W(L), l 2 C(L), is referred to as the generalized Fourier matrix of the lattice L.
We now observe that every w 2 W(L) de nes a character w : l ! w l on C(L). Moreover, the map w ! w is injective: w = 1 implies w = 1. As W(L) and C(L) _ have the same number of elements it follows that W(L) is isomorphic to the character group of C(L). Applying Lemma 1, the lemma below follows. As an immediate consequence of Lemma 1 we also have the following result.
Lemma 5: Let L 1 and L 2 be two sampling lattices (not necessarily of the same dimensionality) with isomorphic group structures. Then up to a permutation of rows and columns, their generalized Fourier matrices are the same.
This lemma has already been stated by Vaidyanathan in 24] . His proof uses the fact that every generalized Fourier matrix is a Kronecker product of 1D Fourier matrices. Our proof relies on the uniqueness of the character group, but on close inspection the two proofs are intimately related.
As an example one checks that in the 1D case the matrix (w l ) w;l can be rewritten as the Fourier matrix (e A multidimensional discrete signal is formally a mapping Z N ! C . We will use the more familiar z-domain notation to denote a signal. In particular, the expression f(z) = P r a r z ?r will denote the signal that has a value a r at point r 2 Z N . In all that follows we will assume that our signal have nite support, releasing us from the burden to worry about convergence when dealing with the convolution of two signals. Our approach however will still work in the context of the Hilbert space L 2 (Z N ), the space of square summable functions over Z N .
The basic notion with relates digital signals and sampling lattices is the notion of polyphase components. As we use a slightly di erent de nition of polyphase components as found in the literature (see 20]) we will state our de nition explicitly. The main di erence with the well-established de nition of 20] lies in the fact that we retain the zerovalued points. A signal which is equal to one of its polyphase components is called pure polyphase.
The basic properties of polyphase components are summarized in the following theorem. 1.
f(wz L ?1 ):
With regard to the last theorem, note that downsampling followed by upsampling is independent of the generator matrix of the sampling lattice L (the 0 th polyphase component of a signal is de ned with respect to a lattice!). In other words, although both up-and downsampling are dependent on a particular matrix, their combination is not.
Having stated this last theorem we now have su cient tools to consider the analysis of multidimensional lter banks. This will be pursued in the next section.
IV. Filter Banks
In this section we will be concerned with critically downsampled multidimensional lter banks. We will also assume that in each channel up-and downsampling is performed with respect to the same generator matrix. As the cascade of downsampling followed by upsampling is independent of the particular matrix chosen, we only have to specify the sampling lattice when specifying a lter bank. We will show that with the tools developed in the previous section we can formulate a concise and elegant description of the relevant properties of these type of lter banks. To establish the notation, a lter banks is a triplet fF; G; Lg with the following interpretation. The symbol L denotes a sampling lattice of index, say, . The symbols F and G will then stand for a set of analysis lters fF i g i=1 and synthesis lter fG i g i=1 , respectively (see Fig. 2 for a graphical presentation of these conventions). In the following, we will formulate conditions for alias cancellation, and nd expressions for amplitude and phase distortions. This example shows that a block circulant matrix can also be viewed as circulant matrix with respect to a non-cyclic group. 2 Using the de nitions given above, we can rephrase the observed property of the transfer matrix T by saying that T is c-circulant. As the transfer matrix su ces to describe the input/output of a lter bank, it should be no surprise that all the relevant properties of the lter bank can be expressed in terms of the transfer matrix. The following theorem summarizes the main facts (see 9] 10]). In order to simplify the notation, we will use in this section a slightly di erent de nition for the z-domain notation of a signal. Instead of writing P r a r z ?r we will use P r a r z r , i.e., we replace z by z ?1 .
We start with a lter bank fF 1 As the transfer relationship of a lter bank is completely described by its transfer matrix, the previous question can be rephrased as a question on the behavior of the N 1 -dimensional transfer matrix T 1 under substitution of variables. A necessary condition to allow mathematical analysis is provided when substitution of variables transforms polyphase components with respect to L 1 into polyphase components with respect to L 2 . Necessary and su cient for this condition is that the kernel lters K i (z) are pure polyphase with respect to L 2 and that substitution de nes a homomorphism : C(L 1 ) ! C(L 2 ) by the following rule: a pure l-polyphase signal is transformed by substitution into a pure (l)-polyphase signal.
Another condition for tractability of the mathematical analysis is given by the requirement that di erent diagonals of the matrix T 1 do not collapse onto the same diagonal after transformation of variables. We therefore require that the homomorphism is injective. As we are dealing with critically downsampled lter banks, the lattices L 1 and L 2 must necessarily have the same index, i.e. the same number of elements in their coset groups. This forces to be an isomorphism between cosets groups.
We are now ready to state the following de nition (see also 9] 10]). is is contained in L 2 , and 3. the induced homomorphism :
as above is an isomorphism, or equivalently, the set
For the rest of this section we will be assuming that all our substitutions are valid. If we perform a valid transformation on a lter bank then one easily veri es that there is a simple relationship between the transfer matrix T 1 and T 2 of the original and the transformed lter bank, respectively (see also 9] 10]):
The condition that the lters we are substituting in should be causal can be relaxed somewhat. It is sucient to assume that we can write F i (z) = z riF i (z) and G i (z) = z ?riGi (z) such thatF i (z) andG i (z) are causal. We then rede ne the transformation process as follows:
1. substitution with kernel K(z) in the ltersF i (z) and G i (z), and 2. replacing z ri with z si such that s i = (r i ). Computing the transfer matrix of this lter bank we nd the same simple relationship between T 1 and T 2 as before.
We now come to the main theorem of this section (see also 9] 10]). Theorem 6: Let F 2 = fF 2 ; G 2 ; L 2 g be an N 2 -dimensional lter bank such that it is the valid transform with kernel K(z) (as de ned above) of an N 1 -dimensional lter bank K(z) ). 3. F 1 is bi-orthogonal if and only if F 2 is bi-orthogonal. We now apply the above theorem to the McClellan transform of a 1D, 2-channel, odd length, linear phase, bi-orthogonal lter bank F. It is well-known that every such lter bank is completely speci ed by 2 prototype odd length, low-pass, linear phase lters F(z) and G(z) which satisfy . Observing that F is derived fromF by transformation with the kernel C(z), and observing that C(z) is a non-zero polyphase component, allows us to apply Theorem 6. In particular, we nd thatF is bi-orthogonal. Now let L 2 be a N-dimensional sampling lattice of index 2, and let K(z) be a pure (non-zero) polyphase kernel lter. In general K(z) is chosen such that the lter F(K(z)) (where, as earlier, F(z) is the low-pass analysis lter) has prescribed frequency characteristics (see 12]). LetF be the lter bank derived fromF by transforming with K(z). Then again applying Theorem 6, we nd that F is bi-orthogonal. Summarizing we have found the following Theorem, generalizing a result from 18]. Theorem 7: Let F be a 1D, 2-channel, odd length, biorthogonal lter bank. Let L be an N-dimensional sampling lattice of index 2, and let K(z) be a pure (non-zero) polyphase kernel lter. LetF be the lter bank derived from F by applying the McClellan transform to the zerophase parts of the analysis and synthesis lters, and by replacing the odd 1D delays by N-dimensional (non-zero polyphase) delays. ThenF is a bi-orthogonal lter bank with respect to L.
Example 4: Let F be the bi-orthogonal 1D lter bank with a low-pass analysis and synthesis lters F 1 (z) = p 1=2(1 + (z + z ?1 )=2) and G 1 (z) = p 1=8(3 + (z + z ?1 ) ?
(z 2 +z ?2 )=2), respectively. The high -pass lters are given by F 2 (z) = z ?1 G 1 (?z) and G 2 (z) = zF 1 (?z) for the analysis and synthesis bank, respectively. Performing the extraction of the term C(z) as described earlier, produces the lter bankF with low-pass analysis and synthesis lters F 1 (z) = p 1=2(1+z) andG 1 (z) = p 1=2(2+z?z 2 ), respectively. As mentioned before, the frequency characteristics of this lter bankF are quite useless. However, after insertion of the kernel K(z) = z1+z ?1 +z2 +z ?1 2 4 (a valid transform), we have produced a 2-dimensional bi-orthogonal lter bankF with diamond-shaped low-pass lters. For example, the impulse response of the low-pass synthesis lter is given by the matrix and its frequency response is depicted in Figure 3 . 
Geometrically formulated, a lter is linear phase if its impulse response is point symmetric or point anti-symmetric. The group delay of a linear phase lter H(z) is denoted by gd(H(z)). In many applications there is a requirement on the lters in a PR lter bank to be linear phase. In case one wants to utilize the correlation between the di erent channels in a lter bank, one even requires that the analysis (synthesis) lters have the same group delay. Such PR lter banks are called uniform linear phase lter banks. Now let F = fF; G; Lg be a uniform linear phase biorthogonal lter bank, and let d be the common group delay of the analysis lters. Let (F) and o(F) be the number of symmetric and antisymmetric analysis lters. It is easily veri ed that this forces the synthesis lters to have common group delay d too. Moreover the number of symmetric and antisymmetric synthesis lters are the same as for the analysis lters.
The question which we will address in this section is: How are d, (F) and o(F) related to the sampling lattice L?
In the 1D case, this question has already been studied in 27] and 28], and the answer is part of the signal processing folklore. Subsampling by an even number forces d to be half-integer (i.e. even length lters) with an equal number of symmetric and antisymmetric lters; subsampling by an odd number forces d to be integer (odd length lters) with (F) = o(F) + 1.
Before we start the mathematical analysis of the problem, we can make a few general remarks. First of all, the group delay d need only be considered up to integer vectors: if d is an allowed group delay d, so is d + e for any integer vector e. This follows easily from the fact that adding or removing delays to lter banks does not change bi- Before we proceed we state a few facts from Abelian group theory which will be used later on (see 21]). 4 We use the~operator to denote the quotient map with respect to M. ( ?k;2d+l ) . The matrix S and M contain information about the balance between odd and even parity lters, and the restrictions on the group delay d respectively. To be precise, we have the following assertions:
In order to derive useful conclusions from Eq. (11) (15), it is su cient to prove the rst statement of the theorem. To prove this rst statement, we will assume that 2d is a twofold, and derive a contradiction. So let 2d = 2l 0 , l 0 2 C(L).
From Eq. (15) we derive that Trace(S) > 0. In the following we will also derive that Trace(S) = 0, thereby generating a contradiction, and nishing the proof.
Consider the group Z = fk 2 C(L) : 2k = 0g. As we are assuming that is even, Z has 2 i elements, where i 1. Therefore there exists a non-trivial character on Z. Using Fact 4 and Lemma 1, we conclude that there exists a frequency coset w 0 such that The converse of the theorem above is also true, i.e. every d such that 2d is not a twofold in C(L) can occur as the group delay in a uniform bi-orthogonal lter bank. This can be shown as follows.
Using the Smith Normal Form of a generating matrix of L it is shown that there exists a lattice L 2 that removes all evenness from L. To be precise L 2 satis es: 1. L L 2 Z N :
2. The group C(L 2 ) is a direct sum of cyclic groups, each having a power of 2 as order. 3. The quotient (L)= (L 2 ) is odd. We claim that the image of 2d in C(L 2 ) is not a twofold either. Temporarily assuming this claim to be true, we are nished if we can construct a lter bank F 1 with group delay d for the sampling lattice L 2 . As subsampling from L 2 to L has an odd number of channels, there exists a uniform bi-orthogonal lter bank F 2 with group delay 0. Cascading the two lter banks (F 1 followed by F 2 ) produces the required lter bank.
To show that we can construct a lter bank for L 2 we partition the cosets into pairs (l; 2d ? l) and for every such pair we choose a vector r l such that r l = l. Then we associate every pair of cosets (l; 2d ? l) with the pair of vectors (r l ; 2d ? r l ). We choose an ordering of C(L 2 ) such that l (L2 )+1?i = 2d ? l i , where i = 1; ; (L 2 ). Based on the assumptions on L 2 , the number (L 2 ) is a power of As an application of the theory of this section the allowed group delays for 2D lter banks with a low number of channels are derived. The results are given in Table V-B. The rst column of this table list the index of the lattice, the second column lists the group structure of the lattice, and the third column lists the allowed group delays for the lattice in canonical Smith form. The fourth column lists the number of lters with even parity.
VI. Conclusions
We have shown that there is a place for elementary group theory in the theory of multidimensional multirate lter banks. First, we have presented the general theory of lter banks in group theoretic terms. The key insight in this regard is a slightly di erent de nition of polyphase components. We have shown that this results in concise de nitions and formulas. Second, we have applied the new approach to two open problems in multidimensional lter bank theory, and we have shown that the ease of solving them is greatly enhanced.
