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Abstract
We characterize genus g canonical curves by the vanishing of combinato-
rial products of g + 1 determinants of Brill-Noether matrices. This also
implies the characterization of canonical curves in terms of (g−2)(g−3)/2
theta identities. A remarkable mechanism, based on a basis of H0(KC)
expressed in terms of Szego¨ kernels, reduces such identities to a simple
rank condition for matrices whose entries are logarithmic derivatives of
theta functions. Such a basis, together with the Fay trisecant identity,
also leads to the solution of the question of expressing the determinant
of Brill-Noether matrices in terms of theta functions, without using the
problematic Klein-Fay section σ.
1 Introduction
Let C be a smooth closed Riemann surface of genus g; we will consider non-
hyperelliptic surfaces of genus g ≥ 3 and we will identify such surfaces with
the corresponding non-singular canonical curves in a projective space. Recall
that a marking for C is given by fixing a standard homotopy basis together
with a basepoint p0 ∈ C. Let KC be the canonical line bundle on C and set
H0(KnC) := H
0(C,KnC), n ∈ Z>0. Petri’s Theorem [27] determines the ideal
of canonical curves of genus g ≥ 4 by means of relations among elements of
H0(K2C) (see also [4, 6, 29, 30]). As emphasized by Mumford, Petri’s relations
are fundamental and should have basic applications (pag. 241 of [26]).
Here we show that the (g−2)(g−3)/2 linearly independent relations derived
by Petri admit an intrinsic characterization based on combinatorial properties
of determinants, which in turn imply a characterization of canonical curves in
terms of theta identities. Furthermore, we introduce a remarkable mechanism,
based on the choice of a basis of H0(KC) expressed in terms of Szego¨ kernels,
reducing the combinatorial identities to a simple rank condition for matrices
whose entries are logarithmic derivatives of theta functions. Remarkably, such
a basis, together with the Fay trisecant identity, also leads to the solution of
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the question of expressing the determinant of the Brill-Noether matrix ωi(pj)
in terms of theta functions, without using the problematic section σ considered
by Klein and Fay (see Theorem 4.13 and Remark 7).
1.1 Basic notation
For each n ∈ Z>0, set Nn := h0(KnC) = (2n− 1)(g − 1) + δn1, Mn :=
(
g+n−1
n
)
,
M := M2 = g(g + 1)/2, N := N2 = 3g − 3. Set In := {1, . . . , n} and let
Sn be the group of permutations of n symbols. Let {α1, . . . , αg, β1, . . . , βg}
be a symplectic basis of H1(C,Z) and {ωi}i∈Ig the basis of H
0(KC) such that∮
αi
ωj = δij . Denote by τij :=
∮
βi
ωj the Riemann period matrix, i, j ∈ Ig. For
each n ∈ Z>0, let {φni }i∈INn be an arbitrary basis of H
0(KnC). We will denote
detij φ
n
i (xj) by detφ
n
i (xj) or, when different kind of points need to be specified,
by detφn(x1, . . . , xNn).
1.2 The strategy
The first step in our analysis is to define a refinement of original Petri’s con-
struction (see [1]). Choose p1, . . . , pg ∈ C so that detφ1(p1, . . . , pg) 6= 0. The
set {σi}i∈Ig , where for all z ∈ C
σi(z) :=
detφ1(p1, . . . , pi−1, z, pi+1, . . . , pg)
detφ1(p1, . . . , pg)
,
is a basis of H0(KC) adapted to the points p1, . . . , pg, i.e. such that ηi(pj) = 0,
for i 6= j, i, j ∈ Ig . This definition is independent of the choice of the basis
{φ1i }i∈Ig and, up to normalization, of the local coordinates on C.
This definition of a basis adapted to the points provides a natural way to
normalize the holomorphic 1-differentials. This will be useful when we will
need to write polynomials and determinants of such differentials in terms of
theta functions, because such formulae will be automatically independent of the
marking.
A basic consequence of the above construction is that now Petri’s relations can
be expressed in terms of {ωi}i∈Ig , with respect to which it is possible to write
down a basis for H0(K2C). This is a key point, since the products ωiωj are
directly related, via the Kodaira-Spencer map, to dτij . Below we will explicitly
show why such a basis and the basis for the for H0(K2C) are quite natural for
our investigation.
Denote by σσi, i = 1, . . . ,
(
g+1
2
)
, the elements σiσj , i, j ∈ Ig, the correspondence
being fixed by a bijection IM ∋ i 7→ 1i2i ∈ Sym
2(Ig). Consider the
(
g+1
2
)
×
(3g − 3)-dimensional matrix σσi(xj), with x1, . . . , x3g−3 ∈ C pairwise distinct
points in general position. One can now recognize a non-singular submatrix
of degree 3g − 3 and, as a consequence, each one of the
(
g+1
2
)
− (3g − 2) =
(g − 2)(g − 3)/2 conditions among elements of H0(K2C) can be expressed in
determinantal form as the vanishing of a minor of degree 3g− 2 containing such
a submatrix. Explicitly, for each one of such relations there is a suitable subset
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of {σiσj}1≤i≤j≤g, consisting of 3g − 2 elements, we denote by {σσi}i∈I , with I
a suitable set of 3g − 2 indices such that the relation can be expressed as
det
i∈I
1≤j≤3g−2
σσi(xj) = 0 ,
for all x1, . . . , x3g−2 ∈ C. Each set {σσi}i∈I spans H0(K2C). As explained in
the Proof of Theorem 1.1, such relations can be simplified and written as the
vanishing of minors of degree 2g.
The subsequent step is to express such relations in terms of theta identities. As
we will see in Section 4, there are simple formulae expressing determinants of
holomorphic differentials in terms of theta functions and prime forms. However,
in order for such formulae to be applied, the determinantal relations above need
some non-trivial combinatorial manipulation. The idea is to express determi-
nants, such as detωωi(xj), as a sum of products of determinants of the form
detωi(xj). This requires some basic identities, formulated in the two combina-
torial Lemmas, which are of their own interest.
Let us then illustrate the combinatorics, considered in Sec.2, to express the
determinants of
(
g+1
2
)
-dimensional matrices ωωi(xk), with xk arbitrary points
of C, as polynomials of determinants of the g× g Brill-Noether matrices ωi(xj).
The starting point is the g = 2 D’Hoker and Phong remarkable formula [9]∣∣∣∣∣∣
ω21(x1) ω1(x1)ω2(x1) ω
2
2(x1)
ω21(x2) ω1(x2)ω2(x2) ω
2
2(x2)
ω21(x3) ω1(x3)ω2(x3) ω
2
2(x3)
∣∣∣∣∣∣ = detω(x1, x2) detω(x1, x3) detω(x2, x3) .
Although the original proof uses the hyperelliptic form of the abelian differen-
tials, this is actually a purely algebraic identity that holds for any functions
f1, f2. Once the left and right hand side are expressed in terms of theta func-
tions, however, this identity becomes highly non-trivial. This motivates the
search for analogous purely algebraic identities at g > 2. Namely, for g ar-
bitrary functions f1, . . . , fg : A → C on an arbitrary set A, we analyze the
identities between polynomials of determinants of g× g matrices det fi(xj) and
determinants of
(
g+1
2
)
dimensional matrices with entries ffi(xk), where each ffi
denotes a distinct element in the set of functions {fifj}1≤i≤j≤g. Such identities
are much simpler than one would naively expect, a striking example being the
g = 3 formula∣∣∣∣∣∣∣
f21 (1) f1(1)f2(1) f1(1)f3(1) f
2
2 (1) f2(1)f3(1) f
2
3 (1)
...
...
...
...
...
...
f21 (6) f1(6)f2(6) f1(6)f3(6) f
2
2 (6) f2(6)f3(6) f
2
3 (6)
∣∣∣∣∣∣∣
= det f(1, 2, 3) det f(1, 4, 5) detf(2, 4, 6) det f(3, 5, 6)
− det f(6, 2, 3) detf(6, 4, 5) det f(2, 4, 1) detf(3, 5, 1) ,
where fi(j) := fi(xj), which holds for all x1, . . . , x6 ∈ A. Finally, and somehow
more surprisingly, it turns out that, under mild assumptions on the fi (essen-
tially, A must contain a subset of common zeroes), also particular minors of the
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matrices ffi(xj) can be expressed as polynomials of det fi(xj). This result is a
priori totally unexpected and, remarkably, can be directly applied to the basis
of H0(K2C) we consider.
Thanks to the above mentioned combinatorial identities, the above vanishing
conditions can be expressed in terms of polynomials of determinants of the Brill-
Noether matrices, the content of Theorem 1.1. Since, as we will show, each
one of such determinants can be directly expressed in terms of Riemann theta
functions, such a construction allows us to associate a theta relation to each one
of the quadrics generating the ideal of the canonical curve in Petri’s construction.
This is the content of Theorem 4.10 and Corollary 4.11, whose proofs, together
with the one of Theorem 1.1, are reported in Sec.4. In Sec.4 we will introduce
bases for H0(KnC) expressed in terms of Szego¨ kernels. In the case of H
0(KC),
such a basis, denoted by {λi}i∈Ig , plays a key role in reducing the combinatorial
relations among theta functions. This is Theorem 1.2, proved in Sec.4, which
provides a simple rank condition for matrices whose entries are logarithmic
derivatives of theta functions. Furthermore, expressing detλi(zj) in terms of
theta functions using the Fay trisecant identity [15] and then changing basis to
{ωi}i∈Ig , gives the expression of the determinant of Brill-Noether matrices in
terms of theta functions, this is the content of Theorem 4.13.
Let us further illustrate why the bases {σi}i∈Ig and {σσi}i∈IN are the natural
choices for our investigation. Suppose one considers an arbitrary basis {ηi}i∈Ig
of H0(KC). Under a suitable general position assumption,
φ1, . . . , φ3g−3 := η
2
1 , . . . , η
2
g , η1η2, . . . , η1ηg, η2η3, . . . , η2ηg ,
will form a basis of H0(K2C). Then to express any ηiηj in terms of this basis
one takes an arbitrary generic collection of points q1, . . . , q3g−3 and determines
the coefficients cijk in ηiηj =
∑
cijkφk, by requiring the values of both sides
to be equal at q1, . . . , q3g−3. Note that even if this immediately gives cijk as a
determinantal quantity in ηiηj(ql) and φk(ql), a first question with such a choice
is how to determine a set of M − N = (g − 1)(g − 2)/2 linearly independent
as above or, at least, as derived by Petri. Actually, without a characterization
of the zeroes of the holomorphic differentials, as it happens both in our and
Petri’s construction, it does not seem possible to deriving them (unless one
does a similar subsequent analysis). Above we anticipated that using the bases
{σi}i∈Ig and {σσi}i∈IN it allows to apply combinatorial techniques to find such
relations. Furthermore, we are interested in finding relations with well-defined
transformation properties under changing of the marking. In particular, a main
question is how to express such relations in terms of the basis {ωi}i∈Ig . We
saw that {σi}i∈Ig , and therefore {σσi}i∈IN , is invariant under a change of the
marking. In the absence of any specification, the transformation properties of
the basis {ηi}i∈Ig , and therefore of the basis {φi}i∈IN , is unknown. Many of the
results obtained in the present paper would be more involved to obtain working
with such bases. In particular, using the bases {σi}i∈Ig and {σσi}i∈IN leads
to the M − N determinantal relations involving the ωi’s. This also leads to
the M −N relations satisfied by dτi which are invariant under a change of the
4
marking. Furthermore, many of the relations between theta functions that we
derive follow by such results.
1.3 Main results
The first main result concerns a remarkable expression of the linear relations
among holomorphic quadratic differentials in terms of determinants of holo-
morphic abelian differentials. The proof is purely algebraic and is based on the
combinatorial identities derived in Sec. 2. This is the key step for the expression
of such relations in terms of theta identities, as shown in Sec. 4.
Set |x1, . . . , xg| := detωi(xj), for arbitrary x1, . . . , xg ∈ C.
Theorem 1.1. Let C be a canonical curve of genus g ≥ 4. Fix distinct points
p3, . . . , pg ∈ C in general position (the precise condition they must satisfy is
K(p3, . . . , pg) 6= 0, with K defined in Eq.(4.22)). Then, the ideal of C is gener-
ated by the (g − 2)(g − 3)/2 independent relations∑
s∈S2g
ǫ(s)|xs1 , . . . , xsg ||xsg , . . . , xs2g−1 ||xs1 , xsg+1 , xs2g , p3, . . . , pˇi, . . . , pg|
· |xs2 , xsg+2 , xs2g , p3, . . . , pˇj, . . . , pg|
g−1∏
k=3
|xsk , xsk+g , p3, . . . , pg| = 0 ,
3 ≤ i < j ≤ g, si := s(i), for all xk ∈ C, 1 ≤ k ≤ 2g, unless C is trigonal or
isomorphic to a smooth plane quintic.
The second main result concerns remarkable identities among theta functions
which follow from linear relations among holomorphic quadratic differentials.
Theorem 1.2. Let C be a canonical curve of genus g ≥ 4, and choose a sym-
plectic basis of H1(C,Z). Let δ :=
[
δ′
δ′′
]
∈ Z2g2 be a non-singular even theta
characteristic and q ∈ C an arbitrary point and consider the effective divisor
p1 + . . . + pg on C, uniquely defined by A(p1 + . . . + pg − q − ∆) = δ′′ + τδ′
mod Zg + τZg . Then, the 2g × g(g − 1)/2 matrix with columns(
~∇ log θ[δ](pi − pj)
A(pi − pj)
)
1≤i<j≤g
, (1.1)
has rank smaller than 2g − 2. Futhermore, if K(p3, . . . , pg) 6= 0 and p1, . . . , pg
are pairwise distinct, then the rank of such a matrix is exactly 2g − 3 and, in
particular, the 2g − 3 columns with i ∈ {1, 2} and j ∈ Ig, j > i, are linearly
independent. In this case, an equivalent statement is that the g×(g−1)(g−2)/2
matrix with columns (
~f(p1, pi, pj)
)
1<i<j≤g
, (1.2)
has rank less than g − 1, where
~f(pi, pj , pk) := ~∇ log θ[δ](pi − pj) + ~∇ log θ[δ](pj − pk) + ~∇ log θ[δ](pk − pi) ,
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i, j, k ∈ Ig . For each non-singular odd theta characteristic ν :=
[
ν′
ν′′
]
∈ Z2g2 , let
Dg−1 be the effective divisor of degree g − 1 such that A(Dg−1 −∆) = ν′′ + τν′
mod Zg + τZg . If q is in the support of Dg−1, then
rk
(
~f(p1, p2, p3) ~f(p1, p2, p4) . . . ~f(p1, p2, pg) ~∇θ[ν](0)
)
< g − 1 . (1.3)
It is worth noticing that the known solution of the Schottky problem involves
non-linear differential equations. In particular, according to Novikov’s conjec-
ture, an indecomposable principally polarized abelian variety is the Jacobian of
a genus g curve if and only if there exist vectors U 6= 0, V,W ∈ Cg such that
u(x, y, t) = 2∂2x log θ(Ux+V y+Wt+z0, Z), satisfies the Kadomtsev-Petviashvili
(KP) equation 3uyy = (4ut+6uux−uxxx)x. Relevant progresses on such a con-
jecture are due, among the others, to Krichever [21], Dubrovin [13] and Mulase
[25]. Its proof is due to Shiota [31]. A basic step in such a proof concerned
the existence of the τ -function as a global holomorphic function in the {ti}, as
clarified by Arbarello and De Concini in [3], where it was shown that only a
subset of the KP hierarchy is needed. Their identification of such a subset is
based on basic results by Gunning [17] and Welters [34, 35], characterizing the
Jacobians by trisecants (see also [2, 10, 11, 12, 18, 32, 33]).
The Schottky problem is still under active investigation, see for example
[8, 19, 28, 24] for further developments. In particular, Arbarello, Krichever and
Marini proved that the Jacobians can be characterized in terms of only the
first of the auxiliary linear equations of the KP equation [5, 22]. Very recently
appeared the papers [20] and [23] that proved the conjectures by Farkas [14]
and Welters [35], respectively.
Acknowledgments. We thank the anonymous referee for his/her interest and
the constructive review.
2 Combinatorial Lemmas for determinants
Here we first describe a useful formalism for symmetric tensor products of vector
spaces, which will be used throughout the paper where determinants of holo-
morphic sections of K2C will play a central role. The first application will be
in the next section where a basis of H0(K2C) in terms of two-fold products of
sections of H0(KC) will be introduced. After describing such a formalism, we
will consider the purely combinatorial problem concerning the determinants of a
basis of a two-fold symmetric product of a finite dimensional space of functions.
In particular, the combinatorial Lemmas 2.2 and 2.3 show that such determi-
nants can be expressed as polynomials in determinants of a basis of the original
space of functions. Such results will be applied to determinantal relations we
will derive in the next section, in particular to Theorem 3.3, leading to Theorem
1.1, and then, by Proposition 4.2, expresses them in terms of Riemann’s theta
functions. The latter is the content of Theorem 4.10 which, in turn, leads to
Corollary 4.11, whose proofs are reported in Sec.4.
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2.1 Identities induced by the isomorphism CMn ↔ Symn(Cg)
For each n ∈ Z>0, set In := {1, . . . , n} and let Sn denote the group of permu-
tations of n elements. Let V be a g-dimensional vector space and let Mn :=(
g+n−1
n
)
be the dimension of the n-fold symmetric tensor product Symn(V ). We
denote by
Symn(V ) ∋ η1 · η2 · · · ηn :=
∑
s∈Sn
ηs(1) ⊗ ηs(2) ⊗ . . .⊗ ηs(n) ,
the symmetric tensor product of an n-tuple (η1, . . . , ηn) of elements of V . Let
us fix an isomorphism CM2 → Sym2(Cg) and, more generally, an isomorphism
CMn → Symn(Cg), n ∈ Z>0.
Remark 1. Let M := M2, and let A : C
M → Sym2(Cg) be the isomorphism
given in coordinates by A(e˜i) := e1i · e2i , with {ei}i∈Ig and {e˜i}i∈IM the canon-
ical bases of Cg and CM respectively, and
(1i, 2i) :=


(i, i) , 1 ≤ i ≤ g ,
(1, i− g + 1) , g + 1 ≤ i ≤ 2g − 1 ,
(2, i− 2g + 3) , 2g ≤ i ≤ 3g − 3 ,
...
...
(g − 1, g) , i = g(g + 1)/2 ,
so that 1i2i is the i-th element in theM -tuple (11, 22, . . . , gg, 12, . . . , 1g, 23, . . .).
In general, one can define an isomorphism A : CMn → Symn(Cg), with A(e˜i) :=
e1i · · · eni , by fixing the n-tuples (1i, . . . , ni), i ∈ IMn , in such a way that 1i ≤
2i ≤ . . . ≤ ni.
For each vector u := t(u1, . . . , ug) ∈ Cg and matrix B ∈Mg(C), set
u
(n)
i = u · · ·u︸ ︷︷ ︸
n times
i :=
∏
m∈{1,...,n}
umi ,
and
B
(n)
ij = (B · · ·B︸ ︷︷ ︸
n times
)ij :=
∑
s∈Sn
∏
m∈{1,...,n}
Bmis(m)j ,
i, j ∈ IMn , where the products
∏
m∈{1,...,n} umi and
∏
m∈{1,...,n}Bmis(m)j are the
standard ones in C. In particular, let us define
χ
(n)
i :=
g∏
k=1
[( ∑
m∈{1,...,n}
δkmi
)
!
]
= (δ · · · δ)ii ,
i ∈ IMn , (the superscript (n) in χ
(n)
i will be omitted when clear from the
context) where δ denotes the identity matrix, so that, for example, χ
(1)
i = 1,
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χ
(2)
i = 1+ δ1i2i , χ
(3)
i = (1+ δ1i2i + δ2i3i)(1+ δ1i3i). The coefficient χi is strictly
related to the multinomial coefficient and in particular enters in the multinomial
expansion in C[x1, . . . , xg]
( g∑
k=1
xk
)n
=
Mn∑
i=1
n!χ−1i x1i · · ·xni .
Such a single indexing satisfies identities repeatedly used in the following.
Lemma 2.1. Let V be a vector space and f an arbitrary function f : Ing → V ,
where Ing := Ig × . . .× Ig. Then, the following identity holds
g∑
i1,...,in=1
f(i1, . . . , in) =
Mn∑
i=1
χ−1i
∑
s∈Sn
f(s(1)i, . . . , s(n)i) , (2.1)
that, for f completely symmetric, reduces to
g∑
i1,...,in=1
f(i1, . . . , in) = n!
Mn∑
i=1
χ−1i f(1i, . . . , ni) . (2.2)
Proof. Use
g∑
i1,...,in=1
f(i1, . . . , in) =
g∑
in≥...≥i1=1
∑
s∈Sn
f(is(1), . . . , is(n))∏g
k=1[(
∑n
m=1 δkim)!]
.

Note that for each u ∈ Cg, u⊗n := u⊗ . . .⊗u is an element of Symn(Cg) ∼= CMn .
By (2.1), the following identities are easily verified
u⊗n ∼=
Mn∑
i=1
χ−1i u
(n)
i e
(n)
i , (Bu)
⊗n ∼=
Mn∑
i,j=1
χ−1i χ
−1
j B
(n)
ij u
(n)
j e
(n)
i ,
where e
(n)
i ∈ C
Mn ∼= Symn(Cg), i ∈ IMn . Furthermore,
Mn∑
j=1
χ−1j B
(n)
ij C
(n)
jk = (BC)
(n)
ik ,
where B,C are arbitrary g×g matrices. For any non-singular B such an identity
yields
Mn∑
j=1
χ−1j χ
−1
k B
(n)
ij (B
−1)
(n)
jk = δ
(n)
ik χ
−1
k = δik ,
and then
detij
(
B
(n)
ij χ
−1
j
)
detij
(
(B−1)
(n)
ij χ
−1
j
)
= 1 .
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In the following, we will denote by
Bi := B1i2i ,
i ∈ IM the elements of a symmetric g × g matrix. Furthermore, we will denote
the minors of B(n) = (B · · ·B) by
|B · · ·B|i1...imj1...jm := deti∈{i1,...,im}
j∈{j1 ,...,jm}
B
(n)
ij ,
i1, . . . , im, j1, . . . , jm ∈ IMn , with m ∈ IMn .
2.2 Combinatorics of determinants
Fix a surjection m : Ig × Ig → IM , satisfying m(i, j) = m(j, i), i, j ∈ Ig. It
corresponds to an isomorphism CM → Sym2(Cg) with e˜m(i,j) 7→ ei · ej . For
example, by using the construction of subsec.2.1, it is possible to define m so
that m(1i, 2i) = m(2i, 1i) = i, i ∈ IM ; the corresponding isomorphism is A,
introduced in Definition 1.
For each map s : IM → IM consider the g-tuples dk(s), k ∈ Ig+1, given by
dij(s) = d
j+1
i (s) := sm(i,j) , (2.3)
i ≤ j, i, j ∈ Ig. Note that if s is a injective, then each g-tuple consists of distinct
integers, and each i ∈ IM belongs to two distinct g-tuples.
Consider Sg+1g := Sg × · · · × Sg︸ ︷︷ ︸
g+1 times
and define κ : Sg+1g × IM → IM , depending on
m, by
κm(i,j)(r
1, . . . , rg+1) = m(rij , r
j+1
i ) , (2.4)
i ≤ j, i, j ∈ Ig, where (r1, . . . , rg+1) ∈ Sg+1g . Note that
dij(κ(r
1, . . . , rg+1)) = dj+1i (κ(r
1, . . . , rg+1)) = m(rij , r
j+1
i ) ,
i ≤ j, i, j ∈ Ig. Consider the subset of IM determined by IM,n := {m(i, j)|i ∈
In, j ∈ Ig}, n ∈ Ig, with the ordering inherited from IM , and denote by L :=
M−(g−n)(g−n+1)/2, its cardinality. The elements κl(r1, . . . , rg+1), l ∈ IM,n,
are independent of rji , with n + 1 ≤ i, j ≤ g, and κ can be generalized to a
function κ : IM,n × S˜g,n → IM , where S˜g,n := Sng × S
g−n+1
n , by
κi(r˜
1, . . . , r˜g+1) := κi(r
1, . . . , rg+1) , (2.5)
i ∈ IM,n, (r˜1, . . . , r˜g+1) ∈ S˜g,n, where rj ∈ Sg, j ∈ Ig+1, are permutations
satisfying rj = r˜j , j ∈ In, and r
j
i = r˜
j
i , i ∈ In, n + 1 ≤ j ≤ g. Furthermore, if
{κi(r˜1, . . . , r˜g+1)}i∈IM,n consists of distinct elements, then it is a permutation
of IM,n. By a suitable choice of the surjection
m(j, i) = m(i, j) := M − (g − j)(g − j − 1)/2 + i , (2.6)
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j ≤ i ∈ Ig , we obtain IM,n = IL as an equality between ordered sets. Note that
this choice for m, which is convenient to keep the notation uncluttered, does
not correspond to the isomorphism introduced in subsec.2.1.
Consider the maps s : I → I, where I is any ordered subset of IM ; if s is
bijective, then it is a permutation of I. We define the function ǫ(s) to be the sign
of the permutation if s is bijective, and zero otherwise. Let F be a commutative
field and S a non-empty set. Fix a set {fi}i∈Ig , of F -valued functions on S, and
M (possibly coincident) elements xi ∈ S, i ∈ IM . Set ffm(i,j) := fifj, i, j ∈ Ig,
and
det f(xdj(s)) := detik fk(xdji (s)
) ,
j ∈ Ig+1, where xi ∈ S, i ∈ IM . Furthermore, for any ordered set I ⊆ IM , we
denote by
detI ff(x1, . . . , xCard(I)) ,
the determinant of the matrix (ffm(xi))i∈ICard(I)
m∈I
.
Lemma 2.2. Choose n ∈ Ig and L elements xi in S, i ∈ IL. Fix g−n elements
pi ∈ S, n+ 1 ≤ i ≤ g and g F -valued functions fi on S, i ∈ Ig. The following
g(g − n) conditions
fi(pj) = δij , (2.7)
1 ≤ i ≤ j, n+ 1 ≤ j ≤ g, imply
detIM,n ff(x1, . . . , xL) =
1
cg,n
∑
s∈SL
ǫ(s)
n∏
j=1
det f(xdj(s))
g+1∏
k=n+1
det f(xdk1(s), . . . , xdkn(s), pn+1, . . . , pg) (2.8)
where
cg,n :=
∑
(r˜1,...,r˜g+1)∈S˜g,n
g+1∏
k=1
ǫ(r˜k)ǫ(κ(r˜1, . . . , r˜g+1)) . (2.9)
In particular, for n = g
cg det ff(x1, . . . , xM ) =
∑
s∈SM
ǫ(s)
g+1∏
j=1
det f(xdj(s)) , (2.10)
where
cg := cg,g =
∑
r1,...,rg+1∈Sg
g∏
k=1
ǫ(rk) ǫ(κ(r1, . . . , rg)) .
Proof. It is convenient to fix the surjection m as in (2.6), so that IM,n = IL.
Next consider
cg,n detIL ff(x1, . . . , xL) = cg,n
∑
s∈SL
ǫ(s)ff1(xs1 ) · · · ffL(xsL) , (2.11)
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where si := s(i). Restrict the sums in (2.9) to the permutations (r˜
1, . . . , r˜g+1) ∈
Sg,n, i ∈ In, such that ǫ(κ(r˜1, . . . , r˜g+1)) 6= 0, and set s′ := s ◦ κ(r˜1, . . . , r˜g+1),
so that
ff1(xs1 ) · · · ffL(xsL) = ffκ1(xs′1) · · · ffκL(xs′L) ,
where κi is to be understood as κi(r˜
1, . . . , r˜g+1). Note that, for all l ∈ IM ,
there is a unique pair i, j ∈ Ig, i ≤ j, such that l = m(i, j), and by (2.3) and
(2.4) the following identity
ffκl(r1,...,rg+1)(xs′l) = ffm(rij,r
j+1
i )
(xs′
m(i,j)
) = frij (xdij(s′))frj+1i
(xdj+1i (s′)
) ,
holds for all (r1, . . . , rg+1) ∈ Sg+1g . On the other hand, if l ∈ IL, then i ≤ n and
by (2.5)
f1(xs1) · · · ffL(xsL) =
n∏
i=1
fr˜i1(xdi1(s′)) · · · fr˜ig(xdig(s′))
·
g+1∏
j=n+1
fr˜j1
(xdj1(s′)
) · · · fr˜jn(xdjn(s′)) .
The condition fi(pj) = δij , i ≤ j, implies∑
r˜j∈Sn
ǫ(r˜j)fr˜j1
(xdj1(s′)
) · · · fr˜jn(xdjn(s′)) = det f(xdj1(s′)
, . . . , xdjn(s′), pn+1, . . . , pg) ,
n + 1 ≤ j ≤ g + 1. Hence, (2.8) follows by replacing the sum over s with the
sum over s′ in (2.11), and using ǫ(s) = ǫ(s′) ǫ(κ(r˜1, . . . , r˜g+1)). Eq.(2.10) is an
immediate consequence of (2.8). 
Remark 2. The summation over SM in (2.10) yields a sum over (g+1)! identical
terms, corresponding to permutations of the g+1 determinants in the product.
This overcounting can be avoided by summing over the following subset of SM
S′M := {s ∈ SM , s.t. s1 = 1, s2 < s3 < . . . < sg, s2 < si, g + 1 ≤ i ≤ 2g − 1} ,
and by replacing cg by cg/(g + 1)!.
Direct computation gives
cg,1 = g! , cg,2 = g!(g − 1)!(2g − 1) , c2 = 6 , c3 = 360 , c4 = 302400 . (2.12)
For g = 2, cg/(g + 1)! = 1 and S
′
M=3 = {(1, 2, 3)}, so that
det ff(x1, x2, x3) = det f(x1, x2) det f(x1, x3) det f(x2, x3) . (2.13)
Remarkably, Eq.(2.10) simplifies considerably for g = 3. In this case, M = 6
and the identity considered in the Introduction holds. Such a formula can be
proved by direct computation; it can also be derived, up to a constant, by noting
that the right hand side is completely antisymmetric in x1, . . . , x6.
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A crucial point in proving Lemma 2.2 is that if κi(r˜
1, . . . , r˜g+1), i ∈ IM,n,
are pairwise distinct elements in IM , then they belong to IM,n ⊆ IM , with κ
a permutation of such an ordered set. For a generic ordered set I ⊆ IM , one
should consider κ as a function over g+1 permutations r˜i, i ∈ Ig+1, of suitable
ordered subsets of Ig. In particular, r˜
i should be a permutation over all the
elements j ∈ Ig such that m(i, j) ∈ I, for j ≥ i, or m(i − 1, j) ∈ I, for j < i.
However, the condition that the elements κi(r˜
1, . . . , r˜g+1), i ∈ I, are pairwise
distinct does not imply, in general, that they belong to I and Lemma 2.2 cannot
be generalized to a determinant of products ffi, i ∈ I. On the other hand, the
subsets
I := IM,n ∪ {m(i, j)} , (2.14)
satisfy such a condition for n < i, j ≤ g and yield the following generalization
of Lemma 2.2.
Lemma 2.3. Assume the hypotheses of Lemma 2.2 for n < g, and choose an
element xL+1 ∈ S, and a pair i, j, n < i, j ≤ g. Then the following relation
detI ff(x1, . . . , xL+1) =
1
c′g,n
∑
s∈SL+1
ǫ(s)
n∏
k=1
det f(xdk(s))
· det f(xdn+11 (s)
, . . . , xdn+1n+1(s)
, pn+1, . . . , pˇi, . . . , pg)
· det f(xdn+21 (s)
, . . . , xdn+2n+1(s)
, pn+1, . . . , pˇj, . . . , pg)
·
g+1∏
l=n+3
det f(xdl1(s), . . . , xdln(s), pn+1, . . . , pg) ,
where
c′g,n :=
∑
(r˜1,...,r˜g+1)∈S˜I
g+1∏
i=1
ǫ(r˜i)ǫ(κ(r˜1, . . . , r˜g+1)) ,
S˜I := Sng × S
2
n+1 × S
g−n−1
n , with I defined in (2.14), holds.
Proof. A straightforward generalization of the proof of Lemma 2.2. 
3 Relations in H0(K2C)
In this section we introduce a distinguished basis of H0(KC) on a compact
non-hyperelliptic Riemann surface C of genus g, which we will identify with its
corresponding canonical curve in Pg−1. We consider a suitable set of products
of pairs of such abelian differentials that, under some conditions we will discuss
in detail, corresponds to a basis of H0(K2C). This construction allows us to
explicitly derive (g − 2)(g − 3)/2 linear relations among elements of H0(K2C)
corresponding to a set of generators for the degree 2 ideal of the canonical
curve.
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The main novelties in the present approach are the normalization of Petri’s
basis and the expression of quadrics generating the ideal of the canonical curve
in terms of determinantal relations given in Theorem 3.3. These results will be
used to derive some of the results of Sec.4, such as Theorem 1.1, which follows
by applying the combinatoric Lemma 2.3 to Theorem 3.3.
3.1 A distinguished basis of H0(K2C)
Let C be a canonical curve of genus g. For n ∈ Z, denote by Cn = Sym
n(C)
the space of effective divisors of degree n on C. Set ηi := φ
1
i , i ∈ Ig, and fix
the divisor c := x1 + . . . + xg−1 in such a way that the matrix [ηi(xj)]i∈Ig
j∈Ig−1
be of maximal rank. σc(p, q) := det η(p, x1, . . . , xg−1)/ det η(q, x1, . . . , xg−1),
is a meromorphic function on Cg−1 and a meromorphic section of the bundle
L := π∗1KC ⊗ π
∗
2K
−1
C on C × C that is identically one on the diagonal. Here,
π1, π2 denote the projections of C × C onto its first and second component,
respectively.
Proposition 3.1. Fix n ∈ Z>0 and let p1, . . . , pNn be a set of points of C such
that detφn(p1, . . . , pNn) 6= 0, with {φ
n
i }i∈INn an arbitrary basis of H
0(KnC).
Then
γni (z) :=
detφn(p1, . . . , pi−1, z, pi+1, . . . , pNn)
detφn(p1, . . . , pNn)
, (3.1)
i ∈ INn , for all z ∈ C, is a basis of H
0(KnC) which is independent of the choice
of the basis {φni }i∈INn and, up to normalization, of the local coordinates on C.
This fixes the bases of H0(KnC) adapted to a Nn-tuple of points p1, . . . , pNn ,
i.e. γni (pj) = δij , i, j ∈ INn , and det γ
n
i (p1, . . . , pj−1, z, pj+1, . . . , pNn) = γ
n
j (z)
for all z ∈ C. Furthermore, det γni (zj) =
detφni (zj)
detφni (pj)
for all z1, . . . , zNn ∈ C. In
the case n = 1 the basis adapted to p1, . . . , pg will appear frequently in our
investigation. In particular, a choice of p1, . . . , pg ∈ C such that det ηi(pj) 6= 0
determines a basis of H0(KC), given by, i ∈ Ig,
σi(z) := γ
1
i (z) . (3.2)
Each basis {ηi}i∈Ig of H
0(KC) naturally defines a basis in Sym
2(H0(KC)) by
η · ηi := η1i · η2i , i ∈ IM . Set
vi := ψ(σ · σi) = σ1iσ2i , (3.3)
for i ∈ IM , where ψ is the natural map ψ : Sym
2(H0(KC))→ H0(K2C) and note
that
vi(pj) =
{
δij , i ∈ Ig ,
0 , g + 1 ≤ i ≤M ,
(3.4)
j ∈ Ig. By Max Noether’s Theorem, if C is a Riemann surface of genus two or
non-hyperelliptic with g ≥ 3, then Sym2(H0(KC))։ H0(K2C). By dimensional
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reasons, it follows that for g = 2 and g = 3 in the non-hyperelliptic case, the
set {vi}i∈IN is a basis of H
0(K2C) if and only if the basis adapted to p1, . . . , pg,
that is {σi}i∈Ig , is a basis of H
0(KC). On the other hand, for g ≥ 3 in the
hyperelliptic case the map ψ is not surjective, so that v1, . . . , vN are not linearly
independent. The other possibilities are considered in the following proposition
whose proof is standard (see, for example, [1, 29]).
Proposition 3.2. Fix the points p1, . . . , pg ∈ C, with C non-hyperelliptic of
genus g ≥ 4. If the following conditions are satisfied
i. det ηi(pj) 6= 0, with {ηi}i∈Ig an arbitrary basis of H
0(KC);
ii. the divisors (σ1)−b and (σ2)−b, where b :=
∑g
i=3 pi and {σi}i∈Ig is defined
in (3.2), have disjoint supports;
then {vi}i∈IN is a basis of H
0(K2C).
3.2 Relations in H0(K2C)
By Max Noether’s theorem, the natural map ψ : Sym2(H0(KC))→ H0(K2C) is
surjective if C is canonical. In this section, an explicit description of the kernel
of ψ will be given, depending on the choice of a basis of H0(KC).
Let us first fix our notation. Given a basis {φni }i∈INn of H
0(KnC), let us denote
by φ˜n : H0(KnC)→ C
Nn the isomorphism such that φ˜n(φni ) = ei, with {ei}i∈INn
the canonical basis of CNn , and by (φ˜n · φ˜n) : Sym2(H0(KnC)) → Sym
2(CNn)
the induced isomorphism of symmetric product spaces. Consider {σi}i∈Ig , that
is the basis of H0(KC) adapted to p1, . . . , pg we constructed in the previous
subsection. In the following, we will derive explicitly the matrix form of the
map v˜ ◦ ψ ◦ (σ˜ · σ˜)−1
C
M ∼= Sym2(Cg)
(σ˜ · σ˜)−1
−−−−−−→ Sym2(H0(KC))
ψ
−−−−−−→ H0(K2C)
v˜
−−−−−−→ CM
and this will lead to the explicit expression of kerψ.
For each set {φni }i∈INn ⊂ H
0(KnC), consider the Wronskian W [φ
n](p) :=
det ∂j−1p φ
n
i (p). If, for some p1, . . . , pNn ∈ C, detφ
n
i (pj) does not vanish identi-
cally, then, for each {φn
′
i }i∈INn ⊂ H
0(KnC), we have the constant
Rφn [φ
n′ ] :=
detφn
′
i (pj)
detφni (pj)
=
W [φn
′
](p)
W [φn](p)
.
3.3 The ideal of C as determinantal variety
We now show that the ideal of a canonical curve C is generated by determinantal
conditions. Besides its own interest, such a result, together with the combina-
torics developed in the previous section, will allow to express such determinantal
relations in terms of determinants of the Brill-Noether matrices ωi(xj). In this
way the determinants of the holomorphic quadratic differentials reduce to ex-
pressions involving only determinants of the holomorphic abelian differentials.
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This is the content of Theorem 1.1. In turn, this also resolves the problem
of expressing the determinantal conditions in terms of theta functions. Actu-
ally, whereas the determinantal relations for the quadratic differentials, derived
in the next theorem, cannot be directly expressed in terms of theta functions,
this can be done once such relations are expressed in terms of determinants of
the Brill-Noether matrices. In this way one can then use their expression in
terms of theta functions considered in the next section and then express the
determinantal relations as theta relations.
Theorem 3.3. The ideal of a canonical curve C of genus g ≥ 4 is generated by
the (g − 2)(g − 3)/2 determinantal conditions
detI σσ(x1, . . . , x2g) = 0 , (3.5)
where
I := IM,2 ∪ {m(i, j)} = {m(1, 1), . . . ,m(1, g),m(2, 2), . . . ,m(2, g),m(i, j)} ,
3 ≤ i < j ≤ g, for all xi ∈ C, i ∈ I2g unless C is trigonal or isomorphic to a
smooth plane quintic.
Proof. For all i ∈ IN , j ∈ IM set ψ˜ij := Rv[v1, . . . , vi−1, vj , vi+1, . . . , vN ].
v1, . . . , vM satisfy the following relations
vi =
N∑
j=1
ψ˜jivj =
N∑
j=g+1
ψ˜jivj , (3.6)
i = N + 1, . . . ,M , which follows by Cramer’s rule and by the identities (3.4)
that imply ψ˜ji = 0 for j ∈ Ig and i = N + 1, . . . ,M . Eq.(3.5) is equivalent to
(3.6). The rest of the theorem then follows by Petri’s Theorem. 
In the following we will show how from (3.5) or, equivalently, (3.6), one can
get the explicit expression of the coefficients of the M −N quadrics containing
a canonical curve. Even if to derive Eq.(3.5) we used the particular bases of
H0(KC) and H
0(K2C), by Eq.(3.5) one may derive such relations involving an
arbitrary basis {ηi}i∈Ig of H
0(KC) as well. In section 4 we will express the
coefficients of such quadrics in terms of theta functions in the relevant case
when the basis of H0(KC) is {ωi}i∈Ig .
Let ι : CN → CM be the injection ι(ei) = e˜i, i ∈ IN . Consider the map
ι ◦ ψ˜ : CM → CM , where ψ˜ : CM → CN is the homomorphism with matrix
elements ψ˜ij , so that
(ι ◦ ψ˜)ij =
{
ψ˜ij , 1 ≤ i ≤ N ,
0 , N + 1 ≤ i ≤M ,
j ∈ IM . Since (ι ◦ ψ˜)ij = δij , ∀ i, j ∈ IN , we have
∑M
i=1(ι ◦ ψ˜)ji(ι ◦ ψ˜)ik =∑N
i=1(ι ◦ ψ˜)jiψ˜ik = (ι ◦ ψ˜)jk, j, k ∈ IM . Hence, ι ◦ ψ˜ is a projection of rank N
and, since ι is an injection, ker ψ˜ = ker ι ◦ ψ˜ = (id− ι ◦ ψ˜)(CM ).
Standard arguments imply the following lemma.
15
Lemma 3.4. The set {u˜N+1, . . . , u˜M}, u˜i := e˜i −
∑N
j=1 e˜jψ˜ji, N +1 ≤ i ≤M ,
is a basis of ker ψ˜.
Set ηηi := ψ(η · ηi), i ∈ Ig, and let Xη be the automorphism on CM in the
commutative diagram
Sym2(H0(K2C))
C
M
C
M

✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
(σ˜·σ˜)

❄
❄
❄
❄
❄
❄
❄
❄
❄
❄
❄
❄
❄
(η˜·η˜)
//
Xη
whose matrix elements are
Xηji = χ
−1
j ([η]
−1[η]−1)ij =
[η]−1
1i1j
[η]−1
2i2j
+ [η]−1
1i2j
[η]−1
2i1j
1 + δ1j2j
, (3.7)
i, j ∈ IM , where [η] is the matrix with entries [η]ij := ηi(pj), so that
σσi =
M∑
j=1
Xηji ηηj , (3.8)
i ∈ IM . Since ηηi, i ∈ IM , are linearly dependent, the matrixX
η
ij is not uniquely
determined by (3.8).
Theorem 3.5.
M∑
j=1
Cηijηηj = 0 , (3.9)
N + 1 ≤ i ≤M , where
Cηij :=
M∑
k1,...,kN=1
|Xη|
1 ... Ni
k1...kN j
Rv[ηηk1 , . . . , ηηkN ] , (3.10)
are M −N independent linear relations among elements of H0(K2C). Further-
more, for all p ∈ C
W [v](p) =
M∑
i1,...,iN=1
|Xη|
1 ... N
i1...iN
W [ηηk1 , . . . , ηηkN ](p) . (3.11)
Proof. Eq.(3.9) follows by (3.6), (3.8) and the identity
N∑
l=1
(−)lXηjl |X
η|
i 1 ...lˇ... N
k1......kN
+Xηji |X
η|
1 ... N
k1...kN
= |Xη|
i1 ... N
jk1...kN
.
Eq.(3.11) follows by (3.8). 
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4 Determinantal relations and combinatorial θ
identities
In this section, after recalling basic definitions about theta functions and fix-
ing the necessary notation, we will derive some identities, such as the inverse
of the Brill-Noether matrix expressed in terms of theta functions, Proposition
4.3, and, applying the results of the previous sections, will express the rela-
tions among elements of H0(K2C) or, equivalently, the generators of the ideal
of the canonical curve, in terms of combinatorial theta identities. We will also
introduce a new basis for the holomorphic sections of KC expressed in terms of
Szego¨ kernels. Such a basis satisfies properties that will lead to an expression of
the determinant of the Brill-Noether matrix in terms of theta functions without
using the problematic σ section by Klein and Fay. Such a basis is also the key
point leading to Theorem 1.2, whose proof, together with Theorems 1.1, 4.10
and Corollary 4.11, is given in this section. In particular, the dependence of
the coefficients of the quadrics and, possibly, cubics, that generate the ideal
of a canonical curve, on the points entering in Petri’s construction, is shown
explicitly in terms of Riemann theta functions.
Let Hg := {Z ∈Mg(C) |
tZ = Z, ImZ > 0}, be the Siegel upper half-space,
i.e. the space of g × g complex symmetric matrices with positive definite imag-
inary part, and define the usual action of the symplectic group Γg := Sp(2g,Z)
on Hg by Z 7→ (AZ + B)(CZ + D)−1,
(
A B
C D
)
∈ Γg. Set AZ := Cg/LZ ,
LZ := Z
g + ZZg, Z ∈ Hg and consider the theta function with characteristics
θ [ab ] (z, Z) :=
∑
k∈Zg
epii
t(k+a)Z(k+a)+2pii t(k+a)(z+b) ,
where z ∈ AZ , a, b ∈ Rg. It has the quasi-periodicity properties
θ [ab ] (z + n+ Zm,Z) = e
−pii tmZm−2pii tmz+2pii( tan− tbm)θ [ab ] (z, Z) ,
m, n ∈ Zg.
Denote by Θ ⊂ AZ the divisor of θ(z, Z) := θ
[
0
0
]
(z, Z) and by Θs ⊂ Θ its
singular locus, where both θ and its gradient vanish.
4.1 Riemann theta functions and prime form
A different choice of the symplectic basis of H1(C,Z) corresponds to a Γg trans-
formation (
α
β
)
7→
(
α˜
β˜
)
=
(
D C
B A
)(
α
β
)
,
(
A B
C D
)
∈ Γg ,
τ 7→ τ ′ = (Aτ +B)(Cτ +D)−1 . (4.1)
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If δ′, δ′′ ∈ {0, 1/2}g, then θ [δ] (z, τ) := θ
[
δ′
δ′′
]
(z, τ) has definite parity in z
θ [δ] (−z, τ) = e(δ)θ [δ] (z, τ), where e(δ) := e4pii
tδ′δ′′ . There are 22g different
characteristics of definite parity, 2g−1(2g + 1) even and 2g−1(2g − 1) odd. By
Abel Theorem each one of such characteristics determines the divisor class of a
spin bundle Lδ ≃ K
1
2
C , so that we may call them spin structures. The dimension
h0(Lδ) of the space of global sections of Lδ has the same parity as the cor-
responding theta characteristic and equals the degree of the zero of θ [δ] (z, τ)
at z = 0. For a generic curve, h0(Lδ) is equal to zero or one; when this is
not the case the spin structure (and the corresponding theta characteristic) is
called singular. The curves admitting singular spin structures form a sublocus
of codimension one in the moduli space.
Denote by Cn = Sym
n(C), n ∈ Z, the space of effective divisors of degree
n on C. Let Jn(C) be the principal homogeneous space of linear equivalence
classes of divisors of degree n on C and J(C) := Cg/Lτ , Lτ := Z
g + τZg the
Jacobian of C. Choose an arbitrary point p0 ∈ C and denote by A : C → J(C),
A(p) := (A1(p), . . . , Ag(p)), Ai(p) :=
∫ p
p0
ωi, p ∈ C, the Abel-Jacobi map. J(C)
is identified with J0(C): each point of J0(C) can be expressed asD2−D1 withD1
and D2 effective divisors of the same degree, this corresponds to A(D1 −D2) ∈
J(C), where A(
∑
i nipi) :=
∑
i niA(pi), pi ∈ C, ni ∈ Z. Note that all the maps
Cg → Cg → J(C) are surjective. Let Wn be the closure of the image A(Cn)
in J0(C). Denote by W
r
n ⊆ Wn, r ≥ 0, the image of the divisors D ∈ Cn with
h0(O(D)) − 1 ≥ r, and observe that W 0n = Wn. Let A ⊂ C
g := C × . . . × C
be the locus of g-tuples of points (p1, . . . , pg) such that detφ
1
i (pj) = 0. Note
that A is independent of the choice of the basis of H0(KC); in fact, A is the
union of the hyperplanes pi = pj , i 6= j ∈ Ig, and of the set of points such that
p1 + . . .+ pg is a special divisor, that is such that
∑g
i=1 A(pi) ∈ W
1
g . Consider
the vector of Riemann constants
Kpi :=
1
2
+
1
2
τii −
g∑
j 6=i
∮
αj
ωj
∫ x
p
ωi ,
i ∈ Ig, for any p ∈ C. For any p ∈ C define the formal sum
∆ := (g − 1)p−Kp = (−
1
2
−
1
2
τii +
g∑
j 6=i
∮
αj
ωj
∫ x
·
ωi)i=1,...,g ,
so that, for any divisor ξ of degree g − 1 in C, ξ − ∆ is the point in Cg given
by
∫ ξ
(g−1)p
ω + KP . Under the projection Cg → J0(C), ∆ becomes a distin-
guished point in Jg−1(C) depending only on the homological class of the mark-
ing. Furthemore, 2∆ = KC . See [15] for further details. We will consider
θ(D + e) := θ
[
0
0
]
(A(D) + e, τ), for all e ∈ J0(C), evaluated at some 0-degree
divisor D of C. We will also use the notation
θ∆(D) := θ(A(D − n∆)) ,
θn∆,i(D) := ∂ziθ(z)|z=
∫D
n(g−1)p
ω+nKp ,
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for each divisorD of degree n(g−1), n ∈ Z. According to the Riemann Vanishing
Theorem, for any p ∈ C and e ∈ J0(C)
i. if θ(e) 6= 0, then the divisor D of θ(x− p− e) in C is effective of degree g,
with index of specialty i(D) := h0(KC⊗O(−D)) = 0 and e = A(D−p)−∆;
ii. if θ(e) = 0, then for some ζ ∈ Cg−1, e = A(ζ) −∆.
Let ν be a non-singular odd characteristic. Since ν corresponds to an effective
square root of the canonical divisor, it follows that
hν(p)
2 :=
g∑
1
ωi(p)∂ziθ [ν] (z)|z=0 ,
is the square of a holomorphic section hν(p) of the spin bundle Lν . Therefore,
the divisor of h2ν(p) is composed by g− 1 double zeros for all p ∈ C. The prime
form (see, for example, [15], section II)
E(z, w) :=
θ [ν] (w − z, τ)
hν(z)hν(w)
,
is a holomorphic section of a line bundle on C×C, satisfying the multi-valuedness
properties
E(z + tαn+ tβm,w) = χe−pii
tmτm−2pii tmA(z−w)E(z, w) ,
where χ := e2pii(
tν′n− tν′′m) ∈ {−1,+1}, m,n ∈ Zg and such that E(z, w) =
−E(w, z). In particular, it only vanishes if z = w, and if t is a local coordinate
at z ∈ C such that hν = dt, then
E(z, w) =
t(w) − t(z)√
dt(w)
√
dt(z)
(1 +O((t(w) − t(z))2)) .
Let δ :=
[
δ′
δ′′
]
∈ Z2g2 be an even theta characteristic on J0(C) for some curve
C of genus g and denote by Lδ the corresponding spin bundle. The Szego¨ kernel
Sδ is the unique section of Lδ ⊠Lδ on C ×C, with a simple pole with residue 1
at the diagonal and holomorphic otherwise (see [15], pg 26). It can be expressed
in terms of the prime form as
Sδ(p, q) =
θ[δ](p− q)
θ[δ](0)E(p, q)
. (4.2)
The Szego¨ kernel satisfies the Fay identity for more points [15], also known as
Gunning secant formula [18] (see also [7] and references therein)
θ[δ](
∑m
1 (xi − yi))
∏
i<j E(xi, xj)E(yi, yj)
θ[δ](0)
∏
i,j E(xi, yj)
= (−1)
m(m−1)
2 detij Sδ(xi, yj) ,
(4.3)
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for any non singular even spin structure δ and arbitrary points x1, . . . , xm,
y1, . . . , ym ∈ C. The case n = 2 corresponds to the Fay’s trisecant identity
which admits other basic generalizations introduced by Gunning in [18].
Denote by ωa−b(x) a, b, x ∈ C, the meromorphic 1-differential of the sec-
ond kind with simple poles on a and b with residue +1 and −1, respectively,
holomorphic on C \ {a, b}. Choose a base point p0 ∈ C and a set of generators
α1, . . . , αg, β1, . . . , βg of the first homotopy group π(C, p0), satisfying the unique
relation
∏g
i=1 αiβiα
−1
i β
−1
i = 1, and consider the associated dissection C˜ of C
along the representatives of such generators. Then, the differential ωa−b, for all
a, b in the interior of C˜, is completely determined by imposing the conditions∮
αi
ωa−b = 0 , (4.4)
i ∈ Ig. Furthermore, the following properties∮
βi
ωa−b =
∫ b
a
ωi , (4.5)
hold for all i ∈ Ig, where the integrations are on C˜ [15].
We will also consider the multi-valued g/2-differential σ(z) on C with empty
divisor [16], satisfying the property
σ(z + tαn+ tβm) = χ−gepii(g−1)
tmτm+2pii tmKzσ(z) .
Such conditions fix σ(z) only up to a factor independent of z; the precise def-
inition, to which we will refer, can be given, following [16], on the universal
covering of C (see also [15]). Furthermore [16]
σ(z, w) :=
σ(z)
σ(w)
=
θ∆(
∑g
1 xi − z)
θ∆(
∑g
1 xi − w)
g∏
i=1
E(xi, w)
E(xi, z)
,
for all z, w, x1, . . . , xg ∈ C, which follows by observing that the RHS multiplied
by σ(w)/σ(z) is a meromorphic function with empty divisor.
4.2 Determinants and theta functions on algebraic curves
For all y, p1, . . . , pg ∈ C set [15]
S(p1, . . . , pg) :=
θ∆(
∑g
1 pi − y)
σ(y)
∏g
1 E(y, pi)
. (4.6)
The following properties of S are consequence of standard arguments based,
essentially, on the Riemann Vanishing Theorem.
Lemma 4.1. For all p1, . . . , pg ∈ C, S(p1, . . . , pg) is independent of y. For each
fixed D ∈ Cg−1, consider the map πD : C → Cg, πD(p) := p+D. The pull-back
π∗DS vanishes identically if and only if D is a special divisor; if D is not special,
then π∗DS is the unique (up to normalization) holomorphic 1/2-differential, with
a fixed spin structure, such that [(π∗DS) +D] is the canonical divisor class.
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Remark 3. The fact that S(p1, . . . , pg) = 0 if and only if A(p1 + . . . + pg) ∈
W 1g , implies that S can be defined unambiguously as a function on Wg. More
precisely, although S apparently depends on the precise point in Cg, it just
vanishes on the locus where the Jacobian map fails to be one to one.
Checking the divisors and noticing that the LHS are ratios of the same sections,
one may easily see that the following proposition holds.
Proposition 4.2. For each n ∈ Z>0, let φn := {φni }i∈INn be an arbitrary basis
of H0(KnC) and p1, . . . , pNn arbitrary points in C. For n ≥ 2, there are constants
κ[φn], depending only on the marking of C and on {φni }i∈INn but independent
of p1, . . . , pNn, such that
κ[φ1] =
detφ1i (pj)
S(p1, . . . , pg)
∏g
1 σ(pi)
∏g
i<j E(pi, pj)
, (4.7)
and
κ[φn] =
detφni (pj)
θ∆
(∑Nn
1 pi
)∏Nn
1 σ(pi)
2n−1
∏Nn
i<j E(pi, pj)
. (4.8)
Remark 4. In the case φi = ωi, i ∈ Ig , Eq.(4.7) corresponds to Corollary 2.17
of [15] (see also Corollary 1.4 in [16]). Note that Proposition 4.2 also implies
that S(p1, . . . , pg) does not depend on y. By taking the limit y → z := pi in
S(p1, . . . , pg), it follows by (4.6) and (4.7), that
det η(z, p1, . . . , pˇi, . . . , pg) = κ[η]
g∑
l=1
θ∆,l(ai)ωl(z)
∏
j,k 6=i
j<k
E(pj , pk)
∏
j 6=i
σ(pj) ,
(4.9)
for all p1, . . . , pi−1, z, pi+1, . . . , pg ∈ C, where θ∆,i(e) := ∂ziθ∆(z)|z=e, e ∈ C
g
and ai :=
∑
j 6=i pj , i ∈ Ig. Furthermore,
θ(Kw + w − z) =
σ(z)E(z, w)g
κ[ω]σ(w)g
W [ω](w) ,
for all w, z ∈ C, with W [ω](z) the Wronskian of {ωi}i∈Ig at z. Note that by
(4.9) the condition det ηi(pj) 6= 0 implies∑
j
θ∆,j(ai)ωj(pi) 6= 0 ,
for all i ∈ Ig. On the other hand, the LHS is in H0(KC), so that it may vanish
either at the 2g − 2 points, or identically if A(ai)−∆ ∈ Θs, i ∈ Ig .
Remarkably, the inverse of the Brill-Noether matrix [ω]ij := ωi(pj) admits an
expression in terms of theta functions. A key feature of this result, compared
with analogous expressions provided, for example, by Fay [15], is that such
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relationship does not involve the definition of trascendental functions such as
the Klein-Fay section σ, nor the definition of moduli-dependent overall factors
analogous to κ[φi] in Eq.(4.7). Thanks to the definition of the basis {σi}i∈Ig ,
the derivation is surprisingly simple. This result will be used to prove Theorem
4.4.
Proposition 4.3. Let p1, . . . , pg ∈ C be points such that det ηi(pj) 6= 0. We
have
[ω]−1ij =
∮
αj
σi =
θ∆,j (ai)∑
k θ∆,k (ai)ωk(pi)
, (4.10)
i, j ∈ Ig, so that
σi(z) = σ(z, pi)
θ∆(a+ z − y − pi)
θ∆(a− y)E(z, pi)
E(y, pi)
E(y, z)
g∏
1
E(z, pj)
∏
j 6=i
1
E(pi, pj)
, (4.11)
and
κ[σ] =
σ(y)
∏g
1 E(y, pi)
θ∆(a− y)
∏g
i<j E(pi, pj)
∏g
1 σ(pk)
, (4.12)
for all z, y, xi, yi ∈ C, i ∈ Ig, where a :=
∑g
1 pi, ai := a− pi, i ∈ Ig.
Proof. The matrix [φn]ij := φ
n
i (pj) is non-singular, so that γ
n
i =
∑Nn
j=1[φ
n]−1ij φ
n
j
and by (3.2) σi =
∑
j [ω]
−1
ij ωj , and (4.10) follows by (4.7) and (4.9). Eq.(4.11)
follows by (4.7) and (4.12) by detσi(pj) = 1. 
Given a set of points p1, . . . , pg, set ai :=
∑g
1 pk − pi and b :=
∑g
3 pi and
define
Xωij :=
θ∆,1j(a1i)θ∆,2j(a2i) + θ∆,1j(a2i)θ∆,2j(a1i)
(1 + δ1j2j )
∑
l,m θ∆,l(a1i)θ∆,m(a2i)ωl(p1i)ωm(p2i)
, (4.13)
i, j ∈ IM . (Recall that (1i, 2i) denotes the i-th element in the ordered set
{(1, 1), . . . , (g, g), (1, 2), . . . , (1, g), . . . , (g− 1, g)}, see Section 2.1). Let us define
the holomorphic quadratic differentials
vi :=
M∑
j=1
Xωji ωωj , (4.14)
i ∈ IN , with X
ω
ji as in Eq.(4.13).
Theorem 4.4. Fix g − 2 distinct points p3, . . . , pg ∈ C such that
{A(p+ b)−∆|p ∈ C} ∩Θs = ∅ , (4.15)
b :=
∑g
3 pi. Then, for any choice of p2 distinct from p3, . . . , pg and p1 ∈ C \ S,
where S is a finite set of points containing p2, . . . , pg, the quadratic differentials
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v1, . . . , vN given in (4.14) form a basis for H
0(K2C) independent of the choice
of the marking. Furthermore, the M −N independent linear relations
M∑
j=1
Cωijωωj = 0 ,
N + 1 ≤ i ≤M , hold, with
Cωij :=
M∑
k1,...,kN=1
|Xω|
1 ... Ni
k1...kNj
Rv[ωωk1 , . . . , ωωkN ] . (4.16)
Xωij and C
ω
ij are the coefficients defined in (3.7) and (3.10), respectively, for
ηi = ωi, i ∈ Ig.
Proof. After noting that h0(KC⊗O(−b)) ≥ 2, fix a pair of linearly independent
elements σ1, σ2 of H
0(KC ⊗ O(−b)). Eq.(4.15) implies that h0(KC ⊗O(−b −
p)) = 1, for all p ∈ C, so that {σ1, σ2} is a basis of H
0(KC ⊗ O(−b)) and
supp((σ1) − b) ∩ supp((σ2) − b) is empty. Fix p2 ∈ C \ {p3, . . . , pg}; without
loss of generality, we can assume σ1 ∈ H0(KC ⊗O(−b− p2)). Define the finite
set S as the support of (σ1) or, equivalently, as the union of {p2, . . . , pg} and
the set of zeros of S(x, p2, . . . , pg). Then, for each p1 ∈ C \ S, by choosing
σ2 ∈ H0(KC ⊗O(−b− p1)), we obtain that σ1 and σ2 are linearly independent.
Then p1, . . . , pg satisfy the conditions i) and ii) of Proposition 3.2, and {vi}i∈IN ,
as defined in (3.3), is a basis of H0(K2C). Eq.(4.10) implies that Eq.(4.13) is
equivalent to (3.7), and the theorem follows by Theorem 3.5. 
4.3 Combinatorial theta identities on the canonical curve
Applying Lemmas 2.2 and 2.3 to determinants of symmetric products of sections
of H0(KC) leads to combinatorial relations that, by (4.7) and (4.8), yield non
trivial identities among theta functions.
The relation detωω(x1, . . . , xM ) = 0, g ≥ 4, Lemma 2.2 and Eq.(4.7) imply the
following proposition.
Proposition 4.5. The following identity
∑
s∈SM
ǫ(s)
g+1∏
i=1
detω(xdi(s)) = 0 , g ≥ 4 ,
where xi, i ∈ IM , are arbitrary points of C, holds. Furthermore, it is equivalent
to ∑
s∈SM
ǫ(s)
g+1∏
k=1
θ∆
(∑g
i=1 xdki (s) − yk,s)
∏g
i<j E(xdki (s), xdkj (s))∏g
i=1 E(yk,s, xdki (s))σ(yk,s)
= 0 ,
for g ≥ 4, where yk,s, k ∈ Ig+1, s ∈ SM , are arbitrary points of C.
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The basis {σi}i∈Ig of H
0(KC) adapted to the points p1, . . . , pg, satisfies the
conditions Eq.(2.8) of Lemma 2.2, for any n < g. Thus, we can apply Lemmas
2.2 and 2.3 to the determinants of quadratic differentials of the form σiσj . This
leads to an expression in terms of determinants of holomorphic 1-differentials
only.
Theorem 4.6. Fix the points p1, . . . , pg ∈ C, and σˆi ∈ H0(KC), i ∈ Ig, in such
a way that σˆi(pj) = 0, for all i 6= j ∈ Ig. Define vˆi ∈ H0(K2C), i ∈ IN , by
vˆi := ψ(σˆ · σˆi) = σˆ1i σˆ2i ,
and let {ηi}i∈Ig be an arbitrary basis of H
0(KC). Then, the following identity
det vˆ(p3, . . . , pg, x1, . . . , x2g−1)
( det ηi(pj)
σˆ1(p1)σˆ2(p2)
)g+1 g∏
i=3
σˆi(pi)
−4
=
(−1)
cg,2
g+1 ∑
s∈S2g−1
ǫ(s) det η(xd1(s)) det η(xd2(s))
·
g+1∏
i=3
det η(xdi1(s), xdi2(s), p3, . . . , pg) , (4.17)
holds for all x1, . . . , x2g−1 ∈ C, where, according to (2.12), cg,2 = g!(g−1)!(2g−
1).
Proof. Assume that p1, . . . , pg satisfy the hypotheses of Proposition 3.1, so that
{σˆi}i∈Ig is a basis of H
0(KC) adapted to p1, . . . , pg. In this case, (4.17) follows
by Lemma 2.2 for n = 2 and by the identity det σˆi(zj) =
det ηi(zj)
detηi(pj)
∏g
i=1 σˆi(pi).
Since (4.17) holds for a dense set of g-tuples p1, . . . , pg in C
g, we conclude by
continuity arguments. 
Remark 5. If det ηi(pj) 6= 0, then Theorem 4.6 holds for σˆi = σi, so that
σˆi(pi) = 1, i ∈ Ig, and vˆi = vi, i ∈ IN .
Corollary 4.7. Let b :=
∑g
3 pi be a fixed divisor of C and define vˆi, i ∈ IN , as
in Theorem 4.6. Then for all x1, . . . , xN ∈ C
det vˆ(x1, . . . , xN ) = F
θ∆
(∑N
1 xi
)∏N
i=2g(σ(xi)
3
∏i−1
j=1 E(xj , xi))
θ∆
(∑2g−1
1 xi + b
)∏g
i=3
∏2g−1
j=1 E(pi, xj)
2g−1∏
i=1
σ(xi)
2
·
∑
s∈S2g−1
ǫ(s)S(xs1 , . . . , xsg )S(xsg , . . . , xs2g−1 )
g∏
i,j=1
i<j
E(xsi , xsj )
2g−1∏
i,j=g
i<j
E(xsi , xsj )
·
g−1∏
k=1
(
S(xsk , xsk+g , p3, . . . , pg)E(xsk , xsk+g )
g∏
i=3
E(xsk , pi)E(xsk+g , pi)
)
, (4.18)
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where
F := −
1
cg,2
( σˆ1(p1)σˆ2(p2)
S(p1, . . . , pg)σ(p1)σ(p2)E(p1, p2)
)g+1
·
g∏
i=3
σˆi(pi)
4
σ(pi)5(E(p1, pi)E(p2, pi))g+1
∏g
j>i E(pi, pj)
3
.
Proof. Apply Eq.(4.17) to
det vˆ(x1, . . . , xN ) =
det ρ(x1, . . . , xN ) det vˆ(p3, . . . , pg, x1, . . . , x2g−1)
det ρ(p3, . . . , pg, x1, . . . , x2g−1)
,
with {ρi}i∈IN an arbitrary basis of H
0(K2C). Eq.(4.18) then follows by (4.7)
and (4.8). 
Theorem 4.8. Fix p1, . . . , pg ∈ C.
H(p1, . . . , pg) :=
S(p1, . . . , pg)
5g−7E(p1, p2)
g+1
θ∆
(
b+
∑2g−1
1 xi
)∏2g−1
i=1 σ(xi)
g∏
i=3
E(p1, pi)
4E(p2, pi)
4
∏g
j>i E(pi, pj)
5
σ(pi)
·
∑
s∈S2g−1
S(xs1 , . . . , xsg )S(xsg , . . . , xs2g−1 )∏g
i=3E(xsg , pi)
g−1∏
i=1
S(xsi , xsi+g , p3, . . . , pg)∏g−1
j=1
j 6=i
E(xsi , xsj+g )
,
(4.19)
is independent of the points x1, . . . , x2g−1 ∈ C. Furthermore, the set {vi}i∈IN ,
defined as in (3.3), is a basis of H0(K2C) if and only if H(p1, . . . , pg) 6= 0.
Proof. Consider
σˆi(z) := A
−1
i σ(z)S(p1, . . . , pˇi, . . . , pg, z)
g∏
j=1
j 6=i
E(z, pj) = A
−1
i
g∑
j=1
θ∆,j(ai)ωj(z) ,
i ∈ Ig, ai := a− pi, with A1, . . . , Ag non-vanishing constants. Such elements of
H0(KC) are independent of y and if the points p1, . . . , pg satisfy the hypotheses
of Proposition 3.1, then, recalling that σi =
∑
j [ω]
−1
ij ωj , with {σi}i∈Ig defined
in (3.2), it follows by (4.10) that the basis σ1, . . . , σg of H
0(KC) coincides, up
to a non-singular diagonal transformation, with σˆ1, . . . , σˆg. Let {ρi}i∈IN be an
arbitrary basis of H0(K2C). By (4.8) the following identity
det ρ(p3, . . . , pg, x1, . . . , x2g−1) =
κ[ρ]ǫ(s)θ∆
(2g−1∑
1
xi + b
) 2g−1∏
i,j=1
i<j
E(xsi , xsj )
2g−1∏
i=1
σ(xi)
3
g∏
i=3
σ(pi)
3
·
g∏
i,j=3
i<j
E(pi, pj)
g∏
i=3
2g−1∏
j=1
E(pi, xj) ,
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holds for all s ∈ S2g−1. Together with Eq.(4.18) and the above expression for
σˆi, it implies that
H(p1, . . . , pg) = κ[ρ]cg,2(A1A2)
g+1
g∏
i=3
A4i
det vˆ(p3, . . . , pg, x1, . . . , x2g−1)
det ρ(p3, . . . , pg, x1, . . . , x2g−1)
.
(4.20)
Hence, H(p1, . . . , pg) is independent of x1, . . . , x2g−1, and H(p1, . . . , pg) 6= 0
if and only if {vˆi}i∈IN is a basis of H
0(K2C). On the other hand, the vec-
tor (vˆ1, . . . , vˆN ) corresponds, up to a non-singular diagonal transformation, to
(v1, . . . , vN ), with vi, i ∈ IN , defined in (3.3). 
Remark 6. By (4.20)
κ[vˆ] =
H(p1, . . . , pg)
cg,2(A1A2)g+1
∏g
i=3A
4
i
.
Furthermore, if (p1, . . . , pg) /∈ A, then one can choose
Ai = σ(pi)S(p1, . . . , pg)
g∏
j=1
j 6=i
E(pi, pj) =
g∑
j=1
θ∆,j(ai)ωj(pi) ,
to obtain σˆi = σi, i ∈ Ig, and
κ[v] =
H(p1, . . . , pg)
cg,2S(p1, . . . , pg)6g−6
∏2
i=1
(
σ(pi)
∏g
j=1
j 6=i
E(pi, pj)
)g+1
·
1∏g
i=3
(
σ(pi)
∏g
j=1
j 6=i
E(pi, pj)
)4 . (4.21)
Corollary 4.9.
K(p3, . . . , pg) :=
1
θ∆
(
b+
∑2g−1
1 xi
)∏2g−1
1 σ(xi)
∏g
i=3 σ(pi)
·
∑
s∈S2g−1
S(xs1 , . . . , xsg )S(xsg , . . . , xs2g−1 )∏g
i=3E(xsg , pi)
·
g−1∏
i=1
S(xsi , xsi+g , p3, . . . , pg)∏
g−1
j=1
j 6=i
E(xsi , xsj+g )
, (4.22)
is independent of x1, . . . , x2g−1 ∈ C. Furthermore, for any p1, . . . , pg ∈ C such
that det ηi(pj) 6= 0, the set {vi}i∈IN , defined in (3.3), is a basis of H
0(K2C) if
and only if K(p1, . . . , pg) 6= 0.
Proof. The ratio
H
K
= S(p1, . . . , pg)
5g−7E(p1, p2)
g+1
g∏
i=3
(E(p1, pi)E(p2, pi))
4
g∏
i<j=3
E(pi, pj)
5 ,
(4.23)
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is independent of x1, . . . , x2g−1, so that the first statement follows by Theorem
4.8 or, equivalently, noticing that by Eqs.(4.12), (4.19), (4.21), (4.23)
K(p3, . . . , pg) = (−1)
g+1cg,2
κ[v]
κ[σ]g+1
g∏
i,j=3
i<j
E(pi, pj)
2−g
g∏
i=3
σ(pi)
3−g .
By (4.7), (4.6) and (4.23) the condition det ηi(pj) 6= 0 implies H/K 6= 0. In this
case K 6= 0 if and only if H 6= 0, and the corollary follows by Theorem 4.8. 
4.4 Determinant of the Brill-Noether matrix in terms of
theta functions
Theorem 4.10. Fix g − 2 distinct points p3, . . . , pg ∈ C in such a way that
K(p3, . . . , pg) 6= 0. The following (g − 2)(g − 3)/2 independent relations
Vi1i2(p3, . . . , pg,x1, . . . , x2g) :=∑
s∈S2g
ǫ(s)
{
2∏
k=1
S(xˆk, xˆg+k, xˆ2g, p3, . . . , pˇik , . . . , pg)E(xˆk, xˆ2g)E(xˆk+g , xˆ2g)
E(xˆk, pik)E(xˆk+g , pik)E(xˆ2g, pik)
·
g−1∏
k=1
(
E(xˆk, xˆk+g)
g∏
j=3
E(xˆk, pj)E(xˆk+g , pj)
)
· S(xˆ1, . . . , xˆg)
g∏
k,j=1
k<j
E(xˆk, xˆj)S(xˆg, . . . , xˆ2g−1)
2g−1∏
k,j=g
k<j
E(xˆk, xˆj)
·
g−1∏
k=3
S(xˆk, xˆk+g , p3, . . . , pg)
g∏
j=3
E(xˆ2g, pj)
2
}
= 0 , (4.24)
3 ≤ i1 < i2 ≤ g, where xˆi := xs(i), i ∈ I2g, hold for all xi ∈ C, i ∈ I2g.
Proof. Vij(p3, . . . , pg, x1, . . . , x2g) is obtained by expressing the determinants of
the Brill-Noether matrices in the identities of Theorem 1.1 in terms of theta
functions by means of (4.7). 
Note that Vii 6= 0 for i = 3, . . . , g, since the expression on the LHS is
proportional to a determinant of 2g linearly independent holomorphic sections
of H0(K2C), evaluated at general points xk ∈ C, k ∈ I2g.
By a limiting procedure we are able to derive the original Petri’s relations,
but now written in terms of the basis {ωi}i∈Ig and with the coefficients ex-
plicitly expressed in terms of theta functions. In particular, by (4.24) one can
easily write each term in the sum over permutations as a linear combination
of products ωi(x2g)ωj(x2g), i, j = 1, . . . , g, whose coefficients are independent
of x2g. Furthermore, remarkably, the dependence on p1, p2 and x1, . . . , x2g−1
disappears by simply multiplying Vi1i2 by a suitable factor. This is the main
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idea behind the next corollary. Before formulating it we need to recall few facts
about the Kodaira-Spencer map.
Let Tg denote the Torelli space of smooth curves of genus g with a marking
and consider the embedding π : Tg → Hg which associates to each marked C
its Riemann period matrix τ . Let Tˆg ⊂ Tg be the space of marked canonical
curves. For each C ∈ Tˆg the fiber T ∗C Tˆg of the cotangent to Tg at the point
corresponding to C is spanned by the pull-backs dτij := π
∗dZij , i, j ∈ Ig, of the
elements dZij ∈ T
∗
pi(C)Hg.
The two-fold products ωiωj are directly related, via the Kodaira-Spencer
map, to the elements dτij on T
∗
C Tˆg. More precisely, consider the Kodaira-
Spencer map k identifying H0(K2C) with the fiber of the cotangent bundle of
moduli spaceMg of the smooth Riemann surfaces, isomorphic to Tg/Γg, at the
point representing C. Next, consider a Beltrami differential µ ∈ Γ(K¯C ⊗K
−1
C )
and recall that it defines a tangent vector at C of Tg. The derivative of the
period map τij : Tg → C at C in the direction of µ is given by Rauch’s formula
[16] dCτij(µ) =
∫
C µωiωj , so that ∀j, k ∈ Ig,
k(ωjωk) =
1
2πi
dτjk . (4.25)
Recall that the elements in the set {ωωi}i∈IM are ωjωk, 1 ≤ j ≤ k ≤ g, where
ωωi := ω1iω2i , i ∈ IM . Set dτi := dτ1i2i , i ∈ IM .
Corollary 4.11. Fix (p1, . . . , pg) ∈ Cg \ A, with K(p3, . . . , pg) 6= 0. The fol-
lowing (g − 2)(g − 3)/2 linearly independent relations
M∑
j=1
Cωijωωj(z) :=
κ[σ]
κ[v]
g+1
F (p, x)
V1i2i(p3, . . . , pg, x1, . . . , x2g−1, z)
θ∆
(∑2g−1
1 xj + b
) = 0 ,
(4.26)
N + 1 ≤ i ≤M , where
F (p, x) := c′g,2
∏g
j,k=3
j<k
E(pj , pk)
g−4
∏g
j=3
j 6=1i
E(p1i , pj)
∏g
j=3
j 6=2i
E(p2i , pj)∏2g−1
j=1 (σ(xj)
∏g
k=3 E(xj , pk)
∏2g−1
k=j+1 E(xj , xk))
,
with c′g,2 is the integer constant defined in Lemma 2.3, hold for all z ∈ C.
Furthermore, Cωij are independent of p1, p2, x1, . . . , x2g−1 ∈ C and correspond to
the coefficients defined in (3.10) (with ηi replaced by ωi, i ∈ Ig) or, equivalently,
in (4.16). Applying the Kodaira-Spencer map to Eq.(4.26) yields the (g− 2)(g−
3)/2 linear relations, N + 1 ≤ i ≤M ,
M∑
j=1
Cωijdτj = 0 . (4.27)
Proof. Consider the identities
detI σσ(x1, . . . , x2g−1, z)
det v(p3, . . . , pg, x1, . . . , x2g−1)
= 0 , (4.28)
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I := IM,2 ∪ {i}, N + 1 ≤ i ≤ M . Upon applying Lemma 2.3, with n =
2, and Eq.(4.7) to the numerator and Eq.(4.8) to the denominator of (4.28),
Eq.(4.26) follows by a trivial computation. On the other hand, for arbitrary
points z, y1, . . . , yg−1 ∈ C,
S(y1, . . . , yg−1, z) =
∑g
i=1 θ∆,i(y1 + . . .+ yg−1)ωi(z)
σ(z)
∏g−1
1 E(z, yi)
.
Replacing each S in V1i2i(p3, . . . , pg, x1, . . . , xg−1, z) that depends on z by the
previous expression, the dependence on z only enters through ωiωj(z) and the
relations (4.26) can be expressed in the form of (3.9). Eq.(4.27) follows by (4.26)
and (4.25). 
Theorem 4.12. If p1, . . . , pg ∈ C are g pairwise distinct points such that
K(p3, . . . , pg) 6= 0, then
Ξi :=
M∑
j=1
Xωjidτj ,
i ∈ IN , with (see Eq.(4.13))
Xωij =
θ∆,1j (a1i)θ∆,2j (a2i) + θ∆,1j (a2i)θ∆,2j (a1i)
(1 + δ1j2j )
∑
l,m θ∆,l(a1i)θ∆,m(a2i)ωl(p1i)ωm(p2i)
,
i, j ∈ IM , is a Γg-invariant basis of T
∗
C Tˆg.
Proof. It follows by (4.14) and (4.25) that
k(vj) =
1
2πi
M∑
k=1
Xωkjdτk ,
j ∈ IN , so that the differentials Ξj := 2πi k(vj), j ∈ IN , are linearly indepen-
dent. Furthermore, since {vi}i∈IN is independent of the choice of a symplectic
basis of H1(C,Z), such differentials are invariant under (4.1). 
Theorem 4.13. Let δ :=
[
δ′
δ′′
]
∈ Z2g2 be a non-singular even theta characteristic
and q ∈ C a point such that p1 + . . . + pg − q −∆ = δ′′ + τδ′ mod Zg + τZg ,
for some pairwise distinct points p1, . . . , pg ∈ C. Then ∀x1, . . . , xg ∈ C the
determinant of the Brill-Noether matrix ωi(xj) is given by
detωi(xj) =
θ[δ](0)g
∏g
1 E(q, pi)
det θi[δ](pj − q)
g∏
1
Sδ(xi, q)
·
θ∆(
∑g
1 xi − q)
∏
i<j E(xi, xj)E(pi, pj)
θ[δ](0)
∏
i,j E(xi, pj)
. (4.29)
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Proof. By the Fay identity (4.3)
detλi(xj) =
g∏
1
Sδ(xi, q)
θ∆(
∑g
1 xi − q)
∏
i<j E(xi, xj)E(pi, pj)
θ[δ](0)
∏
i,j E(xi, pj)
,
so that by (4.7)
κ[λ] =
σ(q)
∏g
1 θ[δ](xi − q)
∏
i<j E(pi, pj)
θ[δ](0)g+1
∏g
1 σ(xi)
∏
i,j E(xi, pj)
.
The theorem then follows by
κ[ω] =
θ[δ](0)g
∏g
1 E(q, pi)
det θi[δ](pj − q)
κ[λ] .

Remark 7. Theorem 4.13 answers to the question, that goes back to Klein, of
expressing the determinant of the Brill-Noether matrix ωi(pj) in terms of theta
functions and prime forms. The previously known expression is just Eq.(4.7),
with φ1i replaced by ωi, i ∈ Ig , as given by Fay in Corollary 2.17 of [15] and,
more recently, in Corollary 1.4 of [16]. On the other hand, note that such
an expression needs the section [15] σ(z) = exp−
∑g
i=1
∮
αi
ωi(w) logE(w, z),
z ∈ C. Due to the term logE(w, z) the integral is not defined on C, a problem
that reflects in the constant κ[ω]. In [16] Fay provided a definition of σ on a
fundamental domain on the upper half-plane. In spite of that, it is immediate
to check that
κ[ω](2n−1)
2
κ[φn]
,
is a well defined constant corresponding to the Mumford form of weight n [16].
As will be illustrated in a forthcoming paper, the Mumford forms define vector-
valued Teichmu¨ller modular forms. In particular, within the framework of the
present work, there are basic relationships among such ratios, the discrimi-
nants of canonical curves and modular forms, that in the case g = 4 involve
the Schottky-Igusa form and the product of Thetanullwerte. This seems to be
the lowest genus case of a general relationship between Mumford forms and
the higher genus analogue of the Schottky-Igusa form, i.e. the modular forms
vanishing on the locus of Jacobians, a crucial issue in the Schottky problem.
4.5 Proofs of the main theorems
Proof of Theorem 1.1
Fix i, j, 3 ≤ i < j ≤ g, and choose p1, p2 in such a way that {σi}i∈Ig is a basis
of H0(KC). Applying Lemma 2.3, with n = 2, to the identities of Theorem 3.3
yields to the identities of Theorem 1.1 upon replacing {σi}i∈Ig by {ωi}i∈Ig . 
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To prove Theorem 1.2 we first need a preparatory lemma introducing a (not
normalized) Petri’s like basis λ1, . . . , λg of H
0(KC), expressed in terms of Szego¨
kernels (defined in Eq.(4.2)).
Lemma 4.14. Let δ :=
[
δ′
δ′′
]
∈ Z2g2 be a non-singular even theta characteristic
and q ∈ C a point such that A(p1+ . . .+ pg− q)−∆ = δ′′+ τδ′ mod Zg + τZg ,
for some pairwise distinct points p1, . . . , pg ∈ C. The set {λi}i∈Ig , where
λi(z) := Sδ(z, q)Sδ(z, pi) , (4.30)
i ∈ Ig, with Sδ(·, ·) the Szego¨ kernel, is a basis of H0(KC) such that
λi(pj) = 0 for 1 ≤ i 6= j ≤ g .
Furthermore, if φ is an arbitrary holomorphic section of Lnδ , with n > 2 an
arbitrary integer, with divisor (φ) = p1+ . . .+ pNn/2, Nn/2 = n(g− 1), for some
pairwise distinct points p1, . . . , pNn/2 ∈ C, then
ϕi(z) := φ(z)Sδ(z, pi) ,
i ∈ INn/2 , span H
0(Ln+1δ ), and
ϕi(pj) = 0 for 1 ≤ i 6= j ≤ Nn/2 .
Proof. For any i ∈ Ig, the possible poles of λi at pi and q cancel by Sδ(pi, q) =
Sδ(q, pi) = 0. The only non-trivial statement is that ϕ1, . . . , ϕNn are linearly in-
dependent (the proof of linear independence of λ1, . . . , λg is analogous). Assume
that
∑Nn
1 ciϕi = 0 for some c1, . . . , cNn ∈ C. By evaluating such an identity
at p1, . . . , pNn , it follows that ciϕi(pi) = 0 for all i ∈ INn . To prove linear
independence, it is sufficient to show that ϕi(pi) 6= 0 for all i ∈ INn . Suppose
this is false; then, ϕi vanishes at p1, . . . , pNn and ϕi/φ is a holomorphic section
of Lδ, which is absurd since δ is non-singular. 
Proof of Theorem 1.2
Let us remind why the points p1, . . . , pg are uniquely determined (up to the
ordering) by the condition p1+ . . .+pg− q−∆ = δ′′+ τδ′. In fact, if a different
set of points q1, . . . , qg satisfies the same condition, then A(p1+ . . .+ pg) ∈ W 1g ,
so that θ[δ](0) = θ∆(p1 + . . . + pg − q) = 0 and δ is a singular spin structure,
contrary to the assumptions. Define λ1, . . . , λg ∈ H0(KC) as in Eq.(4.30). For
any 1 ≤ i < j ≤ g, λiλj is a holomorphic section of K2C ⊗ O(−p1 . . . − pg).
Since h0(K2C ⊗O(−p1 . . .− pg)) = 2g− 3, this implies that the 2g× g(g− 1)/2-
dimensional matrix with columns
 λiλj(x1)...
λiλj(x2g)


1≤i<j≤g
, (4.31)
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for arbitrary x1, . . . , x2g ∈ C, has rank at most 2g−3. Note that if p1, . . . , pg are
pairwise distinct and K(p3, . . . , pg) 6= 0, then λλg+1, . . . , λλN span H0(K2C ⊗
O(−p1 . . . − pg)) so that, in this case, the 2g − 3 columns with i ∈ {1, 2} are
linearly independent. Let us prove that such a matrix has the same rank as the
matrix of Theorem 1.2. We can assume that p1, . . . , pg are pairwise distinct; the
general case is proved by applying the same argument to a maximal subset of
pairwise distinct points in {p1. . . . , pg}. By replacing each λ1, . . . , λg in (4.31)
by their expression in terms of Szego¨ kernels and neglecting the factor Sδ(xi, q)
2
appearing in each entry of the i-th row, i ∈ I2g, the rank of the matrix (4.31) is
the same as for the matrix
 Sδ(pi, x1)Sδ(pj , x1)...
Sδ(pi, x2g)Sδ(pj , x2g)


1≤i<j≤g
.
Each entry in such a matrix is of the form Sδ(a, x)Sδ(b, x), so that it can be
replaced by the RHS of the following formula (an immediate generalization of
Eq.(38) of [15]),
Sδ(a, x)Sδ(b, x) = Sδ(b, a)
(
ωa−b(x) +
g∑
i=1
ωi(x)∂i log θ[δ](a− b)
)
,
which holds for arbitrary points a, b, x ∈ C. For each 1 ≤ i < j ≤ g, Sδ(pi, pj),
i = g + 1, . . . , N multiplies all the entries of the corresponding column, so that
it can be dropped. Finally, integrate xi and xi+g , for all i ∈ Ig, over αi and,
respectively, βi. By (4.4) and (4.5), one obtains the matrix of Eq.(1.1).
To prove Eq.(1.2), note that A(pi − pj) +A(pj − pk) +A(pk − pi) = 0 for each
1 ≤ i, j, k ≤ g, so that, by taking suitable linear combinations of the columns of
the matrix of Eq.(1.1), we obtain that the matrix(
~∇ log θ[δ](p1 − p2)) . . . ~∇ log θ[δ](p1 − pg)) (~f(p1, pi, pj))1<i<j≤g
A(p1 − p2) . . . A(p1 − pg) 0
)
,
has rank less than 2g − 2. For p1, . . . , pg in general position, the first 2g − 3
columns of the matrix in Eq.(1.1) are linearly independent and this implies
Eq.(1.2).
Finally, consider the g × (g − 1) matrix (aij) obtained as a product of the
matrix of Eq.(1.3) by the matrix ωi(xj), with x1, . . . , xg arbitrary points. For
i = 1, . . . , g − 2, we have aij = ϕi(xj) where, by construction, ϕi is an element
of H0(KC ⊗ O(−2q)). Since h0(KC ⊗ O(−2q)) = g − 2 and since the first
g− 2 columns of the matrix of Eq.(1.3) are linearly independent, it follows that
ϕ1, . . . , ϕg−2 span H
0(KC ⊗ O(−2q)). On the other hand, the last column of
(aij) is given by aj g−1 =
∑
i θi[ν](0)ωi(xj) = hν(xj)
2, j ∈ Ig, where hν is the
unique section (up to normalization) of H0(Lν). Here, Lν is the line bundle of
degree g− 1 with L2ν = KC and associated to the theta characteristic ν, so that
(hν) = Dg−1. Since q is in the support of Dg−1, h
2
ν ∈ H
0(KC ⊗ O(−2q)) and
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therefore it must be a linear combination of ϕ1, . . . ϕg. In particular, rk(aij) <
g−1 for all x1, . . . , xg and Eq.(1.3) follows by noting that ωi(xj) is non-singular
for general choices of x1, . . . , xg. 
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