Abstract: In this paper, we establish the existence and uniqueness of invariant measures for a class of semilinear stochastic partial differential equations driven by multiplicative noise on a bounded domain. The main results can be applied to SPDEs of various types such as the stochastic Burgers equation and the reaction-diffusion equations perturbed by space-time white noise.
Introduction
In this paper, we are concerned the following semilinear stochastic partial differential equations (SPDE): ∂u(t, x) ∂t = ∂ 2 u(t, x) ∂x 2 + b(t, x, u(t, x)) + ∂g(t, x, u(t, x)) ∂x + σ(t, x, u(t, x)) ∂ 2 ∂t∂x W(t, x) (1.1)
with Dirichlet boundary condition u(t, 0) = u(t, 1) = 0, t ∈ [0, T ] and the initial condition
where W(t, x) denotes the Brownian sheet on a filterd probability space (Ω, F , {F t }, P) with expectation E. The functions b = b(t, x, r), g = g(t, x, r), σ = σ(t, x, r) are Borel functions of (t, x, r) ∈ R + ×[0, 1]×R. Linear growth on b and quadratic growth on g are assumed in subsection 2.1. Hence, the semilinear SPDE (1.1) contains both the stochastic Burgers equation and the stochastic reaction-diffusion equations as special cases. There are several recent works about the semilinear SPDE (1.1). We only mention two of them which are relevant to our work. The existence and uniqueness of solutions to (1.1) was studied by Gyöngy in [9] , where the author established global well-posedness of (1.1) in the space C([0, T ]; L 2 ([0, 1])). Based on [9] , Foondun and Setayeshgar [8] proved the large deviations principle uniformly on compact subsets of C([0, T ]; L 2 ([0, 1])) for the law of the solutions to (1.1).
The present paper is devoted to the ergodicity of the semilinear SPDE (1.1). Firstly, we prove the existence of invariant measures by utilizing the Krylov-Bogolyubov theorem (for more details on this theorem, see [3] ). During the proof process, the tightness of solutions to (1.1) in C([0, T ]; L 2 ([0, 1])) plays a key role. Secondly, we establish the uniqueness of invariant measures of (1.1). To achieve it, we apply the Doob's method (see [3] ). Based on this method, our proof is twofold. For the strong Feller property, we apply the strategy of truncation. It's worth mentioning that it is a quite effective technique for handling locally Lipschitz nonlinearities in stochastic equations. To learn more about this method, we refer the readers to [2, 4, 5, 6] and so on. Utilizing the Bismut-Elworthy-Li formula, the strong Feller property of the truncating equations is obtained. Further, with the aid of weak-strong uniqueness principle in [6] , we deduce that the semigroup associated with (1.1) is strong Feller. For the irreducibility, it can be transformed to a control problem. The truncating equations is also crucial to our proof. By making energy estimates and using Girsanov theorem, we firstly obtain the irreducibility of the truncating equations. Then, due to the fact that the solution of truncating equations converges to the solution of (1.1) in probability, we finally conclude the irreducibility of (1.1). This paper is organized as follows. The mathematical formulation of the semilinear stochastic partial differential equations and main results are in Sect. 2. The existence of invariant measures is proved in Sect. 3. The uniqueness of invariant measures is established by proving the strong Feller property and the irreducible property of (1.1), whose proof is in Sect. 4. Finally, application to some examples are presented in Sect. 5.
Framework and statement of main result
Let L p ([0, 1]), p ∈ (0, ∞] be the Lebesgue space, whose norm is denoted by | · | p . In particular, denote H = L 2 ([0, 1]) with the corresponding norm | · | H and inner product (·, ·) H .
Define an operator A := ∂ 2 ∂x 2 . Let G t (x, y) = G(t, x, y), t ≥ 0, x, y ∈ [0, 1] be the Green function for the operator ∂ t − A with Dirichlet boundary condition. Then, it satisfies that
Moreover, referring to [11] , we have the following property:
Let {e n (x)} n≥1 be the eigenvectors of A (equipped with the Dirichlet boundary) constituting an orthonormal system of H. Put
then, {β n (t), n ≥ 1} is a sequence of independent Brownian motions. Define an H−cylindrical Brownian motion by W(t) = ∞ n=1 β n e n and a mapping Σ(·) by
Then, the following
is the stochastic Itô integral against the cylindrical Brownian motion.
Assumptions
We adopt assumptions from [8] or [9] . The functions b = b(t, x, r), g = g(t, x, r), σ = σ(t, x, r) are Borel functions of (t, x, r) ∈ R + × [0, 1] × R satisfying the following conditions
(H2) The function g is of the form g = g 1 + g 2 , where g 1 and g 2 are Borel functions satisfying
(H3) σ is bounded and for every T ≥ 0, there exists a constant L such that for all (t, x, p, q)
Furthermore, b and g are locally Lipschitz with linearly growing Lipschitz constant, i.e.,
The existence and uniqueness of the solution of (1.1) is established in [9] . We recall it here. 
for almost every x ∈ [0, 1].
A lemma
Define the linear operator J by
Referring to [9] , we have the following heat kernel estimate, which is very crucial to our proof.
Lemma 2.1. Let J is defined by H(s, t; x, y) = G t−s (x, y) or by H(s, t; x, y) =
Statement of the main result
In order to state the main result, we introduce some relevant notations and definitions. Denote by B(H) the σ−field of all Borel subsets of H and by M(H) the set of all probability measures defined on (H, B(H)). Let u(t, x, f ) be the solution of (1.1) and P t ( f, ·) be the corresponding transition function
where f is the initial condition. For µ ∈ M(H), we set
for t ≥ 0 and Γ ∈ B(H). Definition 2.2. A probability measure µ ∈ M(H) is said to be invariant or stationary with respect to P t , if and only if P * t µ = µ for each t ≥ 0.
Denote by B b (H) the space of all bounded measurable functions on H. The semigroup P t associated with the solution u(t, x, f ) to (1.1) is defined by
To obtain the strong Feller property of P t , we need an additional condition:
(H4) There exists strictly positive constants
Theorem 2.2. Let (P t ) t≥0 be the semigroup associated with the solution to (1.1). Under assumptions (H1)-(H4), (P t ) t≥0 is ergodic.
Proof. Due to Theorem 3.2.6 in [3] , it suffices to prove the existence and uniqueness of invariant measures for P t . We divide the proof into two parts. In the first part, we prove the existence of invariant measure (see the following Sect. 3). In the second part, we establish the uniqueness of invariant measures. According to Khas'minskii and Doob's theorem (see Theorem 4.1.1 and Theorem 4.2.1 in [3] ), the uniqueness of invariant measures will be implied by strong Feller property and irreducibility. The proof process of them will be presented in the following Sect. 4. Proof. According to the Krylov-Bogolyubov theorem (see [3] ), if the family {P t ( f, ·); t ≥ 1} is tight, then there exists an invariant measure for (1.1). So we need to show that for any ε > 0, there is a compact set
Existence of Invariant Measures
where u(t) = u(t, f ) = u(·, t, f ). For any t ≥ 1, by the Markov property, we have
Hence, it is enough to show that P u(1, [8] , the tightness of u(t, x, f ) in C([0, T ]; H) is obtained for any f ∈ H and T > 0. Due to u(t − 1) ∈ H, then for any ε > 0, there exists a compact subset
Thus,
which implies the result.
Uniqueness of Invariant Measures 4.1 Strong Feller Property
In this part, we aim to prove the following theorem.
Theorem 4.1. Under assumptions (H1)-(H4), for any t > 0, the semigroup P t is strong Feller.
In [9] , Gyöngy proves the existence and uniqueness of the solution to (1.1) by an approximation procedure. Concretely, let R > 1 be a positive number and consider
where
By Proposition 4.7 in [9] , under conditions (H1)-(H3), for any R > 0, there exists a unique solution
Notice that u S (t) = u R (t) for S ≥ R and t ≤ τ R . Therefore, we can set
Denote P R t be the corresponding semigroup of u R (t, x), i.e., P R t ψ( f ) = E[ψ(u R (t, f ))], for any ψ ∈ B b (H). We claim that the following lemma holds. 12) where ψ ∞ = sup f ∈H |ψ( f )| and K ′ T is a finite constant independent of R.
Proof. Define
and η R, * := sup
Using Theorem 2.1 in [9] , we deduce that, for any p ≥ 1,
Let v R = u R − η R , which is a solution of the following equations
Referring to Theorem 2.1 in [9] , there is a constant K independent of R such that
holds for all R > 1 and t ∈ [0, T ]. Hence, using (4.16), there exists a constant C 1 > 0 such that
By Jensen inequality, it follows that
where K T (µ) is a finite number independent of R. Since
by the Chebyshev inequality, we get
Let ψ ∈ B b (H), f ∈ H, we deduce from (4.11) that
for a certain finite constant K ′ T independent of R.
For any R > 1, taking a non-negative function ϕ ∈ C ∞ 0 (R) with R ϕ(x)dx = 1. Put
Then, there exists M > 0 such that
, as n → ∞. u R,n satisfies the following equations:
Referring to [13] , one can verify that for any f ∈ H and R > 0,
According to (4.18), we have that for any R > 1,
In the following, we aim to prove Lemma 4.2. Suppose assumptions (H1)-(H4) are in force. Then for any R > 1, n > 0, there exists a constant C(R, T, M, K) independent of n such that for all t ∈ (0, T ], ψ ∈ B b (H) and f 1 , f 2 ∈ H,
In particular, for every R > 1, n > 0, the semigroup P R,n t is strong Feller on H. Proof. According to Lemma 7.1.5 in [3] , it suffices to prove for every ψ ∈ C 2 b (H), the above equation (4.21) holds.
Let H 2,T denote the Banach space of predictable H−valued processes Y t , t ≥ 0 with the norm:
Since b n , g n and σ n are smooth, u R,n (·, f, ·) is continuously differential in f as a mapping from H to H 2,T .
In view of (4.22), we have for t ≤ T ,
Using the heat kernal estimates, we get
When |u R,n | 2 H ≤ R, applying (2.7), it follows that
When |u R,n | 2 H ≤ R, with the help of Hölder inequality and
dr ≤ 2, we deduce that
Similar to the proof of I 3 , we get
By Itô isometry, it follows that
Recall Theorem 5.4 in [6] , which is a general criterion proposed by Flandoli and Romito to establish W−strong Feller property of the semigroup associated with SPDEs. It says that if a Markov process coincides on a small positive random time with a strong Feller process, then it is strong Feller itself. Here, we use the version of W = H. 
Moreover,
for every t ≥ 0 and ϕ ∈ B b (H).
If for every R > 0, the transition semigroup (P R t ) t≥0 is H-strong Feller, then (P t ) t≥0 is H-strong Feller.
Now, we are able to prove Theorem 4.1. Proof of Theorem 4.1 Thanks to (4.21), for any R > 1, n > 0 and ψ ∈ B b (H), P R,n t ψ are continuous functions on H. Moreover, using (4.20), we get for any R > 1, P R,n t ψ → P R t ψ uniformly on bounded sets, as n → ∞. Hence, for any R > 1, P R t ψ is continuous, i.e., for any R > 1, P R t is strong Feller on H. To obtain H−strong Feller of P t , due to Theorem 4.2, we need to verify (4.23) and (4.24) .
In order to prove (4.23), it is sufficient to show that
Referring to Theorem 2.1 in [9] , it gives that, for every p ≥ 1, 
Now, for a certain small ε will be determined later, let 
Then, it follows that
hence, we can choose small enough ε such that sup
Letting ε ↓ 0, taking into account of (4.25), we have P R f (τ R < ε) → 0. It remains to establish (4.24) . From the proof process of Theorem 2.1 in [9] , we get u(t) = u R (t) on the time interval [0, τ R (u) ∧ τ R (u R )], P−a.s., for every t ≥ 0. Moreover, the solution u is H−valued weakly continuous in time, we obtain τ R (u R ) = τ R (u). Hence, u(t ∧ τ R (u)) = u R (t ∧ τ R (u R )). Based on the above, we complete the proof.
Irreducibility
For given a ∈ H and r > 0, let B H (a, r) stand for the ball {z ∈ H : |a − z| H < r}. Note that u is irreducible if and only if for all x ∈ H, t > 0, a ∈ H and r > 0,
From now on, x, t, a and r are fixed. The main result in this part is Theorem 4.3. Assume assumptions (H1)-(H4) hold. The semigroup P t is irreducible for any t > 0.
According to Theorem 2.1 in [9] , the solution u R (t, x) of (4.8)-(4.10) converges to u(t, x) in C([0, T ]; H) in probability as R → ∞. Hence, there exits a large R > 0 such that
Fix R determined by (4.28). In the following, we aim to study the solution u R (t, x) of (4.8)-(4.10). Similar to the proof of Lemma 3.1 in [10] , using Girsanov theorem, we can obtain 
with Z R (0) = γ, then the laws in H of u R (t, γ) and Z R (t) are equivalent.
Proposition 4.4. Assume assumptions (H1)-(H4) hold. For the solution u R (t, x) of (4.8)-(4.10), we have
where a, r, t, x is fixed by (4.27) and R is determined by (4.28).
Proof. According to Lemma 4.3, we need to show that there exists a function f satisfying the assumptions specified in Lemma 4.3 such that for the corresponding solution Z R satisfying P(|Z R (t, x) − a| H < r 2 ) ≥ 1 2 . Denote byZ R the solution of the equation
Using Itô isometry, we get Applying (4.35) with ξ(·) = Z R (t 1 , ·) and (4.30), we deduce that
From (4.33) and (4.34), we get
Consequently, as |ã − a| H < r 6 , we get P Z R (t) ∈ B H (a, r 2 ) = P |Z R (t) − a| H < r 2 = P |(I 1 −ã) − I 2 + I 3 +ã − a| H < r 2 ≥ P I 1 =ã, |I 2 | H < r 6 , |I 3 | H < r 6 ≥ P I 1 =ã) − P(|I 2 | H ≥ r 6 − P |I 3 | H ≥ r 6
We complete the proof. Now, we are able to prove Theorem 4.3. Proof of Theorem 4.3. Taking into account (4.28) and Proposition 4.4, we get P(u(t) ∈ B H (a, r)) = P(|u(t) − a| H < r) ≥ P |u(t) − u R (t)| H < r 2 , |u R (t) − a| H < r 2 ≥ P |u R (t) − a| H < r 2 − P |u(t) − u R (t)| H ≥ r 2 = P |Z R (t) − a| H < r 2 − P |u(t) − u R (t)| H ≥ r 2
Application to examples
The main results can be applied to the following stochastic nonlinear evolution equations:
(1) If f = 0, g(t, x, r) = 1 2 r 2 , σ 0, then (1.1) is a stochastic Burgers equation.
It arose in the connection with the study of turbulent fluid motion and its ergodicity has been established by Da Prato and Gatarek in [2] .
(2) If f 0, g = 0, σ 0, then (1.1) is a stochastic reaction-diffusion equation.
This model has been studied by Cerrai [1] , Funaki [7] and so on. In particular, Cerrai [1] proved the existence of invariant measures.
