Abstract-Position-sensitive detectors (PSDs), or lateral-effect photodiodes, are commonly used for high-speed, high-resolution optical position measurement. This paper describes the instrument design for multidimensional position and orientation measurement based on the simultaneous position measurement of multiple modulated sources using frequency-domain-multiplexed (FDM) PSDs. The important advantages of this optical configuration in comparison with laser/mirror combinations are that it has a large angular measurement range and allows the use of a probe that is small in comparison with the measurement volume. We review PSD characteristics and quantitative resolution limits, consider the lock-in amplifier measurement system as a communication link, discuss the application of FDM to PSDs, and make comparisons with time-domain techniques. We consider the phase-sensitive detector as a multirate DSP problem, explore parallels with Fourier spectral estimation and filter banks, discuss how to choose the modulation frequencies and sample rates that maximize channel isolation under design constraints, and describe efficient digital implementation. We also discuss hardware design considerations, sensor calibration, probe construction and calibration, and 3-D measurement by triangulation using two sensors. As an example, we characterize the resolution, speed, and accuracy of an instrument that measures the position and orientation of a 10 mm × 5 mm probe in 5 degrees of freedom (DOF) over a 30-mm cube with 4-μm peak-to-peak resolution at 1-kHz sampling.
range is large. We address this problem by using a probe with multiple modulated sources, where each PSD simultaneously tracks multiple sources, enabled by frequency-domain multiplexing (FDM).
Analog lock-in amplifiers have often been used with PSDs to measure the position of a modulated source in the presence of ambient light [3] . Multiple lock-in amplifiers can be used to implement FDM, but the large amount of hardware required has deterred the use of this technique with PSDs. The lock-in concept is widely used with other sensors, and many designers have found that when the modulation frequencies are low enough, it is more economical and more flexible to implement the phase-sensitive detector in software [4] , [5] . However, due to the assumption of static signals, the frequency response of the phase-sensitive detector is often neglected. This paper demonstrates how to efficiently implement a digital phasesensitive detector with any desired frequency response and evaluate the response tradeoffs in the context of dynamic signal measurement.
In Section II, we review the PSD characteristics and quantitative resolution limits, consider the lock-in measurement system as a communication link, discuss the application of FDM to PSDs, and compare this approach with alternative time-domain techniques in widespread use. As a reference design, Section III describes an instrument that performs 5-DOF tracking of microsurgical tools. We discuss in detail several difficulties that are widely encountered in applications of PSDs. Section IV considers the lock-in phase-sensitive detector as a multirate digital signal processing problem, explores the connections with Fourier spectral estimation and filter banks, describes the optimal choice of sampling rate and modulation frequencies under design constraints, and discusses the tradeoffs in window design as relevant to PSD demodulation. Section V experimentally characterizes the performance of the reference design (Section III) in terms of the noise spectrum, resolution, bandwidth, drift, effects of multiplexing, workspace size, relative error, probe error, and rotation/translation coupling. The Appendix describes calibration procedures for the PSD camera and probe.
II. BACKGROUND

A. PSDs
A PSD is a nonimaging analog optical position sensor. It is a large-area planar photodiode with high-resistivity contacts. A spot of light creates a photocurrent, and the contact resistance forms a current divider that splits the current between two 0018-9456/$25.00 © 2008 IEEE terminals, allowing the position of the spot to be determined from the ratio of the currents. If the currents along an axis are x 0 and x 1 , then the position normalized to the range [−1, 1] is
In a 2-D duo-lateral PSD, the front and back contacts are high-resistivity sheets, and the front and rear contact pairs are oriented at right angles to each other. This allows the position of the spot to independently be measured in 2-D.
Because of the analog spatial averaging performed by the resistive contact, the PSD responds to the mean center of illumination (or centroid). The size and shape of the spot have little effect on position measurement, so precise focusing is not required. The disadvantage is that, having no spatial selectivity, the PSD is easily disturbed by ambient lighting and unintended reflections.
PSD resolution is limited by noise. The noise analysis is complex because some noise components are correlated between x 0 and x 1 , and so are either cancelled or doubled by (1) . If I s is the detected RMS signal current, R ie is the PSD interelectrode resistance, and I b is the mean dc sum of the dark current and uniform background illumination, then the standard deviation of the normalized x position is
and the signal-to-noise ratio (SNR) is 20 log 10 (2/σ n ) dB [3] . If l is the PSD size, then the standard deviation of the spot position on the PSD is
We have neglected the contribution of transimpedance amplifier noise, which can be made small in comparison to the R ie thermal noise (see Section III-D). The shot noise in I s does not affect the measurement because fluctuations in the signal amplitude are normalized out. The I b shot noise does degrade the resolution because it is distributed across the PSD and thus is not perfectly correlated at the two terminals.
Using typical values I s = 1.4 μA RMS, R ie = 10 kΩ, I b = 1 μA, and B = 1 kHz, then σ n ≈ 29 × 10 −6 , and SNR = 97 dB. If l = 10 mm, then σ ≈ 290 nm RMS, giving a 1.9-μm 99.9% confidence interval (equivalent resolution peak-to-peak).
The PSD bandwidth is established by R ie and the junction capacitance C j . These are both distributed, so precise analysis requires a position-dependent transmission line model [6] ; however, a lower bound on the bandwidth is
For a typical 1-cm 2-D PSD with R ie = 10 kΩ and C j = 175 pF, f 3 dB ≥ 180 kHz. To use more than a fraction of this bandwidth, it is necessary to consider or even exploit the effects of position-dependent phase shifts [7] .
The effect of PSD size on system performance is worth considering. If the system incorporates optical magnification, we can measure any size displacement with any size PSD, so the resolution at the sensor (σ) is relatively unimportant, and our primary concern is the SNR. I s is determined by the spot power, and PSD saturation limits the power density (spot brightness). If d is the spot diameter, then the SNR is proportional to d 2 at the saturation limit. A larger PSD will tend to allow a larger spot size, so the SNR limit also approximately increases as l 2 . However, C j is also proportional to l 2 , whereas R ie remains constant (at best), so larger devices have a lower bandwidth.
B. Lock-In Amplification
The function of the lock-in amplifier (or phase-sensitive detector) can be described as a narrow tracking bandpass filter with capability to measure amplitude or phase [8] . Although correct, this completely obscures the reason for using lockin amplification to make measurements near dc, which is to suppress the 1/f noise and other low-frequency interference.
To apply lock-in amplification to a measurement problem ( Fig. 1) , we must somehow incorporate a modulator in the sensor, either by modulating the measurand (e.g., with a chopper) or by using a modulating sensor. A ratiometric sensor like the PSD multiplies the measurand by the excitation amplitude, so it can serve as a modulating sensor. In communications terminology, observe that we have arranged for amplitude modulation (AM) of a carrier f c by the measurand. If the measurand has a fixed dc value, then the output of the sensor is the carrier scaled by this value. The demodulator recovers the measurand value by multiplying the sensor output by the same carrier reference that originally modulated the measurand and then low-pass filtering the result. The principle of operation of the demodulator is that multiplying by the reference signal converts the AM signal spectrum centered at f c into two components at f c ± f c . The 2f c component is above the low-pass filter cutoff f o and so is suppressed. With a dc measurand, the difference frequency is zero, so the dc level is reconstructed at the modulator output.
By viewing the lock-in measurement system as an AM communication link, we can see that the frequency response from the measurand to the output is simply that of the lowpass filter in the demodulator; signals below f o pass through unchanged. The dashed signal paths in Fig. 1 carry AM signals; interference on these paths is rejected unless it falls within the bandwidth f c ± f o . This means that the measurement is insensitive to offsets, drift, 1/f noise, or any other low-frequency interference introduced at these points. Because these low-frequency disturbances almost invariably do exist in dc measurements, it is somewhat surprising to realize that if the noise were either white or increased at high frequency (> f o ), then the signal-to-noise improvement would be at least as good if we discarded the rest of the lock-in system and used the low-pass filter alone. So the removal of low-frequency (< f o ) noise is the only reason to use lock-in amplification for dc measurements. Phase-sensitive detectors also see use in inherently ac applications (such as impedance measurement), where 1/f noise is generally not a problem, and the phase measurement capability is often valuable.
C. FDM PSDs
The communications concept of frequency domain multiplexing (FDM) can be implemented by a bank of lock-in amplifiers. We can then simultaneously transmit multiple signals over the same medium as long as they are sufficiently separated in frequency to avoid any significant interference. Fig. 2 shows the concept of FDM as applied to PSD measurement, which has been done in practice [9] , [10] and has theoretically been analyzed and experimentally validated [7] , [11] , but remains a little-used technique-perhaps undeservedly so. There is negligible loss of accuracy or resolution, and the hardware complexity is minimal when software demodulation is used.
Note that FDM assumes that the sensor output is the sum of the two modulated measurands. If there were nonlinear interaction between the two carriers, then the two measurements would become coupled, degrading the accuracy of both. However, the PSD centroid measurement property implicitly requires a sum response, so we can expect the nonlinear interactions to be small. To characterize this problem in the frequency domain, observe that any nonlinear interaction between carriers at frequencies f c1 , f c2 will cause intermodulation distortion (IMD), creating output components at f c1 ± f c2 . We have experimentally measured these IMD products and found that they are at least 80 dB below the carrier.
In any multiplexing scheme, if the SNR (or resolution) is to be held constant, then the power per channel must also remain constant as the multiplexing is increased (total power increases proportional to multiplexing). As for the feasibility of doing so with FDM PSDs, Qian et al. [11] are overly pessimistic. Since PSD saturation is a localized phenomenon, it is possible to add nonoverlapping spots of the same brightness without causing saturation. In addition, the power may be limited by the source brightness rather than PSD saturation, in which case adding more sources proportionally does add more power. In theory, there is also some resolution degradation due to the shot noise of the other spots, but this is position dependent and likely to be submerged in the R ie noise as long as all the spots are close together. The degree of multiplexing is ultimately limited by the PSD bandwidth, but in the applications we are currently considering, the total bandwidth is less than 10 kHz, so the PSD bandwidth is not a limiting factor.
D. Time-Domain Techniques
An alternative way to achieve the interference-rejection function of lock-in amplification, which has also been used with PSDs, is to modulate the signal on/off, and then, in the receiver, sample the signal during on and off periods, subtracting the two values
Variously known as dc restoration, correlated double sampling, or background subtraction, this approach has the advantage of conceptual and implementation simplicity and can be implemented using either analog hardware or a data acquisition system and software. Note that if we define a reference signal
This allows us to reinterpret background subtraction as a discrete-time implementation of lock-in amplification with decimation ratio 2 and a rectangular window (Section IV).
We will see that this results in a frequency response that droops considerably, making the usefully flat signal bandwidth narrower than the noise bandwidth. The actual noise bandwidth depends on the details of the sampler and any antialias filter. In the (likely) case that the sampler is not an integrator, the noise bandwidth will be wider, perhaps considerably so if antialias filtering is neglected. Background subtraction has been generalized into timedomain-multiplexed systems, where each LED is flashed in turn [12] . Since only one LED is lit at a time, it is not possible to proportionally increase the average power as multiplexing is increased because of both LED characteristics and PSD saturation [13] , so the SNR (resolution) is worse than with FDM.
III. REFERENCE DESIGN
To provide a concrete context for design discussion, we will describe an instrument we have developed to support research in the quantification of hand tremor during microsurgery and development of devices for active tremor compensation [14] , [15] . This instrument measures the 5 DOF position The major functional components of the instrument are two 2-D PSD cameras and a probe with two lights on it (Fig. 3) . The basic measurement principle is to triangulate the positions of the lights by tracing the rays from each camera. The cameras are arranged at right angles to each other, which provides roughly equal measurement resolution along all three axes. However, most of the design considerations subsequently discussed generally apply to systems using any number of PSDs and LEDs in any geometric arrangement.
The requirements are micrometer resolution over a range of centimeters, 5% accuracy, a compact probe, and kilohertz measurement rate. Although tremor does not contain significant energy above 20 Hz, one of the uses of this instrument is as part of a closed-loop tremor-canceling control system, and to exhibit significant cancellation, the loop bandwidth must substantially exceed the highest tremor frequencies, requiring a high measurement bandwidth. The requirement for position accuracy is modest for human performance measurement because individual variation is great, and when used in a feedback system, the inaccuracy causes only a small variation in openloop gain, which is largely cancelled by feedback.
A. System Architecture
The instrument only requires a small amount of custom electronics (Fig. 4) . A commercial data acquisition board digitizes the sensor signals and generates the excitation signal for the lights. The remainder of the signal processing and the instrument control interface are implemented in Labview software.
The previous version of this instrument measured one 3-D point using a reflective probe, a single modulated illuminator, and analog lock-in amplification [16] . Due to the need to demodulate eight channels, this required a significant amount of hardware, and the thought of further multiplying this hardware two or more times to support FDM was daunting. Instead, we opted to move as much of the signal processing into software as possible. Only current-to-voltage conversion and antialias filtering are is done in hardware. All demodulation is performed in software. This does increase the demands on the analogto-digital conversion in terms of conversion rate and dynamic range as well as the demands on the CPU, but given the low modulation frequency (a few kilohertz), this is well within the capability of standard desktop PCs and data acquisition hardware.
B. LED Probe
An ideal emitter would have rotational symmetry and uniform illumination such that the 2-D centroid of the image coincides with the 3-D center of the emitter when viewed over a wide angle (130 • ). Any departure from this ideal causes a position error that varies with viewing angle. Our emitter is an illuminated sphere created by attaching a Delrin ball to a packaged LED (Fig. 5) . The drilled hole serves two purposes: positive location of the ball on the LED and increased illumination uniformity. To maximize the symmetry of the emitter, light leakage from the clear body of the LED is masked by painting it silver and then black. The LED is an HDSL-4400 (Avago Technologies) with peak emission at 875 nm. The complete probe has two emitters along its axis that are spaced 7 mm apart (Fig. 6) . 
C. LED Drivers
The LEDs are pulsed using a 150-mA on/off square wave, which is the maximum drive specified for this LED. A square-wave drive was primarily chosen so that the excitation could be generated using a timer output [as opposed to a digitalto-analog converter (DAC)]. A square-wave drive also allows the driver to be a simple switch with a current-limiting resistor. It should be noted, however, that the switch can create RF harmonics that may be coupled into sensor circuits by electromagnetic radiation from the probe cable or through the power supply. These signals are phase coherent with the excitation, so they will not be rejected by the demodulator. It is best to avoid overly fast switching, use a separate power supply, and wrap the probe leads several turns around a ferrite toroid.
D. PSD Camera
Light is focused on the PSD by a single-element doubleconvex lens (Fig. 7) . We have found that for use with PSDs, simple single-element lenses outperform much larger and more expensive camera lenses. This is because camera lenses are designed to minimize spherical and chromatic aberrations, which are irrelevant for our purposes, and in doing so introduce geometric distortion. In fact, spherical aberration is beneficial because it creates a soft-focus effect that increases the spot size, reducing the brightness and, therefore, avoiding PSD saturation. Some camera lenses are also unsuited for near-infrared use because they absorb 75% or more of the illumination.
In our PSD camera, the lens is 12.5 mm in diameter with 30-mm focal length and has a near-infrared anti-reflective coating (Melles Griot). Before reaching the PSD, the light passes through an infrared-pass filter that blocks much of the ambient light. This is important not only because ambient light might overload the sensor and may be modulated (causing hum) but also because even a steady illumination degrades resolution by increasing the shot noise.
Using a thin-lens model, the front-to-back focus ratio of 120-35 mm would be expected to give an optical demagnification of 1 : 3.4. In fact, the calibrated demagnification (see Appendix A) is 1 : 4. The difference may be due to the filter shortening the effective back focus and due to coma resulting from the lens's spherical aberration.
Focusing the PSD camera is more difficult than with an imaging camera, but fortunately, the focus is far less critical (defocusing may even be desirable). We removed the infrared filter, substituted a screen for the sensor, and focused using visible light. Note that in the presence of spherical aberration, the minimum spot size is achieved at a shorter back focus distance than in the thin lens model.
The PSD is a 1-cm 2 OSI Optoelectronics DL-10 duo-lateral device with nonlinearity of < 1% and drift of < 0.6 μm/
• C. The PSD is reverse biased by 5 V to inhibit saturation and increase bandwidth.
Each of the four PSD terminals requires a transimpedance amplifier to convert the photocurrent to a voltage that can be digitized. These amplifiers are located in the camera to minimize noise pickup and gain peaking due to wiring capacitance. The PSD resolution is determined by the SNR and ultimately is limited by PSD intrinsic noise (Section II-A), but attaining this limit requires a low-noise transimpedance amplifier [3] . Typically, 2-D PSDs have an interelectrode resistance (R ie ) of 10 kΩ. Two key principles are that the op-amp must be selected for this source resistance [17] and that the gain-setting feedback resistance should be much larger than R ie (we use 200 kΩ). In [13] , amplifier noise was dominant because a noisy op-amp (TL071) and a small feedback resistor were used. Good opamp choices are the Texas Instruments OPA2228, the industry standard OP37, or a decompensated low-voltage-noise FET input op-amp (e n < 6 nV/ √ Hz).
E. Channel Matching
Because the analog signals are all ac, the only way that the signal conditioning can contribute to drift is by changes in frequency response. Furthermore, because of the normalization done by position computation, gain changes have little effect as long as the pairs of channels for each axis remain well matched. If the gains of the two axis channels differ, then the position sensitivity differs from one side of the PSD to the other, creating nonlinearity.
F. Antialias Filtering
The voltage signal from each transimpedance amplifier is ac coupled through a single-pole 16-Hz high-pass filter, primarily to remove the dc bias. Then, the signal is low-pass filtered through a two-pole Butterworth antialias filter. The low filter order was chosen both for simplicity and to promote channel matching. To ensure matching, the antialias filters were constructed with 1% capacitors and 0.1% resistors, and the capacitors for the axis channel pairs were matched to 0.1%. It would also be possible to use a gain calibration procedure to match the channels in software. Channel matching the highpass filters helps the rejection of low-frequency interference such as hum.
G. Analog-to-Digital Conversion
The sensor signal has a dynamic range extending from the peak illumination when all lights are on (∼10 μA p-p) down to the noise floor (∼100 pA RMS). It is important that the least significant bit is well dithered because the modulation scheme causes the quantization noise to be concentrated at the very same frequencies to which the demodulator responds. This defeats the purpose of modulation by allowing low-frequency noise to pass through the demodulator.
A high performing but quite inexpensive solution to digitization would be to use one sigma-delta audio analog-todigital converter (ADC) per channel either in a custom design or in a high-end PC audio card. This approach provides both dithering and antialias filtering. In our instrument, we chose to ease interfacing to Labview by selecting an 18-bit data acquisition card (National Instruments PCI-6289), which has enough resolution for the signal to be self-dithering.
H. Ray Intersection
Once the four signals from each PSD are demodulated as described in Section IV, they are converted into two axis positions using (1) and then into rays in instrument coordinates using the sensor calibration information (Appendix A).
We find the 3-D light position by intersecting the rays from the two PSD cameras. Since there are four measurements and three unknowns, the problem is overconstrained. The intersection is approximated by the midpoint between the two rays at their point of closest approach. The distance of closest approach (ideally 0) is an indicator of measurement quality. Although it is possible to compute the 3-D position in real time using the geometric intersection formulas, the runtime has been considerably reduced by precomputing a 4-D lookup table that maps sensor axis positions to the corresponding 3-D position and matching error. Multilinear interpolation is then used to compute the output position.
IV. DIGITAL LOCK-IN AMPLIFICATION
We can straightforwardly implement a digital lock-in amplifier by taking Fig. 1 , adding an antialias filter chosen to pass the carrier frequency, digitizing the signal at a sampling frequency f s chosen to minimize noise aliasing, and replacing the reference generator, multiplier, and low-pass filter with digital implementations [4] . Note, however, that we can discard most of the output samples without loss of information because the measurement bandwidth is much less than f s /2.
Efficiency can be improved by defining the demodulator as a multirate function that has an output sampling rate f d chosen according to the bandwidth requirements and an integer decimation ratio M = f s /f d chosen according to the needs of the demodulation process. Let the frequency of each carrier c be k c f d a harmonic of the output sample rate chosen such that the channel index k c satisfies k c ≤ M/2. Since the multiplexed superposition of all the carriers repeats every M samples, it makes sense to process the signals in M sample blocks. There is a fixed phase relationship between the carriers and block boundaries, so the demodulator for channel index k c multiplies each block by the same fixed reference signal Let x(n) be the nth input sample (0 ≤ n < M). The demodulating multiplier output is then x(n)r c (n). If (as in [5] ) we decimate by summing each block, then
Then, from (3)
This is precisely the real part of the discrete Fourier transform (DFT). The result of demodulation of the carrier k c is X k c , which is the k c th component of the M -point DFT of x(n).
Although this suggests the possibility of efficient implementations using fast Fourier transform (FFT), the immediate value of this DFT interpretation is to make the connection with a body of theory that is likely to be familiar to instrumentation designers, namely, spectral estimation via FFT, windowing, and short-time Fourier transform (STFT).
A. Windowed DFT
Generally, spectral estimation first requires multiplying the data by a window function w(n), such as the Hann window (Fig. 8) . This reduces the spectral leakage, i.e., a spurious broadening of spectral peaks that degrades the frequency resolution. Using no window is equivalent to a rectangular window, so we can call (4) the rectangular window demodulator. By adding a window to the DFT demodulator, we can reduce the amount of nonharmonic noise and interference that leak into the output
With the windowed DFT, the response of each DFT component to nonharmonic signals is a frequency-shifted version of the response that the window function would have if used as an finite-impulse-response (FIR) filter. Fig. 9 shows the frequency response of the rectangular window. Since it is a low-pass filter, the response peaks at 0 (dc). The response at negative frequencies represents the response near f s (which aliases to dc).
For our purposes, a desirable property of the rectangular window of length M is that it notches out all the harmonics of f d . We have ensured coherent sampling by the choice of harmonic carrier frequencies k c f d and sampling rate Mf d ; so when using a rectangular window, there is no leakage at any harmonic of f d . This means that the carrier isolation is perfect (in the absence of distortion). Many other windows do not have this property. However, the Hann window of length OM does have it for O ≥ 2. Furthermore, as Fig. 9 shows, the response of the Hann window decays much faster as the frequency moves away from dc, which greatly helps the rejection of nonharmonic noise and interference.
B. Demodulation of Time-Varying Measurands
We have shown that given M samples, we can use the DFT to measure the static carrier amplitude X k c , and that by using a window function, we can minimize the leakage of interfering nonharmonic signals into the amplitude measurement. Recall that we demodulate each M -sample block of x in turn to generate a discrete-time signal X k c (t), X k c (t + 1), . . .. Equation (5) becomes
This is the windowed STFT. In Section II-B, we observed that the frequency response of the analog lock-in measurement system from measurand to output is simply that of the low-pass filter in the demodulator. However, what is the frequency response using the windowed DFT demodulator? We will see that except for the aliasing introduced during the original digitization or the decimation, the windowed DFT demodulator gives the same overall lowpass characteristic, with the window taking the role of the response-defining low-pass filter.
The windowed DFT demodulator was constructed to be a multirate operation with decimation factor M . For decimation to not cause aliasing, the demodulator bandwidth must be limited to f d /2 before it is downsampled. Remove the product with the reference signal r c (n) from (5), and consider the effect of the window alone as
This is a polyphase FIR decimation filter with impulse response w(n), whose low-pass response is the needed antialias filter [18] . The same w(n) can be interpreted either as a DFT window or a decimation filter-spectral leakage causes aliasing-and the criteria for a leakage minimizing window are the same as for an antialias filter at sampling rate f d .
To do better than the rectangular window, we must use a window longer than M . If we choose an overlap factor O, then the demodulator becomes the windowed overlapped STFT
We can halve the number of multiplications by precomputing
This converts the entire demodulator into a single modulated polyphase FIR decimation filter
In practice, the filters are not symmetrical because each r c must be phase adjusted to compensate for phase lag in the antialias filter, nonsimultaneous sampling due to ADC multiplexing, etc.
If we were to demodulate all of the M/2 channels, we would have a filter bank. There are FFT-based algorithms, such as the polyphase DFT filter bank [18] , that are likely to be more efficient than direct implementation by (7) when more than two carriers are demodulated, and are also more efficient than the windowed overlapped STFT. However, FFT requires M to be a power of 2, which is incompatible with the (frequently prime) M selected by the procedure described next.
C. Parameter Optimization
For the determination of f d , M , and the assignments of carriers to channels, the design constraints include the number of carriers, the maximum f s , the minimum f d , and the minimum and maximum k c f d . Generally, k c ≥ 2 is needed to increase the low-frequency interference rejection, and k c f d must be less than the analog antialias filter cutoff.
An implementation constraint is that f s and all the carrier half-periods 2 k c f d must be integer divisors of a single timebase. In addition, we chose to use a square-wave drive for the LEDs (high distortion of odd harmonics) and a loworder analog antialias filter that allows some aliasing of these harmonics. These aliases may land on the channel of another carrier so the isolation between carriers depends on both the channel assignments and M .
As observed in [11] , with a different implementation of FDM, for two square-wave carriers, a high isolation can be achieved by choosing a 1 : 2 frequency ratio. We have found similar solutions for larger numbers of carriers.
We wrote a program that exhaustively compares the carrier isolation of all possible channel assignments over all feasible values of f d and M . This takes only seconds, even with six carriers. Using a 10-MHz timebase, the result for four carriers with f d ≥ 1 kHz, 2 kHz ≤ k c f d ≤ 8 kHz, and f s ≤ 62.5 kHz is f d = 1082.2511, M = 55, and k c = {2, 3, 4, 7}. The isolation model considers carrier harmonic distortion, first-order IMD, and aliasing. Analysis is simplified by the observation that, due to the coherent sampling, the aliases and IMD products are also harmonics of f d , and at these frequencies, the response is always either unity or zero when using rectangular or Hann windows. The actual amount of intermodulation is quite low (−80 dB), so aliasing of carrier harmonic distortion is the dominant cause of interference between the channels.
D. Summary of Digital Lock-In Amplification
First, we proposed digitally implementing the analog lockin amplifier as a multirate decimation operation. Then, we interpreted the multiplexed demodulator as the DFT, investigated interference rejection using the windowed DFT, and then observed that the windowed STFT is a bank of modulated polyphase decimation filters, thus establishing that the window frequency response is the demodulator frequency response, and that spectral leakage causes aliasing. None of these connections is novel. The purpose has been to explain the operation of an efficient digital phase-sensitive detector and to emphasize the importance of the window function.
As the connection with FIR filter design and DFT window selection should make clear, the window for the lock-in demodulation of time-varying signals must be chosen based on application-specific requirements for passband flatness and interference rejection on one hand, and the conflicting requirements for efficient implementation and minimal group delay on the other. By not using a window, Smith et al. [5] implicitly claim optimality for the rectangular window, but this is only true for static signals with white noise. If a short window is required (O ≤ 5), then standard DFT window functions will probably give better results than an equiripple low-pass FIR filter, but do not expect passband flatness or any great attenuation at f d /2. If group delay and efficiency are not a problem, then large FIR filters can be designed with any desired response. For use inside a feedback loop, group delay is crucial, but passband flatness is relatively unimportant. The rectangular window works well, except for interference rejection. If f d = 1 kHz and k c = 2, then interference rejection at 120 Hz is 30 dB better for the Hann window of length 2M than for the rectangular window at the cost of an additional 1/2 sample group delay.
V. PERFORMANCE OF THE REFERENCE DESIGN
A. Noise Spectrum
Resolution is limited by the 3-D measurement noise, which is substantially white (Fig. 10) . The peak at 120 Hz is due to interference from ambient lighting.
At low frequencies, the noise density is higher (Fig. 11) . The 1/f noise corner is about 2 Hz when the instrument is exposed to the lab environment and about 0.1 Hz when enclosed in a box to shield the optical paths from air currents. When operated in the normal (open) environment, the low-frequency noise is clearly dominated by the effects of air turbulence inherent to the optical measurement principle and is not due to the PSD or signal conditioning.
B. Resolution Versus Bandwidth
To find the resolution, we measured the 3-D RMS amplitude of 1000 s of data that was bandpass filtered between 0.01 Hz and the desired measurement bandwidth. This RMS amplitude was then multiplied by 6.6 to convert it to a 99.9% confidence interval. Fig. 12 shows the resolution versus bandwidth, with the instrument in both open and enclosed environments. For reference, we also plot a 3-D resolution limit derived from the ideal 1-D PSD resolution (Section II-A) using the actual PSD current I s = 4.5 μA RMS.
The resolution when enclosed is close to the theoretical limit, and at typical measurement bandwidths of > 50 Hz, the broadband white noise dominates the low-frequency noise due to air turbulence, so in practice, enclosure gains little. To convert 3-D position resolution to the equivalent angular resolution, multiply by 0.01
• /μm. To convert to 1-D resolution at the PSD, multiply by 0.16.
C. Drift
In practice, drift is dominated by the thermal expansion of the probe test fixture in response to the 300 mW dissipated by the probe. We ran the instrument overnight to thermally stabilize it and then measured the nominally fixed probe position for an hour. Fig. 13 shows the magnitude of the 3-D position drift. The 300-nm drift is 10 ppm of the full scale, showing the excellent drift performance resulting from lock-in amplification.
D. Effects of Multiplexing
In Section II-C, it was claimed that frequency-division multiplexing a PSD would not significantly degrade accuracy or resolution. This was experimentally verified by shutting off one light and observing the effect on the measurement of the other light. The isolation model (Section IV-C) predicts 73-dB channel isolation, whereas we observed approximately −80-dB change in the PSD signal amplitude. The corresponding 3-D position change was 0.7 μm, which is 24 ppm of the full scale, well below the measurement resolution at full bandwidth. There was no detectable change in the measurement resolution (noise).
E. Workspace
The workspace is approximately a 3-cm cube, but both lights must remain inside the workspace, so the probe motion is limited to about ±1 cm. Typically, rotations of ±20
• can be measured. Rotation is limited by the constraint that both LEDs must be visible to both sensors, with neither being occluded by the other or by the LED body or probe tip. 
F. Probe Error
As discussed in Section III-B, accuracy depends on the degree to which the 2-D centroid of the light coincides with the 3-D center when light is viewed from different angles. Imperfections in the probe cause the light centroid (and the measured position) to change depending on the angle from which the probe is viewed. Probe error is a cross coupling from angular to translational motion, but it significantly affects the measurement even of pure translational motion, as the sensor viewing angles still slightly change.
We used the probe calibration procedure (Appendix B) to measure probe error by repeatedly calibrating the probe over ±20
• rotation. Fig. 14 shows the probe position error versus rotation angle for each axis. Fig. 15 shows the position error when the probe undergoes ±1-cm translation. These data were collected during a PSD camera calibration procedure (Appendix A) but are from the other light, which was not used to generate the calibration. The error is 1.6% of translation and is exaggerated 30× for clarity. When ±20
G. Relative Error
• rotation is introduced, the worst-case relative error measured throughout the workspace is 6.5% of angle and 2.7% of translation.
The UDT DL-10 PSD nonlinearity is specified at < 1% (Section III-D), so there are other significant error sources. We believe that the reduction in accuracy when probe rotation is introduced is due to probe error. Probe error somewhat degrades the translation accuracy but has an even more dramatic effect on the angular error due to larger change in probe orientation. 
H. Coupling Between Rotation and Translation
There is a cross coupling between rotation and translation: pure rotation causes apparent translation, and vice versa. Probe error is by definition the cause of rotation-to-translation coupling. Since angle is derived from light positions, translationto-rotation coupling is a consequence of overall position nonlinearity, which is determined by PSD camera nonlinearity as well as probe error. We measured the apparent translation due to a ±1
• rotation and the apparent rotation due to a ±3-mm translation. The worst-case values across the workspace are 21 μm/
• and 0.36 • /mm. Fig. 16 shows the angular error as the probe undergoes ±1-cm pure translation. At each point, the angular error is represented by the difference in direction of two vectors: one unchanging (circles), representing the actual light positions, and the other rotated in the direction of the angular error but exaggerated 30×. The peak error is 1.2
• .
VI. DISCUSSION
We have described an approach to multidimensional position measurement based on PSD cameras and FDM LEDs that is well suited to applications where a compact probe with high angular range is needed and where bandwidth is more important than linearity. We have shown that instruments using FDM and software demodulation can approach the theoretical PSD performance limit for a nonmultiplexed PSD. We have described a software implementation of lock-in amplification that requires only the bare minimum of hardware to acquire the PSD data.
We have characterized a 5 DOF instrument with 4-μm resolution and 3% nonlinearity over a 3-cm 40
• workspace at 1-kHz sample rate and are currently developing a four-LED probe pair for 9 DOF tracking of a handheld surgical instrument with 3 DOF articulation. Our experience with this system confirms the advantages of PSDs for high-bandwidth position tracking, since a high-performance system can be implemented using a quite simple hardware. The only additional cost of measuring more points is adding more LEDs and drivers. This simple implementation is well suited to use in embedded feedback systems or in cost-critical applications, even when there is no multiplexing. By optimizing the choice of modulation frequencies and sampling rate, we have shown how to minimize interference while also enabling a particularly efficient implementation of the demodulation signal processing and have shown how to choose the demodulator frequency response based on application considerations. 
APPENDIX CALIBRATION PROCEDURES
Since this instrument is used for relative measurement, its purpose is to basically establish an arbitrary fixed coordinate system where the change in probe position over time can be measured. Because the coordinate system is arbitrary, when calibrating or testing performance, we first align the measurements with the apparent calibration fixture coordinates by applying a 6 DOF motion that minimizes the matching error. This procedure implicitly discards any long-term drift. Our primary reference for testing and calibration is a 6 DOF positioning system with resolution of 0.1 μm (Hexapod, Model F-206, Physik Instrumente, Karlsruhe Germany) that has the capability to perform rotations about a software-configured center of rotation. We also used a manual 3-D linear stage with range of 25 mm (Model H-RH, Line Tool Co, Allentown, PA) to test the accuracy under pure translation over the entire workspace.
A. PSD Camera Calibration
Although it does not record an image, the PSD camera can be calibrated using standard camera calibration techniques. To measure a position, we must convert the two normalized axis positions (1) into a ray in the instrument coordinates. This requires precise knowledge of the position and orientation of the camera (external calibration) and camera characteristics such as focal length (internal calibration). We move the probe to known positions across the workspace, recording the axis positions at each point. This is used as an input to a version of [19] that we have adapted to PSD camera calibration.
B. Probe Calibration
We have developed a procedure to determine the light positions relative to the coordinate system of the probe, allowing the motion of a reference point on the probe (such as the probe tip) to be computed from the light position data. By making ±1
• rotations about each axis, we can determine the apparent center of rotation from the resulting motion of the lights. First, consider the 2-D problem (Fig. 17) . Let A and B be the positions of one light, measured at the ends of the ±1
• sweep. Then, given C = (A + B)/2, we can solve for the center of rotation O knowing that |OC| = |AC|/ tan(θ/2). To make this measurement insensitive to any other sources of nonlinearity, we use the instrument only as a null detector. We adjust the Hexapod center of rotation (in software) to the apparent light center and then repeat the measurement. Ideally, when the probe is rotated at the light center, there will be no motion detected. This calibration procedure is repeated until the light position converges.
