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1 Einleitung
Fu¨r die Beschreibung der Erregungsleitung in Nervenfasern erhielten A. L. Hodgkin und
A. F. Huxley 1963 den Nobelpreis. Durch Experimente an den Riesenaxonen des Tin-
tenfisches hatten sie entdeckt, dass Ionenflu¨sse durch die Axonmembran hindurch das
Aktionspotential verursachen und damit die Grundlage der Erregungsleitung bilden.
Diese neurophysiologischen Abla¨ufe beschrieben Hodgkin und Huxley mathematisch
durch ein System von vier Differentialgleichungen [17].
Abbildung 1.1: Ein Nervenimpuls breitet sich entlang des Axons als elektrisches Signal aus. Durch
ein schnelles Einstro¨men von Natrium-Ionen durch die Membran hindurch kehrt sich das Membranpo-
tential um. Diese Ladungsverschiebung wird durch einen anschließenden Ausstrom von Kalium-Ionen
ru¨ckga¨ngig gemacht und das Ruhepotential wiederhergestellt (Abbildung nach Keynes [24]).
Eine vereinfachte, auf die Arbeiten [13] und [28] zuru¨ckgehende Form dieses Modells
sind die FitzHugh-Nagumo-Gleichungen
ut = uxx + f(u)− w
wt = ε(u− γw)
(1.1)
mit f(u) = u(u− a)(1 − u), 0 < a < 12 , und reellen Parametern γ, ε > 0. Dabei ist u
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das Membranpotential und w eine Hilfsvariable, die den Ionenfluss durch die Membran
beschreibt. Verglichen mit u entwickelt sich w sehr viel langsamer, so dass der Parameter
ε als klein angenommen wird, 0 < ε≪ 1. Fu¨r die Herleitung von (1.1) aus den Hodgkin-
Huxley-Gleichungen und fu¨r eine genaue Darstellung des physiologischen Hintergrunds
sei auf die bereits genannten Originalarbeiten sowie auf die Darstellung in Murray [27]
verwiesen.
In dieser Arbeit wird die Frage nach Existenz und Stabilita¨t der Puls-Lo¨sungen von
(1.1) diskutiert. Als Puls bezeichnet man eine Lo¨sung (u(x, t), w(x, t)) von (1.1), die
mit einem c ∈ R nur von der Variablen ξ = x+ ct abha¨ngt,
(u(x, t), w(x, t)) = (u¯(ξ), w¯(ξ)), (1.2)
und fu¨r ξ → ±∞ gegen den Ruhezustand (0, 0) von (1.1) konvergiert. Pulse sind also
spezielle Formen von Travelling Waves.
Setzt man den Ansatz (u(x, t), w(x, t)) = (u¯(ξ), w¯(ξ)) in (1.1) ein, so fu¨hrt dies auf die
Profilgleichung
u′ = v
v′ = cv − f(u) + w
w′ =
ε
c
(u− γw)
(1.3)
( ′ = d/dξ). Die Puls-Lo¨sungen von (1.1) entsprechen den zu p0 = (0, 0, 0) homoklinen
Orbits in (1.3). Hierbei sei γ > 0 hinreichend klein, so dass p0 der einzige Fixpunkt von
(1.3) ist.
Die Profilgleichung (1.3) ist mit ε ≪ 1 ein System mit zwei Zeitskalen und die Exis-
tenz zu p0 homokliner Orbits kann durch Methoden der geometrischen singula¨ren
Sto¨rungstheorie gezeigt werden. Dazu konstruiert man bei ε = 0 zwei singula¨re ho-
mokline Orbits Γs0 und Γf0 von (1.3), die fu¨r c = 0 beziehungsweise c = c
∗ > 0
existieren. Fu¨r kleine ε > 0 erha¨lt man dann zu p0 homokline Orbits Γs mit c ≈ 0 und
Γf mit c ≈ c∗ als Sto¨rungen von Γs0 und Γf0. Die den Orbits Γs entsprechenden Pulse
von (1.1) bezeichnet man als langsame Pulse, die den Γf entsprechenden als schnel-
le Pulse (mitunter bezeichnet man auch die homoklinen Orbits Γs und Γf selbst als
langsame beziehungsweise schnelle Pulse).
Wa¨hrend die langsamen Pulse etwa durch das von Szmolyan [31] beschriebene Ver-
fahren leicht konstruiert werden ko¨nnen, ist die Konstruktion der schnellen Pulse an-
spruchsvoller. Die Schwierigkeit liegt darin, die Lage von gewissen invarianten Man-
nigfaltigkeiten in der Na¨he einer langsamen Mannigfaltigkeit von (1.3) zu bestimmen.
Im Existenzbeweis von Jones, Kopell und Langer [18] wird dieses Problem mit Hilfe
des Exchange Lemmas [19] gelo¨st, mit dem sich der Abstand einer invarianten Man-
nigfaltigkeit zu einer langsamen Mannigfaltigkeit kontrollieren la¨sst. Eine alternative
Methode der Konstruktion liefern Krupa, Sandstede und Szmolyan [25], indem sie die
Existenz von Shilnikov-Koordinaten nutzen, die den nichtlinearen Fluss in der Na¨he
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einer langsamen Mannigfaltigkeit bis auf einen Fehler ho¨herer exponentieller Ordnung
beschreiben.
Der neue Beweis fu¨r die Existenz schneller Wellen ist aber nicht das Hauptergebnis von
Krupa, Sandstede und Szmolyan [25]. Mit den Shilnikov-Koordinaten gelingt es ihnen
zu zeigen, dass bei a ≈ 12 noch eine dritte Art von Pulsen konstruiert werden kann.
Diese Pulse entstehen als Sto¨rung eines fu¨r ε = c = 0 und a = 12 existierenden hetero-
klinen Zyklus Γ0 von p0 nach p1 = (1, 0, 0). Im Einzelnen wird gezeigt, dass fu¨r jedes
a < 12 nahe a =
1
2 eine Kurve {(c, εa(c)) : 0 ≤ c ≤ c∗} existiert, deren Punkte jeweils
einen zu p0 homoklinen Orbit in (1.3) liefern. Neben der Konstruktion der schnellen
Pulse durch Shilnikov-Koordinaten werde ich in dieser Arbeit auch die Konstruktion
dieser Kurve darstellen, die im Parameterraum eine Verbindung zwischen langsamen
und schnellen Pulsen schafft. Ob – wie von Yanagida [34] vermutet – eine solche Ver-
bindung von langsam zu schnell auch fu¨r beliebiges 0 < a < 12 existiert, ist weiterhin
offen (vgl. [25]).
Eine Puls-Lo¨sung U¯(ξ) = (u¯(ξ), w¯(ξ)) von (1.1) nennt man (nichtlinear) stabil, wenn
Lo¨sungen von (1.1), deren Anfangswerte in der Supremumsnorm nahe bei U¯(ξ) liegen,
gegen einen mo¨glicherweise verschobenen Puls U¯(· + k), k ∈ R, konvergieren. Um zu
erkennen, ob ein Puls stabil ist, betrachtet man die Linearisierung von (1.1) entlang des
Pulses und erha¨lt so einen linearen Operator L auf einem gewissen Banachraum. Liegen
keine Anteile des Spektrums von L in der rechten Halbebene, so nennt man den Puls
linear oder spektral stabil. Dass im Fall der FitzHugh-Nagumo-Gleichungen lineare
Stabilita¨t a¨quivalent zu nichtlinearer Stabilita¨t ist, wurde von Evans gezeigt [7, 10].
In den Arbeiten [7–10] wurde auch erstmals eine analytische Funktion definiert, um
das Punktspektrum von L, also Eigenwerte endlicher Vielfachheit, zu lokalisieren. Die
heute als Evans-Funktion bezeichnete Funktion D(λ) wird dabei auf einem Gebiet der
komplexen Ebene, das die rechte Halbebene umfasst und keinen gemeinsamen Schnitt
mit dem wesentlichen Spektrum von L besitzt, so konstruiert, dass ihre Nullstellen
genau die Eigenwerte von L sind. Die Evans-Funktion wird das entscheidende Werkzeug
fu¨r die Stabilita¨tsanalyse der langsamen und schnellen Pulse sein.
Aus der Instabilita¨t des bei c = 0 existierenden Pulses der Nagumo-Gleichung
ut = uxx + f(u) (1.4)
folgt die Instabilita¨t der langsamen Pulse, wie von Flores [14] gezeigt wurde (der
Nagumo-Puls entspricht dem Orbit Γs0). Ich werde in dieser Arbeit mit Hilfe der
geometrischen singula¨ren Sto¨rungstheorie einen alternativen Beweis dieser Instabi-
lita¨tsaussage liefern.
Dass die schnellen Pulse stabil sind, haben Jones [20] und Yanagida [34] unabha¨ngig
voneinander bewiesen. Jones zeigt, dass die zugeho¨rige Evans-Funktion D(λ) keine
Nullstelle in der rechten Halbebene besitzt, falls die Ableitung D′(λ) in λ = 0 strikt
positiv ist (die Evans-Funktion ist reell fu¨r reelle λ). Da das Vorzeichen von D′(0) wie-
dergibt, in welcher Richtung sich stabile und instabile Mannigfaltigkeit von p0 bezu¨glich
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c schneiden, ist die Stabilita¨tsfrage damit zuru¨ckgefu¨hrt auf eine geometrische Frage.
Die hierzu beno¨tigten Informationen u¨ber den Schnitt der Mannigfaltigkeiten erha¨lt
Jones aus dem Existenzbeweis von Langer (die Arbeit von Langer lag mir nicht vor,
vgl. aber [20]). Ich werde zeigen, wie man diese geometrischen Informationen direkt an-
hand der bei der Konstruktion der Pulse verwendeten Shilnikov-Koordinaten gewinnen
kann.
Die Existenz der Kurve bei a ≈ 12 , die langsame und schnelle Pulse miteinander verbin-
det, wirft eine zusa¨tzliche Frage auf. Da die langsamen Pulse instabil, die schnellen aber
stabil sind, muss es entlang der Kurve zu einem Stabilita¨tswechsel kommen. Wo dieser
Stabilita¨tswechsel passiert, ist noch offen. In [25] wird das Maximum der (c, ε)-Kurve
als mo¨glicher Punkt genannt, jedoch ohne Begru¨ndung. Ich werde am Ende dieser Ar-
beit versuchen zu erkla¨ren, warum sich dieser Punkt geometrisch fu¨r den Wechsel von
instabil zu stabil zumindest anbietet.
Neben der Theorie der Evans-Funktion bildet die bereits erwa¨hnte geometrische sin-
gula¨re Sto¨rungstheorie den technischen Hintergrund der vorliegenden Arbeit. Diese auf
Fenichel [11,12] zuru¨ckgehende Theorie ermo¨glicht eine Analyse von schnell-langsamen
Systemen gewo¨hnlicher Differentialgleichungen anhand von invarianten Mannigfaltig-
keiten zweier Grenzsysteme. Sowohl in den Konstruktionen als auch in den Stabi-
lita¨tsuntersuchungen der Pulse werden daru¨ber hinaus Melnikov-Integrale eine zentrale
Rolle spielen.
Die FitzHugh-Nagumo-Gleichungen (1.1) za¨hlen zu den beru¨hmtesten Reaktions-
Diffusions-Gleichungen. Ihre Dynamik gilt gemeinhin als bearbeitet und zusammen mit
der Profilgleichung (1.3) dienen sie ha¨ufig als Beispiel fu¨r die Anwendung unterschied-
lichster Techniken und Konzepte. Insbesondere Existenz und Stabilita¨t von Pulsen sind
gekla¨rt (die wesentlichen Literaturhinweise finden sich in den Einleitungen von [20]
oder [14]). Meine Arbeit hat daher vordergru¨ndig den Charakter eines U¨berblicks. Die-
sen Charakter verliert sie zumindest dort, wo die fu¨r die Stabilita¨t wichtigen geometri-
schen Informationen aus den Shilnikov-Koordinaten gewonnen werden. Hier dienen die
FitzHugh-Nagumo-Gleichungen ein weiteres Mal als Beispiel fu¨r die Anwendung einer
neuen Technik.
U¨berdies sind im Hinblick auf die Dynamik von (1.3) auch abgesehen von der o. a.
Beschaffenheit des Stabilita¨tswechsels durchaus noch Fragen offen. Unklar ist etwa die
Existenz von n-Pulsen, also von zu p0 homoklinen Orbits von (1.3), die n-mal dicht
an p0 vorbeilaufen und erst dann im Fixpunkt enden. Krupa, Sandstede und Szmolyan
liefern ein Indiz fu¨r die Existenz solcher Orbits, indem sie zeigen, dass ein sogenannter
inclination-flip point fu¨r (1.3) existiert (vgl. [25]). Auf dieses Problem werde ich hier
jedoch nicht na¨her eingehen.
Die Arbeit ist wie folgt aufgebaut: Gegenstand des ersten Teils ist der theoretische Hin-
tergrund. Im zweiten Kapitel werden zuna¨chst die no¨tigen Sa¨tze der geometrischen sin-
gula¨ren Sto¨rungstheorie in allgemeinerer Form bereitgestellt, die Fenichel-Normalform
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und die Shilnikov-Koordinaten eingefu¨hrt sowie die Melnikov-Theorie knapp skizziert.
Im dritten Kapitel wird der Zusammenhang zwischen linearer und nichtlinearer Sta-
bilita¨t na¨her erla¨utert und die Evans-Funktion D(λ) fu¨r eine Klasse von Gleichungen
konstruiert, zu der auch (1.1) und (1.4) geho¨ren. Ferner wird ein Kriterium fu¨r Insta-
bilita¨t beschrieben und eine Darstellung von D′(0) entwickelt.
So mit den no¨tigen Werkzeugen ausgestattet, erfolgt im zweiten Teil der Arbeit die
eigentliche Analyse der FitzHugh-Nagumo-Gleichungen. Im vierten Kapitel werden die
schnell-langsame Struktur der Profilgleichung (1.3) diskutiert und die singula¨ren Orbits
Γs0 und Γf0 konstruiert. Das fu¨nfte Kapitel behandelt die langsamen Pulse. Dazu wird
ein kurzer Existenzbeweis gegeben und die Instabilita¨t gezeigt. Im sechsten Kapitel
wird die Konstruktion der schnellen Pulse mit Hilfe der Shilnikov-Koordinaten darge-
stellt und nach einer kurzen Zusammenfassung des Stabilita¨tsbeweises von Jones [20]
die relevante geometrische Gro¨ße aus den Shilnikov-Koordinaten gewonnen. Im siebten
und letzten Kapitel wird die Konstruktion der intermedia¨ren Pulse fu¨r a / 12 beschrie-
ben. Abschließend wird erla¨utert, warum man den Stabilita¨tswechsel im Maximum der
Verbindungskurve vermuten darf.
2 Systeme mit zwei Zeitskalen
2.1 Geometrische singula¨re Sto¨rungstheorie
Dieser Abschnitt orientiert sich in seiner Darstellung an den Arbeiten von Jones [21]
und Szmolyan [31]. Ausgangspunkt ist das autonome System gewo¨hnlicher Differenti-
algleichungen
x˙ = f(x, y, ε)
y˙ = εg(x, y, ε),
(2.1)
mit (x, y) ∈ Rk+n, ε ∈ I ⊂ R und ˙= ddt . Auch wenn die Ergebnisse dieses Abschnitts
schon bei geringerer Regularita¨t von f und g mo¨glich sind (vgl. [31]), beschra¨nken
wir uns hier auf den Fall beliebig oft differenzierbarer Funktionen. Die erste von drei
Annahmen, die im Verlauf dieses Abschnitts formuliert werden sollen, lautet daher
(H1) U ⊂ Rn+k ist eine offene Menge und I ein offenes Intervall mit 0 ∈ I. Die
Funktionen f und g sind auf U × I beliebig oft differenzierbar, f, g ∈ C∞(U ×
I,Rn+k).
Die Gleichungen (2.1) definieren fu¨r ε 6= 0 ein dynamisches System auf U mit zwei
Zeitskalen: Die Variable x entwickelt sich fu¨r kleine ε > 0 sehr viel schneller als y,
dessen Geschwindigkeit von der Gro¨ßenordnung O(ε) ist. Demzufolge nennt man x die
schnelle Variable, y die langsame Variable und bezeichnet (2.1) selbst als das schnelle
System. Transformiert man (2.1) auf die langsame Zeitskala τ := εt, so liefert dies das
zugeho¨rige langsame System
εx′ = f(x, y, ε)
y′ = g(x, y, ε)
(2.2)
mit ′ = ddτ . Die beiden, jeweils der schnellen beziehungsweise der langsamen Dynamik
angepassten Skalierungen t und τ sind fu¨r ε 6= 0 a¨quivalent, im Grenzfall ε = 0 ergeben
sich aus (2.1) und (2.2) aber zwei sehr verschiedene Systeme, die jeweils nur die schnelle
oder aber nur die langsame Dynamik wiedergeben. Das schnelle System fu¨hrt auf das
Schichtproblem
x˙ = f(x, y, 0)
y˙ = 0,
(2.3)
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das langsame System auf das reduzierte Problem
0 = f(x, y, 0)
y′ = g(x, y, 0).
(2.4)
In (2.4) ist nur eine Gleichung fu¨r die langsame Dynamik in y u¨brig geblieben. Die
x-Dynamik ist degeneriert zu der Bedingung f(x, y, 0) = 0, so dass (2.4) nur auf der
Menge
S := {(x, y) ∈ U : f(x, y, 0) = 0}
definiert ist, die selbst wiederum ganz aus Ruhelagen des Schichtproblems besteht.
Der Fluss von (2.3) ist daher trivial auf S und allgemein ist y in (2.3) nur noch ein
Parameter. Durch die beiden Grenzsysteme wird die Dynamik also zerlegt in schnell
und langsam. Unter gewissen Voraussetzungen gelingt es nun aber, Eigenschaften der
Grenzsysteme (2.3) und (2.4) so zusammenzufu¨gen, dass man zumindest fu¨r hinreichend
kleine ε > 0 ein Bild der vollsta¨ndigen Dynamik des gesto¨rten Systems (2.1) erha¨lt.
Anstatt (2.1) selbst zu untersuchen, kann man sich deshalb auf die Untersuchung der
beiden kleineren, niederdimensionalen Systeme (2.3) und (2.4) beschra¨nken.
Wir nehmen nun an, dass eine MannigfaltigkeitM0 in S und Zahlen ks und ku, ks+ku =
k, existieren, so dass in jedem Punkt (x, y) ∈M0 die Linearisierung
Dxf(x, y, 0)
jeweils ks Eigenwerte mit negativem Realteil und ku Eigenwerte mit positivem Realteil
besitzt. Jeder Punkt (x, y) ∈ M0 soll also hyperbolischer Fixpunkt von x˙ = f(x, y, 0)
sein. Dies bedeutet, dass die Richtungen normal zu M0 entweder anziehend oder ab-
stoßend sind, wa¨hrend das Vektorfeld von (2.3) entlang M0 verschwindet. Die Mannig-
faltigkeit M0 ist damit eine normal hyperbolische Mannigfaltigkeit des Schichtproblems
(fu¨r eine allgemeinere Definition von normaler Hyperbolizita¨t vgl. [32]). Wir formulieren
dies als zweite Annahme:
(H2) Die Menge M0 ist eine kompakte Mannigfaltigkeit (mo¨glicherweise mit Rand)
und normal hyperbolisch bezu¨glich des Schichtproblems (2.3). Ferner existieren
natu¨rliche Zahlen ks und ku, ks+ku = k, so dass die Linearisierung Dxf in jedem
Punkt aufM0 genau k
s Eigenwerte in der linken und ku Eigenwerte in der rechten
Halbebene besitzt.
Die Mannigfaltigkeit M0 wird als kritische Mannigfaltigkeit bezeichnet. Es bezeichne ·t
den Fluss von (2.1) auf U×I. Dann heißt eine MengeM lokal invariant bezu¨glich (2.1),
falls eine Umgebung V von M existiert, so dass fu¨r alle x ∈M , t > 0 aus x · [0, t] ⊂ V
folgt, dass x · [0, t] ⊂ M (aus x · [−t, 0] ⊂ V entsprechend x · [−t, 0] ⊂ M). Ein erster
wichtiger Satz von Fenichel besagt, dass unter den Voraussetzungen (H1) und (H2) fu¨r
hinreichend kleine ε 6= 0 zu M0 diffeomorphe Mannigfaltigkeiten Mε existieren, die in
einer O(ε)-Umgebung vonM0 liegen und lokal invariant unter dem Fluss von (2.1) sind.
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Mo¨glicherweise besitzen die Mannigfaltigkeiten Mε einen Rand, durch den Lo¨sungen
die Mannigfaltigkeiten verlassen ko¨nnen, und sind daher nur lokal invariant.
Um die Mannigfaltigkeiten Mε als Graphen darstellen zu ko¨nnen, fu¨gen wir noch eine
weitere Annahme hinzu.
(H3) Die Mannigfaltigkeit M0 ist Graph einer C
∞-Funktion h0, die auf einer kompak-
ten, einfach zusammenha¨ngenden Menge K definiert ist,
M0 = {(x, y) : x = h0(y), y ∈ K}.
Aus (H2) folgt insbesondere, dass
Dxf(x, y, 0)
in jedem Punkt (x, y) ∈ M0 vollen Rang hat. Daher ergibt sich die lokale Darstellung
von M0 als Graph bereits aus dem Satz u¨ber die implizite Funktion und mit (H3) wird
nur angenommen, dass dies auch global mo¨glich ist.
Satz 2.1 ([21]) Unter den Voraussetzungen (H1)-(H3) existiert ein ε0 > 0 und fu¨r
ε ∈ (−ε0, ε0) eine auf K definierte Funktion hε, so dass
Mε = {(x, y) : x = hε(y), y ∈ K}
lokal invariant unter (2.1) ist. Die Funktion hε ist in y und ε Cr-regula¨r fu¨r jedes
r < +∞.
Die Mε bilden eine Zentrumsmannigfaltigkeit fu¨r das erweiterte schnelle System
x˙ = f(x, y, ε)
y˙ = εg(x, y, ε)
ε˙ = 0.
(2.5)
Die Linearisierung der rechten Seite von (2.5) in (x, y, 0) ∈ M0 × (−ε0, ε0) besitzt den
(n + 1)-fachen trivialen Eigenwert λ = 0 und k nichttriviale Eigenwerte. Dies sind
genau die Eigenwerte von Dxf(x, y, 0), so dass der stabile Eigenraum E
s
(x,y,0) damit
ks-dimensional, der instabile Eu(x,y,0) k
u-dimensional und der neutrale Ec(x,y,0) folglich
(n+ 1)-dimensional ist. Die Cr-Mannigfaltigkeit
C :=
⋃
−ε0<ε<ε0
Mε × {ε}
ist nun eine zu Ec(x,y,0) tangentiale, lokal invariante Mannigfaltigkeit, also eine (n+ 1)-
dimensionale Zentrumsmannigfaltigkeit zu (2.5) beiM0×{0} (daher ist auch hε eine Cr-
Funktion mit beliebigem r <∞, aber im Allgemeinen keine C∞-Funktion, vgl. [2,12]).
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Die Zentrumsmannigfaltigkeit C und die Mannigfaltigkeiten Mε sind nun die fu¨r das
weitere Vorgehen wesentlichen Objekte. Die als langsame Mannigfaltigkeiten bezeich-
neten Mε sind lokal invariant unter (2.1) und werden durch y parametrisiert. Auf Mε
wird die Dynamik von (2.1) demzufolge allein durch die Gleichung
y˙ = εg(hε(y), y, ε) (2.6)
beschrieben. In der fu¨r ε 6= 0 a¨quivalenten langsamen Skalierung ist (2.6) gegeben als
y′ = g(hε(y), y, ε). (2.7)
Fu¨r ε→ 0 geht diese Gleichung (2.7) aber nun regula¨r u¨ber in das reduzierte Problem
y′ = g(h0(y), y, 0)
auf M0. Das langsame Problem auf C
y′ = f(hε(y), x, ε)
ε′ = 0
(2.8)
la¨sst sich also in ε = 0 glatt fortsetzen: Auf der Zentrumsmannigfaltigkeit ist die sin-
gula¨re Sto¨rung eine regula¨re Sto¨rung. Dies ist der entscheidende Punkt, da durch Re-
striktion von (2.1) auf C folglich jede Struktur in
SH := {(x, y, 0) ∈ S × (−ε0, ε0) : (x, y) ist hyperbolischer Fixpunkt von (2.3)},
die robust gegenu¨ber regula¨ren Sto¨rungen ist, auch robust gegenu¨ber der singula¨ren
Sto¨rung ist. Dazu muss lediglich die kritische Mannigfaltigkeit M0 so gewa¨hlt werden,
dass die entsprechende Struktur auf ihr liegt. Insbesondere werden hyperbolische Fix-
punkte des reduzierten Problems fu¨r kleine ε > 0 als hyperbolische Fixpunkte von
(2.2) persistieren – oder allgemeiner: kompakte normal hyperbolische invariante Man-
nigfaltigkeiten des reduzierten Problems persistieren fu¨r ε > 0 als kompakte normal
hyperbolische invariante Mannigfaltigkeiten des gesto¨rten Systems (2.2).
Die Dynamik von (2.1) auf den langsamen Mannigfaltigkeiten Mε kann also mit Hilfe
der Dynamik des reduzierten Problems (2.4) auf M0 beschrieben werden. Um auch ein
Bild der Dynamik außerhalb der Mε zu bekommen, betrachtet man zwei weitere lokal
invariante Mannigfaltigkeiten.
Unter den Voraussetzungen (H1) und (H2) existieren beiM0×{0} neben der Zentrums-
mannigfaltigkeit C auch eine zentrumsstabile Mannigfaltigkeit Cs und eine zentrumsin-
stabile Mannigfaltigkeit Cu fu¨r (2.5), also unter (2.5) lokal invariante Mannigfaltigkeiten
mit Cs ∩ Cu = C, die in (x, y, 0) ∈M0 × (−ε0, ε0) tangential zu Es(x,y,0) beziehungweise
Eu(x,y,0) sind. Die Existenz von Cs und Cu liefert das Theorem 9.1 in [12]. Um diese
Mannigfaltigkeiten gut beschreiben zu ko¨nnen, beno¨tigen wir noch folgenden Begriff.
Definition 2.2 {Fs(p) : p ∈ Cs} heißt Cr2-Familie stabiler Cr1-Mannigfaltigkeiten fu¨r
Cs nahe M0, falls
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(i) Fu¨r jedes p ∈ Cs ist Fs(p) eine Cr1-Mannigfaltigkeit mit p ∈ Fs(p).
(ii) Fu¨r p, q ∈ Cs sind Fs(p) und Fs(q) identisch oder disjunkt.
(iii) Fu¨r (x, y) ∈M0 ist Fs(x, y, 0) in (x, y, 0) tangential zu Es(x,y,0).
(iv) {Fs(p) : p ∈ Cs} ist eine positiv invariante Cr2-Familie, d. h.
Fs(p) · t ⊂ Fs(p · t)
fu¨r alle p ∈ Cs und t ≥ 0 mit p · [0, t] ⊂ Cs.
Entsprechend definiert man eine Familie instabiler Mannigfaltigkeiten {Fu(p) : p ∈ Cu}
fu¨r Cu. Man nennt Fs(p) die stabile, Fu(p) die instabile Faser von p ∈ C.
Fu¨r ε ∈ (−ε0, ε0) bezeichne Fs/uε (p) die Projektion von Fs/u(p) von U×(−ε0, ε0) auf U .
Damit ist Fs0 (x, y) die stabile, Fu0 (x, y) die instabile Mannigfaltigkeit des hyperbolischen
Fixpunktes (x, y) ∈M0 von
x˙ = f(x, y, 0).
Die Mannigfaltigkeiten Cs und Cu lassen sich mit diesen Fasern nun wie folgt charak-
terisieren.
Satz 2.3 ([12, 31]) Unter den Voraussetzungen (H1) und (H2) gilt
(i) Es existiert eine Familie stabiler Mannigfaltigkeiten {Fs(p) : p ∈ Cs} fu¨r Cs nahe
M0. Ist p ∈ U×{ε}, so ist Fs(p) ⊂ U×{ε}. Jede Mannigfaltigkeit Fs(p) schneidet
C transversal in genau einem Punkt.
(ii) Es existiert eine Familie instabiler Mannigfaltigkeiten {Fu(p) : p ∈ Cu} fu¨r Cu
nahe M0. Ist p ∈ U × {ε}, so ist Fu(p) ⊂ U × {ε}. Jede Mannigfaltigkeit Fu(p)
schneidet C transversal in genau einem Punkt.
Fs und Fu liefern eine Bla¨tterung von Cs und Cu:
Cs =
⋃
p∈C
Fs(p), Cu =
⋃
p∈C
Fu(p).
Die stabile Mannigfaltigkeit von Mε ist somit gegeben als
W s(Mε) =
⋃
p∈Mε
Fsε (p), (2.9)
die instabile Mannigfaltigkeit als
W u(Mε) =
⋃
p∈Mε
Fuε (p). (2.10)
Die Bezeichnungen von W s(Mε) als stabile und von W
u(Mε) als instabile Mannigfal-
tigkeit mu¨ssen fu¨r ε > 0 etwas erla¨utert werden, da – anders als M0 – die Mannigfal-
tigkeiten Mε nicht mehr ausschließlich aus kritischen Punkten bestehen. Die Punkte in
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W s(Mε) und W
u(Mε) zeichnen sich jedoch dadurch aus, dass sie sich mit dem Fluss
·t fu¨r t > 0 beziehungweise t < 0 der Mannigfaltigkeit Mε exponentiell schnell na¨hern
(vgl. [21]).
Abbildung 2.1: Stabile und instabile Mannigfaltigkeiten von M0 und Mε. Der langsame Fluss wird
durch einfache, der schnelle durch doppelte Pfeile gekennzeichnet. In der hier schematisch dargestellten
Situation existiert auf Mε ein anziehender Fixpunkt des reduzierten Problems.
Der folgende Satz beschreibt die wesentliche Beziehung zwischen den Gleichungen (2.3)
und (2.4) und der gesto¨rten Gleichung (2.1).
Satz 2.4 ([31]) Es sei N ⊂ SH eine j-dimensionale kompakte normal hyperboli-
sche invariante Mannigfaltigkeit des reduzierten Problems (2.4) mit einer (j + js)-
dimensionalen lokal stabilen MannigfaltigkeitWs und einer (j+ju)-dimensionalen lokal
instabilen Mannigfaltigkeit Wu. Dann existiert ein ε1 > 0, so dass folgende Aussagen
gelten:
(i) Es existiert eine glatte Schar von Mannigfaltigkeiten
{Nε : ε ∈ (−ε1, ε1)}
mit N0 = N und Nε ist eine normal hyperbolische invariante Mannigfaltigkeit
von (2.1).
(ii) Es existieren glatte Scharen von (j + js + ks)- und (j + ju + ku)-dimensionalen
Mannigfaltigkeiten
{N sε : ε ∈ (−ε1, ε1)}, {N uε : ε ∈ (−ε1, ε1)}
derart, dass fu¨r ε > 0 N sε und N uε lokal stabile bzw. instabile Mannigfaltigkeiten
von Nε sind.
(iii) Fu¨r ε > 0 gilt
N sε =
⋃
p∈Wsε
Fsε (p), N uε =
⋃
p∈Wuε
Fuε (p),
wobei Wsε die lokal stabile, Wuε die lokal instabile Mannigfaltigkeit von Nε fu¨r den
auf Mε restringierten Fluss sei.
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2.2 Heterokline und homokline Orbits
Es seien N1 und N2 invariante Mannigfaltigkeiten eines dynamischen Systems (etwa
Fixpunkte). Einen Orbit, dessen Punkte allesamt sowohl in der instabilen Mannigfal-
tigkeit von N1 als auch in der stabilen Mannigfaltigkeit von N2 liegen, bezeichnet man
als einen heteroklinen Orbit von N1 nach N2. Gilt N1 = N2, so spricht man von einem
homoklinen Orbit.
Heterokline und homokline Orbits ko¨nnen in singula¨r gesto¨rten Gleichungen der Ge-
stalt (2.1) fu¨r kleine ε > 0 als Sto¨rung von singula¨ren heteroklinen und homoklinen
Orbits konstruiert werden. Diese bestehen aus Orbits des reduzierten Problems und
des Schichtproblems und verbinden invariante Mannigfaltigkeiten des reduzierten Pro-
blems. Fu¨r eine solche Konstruktion heterokliner und homokliner Orbits ist die Per-
sistenz transversaler Schnitte von Mannigfaltigkeiten unter regula¨ren Sto¨rungen von
zentraler Bedeutung.
Definition 2.5 Es seien M1 und M2 Untermannigfaltigkeiten einer Mannigfaltigkeit
M. M1 und M2 schneiden sich transversal in einem Punkt m ∈ M1 ∩ M2 genau
dann, wenn
TmM1 + TmM2 = TmM.
Wir nehmen fu¨r diesen Abschnitt an, dass S = SH . Dabei muss S nicht zusam-
menha¨ngend sein, sondern kann aus mehreren Teilen bestehen, etwa
S1 = {(x1(y), y) : y ∈ U1 ⊂ Rn}, S2 = {(x2(y), y) : y ∈ U2 ⊂ Rn}.
Die lokale Darstellung xi = xi(y) folgt wieder aus dem Satz u¨ber die implizite Funktion
und wir setzen voraus, dass U1 ∩ U2 6= ∅. Beide Zweige von S bestehen also aus hy-
perbolischen Fixpunkten des Schichtproblems, wobei die Dimensionen ksi und k
u
i nicht
u¨bereinstimmen mu¨ssen. Es seien nun N1 ⊂ S1 und N2 ⊂ S2 zwei normal hyperbolische
invariante Mannigfaltigkeiten des reduzierten Problems. Ein singula¨rer heterokliner Or-
bit von N1 nach N2 setzt sich aus einem Orbit des reduzierten Problems in S1, einem
heteroklinen Orbit des Schichtproblems und einem Orbit des reduzierten Problems in
S2 zusammen: Von N1 aus geht man entlang Wu1 zu einem Punkt p1, von dem aus man
mit dem schnellen Fluss einen Punkt p2 ∈ Ws2 erreicht, um schließlich entlangWs2 nach
N2 zu gelangen. Ein singula¨rer homokliner Orbit la¨sst sich im Fall N1 = N2 analog
zusammensetzen.
Ein solcher singula¨rer Orbit existiert genau dann, wenn die singula¨re instabile Mannig-
faltigkeit
N u1 =
⋃
p∈Wu
1
Fu0 (p)
von N1 sich echt mit der singula¨ren stabilen Mannigfaltigkeit
N s2 =
⋃
p∈Ws
2
Fs0 (p)
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von N2 schneidet. Nach Satz 2.4 geht die singula¨re instabile Mannigfaltigkeit N u1 fu¨r
kleine ε > 0 regula¨r u¨ber in die instabile Mannigfaltigkeit N u1,ε von N1,ε, die singula¨re
stabile Mannigfaltigkeit N s2 geht regula¨r u¨ber in die stabile Mannigfaltigkeit N s2,ε von
N2,ε. Schneiden sich N u1 und N s2 also transversal, so werden sich wegen der Stabilita¨t
transversaler Schnitte fu¨r kleine ε > 0 auch N u1ε und N s2,ε schneiden. Ein solcher Schnitt
liefert einen heteroklinen Orbit von N1,ε nach N2,ε.
Abbildung 2.2: Singula¨rer Orbit von N1 nach N2
Satz 2.6 ([31]) Angenommen,
N u1 =
⋃
p∈Wu
1
Fu0 (p), N s2 =
⋃
p∈Ws
2
Fs0 (p)
schneiden sich transversal entlang eines singula¨ren heteroklinen Orbits. Dann existiert
ein ε1 > 0, so dass fu¨r 0 < ε < ε1 im singula¨r gesto¨rten Problem (2.1) ein transversaler
heterokliner Orbit von N1,ε nach N2,ε existiert.
Entsprechend lassen sich auch zu einem Fixpunkt N homokline Orbits konstruieren:
Satz 2.7 ([31]) Angenommen,
N u =
⋃
p∈Wu
Fu0 (p), N s =
⋃
p∈Ws
Fs0 (p)
schneiden sich transversal entlang eines singula¨ren homoklinen Orbits. Dann existiert
ein ε1 > 0, so dass fu¨r 0 < ε < ε1 in (2.1) ein transversaler homokliner Orbit zu Nε
existiert.
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2.3 Fenichel-Normalform und Shilnikov-Koordinaten
In der Na¨he einer langsamen Mannigfaltigkeit Mε lassen sich mit Hilfe der schnell-
langsamen Struktur Koordinaten definieren, in denenW s(Mε) undW
u(Mε) als Ebenen
gegeben sind. Diese Koordinatentransformation geht auch auf Fenichel [12] zuru¨ck und
wurde in [19] weiter entwickelt. In dieser Arbeit wird lediglich eine einfache, in [22] be-
schriebene Variante dieser Fenichel-Koordinaten beno¨tigt (allgemeinere Formen finden
sich in [19] und [21]).
O. B. d. A. sei die Funktion h0 in (H3) gegeben durch h0(y) = 0 fu¨r alle y ∈ K. Nach
(H2) ist fu¨r jedes y ∈ K die Dimension der stabilen Faser Fs0 (y) gleich ks, die der
instabilen Faser Fu0 (y) gleich ku, wobei ks + ku = k. Da K nach Annahme einfach
zusammenha¨ngend ist, kann man Basen von Fs0 (y) und Fu0 (y) wa¨hlen, die regula¨r von
y abha¨ngen und zusammen eine Basis des Rk bilden. In dieser Basis sei x gegeben
als x = (a, b) ∈ Rks+ku . Die stabile Mannigfaltigkeit von M0 ist damit gleich der
{b = 0}-Ebene, die instabile gleich der {a = 0}-Ebene. Das Schichtproblem (2.3) ist
auf {(a, b, y) : y ∈ K, |a|, |b| ≤ ∆}, ∆ > 0 hinreichend klein, dann gegeben als
a˙ = Λs(a, b, y)a
b˙ = Λu(a, b, y)b
y˙ = 0.
Dabei sind Λs und Λu Matrix-wertige Funktionen. Wegen der normalen Hyperbolizita¨t
von M0 existieren fu¨r hinreichend kleines ∆ > 0 Konstanten λ
s < 0 < λu, so dass
Reλ < λs fu¨r alle Eigenwerte λ von Λs(a, b, y) und Reλ > λu fu¨r alle Eigenwerte von
Λu(a, b, y).
Dieses Koordinatensystem besitzt gewissermaßen eine Fortsetzung fu¨r ε > 0, d. h. es
existieren Koordinaten (a, b, y), in denen die stabilen Fasern Fsε (y) durch die Mannigfal-
tigkeit {b = 0}, die instabilen Fasern Fuε (y) durch {a = 0} gegeben sind. Der U¨bergang
zu diesen Koordinaten ist regula¨r, a = a(x, y, ε) und b = b(x, y, ε) sind also glatte
Funktionen mit a, b = O(ε), wodurch die Ebenen {a = 0} und {b = 0} fu¨r ε > 0 ent-
sprechend nahe bei den ungesto¨rten Mannigfaltigkeiten liegen. Die (a, b, y)-Koordinaten
heißen Fenichel-Koordinaten. In diesen Koordinaten ist (2.1) in einer Umgebung von
Mε gegeben als
a˙ = Λs(a, b, y, ε)a
b˙ = Λu(a, b, y, ε)b
y˙ = εm(y, ε) + εH(a, b, y, ε)ab,
(2.11)
wobei m eine glatte Funktion ist, die den langsamen Fluss beschreibt, und H im All-
gemeinen ein Tensor dritter Stufe ist (vgl. [22]). Rektifiziert man zusa¨tzlich den Fluss
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auf Mε (mo¨glicherweise in mehreren Karten), so la¨sst sich (2.11) schreiben als
a˙ = Λs(a, b, y, ε)a
b˙ = Λu(a, b, y, ε)b
y˙ = ε (U +H(a, b, y, ε)ab)
(2.12)
mit U = (1, 0, . . . , 0) ∈ Rn. Die Transformation auf diese Fenichel-Normalform von
(2.1) bildet die Grundlage des Exchange Lemmas in [19] und [22] und ermo¨glicht es
(besonders durch das Produkt ab in der dritten Gleichung), invariante Mannigfaltigkei-
ten zu verfolgen, wa¨hrend sie eine Umgebung vonMε passieren. Die Zeit dieser Passage
muss dabei allerdings von der Gro¨ßenordnung O(1/ε) sein.
Auch fu¨r die Shilnikov-Koordinaten ist die Fenichel-Normalform der Ausgangspunkt.
Es sei ein System der Gestalt
x′ = −As(x, y, z, ε)x
y′ = Au(x, y, z, ε)y
z′ = ε(U +B(x, y, z, ε)xy)
(2.13)
gegeben, wobei (x, y, z) ∈ R×R×Rm, U = (1, 0, . . . , 0) ∈ Rm. Die Funktionen As und
Au seien gleichma¨ßig positiv, As, Au > ρ > 0. Die rechte Seite von (2.13) sei Ck+1 in
(x, y, z, ε, λ), k ≥ 0, mit einem mehrdimensionalen Parameter λ. Dies ist die fu¨r die
FitzHugh-Nagumo-Gleichungen relevante Form.
Wir setzen Σ1 := {(x, y, z) : x = ∆} und Σ2 := {(x, y, z) : y = ∆} mit einem
hinreichend kleinen ∆ > 0. Das Shilnikov-Problem zu (2.13) besteht darin, eine Lo¨sung
p(t) = (x(t), y(t), z(t)) der Gleichung zu bestimmen, die zu einem gegebenen T > 0 die
Bedingungen
p(0) ∈ Σ1, p(T ) ∈ Σ2
erfu¨llt (vgl. [5]). Ist p ∈ Σ1 und p(t) Lo¨sung von (2.13) mit p(0) = p, so sei p˜ ∈ Σ2
gegeben als p(t0) = p˜, wobei p(t) 6∈ Σ2 fu¨r alle 0 ≤ t < t0. Die Abbildung
Π : Σ1 → Σ2, Π(p) = p˜
ist also eine Art Poincare´-Abbildung von Σ1 nach Σ2. Sie wird auch als first hit map
bezeichnet. Der folgende Satz, der das technische Hauptergebnis in [25] darstellt, liefert
die wichtigen Informationen u¨ber diese Abbidung Π und damit u¨ber den Fluss in der
Na¨he einer langsamen Mannigfaltigkeit.
Satz 2.8 ([25]) Sei ∆ > 0 fest gewa¨hlt und klein. Zu jedem hinreichend großen T ,
jedem genu¨gend kleinen ε > 0 und jedem z ∈ R existiert eine eindeutige Lo¨sung p(t)
von (2.13) mit
p(0) = (∆, a1e
−α∗uT , z) +O(e−α∗T (0, e−α∗uT , 0)),
p(T ) = (a2e
−α∗sT ,∆, z + εTU) +O(e−α∗T (e−α∗sT , 0, ε)).
(2.14)
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Dabei sind a1, a2, α
∗
u, α
∗
s positive, C
k-regula¨re Funktionen von (T, ε, λ, z) und α∗ ist eine
positive Konstante.
Fu¨r νj ∈ {T, ε, λ, z}, j = 1, . . . , l, l ≤ k, gilt ferner
Dν1...νl p(0) = Dν1...νl (∆, a1e
−α∗uT , z) +O(e−α∗T (0, e−α∗uT , 0)),
Dν1...νl p(T ) = Dν1...νl (a2e
−α∗sT ,∆, z + εTU) +O(e−α∗T (e−α∗sT , 0, ε)).
Zu jedem Anfangswert (∆, y, z) ∈ Σ1 mit |y| hinreichend klein kann man nun – bis
auf einen Fehler ho¨herer exponentieller Ordnung – den Punkt bestimmen, in dem die
entsprechende Lo¨sung Σ2 passiert. Die Shilnikov-Koordinaten (T, ε, λ, z) liefern also eine
Na¨herung in erster Ordnung der Abbildung Π, was das Verfolgen von Lo¨sungen und
invarianten Mannigfaltigkeiten in der Na¨he vonMε erheblich erleichtert. Die Transitzeit
T von Σ1 nach Σ2 muss dabei nicht wie im Fall des Exchange Lemmas O(1/ε) sein.
Vielmehr ist es mo¨glich, das Exchange Lemma selbst aus den Shilnikov-Koordinaten
herzuleiten (vgl. [25]).
Abbildung 2.3: Shilnikov-Koordinaten
2.4 Melnikov-Integrale
Melnikov-Integrale werden in dieser Arbeit von zentraler Bedeutung sein. Um den geo-
metrischen Hintergrund hierfu¨r in kurzer Form zusammenzufassen (eine ausfu¨hrlichere
Darstellung findet sich etwa in [33]), sei das System
u˙ = F (u, η) (2.15)
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mit u ∈ Rm gegeben, das glatt von einem Parameter η ∈ R abha¨ngt. Es seien u1 und
u2 hyperbolische Fixpunkte von (2.15), die bei η = 0 durch einen heteroklinen Orbit
u(t) verbunden werden. Dabei sei der Schnitt der Tangentialra¨ume von W u(u1) und
W s(u2) entlang u(t) eindimensional. Das zugeho¨rige adjungierte Problem
ψ˙ = −DuF (u(t), 0)Tψ
besitzt dann eine beschra¨nkte Lo¨sung ψ, die senkrecht auf Tu(t)W
u(u1) und Tu(t)W
s(u2)
steht.
Es seien ferner h−η (t) und h+η (t) die Lo¨sungen von (2.15) mit
lim
t→−∞h
−
η (t) = u1, limt→+∞h
+
η (t) = u2,
die sich fu¨r η = 0 zum heteroklinen Orbit u(t) verbinden,
h−0 (t) = h
+
0 (t) = u(t).
Damit sind h−η (0) ∈W u(u1) und h+η (0) ∈W s(u2) und durch
d(η) := ψ(0) · (h−η (0) − h+η (0))
ist ein signierter Abstand zwischen W u(u1) und W
s(u2) definiert.
Abbildung 2.4: Abstand zwischen W u(u1) und W
s(u2) in einem ebenen System
Da W u(u1) und W
s(u2) glatt von η abha¨ngen, ha¨ngt auch d(η) glatt von η ab. Mit
d(0) = 0 liefert eine Taylor-Entwicklung
d(η) = ηψ(0) · d
dη
[
h−η (0)− h+η (0)
]
η=0
+O(η2).
Man kann nun zeigen, dass
ψ(0) · d
dη
[
h−η (0)− h+η (0)
]
η=0
=
∫
+∞
−∞
DηF (u(t), 0) · ψ(t) dt,
so dass
d(η) = η
∫
+∞
−∞
DηF (u(t), 0) · ψ(t) dt +O(η2).
Das Melnikov-Integral
M :=
∫
+∞
−∞
DηF (u(t), 0) · ψ(t) dt
misst also den Abstand von W u(u1) und W
s(u2) in erster Ordnung in η in ψ(0)-
Richtung [26].
3 Stabilita¨t und Evans-Funktion
3.1 Stabilita¨t von Travelling Waves
Gegeben sei ein System der Gestalt
Ut = DUxx + F (U) (3.1)
mit U ∈ Rn, x, t ∈ R und der Diagonalmatrix D = diag(1, 0, . . . , 0) ∈ Rn×n, n ≥ 1.
F : Rn → Rn sei eine C2-Funktion mit beschra¨nkten Ableitungen.
Das System (3.1) besteht aus einer semilinearen parabolischen partiellen Differenti-
algleichung, gekoppelt mit n − 1 gewo¨hnlichen Differentialgleichungen und hat da-
mit die Struktur der von Evans untersuchten nerve axon equations [7–10]. Zu dieser
Klasse geho¨ren die FitzHugh-Nagumo-Gleichungen (1.1), die Nagumo-Gleichung (1.4)
sowie die von Hodgkin und Huxley formulierten Gleichungen [17]. Eine Darstellung
zur Stabilita¨t von Travelling Waves in allgemeineren Evolutionsgleichungen bietet der
U¨bersichtsartikel von Sandstede [30], dem ich auch mehrere der folgenden Resultate
entnommen habe.
Eine Travelling Wave ist eine spezielle Lo¨sung von (3.1), die mit einem c ∈ R nur von
ξ = x+ ct abha¨ngt,
U(x, t) = U¯(ξ)
(u¨blicherweise sucht man Lo¨sungen, die von der Variable x − ct abha¨ngen, doch ist
ξ = x+ ct im Fall der FitzHugh-Nagumo-Gleichungen geeigneter). Eine solche Lo¨sung
U¯ bewegt sich mit der konstanten Geschwindigkeit c, ohne dabei aber ihr charakte-
ristisches Profil zu a¨ndern. Anhand dieses Profils lassen sich verschiedene Typen von
Travelling Waves unterscheiden, etwa Fronten und Pulse. Eine Front ist eine Travelling
Wave U¯(ξ), die zwei Ruhezusta¨nde von (3.1) miteinander verbindet, d.h. es existieren
U± ∈ Rn mit
U¯(ξ)→ U± fu¨r ξ → ±∞
und F (U±) = 0. Ist U− = U+, so nennt man U¯(ξ) einen Puls.
Durch den Ansatz U(x, t) = U¯(ξ) wird aus (3.1) eine gewo¨hnliche Differentialgleichung
cU¯ξ = DU¯ξξ + F (U¯ ), (3.2)
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deren beschra¨nkte Lo¨sungen Travelling Waves von (3.1) sind. Die heteroklinen und
homoklinen Orbits der Profilgleichung (3.2) liefern die Fronten und Pulse von (3.1).
Alternativ kann man (3.1) auf die Koordinaten (ξ, t) = (x + ct, t) transformieren, in
denen (3.1) gegeben ist als
Ut = DUξξ − cUξ + F (U). (3.3)
Wir beschra¨nken uns hier auf solche Lo¨sungen U(ξ, t) von (3.3), die als Funktion von
ξ im Raum
C0unif(R,R
n) = {u : R → Rn : u ist stetig und gleichma¨ßig beschra¨nkt.}
liegen. Dieser bildet mit der Supremumsnorm einen Banachraum. Die rechte Seite von
(3.3) definiert dann einen nichtlinearen Operator
F : D(F) ⊂ C0unif(R,Rn)→ C0unif(R,Rn)
mit D(F) = C2unif(R,Rn), so dass wir (3.3) schreiben ko¨nnen als
Ut = F(U). (3.4)
Die Travelling Waves U¯ von (3.1) sind genau die Lo¨sungen der Gleichung
0 = F(U¯), (3.5)
also die stationa¨ren Punkte von (3.4): Statt U¯ bewegt sich nun das Koordinatensys-
tem mit Geschwindigkeit c. Die (ξ, t)-Koordinaten werden daher auch als mitbewegte
Koordinaten oder moving frame bezeichnet. Aus (3.5) folgt desweiteren, dass zu jeder
Travelling Wave U¯ von (3.1) auch U¯(· + k) mit k ∈ R eine Travelling Wave von (3.1)
ist, also eine durch k parametrisierte Schar von Travelling Waves existiert.
Die Betrachtung von Travelling Waves als Fixpunkte von (3.4) fu¨hrt unmittelbar auf
die Frage der Stabilita¨t.
Definition 3.1 Eine Travelling Wave U¯ heißt stabil bezu¨glich (3.4), wenn eine Umge-
bung N von U¯ in C0unif(R,R
n) existiert, so dass zu einer Lo¨sung U(ξ, t) von (3.4) mit
Anfangswert U(ξ, 0) ∈ N ein k ∈ R existiert mit
‖U(ξ, t)− U¯(ξ + k)‖∞ → 0
fu¨r t→ +∞. Ansonsten nennt man U¯ instabil.
Eine Travelling Wave U¯ ist damit stabil, wenn jede Lo¨sung von (3.4), deren Anfangs-
wert bezu¨glich der Supremumsnorm nahe genug bei U¯ liegt, fu¨r t → +∞ gegen eine
verschobene Travelling Wave U¯(·+ k) konvergiert.
Im Fall einer gewo¨hnlichen Differentialgleichung auf dem Rm oder dem Cm la¨sst sich die
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Stabilita¨t eines hyperbolischen Fixpunkts allein durch die Eigenwerte der Linearisie-
rung charakterisieren. Fu¨r die Stabilita¨t einer Travelling Wave im Sinne von Definition
3.1 ist ein a¨hnliches Vorgehen mo¨glich.
Die Linearisierung von (3.3) um den Fixpunkt U¯ ist fu¨r P ∈ C2unif(R,Rn) gegeben als
Pt =
∂
∂U
F(U¯)P = DPξξ − cPξ + ∂
∂U
F (U¯ (ξ))P, (3.6)
wobei ∂∂UF die Fre´chet-Ableitung des Operators F und ∂∂UF die Jacobi-Matrix von F
bezeichne. Wir nutzen die rechte Seite von (3.6) und definieren den Operator
L : D(L) ⊂ C0unif(R,Cn)→ C0unif(R,Cn)
als
LP = DPξξ − cPξ +DF (φ(ξ))P.
Da D(L) = C2unif(R,Cn), ist L ein dicht definierter linearer Operator auf C0unif(R,Cn).
L ist die Komplexifizierung der Linearisierung, d. h. fu¨r P ∈ C2unif(R,Rn) ist
LP =
∂
∂U
F(U¯)P.
Die Stabilita¨t von U¯ ha¨ngt nun davon ab, fu¨r welche λ ∈ C die Gleichung (3.6) eine
Lo¨sung der Form P (ξ, t) = eλtP (ξ) besitzt. Dieser Ansatz fu¨hrt, in (3.6) eingesetzt,
zum Eigenwertproblem λP = LP und somit zur Betrachtung des Spektrum σ(L) von
L.
Hierzu definieren wir die Resolventenmenge von L wie u¨blich als
ρ(L) = {λ ∈ C : (L− λI)−1 ist beschra¨nkter linearer Operator.}
und unterteilen das Spektrum σ(L) = C \ ρ(L) in Punktspektrum σp(L) und wesentli-
ches Spektrum σess(L):
σp(L) := {λ ∈ C : λ ist isolierter Eigenwert von L mit endlicher Vielfachheit.},
σess(L) := σ(L) \ σp(L).
Die Ableitung U¯ ′ der Travelling Wave lo¨st (3.6) und ist somit Eigenfunktion zum Ei-
genwert λ = 0, wodurch stets 0 ∈ σ(L).
Der Zusammenhang zwischen der Stabilita¨t von U¯ und dem Spektrum von L ist nun
wie folgt:
Satz 3.2 Die Travelling Wave U¯ ist genau dann stabil im Sinne von Definition 3.1,
wenn
(i) ein β < 0 existiert mit
σ(L) \ {0} ⊂ {λ ∈ C : Reλ < β},
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(ii) 0 ist einfacher Eigenwert von L.
Die Aussage von Satz 3.2 folgt aus dem Theorem in [7] zusammen mit Theorem 1 in [9].
Besitzt der Operator L die in Satz 3.2 genannten Eigenschaften, so nennt man U¯
linear oder spektral stabil. Die Stabilia¨t im Sinne der Definition 3.1 bezeichnet man
entsprechend auch als nichtlineare Stabilita¨t. Die Aussage von Satz 3.2 ist also, dass
fu¨r Gleichungen der Form (3.1) eine Travelling Wave U¯ genau dann nichtlinear stabil
ist, wenn U¯ linear stabil ist. Fu¨r den Zusammenhang zwischen linearer und nichtlinearer
Stabilita¨t im Fall von Travelling Waves anderer Evolutionsgleichungen sei noch einmal
auf [30] verwiesen.
3.2 Konstruktion der Evans-Funktion
Es sei U¯(ξ) eine Front oder ein Puls von (3.1) mit Geschwindigkeit c = c0 und es gelte
folgende Annahme
(A1) Es existieren C,α > 0 und U± ∈ Rn mit F (U±) = 0 und
|U¯ (ξ)− U−| ≤ Ceαξ fu¨r ξ < 0,
|U¯ (ξ)− U+| ≤ Ce−αξ fu¨r ξ > 0,
|U¯ ′(ξ)| ≤ Ce−α|ξ| fu¨r ξ ∈ R.
Die Profilgleichung (3.2) sei als System erster Ordnung gegeben als
u′ = f(u, c) (3.7)
mit u ∈ RN , N = n + 1 und ′ = ddξ (im Fall n > 1 muss dabei c 6= 0 angenommen
werden). Den U¯ entsprechenden heteroklinen oder homoklinen Orbit dieser Gleichung
bezeichnen wir mit u¯. Auch das Eigenwertproblem
(L− λI)P = 0
schreiben wir als System erster Ordnung,
W ′ = A(ξ, λ)W, (3.8)
wobei A(ξ, λ) = ∂uf(u¯(ξ), c) + λB mit einer geeigneten Matrix B ∈ RN×N . Nach
Annahme (A1) ist (3.8) asymptotisch autonom als
W ′ = A±(λ)W
mit Endmatrizen
A±(λ) = lim
ξ→±∞
A(ξ, λ).
Die Eigenwerte dieser Endmatrizen spielen nun eine wesentliche Rolle. Wir setzen das
Folgende voraus:
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(A2) Ω ⊂ C ist ein zusammenha¨ngendes Gebiet mit {Reλ > ϑ} ⊂ Ω fu¨r ein ϑ < 0 und
es existiert eine Zahl k, so dass die Endmatrizen A±(λ) fu¨r alle λ ∈ Ω genau k
Eigenwerte mit positivem Realteil und N − k Eigenwerte mit negativem Realteil
besitzen. Dies bedeutet insbesondere, dass A±(λ) fu¨r alle λ ∈ Ω hyperbolisch
sind.
Diese Annahme an die Endmatrizen A±(λ) hat die Konsequenz, dass Ω entweder ganz
im wesentlichen Spektrum liegt oder in Ω nur isolierte Eigenwerte mit endlicher Viel-
fachheit liegen [1,16]. Wir nehmen hier an, dass das wesentliche Spektrum in der linken
Halbebene liegt und dass somit die letztere der beiden Mo¨glichkeiten gilt, also
σ(L) ∩ Ω ⊂ σp(L).
Ist zusa¨tzlich λ = 0 einfacher Eigenwert, kann eine Instabilita¨t der Welle U¯ nur noch
durch einen Eigenwert λ ∈ σp(L) mit Reλ > 0 verursacht werden und entscheidend fu¨r
die Stabilita¨t ist dadurch die Lage des Punktspektrums in Ω.
Der lineare Operator L besitzt einen Eigenwert λ ∈ Ω genau dann, wenn eine be-
schra¨nkte Lo¨sungW (ξ, λ) von (3.8) existiert. Aus der Annahme (A1) folgt, dass A(ξ, λ)
fu¨r ξ → ±∞ mit exponentieller Rate gegen die Endmatrizen A±(λ) konvergiert. Eine
Lo¨sung W (ξ, λ) ist daher nur dann fu¨r alle ξ ∈ R beschra¨nkt, wenn sie fu¨r ξ → −∞
asymptotisch zum instabilen Eigenraum U−(λ) von A−(λ) und fu¨r ξ → +∞ asympto-
tisch zum stabilen Eigenraum S+(λ) von A+(λ) ist. Damit muss jede Eigenfunktion
W (ξ, λ) aber exponentiell abklingen [1]. Mithin ist W (ξ, λ) Eigenfunktion zu λ genau
dann, wenn
lim
ξ→±∞
W (ξ, λ) = 0.
Damit ko¨nnen die Eigenfunktionen von L wie folgt charakterisiert werden. Zu Y ∈ CN
bezeichne Y (ξ, λ) die Lo¨sung von (3.8) mit Y (0, λ) = Y . Wir setzen
U(λ) = {Y ∈ CN : Y (ξ, λ)→ 0 fu¨r ξ → −∞},
S(λ) = {Y ∈ CN : Y (ξ, λ)→ 0 fu¨r ξ → +∞}.
(3.9)
Der Raum U(λ) besteht also aus allen Anfangswerten, deren zugeho¨rige Lo¨sungen von
(3.8) links abklingen, S(λ) besteht aus allen Anfangswerten, deren zugeho¨rige Lo¨sungen
rechts abklingen. Nach der obigen U¨berlegung ist λ ∈ Ω genau dann Eigenwert von L,
wenn eine nichttriviale Lo¨sung Y (ξ, λ) von (3.8) existiert, die links und rechts abklingt,
also genau dann, wenn
U(λ) ∩ S(λ) 6= 0.
Hier kommt nun die Evans-Funktion D(λ) ins Spiel. Sie soll als eine auf Ω analytische
Funktion definiert werden und genau dann in einem λ ∈ Ω verschwinden, wenn U(λ)∩
S(λ) 6= {0}. Diese Idee kann auf unterschiedliche Arten realisiert werden (vgl. etwa
[1, 15, 20, 29]). Eine Mo¨glichkeit ist es, D(λ) mit Hilfe der exponentiellen Dichotomien
von (3.8) zu definieren [4, 30].
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Es sei Φ(ξ, ζ) : CN → CN der Lo¨sungsoperator von (3.8), d. h. fu¨r ξ, ζ, τ ∈ R gilt
Φ(ξ, ξ) = I, Φ(ξ, τ)Φ(τ, ζ) = Φ(ξ, ζ)
und fu¨r Y ∈ CN ist Y (ξ) = Φ(ξ, ζ)Y Lo¨sung von (3.8) mit Y (ζ) = Y . Der Operator
Φ(ξ, ζ) ha¨ngt dabei von λ ab, Φ(ξ, ζ) = Φ(ξ, ζ, λ).
Definition 3.3 Es sei J = R+, R− oder R und λ0 ∈ C sei fest gewa¨hlt. Man sagt, dass
(3.8) auf J eine exponentielle Dichotomie zu λ = λ0 besitzt, falls Konstanten K > 0
und κs < 0 < κu sowie eine stetige Schar {P (ξ) : ξ ∈ J} von Projektionen existieren,
so dass fu¨r ξ, ζ ∈ J gilt
(i) Setze Φs(ξ, ζ) := Φ(ξ, ζ)P (ζ). Fu¨r alle ξ, ζ ∈ J mit ξ ≥ ζ ist dann
|Φs(ξ, ζ)| ≤ Keκs(ξ−ζ).
(ii) Setze Φu(ξ, ζ) := Φ(ξ, ζ)(I − P (ζ)). Fu¨r alle ξ, ζ ∈ J mit ξ ≤ ζ ist dann
|Φu(ξ, ζ)| ≤ Keκu(ξ−ζ).
(iii) Die Projektionen und die Lo¨sungsoperatoren kommutieren,
Φ(ξ, ζ)P (ζ) = P (ξ)Φ(ξ, ζ),
so dass fu¨r Y ∈ CN gilt
Φs(ξ, ζ)Y ∈ R(P (ξ)) fu¨r ξ, ζ ∈ J mit ξ ≥ ζ,
Φu(ξ, ζ)Y ∈ N(P (ξ)) fu¨r ξ, ζ ∈ J mit ξ ≤ ζ.
(3.10)
Dabei bezeichne R(P (ξ)) das Bild, N(P (ξ)) den Kern der Projektion P (ξ). Die von ξ
unabha¨ngige Dimension von N(P (ξ)) heißt Morse-Index der exponentiellen Dichotomie
auf J . Falls (3.8) bei λ = λ0 exponentielle Dichotomien auf R
− und R+ besitzt, so
bezeichnet man die zugeho¨rigen Morse-Indizes mit i−(λ0) bzw. i+(λ0).
Da die Endmatrizen A±(λ) hyperbolisch sind, besitzt das Eigenwertproblem (3.8) fu¨r
λ ∈ Ω auf R− und R+ exponentielle Dichotomien [30]. Dabei gilt i−(λ) = dimU−(λ) =
k, i+(λ) = dimS+(λ) = N − k. Bezeichnen P−(ξ, λ) und P+(ξ, λ) die zugeho¨rigen
Projektionen im Sinne der Definition 3.3, so sind die Ra¨ume U(λ) und S(λ) aus (3.9)
nun gegeben als
U(λ) = N(P−(0, λ)), S(λ) = R(P+(0, λ))
und fu¨r alle λ ∈ Ω gilt dimU(λ) = k und dimS(λ) = N −k. Wir wa¨hlen Basisvektoren
Y u1 (λ), . . . , Y
u
k (λ) von U(λ) und Y
s
1 (λ), . . . , Y
s
N−k(λ) von S(λ). Die Basisvektoren Y
u
i (λ)
und Y sj (λ) ko¨nnen dabei so gewa¨hlt werden, dass sie auf Ω analytisch von λ abha¨ngen
[23,30].
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Definition 3.4 Die Evans-Funktion ist fu¨r λ ∈ Ω definiert als
D(λ) = det
[
Y u1 (λ), . . . , Y
u
k (λ), Y
s
1 (λ), . . . , Y
s
N−k(λ)
]
.
Diese Definition von D ist offensichtlich nicht eindeutig, sondern ha¨ngt von der spezi-
ellen Wahl und Orientierung der Basen {Y ui (λ)} und {Y sj (λ)} ab. Wa¨hlt man jedoch
andere Basen oder eine andere Orientierung, so unterscheidet sich die so gebildete
Evans-Funktion von D nur durch die Multiplikation mit einem nichtverschwindenden
Faktor, der aus den Determinanten der Basiswechsel entsteht. Auch die Konstruktion
einer eindeutigen Evans-Funktion ist mo¨glich und wird in [15] beschrieben.
Lemma 3.5 Die Evans-Funktion D : Ω→ C ist analytisch und es gilt
(i) D(λ) = 0 genau dann, wenn λ Eigenwert von L ist.
(ii) D(0) = 0.
(iii) D(λ) ist reell fu¨r λ ∈ Ω ∩ R.
(iv) Die Ordnung einer Nullstelle λ von D ist gleich der algebraischen Vielfachheit
von λ als Eigenwert von L.
Die Analytizita¨t von D ergibt sich dabei aus der Analytizita¨t der Vektoren Y ui (λ) und
Y sj (λ). Eigenschaft (i) folgt aus der Konstruktion von D: Es ist D(λ) = 0 genau dann,
wenn sich U(λ) und S(λ) nichttrivial schneiden – also genau dann, wenn λ Eigenwert
ist. Da u¯′ Eigenfunktion zu λ = 0 ist, folgt hieraus (ii). Die Matrix A(ξ, λ) ist reell fu¨r
reelle λ und man kann somit reelle Lo¨sungen Y ui (ξ, λ), Y
s
j (ξ, λ) beziehungsweise reelle
Basisvektoren Y ui (λ), Y
s
j (λ) wa¨hlen, also gilt (iii). Die Eigenschaft (iv) wird in [10]
gezeigt.
Mit Hilfe der Evans-Funktion kann Satz 3.2 unter den Annahmen dieses Abschnitts
alternativ formuliert werden als
Lemma 3.6 Die Travelling Wave U¯ ist stabil, falls λ = 0 einfache Nullstelle von D
ist und D(λ) 6= 0 fu¨r alle λ ∈ Ω mit Reλ > 0.
Die Stabilita¨t von U¯ wird also nun allein durch die Lage der Nullstellen von D ent-
schieden.
3.3 Ein Kriterium fu¨r Instabilita¨t
In der Regel kann man die Evans-Funktion fu¨r eine gegebene Travelling Wave nicht
explizit berechnen und man beno¨tigt indirekte Argumente, um die Nullstellen von D(λ)
in der rechten Halbebene zu lokalisieren. Eine Mo¨glichkeit ist, die Ableitung von D(λ)
in λ = 0 mit dem Verhalten von D(λ) fu¨r große reelle λ ∈ Ω zu vergleichen, um daraus
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auf die Existenz einer reellen Nullstelle λ > 0 zu schließen (fu¨r λ ∈ Ω ∩ R ist D(λ)
reell). Ausgangspunkt fu¨r diese Methode ist die Tatsache, dass fu¨r λ hinreichend groß
D(λ) nicht verschindet, λ also kein Eigenwert ist. Das Vorzeichen
sgnD(+∞) := sgn lim
λ→+∞
D(λ)
la¨sst sich dabei relativ leicht bestimmen [1,10]. Ist nun etwa D′(0) < 0, aber D(+∞) >
0, so folgt daraus wegen D(0) = 0, dass mindestens ein λ > 0 mit D(λ) = 0 exis-
tieren muss. In diesem Fall wa¨re die Travelling Wave also instabil. Mit der analogen
U¨berlegung fu¨r D′(0) > 0 und D(+∞) < 0 liefert dies ein Kriterum fu¨r die Instabilita¨t.
Lemma 3.7 Ist D′(0)D(+∞) < 0, so ist U¯ instabil.
Genau genommen folgt aus D′(0)D(+∞) < 0, dass die Anzahl der reellen Nullstellen
λ > 0 ungerade ist. Dieses Argument spielt nicht nur eine wichtige Rolle fu¨r die Sta-
bilita¨tsanalyse in [20], sondern kann fu¨r die Behandlung unterschiedlicher Gleichungen
nutzbar gemacht werden, wie etwa fu¨r den Fall viskoser Profile in [15].
Im Folgenden werde ich eine gut handhabbare Formel zur Berechnung von D′(0) =
d
dλ D(λ)|λ=0 herleiten, die ohne Beweis in [30] angegeben wird.
Es seien Y u1 (λ), . . . , Y
u
k (λ) und Y
s
1 (λ), . . . , Y
s
N−k(λ) Basisvektoren von U(λ) beziehungs-
weise S(λ), so dass
Y u1 (0) = Y
s
1 (0) = u¯
′(0).
Desweiteren sei
dimU(0) ∩ S(0) = 1, (3.11)
d. h. bis auf Multiplikation mit einer Konstanten ist u¯′(ξ) die einzige Eigenfunktion zu
λ = 0. Die adjungierte Gleichung
ψ′ = −A(ξ, 0)∗ψ = −A(ξ, 0)Tψ (3.12)
besitzt unter dieser Annahme eine bis auf Multiplikation mit einer Konstanten eindeu-
tige beschra¨nkte Lo¨sung ψ(ξ), die fu¨r ξ → ±∞ exponentiell abklingt [30].
Fu¨r eine Lo¨sung Y (ξ) von (3.8) mit λ = 0 gilt
d
dξ
(Y (ξ) · ψ(ξ)) = Y ′(ξ) · ψ(ξ) + Y (ξ) · ψ′(ξ)
= A(ξ, 0)Y (ξ) · ψ(ξ)− Y (ξ) · A(ξ, 0)∗ψ(ξ)
= 0.
Ist also Y (ξ) fu¨r ξ → −∞ oder ξ → +∞ beschra¨nkt, so ist
Y (ξ) · ψ(ξ) = 0
fu¨r alle ξ ∈ R. Insbesondere steht ψ(0) senkrecht auf den Basisvektoren Y ui (0) und
Y sj (0).
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Im Folgenden wird zusa¨tzlich die Identita¨t
∂cf(u¯(ξ), c0) = Bu¯
′(ξ) (3.13)
aus [30] verwendet, die eine Beziehung zwischen der rechten Seite f von (3.7) und der
Matrix A(ξ, λ) = ∂uf(u¯(ξ), c0) + λB aus (3.8) herstellt.
Mit diesen Bezeichnungen gilt
Lemma 3.8
D′(0) =
1
|ψ(0)|2 det
[
ψ(0), Y u2 (0), . . . , Y
u
k (0), u¯
′(0), Y s2 (0), . . . , Y
s
N−k(0)
]
×
∫
+∞
−∞
Dcf(u¯(ξ), c0) · ψ(ξ) dξ.
(3.14)
Beweis Aufgrund der Identita¨t Y u1 (0) = Y
s
1 (0) folgt aus der Formel fu¨r die Ableitung
einer Determinante
D′(0) = det
[
dY u1
dλ
(0), Y u2 (0), . . . , Y
u
k (0), Y
s
1 (0), . . . , Y
s
N−k(0)
]
+ det
[
Y u1 (0), . . . , Y
u
k (0),
dY s1
dλ
(0), Y s2 (0), . . . , Y
s
N−k(0)
]
= det
[
dY u1
dλ
(0), Y u2 (0), . . . , Y
u
k (0), Y
s
1 (0), . . . , Y
s
N−k(0)
]
− det
[
dY s1
dλ
(0), . . . , Y uk (0), Y
u
1 (0), Y
s
2 (0), . . . , Y
s
N−k(0)
]
= det
[
dY u1
dλ
(0) − dY
s
1
dλ
(0), Y u2 (0), . . . , Y
u
k (0), u¯
′(0), Y s2 (0), . . . , Y
s
N−k(0)
]
.
Da ψ(0) senkrecht auf den Vektoren Y ui (0) und Y
s
j (0) steht und nach Voraussetzung
dimU(0) ∩ S(0) = 1, gilt
det
[
ψ(0), Y u2 (0), . . . , Y
u
k (0), u¯
′(0), Y s2 (0), . . . , Y
s
N−k(0)
] 6= 0.
Also ist durch {
ψ(0)
|ψ(0)| , Y
u
2 (0), . . . , Y
u
k (0), u¯
′(0), Y s2 (0), . . . , Y
s
N−k(0)
}
eine Basis des CN gegeben. In dieser Basis hat
dY u
1
dλ (0)−
dY s
1
dλ (0) die Darstellung
dY u1
dλ
(0) − dY
s
1
dλ
(0) =
((
dY u1
dλ
(0)− dY
s
1
dλ
(0)
)
· ψ(0)|ψ(0)|
)
ψ(0)
|ψ(0)|
+
k∑
i=2
cui Y
u
i (0) +
N−k∑
j=1
csjY
s
j (0)
(3.15)
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mit Koeffizienten cuj , c
s
i ∈ C. Setzt man (3.15) in die obige Darstellung von D′(0) ein,
ergibt sich mit der Multilinearita¨t der Determinante
D′(0) =
(
dY u1
dλ
(0)− dY
s
1
dλ
(0)
)
· ψ(0)|ψ(0)|
× det
[
ψ(0)
|ψ(0)| , Y
u
2 (0), . . . , Y
u
k (0), u¯
′(0), Y s2 (0), . . . , Y
s
N−k(0)
]
.
(3.16)
Der erste Faktor dieses Produkts kann durch ein Integral dargestellt werden. Hierzu
betrachten wir die Lo¨sungen Y u1 (ξ, λ) und Y
s
1 (ξ, λ) der Eigenwertgleichung (3.8) mit
Y u1 (0, λ) = Y
u
1 (λ) und Y
s
1 (0, λ) = Y
s
1 (λ). Dann gilt
lim
ξ→−∞
Y u1 (ξ, λ) = 0, lim
ξ→+∞
Y s1 (ξ, λ) = 0
und bei λ = 0 verbinden sich beide Lo¨sung zu einer Eigenfunktion, Y u1 (ξ, 0) =
Y s1 (ξ, 0) = u¯
′(ξ). U¨berdies gilt
dY
u/s
1
dλ
(0) =
∂Y
u/s
1
∂λ
(0, 0).
Wir setzen
Θu/s(ξ) :=
∂Y
u/s
1
∂λ
(ξ, 0) · ψ(ξ),
so dass (
dY u1
dλ
(0) − dY
s
1
dλ
(0)
)
· ψ(0) = Θu(0)−Θs(0). (3.17)
Da ψ(ξ) fu¨r |ξ| → ∞ mit exponentieller Rate abklingt, folgt zudem
lim
ξ→+∞
Θu(−ξ) = 0, lim
ξ→+∞
Θs(ξ) = 0. (3.18)
Ableiten von Θu(ξ) nach ξ ergibt unter Beru¨cksichtigung von (3.8) und (3.12)
d
dξ
Θu(ξ) =
d
dξ
[
∂Y u1
∂λ
(ξ, 0) · ψ(ξ)
]
=
∂
∂λ
[
∂Y u1
∂ξ
(ξ, λ)
]
λ=0
· ψ(ξ) + ∂Y
u
1
∂λ
(ξ, 0) · ψ′(ξ)
=
∂
∂λ
[A(ξ, λ)Y u1 (ξ, λ)]λ=0 · ψ(ξ) +
∂Y u1
∂λ
(ξ, 0) · (−A(ξ, 0)Tψ(ξ))
=
∂A
∂λ
(ξ, 0)Y u1 (ξ, 0) · ψ(ξ) + A(ξ, 0)
∂Y u1
∂λ
(ξ, 0) · ψ(ξ)
− A(ξ, 0)∂Y
u
1
∂λ
(ξ, 0) · ψ(ξ)
= BY u1 (ξ, 0) · ψ(ξ)
= Bu¯′(ξ) · ψ(ξ).
Zusammen mit der analogen Rechnung fu¨r Θs(ξ) erha¨lt man demnach die Gleichungen
d
dξ
Θu(ξ) = Bu¯′(ξ) · ψ(ξ), d
dξ
Θs(ξ) = Bu¯′(ξ) · ψ(ξ).
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Diese liefern fu¨r ξ > 0 die Darstellungen
Θu(0)−Θu(−ξ) =
∫ 0
−ξ
Bu¯′(τ) · ψ(τ) dτ,
Θs(ξ)−Θu(0) =
∫ ξ
0
Bu¯′(τ) · ψ(τ) dτ,
mit deren Hilfe man wiederum (3.17) schreiben kann als
(
dY u1
dλ
(0)− dY
s
1
dλ
(0)
)
· ψ(0) =
∫ ξ
−ξ
Bu¯′(τ) · ψ(τ) dτ +Θu(−ξ) + Θs(ξ). (3.19)
Die linke Seite von (3.19) ha¨ngt nicht von ξ ab, so dass man durch U¨bergang zum
Grenzwert ξ →∞ wegen (3.18) schließlich auf die Darstellung(
dY u1
dλ
(0) − dY
s
1
dλ
(0)
)
· ψ(0) =
∫
∞
−∞
Bu¯′(τ) · ψ(τ) dτ (3.20)
sto¨ßt. Die Konvergenz des Integrals wird dabei vom exponentiellen Abklingverhalten
von u¯′ und ψ gesichert. Einsetzen von (3.20) in (3.16) liefert
D′(0) =
1
|ψ(0)|2 det
[
ψ(0), Y u2 (0), . . . , Y
u
k (0), u¯
′(0), Y s2 (0), . . . , Y
s
N−k(0)
]
×
∫
+∞
−∞
Bu¯′(ξ) · ψ(ξ) dξ.
Mit (3.13) folgt hieraus die gewu¨nschte Darstellung (3.14). 
Die Formel (3.14) hat eine scho¨ne geometrische Interpretation, denn∫
+∞
−∞
Dcf(u¯(ξ), c0) · ψ(ξ) dξ
ist genau das Melnikovintegral bezu¨glich des heteroklinen Orbits u¯ in (3.7), der u− mit
u+ verbindet, und gibt wieder, wie sich die instabile Mannigfaltigkeit W
u(u−) und die
stabile Mannigfaltigkeit W s(u+) bei leichter Variation der Geschwindigkeit c trennen.
Das Vorzeichen von D′(0) ha¨ngt damit von der Richtung ab, in der sich W u(u−) und
W s(u+) bezu¨glich c schneiden.
4 Die Profilgleichung
4.1 Schichtproblem und reduziertes Problem
In diesem Abschnitt wird die schnell-langsame Dynamik der Profilgleichung (1.3) ana-
lysiert, wobei wir annehmen, dass 0 < ε≪ c. Anstatt in ε und c wird (1.3) hier in den
Parametern δ := εc und c betrachtet und ε durch ε = δc definiert. Die Profilgleichung
(1.3) lautet damit
u′ = v
v′ = cv − f(u) + w
w′ = δ(u − γw).
(4.1)
Dies ist ein System der Form (2.1) mit singula¨rer Sto¨rung in δ = 0. Die schnellen
Variablen sind u, v, die langsame Variable ist w. Die Transformation von (4.1) auf die
langsame Skala τ = δξ ergibt
δu˙ = v
δv˙ = cv − f(u) + w
w˙ = u− γw
(4.2)
mit ˙= ddτ . Setzt man in (4.1) und (4.2) nun δ = 0, so ergeben sich Schichtproblem und
reduziertes Problem als
u′ = v
v′ = cv − f(u) + w
w′ = 0
(4.3)
beziehungsweise
0 = v
0 = cv − f(u) + w
w˙ = u− γw.
(4.4)
Das reduzierte Problem (4.4) ist damit definiert auf der Menge S := {(u, v,w) : v =
0, w = f(u)}. Es seien
wmin := min
u∈[0,1]
f(u), wmax := max
u∈[0,1]
f(u)
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und K ⊂ (wmin, wmax) ein abgeschlossenes Intervall. Fu¨r w ∈ K existieren dann bei
p0 = (0, 0, 0) und p1 = (1, 0, 0) die lokalen Umkehrabbildungen f
−1
L beziehungsweise
f−1R von f , mit denen wir die beiden Mengen
SL := {(f−1L (w), 0, w) : w ∈ K} ⊂ S, SR := {(f−1R (w), 0, w) : w ∈ K} ⊂ S
definieren. Die Linearisierung von
u′ = v
v′ = cv − f(u) + w
(4.5)
in einem Punkt (u, 0, w, c) ∈ SL ∪ SR ist gleich(
0 1
−f ′(u) c
)
und besitzt die Eigenwerte µu/s = c2 ±
√
c2
4 − f ′(u) mit zugeho¨rigen Eigenvektoren
Xu/s = (1, µu/s). Aus der Wahl der Menge K folgt dabei f ′(u) 6= 0, so dass SL und SR
normal hyperbolische kritische Mannigfaltigkeiten sind und jeweils die Voraussetzung
(H2) des Abschnitts 2.1 mit ku = ks = 1 erfu¨llen.
Abbildung 4.1: Langsame Mannigfaltigkeiten SL und SR mit zugeho¨rigen stabilen und instabilen
Mannigfaltigkeiten
Das reduzierte Problem ist auf SL gegeben als w˙ = f
−1
L (w)− γw. Fu¨r w > 0 ist w˙ < 0
und fu¨r w < 0 entsprechend w˙ > 0, so dass p0 = (0, 0, 0) ∈ SL stabiler Fixpunkt des
reduzierten Problems auf SL ist. Aus Satz 2.4 folgt, dass p0 fu¨r δ > 0 als hyperbolischer
Fixpunkt von (4.1) persistiert, wobei dimW u(p0) = 0 + k
u = 1 und dimW s(p0) = 1 +
ks = 2. Auf der rechten kritischen Mannigfaltigkeit SR besitzt das reduzierte Problem
w˙ = f−1R (w) − γw wegen der Wahl von γ keinen Fixpunkt und es ist stets w˙ > 0.
Aus der Stabilita¨t von p0 als Fixpunkt des reduzierten Problems ergibt sich fu¨r δ > 0
die Identita¨t W s(p0) = W
s(SL,δ). Dabei sei SL,δ die zu SL diffeomorphe langsame
Mannigfaltigkeit im Sinne von Satz 2.1. Im Folgenden wird die δ-Abha¨ngigkeit der
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langsamen Mannigfaltigkeiten nicht explizit benannt, sondern SL,δ und SR,δ ebenfalls
kurz mit SL beziehungsweise SR bezeichnet. Aus dem Kontext wird stets ersichtlich
sein, welche Mannigfaltigkeit betrachtet wird.
4.2 Orbits des Schichtproblems
In diesem Abschnitt werden die relevanten Orbits des Schichtproblems (4.3) konstruiert.
Der Beweis von Lemma 4.2 folgt dabei der Darstellung im Abschnitt 5.4 in [16], der
Beweis von Lemma 4.3 der im Anhang von [3].
Lemma 4.1 Fu¨r c = 0 und w = 0 besitzt (4.3) einen zu p0 homoklinen Orbit Γs0.
Beweis Das Schichtproblem (4.5) ist fu¨r w = 0 identisch mit der Profilgleichung
u′ = v
v′ = cv − f(u)
(4.6)
der Nagumogleichung (1.4). Fu¨r c = 0 ist (4.6) hamiltonsch mit Hamilton-Funktion
H(u, v) :=
1
2
v2 +
∫ u
0
f(s)ds.
Ist also (u, v) Lo¨sung von (4.6), so ist ddξH(u, v) = 0 und (u, v) damit Teil einer Ni-
veaulinie von H.
Abbildung 4.2: Niveaulinien von H(u, v)
Insbesondere liefert der Teil der Niveaulinie {H(u, v) = H(0, 0) = 0} mit
u > 0 einen zu (0, 0) homoklinen Orbit {(u0(ξ), v0(ξ)) : ξ ∈ R}, so dass
Γs0 := {(u0(ξ), v0(ξ), 0) : ξ ∈ R} ein zu p0 homokliner Orbit von (4.3) ist. 
Lemma 4.2 Es existiert ein c∗ > 0, so dass zu c = c∗ und w = 0 ein heterokliner
Orbit JF von (4.3) existiert, der p0 = (0, 0, 0) ∈ SL mit p1 = (1, 0, 0) ∈ SR verbindet.
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Beweis Es sei w = 0. Ist (u(ξ), v(ξ)) Lo¨sung von (4.5) und c > 0, so gilt
d
dξ
H(u, v) = cv2 > 0.
Die Funktion H wa¨chst also monoton entlang der Lo¨sung (u, v). Bezeichne nun
(u−(ξ), v−(ξ)) die Lo¨sung von (4.6), die in der instabilen Mannigfaltigkeit W u(0, 0)
liegt und fu¨r ξ → −∞ tangential zum instabilen Eigenvektor Xu = (1, µu) mit
µu = c2 +
√
c2
4 − f ′(0) ist. Ferner sei (u+(ξ), v+(ξ)) die Lo¨sung von (4.6) mit u+ > 0,
die fu¨r ξ → +∞ gegen den Fixpunkt (1, 0) konvergiert und fu¨r ξ → +∞ tangential zum
stabilen Eigenvektor Xs = (−1,−µs), µs = c2 −
√
c2
4 − f ′(1), ist. Es ist nun ein c > 0
zu finden, so dass sich (u−(ξ), v−(ξ)) und (u+(ξ), v+(ξ)) in einem Punkt schneiden und
damit u¨bereinstimmen.
Fu¨r kleine c > 0 schneidet die Lo¨sung (u−(ξ), v−(ξ)) die u-Achse in einem Punkt mit
u < 1. Da ddcµ
u > 0, wa¨chst die v-Komponente von Xu mit wachsendem c. Dies bedeu-
tet, dass (u−(ξ), v−(ξ)) fu¨r ξ → −∞ mit wachsendem c eine immer steiler werdende
tangentiale Richtung besitzt. Ferner wa¨chst H(u, v) wegen ddξH(u
−, v−) = c(v−)2 fu¨r
große c > 0 auch immer schneller entlang der Lo¨sungen. Fu¨r ein hinreichend großes c
muss die instabile Lo¨sung (u−(ξ), v−(ξ)) folglich die Niveaulinie {H(u, v) = H(1, 0)}
schneiden. Die Lo¨sung (u+(ξ), v+(ξ)) ihrerseits schneidet fu¨r kleine c > 0 die v-Achse in
einem Punkt mit v > 0 und H(0, v) < H(1, 0), fu¨r hinreichend großes c > 0 schneidet
sie die Niveaulinie {H(u, v) = 0}. Dies folgt aus ddcµs < 0 und ddξH(u+, v+) > 0 (dabei
verfolgt man (u+, v−) allerdings in negativer ξ-Richtung).
Abbildung 4.3: Verhalten von (u−, v−) und (u+, v+) fu¨r (A) c ≈ 0 und (B) c > 0 hinreichend groß
Es sei nun Σ = {(a, v) : v ∈ R}. Wir setzen
σ−(c) := {(u−(ξ), v−(ξ) : ξ ∈ R} ∩ Σ =W uc (0, 0) ∩Σ,
σ+(c) := {(u+(ξ), v+(ξ) : ξ ∈ R} ∩ Σ =W sc (1, 0) ∩ Σ
und definieren einen signierten Abstand zwischen W uc (0, 0) und W
s
c (1, 0) in
Abha¨ngigkeit von c durch
d(c) := σ−(c) − σ+(c).
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Da W uc (0, 0) und W
s
c (1, 0) glatt vom Parameter c abha¨ngen, ist d insbesondere stetig
in c. Die oben angestellten U¨berlegungen besagen, dass d(c) < 0 fu¨r kleine c > 0 und
d(c) > 0 fu¨r hinreichend große c > 0. Aus dem Zwischenwertsatz folgt die Existenz
eines c∗ > 0 mit d(c∗) = 0. Dies bedeutet, dass sich fu¨r c = c∗ die stabile Mannigfaltig-
keit von (0, 0) mit der instabilen Mannigfaltigkeit von (1, 0) schneidet, (4.6) also einen
heteroklinen Orbit von (0, 0) nach (1, 0) besitzt. Demzufolge existiert zu c∗ > 0, w = 0
ein heterokliner Orbit JF von (4.3), der p0 mit p1 verbindet. 
Lemma 4.3 Es existiert ein w∗ > 0, so dass zu c = c∗ und w = w∗ ein heterokliner
Orbit JB von (4.3) existiert, der (f
−1
R (w
∗), 0, w∗) ∈ SR mit (f−1L (w∗), 0, w∗) ∈ SL
verbindet.
Beweis Das Polynom −f(u) + w besitzt fu¨r jedes wmin < w < wmax drei reelle
Nullstellen u1 < u2 < u3, wodurch man die Darstellung
−f(u) + w = (u− u1)(u− u2)(u− u3) (4.7)
erlangt. Die Nullstellen ui ha¨ngen von w ab, ui = ui(w), und es gilt u1(w) = f
−1
L (w),
u3(w) = f
−1
R (w). Aus der Analyse des Schichtproblems folgt, dass (u1, 0) und (u3, 0)
hyperbolische Fixpunkte von (4.5) mit jeweils eindimensionaler stabiler und instabiler
Mannigfaltigkeit sind.
Mit (4.7) la¨sst sich die zweite Gleichung von (4.3) fu¨r v 6= 0 a¨quivalent schreiben als
v
dv
du
= cv + (u− u1)(u− u2)(u− u3). (4.8)
Setzt man ϑ = ± 1√
2
, so ist durch
v(u) = ϑ (u− u1) (u3 − u)
eine Lo¨sung von (4.8) zu c = ϑ(u1 + u3 − 2u2) gegeben. Durch Einsetzen von v = v(u)
in die erste Gleichung von (4.3) erha¨lt man
u′ = v = ϑ (u− u1) (u3 − u) .
Die Dynamik von (4.3) ist damit reduziert auf eine eindimensionale Gleichung fu¨r u.
Dies bringt uns einen Vorteil ein, da eine Lo¨sung dieser Gleichung mit u1 < u < u3
einen heteroklinen Orbit von (4.3) liefert, der – je nach Vorzeichen von ϑ – von (u1, 0, w)
nach (u3, 0, w) beziehungsweise von (u3, 0, w) nach (u1, 0, w) verla¨uft. Ist etwa w = 0
und ϑ > 0, so gilt u1 = 0, u2 = a und u3 = 1 und der so gefundene Orbit von (0, 0, 0)
nach (1, 0, 0) ist genau JF (nun la¨sst sich c
∗ explizit als c∗ = 1√
2
(1− 2a) berechnen).
Um den Orbit JB zu erhalten, muss ein w
∗ > 0 gefunden werden, so dass die zugeho¨rigen
Nullstellen ui = ui(w
∗) die Bedingung
− 1√
2
(u1 + u3 − 2u2) = 1√
2
(1− 2a) = c∗ (4.9)
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erfu¨llen und die Geschwindigkeiten damit u¨bereinstimmen. Dass ein solches w∗
tatsa¨chlich existiert, folgt aus der Symmetrie von f . Setzt man
uˆ :=
1
3
(1 + a), wˆ := f(uˆ) =
1
27
(1 + a)(2− a)(1 − 2a),
so ist (uˆ, wˆ) der Wendepunkt von f . Da
f(uˆ− u)− f(uˆ) = u
3
(
3u2 − (1− a)2) = −f(uˆ+ u) + f(uˆ)
fu¨r beliebiges u ∈ R, ist f symmetrisch zum Punkt (uˆ, wˆ).
Abbildung 4.4: Symmetrie von f(u) und die Nullstellen ui von −f(u) + w
Wir definieren w∗ als
0 < w∗ = 2wˆ < wmax.
Dies bedeutet, dass (u3(w
∗), w∗) gleich der Spiegelung des Ursprungs an (uˆ, wˆ) ist.
Wegen der Symmetrie von f sind die Nullstellen u∗i = ui(w
∗) daher festgelegt durch
die Beziehungen
uˆ− u∗1 = u3(0) − uˆ = 1− uˆ,
u∗3 − uˆ = uˆ− u1(0) = uˆ,
u∗2 − uˆ = uˆ− u2(0) = uˆ− a.
Hieraus folgt
u∗1 + u
∗
3 − 2u∗2 = 2uˆ− 1 + 2uˆ− 4uˆ+ 2a = −(1− 2a).
Die Bedingung (4.9) ist also erfu¨llt und fu¨r c = c∗ und w = w∗ existiert eine Lo¨sung
(uB(ξ), vB(ξ), w
∗) von (4.5) mit
lim
ξ→−∞
(uB(ξ), vB(ξ), w
∗) = (u∗3, 0, w
∗), lim
ξ→+∞
(uB(ξ), vB(ξ), w
∗) = (u∗1, 0, w
∗).
Diese Lo¨sung liefert den gesuchten Orbit JB := {(uB(ξ), vB(ξ), w∗) : ξ ∈ R}. 
Wie oben bereits angedeutet, liefert der Beweis von Lemma 4.3 auch den Orbit JF .
Mit dem Ziel einer mo¨glichst knappen Darstellung ha¨tte man die Konstruktion mit
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Hilfe der Funktion H(u, v) also auch weglassen ko¨nnen. Die sehr unterschiedlichen
Herangehensweisen rechtfertigen jedoch das Anfu¨hren beider Beweise.
Mit den Verbindungen JF und JB la¨sst sich nun ein zu p0 singula¨rer homokliner Or-
bit wie folgt zusammensetzen. Durch den Orbit JF wird p0 ∈ SL mit p1 ∈ SR ver-
bunden. Der langsame Fluss des reduzierten Problems auf SR transportiert p1 nach
(u∗1, 0, w
∗) ∈ SR. Dieser Punkt wird wiederum durch JB (also durch den schnellen
Fluss) mit (u∗1, 0, w
∗) ∈ SL verbunden. Da p0 anziehender Fixpunkt des reduzierten
Problems ist, wird (u∗1, 0, w
∗) auf SL schließlich nach p0 transportiert. Den aus den be-
schriebenen Anteilen schneller und langsamer Dynamik zusammengesetzten singula¨ren
Orbit bezeichnen wir mit Γf0. Dieser existiert fu¨r δ = 0, c = c
∗ und wir nehmen an,
dass die kompakte Menge K so gewa¨hlt ist, dass sie das Intervall [0, w∗] entha¨lt.
Im Grenzfall a = 12 gilt c
∗ = 1√
2
(1− 2a) = 0 und folglich auch w∗ = 0. Die Orbits Γs0
und Γf0 fallen dann zusammen und bilden einen heteroklinen Zyklus Γ0 von p0 nach
p1.
Abbildung 4.5: Singula¨re Orbits von (4.1) fu¨r (A) a < 1
2
und (B) a = 1
2
5 Langsame Pulse
5.1 Existenz der langsamen Pulse
Fu¨r δ > 0 lassen sich zu p0 homokline Orbits von (4.1) als Sto¨rungen des bei δ = c = 0
existierenden Orbits Γs0 = {φ0(ξ) = (u0(ξ), v0(ξ), 0) : ξ ∈ R} gewinnen. Den so
konstruierten homoklinen Orbits entsprechen die langsamen Pulse von (1.1).
Sei δ = 0. Da p0 stabiler Fixpunkt des reduzierten Problems ist, gilt Wu(p0) = {p0}
und Ws(p0) = SL. Die singula¨ren Mannigfaltigkeiten von p0 (vgl. Abschnitt 2.2) sind
fu¨r c = 0 daher gegeben als
N u0 =
⋃
p∈Wu(p0)
Fu0 (p) = Fu0 (p0), N s0 =
⋃
p∈Ws(p0)
Fs0 (p) =
⋃
p∈SL
Fs0 (p).
Die Mannigfaltigkeiten N u0 und N s0 schneiden sich entlang des Orbits Γs0. Da jedoch
dimN u0 = 1 und dimN s0 = 2, ist der Schnitt im (u, v,w)-Raum nicht transversal und
es ist zuna¨chst unklar, ob er fu¨r δ > 0 persistiert. Wir betrachten deswegen das um
eine triviale Gleichung fu¨r c erweiterte System
u′ = v
v′ = cv − f(u) + w
w′ = δ(u − γw)
c′ = 0.
(5.1)
Dem Fixpunkt p0 von (4.4) entspricht hier die eindimensionale invariante Mannigfal-
tigkeit N := {(0, 0, 0, c) : c ∈ (−c0, c0)}, c0 > 0, des reduzierten Problems zu (5.1).
Die zugeho¨rigen singula¨ren Mannigfaltigkeiten sind gegeben als
N u =
⋃
−c0<c<c0
N uc × {c}, dimN u = 2,
N s =
⋃
−c0<c<c0
N sc × {c}, dimN s = 3,
wobei N uc die singula¨re instabile, N sc die singula¨re stabile Mannigfaltigkeit von p0 zum
Parameterwert c bezeichne. Die Mannigfaltigkeiten N u und N s schneiden sich entlang
des Orbits {(u0(ξ), v0(ξ), 0, 0) : ξ ∈ R}, und zwar transversal.
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Um dies zu zeigen, sei nun hu(ξ, c) die Lo¨sung von
u′ = v
v′ = cv − f(u) + w
(5.2)
mit w = 0, so dass
lim
ξ→−∞
hu(ξ, c) = (0, 0) (5.3)
und hu(ξ, 0) = φ0(ξ). Mit h
s(ξ, w, c) bezeichnen wir die Lo¨sung von (5.2) mit
lim
ξ→+∞
hs(ξ, w, c) = (f−1L (w), 0),
die im Fall w = 0, c = 0 durch
hs(ξ, 0, 0) = hu(ξ, 0) = φ0(ξ)
gegeben ist. Fu¨r −c0 < c < c0 und w ∈ K ist somit (hu(ξ, c), 0) ∈ Fu0 (p0) und
(hs(ξ, w, c), 0) ∈ Fs0 (f−1L (w), 0, w). Die Lo¨sungen hu(ξ, c) und hs(ξ, w, c) seien ferner
dadurch festgelegt, dass sie beide die u-Achse zum ersten Mal in ξ0 = 0 schneiden.
Desweiteren bezeichne F0(u, v,w, c) die rechte Seite von (5.2). Bis auf Multiplikation
mit einer Konstanten ist φ′0 die einzige beschra¨nkte Lo¨sung der linearisierten Gleichung
Y ′ = D(u,v)F0(φ, 0, 0)Y,
wodurch auch die adjungierte Gleichung
ψ′ = −D(u,v)F0(φ, 0, 0)Tψ =
(
0 f ′(u0(ξ))
−1 0
)
ψ
eine bis auf Multiplikation mit einer Konstanten eindeutige beschra¨nkte Lo¨sung besitzt.
Diese ist durch ψ = (−v′0(ξ), u′0(ξ)) = (−v′0(ξ), v0(ξ)) gegeben und es folgt
M =
∫
+∞
−∞
DcF0(u0, v0, 0, 0) · ψ dξ =
∫
+∞
−∞
v20 dξ > 0. (5.4)
Der Schnitt von N u und N s in einem Punkt p = (φ0(ξ0), 0, 0) ist genau dann transver-
sal, wenn
TpN u + TpN s = R4. (5.5)
Da φ′0(ξ0) 6= 0 und ψ(ξ0) ⊥ φ′0(ξ0) ist mit
TpN u = span



φ
′
0(ξ0)
0
0

 ,


∂hu
∂c (ξ0, 0)
0
1



 ,
TpN s = span



φ
′
0(ξ0)
0
0

 ,


∂hs
∂w (ξ0, 0, 0)
1
0

 ,


∂hs
∂c (ξ0, 0, 0)
0
1




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die Bedingung (5.5) a¨quivalent zu
ψ(ξ0) ·
(
∂hu
∂c
(ξ0, 0, 0) − ∂h
s
∂c
(ξ0, 0, 0)
)
6= 0.
AusM > 0 in (5.4) folgt daher, dass sich die Mannigfaltigkeiten N u undN s entlang des
homoklinen Orbits im (u, v,w, c)-Raum transversal schneiden. Dieser Schnitt persistiert
fu¨r kleine δ > 0 als Schnitt der Mannigfaltigkeiten N uδ und N sδ und aus Korollar
3.1 in [31] folgt, dass fu¨r hinreichend kleine δ > 0 ein c > 0 existiert, so dass die
Profilgleichung (4.1) einen zu p0 homoklinen Orbit besitzt.
Um die Wellengeschwindigkeit c, zu der fu¨r δ > 0 dieser homokline Orbit existiert, als
Funktion von δ zu erhalten, definieren wir einen signierten Abstand
d(δ, c) = dist {N uδ ,N sδ } .
Die Funktion d(δ, c) ist eine glatte Funktion in δ und c und ein homokliner Orbit
existiert genau dann, wenn d(δ, c) = 0. Da d(0, 0) = 0 und ∂∂cd(0, 0) 6= 0 (dies folgt
aus M 6= 0), erha¨lt man durch den Satz u¨ber die implizite Funktion eine fu¨r δ ≈ 0
definierte Funktion c(δ), so dass d(δ, c) = 0 genau dann, wenn c = c(δ).
Die Ergebnisse dieses Abschnittes fassen wir zusammen als
Satz 5.1 Es existiert ein δ1 > 0 und eine glatte Schar von Wellengeschindigkeiten
{c(δ) : 0 ≤ δ < δ1}, so dass die Profilgleichung (4.1) fu¨r 0 < δ < δ1 und c = c(δ) einen
zu p0 homoklinen Orbit Γc besitzt.
Bemerkungen
1. Satz 2.7 selbst kann man auf Systeme der Gestalt (5.1) nicht anwenden, da N
keine normal hyperbolische Mannigfaltigkeit des reduzierten Problems zu (5.1) ist (das
Problem ist die triviale Gleichung c′ = 0). Die Existenz homokliner Orbits fu¨r δ > 0
folgt jedoch auch in diesem Fall aus der Transversalita¨t des Schnittes von N u und N s
(vgl. Kapitel 3 und 5 in [31]).
2. Mit einer Melnikov-Rechnung kann man zeigen, dass c′(0) > 0 (vgl. [25]). Folglich
kann man alternativ auch δ als Funktion von c darstellen, δ = δ(c). Damit ist ε = cδ =
cδ(c) = δ′(0)c2 +O(c3), also ε = O(c2) beziehungsweise c = O(√ε).
3. Es sei F (u, v,w, c) die rechte Seite der Profilgleichung (4.1). In p0 besitzt die Linea-
risierung
D(u,v,w)F (p0, c) =

 0 1 0λ− f ′(0) c 1
δ 0 −γδ


fu¨r δ > 0 die Eigenwerte αi(δ) mit
Reα1(δ) < Reα2(δ) < 0 < Reα3(δ).
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Dies folgt aus der Hyperbolizita¨t von p0 beziehungsweise aus Satz 2.4 (α1(0) ist der
stabile, α3(0) der instabile Eigenvektor der Linearisierung des Schichtproblems in (0, 0)
und α2(0) = 0). Aus Satz 2.4 folgt weiter, dass die αi(δ) glatt von δ abha¨ngen.
Wa¨hrend fu¨r c = 0 der ebene Orbit Γs0 asymptotisch zu den zu α3(0) beziehungsweise
α1(0) assoziierten Eigenra¨umen ist, ist Γc=c(δ) fu¨r δ > 0 asymptotisch zu den zu α3(δ)
und α2(δ) geho¨rigen Eigenra¨umen. Somit konvergiert Γc fu¨r δ > 0 entlang der langsa-
men Mannigfaltigkeit SL gegen p0 (dies folgt ebenfalls aus einer Melnikov-Rechnung,
vgl. wieder [25]).
4. Die Orbits Γc = {(uc(ξ), vc(ξ), wc(ξ)) : ξ ∈ R}, die als Sto¨rung des Orbits Γs0
gewonnen werden, bezeichnet man auch kurz mit Γs, also Γs = {(uc(ξ), vc(ξ), wc(ξ)) :
ξ ∈ R} mit einem c ∈ (0, c1), wobei c1 := c(δ1).
5.2 Instabilita¨t der langsamen Pulse
Der ebene Orbit Γs0 liefert einen Puls der Nagumo-Gleichung (1.4) mit Geschindigkeit
c = 0. Dieser ist instabil und die langsamen Pulse Uc = (uc, wc) von (1.1) werden diese
Instabilita¨t zumindest fu¨r kleine c > 0 erben.
Satz 5.2 Fu¨r hinreichend kleines c > 0 sind die in Abschnitt 5.1 konstruierten lang-
samen Wellen Uc = (uc, wc) von (1.1) instabil.
Der Beweis dieses Satzes erfolgt in drei Schritten. Zuna¨chst wird die Instabilita¨t von
u0(ξ) als Puls von (1.4) gezeigt, indem die Existenz einer Nullstelle λ∗ > 0 der zu-
geho¨rigen Evans-Funktion D0(λ) bewiesen wird. In einem zweiten Schritt werden ana-
lytische Funktionen Ec(λ) fu¨r c > 0 definiert, deren Nullstellen Eigenwerte des lineari-
sierten Operators zu Uc = (uc, wc) sind. Im dritten und letzten Schritt wird mit Hilfe
des Brouwerschen Abbildungsgrades [6] gezeigt, dass Ec(λ) in einer Umgebung von λ∗
mindestens eine Nullstelle mit positivem Realteil besitzt. Hieraus folgt dann mit Satz
3.2 die Instabilita¨t der langsamen Wellen.
Zuna¨chst konstruieren wir die Evans-Funktion D0(λ). Die Transformation von (1.4) auf
(ξ, t)-Koordinaten fu¨hrt auf die Gleichung
ut = uξξ − cuξ + f(u)
und der linearisierte Operator L (vgl. Abschnitt 3.1) ist mit c = 0 daher definiert durch
Lp = pξξ + f
′(u0)p.
Das zugeho¨rige Eigenwertproblem (L−λ)p = 0 als System erster Ordnung geschrieben
lautet
p′ = q
q′ = (λ− f ′(u0))p
(5.6)
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beziehungsweise
W ′ = A(ξ, λ)W (5.7)
mit
A(ξ, λ) =
(
0 1
λ− f ′(u0(ξ)) 0
)
.
Fu¨r ξ → ±∞ ist (5.7) asymptotisch zu einem linearen System mit konstanten Koeffizi-
enten, das durch die Endmatrix
A0(λ) =
(
0 1
λ− f ′(0) 0
)
gegeben ist. Die Eigenwerte von A0(λ) sind µ
u/s(λ) = ±√λ− f ′(0) = ±√λ+ a, die
zugeho¨rigen Eigenra¨ume werden aufgespannt durch die Vektoren Xu(λ) = (1,
√
λ+ a),
Xs(λ) = (−1,√λ+ a).
Da µu/s(λ) ∈ iR fu¨r reelle λ < −a, ist σess(L) = {λ ∈ C : λ ∈ R, λ < −a} (vgl. den
Anhang zu Kapitel 5 in [16]). Das wesentliche Spektrum von L liegt also ganz in der
linken Halbebene und es existiert somit ein Gebiet G0 ⊂ C mit
{λ ∈ C : Reλ ≥ 0} ⊂ G0, σ(L) ∩G0 ⊂ σp(L).
Fu¨r λ ∈ G0 ist die Endmatrix A0(λ) hyperbolisch und es gilt dimU(λ) = dimS(λ) = 1
(vgl. Abschitt 3.2). Wir wa¨hlen Y u(λ) ∈ U(λ) und Y s(λ) ∈ S(λ) derart, dass sie
analytisch in λ sind, und definieren die Evans-Funktion als
D0(λ) = det [Y
u(λ), Y s(λ)] .
Die Instabilita¨t von u0 als Puls von (1.4) folgt nun aus
Lemma 5.3 Es existiert ein reelles λ∗ > 0 mit D0(λ∗) = 0.
Beweis Es sei F0(u, v, c) die rechte Seite von
u′ = v
v′ = cv − f(u).
Wir wa¨hlen die Vektoren Y u(λ) und Y s(λ) so, dass
Y u(0) = Y s(0) = φ′(0).
Da φ′0(ξ) = (u
′
0(ξ), v
′
0(ξ)) die bis auf Multiplikation mit einer Konstanten einzige be-
schra¨nkte Lo¨sung von
W ′ = A(ξ, 0)W = D(u,v)F0(φ0(ξ), 0)W
ist, ist ψ = (−v′0, v0) die bis auf Multiplikation mit einer Konstanten einzige beschra¨nkte
Lo¨sung des adjungierten Problems
ψ′ = −A(ξ, 0)Tψ.
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Zusammen mit det [ψ, φ′0] = −v′20 − v0u′0 = −v′20 − v20 < 0 folgt aus Lemma 3.8 nun
D′0(0) =
1
|ψ(0)|2 det
[
ψ(0), φ′(0)
] ∫ +∞
−∞
DcF0(φ0, 0)ψ dξ
=
1
|ψ(0)|2 det
[
ψ(0), φ′(0)
] ∫ +∞
−∞
v20 dξ
< 0.
Um nun auch das Vorzeichen von D0(+∞) zu bestimmen, fu¨hren wir neue, mit λ
skalierte Variablen ein (vgl. [1]),
p˜ = p,
√
|λ|q˜ = q, ζ =
√
|λ|ξ, (5.8)
wobei wir uns auf reelle λ > 0 beschra¨nken. In den Variablen (5.8) ist das Eigenwert-
problem (5.6) gegeben als
(
p˜ζ
q˜ζ
)
=
(
0 1
1− |λ|−1f ′(u0( ζ√|λ|)) 0
)(
p˜
q˜
)
(5.9)
und fu¨r λ→∞ konvergiert (5.9) gegen das System(
p˜ζ
q˜ζ
)
=
(
0 1
1 0
)(
p˜
q˜
)
. (5.10)
Die Matrix dieser Gleichung besitzt die Eigenwerte µ˜ = ±1. Eigenvektor zu µ˜ = 1 ist
Y − = (1, 1), Eigenvektor zu µ˜ = −1 ist Y + = (−1, 1). Die Evans-Funktion D˜ zu (5.10)
la¨sst sich damit explizit ausrechnen als
D˜ = det
[
Y −, Y +
]
= 2 > 0.
Da |λ−1f ′(u0( ζ√|λ|))| fu¨r hinreichend großes λ gleichma¨ßig in ζ beschra¨nkt ist, kon-
vergieren die Ra¨ume U(λ) und S(λ) fu¨r λ → ∞ gegen span{Y −} beziehungsweise
span{Y +}. Dies folgt aus der Robustheit (roughness) von exponentiellen Dichotomien
gegenu¨ber Sto¨rungen (vgl. Kapitel 4 in [4] oder die Darstellung in [30]). Folglich ist
D0(λ) 6= 0 fu¨r große λ ∈ R. Um mit Lemma 3.7 die Instabilita¨t zu folgern, mu¨ssen wir
aber das Vorzeichen von D0(+∞) bestimmen, also die Orientierung von D0 beachten.
In der Definition von D0 waren die Vektoren Y
u(λ) und Y s(λ) so gewa¨hlt, dass fu¨r die
zugeho¨rigen Lo¨sungen gilt
lim
ξ→−∞
Y u(ξ, λ)
|Y u(ξ, λ)| =
Xu(λ)
|Xu(λ)| , limξ→+∞
Y s(ξ, λ)
|Y s(ξ, λ)| =
Xs(λ)
|Xs(λ)| .
In den skalierten Variablen sind die asymptotischen Richtungen damit gegeben als
lim
ξ→−∞
Y˜ u(ξ, λ)
|Y˜ u(ξ, λ)| =
X˜u(λ)
|X˜u(λ)| , limξ→+∞
Y˜ s(ξ, λ)
|Y˜ s(ξ, λ)| =
X˜s(λ)
|X˜s(λ)|
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mit
X˜u(λ) =
(
1√
1 + aλ
)
, X˜s(λ) =
(
−1√
1 + aλ
)
.
Fu¨r λ → ∞ gilt X˜u(λ) → Y − und X˜s(λ) → Y +, woraus folgt, dass sgnD0(+∞) =
sgn D˜, also
D0(+∞) > 0.
Da andererseits D′0(0) < 0, existiert mindestens ein reelles λ∗ > 0 mit D0(λ∗) = 0 (vgl.
Abschnitt 3.3). 
Die Eigenwertgleichung fu¨r die langsamen Pulse Uc = (uc, wc) lautet
p′ = q
q′ = cq + (λ− f ′(uc))p + r
r′ =
ε
c
p− λ+ εγ
c
r.
(5.11)
Dabei ist ε = ε(c) = O(c2) und wir beschra¨nken uns fu¨r den Rest dieses Abschnitts
auf λ ∈ C mit positivem Realteil. Da das Eigenwertproblem (5.11) nicht-autonom ist,
koppeln wir das System (5.11) zuna¨chst mit der Profilgleichung (4.1),
u′ = v
v′ = cv − f(u) + w
w′ =
ε
c
(u− γw)
p′ = q
q′ = cq + (λ− f ′(u))p + r
cr′ = εp− (λ+ εγ)r,
(5.12)
und erhalten eine autonome Differentialgleichung der Gestalt (2.2) mit singula¨rer
Sto¨rung in c = 0, d. h. (5.12) definiert ein dynamisches System auf R3 × C3 mit
langsamer Dynamik in u, v,w, p, q und schneller Dynamik in r. Das zu (5.12) geho¨rige
reduzierte Problem lautet mit ε(0) = 0 nun
u′ = v
v′ = −f(u) + w
w′ = 0
p′ = q
q′ = (λ− f ′(u))p.
(5.13)
Da Reλ > 0, ist dieses definiert auf der Menge
S = {(u, v,w, p, q, r) : r = 0}.
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Wir wa¨hlen kompakte, einfach zusammenha¨ngende Mengen K1 ⊂ R3 und K2 ⊂ C2
derart, dass ⋃
0≤c<c1
Γc ⊂ K1
und die Einheitsvektoren e1, e2 ∈ C2 in K2 enthalten sind. Auf K := K1×K2 definieren
wir die Funktion
h0(u, v,w, p, q) ≡ 0.
Die kritische Mannigfaltigkeit
M0 := {(u, v,w, p, q, r) : (u, v,w, p, q) ∈ K, r = h0(u, v,w, p, q) ≡ 0} ⊂ S
ist normal hyperbolisch bezu¨glich des Schichtproblems
r˙ = −λr
( ˙= d/dτ , τ = ξ/c). Damit sind die Voraussetzungen von Satz 2.1 erfu¨llt und fu¨r kleine
c > 0 existieren auf K definierte, in c regula¨re Funktionen hc, so dass die Mannigfal-
tigkeiten
Mc = {(u, v,w, p, q, r) : (u, v,w, p, q) ∈ K, r = hc(u, v,w, p, q)}
lokal invariant unter (5.12) sind. Auf einer solchen langsamen Mannigfaltigkeit Mc ist
(5.12) gegeben als
u′ = v
v′ = cv − f(u) + w
w′ =
ε
c
(u− γw)
p′ = q
q′ = cq + (λ− f ′(u))p + hc(u, v,w, p, q).
Wir interessieren uns hier nur fu¨r Lo¨sungen (u, v,w, p, q, r) von (5.12) entlang des Orbits
Γc, also fu¨r solche mit (u, v,w) = (uc, vc, wc) = φc, und ko¨nnen uns infolgedessen auf
die Gleichung
p′ = q
q′ = cq + (λ− f ′(uc))p + hc(φc, p, q).
(5.14)
zuru¨ckziehen. Dabei ist (p, q) genau dann Lo¨sung von (5.14), wenn (p, q, hc(φc, p, q))
Lo¨sung von (5.11) ist. Ziel ist es nun, zu einem λ mit Reλ > 0 eine Lo¨sung
(p(ξ, λ), q(ξ, λ)) von (5.14) zu finden, die fu¨r ξ → ±∞ abklingt. Eine solche Lo¨sung
liefert eine links- und rechtsabklingende Lo¨sung von (5.11), also eine Eigenfunktion.
Sind (p1, q1) und (p2, q2) Lo¨sungen von (5.14), so folgt aus der Linearita¨t von (5.11), dass
mit α, β ∈ C auch α(p1, q1)+β(p2, q2) Lo¨sung von (5.14) ist. Fu¨r α(p1, q1)+β(p2, q2) ∈
K2 ergibt sich damit durch Einsetzen in die Gleichung (5.14)
hc(φc, α(p1, q1) + β(p2, q2)) = αh
c(φc, p1, q1) + βh
c(φc, p2, q2),
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wodurch hc(φc, p, q) linear in p und q ist. Setzt man h
c
1(ξ) := h
c(φc(ξ), 1, 0) und h
c
2(ξ) :=
hc(φc(ξ), 0, 1), so la¨sst sich (5.14) mit also W = (p, q) schreiben als
W ′ = [A(ξ, λ) + B(ξ, c)]W, (5.15)
wobei
A(ξ, λ) =
(
0 1
λ− f ′(u0(ξ)) 0
)
, B(ξ, c) =
(
0 0
f ′(u0(ξ))− f ′(uc(ξ)) + hc1(ξ) c+ hc2(ξ)
)
.
Nach Konstruktion der langsamen Pulse ist |u0−uc| = O(c), also |f ′(u0)−f ′(uc)| < κ0c
mit einer Konstanten κ0 > 0. Desweiteren existieren durch h
c = O(c) fu¨r i = 1, 2
Konstanten κi > 0 mit |hci | < κic, so dass insgesamt ein κ > 0 existiert mit
sup
ξ∈R
‖B(ξ, c)‖ < κc.
Das System (5.15) konvergiert fu¨r c→ 0 somit gegen das durch A(ξ, λ) gegebene System
(5.7). Da (5.7) exponentielle Dichotomien auf R− und R+ besitzt, besitzt auch (5.15)
fu¨r hinreichend kleines c > 0 exponentielle Dichotomien auf R− und R+ (dies folgt wie-
derum aus der Robustheit exponentieller Dichotomien, vgl. [4,30]). Die entsprechenden
Ra¨ume Uc(λ) und Sc(λ) sind fu¨r λ mit Reλ > 0 wohldefiniert und konvergieren fu¨r
c → 0 gegen die Ra¨ume U(λ) und S(λ). Insbesondere gilt dimUc(λ) = dimSc(λ) = 1
und wir ko¨nnen Vektoren Y uc (λ) ∈ Uc(λ) und Y sc (λ) ∈ Sc(λ) derart wa¨hlen, dass diese
analytisch von λ abha¨ngen und auf G0∩{Reλ > 0} fu¨r c→ 0 gegen Y u(λ) beziehungs-
weise Y s(λ) konvergieren. Folglich sind durch
Ec(λ) = det [Y
u
c (λ), Y
s
c (λ)]
auf G0 ∩ {Reλ > 0} analytische Funktionen definiert, die fu¨r c→ 0 auf kompakten λ-
Mengen gleichma¨ßig gegen die Evans-Funktion D0(λ) des Nagumo-Pulses konvergieren.
Die Ec selbst sind gewissermaßen reduzierte Evans-Funktionen fu¨r die langsamen Pulse,
denn nach Konstruktion ist Ec(λ) = 0 genau dann, wenn (5.15) – und somit (5.11) – eine
links- und rechtsabklingende Lo¨sung besitzt, also eine Eigenfunktion zum Eigenwert λ
existiert. Wir zeigen nun mit Hilfe des Brouwer-Grades, dass fu¨r jedes hinreichend
kleine c > 0 die Funktion Ec(λ) eine Nullstelle λc mit Reλc > 0 besitzt.
Nach Lemma 5.3 besitzt D0 die reelle Nullstelle λ∗ > 0. Aus der Analytizita¨t von
D0 folgt zusammen mit D
′
0(0) 6= 0, dass λ∗ eine isolierte Nullstelle ist. Es existiert
daher ein kleines Gebiet Ω ⊂ {λ : Reλ > 0} mit λ∗ ∈ Ω und D0 6= 0 auf Ω \ {λ∗}.
Insbesondere ist D0 6= 0 auf ∂Ω und der Brouwer-Grad d(D0,Ω, 0) von D0 bezu¨glich Ω
ist wohldefiniert. Da D0 analytisch ist, folgt ferner
d(D0,Ω, 0) > 0.
Setze nun α = dist(0,D0(∂Ω)). Dann folgt fu¨r alle c > 0 mit
sup
λ∈Ω
|D0(λ)− Ec(λ)| < α
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aus der Stetigkeit des Brouwer-Grades
d(Ec,Ω, 0) = d(D0,Ω, 0) > 0.
Dies bedeutet aber, dass fu¨r jedes hinreichend kleine c > 0 mindestens ein λc ∈ Ω
existiert mit
Ec(λc) = 0.
Mithin besitzt das Eigenwertproblem (5.11) zu λc eine beschra¨nkte Lo¨sung und λc ist
Eigenwert des zu Uc = (uc, wc) assoziierten linearisierten Operators
Lc
(
p
r
)
=
(
pξξ − cpξ + f ′(uc)p− r
−crξ + ε(p − γr)
)
.
Da Reλc > 0, folgt hieraus Satz 5.2, also die Instabilita¨t der langsamen Pulse
Uc = (uc, wc).
Bemerkungen
1. Da r = 0 anziehender Fixpunkt des Schichtproblems r˙ = −λr ist, kann eine Lo¨sung
von (5.12), die nicht auf Mc liegt, auch nicht fu¨r ξ → −∞ beschra¨nkt sein. Dies recht-
fertigt noch einmal die Restriktion des Eigenwertproblems (5.11) auf Mc.
2. Auch Flores fu¨hrt die Instabilita¨t der langsamen Pulse in [14] auf die Instabilita¨t des
Nagumo-Pulses zuru¨ck. Der hier gebrachte Beweis ist allerdings in sich etwas geschlos-
sener, da auch die Instabilita¨t des Nagumo-Pulses anhand der Evans-Funktion gezeigt
wird und zudem die Singularita¨t des Eigenwertproblems in c = 0 konsistent mit den
Mitteln der geometrischen singula¨ren Sto¨rungstheorie behandelt wird.
6 Schnelle Pulse
6.1 Existenz der schnellen Pulse
Die schnellen Pulse entstehen als Sto¨rungen des singula¨ren Orbits Γf0, der sich aus den
schnellen Orbits JF , JB und langsamen Orbits auf SL und SR zusammensetzt.
Satz 6.1 Sei 0 < a < 12 fest gewa¨hlt. Dann existiert eine Kurve
{(c, ε(c)) : c ≈ c∗}
mit ε(c∗) = 0, so dass zu jedem Punkt der Kurve ein zu p0 homokliner Orbit Γf existiert.
Die Orbits Γf liegen nahe beim singula¨ren Orbit Γf0 und konvergieren gegen diesen,
Γf → Γf0 fu¨r c→ c∗, ε→ 0.
Es sei wieder δ = εc . Die fu¨r δ > 0 existierenden, zu SL und SR diffeomorphen langsamen
Mannigfaltigkeiten SL,δ und SR,δ werden erneut kurz mit SL und SR bezeichnet, so dass
insbesondereW s(SL) =W
s(p0) fu¨r δ > 0 (vgl. Abschnitt 4.1). Der Parameter γ > 0 in
(4.1) ist hier so gewa¨hlt, dass p1 = (1, 0, 0) fu¨r ε > 0 nicht als Fixpunkt persistiert. Eine
besondere Schwierigkeit besteht somit darin, die Lage von W u(p0) und W
s(SL) bei SR
fu¨r kleine δ > 0 zu bestimmen. In [25] wird dazu die durch die Shilnikov-Koordinaten
gegebene Beschreibung des Flusses bei SR genutzt. Diesen Beweis von Satz 6.1 aus [25]
werde ich hier wiedergeben.
In der Na¨he der rechten langsamen Mannigfaltigkeit SR ist die Profilgleichung (4.1) in
Fenichel-Koordinaten gegeben als
x′ = −As(x, y, z, δ)x
y′ = Au(x, y, z, δ)y
z′ = δ(1 +B(x, y, z, δ)xy)
(6.1)
mit x, y, z ∈ R und glatten Funktionen As, Au und B, wobei As, Au > ρ > 0 mit
einem ρ > 0. Die rechte Seite von (4.1) ha¨ngt glatt von den Parametern a und c ab
(vgl. [18, 25]). Damit ist (6.1) von der Form (2.13) und Satz 2.8 kann angewandt wer-
den. Wir wa¨hlen global definierte Koordinaten (x, y, z) des R3, die in einer kleinen
Umgebung von p1 ∈ SR gerade die Fenichel-Koordinaten sind und außerhalb dieser
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Umgebung mit den urspru¨nglichen (u, v,w)-Koordinaten u¨bereinstimmen. Der Punkt
(f−1(w∗), 0, w∗) ∈ SR habe in den (x, y, z)-Koordinaten die Darstellung (0, 0, z∗). Fer-
ner sei ∆ > 0 hinreichend klein.
Ein zu p0 homokliner Orbit existiert genau dann, wenn sich die instabile Mannigfaltig-
keit W u(p0) echt mit der stabilen Mannigfaltigkeit W
s(SL) schneidet. Dies ist a¨quiva-
lent zu
Π(W u(p0) ∩ Σ1) ∈W s(SL) ∩ Σ2, (6.2)
wobei Π : Σ1 → Σ2 die in Abschnitt 2.3 beschriebene Abbildung von Σ1 = {(x, y, z) :
x = ∆} nach Σ2 = {(x, y, z) : y = ∆} ist. Die Bedingung (6.2) besagt also, dass der
Punkt W u(p0) ∩ Σ1 durch den Fluss auf die Kurve W s(SL) ∩ Σ2 transportiert wird.
Die Strategie ist nun zuna¨chst, die Positionen von W u(p0) ∩ Σ1 und W s(SL) ∩ Σ2 in
Abha¨ngigkeit von c, δ und z bis auf kleine Fehler zu bestimmen, um dann mit dieser
Darstellung und dem Satz 2.8 die Bedingung (6.2) neu formulieren zu ko¨nnen.
Lemma 6.2 Es existieren nichtverschwindende Koeffizienten η1, . . . , η4 mit η1, η2, η4 <
0 und η3 > 0, so dass fu¨r (c, δ, z) ≈ (c∗, 0, z∗) gilt
W u(p0) ∩ Σ1 = (∆, η1(c− c∗) + η2δ,O(δ)) +R1,
W s(SL) ∩ Σ2 = (η3(c− c∗)− η4(z − z∗) +O(δ),∆, z +O(δ)) +R2.
(6.3)
Der Restterm R1 ist quadratisch in c und δ, R2 ist quadratisch in c, δ und z.
Beweis Fu¨r δ = 0 ist die Ebene {w = 0} invariant und die Transformation auf
die (x, y, z)-Koordinaten la¨sst in diesem Fall die w-Koordinate unvera¨ndert. Die z-
Komponente von W u(p0)∩Σ1 ergibt sich demnach direkt aus der dritten Gleichung in
(6.1).
Die MannigfaltigkeitW s(SR) ist in Fenichel-Koordinaten gegeben durch die Ebene {y =
0}, W u(SR) entsprechend durch die Ebene {x = 0}. Die y-Koordinate von W u(p0)∩Σ1
misst also den Abstand von W u(p0) zu W
s(SR). Dieser Abstand ha¨ngt glatt von c und
δ ab und die y-Komponente kann fu¨r (c, δ) ≈ (c∗, 0) durch eine Taylor-Entwicklung
dargestellt werden. Die Koeffizienten werden durch Melnikov-Rechnungen bestimmt.
Da der U¨bergang zu Fenichel-Koordinaten die Vorzeichen der Melnikov-Integrale nicht
a¨ndert, ko¨nnen die Integrale in den urspru¨nglichen (u, v,w)-Koordinaten berechnet
werden [25].
Es sei F0(u, v,w, c) die rechte Seite von
u′ = v
v′ = cv − f(u) + w.
(6.4)
Fu¨r c = c∗ und δ = 0 schneiden sich W u(p0) und W s(SR) entlang des Orbits JF =
{XF (ξ) = (uF (ξ), vF (ξ), 0) : ξ ∈ R}. In erster Ordnung ist der Abstand von W u(p0)
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zu W s(SR) in Abha¨ngigkeit von c gegeben durch
Mc =
∫
+∞
−∞
DcF0(XF (ξ), c
∗) · ψˆ(ξ) dξ.
Dabei ist ψˆ(ξ) = (ψˆ1(ξ), ψˆ2(ξ)) die bis auf Multiplikation mit einer Konstanten einzige
beschra¨nkte Lo¨sung der adjungierten Gleichung
ψ′ =
(
0 f ′(uF (ξ))
−1 −c∗
)
ψ. (6.5)
Da (6.5) fu¨r ξ → ±∞ asymptotisch zu autonomen Systemen mit hyperbolischen
Endmatrizen ist, folgt (ψˆ1(ξ), ψˆ2(ξ)) → (0, 0). Andererseits steht ψˆ senkrecht auf
TXF (ξ)W
u(p0), also ψˆ1u
′
F + ψˆ2v
′
F = 0. Damit ist ψˆ2(ξ) 6= 0, denn ψˆ1 und ψˆ2 ko¨nnen
nicht gleichzeitig verschwinden und es ist u′F 6= 0. Wir orientieren ψˆ nun zusa¨tzlich so,
dass ψˆ(ξ) · Xs > 0 fu¨r alle ξ ∈ R gilt. Dabei ist Xs = (−1,− c∗2 +
√
c∗
4 − f ′(1)) der
stabile Eigenvektor von D(u,v)F0(p1), der in entgegengesetzte Flussrichtung zeigt.
Abbildung 6.1: Orientierung von ψˆ
Durch diese Orientierung ist ψˆ2(ξ) > 0 fu¨r alle ξ ∈ R und folglich
Mc =
∫
+∞
−∞
vF (ξ)ψˆ2(ξ) dξ > 0.
Zudem zeigt ψˆ in der Na¨he von p1 in negative y-Richtung.
Um den Abstand vonW u(p0) zuW
s(SR) in Abha¨ngigkeit von δ bei δ = 0 zu berechnen,
betrachten wir die zu (4.1) adjungierte Gleichung
Ψ′ =

 0 f
′(uF (ξ)) 0
−1 −c∗ 0
0 −1 0

Ψ. (6.6)
Der Raum der beschra¨nkten Lo¨sungen von (6.6) wird aufgespannt durch (ψˆ1, ψˆ2, ψˆ3)
und (0, 0, 1). Dabei ist (ψˆ1, ψˆ2) obige Lo¨sung von (6.5) und ψˆ3 durch ψˆ
′
3 = −ψˆ2 gegeben.
Da limξ→+∞ ψˆ2(ξ) = 0, existiert auch ψˆ+3 := limξ→+∞ ψˆ3(ξ). Demnach ist
Ψ(ξ) =
(
ψˆ1(ξ), ψˆ2(ξ), ψˆ
+
3 − ψˆ3(ξ)
)
6.1 Existenz der schnellen Pulse 49
eine beschra¨nkte Lo¨sung von (6.6) mit limξ→+∞Ψ(ξ) = 0 und ψˆ+3 − ψˆ3(ξ) > 0 fu¨r alle
ξ. Die letze Eigenschaft folgt aus ψˆ2 > 0 und ψˆ
′
3 = −ψˆ2. In der Na¨he von p1 zeigt Ψ
mit der Orientierung von ψˆ ebenfalls in negative y-Richtung. Der Abstand von W u(p0)
zu W s(SR) bezu¨glich δ la¨sst sich nun berechnen als
Mδ =
∫
+∞
−∞
DδF (XF (ξ), c
∗, 0) ·Ψ(ξ) dξ =
∫
+∞
−∞
uF (ξ)(ψˆ
+
3 − ψˆ3(ξ)) dξ > 0,
wobei F (u, v,w, c, δ) die rechte Seite von (4.1) bezeichne.
Die Koeffizienten η1 und η2 messen den Abstand von W
u(p0) zu W
s(SR) in y-Richtung
bezu¨glich c beziehungsweise δ. Da ψˆ und Ψ in negative y-Richtung zeigen, folgt
sgn η1 = − sgnMc und sgn η2 = − sgnMδ, also η1, η2 < 0.
Die Vorzeichen der Koeffizienten η3 und η4 werden durch entsprechende Melnikov-
Rechnungen bezu¨glich des Orbits JB bestimmt. 
Beweis von Satz 6.1 Mit Lemma 6.2 lassen sich die Positionen von W u(p0) ∩ Σ1 und
W s(SL) ∩ Σ2 bei (c, δ) ≈ (c∗, 0) darstellen als
W u(p0) ∩ Σ1 = (∆, µ1(c− c∗) + µ2δ,O(δ)),
W s(SL) ∩ Σ2 = (µ3(c− c∗)− µ4(z − z∗) +O(δ),∆, z +O(δ)),
(6.7)
wobei
µ1 = −η1 +O(c− c∗, z − z∗, δ), µ2 = −η2 +O(c− c∗, z − z∗, δ),
µ3 = η3 +O(c− c∗, z − z∗, δ), µ4 = −η4 +O(c− c∗, z − z∗, δ)
(alle Koeffizienten µi sind positiv). Ein homokliner Orbit existiert genau dann, wenn
Π(W u(p0) ∩ Σ1) ∈W s(SL) ∩ Σ2,
wobei die Abbildung Π : Σ1 → Σ2 in erster Ordnung durch die Shilnikov-Koordinaten
gegeben ist. Satz 2.8 besagt nun, dass zu jedem hinreichend großen T eine eindeutige
Lo¨sung X(ξ) von (4.1) existiert, so dass
X(0) = (∆, b1e
−α∗uT , z),
X(T ) = (b2e
−α∗sT ,∆, z + δT +O(δe−α∗T )).
(6.8)
Dabei ist bi := ai + O(e−α∗T ), i = 1, 2, und die ai ha¨ngen nicht von T ab [25]. Infol-
gedessen existiert ein homokliner Orbit fu¨r 0 < δ, c − c∗ hinreichend klein, also eine
Lo¨sung X(ξ) mit
X(0) = (∆, µ1(c− c∗) + µ2δ,O(δ)),
X(T ) = (µ3(c− c∗)− µ4(z − z∗) +O(δ),∆, z +O(δ)),
(6.9)
genau dann, wenn
(b1e
−α∗uT , z) = (µ1(c− c∗) + µ2δ,O(δ))
(b2e
−α∗sT , zˆ) = (µ3(c− c∗)− µ4(zˆ − z∗) +O(δ), zˆ +O(δ))
zˆ = z + δT +O(δ).
(6.10)
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Aus den drei Gleichungen erha¨lt man durch Einsetzen von zˆ die beiden Gleichungen
b1e
−α∗uT = −µ1(c− c∗)− µ2δ (6.11)
b2e
−α∗sT = µ3(c− c∗)− µ4(δT − z∗) +O(δ). (6.12)
Diese definieren δ lokal als regula¨re Funktion von c, δ = δ∗(c). Setze dazu
A1(c, δ, 1/T ) = −µ1(c− c∗)− µ2δ − b1e−α∗uT ,
A2(c, δT, 1/T ) = µ3(c− c∗)− µ4(δT − z∗)− b2e−α∗sT +O(δ).
(6.13)
Dann ist (6.11) a¨quivalent zu A1(c, δ, 1/T ) = 0, (6.12) zu A2(c, δT, 1/T ) = 0. Gleichung
(6.12) ist mit δT = z∗, c = c∗ und 1/T = 0 erfu¨llt,
A2(c
∗, z∗, 0) = 0.
Wegen µ4 6= 0 ist
∂
∂ δT
A2(c
∗, z∗, 0) 6= 0
und nach dem Satz u¨ber die implizite Funktion ko¨nnen wir (6.12) lokal nach δT als
Funktion von c und 1/T auflo¨sen. Dabei ist δ = O( 1
T 2
+ (c− c∗) 1T ) und mit b1e−α
∗
uT =
O(1/T ) folgt
δT
(
c,
1
T
)
= z∗ +
µ3
µ4
(c− c∗) +O(δ) +O
(
1
T
)
= z∗ +O
(
1
T
+ (c− c∗)
)
beziehungsweise
δ
(
c,
1
T
)
=
1
T
z∗ +O
(
1
T 2
+ (c− c∗) 1
T
)
. (6.14)
Einsetzen von (6.14) in (6.11) liefert nun
b1e
−α∗uT = −µ1(c− c∗)− µ2 1
T
z∗ + µ2O
(
1
T 2
+ (c− c∗) 1
T
)
. (6.15)
Lo¨sungen c und 1/T dieser Gleichung sind a¨quivalent formuliert die Nullstellen von
A˜1(c, 1/T ) = A1(c, δ(c, 1/T ), 1/T ). Es ist A˜1(c
∗, 0) = 0 und da µ2z∗ 6= 0 ist
∂
∂ 1/T
A˜1(c
∗, 0) 6= 0,
so dass aus dem Satz u¨ber die implizite Funktion jetzt die lokale Darstellbarkeit von
1/T als Funktion von c folgt,
1
T
= − µ1(0)
µ2(0)z∗
(c− c∗) +O ((c− c∗)2)
= − η1
η2z∗
(c− c∗) +O ((c− c∗)2) . (6.16)
Setzt man (6.16) nun in (6.14) ein, liefert dies δ als Funktion von c,
δ∗(c) = −µ1(0)
µ2(0)
(c− c∗) +O ((c− c∗)2) . (6.17)
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Mit anderen Worten: Fu¨r c nahe bei c∗ besitzt (4.1) genau dann einen homoklinen
Orbit zu p0, wenn δ = δ∗(c) gilt. Dieser ist eindeutig bestimmt und da δ∗(c) → 0 fu¨r
c → c∗, konvergiert er gegen den singula¨ren Orbit Γf0. Mit ε = cδ ist dies genau die
Aussage von Satz 6.1.
6.2 Stabilita¨t der schnellen Pulse
Die Stabilita¨t der schnellen Pulse haben Jones [20] und Yanagida [34] unabha¨ngig von-
einander bewiesen. Ich werde in diesem Abschitt kurz die Argumentation von Jones
skizzieren, nach der im Fall der schnellen Pulse D′(0)D(+∞) > 0 sogar ein hinreichen-
des Kriterium der Stabilita¨t ist (dass es ein notwendiges ist, folgt aus Lemma 3.7). Das
Vorzeichen von D′(0) werde ich dann aus der Konstruktion in Abschnitt 6.1 gewinnen.
Es sei c0 > 0 fest gewa¨hlt, 0 < c
∗− c0 ≪ 1, und δ0 = δ(c0), so dass ein zu p0 homokliner
Orbit Γf von (4.1) mit zugeho¨riger Lo¨sung φc0(ξ) = (uc0(ξ), vc0(ξ), wc0(ξ)) existiert.
Der Einfachheit wegen schreiben wir fu¨r φc0 im Folgenden kurz φ = (u, v,w).
Der Operator L : D(L) ⊂ C0unif(R,C2) → C0unif(R,C2) der Linearsierung um den Puls
(u,w) ist definiert als
L
(
p
r
)
=
(
pξξ − cpξ + f ′(u)p− r
−c0rξ + ε0(p − γr)
)
,
so dass das zugeho¨rige Eigenwertproblem durch das System
W ′ = A(ξ, λ)W (6.18)
mit W = (p, q, r) und
A(ξ, λ) =

 0 1 0λ− f ′(u) c0 1
δ0 0 − λc0 − γδ0


gegeben ist. Folglich ist die Endmatrix von (6.18) die Matrix
A0(λ) =

 0 1 0λ+ a c0 1
δ0 0 − λc0 − γδ0

 .
In [20] zeigt Jones, dass ein Gebiet G ⊂ C und ein reelles b < 0 existieren, so dass
σ(L)∩G ⊂ σp(L) und {λ ∈ C : Reλ > b} ⊂ G, das wesentliche Spektrum σess(L) also
in der linken Halbebene liegt.
Die Matrix A0(0) = D(u,v,w)F (p0) besitzt zwei Eigenwerte mit negativem, einen Eigen-
wert mit positivem Realteil. Dies folgt aus der Charakterisierung des hyperbolischen
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Fixpunkts p0. Da aber σ(L)∩G ⊂ σp(L), besitzt A0(λ) damit fu¨r alle λ ∈ G Eigenwerte
αi(λ) mit
Reα3(λ) < Reα2(λ) < 0 < Reα1(λ).
Es seien Xi(λ) normierte Eigenvektoren zu den entsprechenden αi(λi) derart, dass
e1 ·X3(0) > 0, e2 ·X1(0) > 0, e3 ·X2(0) > 0,
wobei e1, e2, e3 die Standardbasisvektoren des R
3 bezeichnen (fu¨r λ = 0 sind die Xi(0)
reelle Eigenvektoren von DF (p0)).
Das Eigenwertproblem (6.18) besitzt somit eine links- und zwei rechtsabklingende
Lo¨sungen Yi(ξ, λ),
lim
ξ→−∞
Y1(ξ, λ) = 0, lim
ξ→+∞
Y2/3(ξ, λ) = 0. (6.19)
Wir wa¨hlen die Funktionen Yi(ξ, λ) derart, dass
lim
ξ→−∞
Y1(ξ, λ)
|Y1(ξ, λ)| = X1(λ), limξ→+∞
Y2(ξ, λ)
|Y2(ξ, λ)| = −X2(λ), limξ→+∞
Y3(ξ, λ)
|Y3(ξ, λ)| = −X3(λ)
und
Y1(ξ, 0) = Y2(ξ, 0) = φ
′(ξ).
Da φ nach Konstruktion fu¨r ξ → +∞ entlang SL gegen p0 konvergiert, ist φ′ =
kY1(·, 0) = kY2(·, 0) mit einem k ∈ R und die zweite Bedingung daher nur eine Nor-
mierung. Mit Yi(λ) := Yi(0, λ) definieren wir die Evans-Funktion durch
D(λ) = det [Y1(λ), Y2(λ), Y3(λ)] .
Demzufolge ist D(λ) orientiert wie die Evans-Funktion in [20] und es ist D(+∞) > 0
[10,20].
Die heteroklinen Orbits JF und JB des Schichtproblems liefern Fronten reduzierter
Gleichungen, fu¨r die man Evans-Funktionen DF undDB definieren kann. Diese Fronten
sind stabil und die Nullstelle von DF beziehungsweise DB mit gro¨ßtem Realteil ist
λ = 0. Jones zeigt, dass jede Nullstelle vonD in einer kleinen Umgebung einer Nullstelle
von DF oder DB liegen muss. Da zudem das wesentliche Spektrum von L in der linken
Halbebene liegt, kann die Stabilita¨t des Pulses also nur durch solche Eigenwerte mit
positivem Realteil beeintra¨chtigt werden, die in einer kleinen Umgebung von λ = 0
liegen [20].
Durch die Berechnung der Umlaufzahl von D bezu¨glich eines kleinen Kreises um den
Ursprung gelingt es Jones ferner zu zeigen, dass D in der Na¨he des Ursprungs genau
zwei Nullstellen besitzt (statt D selbst betrachtet Jones eine analytische Fortsetzung
D˜, die verschwindet, wenn D verschwindet). Eine dieser Nullstellen liegt mit λ = 0
jedoch bereits fest, die zweite Nullstelle ist folglich reell. Zusammen mit D(+∞) > 0
entscheidet nun das Vorzeichen von D′(0) daru¨ber, ob die zweite Nullstelle negativ oder
positiv ist.
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Zur Berechnung von sgnD′(0) benutzen wir die (x, y, z)-Koordinaten aus dem Existenz-
beweis und fixieren φ derart, dass φ(0) ∈ Σ1. Desweiteren sei ψ beschra¨nkte Lo¨sung
des adjungierten Problems
ψ′ = −A(ξ, 0)Tψ = −DF (φ(ξ))Tψ.
Die Matrix −DF (p0)T ist hyperbolisch mit den Eigenwerten βi = −αi(0), also
Re β1 < 0 < Reβ2 < Re β3.
Mit X∗i bezeichnen wir die zugeho¨rigen normierten Eigenvektoren, fu¨r dieXi(0)·X∗i > 0
gilt. Da ψ beschra¨nkt ist, folgt
lim
ξ→+∞
ψ(ξ)
|ψ(ξ)| = ±X
∗
1 , lim
ξ→−∞
ψ(ξ)
|ψ(ξ)| ∈ span{X
∗
2 ,X
∗
3}.
Wir wa¨hlen ψ so, dass limξ→+∞(ψ(ξ)/|ψ(ξ)|) = X∗1 . In [25] wird gezeigt, dass dann
lim
ξ→−∞
ψ(ξ)
|ψ(ξ)| = X
∗
2 (6.20)
und ein σ > 0 existiert mit
ψ(0) = σ(0,−1, 0) (6.21)
(damit liegt ψ(0) selbst nicht in Σ1). Mit dieser Wahl der Funktionen ψ und Y3(ξ, λ)
gilt
Lemma 6.3 det [ψ(0), φ′(0), Y3(0)] > 0.
Beweis Betrachte zuna¨chst zu beliebigem ξ ∈ R die Funktion
θ(ξ) = det
[
ψ(ξ)
|ψ(ξ)| ,
φ′(ξ)
|φ′(ξ)| ,
Y3(ξ, 0)
|Y3(ξ, 0)|
]
.
Da ψ als Lo¨sung des adjungierten Problems sowohl senkrecht auf φ′ als auch auf Y3(·, λ)
steht, ist θ(ξ) 6= 0 fu¨r alle ξ ∈ R. Durch die jeweiligen Orientierungen folgt desweiteren
lim
ξ→+∞
θ(ξ) = det [X∗1 ,−X2(0),−X3(0)] .
Die Vektoren X∗1 ,−X2(0) und −X3(0) sind dabei O(δ)-kleine Sto¨rungen der entspre-
chenden Vektoren X˜∗1 ,−X˜2(0) und −X˜3(0) bei δ = 0,
X˜∗1 =
1√
a2µs2 + a2 + µs2

−aµ
s
a
−µs

 , −X˜2(0) = 1√
1 + a2

 10
−a

 ,
− X˜3(0) = 1√
1 + µs2

 −1−µs
0

 .
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Dabei ist µs = c02 −
√
c2
0
4 − a. Fu¨r diese Vektoren berechnet man
det[X˜∗1 ,−X˜2(0),−X˜3(0)] > 0 und da δ0 > 0 klein ist, gilt demnach auch
det [X∗1 ,−X2(0),−X3(0)] > 0.
Somit ist θ(ξ) > 0 fu¨r alle ξ ∈ R und insbesondere ist θ(0) > 0. Hieraus ergibt sich die
Behauptung. 
Nach Lemma 3.8 gilt
D′(0) =
1
|ψ(0)|2 det
[
ψ(0), φ′(0), Y3(0)
] ∫ +∞
−∞
DcF (φ(ξ), c0) · ψ(ξ) dξ
und das heart of the matter ist damit das Vorzeichen von
M =
∫
+∞
−∞
DcF (φ(ξ), c0) · ψ(ξ) dξ. (6.22)
Dieses la¨sst sich aus dem Beweis von Satz 6.1 gewinnen.
Dazu betrachten wir noch einmal die Gleichungen (6.11) und (6.12) beziehungsweise
die Funktionen A1(c, δ, 1/T ) und A2(c, δ, 1/T ) aus (6.13).
Im Existenzbeweis wurde gezeigt, dass δ durch A2(c, δ, 1/T ) = 0 lokal als Funktion
von c und 1/T definiert werden kann. Aus der entsprechenden Darstellung (6.14) folgt
wegen z∗ 6= 0 aber, dass man hieraus auch 1/T als Funktion von c und δ gewinnen
kann,
1
T
=
δ
z∗
+O(δ2 + (c− c∗)2). (6.23)
Hiermit und da b1e
−α∗uT als Funktion von c−c∗ und δ von sogar beliebig hoher Ordnung
ist, folgt
ρ(c, δ) := A1
(
c, δ,
1
T
(c, δ)
)
= −µ1(0)(c − c∗)− µ2(0)δ +O(δ2 + (c− c∗)2). (6.24)
Fu¨r (c, δ) nahe (c∗, 0) ist dabei ∇ρ(c, δ) 6= (0, 0). Die Niveaulinien von ρ(c, δ) sind somit
regula¨re Kurven in der (c, δ)-Ebene. Die Kurve {(c, δ) : ρ(c, δ) = 0} ist dabei genau
die im Existenzbeweis konstruierte (c, δ∗(c))-Kurve, also
ρ(c, δ) = 0⇔ δ = δ∗(c).
Die Funktion ρ(c, δ) spielt nun die entscheidende Rolle, da sie nach Konstruktion die
y-Differenz von W u(p0) und W
s(SL) = W
s(p0) auf Σ1 in Abha¨ngigkeit von c und δ
misst, also einen signierten Abstand von W u(p0) und W
s(p0) definiert.
Fixiert man insbesondere δ als δ = δ0, so misst
ρ0(c) := ρ(c, δ0)
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den Abstand bezu¨glich der y-Richtung von W u(p0) undW
s(p0) auf Σ1 in Abha¨ngigkeit
von c. Da zudem −µ1 < 0, gilt
dρ0(c)
dc
∣∣∣∣
c=c0
< 0. (6.25)
Nun la¨sst sich das Vorzeichen des Melnikov-Integrals M in (6.22) bestimmen. Das
Integral misst den Abstand von W u(p0) und W
s(p0) auf Σ1 in erster Ordnung in c –
allerdings in Richtung von ψ(0). Da ψ(0) wegen (6.21) in negative y-Richtung zeigt,
folgt aus (6.25) somit
M > 0.
Infolgedessen gilt D′(0) > 0. Mithin sind die schnellen Pulse stabil.
Die Shilnikov-Koordinaten im Sinne von Satz 2.8 ermo¨glichen also nicht nur einen ele-
ganten Beweis der Existenz. Vielmehr liefern sie auch die wichtige Information, wie
sich stabile und instabile Mannigfaltigkeit bezu¨glich c schneiden, in einer vergleichbar
leicht zuga¨nglichen Weise. Wa¨hrend das Vorzeichen von D′(0) in [20] mit sehr ausge-
klu¨gelten, aber doch speziellen Argumenten hergeleitet wird, ist das oben geschilderte
Vorgehen wohl fu¨r allgemeinere singula¨r gesto¨rte Gleichungen mo¨glich, die in der Na¨he
einer langsamen Mannigfaltigkeit die Fenichel-Normalform (2.13) besitzen.
7 Intermedia¨re Pulse
7.1 Konstruktion
Fu¨r a = 12 ist c
∗ = w∗ = 0. In dieser Situation koinzidieren die singula¨ren Orbits Γs0
und Γf0 und bilden den heteroklinen Zyklus Γ0 von p0 nach p1. Krupa, Sandstede und
Szmolyan [25] zeigen, dass in der Na¨he von (ε, c, a) = (0, 0, 12) homokline Orbits zu p0
als Sto¨rungen von Γ0 existieren. Diese Orbits liefern die intermedia¨ren Pulse.
Satz 7.1 ([25]) In der Na¨he des Punktes (c, ε, a) = (0, 0, 12) existiert im Bereich c >
0, ε > 0, a < 12 des (c, ε, a)-Raumes eine Fla¨che H, so dass zu jedem Punkt (c, ε, a) ∈ H
ein zu p0 homokliner Orbit Γ(c, ε, a) existiert. Dieser liegt nahe Γ0.
Fu¨r die Fla¨che H und die Orbits Γ(c, ε, a) gilt
(i) Die Zuordnung (c, ε, a) 7→ Γ(c, ε, a) ist stetig und
lim
c,ε→0,
a→1/2
Γ(c, ε, a) = Γ0.
(ii) Γ(c, ε, a) ist eindeutig bestimmt: Ist Γ ein homokliner Orbit von (4.1) zu Parame-
tern (c, ε, a) hinreichend nahe an (0, 0, 12 ) und liegt Γ in einer Umgebung von Γ0,
so ist (c, ε, a) ∈ H und Γ = Γ(c, ε, a).
(iii) Fu¨r festes a ≈ 12 ist die Kurve Ha = {(c, ε) : (c, ε, a) ∈ H} gegeben als
Ha = {(c, εa(c)) : c ∈ [0, c∗(a)]}
mit einer C2-regula¨ren Funktion εa.
(iv) Zu jedem a ≈ 12 besitzt die Funktion εa ein eindeutiges Maximum in [0, c∗(a)].
Ferner ist ε′a(0) = 0.
(v) Ist a < 12 , so na¨hert sich Γ(c, ε, a) fu¨r c → 0 dem ebenen Orbit Γs0 an. Fu¨r
c→ c∗(a) konvergiert Γ(c, ε, a) gegen den singula¨ren Orbit Γf0.
Satz 7.1 wird in a¨hnlicher Weise wie Satz 6.1 bewiesen. Es seien dazu (x, y, z) die
Koordinaten aus Abschnitt 6.1 und α := a − 12 . Die Grundidee ist auch hier, dass ein
homokliner Orbit zu p0 genau dann existiert, wenn
Π(W u(p0) ∩ Σ1) ∈W s(SL) ∩ Σ2. (7.1)
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In den (x, y, z)-Koordinaten lassen sich die Positionen vonW u(p0)∩Σ1 undW s(SL)∩Σ2
nun in Abha¨ngigkeit von α, c, δ und z darstellen als
W u(p0) ∩ Σ1 = (∆, ν0α+ ν1c+ ν2δ,O(δ)) +R1,
W s(SL) ∩ Σ2 = (ν3α+ ν4c+ ν5z,∆, z +O(δ)) +R2.
(7.2)
Der Restterm R1 ist quadratisch in c, α und δ, der Restterm R2 ist quadratisch in
c, α, δ und z. Die Koeffizienten νi werden a¨hnlich wie im letzten Abschnitt durch
Melnikov-Rechnungen bestimmt.
Lemma 7.2 ([25]) Es gilt ν0, ν1, ν2, ν3, ν5 < 0 und ν4 > 0.
Dabei gilt ν0 = ν3. Ist na¨mlich (u(ξ), v(ξ)) eine Lo¨sung von
u′ = v
v′ = −f(u),
(7.3)
so lo¨st (u˜(ξ), v˜(ξ)) := (u(−ξ), v(−ξ)) die Gleichung
u˜′ = −v˜
v˜′ = f(u˜).
Andererseits ist (u˜,−v˜) eine Lo¨sung von (7.3) und somit
(u0, v0) ∈W u(p0) ⇔ (u0,−v0) ∈W s(p0),
(u0, v0) ∈W u(p1) ⇔ (u0,−v0) ∈W s(p1).
Demzufolge ist
dist(W u(p0),W
s(p1)) = dist(W
u(p1),W
s(p0))
und W u(p0) ∩ Σ1 ha¨ngt fu¨r c = δ = w = 0 auf dieselbe Weise wie W s(p1) ∩ Σ2 von α
ab, d. h. ν0 = ν3.
Analog zu (6.7) ergeben sich hier die Darstellungen
W u(p0) ∩ Σ1 = (∆,−κ0α− κ1c− κ2δ,O(δ)),
W s(SL) ∩ Σ2 = (−κ0α+ κ3c− κ4z +O(δ),∆, z +O(δ))
(7.4)
mit
κ0 = −ν0 +O(α), κ1 = −ν1 +O(c, α, δ, z), κ2 = −ν2 +O(c, α, z, δ),
κ3 = ν4 +O(c, α, δ, z), κ4 = −ν5 +O(c, α, δ, z).
Mit den Informationen u¨ber die Abbildung Π : Σ1 → Σ2 aus Satz 2.8 gelangt man in
diesem Fall zuna¨chst auf die Gleichungen
(b1e
−α∗uT , z) = (−κ0α− κ1c− κ2δ,O(δ)),
(b2e
−α∗sT , zˆ) = (−κ0α+ κ3c− κ4zˆ, zˆ)
zˆ = z + δT +O(δ)
(7.5)
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und durch Einsetzen von zˆ schließlich auf
b1e
−α∗uT = −κ0α− κ1c− κ2δ (7.6)
b2e
−α∗sT = −κ0α+ κ3c− κ4δT +O(δ). (7.7)
Fu¨r festes α = 12 − a > 0 definieren diese Gleichungen (7.6) und (7.7) ε = δc als C2-
Funktion von c,
εa : [0, c
∗(α)]→ R+,
mit εa(0) = εa(c
∗(α)) = 0, ε′a(0) = 0, ε′a(c∗(α)) < 0. Außerdem besitzt εa ein eindeu-
tiges Maximum in [0, c∗(α)], woraus sich die Aussage von Satz 7.1 ergibt (vgl. [25]).
Abbildung 7.1: Die Kurve (c, εa(c))
7.2 Stabilita¨tswechsel
Es sei nun a / 12 . Der Orbit Γ(c, εa(c)) entspricht fu¨r c ≈ 0 dann einem langsamen
Puls Γs und fu¨r c ≈ c∗(a) einem schnellen Γf . Die Kurve (c, εa(c)) schafft im Parame-
terraum also eine Verbindung von langsamen zu schnellen Pulsen. Da die langsamen
Pulse instabil und die schnellen Pulse stabil sind, muss entlang der Verbindungskurve
ein Stabilita¨tswechsel stattfinden. Die Frage, in welchem Punkt dieser Stabilita¨tswechsel
passiert, ist meines Wissens noch offen und auch in dieser Arbeit wird sie nicht gekla¨rt.
Jedoch werde ich erla¨utern, warum das Maximum (cM , εM ) der (c, ε)-Kurve ein geo-
metrisch interessanter Punkt ist und zumindest die Vermutung nahe liegt, dass der
Wechsel von instabil zu stabil genau in (cM , εM ) vor sich geht.
Analog zum Vorgehen in Abschnitt 6.2 modifizieren wir die Schnittgleichungen (7.6)
und (7.7) durch einen signierten Melnikov-Abstand r und betrachten mit δ = εc somit
die Gleichungen
r = −b1e−α∗uT − κ0α− κ1c− κ2δ (7.8)
0 = −b2e−α∗sT − κ0α+ κ3c− κ4δT +O(δ). (7.9)
Diese Gleichungen (7.8) und (7.9) entsprechen der Situation, in derW u(p0) undW
s(p0)
sich auf Σ1 genau mit der y-Differenz r verfehlen.
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Wir formulieren nun eine zusa¨tzliche Annahme, die eine fu¨r den Fall der schnellen
Pulse in Abschnitt 6.2 bewiesene Eigenschaft in natu¨rlicher Weise auf den Fall der
intermedia¨ren Pulse u¨bertra¨gt:
(H) In einer Umgebung der Kurve (c, εa(c)) existieren glatte Funktionen θ(c, ε) und
ρ(c, ε) mit ∇ρ(c, ε) 6= (0, 0), so dass ein Quadrupel (c, ε, T, r) die Gleichungen
(7.8), (7.9) genau dann lo¨st, wenn T = θ(c, ε) und r = ρ(c, ε) gilt.
Es sei nun ein ε0 ∈ [0, εM ] fest gewa¨hlt und wieder ρ0(c) := ρ(c, ε0). Ist ε0 < εM , so
existieren cl, cr ∈ [0, c∗], cl < cM < cr, mit εa(cl) = ε0 = εa(cr) und es gilt
dρ0(c)
dc
∣∣∣∣
c=cl
> 0,
dρ0(c)
dc
∣∣∣∣
c=cr
< 0. (7.10)
Im Fall ε0 = εM ist entsprechend
dρ0(c)
dc
∣∣∣∣
c=cM
= 0. (7.11)
Abbildung 7.2: Schematische Darstellung der Kurve
S
c
W u(p0)∩Σ1×{c} und der Fla¨che
S
c
W s(p0)∩
Σ1 × {c}
Die Argumentation in Abschnitt 6.2 und allgemeiner die Lemmata 3.7 und 3.8 verdeut-
lichen, welche Bedeutung die Gro¨ßen (7.10) und (7.11) fu¨r die Stabilita¨t der entspre-
chenden Pulse haben ko¨nnen. Es gilt na¨mlich nun
Lemma 7.3 Unter der Annahme (H) gilt fu¨r die Evans-Funktion D(λ) des Pulses
Γ(c, εa(c))
sgnD′(0) = sgn(c− cM ).
Im Fall c = cM gilt insbesondere D
′(0) = 0.
Auch wenn die Details noch fehlen, liefert Lemma 7.3 zumindest ein Indiz, dass alle
Pulse Γ(c, εa(c)) mit c < cM instabil, alle mit c > cM stabil sein ko¨nnten (Γ(cM , εM )
selbst wa¨re durch den doppelten Eigenwert λ = 0 ebenfalls instabil). Damit liegt die
Vermutung nahe, dass der Wechsel von instabil zu stabil wirklich im Punkt (cM , εM )
geschieht.
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Ob die Argumentation in dieser Form funktioniert und etwa D′(0)D(+∞) > 0
tatsa¨chlich – wie von Jones in [20] fu¨r den Fall der schnellen Pulse gezeigt – ein hin-
reichendes Kriterium fu¨r die Stabilita¨t der intermedia¨ren Pulse ist, bleibt zu kla¨ren.
Auch die Annahme (H), die ich trotz etlicher Anhaltspunkte bisher nicht entlang der
gesamten (c, εa(c))-Kurve beweisen konnte, wa¨re Gegenstand anschließender Untersu-
chungen.
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Zusammenfassung
Die FitzHugh-Nagumo-Gleichungen besitzen Puls-Lo¨sungen zu unterschiedlichen Ge-
schwindigkeiten c. In dieser Arbeit wird ein U¨berblick der Existenz und Stabilita¨t die-
ser Pulse gegeben. Dazu werden die geometrische singula¨re Sto¨rungstheorie (Fenichel-
Theorie) und der Ansatz der Evans-Funktion in allgemeinerer Form dargestellt. Im
eigentlichen Hauptteil der Arbeit werden dann zuna¨chst die langsamen Pulse konstru-
iert und ein zu [14] alternativer Beweis ihrer Instabilita¨t gefu¨hrt. Die schnellen Pulse
wurden in [25] durch Shilnikov-Koordinaten konstruiert. Dieser Existenzbeweis wird in
der Arbeit dargestellt. Die Stabilita¨t der schnellen Pulse wurde von Jones [20] durch
geometrische Argumente bewiesen. In dieser Arbeit wird gezeigt, wie die dafu¨r wich-
tigen geometrischen Informationen aus den Shilnikov-Koordinaten gewonnen werden
ko¨nnen. Desweiteren wird die ebenfalls in [25] entwickelte Konstruktion einer dritten
Art von Pulsen bei a = 12 wiedergegeben. Hierbei entsteht im Parameterraum eine
Verbindungskurve zwischen langsamen und schnellen Pulsen, entlang derer es zu ei-
nem Stabilita¨tswechsel kommt. Wo dieser Wechsel von instabil zu stabil passiert, ist
noch nicht gekla¨rt. Es wird jedoch in dieser Arbeit erla¨utert, weshalb der Punkt des
Stabilita¨tswechsels vermutlich im Maximum der Kurve liegt.
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