We introduce a family of binary array codes of size t2n, correcting multiple phased burst erasures of size t. The codes achieve maximal correcting capability, i.e. being considered as codes over GF (2 t ) they are MDS. The length of the codes is n = P L =1 0 t 1 , where L is a constant or is slowly growing in t. The complexity of encoding and decoding is proportional to rnmL, where r is the number of correctable erasures, and m is the smallest number such that 2 t = 1 modulo m. This compares favorably with the complexity of decoding codes obtained from the shortened general Reed-Solomon codes having the same parameters.
Introduction
Let t 2 k bits of information be encoded in a t 2 n bit array, n > k. Due to some reasons the data stored in several columns can be lost or corrupted. We assume that we know in which columns it has happened. The data they carry is said to be erased. Such erasures are also referred to as phased burst erasures. Our purpose now is to reconstruct the missing data. Problems of this type arise, for example, in storage systems, information transmission over parallel channels, networks with packet transmission. Sometimes erasures may be deliberately declared for the sake of increasing performance. For example, if the n pieces of information do not arrive simultaneously, it is possible to reconstruct all the data from the partial information at our possession, while considering the remaining pieces as erased [6] .
A binary array code C(t; n; r) corrects up to r phased burst erasures, i.e. reconstructs the correct codeword when at most r columns have been erased. Clearly, the problem of constructing such a code is equivalent to nding a code over GF (2 t ) with minimum distance r+1. The maximal error correcting capability of such codes is achieved if they are MDS, i.e. they correct up to n 0 k erasures [10] .
A binary C(t; n; r) code can be obtained from the Reed-Solomon [n; n 0 r; r + 1] code over GF(2 t ), where n 2 t 0 1. A codeword can be regarded as a vector of n symbols belonging to GF (2 t ), where each symbol is a t-bit column. With slight abuse of terminology, we say that n is the length of the array code.
The conventional decoding procedure consists of calculating syndrome followed by computing the values of erasures. This can be done using the Forney algorithm [8] (actually, this algorithm was suggested earlier by Parker [11] for the purpose of inverting Vandermonde matrices. All the operations here are implemented in GF (2 t ). The complexity of the best known decoding algorithms is proportional to rnt log t log log t bit operations [2] . Since we need calculation of the syndrome, decoding cannot be simpler than being proportional to rnt bit operations. So, the question is if it is possible to design codes achieving the maximum possible erasure-correcting capability, and having complexity of decoding proportional to rnt.
A class of such codes were constructed by Blaum and Roth [3] (for earlier results see [9] , [15] , [4] and their references). Having complexity of decoding proportional to rnt, the Blaum-Roth codes are of length at most t + 1, and t is of the form p 0 1 for some prime p. These constraints are quite restrictive.
Here we propose a new class of C(n; t; r) array codes with maximal erasure-correcting capability. The length of the codes is n P L =1 t , for some L < t. If L is chosen to be constant and independent of t, then the codes have length proportional to t L . Let m be the minimal number such that m > t; mj2 t 0 1. Complexity of decoding the proposed codes is of order rnmL, i.e. if m is close to t and L is constant, then it is proportional to rnt.
If L < log t log log t the decoding complexity is still better than for general shortened Reed-Solomon codes. If L = 1 and m is prime, t equals m 0 1, and our construction coincides with the one of Blaum-Roth for n t.
The basic idea is that we use a shortened Reed-Solomon code over the eld GF (2 t ) dened by a nonprimitive polynomial M(x), having a root of order m > t. It is desirable to have m as close as possible to t. Considering the elements of the eld as polynomials in , we pick only those columns of the parity check matrix of the RS code that correspond to the elements with at most L nonzero coecients.
The essential simplication is achieved by implementing the computations in the ring dened modulo the polynomial x m 0 1. In this ring, the multiplication by a power of turns out to be a cyclic shift. The paper is organized as follows. In section 2 we discuss relations between the initial eld and the corresponding ring. We dene the code by its parity check matrix H, and prove that it achieves the maximal correcting capability. In the next section we give an example of decoding the C(20; 210; 2) bit array code. In section 4 we formulate the decoding scheme for multiple erasures.
Construction
Let the eld F = GF (2 t ) be dened modulo a non-primitive irreducible polynomial M(x) of degree t. The elements of F are the polynomials of degree at most t 0 1. Denote by a root of M(x). Since M(x) is not a primitive polynomial, has order m, where m > t, is a factor of 2 t 0 1, i.e., 2 t = 1 modulo m. Hence, is also a root of x m 0 1 = M(x)g(x). Now, we may dene the extended polynomials ring R, modulo x m 0 1. The elements of R are polynomials of degree less than m, over GF (2) . To avoid confusion between the elements of F and the elements of R, we use Greek letters for the elements of F , and bold Latin letters for the elements of R.
Notice that for t = p 0 1, where p is a prime for which 2 is a primitive element of GF (p), m equals p, and M(x) is of the form x t +x t01 +. . .+x+1. The following table presents the parameters of some elds and their extended rings. Proof Assume a set of` t elements has been chosen, f i j ; 0 i j < t; j = 0; . . . ;`0 1g such that, f() = P l01 k=0 i k = 0 . Then is a root of a polynomial of degree < t, a contradiction to M(x) being the minimal polynomial of . Notice that there are 2 m0t values of a such that T 01 (a) = , namely, a = T () + kM; k 2 GF (2 m0t ) .
Furthermore, let us dene the rotation operator R`as: R`(a) = (a 0+`; a 1+`. . . a m01+`) ;
where the indices are modulo m. Multiplying an element a 2 R by is simply a cyclic shift of a. Namely l a = R`(a). Moreover, since ` = T 01 (`a), it is easy to verify that ` = T 01 (R`(a)), where t ; . . We now dene the array code C(t; n; r), n N. A codeword c 2 C is a vector over F of length n (evidently, c can be also regarded as a t 2 n array over GF (2) . . .
Here i 2 B L ; i = 0; 1; . . . ; n 0 1. h i 2 F r Lemma 2 The array code C(t; n; r) is MDS code over F with minimum distance d = r + 1.
Proof Since all i , i = 0; . . . ; n 01, are distinct, the parity check matrix is a submatrix of the one of the Reed-Solomon code over F of length 2 t 0 1. So, the code is the shortened Reed-Solomon code, i.e. is MDS. 
Decoding of r erasures
In this section we address decoding of r erasures. Recall that C(t; n; r) is binary array code with n 
Assume that r columns have been erased at the coordinates 0 i 0 < i 1 < . . . < i 01 (n 0 1). Let i l 2 F be the value of the erased column in the position i l . The elements f i l g satisfy the set of r linear equations over
Here h i l 2 F r .
Indeed, it is sucient to work with the rst syndromes. Equation 
Now we are able to describe the algorithm for decoding r erasures:
Algorithm
Step 1 -Syndrome calculation in the ring R (8) The result of the step is s i = T ( i ).
The inner loop of multiplying the u k by k 2 B L requires at most L additions for each one of the m bits of u k 2 R. Since the length of the inner loop is n, and there are at most r syndromes to calculate, the complexity of calculating the syndrome is at most rnLm.
Step 2 -Calculation of the right hand side of (11) Complexity of calculating one 0 l;01 is at most rLm binary operations. It is repeated r times, once for each erasure.
Step 3 -Calculation of the left hand side of (11) : As for the left hand side of (11) Step 4 -Extract i l Notice that (11) 
For detailed description of the Euclidean algorithm for polynomials see [10, Ch.12, pp.362] . For an ecient algorithm of computing l , with complexity of order t log t 2 log log t see, for example, [1] and [5] . The value of the erased symbol, i l , is given by Lm left hand side of (11), b l rtL(t) rLm Extract i l rt log tL(t) rt log tL(t) Remarks 1. Encoding of C(t; n; r) codes can be performed using the same decoding algorithm. To do this, we consider the r redundant columns as being erased, and the encoding is just reconstructing the complete codeword from the k information columns.
2. If L = 1, actually B 1 = f i ; i = 0; . . . ; m 0 1g, and if m is prime, the codes are equivalent to the Blaum-Roth codes. Decoding can be done using the algorithm of [3] . This algorithm has the same complexity as our algorithm on all the steps but the last one, where its complexity is rm.
3. The proposed codes can be extended to C(t; n + 2; r) by appending two parity columns to the parity check matrix (in the same way of extending Reed-Solomon codes).
4. The construction of the codes can be easily generalized to elds of characteristic greater than two.
5. The proposed codes may be used for error correction as well. Notice that for many possible parameters if n r the complexity is determined by the complexity of computing the syndrome. In this case the standard Berlekamp-Massey algorithm on all stages but the one of nding the roots of 3(x), can be simplied.
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