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Abstract
The Gibbs sampler is a popular Markov chain Monte Carlo routine for generating random variates from
distributions otherwise difﬁcult to sample. A number of implementations are available for running a Gibbs
sampler varying in the order through which the full conditional distributions used by the Gibbs sampler
are cycled or visited. A common, and in fact the original, implementation is the random scan strategy,
whereby the full conditional distributions are updated in a randomly selected order each iteration. In this
paper, we introduce a random scan Gibbs sampler which adaptively updates the selection probabilities or
“learns” from all previous random variates generated during the Gibbs sampling. In the process, we outline
a number of variations on the random scan Gibbs sampler which allows the practitioner many choices for
setting the selection probabilities and prove convergence of the induced (Markov) chain to the stationary
distribution of interest. Though we emphasize ﬂexibility in user choice and speciﬁcation of these random
scan algorithms, we present a minimax random scan which determines the selection probabilities through
decision theoretic considerations on the precision of estimators of interest. We illustrate and apply the results
presented by using the adaptive random scan Gibbs sampler developed to sample from multivariate Gaussian
target distributions, to automate samplers for posterior simulation under Dirichlet process mixture models,
and to ﬁt mixtures of distributions.
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1. Introduction
Markov chain Monte Carlo methods have had a great impact on statistical applications as well
as theoretical approaches to statistical computing. One of the most popular techniques amongst
this class of methods is the Gibbs sampler as introduced to the statistics literature by [11]. The
Gibbs sampler allows the practitioner to generate samples of a multivariate random vector X =
(X(1), . . . , X(d))T distributed according to some distribution (X) difﬁcult if not impossible
to sample directly. (Throughout, superscript T will denote vector/matrix transpose.) The Gibbs
sampler accomplishes this sampling task by generating random variates from each of the full
conditional distributions; namely the distribution of each Xi given the most recently simulated
values of all the other coordinates excluding Xi denoted X−i = (X(1),X(2), . . . , X(i − 1),
X(i + 1), . . . , X(d − 1),X(d))T .
If we denote each random variate generated from the full conditional distribution of X(i)
given X−i by X(t)i , then under rather general regularity conditions, if we successively sample
from each of the full conditional distributions in an order such that, in the limit over t, all full
conditionals will be sampled inﬁnitely often, the generations X(t)i approach random variates from
the marginal distributions of each X(i). That is, we visit each coordinate of X and update the
coordinate with a sample from the corresponding full conditional distribution and in the limit,
we will have random variates from the marginal distributions. Furthermore, the joint distribution
of X(t) = (X(t)(1), . . . , X(t)(d))T approaches the joint distribution of interest, (X). This is the
essence of the Gibbs sampler, arising from the Markov chain induced by the simulation procedure
(see [28] for complete details of the theory).
One question of interest then is how to choose the order in which to generate variates from
each full conditional distribution such that we obtain samples from the distribution (X)? A num-
ber of sweep or scan strategies are available to us. One of the most commonly used schemes is
the random sweep strategy where, in each iteration of the Gibbs sampler, we randomly choose
the coordinate(s) of X to update. This random scan strategy was in fact the routine suggested
by [12] in their seminal Gibbs sampling paper. Of course, alternatives to the random scan
strategies are available. The key condition is that the chain induced by the Gibbs sampling
scheme is ergodic and in particular, each coordinate of X is visited inﬁnitely often in the limit.
We will consider many variants of this scheme in this paper, detailing the convergence theory
in each.
The random scan provides much ﬂexibility in choice of sampling strategy. In particular, if
one coordinate of X is more difﬁcult to sample, say less precise or more variable, the random
scan allows us to visit that coordinate more often [17]. Most applications and evaluations of the
random scan Gibbs sampler use an equal probability of choosing a coordinate of X to update
each iteration of the sampler. See, for example, [1,10,27]. While this updating scheme may seem
“fair,” it is counter to our intuition of visiting more variable components more often, that is using
unequal visitation or selection probabilities. The question then is, how do we choose a set of
probabilities from which we may decide which coordinate of X to update each iteration of the
random scan Gibbs sampler? And when does this set of probabilities differ markedly from equal
selection probabilities of 1/d for each coordinate, each iteration of theGibbs sampler? The general
question we address in this paper is how do we construct the optimal random scan Gibbs sampler
in terms of these selection probabilities?
In Section 2, we introduce a Gibbs sampler which updates the selection probabilities each
iteration using the random variates generated by the chain. The random scan Gibbs sampler is
thus learning from and adapting to the random variates as the chain traverses the sample space.
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We then highlight special cases of this adaptive random scan scheme which are used in the
implementations of later sections of the paper. The discussion includes details on the convergence
theory for each random scan variation introduced. Nonetheless, for clear exposition, the proofs
of all results are left to the Appendix.
The strategies in Section 2 are completely general, leaving the practitioner with the choice
of objective function, within some general guidelines and restrictions, from which to determine
the selection probabilities. In Section 3, we detail a decision theoretic approach to choose this
objective function. The goal is to ﬁnd the minimax random scan, that is the set of selection
probabilities that minimizes the variance for the worst possible function h(X) of interest. The
section is concluded with a discussion of implementation issues of this minimax scan strategy. In
Section 4, we illustrate the random scan algorithms developed in the previous sections, focusing
on implementation of the minimax random scan in particular, for sampling from Gaussian target
distributions. In Section 5,we consider posterior simulation fromDirichlet processmixturemodels
to illustrate how the random scan strategy may be used to optimally automate visitation schedules
when multiple updates of components of a random vector are made each iteration of the sampler.
In Section 6, we apply the random scan methodology developed in the paper to analyze the galaxy
data of [21], a benchmark example for ﬁtting mixtures of distributions. As already mentioned, for
clarity of exposition, all proofs and mathematical details of the results in the paper are presented
in Section 7, the Appendix.
2. Variations on the random scan
Assume we wish to simulate a continuous random d-vector X = (X(1), . . . , X(d))T with
distribution (X). Further suppose that all full conditional distributions (X(i) | X−i ), i =
1, . . . , d, where X−i = {X(j) : j = i}, are available in the sense that a sample can readily
be drawn from the distributions. The Gibbs sampler is an iterative scheme which constructs
a Markov chain through these easy to simulate full conditionals with (X) as the equilibrium
distribution.
Formally, the Gibbs sampler updates componentsX(i) ofXwith a sample from the distribution
(X(i) | X−i ) conditioned on the current states of the other components. The order in which the
components are visited may vary. One common sweep strategy is the random scan where the
sequence in which states are visited is randomly chosen at each step. Hence, a component may
be updated multiple times per iteration.
Let {1, . . . , d} be the set of selection probabilities of visiting a component. Assume 0 < i <
1 for all i ∈ {1, . . . , d} and∑ i = 1. The random scan Gibbs sampling algorithm can be stated
as follows:
Algorithm 2.1. Random scan.
1. Select an initial point X(0) = (X(0)(1), . . . , X(0)(d))T and selection probabilities  =
(1, . . . , d)T .
2. On the tth iteration
a. Randomly choose i ∈ {1, . . . , d} with probability i ;
b. Generate X(t)(i) ∼ (X(i) | X(t−1)−i ).
3. Repeat step two until reaching equilibrium.
Note that on each iteration, t, a single component X(i) is updated so X(t)−i = X(t−1)−i .
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The chain {X(i)}ni=1 derived from the random scan Gibbs sampler is Markov with invari-
ant distribution . The transition function is a weighted sum of the full conditional
probabilities
PRS(X(t) | X(t−1)) =
d∑
i=1
i (X
(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i ) (1)
since, as seen in step two of Algorithm 2.1, any component may be updated during a given
iteration. The weights, i , are the probabilities a component i is visited during an iteration.
The random scan Gibbs sampler is characterized by selection probabilities  = (1, . . . ,
d)T . These probabilities determine the percentage of visits to a speciﬁc site or compon-
ent of the d-vector of interest X during a run of the sampler. Intuitively, the more difﬁcult a
given marginal is to understand or describe, the more often we should visit that component
in our sweep strategy. In the following subsections, we discuss alternative methods for choos-
ing selection probabilities for updating components in the Gibbs sampler. In each case, con-
vergence of the corresponding random scan Gibbs sampler to the equilibrium distribution is
proven.
In Section 2.1, we choose selection probabilities each iteration t of the random scan Gibbs
sampler from an objective function dependent on all previous variates generated. In Section 2.2,
we discuss special cases of this adaptive random scan Gibbs sampler which are used in subsequent
sections of the paper in the theoretical and practical developments on implementing the proposed
algorithms. In each sampler discussed, we lose the Markovian structure typically enjoyed by
the Gibbs sampler. However, we show that the induced chains still converge to the requisite
equilibrium distribution. In Section 2.3, we further discuss issues and strategies for implementing
the random scan schemes developed.
The presentation in this section is completely general to allow the user much ﬂexibility in
application, particularly in the choice of objective function or decision criterion from which to
choose the selection probabilities. Suggested implementation of these theoretical results will be
introduced and discussed in Sections 3–6.
2.1. Adaptive random scan
Assume a sample of a random d-vector X with distribution (X) is desired. Consider a mod-
iﬁcation of the random scan procedure whereby, rather than ﬁxing the selection probabilities
prior to initiating the sampler as in step one of Algorithm 2.1, change  each iteration as a
function of all samples generated up to iteration t, X(0), . . . ,X(t−1), to update the selection
probabilities for obtaining a new random variate X(t). Therefore, both  and X are updated
every step of the sampler. Denote such a selection probability by (t)(X(0), . . . ,X(t−1)), to
represent the selection probabilities at the tth iteration as a function of all the random vari-
ates generated up to t. Let R(t) (|X(0), . . . ,X(t−1)) denote the decision criterion from which
 is chosen each iteration t. This idea can be formalized through an adaptive random scan
strategy.
Algorithm 2.2. Adaptive random scan.
1. Initialize
2. Select an initial point X(0) = (X(0)(1), . . . X(0)(d))T and selection probabilities (0) =
((0)1 , . . . , 
(0)
d )
T
.
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3. On the tth iteration
a. Choose (t)(X(0), . . . ,X(t−1)) ← R(t) (|X(0), . . . ,X(t−1)) for some objective function
R;
b. Randomly choose i ∈ {1, . . . , d} with probability (t)i (X(0), . . . ,X(t−1));
c. Generate X(t)(i) ∼ (X(i) | X(t−1)−i ).
4. Repeat step two until reach equilibrium.
The adaptive random scan utilizes all sample points in step two to update the selection proba-
bilities and does not “throw away” any generations. The scheme is called adaptive exactly for this
reason: the criterion R(|X(0), . . . ,X(t−1)) is modiﬁed as the chain is traversed according to all
samples previously collected. In Section 3, we will consider decision criteria R for choosing an
optimal set of selection probabilities.
The chain {X(i)}ni=0 induced by the adaptive random scan of Algorithm 2.2 is obviously
not Markov. The distribution of X(t) at a given iteration t of the adaptive random scan Gibbs
sampler is
t (A) ≡ PARS(X(t) ∈ A)
=
∫
A
d∑
i=1
i (X(0), . . . ,X(t−1))(X(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i )
0(dX(0)) · · · t−1(dX(t−1)) dX(t)
deﬁned over all measurable sets A where j is the distribution of X(j) and
P((1), . . . , (t−1)|X(0), . . . ,X(t−1)) denotes the distribution of the selection probabilities given
the random variates generated through the (t − 1)st iteration.
Convergence in total variation norm is still obtained as seen by the following theorem.
Theorem 2.1. Suppose that
a. (t)(X(0), . . . ,X(t−1)) →  almost everywhere for ﬁxed  = (1, . . . , d) ∈ (0, 1)d ,∑di=1 i= 1; and
b. the random scan Gibbs sampler with ﬁxed selection probabilities  induces an ergodic Markov
chain with stationary distribution .
Then
∥∥t − ∥∥T V → 0 as t → ∞.
Condition (a) of Theorem 2.1 assumes that the decision criterion R is chosen in such a way
that the selection probabilities at iteration t are a function of the variates X(0), . . . ,X(t−1) though
converging to a ﬁxed set of selection probabilities . The Gibbs sampler of condition (b) is thus
Algorithm 2.1. The almost sure convergence assumed in condition (a) is with respect to the
canonical probability over the distributions j of X(j), j = 1, . . . , t − 1.
The proof of Theorem2.1, presented in theAppendix, follows a simple line of intuition. Suppose
we perform the adaptive scan as a burn-in process, running Algorithm 2.2 B iterations and then
implement the random scan Gibbs sampler of Algorithm 2.1 with initial value X(0) = X(B)
and selection probabilities permanently ﬁxed at  = (B). Under such a scenario, the chain
will converge. Now, in an adaptive scan Gibbs sampler, as t approaches inﬁnity, the selection
probabilities (t)(X(0), . . . ,X(t−1)) are converging to  almost surely. Hence, the adaptive chain
{X(i)}ni=0 is approaching a chain induced by a random scan Gibbs sampler characterized by
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selection probabilities . This random scan Gibbs chain in turn converges in distribution to  as
t approaches inﬁnity. The adaptive random scan chain, once in an -neighborhood of the random
scan Gibbs chain, will have identical convergence properties.
2.2. Markov processes and adaptive random scan strategies
The random scanGibbs sampler presented in Section 2.1 is themost general form of an adaptive
random scan strategy in that the choice of selection probabilities  depends at iteration t on the
history of the generated chain {X(i)}ti=1. However, in practice, we ﬁnd that the adaptation of
the selection probabilities need not (1) guarantee updating every component of X each iteration,
nor (2) be based on the complete history of the generated chain, nor (3) be performed every
iteration. These adaptation strategies, each special cases of Algorithm 2.2, are drawn upon in
the development and discussion of implementation strategies in the latter sections of the paper,
thus warranting the brief exposition in this subsection. We begin in Section 2.2.1 by detailing
what we have termed the probability-based random scan from which the convergence theory of
the random scan schemes addressing these three adaptation strategies is based. Interestingly, the
theoretical underpinnings reveal Gibbs samplers that induce Markov chains over the completed
process {X(i), (i)}, thus further motivating the initial brief interlude, but detailed exposition in
Section 2.2.1. Section 2.2.2 introduces the practical twist of the theory for addressing the ﬁrst
adaptation strategy and Section 2.2.3 introduces the random scan scheme to address the second
and third adaptation strategies.
2.2.1. Probability-based random scan
Consider a random scan strategy that, each iteration t, chooses selection probabilities (t) by
generating from a distribution function dependent on the current state of the selection probabilities
(t−1).
Algorithm 2.3. Probability-based random scan.
1. Select an initial point X(0) = (X(0)(1), . . . X(0)(d))T and selection probabilities (0) =
((0)1 , . . . , 
(0)
d )
T
.
2. On the tth iteration
a. Choose (t) ∼ f((t) | (t−1)) for some distribution f;
b. Randomly choose i ∈ {1, . . . , d} with probability (t)i ;
c. Generate X(t)(i) ∼ (X(i) | X(t−1)−i ).
3. Repeat step two until reaching equilibrium.
A few remarks are necessary. First, a deterministic choice for (t) every iteration may be set by
assuming f is a point mass on the ﬁxed values, say (t) = ((t−1)), for some mapping func-
tion . For example, if  is the identity function,  = (), then the probability-based random
scan reduces to the random scan of Algorithm 2.1. Second, note that for ﬁxed f, the transition
kernel of the adaptive random scan of Algorithm 2.2 is equivalent to that of the probability-
based random scan of Algorithm 2.3, though f here does not depend on selection probabilities
from previous iterations, i.e., (t−1). Third, notice that f is independent of the elements of
the chain {X(i)}ni=0. Fourth, the extended process {X(i), (i)}ni=0 exhibits the Markov property.
The subchain {X(i)}ni=0, however, does not necessarily retain the Markov property due to the
structure of the  process. This observation may be easily seen from the distribution of the tth
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iterate X(t)
t;PRS(A) ≡ PPRS(X(t) ∈ A)
=
∫
A
∫ d∑
i=1
(t)i (X
(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i )
×f((t)|(t−1)) P ((1), . . . , (t−1)|X(0), . . . ,X(t−1))
×d(t) · · · d(1) 0(dX(0)) · · · t−1(dX(t−1)) dX(t) (2)
deﬁned over all measurable sets A where again j is the distribution of X(j) and
P((1), . . . , (t−1)|X(0), . . . ,X(t−1)) denotes the distribution of the selection probabilities given
the random variates generated through the (t −1)st iteration. Nonetheless, the subchain {X(i)}ni=0
induced by the probability-based random scan Gibbs sampler in Algorithm 2.3 converges to the
distribution .
Theorem 2.2. Let {Y}ni=0 = {X(i), (i)}ni=0 be an ergodic Markov chain induced by the proba-
bility-based random scan Gibbs sampler. Then (X) is the limiting distribution of the subchain
{X(i)}ni=0.
The proof of Theorem 2.2 in the Appendix is based on the completion Gibbs sampler concept of
[25]. Note that the ergodicity assumption on the chain {Y(i)}ni=0 is a restriction on the distribution
f(
(t)|(t−1)). Furthermore, Theorem 2.2 subsumes the random scan Gibbs sampler in which we
avoid sampling the same component in consecutive iterations. If site X(j) is updated at iteration
t − 1, (t) could be deﬁned as the (d − 1)-vector  \ j .
The probability-based random scanmay be generalized one-step further by assuming the condi-
tional distribution from which the selection probabilities (t) ∈ (0, 1)d are chosen each generation
changes as a function of t, the iteration count, though independently of the chain {X(j)}tj=1. Denote
this function by f (t) ((t) | (t−1)).
Corollary 2.1. In the probability-based random scan Gibbs sampler, assume each iteration f
is chosen at random from a family of distributions F. Let {Y}ni=0 = {X(i), (i), f (i) }ni=0 be
an ergodic Markov chain induced by this sampler. Then (X) is the limiting distribution of the
subchain {X(i)}ni=0.
This corollary follows from completing the probability-based random scan of Theorem 2.2
one more step to include f ∈ F. As an example of the application of this corollary, imagine
implementing a probability-based randomscanGibbs samplerwhere site visitationmay followany
one of J probability distributions f (1) , . . . f (J ) . If every step of the algorithm, f (i) is chosen with
probability pi where i ∈ {1, . . . , J }, then Corollary 2.1 states that under regularity conditions,
the chain {X(i)}ni=0 generated by this sampling scheme converges in distribution to the target
distribution .
We may generalize the probability-based random scan to an adaptive random scan scheme
whereby the distribution from which the selection probabilities (t) ∈ (0, 1)d are chosen each
generation is based on the complete history of the chain, denoted by f (t)(|X(0), . . . ,X(t−1)).
Convergence in total variation is still obtained by modifying condition (a) of Theorem 2.1 to
require that f (t)(|X(0), . . . ,X(t−1)) converges almost everywhere to a distribution f() on 
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independent of the chain {X(j)}tj=1. We cannot envision a use of such a scan strategy in practice
and thus do not explore this scheme any further here.
2.2.2. Modiﬁed random scan
In developing decision criteria R for choosing selection probabilities in the adaptive ran-
dom scan of Algorithm 2.2, the selection probabilities may force deterministic sweeps of the
random d-vector X (updating a component with i probability one). A special case of Theo-
rem 2.2 details the structure within which this may occur while retaining the correct limiting
distribution (X).
Corollary 2.2. Under the conditions of Theorem 2.2, if for some N the selection probabilities
(t) ∈ [0, 1]d for tN and (t) ∈ (0, 1)d for all t > N are utilized to generate a sample with the
probability-based random scan algorithm, then (X) is the limiting distribution of the subchain
{X(i)}ni=0.
This corollary is a direct consequence of the Markov chain induced by the joint process (X, ).
The selection probabilities {1, . . . , d} under a random scan are each required to fall in the
open interval (0, 1) to ensure irreducibility of the induced Markov chain [12]. Corollary 2.2
states that the selection probabilities can be set to the values zero or one for a ﬁnite initial
period without affecting convergence properties. The corollary thus covers convergence of the
probability-based random scan Gibbs sampler when the selection probabilities at iteration t, (t),
converge to some ﬁxed ∗ ∈ (0, 1)d as t increases, a result used in Section 3 and subsequent
illustrative implementations.
2.2.3. Quasi-adaptive random scan
The probability-based random scan results up to this point have assumed that the selection
probabilities are chosen solely on distributions dependent on the selection probabilities. This
supposition may be weakened without affecting properties of the chain as long as the distribution
f does not depend on any of the samples {X(i)}ni=0. As this approach will be pursued in the
implementations discussed in subsequent sections, a description of the methodology, modiﬁed
further from Algorithm 2.3, is warranted.
Algorithm 2.4. Quasi-adaptive random scan.
1. Select an initial point X(0) = (X(0)(1), . . . X(0)(d))T and selection probabilities (0) =
((0)1 , . . . , 
(0)
d )
T
.
2. Initialization sample: on the mth step
a. Randomly choose i ∈ {1, . . . , d} with probability (0)i ;
b. Generate X(0;m)(i) ∼ (X(i) | X(0;m−1)−i ).
3. Repeat step two M times.
4. On the tth iteration
a. Choose (t) ← R(|(t−1),X(t−1;1), . . . ,X(t−1;M)) for some objective function R;
[Choose (t) ∼ f( | (t−1),X(t−1;1), . . . ,X(t−1;M)) for some distribution f]
b. Randomly choose i ∈ {1, . . . , d} with probability (t)i ;
c. Generate X(t)(i) ∼ (X(i) | X(t−1)−i );
d. Select an initial point X(t;1);
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e. On the mth step
i. Randomly choose i ∈ {1, . . . , d} with probability (t)i ;
ii. Generate X(t;m)(i) ∼ (X(i) | X(t;m−1)−i );
f. Repeat (e) M times.
5. Repeat step four until reach equilibrium.
Algorithm 2.4 ﬁxes the selection probabilities (t) each iteration t and utilizes these proba-
bilities to generate M samples via a random scan Gibbs sampler (steps 2 and 4e). The selection
probabilities (t) are chosen by generating from a distribution conditional on (t−1) and all the
points X(t−1;1), . . . ,X(t−1;M) sampled by the nested random scan. Thus, this routine is a special
case of a probability-based scanwhere the selection probabilities are chosen dependent on random
variates {X(i;M)} though independently of the random scan chain {X(i)}.
The term “quasi-adaptive” signiﬁes that Algorithm 2.4 implements an adaptive type scan of
the state space. Each iteration, the selection probabilities are updated via a sequence of sample
points from the previous iteration. Therefore, the selection probabilities are adaptively modiﬁed,
and hopefully improved, as the chain progresses. The preﬁx “quasi” is utilized to indicate that
the scan is not fully adaptive: the sample points generated are independent of the Gibbs random
variates {X(i)}ni=1, unlike the adaptive random scan of Section 2.1.
2.3. Implementation issues
The variations on the adaptive random scan and corresponding results in the previous section
are used in Section 3 to develop a method to chose the objective function R and the illustrations
of the methods developed in Sections 4–6. Nonetheless, alternative variations on these schemes,
are available to the practitioner. For example, the induced chain from Corollary 2.2 will converge
to the stationary distribution of interest as long as the selection probabilities lie in the open set
(0, 1)d with probability one or inﬁnitely often. Therefore, we may ﬁx the coordinate to update
or take a given i = 1 for a ﬁnite number of iterations of the sampler without consequence. The
key restrictions are ergodicity, which will require that each coordinate is visited inﬁnitely often.
This restriction still leaves room for many other variations as well, at the discretion of the user.
The development of the adaptive scan in Section 2.1 and further development in Section 3
proposes ﬁnding a convergent sequence of selection probabilities over the iterations of the sampler.
Furthermore, the random scan, with selection probabilities set at this limiting point, may satisfy
some optimality property over the induced Markov chain. However, if we wish only to perform
better than an ad hoc choice of a random scan with equal selection probabilities, say, we have
a number of options. For example, we may run an adaptive scan for a few iterations (burn-in)
to obtain a set of selection probabilities other than 1/d, and then ﬁx those probabilities for the
remainder of the sampler.
Alternatively, we may run the quasi-adaptive scan with a small value M. The selection prob-
abilities from this scan may not converge to an “optimal”  or even to a ﬁxed limit point of
selection probabilities, but the chain induced by the sampler will still have stationary distribution
(X). Furthermore, the selection probabilities will be chosen based on the most recent coordinate
updates and will run as an “intelligent” adaptive random scan. For example, we may implement
a quasi-adaptive scan and keep all samples generated. Though we then lose the Markov property,
by Theorems 2.1 and 2.2, in the limit, the sampler will behave like schemes of Section 2.2. We
discuss this latter strategy in Section 4.
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In the next section, we show how to obtain an optimal random scan with respect to a
given objective (risk) function. We emphasize that computational simplicity and realistic app-
lication of these random scans are of most importance. For example, in practice, we typically
wish only to out perform the standard (equal selection probability) random scan without add-
ing signiﬁcant computational cost. Therefore, suboptimal scans based on variations of the
optimal scans presented will often be more than sufﬁcient for our purposes. This theme is
reiterated throughout the random scan implementation discussions in the subsequent
sections.
3. Minimax adaptive scan
The random scan Gibbs sampler is characterized by selection probabilities 1, . . . , d .
These probabilities determine the percentage of visits to a speciﬁc site or component of the
d-vector of interest X during a run of the sampler. In the previous section, we presented a
number of algorithms useful for choosing these selection probabilities. The main input for
the user is the objective function R used each iteration of the random scan for selecting the
probabilities.
Themotivation for having the algorithmchoose the selection probabilities rather than prespecify
them is that we may be uncertain how often each site should be visited. The intuition is that the
more variable or difﬁcult to sample a component i, the larger we set the selection probability
i . This sampling availability may be characterized by the functional properties of the chain
in the sense of [23]; namely, the transition probability of the Gibbs induced (Markov) chain as
determined by the convergence rate. However, computation of the convergence rate for Markov
chain Monte Carlo algorithms is well known to be a very difﬁcult problem in practice. In this
section, an alternative measure derived from statistical decision theoretic considerations will be
developed for choosing an appropriate random scan. This approach provides for a tractable means
of choosing the selection probabilities via correlation considerations.
3.1. Risk function
Assume a random d-vector X with distribution (X) is generated by a random scan Gibbs
sampler. The sampler generates a (Markov) chain {X(i)}ni=0 with stationary distribution. Suppose
interest lies in estimating  = E(h(X)) where h ∈ L2(). The natural estimator for  is the
sample mean ˆ = 1
t
∑t
i=1 h(X(i)) based on the samples generated by the random scan Gibbs
sampler. From a decision theoretic point of view, the best sampling strategy will generate variates
X(1), . . . ,X(t) such that ˆ is as close to  = E(h(X)) as possible on average. Under squared
error loss as the measure of closeness, the best scan is chosen by minimizing the expected loss or
risk
R(t)(, h) = E
[{
ˆ − E(h(X))
}2] = VAR
(
1
t
t∑
i=1
h(X(i))
)
(3)
since ˆ is an unbiased estimator of . Writing the risk as a function of  and h is appropriate. Note
that the estimator in the classic decision theoretic sense is the sampling scheme, say , which
is characterized by . The parameter of interest is in effect the function h. Therefore, the scan 
with smallest risk for every function h ∈ L2() is desired. Any action taken as a consequence of
the risk function will apply to the variables  and h.
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The asymptotic risk
R(, h) = lim
t→∞ t VAR
(
1
t
t∑
i=1
h(X(i))
)
= VAR (h(X)) + 2
∞∑
i=1
cov
(
h(X(0)), h(X(i))
)
(4)
may alternatively be considered for choosing a random scan. Minimization of this risk function
over  is equivalent to a limiting risk efﬁciency analysis as described by [14].
Unfortunately, a non-trivial “estimator”  which minimizes the risk uniformly in h does not
exist [14]. However, we may protect against the worst possible function h ∈ L2() by minimizing
the maximum risk over this function space. Mathematically, the solution to
inf

sup
h∈L2():‖h‖=1
R(, h) (5)
is sought. The value ∗ that minimizes the maximum risk corresponds to the minimax scan.
3.2. Asymptotic variance
In order to ﬁnd the minimax scan, the risk (4) needs to be speciﬁed in more manageable
terms as a function of . Assume h ∈ L20() from here onward. All the preceding deﬁnitions
hold for this subspace of L2(). The restriction of zero mean is the same as that assumed in
earlier sections and is required for future results. We shall also write all results with the term
“Markov chain” though they still hold for the chain induced by the adaptive random scan Gibbs
sampler. The following two theorems provide a risk representation for the optimization problem.
The ﬁrst is a Central Limit Theorem presented by [22] and modiﬁed by [28] in the subsequent
rejoinder.
Theorem 3.1. If the Markov chain {X(i)}ni=0 induced by the random scan Gibbs sampler is
-mixing, then for all h ∈ L20(),
√
t
[
ˆ − E(h(X))
] D→ N(0, 2) where 2 equals the risk
function in (4).
Therefore, Theorem 3.1 provides a usable speciﬁcation of the variance of the asymptotic dis-
tribution through the asymptotic risk (4).
This variance can be further broken down through the interleaving property of [16]. It can
easily be shown that the Markov chain {X(j)}nj=0 induced by the random scan Gibbs sampler with
conjugate chainY(j) = {ij ,X(j)−ij }has the interleavingMarkovproperty [16].Here, ij is the random
variable representing the random index of the updating scheme at iteration j. The interleaving
property provides additional structure to the Markov chain beyond the Markov property through
conditional independence between subsets of the random vector X. The subsequent Lemma from
[17] follows from this property.
Lemma 3.1. Let X(0),X(1), . . . be samples generated by the random scan Gibbs sampler under
stationarity and i the random variable representing the random index in the updating scheme.
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If h(X) ∈ L20(), then
cov(h(X(0)), h(X(t))) = VAR
[
E(· · ·E(E(h(X) | i,X−i) | X) | · · ·)
]
with t conditional expectations taken alternately on {i,X−i} and X.
Deﬁne Qt(, h) = cov
(
h(X(0)), h(X(t))
)
and 	(h(X), ij )=E(· · ·E(E(h(X) | X−i1) |
X−i2) | · · · | X−ij ) where {i1, . . . ij } is a set of integers iq ∈ {1, . . . , d}; q = 1, . . . , j . Given
Lemma 3.1 and an induction argument, these t-lag covariances can be expressed as follows.
Theorem 3.2. For the Markov chain {X(i)}ni=0 induced by the random scan Gibbs sampler, the
t-lag autocovariances can be represented by
Qt(, h) =
⎧⎨
⎩
VAR
[∑d
i1,...,ir=1 i1 · · · ir	(h(X), ir )
]
, t even,∑d
is=1 isVAR
[∑d
i1,...,is−1=1 i1 · · · is−1	(h(X), is)
]
, t odd,
where r = t/2 and s = (t + 1)/2.
The t-lag covariances can be simpliﬁed further.
Corollary 3.1. For the Markov chain {X(i)}ni=0 induced by the random scan Gibbs sampler, the
t-lag autocovariances with r = t/2 and s = (t + 1)/2 can be represented by
Qt(, h) =
d∑
i1,...,ir=1
(i1 · · · ir )2 VAR (	(h(X), ir ))
+
d∑
i1,...,ir=1
d∑
m1,...,mr=1; ij =mj ,∀j
i1 · · · irm1 · · · mr
×cov (	(h(X), ir ), 	(h(X),mr))
if t is even and
Qt(, h) =
d∑
i1,...,is=1
(i1 · · · is−1)2 isVAR (	(h(X), is))
+
d∑
is=1
is
d∑
i1,...,is−1=1
d∑
m1,...,ms−1=1; ij =mj ,∀j
i1 · · · is−1m1 · · · ms−1
×cov (	(h(X), is), 	(h(X),ms))
if t is odd.
A few remarks are necessary. First, Corollary 3.1 displays the autocovariances between h(X(0))
and h(X(t)) as k-degree polynomials Qt(, h) with coefﬁcients being functions of the variances
described in Lemma 3.1. Second, VAR(h(X)) is independent of  since the variance is computed
under stationarity or with respect to . Therefore, by (4),
R(, h) = VAR(h(X)) + 2
∞∑
i=1
Qi(, h). (6)
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Third, notice that by the deﬁnition of the operator norm
sup
h∈L20():‖h‖=1
Q2(, h) = sup
h∈L20():‖h‖=1
cov
(
h(X(0)), h(X(2))
)
= 
RS2.
In a sense, the convergence rate 
RS is a portion of the more general risk function (6). Intuitively,
then, R(, h) provides more information about convergence of the Markov chain than 
RS alone.
3.3. Minimax scan
The minimax scan as deﬁned in Section 3.2 is speciﬁed by choosing selection probabilities to
minimize the function
R() = sup
h∈L20()
R(, h) = sup
h∈L20()
[
VAR (h(X)) + 2
∞∑
i=1
Qi(, h)
]
(7)
from (6). The quasi-adaptive random scan can perform this task if at each iteration t for some
M > 0 the function f((t) | (t−1),X(t−1;1), . . . ,X(t−1;M)) in step (4a) of Algorithm 2.4 returns
the minimum of the risk function R(, h) as the selection probabilities (t). The adaptive portion
of the scan applies if the coefﬁcients of Qi(, h) from Corollary 3.1 are unknown or difﬁcult
to compute analytically. Then these coefﬁcients can be estimated with the previous generations
X(t−1;1), . . . ,X(t−1;M) obtained by the sampler. If the estimators are consistent, for a large enough
M, as the Markov chain approaches stationarity, the estimates will approach the true values of the
coefﬁcients. Therefore, the selection probabilities (t) will approach the minimax solution ∗ as
desired. Of course, even for small M, the strong law of large numbers will ensure that the selection
probabilities (t) will converge on average, though perhaps not to the minimax random scan. We
will implement and discuss the ramiﬁcations of this strategy in the examples of Section 4.
Alternatively, the adaptive random scheme can ﬁnd the minimax scan against the risk function
R(, h) in (6). Note that at iteration t, only the autocovariances up through lag t are
estimable via X(0), . . . ,X(t−1). Therefore, the risk function is a sum of the ﬁrst t-lag covari-
ances Q1(, h), . . . ,Qt (, h). If the coefﬁcients of these t polynomials, as described by Corol-
lary 3.1, are unknown or difﬁcult to compute analytically, the sample points X(0), . . . ,X(t−1)
are employed to estimate these coefﬁcients to obtain an approximation of Qi(, h), denoted
Qi(, h;X(0), . . . ,X(t−1)). In particular, consider writing step (2a) in Algorithm 2.2 as
2a. Choose (t) to minimize
R(t)() = sup
h∈L20()
[
VAR(h(X)) + 2
t−1∑
i=1
(
t − i
t
)
Qi(, h;X(0), . . . ,X(t−1))
]
. (8)
Thus, the function R(t)() is adaptively updated as the chain is traversed. The coefﬁcient (t − i)/t
is added since then
lim
t→∞ R
(t)() = sup
h∈L20()
[
VAR (h(X)) + 2
∞∑
i=1
Qi(, h)
]
≡ R() (9)
under the central limit Theorem 3.1 and R(t)() is an approximation of R() at iteration t. The
question then is, does the adaptive random scan with step (2a) as in (8), labeled the minimax
adaptive random scan, in the limit obtain samples from the distribution of interest, . In order to
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prove this result, it must ﬁrst be shown that ∗, the minimax solution with respect to the risk (6),
exists.
Lemma 3.2. There exists a vector ∗ = {∗1, . . . , ∗d} with
∑d
i=1 ∗i = 1 that minimizes
R() = sup
h∈L20()
[
VAR(h(X)) + 2
∞∑
i=1
Qi(, h)
]
.
Hence, ∗ is a minimax solution with respect to the expected loss R(, h).
The proof to Lemma 3.2 is presented in Appendix.
Two remarks are necessary. First, since
R(t)(, h) = VAR(h(X)) + 2
t−1∑
i=1
(
t − i
t
)
Qi(, h;X(0), . . . ,X(t−1))
is continuous in , Lemma 3.2 also applies to this risk function. Therefore, the selection probabil-
ities at iteration t, (t)MM , calculated by the minimax adaptive random scan as minimax solutions
with respect to R(t)(, h) for any t, exist. Second, notice that the space of selection probabilities
D = { ∈ [0, 1]d : ∑di=1 i = 1} is assumed to be closed in the proof of Lemma 3.2. However,
the selection probabilities ∗ utilized by the minimax random scan must lie in (0, 1)d to ensure
irreducibility of the induced Markov chain [17] as required by Theorem 2.1. Therefore, if the
minimax solution has ∗m = 1 for some m and ∗i = 0 for all i = m, the minimax scan cannot be
used. Assuming ∗ ∈ (0, 1)d , if the minimax solutions (t)MM converge to ∗, only a ﬁnite number
of the selection probabilities may fall on the boundary ofD. Therefore, by Corollary 2.2, Theorem
2.1, and Egoroff’s theorem ([13], Section 3.44; see the proof of Theorem 2.1 in the Appendix),
the chain induced by the minimax adaptive random scan converges. The convergence of (t)MM to
∗ is shown by the following theorem; the proof appears in the Appendix.
Theorem 3.3. Assume the minimax solution ∗ from Lemma 3.2 is unique. The selection proba-
bilities that minimize
R(t)() = sup
h∈L20()
[
VAR(h(X)) + 2
t−1∑
i=1
(
t − i
t
)
Qi(, h;X(0), . . . ,X(t−1))
]
,
denoted (t)MM , converge to ∗ as t approaches inﬁnity.
This theorem follows separately from the convergence result of Theorem 2.1 since the random
scan Gibbs sampler with ﬁxed selection probabilities in Algorithm 2.1 induces a Markov chain
with stationary distribution . Consequently, we can fall back on this Markov chain to invoke the
central limit theorem 3.1 and the asymptotic behavior ofR(t)() in Eq. (9) to identify a sequence of
solutions (t)MM converging to 
∗ as t approaches inﬁnity. If the minimax solution ∗ is not unique,
Theorem 3.2 will still yield a sequence of selection probabilities {(t)} that converges to  say.
This  may be a local minimum ofR(). However, choosing a local minimax solution is preferred
to a haphazard guess for the selection probabilities or an arbitrary assumption of uniform selection
probabilities i = 1/d , for all i ∈ {1, . . . , d}. In application, the optimization of R(t)() over 
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employs a constrained minimization routine, constraining each selection probability i ∈ (0, 1),
the unit interval, for each i = 1, . . . , d.
3.4. Implementation issues
A number of implementation issues arise in applying the theoretical results of the previous
sections. In particular, computation of the minimax adaptive scan, in its full glory, may be quite
expensive. The following suggestions allow formuch faster computations in theminimax adaptive
randomscanGibbs sampler. Themotivation follows the last comment of Section 3.3: choice of a set
of selection probabilities that perform better than an adhoc choice of equal selection probabilities
with minimal additional computational cost is preferred even if such a scan is not minimax. These
issues are further explored in the examples of Sections 4 and 6.
• Choice of h: We may be interested in a small class of functions h(X) or even a single function
h. The random scan algorithms and risk analysis follow analogously. In the case of a single
function h of interest, we need minimize the risk function (4) only over the single h. In
practice, limiting the minimax adaptive scan to a small class of functions may greatly reduce
the computational complexity in choosing the selection probabilities.
• Linear functions h: Similar to the ﬁrst item, restricted classes of functions h(X) may lend
themselves to more efﬁcient computation of the minimax adaptive scan. For example, Sec-
tion 4 considers minimax random scans with respect to linear functions h(X) = ∑di=1 aiXi
when generating Gaussian variates. Such restrictions lend to simpliﬁed expressions in the risk
analysis of the previous sections (see [15] for further explorations in this direction).
• Second-order approximation to the asymptotic variance: The inﬁnite sum asymptotic variance
(4) may not be necessary in practice. A second order approximation, or other ﬁnite order, may
be sufﬁcient for computing a good approximation to the minimax scan. In particular, if we
take the ﬁrst two terms in the asymptotic variance we obtain
R(, h) ≈ VAR(h(X)) + 2 cov(h(X(0)), h(X1)) + 2 cov(h(X(0)), h(X2))
= VAR(h(X)) + 2
d∑
i=1
iVAR(E(h(X)|X−i ))
+2VAR
(
d∑
i=1
i (E(h(X)|X−i ))
)
,
a quadratic in . This approximation is thus easy to minimize for obtaining at least an approx-
imate minimax random scan.
• Tolerance region: Theminimization in (8) can become complex and computationally infeasible
as the number of terms j in the expansion increases. Another stepmay be added after step (2a) to
test the precision gained by usingR(j)() as opposed toR(j−1)() at iteration j. If the improved
accuracy attained is minimal, the less complex R(j−1)() can be utilized for the remainder
of the random variate generation. In other words, if the approximation of R() by R(j)() is
good in that the minimax solution with respect to R(j)(, h), (j), is within a certain tolerance
region about (j−1), then R(t)() = R(j)() for all subsequent iterations tj is assumed.
Consequently, the number of terms required in the expansion of R(j)() for an approximation
of R() at a desired level of accuracy does not need to be prespeciﬁed so that a reasonable
approximation is determined adaptively as the chain traverses.
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• Choice of selection probabilities: Asmentioned previously, in practicewemaynot be interested
in the optimal scan but merely a set of selection probabilities that intelligently improve upon
an adhoc choice of say equal selection probabilities. If we run the adaptive or quasi-adaptive
scan and, after a ﬁnite number of iterations T, are satisﬁed with the selection probabilities, we
may run a random scan scheme with ﬁxed probabilities (T ). This choice, though suboptimal,
reduces the computational cost of, perhaps, updating the selection probabilities each iteration.
The choice of T is up to the user, but may be gauged according to some convergence diagnostic
(e.g., running mean plot or scatterplot).
4. Examples with Gaussian target distributions
In this section we illustrate the random scan algorithms developed in the previous sections to
sample from Gaussian target distributions. Though Gaussian distributions are trivial to sample,
they provide for intuitive, clear expositions and practical implications of the algorithms presented
in the paper. The computation of the selection probabilities is shown to be efﬁcient, addingminimal
time to the standard random scan Gibbs sampler, using the implementations discussed in previous
sections. All samplers are run in Mathematica 4 on a 500MHz Pentium III processor with 128MB
RAM.
4.1. Independent coordinates
Suppose we are interested in generating random variates Z from a d-dimensional Gaussian
distribution with independent components such that the ith component of Z, Zi is distributed
N(0, 2i ), i = 1, . . . , d. Assume further that interest lies in the linear functionh(Z) =
∑d
i=1 aiZi
where
∑d
i=1 ai = 1. We wish to ﬁnd the minimax random scan over all such linear functions
h(Z). In this simple Gaussian case, the selection probabilities for the minimax random scan with
respect to the risk function (4) may be found in closed form. In particular, note that the risk
function may be written as
R(, h) =
d∑
i=1
a2i 
2
i + 2
d∑
i=1
⎡
⎣a2i 2i
(∑
j =i j
)
1 −∑j =i j
⎤
⎦ . (10)
Theminimax scan thusminimizes the risk function (10) for theworst possible linear functionh(Z).
This two-fold optimization problem may be solved using Lagrange multipliers, easily performed
in a package such as Mathematica.
For illustrative purposes, consider the bivariate Gaussian target distribution where d = 2.
Higher dimensional Gaussian distributions follow analogously, both in computation and concep-
tual interpretation, and are thus not presented here. To ﬁnd the minimax scan, we maximize (10)
over a1 and a2 subject to the constraint that VAR(h(Z)) = a2121 +a2222 = 1 as well as minimize
(10) over 1 and 2 subject to the constraint 1 + 2 = 1; 1, 2 ∈ (0, 1). The solution to i ,
i = 1, 2, 3 is too complex to present here, though obtainable in closed form in a package such
as Mathematica.
If 1 = 2, then 1 = 2 = 0.5 as expected. However, if 1 > 2, 1 > 2; that is since
the distribution of Z1 is more spread out than Z2, we should sample component one more often
than component two. For example, if 1 =
√
2 and 2 = 1, then 1 = 0.76. Interestingly, as
the ratio 1/2 increases, 1 asymptotes to one. The minimax scan thus suggests focusing almost
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exclusively on the most variable component, updating the component almost every iteration of
the random scan Gibbs sampler, if the variance components differ substantially as in the last case.
The sensitivity of the selection probabilities to the variance components is due to the lack
of correlation between the components of the multivariate Gaussian target distribution. We thus
study correlated Gaussian random variables in the next section.
4.2. Correlated coordinates
Suppose we are interested in random variables Z1 and Z2 jointly normally distributed with
variances 21 and 
2
2 respectively and correlation . Let the covariance be denoted by  = 12.
As in the previous subsection, assume interest lies in functions h(Z) = a1Z1 + a2Z2 where we
constrain V ar(h(Z)) = a2121 + a2222 + 2a1a2 = 1. In such situations, closed form, applicable
expressions for the risk function (4) are not available due to the complexity of the lagged covariance
terms. However, approximations of the inﬁnite sum lend well to at least approximate minimax
scans.
We recommend using the ﬁrst two lagged covariances to ﬁnd minimax solutions to the selection
probabilities. In particular, we consider the risk function
R(, h) = VAR (h(Z)) + 2 cov
(
h(Z(0)), h(Z(1))
)
+ 2 cov
(
h(Z(0)), h(Z(2))
)
= a2121 + a2222 + 2a1a2 + 1 (a11 + a22)2 + 2 (a11 + a22)2
+21 (a11 + a22)2 + 22 (a11 + a22)2
+212(a11 + a22)(a11 + a22) (11)
a quadratic in 1 and 2 by Corollary 3.1. Constrained optimization over a1, a2, 1, 2 with
respect to the constraint V ar(h(Z))=1 and 1+2=1, 1, 2 ∈ (0, 1) is then easily performed.
If the variance components are equal, the approximate minimax scan sets the selection prob-
abilities to 0.5 for any value of . Fig. 1 displays 1 as a function of the correlation  for a set
of four different variance components. The minimax scan suggests updating the more variable
component more often; however, the selection probabilities are affected by the correlation. The
larger a positive correlation between the components, themore often themore variable component
should be visited. This ﬁnding is intuitively reasonable since the components contain more in-
formation about one another. Thus more focus should be made on the highly variable component
as the correlation increases. Interestingly, the more negative the correlation, the less often the
more variable component should be visited according to the risk function (11). As the difference
between 1 and 2 increases, the change in selection probabilities is less pronounced across ,
though the trend is analogous.
A similar optimization routinemay be performed for higher dimensional Gaussian distributions
d > 2. Since the focus of this section is illustrating application of the random scan methodologies
introduced in previous sections, we leave further explorations of random scan Gibbs sampling of
Gaussian target distributions for elsewhere. Of more interest to us in this paper is the use of the
adaptive random scan for estimating functions of the random variate of interest. We consider such
applications in the next section.
4.3. Application of the adaptive random scan
Suppose we are interested in a speciﬁc function h(Z) where Z is a d-dimensional normal
distribution with zero mean, variances 2i , and covariances between the ith and jth coordinates ij
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Fig. 1. 1 vs.  for sampling from bivariate normal distribution with dependent coordinates and four different variance
components: 1 = 1.1 (solid line); 1 =
√
2 (dashed line); 1 = 3 (dotted line), and 1 = 5 (dot-dashed line).
where i, j = 1, . . . , d. The selection probabilities for the randomscan are not as easily determined
as in the examples of the previous sections since the coefﬁcients of the polynomial Qi(, h) in the
risk function (6) are dependent onE(h(Z)|Z−i ) for i = 1, . . . , d. These conditional expectations,
for complicated functions h, are not available in closed form.
The adaptive random scan estimates these conditional expectations each iteration of the Gibbs
sampler to allow us to obtain the selection probabilities through the risk function (6). In particular,
each iteration t of the random scan Gibbs sampler, we perform the following computations:
i. Estimate E(h(Z)|Z−i ) for each i = 1, . . . , d using all the previous samples
Eˆ(h(Z)|Z−i ) = (1/t)∑tj=1 h(Z(j)).
ii. Minimize the risk function R(, h) = ˆVAR(h(Z)) + 2 ˆcov(h(Z(0)), h(Z(1))) + 2 ˆcov
(h(Z(0)), h(Z(2))) over  for a particular function h(Z) of interest with respect to the constraint∑d
i=1 i = 1, i ∈ (0, 1) to obtain new selection probabilities ˆ.
iii. Update component i with probability ˆi . Speciﬁcally, update Z(t)i from the conditional
distribution [Zi | Z−i] , leaving all other components of Z the same (this is the random scan
Gibbs sampler with selection probabilities ˆ).
iv Repeat steps i–iii until reach equilibrium.
The hats over the covariances and variances in step ii denote the use of the estimated conditional
expectations from step i in calculation of the risk in step ii. The minimization in step ii is a cheap
computation since byCorollary 3.1, the secondorder approximation to the asymptotic risk function
is quadratic in  and we are performing the minimization for a single function of interest h(Z).
Of course, we may use additional terms in the expansion; but our experience shows the second
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order expansion is sufﬁcient and allows for quick computation of the selection probabilities. Note
also that, by Theorem 2.1, using all variates previously generated by the sampler still provides
us with a Gibbs chain that converges to the stationary distribution. Of course, as mentioned in
Section 2.1, the random scan updating in step iii may be performed d times each iteration, instead
of once. In fact, such an implementation may be helpful in estimating the conditional expectation
in step i each iteration.
The adaptive scan for estimating speciﬁc functions h(Z) of interest may be implemented in
a number of ways, taking into account computational efﬁciency. Two alternatives that seem to
work well in practice are the adaptive scan with an a priori burn-in and/or an update of  every M
iterations.
The burn-in idea initializes the adaptive random scan Gibbs sampler with B iterations of a
standard random scanGibbs sampler. By standard random scanGibbs sampler, wemean a random
sweep with selection probabilities ﬁxed either at 1/d or some other educated guess at the optimal
selection probabilities, or amodiﬁed random scan as presented in Sections 2.2.1 or 2.2.2. The burn-
in is used primarily to give us a set of random variates from which we can estimate the conditional
expectations needed for the coefﬁcients Qi(, h) of the risk function in the ﬁrst iteration of the
adaptive random scan Gibbs sampler
We may also change the selection probabilities every Mth iteration. Each adaptive portion of
the scan estimates the requisite conditional expectations for the risk function using M variates
generated by the chain. In between each update of the selection probabilities, the sampler runs as a
random scan Gibbs sampler with selection probabilities ﬁxed at the current guess of the minimax
scan. Such an approach is less computationally expensive than the full adaptive scan and uses
only the most recently generated variates to update the selection probabilities.
We illustrate these two methodologies for implementing the adaptive scan to estimate
E(h(Z))=√|Z1 + Z2 + Z3| under the trivariate normal target distribution with 1 = 1.2, 2 =
1, 3 = 1.1, and 12 = 13 = 23 = 0.25 where ij denotes the correlation between the (i, j)th
pair of coordinates. The selection probabilities in the adaptive scan, run for 10 000 iterations with
an initial burn-in period of 1000 iterations, converge to the values ˆ = {0.49, 0.15, 0.36}. The
average selection probabilities over the quasi-adaptive scan, with 100 updates and M = 100, is
ˆ = {0.43, 0.20, 0.32}.
We note that the practitioner has a choice in the value of M and the number of times to update
the selection probabilities. The larger M, the more precise the estimate of the risk function and
thus the closer the selection probabilities will be to the minimax scan in the limit. However, for a
ﬁxed number of iterations T, a large M will lead to few changes in the selection probabilities. If M
is small, the selection probabilities will be updated more often, though they will be more variable.
At the least, on average, the selection probabilities will converge to a value close to the minimax
scan. Therefore, the practitioner must weigh whether they choose to have selection probabilities
that converge to or in the limit are close to the minimax selection probabilities (large M and large
number of updates of the selection probabilities) at the cost of computation time, or a random scan
that on average is close to the minimax scan (small M), though not exact, but is computationally
less costly, or something in between.
Perhaps a burn-in and short adaptive scan followed by an adaptive scan which updates  at
moderate sized lags M is the best option in practice. In this way, we may gauge how different
the selection probabilities are from the standard random scan with i = 1/d, and then obtain a
sweep strategy with small cost to the minimax scan. This choice is problem speciﬁc however. In
this example, we choose a relatively small M to see how the selection probabilities change over
the adaptive scan Gibbs sampler.
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The schemes converge to the approximate minimax scan quickly. We note that the adaptive
scan with updates of  everym iterations is not signiﬁcantly slower than the standard random scan,
though the full adaptive scan may be prohibitively slow. In particular, the random scan with ﬁxed
equal selection probabilities requires 0.012 s per iteration or two minutes for 10 000 iterations.
The full adaptive scan requires an increasingly larger amount of time per iteration since it uses
all samples for calculation of the approximate minimax selection probabilities. To run the 10 000
iterations, the full adaptive scan requires 75min. The alternative adaptive scan requires 0.112 s
during iterations when the selection probabilities are updated and 0.012 s otherwise (since it is
then a standard random scan). To run the 10 000 iterations with M = 100, the adaptive scan
requires 130 s. In comparison with the adaptive scan, we may perform 346153 random variate
generations from the alternative adaptive scan in the time it takes to generate 10 000 from the full
adaptive scan.
5. Visitation rules: Dirichlet process mixture models
The adaptive random scan provides a framework within which to automate visitation schedules
of Gibbs samplers and Hastings samplers. For example, applications of these samplers may call
for repeated sampling of step (2b) of Algorithm 2.1, sayR times, to improve mixing. The choice of
R is typically based on sampler performance after substantial experimentation with the algorithm.
The adaptive random scan may be used to automate the choice of R, alleviating the user of the
signiﬁcant time investment in ﬁne-tuning the algorithm. In this section, we illustrate such an
application for sampling from the Dirichlet process mixture model (DPMM)
Yi |i ∼ F(i ),
i |G ∼ G,
G ∼ DP(G0, ), (12)
where the data yi, i = 1, . . . , n, follows a mixture of distributions of the form F() with
unknown mixing distribution G over . The distribution G follows a Dirichlet process (DP) with
base measure G0.
As brief background to this sampling problem, [6,7] introduced a simple Gibbs sampler for
simulating from the posterior distribution (i |yi) when choosing G0 as a conjugate prior distri-
butions to F. MacEachern [18] developed an improved version of the Gibbs sampler through the
introduction of a latent class variable to a ﬁnite mixture model version of the model (12). This
idea was extended by [19] to sample the posterior distribution whenG0 is not conjugate to F. Neal
[20] reviewed each of these algorithms and introduces a Metropolis–Hastings sampler variation
(Algorithm 6 of [20]) for simulating from (i |yi). Let  = (1, . . . , n) and let (i ) denote a
point mass at i .
Algorithm 5.1. Sampler of [20].
1. Initialize (0).
2. At iteration t, for each i = 1, . . . n
a. Set (t) = (t−1);
b. Generate ∗i ∼
∑
j =i (j )/(n − 1 + ) + G0/(n − 1 + );
c. Compute
(∗i , 
(t)
i ) = min
{
1,
F (∗i )
F (i )
}
;
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d. Set (t)i = ∗i with probability (∗i , (t)i );
e. Repeat R times steps (b)–(d).
3. Repeat step 2 until reaching equilibrium.
Note that Algorithm 5.1 performs repeated updates of each i as the sampler scans through
the components of . The adaptive random scan will be used to automate this visitation sched-
ule. Before proceeding, a few remarks are in order. Neal [20] shows in fact that Algorithm 5.1
experiences signiﬁcant autocorrelation and thus introduces a variation on this sampler (Algo-
rithm 5 of [20]) via a latent class variable in the sense of [18,19], an algorithm which in fact
performs favorably in comparison with the [19] algorithm. Our adaptive random scan automation
strategy presented below may be applied similarly to this latter algorithm of [20]. We choose
to consider Algorithm 5.1 here for two reasons: (1) for clarity and ease of presentation as the
introduction of a latent class variable, though straightforward, may draw attention away from
our primary motivation of illustrating the automation afforded by the adaptive random scan
strategy within this class of algorithms; (2) given the poor performance of Algorithm 5.1, we
may study the potential efﬁciency gain in this simple DPMM setting under a “worst-case sce-
nario” sampler implementation. The Gibbs sampler algorithms based on [6] for sampling from
the DPMM do not require repeated updating of the components of  and thus do not ﬁt within
the class of algorithms affording automation of the visitation schedule in the sense of Algo-
rithm 5.1. The application of the adaptive random scan Gibbs sampler in such algorithms involves
the choice of the order in which the components i , i = 1, . . . , n are updated, as in the ex-
amples of Section 4 and the illustration in Section 6, and thus for brevity is not considered
here.
The repetition in step 2e of Algorithm 5.1 improves mixing, however choice of R is arbi-
trary. We propose the adaptive random scan Gibbs sampler to automate the process remov-
ing the arbitrary choice of the constant R. The idea is that at a given iteration t, we either
visit the same component as at iteration t − 1 or chose one of the other n − 1 components
to update. We make this decision through selection probabilities 1, update the same compo-
nent in successive iterations, and 2 = 1 − 1, update a different component in successive
iterations.
The adaptive random scan Gibbs sampler automates the process of choosing the selection
probabilities, being a function of previously generated random variates. The choice of the risk
function is up to the user, but for purposes of illustration,weuse the secondorder approximationput
forth in Section 3.4. This risk function requires E{h()|−i , y} for each i = 1, . . . , n, depending
on which component of  is being updated. Again, the choice of the function space in which h lies
is up to the user. For purposes of this example, we assume h() = ∑i i . The expected values
of the full conditionals required for such computations may be found in [20]. The risk function is
computed by estimating the variance and covariance terms over these conditional expected values
using the iterates (t).
For fair comparison with Algorithm 5.1, we update each component of  each iteration of the
adaptive random scan Gibbs sampler. The algorithm is as follows.
Algorithm 5.2. Adaptive random scan variation of [20].
1. Initialize (0).
2. At iteration t, while in
a. Set (t) = (t−1);
b. Generate ∗i ∼
∑
j =i (j )/(n − 1 + ) + G0/(n − 1 + );
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c. Compute
(∗i , 
(t)
i ) = min
{
1,
F (∗i )
F (i )
}
;
d. Set (t)i = ∗i with probability (∗i , (t)i );
e. Choose ((0), . . . , (t)) = argminR(, h);
f. Randomly choose to increase i → i + 1 with probability 2((0), . . . , (t)).
3. Repeat step 2 until reaching equilibrium.
Each iteration we update successively the components of . However, rather than repeating R
times the generation of each i , we randomly choose in step 2f whether to update i again in
the next step of the loop or update component i + 1. In a sense, the algorithm is automatically
choosing the value of R.
Note that Algorithm 5.2 is wrapping the adaptive random scan around a componentwise Hast-
ings algorithm with systematic sweep through the components. We may randomly choose the
components of  to update in the Hastings sampler and adaptively choose the corresponding se-
lection probabilities. The example here is used merely to illustrate the application of the adaptive
random scan for automating algorithms in which repeated component simulation is desired. We
will consider generalizations of our algorithm, both in terms of the Hastings sampler and choice
of risk function, for the DPMM problem elsewhere.
We illustrate Algorithm 5.2 on the demonstration example of [20]. Assume we have the nine
data points y = (−1.48,−1.40,−1.16,−1.08,−1.02, 0.14, 0.51, 0.53, 0.78). Assume F is a
Gaussian distribution with mean  and standard deviation 0.1 and that G0 is a standard Gaussian
distribution. The conditional expected values needed for the risk function are easily computed
using Eq. (3.2) of [20]. We burn-in the algorithm 100 iterations with Algorithm 5.1 using R = 4.
We then run Algorithm 5.2 for 20 000 iterations.
The algorithms are run in Matlab 6.5 on a 900MHz SunBlade 2000 with 3.0GB RAM. An ite-
ration of Algorithm 5.1 requires 0.03 s. An iteration of Algorithm 5.2 requires 0.05 s on average
and at the last iteration 0.10 s. Recall that the computation increases as the number of variates us-
ed to compute the risk function increases. An application of the quasi-adaptive random scan can
keep this computation time down by updating the selection probabilities every M iterations with
M signiﬁcantly smaller than 20 000 if desired. Therefore the algorithms are comparable in terms
of computational cost and the user can in fact implement a version of the adaptive scan automating
the choice of R which is no more expensive than Algorithm 5.1 with arbitrary choice of R.
Neal [20] assumed R=4 visitations to each component of . Our automated Algorithm 5.2 su-
ggests that, under the chosen risk, such an R is too large choosing values between two and three.
Neal [20] uses the autocorrelation time of 1 and of k, being the number of distinct values ,
to study the performance of his algorithms. Our adaptive scheme of Algorithm 5.2 achieves an
autocorrelation time of 30.2 for 1 and 12.0 for k compared to 64.1 and 19.4, respectively, found by
Algorithm 5.1. Even in this simple DPMM demonstration, the adaptive routine improves mixing.
6. Mixture models
Mixture models describe a distribution of interest through a mixture of distributions in the form
f (x) =
d∑
j=1
pjf (x | j ), (13)
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where the mixture parameters follow the constraint p1 + · · · + pd = 1 and each distributional
component of the mixture is characterized by the k-vector j of unknown parameters. The mod-
eling ﬂexibility inherent in mixtures of distributions leads to challenging problems in drawing
inferences about the parameters j and pj , j = 1, . . . , d, across the d mixture components. See
[24] and the references therein for a discussion and perspectives on mixture models in statistical
inference.
The Gibbs sampler provides a reasonable solution for deriving Bayes estimators for the pa-
rameters in the mixture model (13). The MCMC routine is constructed by augmenting the data
with latent variables Zi ∈ {1, . . . , d} indicating the component of the mixture with which an
observation xi , i = 1, . . . , n, is associated. The demarginalization or completion of the mixture
model (13) is then
Zi ∼Md(1;p1, . . . , pd), (p1, . . . , pd) ∼ Dirichlet(1, . . . , d),
Xi |zi ∼ f (·|zi ) (14)
where i = 1, . . . , n, Md denotes the multinomial distribution with probability parameters
p1, . . . , pd . Augmenting the observations xi with the latent variable Zi eliminates the mixture
structure. Given a prior distribution, () on the parameters  = 1, . . . , d , then, the Gibbs
sampler may be used to draw inferences on the posterior distribution (|x1, . . . , xn).
The Duality principle [5] guarantees good performance of the Gibbs sampler. However, in
practice, the sampler is plagued by trapping states, components j for which the Gibbs sampler
has small probability of visiting and, once visited, potentially small probability of leaving (see
Robert and Casella, 1999). At best, the trapping state is almost-absorbing in that a huge number
of Gibbs iterations is required to escape the state. At its worst, the probabilities of visiting and
leaving a trapping state may lie below machine precision such that the state is absorbing up to
rounding error.
In this section, we are interested in studying the performance of the random scan Gibbs sampler
for deriving Bayesian inferences in the mixture model (13). Since not all components of the Gibbs
sampler are trapping states, the adaptive scan Gibbs sampler will suggest the frequency of visits
to each state to ensure optimal convergence of the Gibbs sampler discussed above.
We will study the adaptive scan Gibbs sampler relative to ﬁtting mixtures of distributions
by analyzing the galaxy data, a classical benchmark for mixture estimation [26]. The galaxy
data consists of observation of 82 galaxies from six well-separated conic sections of the Corona
Borealis region [21]. The objective is to describe the distribution of the velocity of the galaxies,
in kilometers per second.
We follow the Bayesian hierarchical model of [4]. The distribution on the galaxy velocities
is a mixture of normal densities xi ∼ ∑dj=1 pjN(j , 2j ) for i = 1, . . . , d. The prior infor-
mation on the parameters is described through the distributions j ∼ N(ˆj , 2) and −2j ∼
Gamma(0/2, 0/2). Robert and Mengersen [26] ﬁnd an upper bound of d = 4 components
for the Gaussian mixture model. For sake of illustration of the adaptive random scan, we assume
a four component mixture with hyperparameters as deﬁned by [2], namely µˆ = {9, 18, 22, 30},
 = 5, 0 = 6, 0 = 60, and  = {1.5, 4, 4, 1.5}.
The allocation of each observation to one of the four components of the mixture distribution
is tallied by the latent variables Z. We thus apply the adaptive random scan to the updates of the
variables Z1, . . . , Zn in the Gibbs sampler, or speciﬁcally, random variate generations from the
conditional distributions (zi |x,µ, 2,p).
We ﬁrst run 1000 iterations of the random scan Gibbs sampler with equal selection probabilities
to study the behavior of the latent variables. Fig. 2 displays the percentage of time each of the
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Fig. 2. Relative frequency at which galaxy velocities are allocated to mixture components one, two, three, and four (from
top panel to bottom panel) from 1000 iterations of the Gibbs sampler.
n = 82 latent variables Zi, i = 1, . . . , n spend in each of the four components of the mixture.
Notice that galaxies 1–7 and 80–82 seem to group naturally into the ﬁrst and fourth components of
the mixture distribution. The boundaries at galaxies 8, 9, 78, and 79, are the most variable in terms
of allocation. All other observations seem to jump between the second and third components of the
mixture, infrequently being allocated to theﬁrst and fourth components of themixture distribution.
We implement an adaptive random scan Gibbs sampler that favors visits to latent variables
associated with observations that do not obviously follow a speciﬁc component of the mixture
distribution. In particular, under this plan, the Gibbs sampler will update more often the latent
variables which frequently jump between the four components (such as Z9). The choice of this
strategy is two-fold. First, following the theoretical developments and discussions in the previous
sections, these more variable elements of the Gibbs sampler require more visits during the Gibbs
updates. Second, by sampling these more variable latent variables, we may more easily enter
and leave a trapping state. The intuition here is that the observations associated with these latent
variables have a higher probability of being allocated to all components in the mixture. Conse-
quently, at any given iteration of the Gibbs sampler, we may allocate sufﬁcient samples to each
component in the mixture and perhaps overcome rounding and underﬂow errors in computing
escape probabilities from trapping states.
To this end, we choose the objective function h(Z) = ∑ni=1 Zi , the mean of the 82 latent
variables, and ﬁnd the selection probabilities  each iteration using the second order approximation
to the risk function R(, h). The adaptive scan Gibbs sampler is performed in Matlab 6.5 on a
900MHz SunBlade 2000 with 3.0GB RAM The selection probabilities, after 30,000 iterations
of the adaptive random scan, converge to the values presented in Fig. 3.
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Fig. 3. Selection probabilities i from the adaptive random scan Gibbs sampler for updates of the n = 82 latent variables
Zi from the galaxy velocity data.
The minimization of the risk function over the 82 selection probabilities  runs the risk of
obtaining a localminimumdue to the large parameter space.However, this adaptive scan diagnoses
the observationswhich are difﬁcult to allocate to a speciﬁc component of themixture. Thus, though
we are not necessarily determining the “optimal” selection probabilities, we are implementing
a more objective random scan Gibbs sampler than the naive equal selection probability Gibbs
sampler (which obviously is far from optimal in this problem).
Fig. 2 suggests a natural partitioning of the galaxy velocitieswith respect to the four components
of the mixture. In order to reduce the dimension of the selection probabilities, we partitioned the
n = 82 latent variables into four subsets at the galaxies (7, 44, 79). The cutoff at galaxy 37 is
chosen since it is the midpoint of the grouping which excludes the ﬁrst subset (galaxies 1–7) and
the fourth subset (galaxies 80–82). Notice that this partition follows a partition of the galaxies,
when ﬁtting a four componentmixturemodel, found by [3] using an importance sampling scheme.
The adaptive random scan using this partition chooses one of the four subsets to visit and updates
all components in that subset during the visit.
The grouping of galaxies into four subsets reduces the number of selection probabilities to
estimate to four. These selection probabilities, after 30,000 iterations of the adaptive scan Gibbs
sampler, converge to {0.22, 0.27, 0.29, 0.22}. As expected, the ﬁrst and fourth subsets are not
visited as often since the allocation of these galaxies varies little, in that they clearly fall in the
ﬁrst and fourth mixture components, respectively. The galaxies in the second and third subsets
are not so obviously allocated to a given component to the mixture. Thus the adaptive random
scan suggests visiting these sites more often in the Gibbs sampling scheme.
Of course, alternative objective functions, either through speciﬁcations of h(Z) or the risk
function R(, h), may more appropriately address the trapping state problem. In particular, notice
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that the selection probabilities in the second adaptive random scan, run over four subsets of the
galaxies, do not differ much from the equal selection probabilities of 0.25. This relatively small
deviation in the selection probabilities is a consequence of the objective function; that is, the
galaxies in the second and third subsets, on average over the subset, do not vary much in mixture
component allocation. Consequently, the adaptive random scan suggests visiting the second and
third subsets only a little more often than the galaxies in subsets one and four.
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Appendix. Proofs of theorems
Proof of Theorem 2.1 (Adaptive random scan). By the triangle inequality we have that∥∥t − ∥∥T V  ∥∥t − t;∥∥T V + ∥∥t; − ∥∥T V
for ﬁxed selection probability distribution f(). Let 0 be the initial distribution of initial variate
X(0). By condition (b), there exists T such that for all tT ,∥∥t; − ∥∥T V < .
Let 	,  > 0. By Egoroff’s theorem ([13], Section 3.44) and condition (a), there exists a T such
that for each i = 1, . . . , d∣∣∣(t)i (X(0), . . . ,X(t−1)) − i∣∣∣ < /d
for all tT except on a set of measure less than 	. We thus have the following string of equations.∥∥t − t;∥∥T V
= sup
A
∣∣∣∣∣
∫
A
∫ d∑
i=1
(t)i (X
(0), . . . ,X(t−1))(X(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i )
×0(dX(0)) · · · t−1(dX(t−1)) dX(t)
−
∫
A
∫ d∑
i=1
i(X
(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i ) 0(dX(0))
×t−1(dX(t−1)) dX(t)
∣∣∣∣
= sup
A
∣∣∣∣∣
∫
A
∫ d∑
i=1
(X(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i )
×
{
(t)i (X
(0), . . . ,X(t−1)) − i )
}
× 0(dX(0)) · · · t−1(dX(t−1)) dX(t)
∣∣∣
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< sup
A
∫
A
∫ d∑
i=1
(X(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i )
×
∣∣∣(t)i (X(0), . . . ,X(t−1)) − i∣∣∣× 0(dX(0)) · · · t−1(dX(t−1)) dX(t)
< sup
A
∫
A
∫
(/d)
d∑
i=1
(X(t)(i) | X(t−1)−i )
×I (X(t)−i = X(t−1)−i ) 0(dX(0)) · · · t−1(dX(t−1)) dX(t)
= sup
A
∫
A
∫

d∑
i=1
(1/d)(X(t)(i) | X(t−1)−i )I (X(t)−i = X(t−1)−i ) t−1(dX(t−1)) dX(t)
= sup
A
 · t;ERS(A)
,
where t;ERS is the distribution of X(t) under the random scan with equal selection probabilities.

Proof of Theorem 2.2 (Probability-based random scan). The distribution (X) is completed by
the joint distribution g(X, ), which will be shown to be the stationary distribution of the joint
Markov process {X(i), (i)}ni=0. We can rewrite Algorithm 2.3 as a completion Gibbs sampler.
Algorithm 7.1. Probability-based random scan as a completion Gibbs sampler.
1. Select an initial point X(0) = {X(0)(1), . . . X(0)(d)}T and selection probabilities (0) =
((0)1 , . . . , 
(0)
d )
T
.
2. On the tth iteration
a. Generate (t) ∼ f( | (t−1),X(t−1));
b. Generate X(t) ∼ (x | X(t−1)−i , (t)).
3. Repeat step two until reaching equilibrium.
In this form, Step 2b hides the workings of the random scan Gibbs sampler for sampling X.
Step 2b includes the following three substeps (a random scan Gibbs sampler):
2b(i) Randomly choose i ∈ {1, . . . , d} with probability (t)i ;
2b(ii) Generate X(t)(i) ∼ (X(i) | X(t−1)−i ).
2b(iii) Set X(t)−i = X(t−1)−i .
Note also that Algorithm 7.1 is more general than Algorithm 2.3 in that the distribution from
which the selection probabilities are drawn may depend on the last iterate X(t−1). The completion
in Algorithm 7.1 is different than that of the completion Gibbs sampler of [25] in that we do not
update every component of X from the corresponding full conditional distributions. In a given
iteration, we update only one component of X and leave the remaining components unchanged.
However, this sweep strategy is the random scan.
The transition kernel for the joint chain Y = (X, ), with new state Y′ = (X′, ′), is
P(Y′|Y) = f (′|,X) ·
d∑
i=1
′i(X′(i)|X−i , ′)I (X′−i = X−i ).
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If Y ∼ g, a joint distribution over (X, ), then for all measurable sets A
P(Y′ ∈ A)
=
∫
IA(Y′)P (Y′|Y)g(Y) dY′ dY
=
∫
IA(Y′)f (′|,X)
d∑
i=1
′i(X′(i)|X−i , ′)
×I (X′−i = X−i )g(X, ) d′ d dX′ dX
=
∫
IA(Y′)g(′,X)
d∑
i=1
′i(X′(i)|X−i , ′)
×I (X′−i = X−i ) d′ dX′ dX
=
∫
IA(Y′)
d∑
i=1
′i(X′(i)|X−i , ′)(X(i)|′,X−i )
×gi(′,X−i )I (x′−i = x−i ) d′ dX′ dX
=
∫
IA(Y′)
d∑
i=1
′i(X′(i)|X−i , ′)gi(′,X−i )I (X′−i = x−i ) d′ dX′ dX−i
=
∫
IA(Y′)
d∑
i=1
′ig(X′, ′) d′ dX′
=
∫
IA(Y′)g(X′, ′) d′ dX′
since
∑
i i = 1. The marginal component X(t) is asymptotically distributed according to the
marginal (X) by integration. 
Proof of Theorem 3.2. Let FRS be the transition operator of the random scan Gibbs sampler.
Lemma 3.1 shows that
Q1(, h) = cov
(
h(X(0)), h(X(1))
)
= VAR (E(h(X) | i,X−i))
=
d∑
i=1
iVAR (E(h(X) | X−i )) (15)
and
Q2(, h) = cov
(
h(X(0)), h(X(2))
)
= VAR
[
E(E(h(X) | i,X−i) | X)
]
= VAR (FRS h(X))
= VAR
(
d∑
i=1
iE(h(X) | X−i )
)
. (16)
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Assume the theorem holds for some even t. Then by Lemma 3.1 and (16)
Qt+2() = VAR
[
E(E(· · ·E(E(h(X) | i,X−i) | X) | · · · | i,X−i) | X)
]
= VAR
⎡
⎣E
⎛
⎝E
⎛
⎝· · ·
⎧⎨
⎩
d∑
i1=1
i1E(h(X) | X−i1)
⎫⎬
⎭ | · · · | i,X−i
⎞
⎠ | X
⎞
⎠
⎤
⎦
with t + 2 conditional expectations in the ﬁrst variance term and t conditional expectations,
excluding the conditioning on X−i1 , in the second variance. Thus, by the inductive hypothesis the
result for cov
(
h(X(0)), h(X(t+2))
)
holds. The result for all even t follows by induction.
By Lemma 3.1 and (15)
Qt+1() = VAR
[
E(· · ·E(E(h(X) | i,X−i) | X) | · · · | i,X−i)
]
=
d∑
i1=1
i1VAR
[
E
{
E(· · ·E(E(h(X) | i,X−i ) | X) | · · ·) | X) | X−i1
}]
,
where the ﬁrst variance term has k + 1 conditional expectations and the second variance has t
conditional expectations excluding the conditioning on X−i1 . Using the same identity
E(E(h(X) | i,X−i ) | X) =
d∑
i=1
E(h(X) | X−i )
as in the even case, the result for cov
(
h(X(0)), h(X(t+1))
)
holds. The result for all odd t follows
by induction. 
Proof of Lemma 3.2. The set of selection probabilities  may be considered decision rules for
choosing which site to visit each iteration of the Gibbs algorithm. The space of decision rules
D =
{
 ∈ [0, 1]d :
d∑
i=1
i = 1
}
is closed and bounded. Thus, by the Heine-Borel theorem [9], D is compact. Deﬁne a class of
decision rules D to be complete if for any rule  /∈ D, there exists a rule ∗ ∈ D that is better
or has smaller risk than . The class of decision rules D in this situation is the space of all
desirable decision rules. Thus, D is complete since there are no rules outside D with which to
compare. Since R(, h) is a continuous polynomial in  by Corollary 3.1, a minimax solution
exists [8]. 
Proof of Theorem 3.3. Note that the problem under consideration is to ﬁnd a sequence of solu-
tions {(t)MM}nt=1 to


R(t)() = 0 (17)
such that (t)MM → ∗ as t approaches inﬁnity. Since ∗ is unique, this sequence provides the
desired selection probabilities for each iteration t of the adaptive random scan Gibbs sampler. The
existence of a solution {(t)MM}nt=1 follows from the development of [14] concerning consistency
of the maximum likelihood estimator. In particular, let  > 0 be such that (∗ ± ) ⊂ (0, 1)d .
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By Theorem 3.1, Eq. (9), and the ergodicity of the Markov chain induced by a random scan Gibbs
sampler with ﬁxed selection probabilities, P {R(t)(∗) > R(t)(∗ − ), R(t)(∗) > R(t)(∗ + )}
converges to one as t approaches inﬁnity. For all  > 0, there thus exists a sequence ˆ(t)() of
roots of (17) such that P(‖ˆ(t) − ∗‖ < ) converges to one. Theorem 3.2, providing R(t)() as a
continuous function in , allows us to choose ˆ to be the closest root of (17) to ∗. Consequently,
the sequence of roots ˆ(t) may be chosen independently of  and converging to ∗. 
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