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Abstract
In this paper we propose a simple scheme for obtaining plane digitizations. We study digital plane
periodicity and consider various issues related to two-dimensional (2D) Sturmian words. Concepts
and results, already known for one-dimensional words, are extended to 2D words. In particular, we
address a conjecture by Maurice Nivat for the case of digital 2D rays. Our approach is based in part
on extending periodicity studies in theory of words to 2D words based on (Proceedings of the Third
ACM-SIAM Symposium on Discrete Algorithms, 1992, pp. 440–452; Proceedings of the 33rd IEEE
Symposium on Foundations in Computer Science, 1992, pp. 247–250).
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1. Introduction
Combinatorics on words plays a central role in various facets of discrete applied math-
ematics and might be classiﬁed in part as theoretical computer science “ante litteram.”
Notable among its branches is the theory of Sturmian words. The latter are interesting in
many regards, in particular frompoint of viewof discrete geometry and topology andnumber
theory. Perhaps the best known Sturmian word is the Fibonacci word 1011010110110 . . . ,
which is of importance in combinatorial pattern matching and in the theory of words.
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Properties of the Fibonacci word as well as of other well-known Sturmian words (e.g., the
Thue-Morse words) have been widely studied not only because of their fundamental role
in discrete mathematics, but also due to their practical relevance in digital geometry for
computer imagery. For example, it turns out that any Sturmian word appears to be a straight
line digitization. The above-mentioned Fibonacci word is a digitization of a straight line
with a slope that equals the golden ratio  = (√5 − 1)/2 = 0.61803 . . .. Thus, Sturmian
words are inherently related to the notion of digital straightness. The latter has been found
relevant to disciplines such as self-similarity studies in pattern recognition, or periodicity
in the theory of words, Penrose tilings of the plane, number-theoretical issues such as con-
tinued fractions and linear Diophantine approximations, as well as to certain branches of
condensed matter physics (quasicrystals) and molecular biology. Fundamental results char-
acterizing digital lines and rays (in particular, their periodicity structure) have been obtained
by Rosenfeld [26], Bruckstein [13] and Brons [12], among others. Classical results related
to properties of Sturmian words have been obtained by Morse and Hedlund [22], Lunnon
and Pleasants [21], Coven and Hedlund [15]. For a recent survey on the subject the reader
is referred to [27].
In the last decade various aspects of digital planarity have been studied. As a result,
the basic structural properties of a rational plane discretization have been understood quite
satisfactory, although some important questions are still open (see, e.g. [10]). In recent
years 2D extensions of Sturmian words and related digital ﬂatness matters have been stud-
ied by a number of authors, and various interesting results have been obtained (see, e.g.,
[2,5–7,14,19,28] and the bibliography therein). Since the digital plane is a basic primi-
tive used in volume modeling and image analysis, it is important to develop a theory of
two-dimensional (2D) Sturmian words and address related plane digitization issues.
In the present paper we propose a simple scheme for obtaining plane digitizations.Within
this framework, we study digital plane periodicity and consider various issues related to
2D Sturmian words. We extend to dimension two various concepts and results known for
words. Some of these developments turn out to be quite perplexing due to certain intrinsic
structural differences caused by the higher dimension. Our approach is based in part on
extending periodicity studies in the theory of words to 2D words based on [1,17].
The paper is organized as follows. In the next section, we recall some basic knowledge
from digital geometry and combinatorics of 2D arrays, which we will need in order to
describe our results. In Section 3, we propose a deﬁnition of a digital 2D ray and study its
periodicity. In Section 4, we consider 2D Sturmian rays and address a conjecture byMaurice
Nivat for the case of digital 2D rays. We conclude with some ﬁnal remarks in Section 5. In
particular, we brieﬂy discuss on the perspectives of using results about 2D Sturmian words
in digital plane recognition.
2. Preliminaries
2.1. Periodicity of inﬁnite arrays
Consider the quadrantR2+, the set of nonnegative integer pointsZ2+, and the corresponding
set of square pixels centered at the points of Z2+ and with sides parallel to the coordinate
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axes. The pixels’ sides form a grid.An array A onZ2+ over an alphabet is a mapping from
Z2+ to , i.e., A= {aij , where aij ∈  for i, j = 0, 1, 2, . . .}. Thus for a point (i, j) ∈ Z2+
we have A(i, j) = aij . An array on Z2 is deﬁned analogously. A subset s ⊆ Z2+ is called
a shape. Given an array A on Z2+, by A[s] we denote the restriction of A to s. We call
A[s] factor of A on shape s. A rectangular factor of size m × n is called (m × n)-factor.
Periodicity of rectangular arrays has been deﬁned in [1,17]. Below we follow in part [16],
where periodicity in inﬁnite 2D arrays is considered.
Deﬁnition 1. Let A be an array onZ2+ or onZ2. LetA[s] be a factor of A on shape s, where
s is either Z2+ or Z2 itself, or its (m× n)-factor. A vector v is a symmetry vector for A[s] if
A(i, j)= A(v + (i, j)) for any point (i, j) ∈ s such that v + (i, j) is still in s. (If s = Z2,
then clearly v + (i, j) ∈ s for any point (i, j) ∈ Z2.) The vector v is a period vector (or a
period) for A[s] if for any integer k, the vector kv is a symmetry vector for A[s].
Deﬁnition 2. An array A on Zn+ is lattice periodic if there are two linearly independent
vectors u and v such thatw= iu+ jv is a period for A for any pair of integers i, j for which
w ∈ Zn+. A is line periodic if all periods of A are parallel vectors.
Let A be a lattice periodic array on Z2+. Then the set of its symmetry vectors is a subset
of (is extendable to) a sublattice  of an array A¯ on Z2. We will consider any basis for 
to be a basis for A.
Note that the above deﬁnitions are similar but not equivalent to those in [1,17].
2.2. Digital rays and lines
Let , = {(x, x + ) : 0x < +∞} be a ray in the plane. Ray discretizations over
Z2+ have been extensively studied in recent decades. Below we brieﬂy recall some basic
deﬁnitions and facts, following [27].
W.l.o.g., assume that 01. Let 0,1,2, . . . be the intersection points of , with
the vertical grid lines for n0 and (n, In) ∈ Z2 the grid point nearest to n. Formally, we
deﬁne I, = {(n, In) : In = n +  + 0.5, n0}. We consider I, as a discrete ray
with slope  and intercept . We call it discretization of , and alternatively denote it by
discr(,). Discretization of a straight line is deﬁned analogously.
Recall that an arithmetic line is a set of pixels L(a1, a2,,	) = {(x, y) ∈ Z2| −
	2 a1x + a2y + < 	2 }, where 	 ∈ Z+ is the line thickness and  ∈ Z its intercept.
A line with 	=max(|a1|, |a2|) is called naive.
Theorem 1 (Réveilles [24]). A naive line P(a1, a2,,max(|a1|, |a2|)) coincides with a
discrete straight line with the same slope and intercept, and vice versa: any discrete
straight line can be represented in the form P(a1, a2,,max(|a1|, |a2|)) for some param-
eters a1, a2,.
A digital ray with slope  and intercept  is a sequence i, = i,(0)i,(1) . . ., where
i,(n) = In+1 − In for any n0. We have either i,(n) = 0 if In+1 = In or i,(n) = 1
if In+1 = In + 1. We call i, digitization of ,. Digitization of a ray  is alternatively
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denoted by digit(). A digital ray is rational if it has a rational slope, and irrational if its
slope is an irrational number. Discretization of a straight line is deﬁned similarly.
Theorem 2 (Lunnon and Pleasants [21]). All digital lines with a rational slope  = 0,∞
are equivalent up to a translation.
Theorem 3 (Bruckstein [13]). For irrational , I, uniquely determines both  and . For
rational , I, uniquely determines , and  is determined up to an interval.
Theorem 4 (Brons [12]). Rational digital rays are periodic and irrational digital rays are
aperiodic. Moreover, if the slope of a digital ray is an irreducible rational fraction p/q,
then the period length is equal to q.
3. Digital planes
In [11] we extended the deﬁnitions of the previous section to the case of planes. Below
we brieﬂy recall the basic constructions.Additional examples and illustrations are available
in [9].
Consider the Euclidean plane
P(1, 2, 3,)= {(x1, x2, x3) ∈ R3 : 1x1 + 2x2 + 3x3 = }. (1)
W.l.o.g., assume that P makes with the coordinate plane Ox1x2 an angle 
 with
0
 arctan
√
2. (2)
Then the coefﬁcient 3 of x3 in (1) is nonzero. Dividing both sides of (1) by 3, we obtain
the following equivalent formulation:
P(a1, a2, b)= {(x1, x2, x3) ∈ R3 : x3 = a1x1 + a2x2 + b}, (3)
where a1=−1/3, a2=−2/3, b=/3.We are interested in digitizations of the plane P
or its portions over the set of grid points Z3={(i, j, k) : i, j, k ∈ Z}. We consider the digi-
tization of a restriction PD(a1, a2, b) of P(a1, a2, b) over the ﬁrst quadrantD={(x1, x2) :
0x1, x2∞}. It appears to be the two-dimensional analog of a ray and therefore it is
called 2D ray. In terms of representation (3), we discretize the third coordinate x3 over the
nonnegative integer grid points in D. Consider an array = {i,j : i, j = 0, 1, 2, . . .} on D
whose elements are the intersection points of PD(a1, a2, b)with the vertical grid lines. Let
(i, j, Ii,j ) ∈ Z3 be the grid point nearest to i,j . Formally, we have that the discretization
of PD(a1, a2, b) is Ia1,a2,b = {(i, j, Ii,j ) : i, j0, Ii,j = a1x1 + a2x2 + b + 12}. It has
a slope vector (a1, a2) and intercept b. The discretization of a 2D ray R is alternatively
denoted by discr(R).
Recall that an arithmetic plane is a set of voxels P(1, 2, 3,,	) = {(x1, x2, x3) ∈
Z3| − 	2 1x1 + 2x2 + 3x3 + < 	2 }, where 	 ∈ Z+ and  ∈ Z are the plane
thickness and intercept, respectively. A plane with	=max(|1|, |2|, |3|) is called naive.
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Theorem 5 (Réveillès [24]). A naive plane P(1, 2, 3,,max(|1|, |2|, |3|)) coin-
cides with a set of grid points assigned to a discrete plane, and vice versa: for any
discrete plane P there are numbers 1, 2, 3 and  such that the set of points of P is
P(1, 2, 3,,max(|1|, |2|, |3|)).
A digital 2D ray ra1,a2,b with a slope vector (a1, a2) and intercept b is deﬁned as an array
r = {ra1,a2,b(i, j), i, j = 0, 1, 2, . . .} on Z2+.
We set ra1,a2,b(0, 0)= I0,0, and determine the 0th row and 0th column as
ra1,a2,b(0, j + 1)= I0,j+1 − I0,j =
{0, if I0,j+1 = I0,j ,
1, if I0,j+1 = I0,j + 1,
and
ra1,a2,b(i + 1, 0)= Ii+1,0 − Ii,0 =
{0, if Ii+1,0 = Ii,0,
1, if Ii+1,0 = Ii,0 + 1,
respectively. Now the rest of array ra1,a2,b can be determined either along rows or columns:
ith row: ra1,a2,b(i, j + 1)= Ii,j+1 − Ii,j =
{0, if Ii,j+1 = Ii,j ,
1, if Ii,j+1 = Ii,j + 1,
jth column: ra1,a2,b(i + 1, j)= Ii+1,j − Ii,j =
{0, if Ii+1,j = Ii,j ,
1, if Ii+1,j = Ii,j + 1.
Note that the 0th row and column are the same both in rowwise and columnwise digitiza-
tions. Because of assumption (2), horizontal/vertical move from one integer point to another
in the domain D can increase the z-coordinate by at most 1. Once the 0th row or column
is generated, one can build the rest of the array either along rows or columns. ra1,a2,b is
called digitization of the 2D rayPD . Digitization of a 2D ray Rwill alternatively be denoted
digit(R). If for two 2D rays ra1,a2,b and ra1,a2,b′ the number b − b′ is integer, then clearly
ra1,a2,b= ra1,a2,b′ . Thus, w.l.o.g. we may assume that the intercepts are limited to 0b1.
An Euclidean plane x3= a1x1+ a2x2+ b, its discretization Ia1,a2,b and digitization ra1,a2,b
are called rational if both a1 and a2 are rational numbers. Otherwise, these are irrational.
Discretization and digitization of a plane P(a1, a2, b) is deﬁned similarly. The following
theorem is an analog of a well-known result of Bruckstein about digital rays and can be
proved along the lines of [13].
Theorem 6. For irrational plane with a slope vector (a1, a2), the plane discretization
Ia1,a2,b uniquely determines both (a1, a2) and b. For rational (a1, a2), Ia1,a2,b uniquely
determines (a1, a2), and b is determined up to an interval.
3.1. Periodicity of digital 2D rays
It is well-known that a discrete plane with rational coefﬁcients is periodic. As one can
naturally expect, the same applies to the corresponding digitization deﬁned above. We
showed in [11] that the following theorem holds:
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Theorem 7. Rational digital 2D rays are lattice-periodic. For a given basis of the lattice,
the corresponding lattice cells are parallelograms. For all possible bases, the lattice cells
have the same area, which is equal to the maximal by absolute value coefﬁcient in plane
representation (1) with gcd(1, 2, 3)= 1 and, equivalently, to the least common multiple
(lcm) of the denominators of a1 and a2 in plane representation (3).
In the rest of this section we prove a corresponding statement about the periodicity of
irrational plane digitization.
Unlike an irrational line digitization which is always aperiodic, an irrational plane dig-
itization may be line-periodic. Let P be an irrational plane. The periodicity structure of
digit(P ) depends on the integer (or rational) points which P contains. Pmay either contain
no integer or rational points, or may contain a single integer or rational point, or, otherwise,
P contains inﬁnitely many equidistant integer points which belong to a straight line on P,
or P is parallel to a line which contains inﬁnitely many equidistant integer points. (In the
latter case, P contains inﬁnitely many rational points which belong to parallel straight lines
on P and form dense sets on these lines.) We list a few useful facts.
Fact 1. (1)AplaneQcontains exactly one integer/rational point if andonly if it is irrational.
In this case there is no line parallel to Q and containing inﬁnitely many equidistant integer
points.
(2) A plane/2D ray Q contains inﬁnitely many equidistant integer points which belong
to a straight line on Q, and no other integer points, if and only if Q is irrational.
(3) A plane/2D ray Q contains inﬁnitely many rational points which belong to (and are
dense on) a straight line/straight line segment on Q, and no other rational points, if and
only if Q is irrational.
The existence of integer and/or rational points on a plane depends on its coefﬁcients (the
slope vector). We list some related facts.
Fact 2. (1)Aplanewith equationx3=a1x1+a2x2+bmaycontain a linewith inﬁnitelymany
equidistant integer points on it even if all coefﬁcients a1, a2 and b are irrational numbers.
Consider, for instance, the plane with equation√2x1+
√
3x2+(
√
2+√3)x3=
√
2+2√3,
or, equivalently, x3=−
√
2/(
√
2+√3)x1−
√
3/(
√
2+√3)x2+ (
√
2+2√3)/(√2+√3).
This plane contains the integer points A = (0, 1, 1) and B = (1, 2, 0), hence it contains
inﬁnitely many equidistant integer points on a straight line determined by A and B.
(2) Let a plane P have equation x3 = a1x1 + a2x2 + b, such that one of the coefﬁcients
(say, a2) is irrational while the other is integer (or rational).
(a) If b is integer or rational, then the plane contains a linewith inﬁnitelymany equidistant
integer points on it. More precisely, this is the line x3 = a1x1 + b, x2 = 0. (If a1 = p1/q1,
gcd(p1, q1) = 1, and b = p/q, gcd(p, q) = 1, then the line equation is equivalent to
qq1x3=p1x1+p. Clearly, gcd(qq1, p1)= 1 and the equation has inﬁnitely many integer
solutions).
(b) If b is an irrational number that is not a rational multiple of a1, then the plane contains
no integer or rational points. Nevertheless, P is parallel to a line containing inﬁnitely many
equidistant integer points.
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(3) Let a plane P have equation x3 = a1x1 + a2x2 + b, such that both coefﬁcients a1
and a2 are rational while b is irrational. Then P contains no integer or rational points.
Nevertheless, P is parallel to a rational plane with at least two linearly independent integer
directions. Theorem 7 and its proof (see [11]) imply that in this case the digitization of P is
lattice-periodic.
(4) Let a plane P have equation x3= a1x1+ a2x2+ b, such that both coefﬁcients a1 and
a2 are irrational while b is rational. Then the plane contains a single integer or rational
point.
We introduce some constructions and denotations.
Let R : x3 = a1x1 + a2x2 + b, x1, x20 be a 2D ray, discr(R) its discretization and
digit(R) its digitization. The row indexes i=0, 1, 2, . . . run on the integer points of x2 axis
while the column indexes j = 0, 1, 2, . . . run on the integer points of x1 axis. We denote
by discr(R)i the ith row of discr(R) and by discr(R)j the jth column of discr(R). Also,
let us denote by digit row(R)i a generic ith row of digit row(R) and by digit row(R)j a
generic jth column of digit row(R). Analogously, denote by digitcol(R)i a generic ith row
of digitcol(R) and by digitcol(R)j a generic jth columnof digitcol(R). These are sequences
of 0s and 1s.
Consider discr(R)i and the two vertical planes P1 and P2 that bound it. They intersect
R in two parallel lines g1 and g2. Consider the ray g on Rwhich is between g1 and g2 and is
in equal distance from both of them. Let g′ be the orthogonal projection of g onOx1x3. Let
discr(g′) denote the discretization of g′ on the integer points of Ox1x3 and digit(g′) the
corresponding digitization on the integer points of Ox1x3. In an analogous way we deﬁne
a discretization discr(h′) and digitization digit(h′) of a ray h corresponding to a column
discr(R)j . Such a correspondence holds for any row or column of discr(R).
After this preparation, we are able to prove the following theorem.
Theorem 8. Irrational digital 2D rays are either aperiodic or line-periodic.
Proof. Consider a plane P with an irrational slope vector (a1, a2) and the corresponding
2D ray R. We distinguish three different cases.
Case 1: Both a1 and a2 are irrational and the plane P : x3 = a1x1 + a2x2 + b does
not contain more than one integer or rational point and is not parallel to a line containing
inﬁnitely many equidistant integer points.
Consider discr(R)i , g′ and digit(g′) deﬁned above. Let v be an arbitrary voxel of
discr(R). Then the vertical distance from the center c(v) of v to R is  12 . Clearly, equality
is possible only if R passes through the center of the square which is an upper 2D-facet of
v. (See Fig. 1a.) According to our assumption, this may happen with either no one voxel
of discr(R) (Subcase (1a)) or with exactly one voxel of discr(R) (Subcase (1b)). In the
former case, the vertical distance from c(v) to R is strictly less than 12 . In the latter case,
according to the deﬁnition of discr(R), c(v) is above R. Consider now the projections v′
and c(v)′ of v and c(v), respectively, onOx1x3 (v′ being a unit square and c(v)′ an integer
point in Ox1x3). We investigate their position with respect to the line g′. By the deﬁnition
of g′ we have in Subcase (1a) that the vertical distance between g′ and c(v)′ is strictly less
than 12 . In Subcase (1b), we have that g′ is above c(v)′ and that the vertical distance between
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Fig. 1. (a) Illustration to the proof of Theorem 7. g′ is the projection of g on the facet of v which is parallel to the
plane Ox1x3. (b) Array on Z2+ tiled by a rectangular tileW.
them is equal to 12 . Hence, the projections of all voxels of the row discr(R)i form a discrete
line, which is exactly the discrete line discr(g′). (According to Theorem 3, a continuous
straight line is uniquely determined by a given discretization, provided that the line has an
irrational slope, which is the case.) Since the slope vector (a1, a2) of R has two irrational
components and the plane P contains at most one integer or rational point, the same applies
to the lines g and g′. Then by Theorem 4, the digitization digit(g′) of g′ is aperiodic.
Consider now the digitization of the ith row of discr(R). By deﬁnition, it is the ith row
digit row(R)
i of digit row(R). We observe that digit row(R)i is identical to digit(g′), with
a possible difference in the ﬁrst element, since constructing digit row(R)i may start from
either 0 or 1 depending on the corresponding element in the 0th column. Thus we obtain
that the ith row digit row(R)i of digit row(R) is aperiodic. In a similar way one can show
that for any j, the jth column digitcol(R)j of digitcol(R) is aperiodic.
The same applies to any column of digit row(R). If we assume that there is a col-
umn digit row(R)
j of digit row(R) that is periodic, then the corresponding jth column
digitcol(R)
j ofdigitcol(R)would be periodicwith the sameperiodicity asdigit row(R)j—a
contradiction. (More in detail, R would be parallel to a line which contains equidistant in-
teger points and whose orthogonal projection on Ox1x2 is parallel to the Ox2 axis. Then
digit row(R) would be “vertically periodic,” i.e., all its columns would be periodic, includ-
ing the 0th one. However, digit row(R) and digitcol(R) have the same 0th column, and we
have seen that the one of digitcol(R) is aperiodic, which is a contradiction.)
Case 2: The coefﬁcient a1 is irrational, while a2 is rational.
Here the rowwise situation is identical to the previous case, i.e., all digital rows digit row
(R)i are aperiodic. Instead, all the continuous lines h associated with the columns of
digitcol(R) have integer slope a2. Then, by Theorem 4, they are periodic and feature the
same period length. Furthermore, from Theorem 2 we have that all columns’ digitizations
are equivalent up to translation. Then, by arguments similar to those used in Case 1, it
follows that the columns of digit row(R) are periodic, as well.
Case 3: Both a1 and a2 are irrational and the plane P contains more than one integer
point or is parallel to a line containing inﬁnitely many equidistant integer points.
Here the rowwise and columnwise structure is identical to Case 1, i.e., all digital rows
digit row(R)
i and columns digit row(R)j of digit row(R) are aperiodic.We have that R con-
tains or is parallel to a line Lwith integer coefﬁcients containing inﬁnitely many equidistant
integer points. Moreover, L is not parallel to a coordinate axis. Then its discretization does
not constitute a row or a column of discr(R). If R does not contain integer points lying on
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a line but is parallel to a line containing integer points, then R is parallel to inﬁnitely many
lines of this type which may be arbitrarily close to R.
W.l.o.g., consider for the sake of deﬁniteness the case when R contains integer points.
We discretize L as follows. Let Lx1x2 be the orthogonal projection of L on the planeOx1x2.
Let discr(Lx1x2) be the discretization of L (in other words, the naive line associated to it).
Because of condition (5), for each integer point of Lx1x2 there exists exactly one integer
point in discr(R). Denote the set of all these points by discr(L). (Note that, as shown in [3],
discr(L)may be a disconnected set of voxels.) Clearly, discr(L) is periodic with a period
determined by the segment between two consecutive integer points on L. (Here periodicity
means that there is no mismatch between the voxels of discr(L) translated by the period
vector and discr(L) itself.) It is easy to realize that the discretizations of all straight lines
on Rwhich are parallel to L, are equal up to translation. Hence they are all periodic with the
same period length as the one of L. Then the same applies to the corresponding digitizations
of L.
We are now ready to conclude the proof of the theorem. We reason about digit row(R),
the considerations about digitcol(R) being analogous. The above discussion reveals the
following:
(a) InCases 2 and3, the digital 2D raydigit row(R) is line-periodic,with either a horizontal
or a vertical period in Case 2 and a non-horizontal non-vertical period in Case 3.
(b) In Case 1, digit row(R) is aperiodic. To prove this, assume the opposite, i.e., that
digit row(R) has a period vector w. For generality, suppose that w is not parallel to either of
the coordinate axes.
Let l be the ray in Ox1x2 determined by w. Since it is determined by an integer period
vector, it has integer coefﬁcients. Let discr(l) be the discretization of l in the integer points
of Ox1x2. We assign 0s or 1s to the pixels of discr(l) in such a way that they are the
corresponding digits in digit row(R). That is, discr(l) is a digital ray in Ox1x2, which is
periodic with a period determined by w. Consider the set of voxels L ⊆ digit row(R)which
correspond to discr(l). L appears to be a discretization of certain ray l¯ onP, such that l is the
orthogonal projection of l¯ onOx1x2. Because of this correspondence between discr(l) and
L, one can conclude that L is periodic with a period vector w¯ such that w is the projection of
w¯ onOx1x2. Since the points of L belong to digit row(R), this is possible only ifR is parallel
to a line with an integer slope containing integer points. This contradicts the assumption.
(c) In all the three cases digit row(R) is not lattice-periodic, i.e., it does not have two
linearly independent period vectors.Toprove this, assume the opposite, i.e., thatdigit row(R)
is lattice-periodic with linearly independent period vectors w1 and w2. It was proved in [8]
that if an array A on Z2+ is lattice-periodic, then it is tiled by certain rectangular tile (see
Fig. 1b). Hence digit row(R) is tiled and therefore its rows and columns are periodic. By
arguments similar to those used in the case of rational slope vector, one can conclude that
for every row (column) the corresponding central line g (h) must be rational, which is a
contradiction. This completes the proof of the theorem. 
3.2. Symmetry
Let A be an (inﬁnite) array on Z2+ and s a shape in Z2+. We call s symmetric if there is a
point c ∈ s (not necessarily integer), such that for every vector v with c + v ∈ s, it holds
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(b) (c)
0
0
0
0
1
1 1
1
1
10
0 0
0 0
0
0
0
0
0
1
1
1
1 1
1
1 1
1
1
1
1
1
1 0 0
00
1 1 1
1
1 1
10
1 1 000
1
1
(a)
Fig. 2. 2D palindromes. (a) The center of symmetry is an integer point. (b) The center of symmetry has one integer
and one half-integer coordinates. (c) The center of symmetry has two half-integer coordinates.
c − v ∈ s. A point c with this property is called a center of symmetry for the shape s. Now
let B ⊆ A be a factor of A on shape s. The factor B is a 2D palindrome if its shape s is
symmetric with respect to some center of symmetry c, and for every vector vwith c+v ∈ B,
the symbol at the point c + v is the same as the one at c − v. Note that it may happen that
the center of a symmetric set of points is between two or four integer points (see Fig. 2). In
such a case the center of symmetry is a point (x, y) such that one or both of its coordinates
are half-integer (Fig. 2b,c). We have the following plain proposition:
Proposition 1. Let a plane P with an irrational slope vector pass through a point x with
integer/half-integer coordinates. Then the corresponding digital plane is symmetric w.r.t.
x. Further, let P ′ be a plane parallel to P and at a distance d from P. Then, if d is small
enough, the corresponding digitization digit row(P ) (or digitcol(P )) is a 2D palindrome in
a certain neighborhood of x. Clearly, the smaller d, the larger the 2D palindrome centered
at x. Given a plane P, one can choose integer or half-integer points arbitrarily close to it.
Therefore, digit row(P ) and digitcol(P ) contains inﬁnitely many and arbitrary large 2D
palindromes.
Recent studies on symmetries of digital planes can be found in [7].
4. Sturmian 2D words and digital 2D rays
Let r = ra1,a2,b be a digital 2D ray. Let k, l0 be integers. We call a (k, l)-sufﬁx of r the
sub-array of r determined by its rows and columns with indexes greater than or equal to k
and l, respectively. k, l-preﬁx of r is determined by the rows and columns with indexes not
greater than k and l, respectively. Digital 2D ray r is called ultimately periodic if there are
integers k, l0 such that the (k, l)-sufﬁx of r has a period vector. r is uniformly recurrent if
for every integer n> 0 there is an integerN > 0 such that every square factor of sizeN×N
contains every square factor of size n× n.
Given a 2D array A (ﬁnite or inﬁnite), we deﬁne complexity function PA(m, n) of A as
the number of different (m×n)-factors of A. In particular, we have PA(0, 0)=1 (the empty
word is the unique factor in this case), while PA(1, 1) is the size of the alphabet. Thus for
a binary alphabet {0, 1} we have PA(1, 1)= 2. In what follows we will consider arrays on
the alphabet {0, 1}.
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The above deﬁnitions extend analogous notions about one-dimensional words. Recall
that the complexity function Pw(n) of such a word w is deﬁned as the number of different
n-factors of w. A word with Pw(n)n for some n, is (ultimately) periodic. Sturmian words
are the words that have lowest complexity among the non-ultimately periodic words, i.e.,
of complexity Pw(n)= n+ 1 for any n0. It is also well-known that any Sturmian word
is a digitization of an irrational straight line and is uniformly recurrent. See [27] for further
details. In higher dimensions the situation is more complicated. For instance, it is still
unknown whether a notion of minimal complexity can be reasonably deﬁned (see [5] and
the discussion therein). To a certain extent the same applies to the notion of 2D Sturmian
word. Initially it was expected that 2D words of minimal complexity are digitizations of
irrational planes with no rational direction. Such words were believed to have complexity
mn+ 1. However, it was recently proved that a 2D word of complexity mn+ 1 cannot be
uniformly recurrent and does not appear to be a digitization of any plane [14]. Therefore, it
makes sense to call 2D Sturmian words the ones that appear to be digitizations of irrational
planes which do not have a rational direction. Such kind of words obtained within a number
of diverse digitization schemes have been widely investigated by S. Ito, M. Ohtsuki, L.
Vuillon, V. Berthé, R. Tijdeman among others, and various interesting and sophisticated
results have been obtained. See, e.g. [2,5–7,14,28] for recent contributions. Here we study
digital 2D rays in the framework of our simple digitization scheme described in Section 3.
First we list a number of properties, which, as a matter of fact, are based on the Kronecker
theorem.
Proposition 2. All digital planes/rays with an irrational slope vector (a, b) contain the
same set of rectangular factors.
Proof. The same proof works both for digital planes and rays. Let r ′ be an irrational digital
2D ray determined by a 2D ray R′ with an irrational slope vector (a1, a2). Let w′ be a
(p× q)-factor of r ′. r ′ corresponds to a discretization I ′ of R′. Let x be an integer point of
I ′ which is in a shortest vertical distance d ′ fromR′. If there are more than one such kind of
points (this may happen only if r ′ is line-periodic), we choose an arbitrary one. Let the point
of r ′ corresponding to x have indexes i and j with respect to the ray r ′. Now consider a 2D
ray R′′ which has the same slope vector (a1, a2) but another intercept. Let I ′′ and r ′′ be its
discretization and digitization, respectively. Since the slope vector (a1, a2) is irrational, by
arguments implied by the Kronecker theorem, it follows that one can ﬁnd an integer point
y ∈ I ′′, such that its vertical distance d ′′ from R′′ is arbitrary close to h′. Consider in r ′′ the
digital image y¯ of y (which is a discrete point labeled 0 or 1) and take a (p × q)-factor w′′
of r ′′ in such a way that y¯ has indexes i and j with respect to r ′′. Now it is easy to realize
that if |d ′ − d ′′| is small enough then w′ = w′′, i.e., the word w′ appears also in r ′′. 
Proposition 3. Let r be an irrational digital 2D ray. Then every rectangular block appear-
ing in r, appears in it inﬁnitely many times.
Proof. Let r be an irrational digital 2D ray determined by a 2D ray R with a slope vector
(a1, a2). Let w be a (p× q)-factor of r and I the discretization of R. Assume that w appears
ﬁnitely many times in r. Then it is contained in a (ﬁnite) preﬁx f of r. Consider the rest of
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Fig. 3. Illustration to the proof of Theorem 3.
r, i.e., the digital domain r − f . It is a digitization of an inﬁnite portion of R and contains a
digital 2D ray R¯ (see Fig. 3) with the same slope vector (a1, a2) as R. By arguments similar
to those used in the proof of Proposition 2, we get that the digitization of R¯ contains a factor
equivalent to w—a contradiction. 
Proposition 4. Any factor of an irrational digital plane is a factor of a rational digital
plane.
Proof. Let r be an irrational digital 2D ray determined by a 2D ray R with a slope vector
(a1, a2). Let I be the corresponding discretization of R and w a (p × q)-factor of r. Let
Rw be the rectangular portion of r corresponding to the digital rectangle w and Iw the
corresponding portion of I. Let x ∈ Iw be an integer point which is the closest one to R
and does not belong to R. If there are more than one point with this property, we choose
an arbitrary one. Consider a plane r ′ passing through x and parallel to R. Consider the
corresponding portion R′w deﬁned similarly to Rw. Clearly, one can choose a rational plane
R¯ which is “sandwiched” between p and R′ in the region restricted by the factor w. Then,
the digitization of that region of R¯ is identical to w. 
We now investigate some other properties.
Proposition 5. If the digital 2D ray r is irrational then Pr(m, n) is unbounded.
Proof. Since r is irrational, by construction either its columns or rows (or both) are irrational
digital lines. Since the complexity function of an irrational digital line is unbounded, the
same follows for any digital 2D ray containing such lines as columns or rows. 
An important array characteristic is its balance. Let h(U) denote the number of 1s in
a binary array U. Given two binary arrays U and V of the same size m × n, (U, V ) =
|h(U) − h(V )| is their balance. A set X of arrays is said to be -balanced for a certain
constant > 0, if (U, V ) for all pairs of (m× n)-arrays U,V ∈ X, where m and n are
arbitrary positive integers. An inﬁnite array A is said to be -balanced if its set of factors is
-balanced. Array balances are familiar from studies in number theory, ergodic theory, and
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theoretical computer science. For recent study on balance properties of multidimensional
words on two or three letter alphabets see, e.g., [4]. Within the digitization scheme adopted
here, we are able to state the following:
Proposition 6. Let Q be a rowwise digitization of a 2D ray. Then (U, V )m for any pair
of (m× n)-factors U, V of Q, m, n0.
Proof. Suppose ﬁrst that Q is irrational. Then, according to Proposition 2, all rows contain
the same set of factors. In particular, the set of n-factors is the same for all rows. Let U and
V be two (m× n)-factors of r. Since r is irrational, the rows of r are irrational digital lines
with the same slope. Then they are all 1D Sturmian words. Therefore, the number of 1s in
the jth row of U differs from the number of 1s in the jth row of V by at most 1 (see [27]).
Hence, the number of 1s in U differs from the number of 1s in V by at most m.
Since a rational digital ray is 1-balanced as well (see [27]), the above argument applies
also to the case when Q is rational. 
Note that the bound of Proposition 6 is reachable, hencewithin the considered digitization
scheme the 2D digital rays are, overall, non-balanced. To see this, consider the 2D ray R0, 13
deﬁned by x3 = 2x2, x1, x20. Its digitizations digit row(R0, 13 ) and digitcol(R0, 13 ) are
identical and consist of rows composed either only by 0s or only by 1s, which change
alternatively. Then, for an arbitrary integer k1, there will be inﬁnitely many pairs of
(1× k)-factors whose balance is equal to k.
Before presenting the other results of this section, we provide a brief discussion on the
structure of 2D ray discretization. First we recall that an (m, n)-window at a point (p, q) ∈
Z2 is a set of points (i, j) ∈ Z2 with p i <p + m and qj < q + n. An (m, n)-cube
at a point (i, j) ∈ Z2 of a discrete plane P is the set {(x, y, z) ∈ P : ix i + m −
1 and jyj + n− 1}. Two (m, n)-cubes at two different points (i, j) and (i′, j ′) of a
discrete plane are geometrically equivalent if each of them can be obtained from the other
one by an appropriate translation. By CR(m, n) we denote the number of different (m, n)-
cubes over the points of discr(R). CR(m, n) is an important parameter characterizing a
discrete plane structure (see, e.g., [25]) and is closely related to the complexity function of
a plane digitization. In what follows we will use the following lemma:
Lemma 1. (a) If R is a 2D ray then CR(m, n)mn.
(b) If R is rational, then CR(m, n) lcm(q1, q2), where q1 and q2 are the denominators
of the coefﬁcients of x1 and x2 in plane representation (3).
Proof. (a) Consider an arbitrary (m, n)-window B of Z2+. Let RB be the corresponding
quadrilateral portion of R and discr(RB) ⊂ discr(R) the corresponding discretization of
RB . We denote by rB the digitization of RB . Recall that by Theorem 5, the integer points
of discr(R) are between two Euclidean planes R1 and R2 parallel to each other and to the
plane containing R, so that R is in the same vertical distance 12 both from R1 and R2. As
already mentioned in Section 3, if b′ − b′′ is integer, then the discretized 2D rays Ia1,a2,b′
and Ia1,a2,b′′ are equivalent. Hence, it is enough to study the structure of discr(R) for planes
between R1 and R2.
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Now imagine that we continuously move R upward with a translation vector parallel to
theOx3 axis, until it touches an integer point.At this moment, the discretization discr(RB)
of the translated quadrilateral RB changes (as its digitization rB does, as well). The same
happens if we move R downward until it touches an integer point. All Euclidean planes
between these two positions form an equivalence class of planeswhose restrictions toB have
the same discretization. When moving R upward or downward, clearly at most mn changes
are possible and at most mn different equivalence classes may arise: one for each point
from discr(RB). Let these classes be CB(k), 1kmn. They can also be numbered by
the pairs (i, j), 1 im, 1jn. Thus, there are at most mn different discrete rectangles
corresponding to planes between R1 and R2 and restricted to the block B.
It remains to show that no other (m, n)-cubes may appear in discr(R). Consider another
(m, n)-window B ′ of Z2+. Let x′ be the integer point which is above RB ′ and closest to
RB ′ . Let x′ be over the ith row and jth column of B ′. Then the corresponding integer point
below R with the same coordinates (i, j) is the point farthest to RB ′ among all points of
discr(RB ′). Similarly, let y′ be the integer point which is below the planeR and closest toR.
Let y′ be over the i′0th row and j ′0th column ofB ′.We have (i0, j0) = (i′0, j ′0). Now consider
the equivalence class CB ′(k0) to which discr(RB ′) belongs for some k0, 1k0mn. This
class corresponds to the pair of indexes (i′0, j ′0), if we consider the equivalence classes as
determined by upwardmoving, or to the pair of indexes (i0, j0) if the classes are determined
by downward moving. Suppose the latter is the case. Consider the classCB(k0) correspond-
ing to the integer point from discr(RB ′)with the same indexes (i0, j0). Then CB(k0) and
CB ′(k0) are equivalent in a sense that they give rise to the same discretizations, i.e., for any
planeQ ∈ CB(k0) and any planeQ′ ∈ CB ′(k0) we have digit(Q′B ′)= digit(QB). To see
this, consider the class CB(k0) determined by the indexes (i0, j0), i.e., the integer point x
over (i0, j0) is the closest one to RB among all points of discr(RB). If the distance from x
to R is larger than the one from x′ to R, we can move R upward until both distances become
equal. IfR′ is the translated plane, then clearlyR′B andRB will have the same discretization.
If the distance from x to R is smaller than the one from x′ to R, we can move R downward
until both distances become equal, thus obtaining the same result.
(b) Let R be rational. We saw (Theorem 7) that in this case discr(R) can be partitioned
into parallelogram patches with sides corresponding to a basis of the lattice . Every par-
allelogram involves lcm(q1, q2) elements, where q1 and q2 are the denominators of the
coefﬁcients of x1 and x2. Let P1 and P2 be two arbitrary parallelograms of the partition.
Consider the translation T that brings P1 onto P2. The pair of points that are corresponding
to each other under T, are considered equivalent. In the same way we deﬁne equivalence
of points for every two parallelograms. Clearly, every point of any parallelogram is equiv-
alent to exactly one point from any other. Thus the points of discr(R) are partitioned into
lcm(q1, q2) equivalence classes. Then for any positive integers m and n the number of
different (m, n)-cubes at points of discr(R) is bounded by lcm(q1, q2). 
Lemma 2. If a digital 2D ray r is irrational and aperiodic, then Pr(m, n)mn.
Proof. Keeping in mind the proof of Lemma 1, it is easy to see that in the considered
case CR(m, n) = mn. It is also clear that CR(m, n)Pr(m, n), from where the lemma
follows. 
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We conclude the present study with results related to a conjecture by M. Nivat about
periodicity of inﬁnite binary 2D words. He conjectured that if for some integers m, n0
an inﬁnite bi-dimensional binary array A has complexity PA(m, n)mn, then A has at
least one period vector [23]. Note that the converse is not true, in general: an array may be
periodic but its complexity may be higher than mn (see [5]). Only partial results for small
values of m and n have been proved regarding this conjecture. In [16] a weaker statement
is proved under the condition PA(m, n) 1100mn. Here we consider the Nivat’s conjecture
for the special case of arrays that are digital 2D rays.
Theorem 9. A digital 2D ray r has a period vector if and only if for some integersm, n0,
Pr(m, n)<mn.
Proof. From Lemmas 1 and 2 and their proofs it is clear that the inequality Pr(m, n)<mn
holds for some m, n0 if and only if discr(RB) contains two points that are in equal
vertical distances from R. In view of Theorems 7 and 8 and the related discussion, this may
happen iff discr(R) and, in turn digit(R), have a period vector. As we have seen, this may
happen when R is either rational or irrational digital ray. 
Remark 1. If for some m, n0 an equality Pr(m, n) = mn holds, it seems to imply the
condition Pr(m, n+ 1)<m(n+ 1), under which Theorem 9 applies. To prove this remains
as a further task.
The next theorem provides an asymptotic result in terms of CR(m, n). We say that a
vector v is a symmetry vector of discr(R) if for any voxel w ∈ discr(R), v + w ∈
discr(R). v is a period vector of discr(R) if for any integer k, kv is a symmetry vector
of discr(R).
Theorem 10. Let R be a 2D ray. Then discr(R) has a period vector if and only if
lim
m,n→∞
CR(m, n)
mn
= 0. (4)
Proof. Let (4) holds. Then there exist positive integers m0, n0 such that for any pair of
integers m, n with mm0 and nn0 we have CR(m, n)/(mn)< 1, i.e., CR(m, n)<mn.
Then by Theorem 9, digit(R) has a period vector, as discr(R) does.
Now let v = (p, q, r), pq, be a period vector of discr(R), where p, q and r are
ﬁxed integers. Let v′ = (p, q) be its projection on the coordinate plane Ox1x2. Because of
condition (2), there is a one-to-one correspondence between the voxels of discr(R) and the
points of Z2+. So, to obtain certain quantitative estimations, one can work with projections
of (m, n)-cubes over Ox1x2 rather than with the (m, n)-cubes themselves.
Consider the set of nonnegative integer points of the form u(i) = i · v = (ip, iq) for
i = 0,±1,±2, . . .. They are projections onOx1x2 of points of discr(R), generated by the
period v. The points u(i) belong to a line determined by v′ and induce a partition of Z2+ into
a set S of vertical strips delimited by the vertical rays x1= ip, x20, for i= 0,±1,±2, . . .
(Fig. 4a). Since v is a symmetry vector of discr(R), any two strips from S correspond to
regions of digit(R) that are equivalent up to translation by the vector v.
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Fig. 4. Illustration to the proof of Theorem 10.
Now consider an (m, n)-windowW = A1A2A3A4 of Z2+ with m= jp and n= jq (see
Fig. 4b). It corresponds to an (m, n)-cube C of discr(R). PartitionW into j rectangles Wt
(t = 1, 2, . . . , j ) of width p and height jq and consider their pre-images Ct (t = 1, 2, . . . , j )
from discr(R) under the orthogonal projection ontoOx1x2. Nowwe notice with the help of
Fig. 4b that the set of voxels from C1 corresponding toW1 completely determines (through
translation by the vector v) all the other Ct ’s portions that correspond toWt ’s portions over
the diagonal A1A3. Similarly, the set of voxels from Cj corresponding to Wj completely
determines (through translation by vector (−v)) all the other Ct ’s portions that correspond
to Wt ’s portions below the diagonal A1A3. Thus the sets of voxels from C1 and Cj are
sufﬁcient to completely recover the whole (m, n)-cube C.
Because of the one-to-one correspondence between voxels from discr(R) and elements
of Z2+, the number of voxels in a set Ct equals the number of integer points in a strip Wt ,
so C1 and Cj contain overall 2(p.jq) voxels. From this last fact and recalling the proof of
Lemma 1, one can conclude that vertical perturbations of the digital 2D ray R through the
windowW can induce no more than 2(p.jq) different (m, n)-cubes. Then for the ratio of
CR(m, n) and mn we have the upper bound
CR(m, n)
mn
 2pjq
j2pq
= 2
j
= 2p
n
,
which approaches 0 as n approaches inﬁnity. 
5. Concluding remarks
In this paper we studied periodicity and other properties of discrete planes in terms of 2D
binary arrays. Such kind of “linguistic” approach helps to simplify the considerations by
reducing the original 3D problem to a 2D one. Its relevance to designing efﬁcient discrete
plane recognition algorithms as well as other possible directions of research have been
brieﬂy discussed in [11].
We have seen that unlike the irrational digital lines, the irrational digital planes may
feature line-periodicity. The 2D Sturmian words correspond to aperiodic digital planes
which, however, still possess certain “quasiperiodicity,” similar to the one exposed by the
Penrose tilings of the plane and the quasicrystals (see, e.g., [2,18]). Results of this kind reveal
interesting structural features of the irrational digital planes, which may be met in practice,
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e.g., when the plane coefﬁcients are obtained through certain computational process. Studies
on the structure of irrational discrete planes also support the better understanding of the
rational discrete planes structure. For instance, Proposition 4 shows that any arbitrary large
factor of an irrational digital plane is also a factor of certain rational digital planes. This in
turn means that for any shape s of arbitrary large sizem×n there are rational digital planes
(inﬁnitely many, as it is easy to see) that are aperiodic on s. In other words, arbitrary large
patterns of rational and irrational digital planes may be identical and thus have the same
line-periodic or aperiodic (quasiperiodic) structure. The deeper understanding of such kind
of phenomena may provide useful insight into the structure of the discrete plane.
An important problem in image analysis is to recognize whether a given set of points
constitutes a portion of a discrete plane. In [25]Réveillès proposed a linear time algorithm for
recognizing if a discrete surface is a discrete plane. The algorithm exploits certain properties
of “combinatorial pieces” of discrete planes which turn out to be one-dimensional Sturmian
words. This approach can be applied to a surface digitization obtained by a straightforward
modiﬁcation of our digitization scheme. As discussed in [5,29], some properties of 2D
Sturmian wordsmight be instrumental in designing algorithms for digital plane recognition.
In this regard, a challenging task is to look for further properties that characterize a plane
digitization in terms of its balance and complexity.
This work is partially based on CITR-TR-120 [9]. Some of the presented results have
been announced in [11] and cited in [20].
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