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Abstract
The aim of this work is to present a nite element method for the approximation of the steady solution of an incom-
pressible second-grade uid model in two dimensions. The equations for second-grade uids form a system of nonlinear
partial dierential equations of mixed elliptic{hyperbolic type (in the steady state). Using a xed-point argument, associ-
ated with the decomposition of the system into a transport equation and a Stokes system, existence and uniqueness of the
approximate solution are proved and error estimates are obtained. This technique allows the construction of a decoupled
xed-point algorithm converging to the discrete solution of the original problem. c© 1999 Published by Elsevier Science
B.V. All rights reserved.
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1. Introduction
Mathematical models arising in nonNewtonian uid mechanics have been extensively studied in
the last fty years (see e.g. [29,28] and the references cited therein). As is well known, for a large
class of uids of rheological interest, the constitutive equations, relating the stress tensor to the rate
of deformation, together with the conservation of mass and momentum equations (in the isothermal
case) lead to partial dierential equations containing nonlinear terms of higher order than the usual
inertial term of the Navier{Stokes equations (see e.g. [12,19]). The complexity of these viscoelastic
ow models requires the use of special techniques of nonlinear analysis to deal with mathematical
( This work has been supported by CMA=IST and EU-FEDER PRAXIS XXI Project 2=2:1=MAT=380=94 and
(BM=8107=96).
∗ Corresponding author.
E-mail address: asequeir@math.ist.utl.pt (A. Sequeira)
0377-0427/99/$ - see front matter c© 1999 Published by Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(99)00149-1
282 A. Sequeira, M. Baa / Journal of Computational and Applied Mathematics 111 (1999) 281{295
questions such as the existence, uniqueness and stability of solutions. In this context, numerical
simulation may be considered as an important tool for prediction of nonNewtonian phenomena. In
the last two decades, intensive research has been performed in this area, mainly for dierential type
models, using nite element methods for steady ows, nite dierences in time and nite element
or nite volume approximations in space for unsteady ows (see e.g. [21,9{11,7,27]). The persistent
failure of many numerical schemes related to the loss of convergence, the choice of boundary
conditions, the hyperbolic nature of the equations, as well as the important costs of the simulation
due to computations on ne meshes, suggested that most of the numerical diculties are related to
the use of inappropriate numerical schemes for the mathematical problems.
Nowadays it is generally accepted that the numerical simulation of viscoelastic uid models is
very costly and that the development of ecient numerical methods based on a deep understanding
of the mathematical properties of the models is a major issue and an outstanding challenge for
researchers.
One of the most important results emerging from the mathematical analysis of viscoelastic non-
Newtonian models is their mixed type, being hyperbolic{elliptic in the steady state and hyperbolic{
parabolic in the unsteady state. Ecient and accurate numerical schemes for solving these systems
of PDEs must be based on their mixed mathematical structure in order to prevent numerical in-
stabilities on problems which are mathematically well posed. The situation becomes dicult since
most algorithms are constructed for systems of equations of a single type and methods for mixed
systems are still not so well developed. It is known that hyperbolic problems are dicult to solve
by means of nite elements. Typically highly rened meshes and specic \upwinding" techniques or
\articial diusivity" must be used. On the other hand, the nite element spaces for the velocity and
pressure in Stokes-like problems cannot be chosen independently when the discretization is based on
the Galerkin variational form. This method belongs to the class of saddle-point problems for which
an abstract theory has been developed by Babuska [2] and Brezzi [5] (see also e.g. [24,16]). The
method is optimally convergent if the nite element spaces for the velocity and pressure satisfy a
discrete inf{sup condition. If this condition is violated the pressure eld can be contaminated by
unphysical oscillations, the so-called \spurious modes". The usual techniques consist either in stabi-
lizing the system, relaxing the incompressibility constraint on the velocity, in ltering the \spurious
modes" within an adequate iterative procedure or in using the \macro-elements" technique in the
nite element approximation (see e.g. [24,16]).
Our main purpose in this paper is to present a mixed nite element method for the approxima-
tion of the steady solution of an incompressible second-grade Rivlin{Ericksen uid model in the
two-dimensional case.
For a general incompressible uid of grade 2, the Cauchy stress T is given by
T =−I + A1 + 1A2 + 2A21; (1.1)
where  is the viscosity, 1; 2 are material coecients (normal stress moduli),  represents the
hydrodynamic pressure, I is the identity matrix and A1; A2 are the two Rivlin{Ericksen tensors
dened by
A1 =3u + (3u)T
and
A2 =
d
dt
A1 + A13u + (3u)TA1:
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Here u is the velocity eld and d=dt denotes the material time derivative. The thermodynamical
principles impose some restrictions on 1and 2. In particular, the Clausius{Duhem inequality and
the requirement that the specic Helmoltz free energy is a minimum, when the uid is in equilibrium,
imply
>0; 1>0; 1 + 2 = 0: (1.2)
Here we shall assume that (1.2) holds. 1 Moreover since the uid is homogeneous and incompress-
ible, the density is constant and it can undergo only isochoric motion, i.e. the equation of continuity
reduces to
div u = 0: (1.3)
Substituting (1.1) into the balance of linear momentum and using (1.3) we get, adding appropriate
boundary conditions, problem (SG) introduced in the next section, for which we will present a mixed
nite element method to obtain an approximation of its solution in the steady case and in a bounded
plane region. We assume that the uid adheres to the boundary of this region which is supposed
to be impermeable. In fact, the case with porous boundaries is more delicate, see e.g. [25,26], for
examples of problems where the no-slip boundary condition alone is shown to be inadequate to
prove uniqueness. 2
At this stage we remark that recently there has been a great interest in the investigation of detailed
mathematical analysis of steady and unsteady equations of second- and third-grade (complexity 2)
uids using a suitable decomposition of the corresponding nonlinear systems into their elliptic (or
parabolic) and hyperbolic parts, together with a xed-point argument. The same technique has also
been used for the equations of Oldroyd-type uids in dierent geometries: bounded domains, exterior
domains, channels and pipes (see [18,6,13{15,23]).
It should be mentioned that the theoretical numerical analysis based on the mathematical properties
of the models has been recently studied for Oldroyd-type uids by Najib and Sandri [22], Baranger
and Sandri [4] (see also [3] and the literature quoted therein). Therefore the aim of the present
paper is to extend this theoretical study to the equations of incompressible second grade uids in
the steady case. 3 The discussion will be focused on existence and uniquenesess of solutions for a
decoupled discretized problem and error estimates will be given. Finally some questions regarding
the unsteady case will be addressed. For certain \smallness" ow assumptions numerical results can
be obtained.
Our method (and those of [22,4]) is based on an iterative argument, as other classical numerical
methods, and requires either an initial guess or the simulation of a transient problem (Section 4).
This issue will be the object of a forthcoming work.
1 For a detailed critical discussion of the equations of second (and higher) grade, see [8].
2 Navier{Stokes equations are a particular case of system(SG) and they can be considered as Rivlin{Ericksen uids of
grade 1.
3 We notice that these dierential-type uids cannot stress relax, shear thin or shear thicken in a simple shear ow. How-
ever they can exhibit normal stress dierences, which is one of the main characteristics of the viscoelastic nonNewtonian
uid behaviour.
284 A. Sequeira, M. Baa / Journal of Computational and Applied Mathematics 111 (1999) 281{295
2. Notations and statement of the problem
Let us begin by introducing some notations. In this section 
R2 will be a regular bounded
domain. By  = @
 we denote the boundary of 
: For scalar-valued functions, we follow the usual
convention (see e.g. [1]), of dening Wk;p(
) (Hk(
), if p = 2) as the standard Sobolev space
of order k, with the usual norm k  kk;p, seminorm j  jk;p and scalar product (; )k;p (k  kk ; j  jk
and (; )k , respectively). In H 0(
) = L2(
) the norm is denoted by k  k and the scalar product
by (; ). We dene L20(
) = fv2L2(
):
R

 v(x) dx = 0g. The space of functions of class Ck; k>0
integer, is denoted by Ck( 
) and Ck;1( 
) is the subspace of Ck( 
) consisting on those functions
with Lipschitz-continuous derivatives. For vector- and tensor-valued functions, the corresponding
spaces will be denoted by the boldface letter, e.g. H k(
)=[Hk(
)]2, a convention that will be used
repeatedly in the sequel. Moreover, throughout the paper several estimates involve constants denoted
generally by C; Ci; C; C 0; C taking dierent values even within the same calculation and for which
the dependence on parameters will be often specied.
Let us consider the problem of determining the velocity eld u and the associated pressure eld
 from the equations governing the ow of a steady and incompressible second-grade uid (see
e.g. [30]):
(SG)
8>>>><
>>>>:
−u − u  3u +3= divN (u) + f
in
;
div u = 0
u = 0 at ;
where = = and  = 1= ( being the constant density), f is the external body force and N (u)
denotes a nonlinear term given by
N (u) = 3uT(3u +3uT)− u ⊗ u:4
We recall the following existence and uniqueness result for suciently small data (see e.g. [30]):
Theorem 2.1. Let f 2W k;p(
); k integer; k>1; n=2<p<1 with kf kk; q6 for some small con-
stant > 0 and let 
2Ck+1;1( 
). Then problem (SG) admits a unique solution (u; )2W k+2; p(
)
[Wk;p(
) \ L20(
)] such that
kukk+2; p + kkk;p6Ck f kk;p:
The proof of this theorem is based on an appropriate decoupling of its elliptic and hyperbolic part
together with a Schauder’s xed-point theorem. To this aim, we use an additional variable  such
that −u+3p= div , with p dened by = p+ u 3p and we consider the following coupled
4 Using the Einstein’s summation convention, u ⊗ v = uivj; i; j = 1; 2; is a second-order tensor, the so-called dyadic
product of u and v.
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system of equations, equivalent to problem (SG):
(SG1)
8>>><
>>>:
 + u  3 − (3u)T = N (u)− p(3u)T + F
−u +3p= div  in 
;
div u = 0
u = 0 at  ;
where F is a tensor eld such that f = divF . 5 Linearizing this system we get
(SG2)
8>>><
>>>:
 +   3 − (3 )T = N ( )− (3 )T + F ;
−u +3p= div' in 
;
div u = 0
u = 0 at  ;
where ( ; ;') are given functions. Then we can formally look for a solution (u; p; ) to the
nonlinear problem (SG) as a xed point of the map
A : ( ; ;')! (u; p; ):
Instead of A we can obtain the solution to problem (SG) considering a composite map
B : ' ! (u; p)! 
dened in the following way: given ' we solve the Stokes system
8><
>:
−u +3p= div';
div u = 0 in 
;
u = 0 at  
and after obtaining (u; p) we solve the transport equation
 + u 3 − (3u)T = N (u; p) + F
where
N (u; p) = N (u)− p(3u)T:
Remark 2.2. For k=2 and q>n or k>3 and q=2; (u; )2C 3( 
)C1( 
) is a classical solution
of problem (SG).
Let X = H 10 (
); Q = L
2
0(
) and T = L
2(
), with the norms kCkX = kD(C)k, 6 kqkQ = kqk and
kkT = kk= (
R

( : ))
1=2 where  :  = ijji .
As we are interested in looking for nite element approximations to the solution of system (SG),
we consider the following variational formulation of problem (SG1): nd (u; p; )2X  Q  T
5 In fact, we may assume, without loss of generality, that f is in the divergence form solving a suitable Dirichlet
problem for the Laplace equation.
6 D(v) = 12 (3C+ (3C)
T) is the rate of deformation tensor and kCkX is equivalent to the Sobolev norm k  k1.
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solution of
(SG3)
8>><
>>:
2(D(u); D(C))− (p; div C) = (; D(C)); 8C2X ;
(div u; q) = 0; 8q2Q;
(; ) + (u 3; )− ( 3uT; ) = (N (u; p); ) + (F ; ); 82T :
3. Finite element approximation and xed-point algorithm
In this paper we will only consider bidimensional ows. Let us assume that 
 is a polygonal
convex domain and that Th is a uniformly regular family of triangulations made of triangles K :

 =
[
K 2Th
K;
satisfying
0h6hK61K;
for some constants 0; 1> 0. Here hK is the diameter of K; K is the diameter of the greatest ball
included in K and
h= max
K 2Th
hK :
We denote by Pl(K) the space of all polynomials of degree less than or equal to l on K 2Th. System
(SG3) is a coupled problem for the three unknowns (u; p; ): To avoid the factorization of a large
matrix, an iterative scheme will be used to solve this system. Discretized variational formulations
are then needed for both the Stokes problem and the transport equation.
For xed  the rst two equations in (SG3) are a Stokes system in the variables u and p. As we
said above, not all choices of discretizations for u and p are stable, in the sense that they do not
satisfy the inf{sup condition. However, we have a fairly large amount of good choices and a general
framework for their analysis (see e.g. [16]). Some elements use discontinuous pressure elds and
other use continuous pressure elds. Here we shall use the well-known Hood-Taylor FEM for the
approximation of (u; p) which is based on an adequate partition of 
 into macro-elements. More
precisely we suppose that for each triangulation Th of 
 there exists a nite number of interior
nodes fbrgRr=1 such that f
orgRr=1 with 
r =
S
br 2K K is a partition of 
. We consider
Xh = fCh 2C ( 
): Ch 2P2(K); 8K 2Th; Chj  = 0gX
and
Qh = fqh 2L20(
) \ C( 
): qhjK 2P1(K); 8K 2ThgQ:
It is known that the spaces (Xh; Qh) are related by the following inf{sup condition: 9> 0 (inde-
pendent of h) such that
inf
qh 2Qh−f0g
sup
Ch 2Xh−f0g
jb(Ch; qh)j
kChkXkqhkQ
>; (3.4)
where
b(C; q) =−
Z


q div C dx:
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For xed u and p, the third equation in (SG3) is a transport equation in the auxiliary variable
 and an appropriate upwinding technique must be used for its approximation. Since no continuity
requirement is needed on  this will be done by using a discontinuous Galerkin FEM introduced by
Lesaint and Raviart [20] for the neutron transport equation and which allows the computation of 
on an element by element basis (see also [4,11,22]). It is natural to dene
Th = fh 2T : hjK 2P1(K); 8K 2Thg:
In order to describe this approximation we introduce the notation
@K−(u) = fx2 @K : n(x)  u< 0g (inow boundary of K)
and
@K+(u) = fx2 @K : n(x)  u> 0g (outow boundary of K);
where @K is the boundary of K 2Th, n is the outward unit normal to K , −(u)(x)=lim!0−(x+u)
and +(u)(x) = lim!0+ (x + u):
To alleviate notation, we drop the index h, except for the discrete solution of problem (SG3): We
dene the following scalar products
(; )h =
X
K 2Th
(; )K ;
hh; iih;u =
X
K 2Th
hh; ii@K−(u);
where
hh; ii@K−(u) =
Z
@K−(u)
((u): (u))jn  uj ds
and the norm
hhiih;u = hh; ii1=2h;u:
Now, dening the trilinear form Gh on Xh  Th  Th by
Gh(u; ; ) = ((u 3); )h + 12(div u ; ) + hh+ − −; +iih;u (3.5)
and going back to problem (SG3), we can formulate the corresponding approximation: nd (uh; ph; h)
2Xh  Qh  Th such that
(SGh)
8<
:
2(D(uh); D(C))− (ph; div C) = (h; D(C)); 8C2Xh;
(div uh; q) = 0; 8q2Qh;
(h; ) + Gh(uh 3h; )− (h 3uTh ; ) = (N (uh; ph); ) + (F ; ); 82Th:
An outline of the known results for problems of this type is the following: if the continuous
problem is well posed, having a suciently smooth and small solution, then the approximate problem
is also well posed, it can be solved using a xed-point iterative method, the solution is close to the
continuous one and error estimates are also available. The next theorem collects these results and
reads as follows:
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Theorem 3.1. There exist two constants C0> 0 and h0> 0 (independent of h;  and ) such that if
problem (SG3) admits a solution (u; p; )2 [H 3(
)\H 10 (
)] [H 2(
)\L20(
)]H 2(
) satisfying
M =maxfkuk3; kpk2; kk2g6C0; (3.6)
then for all h6h0; problem (SGh) admits a unique solution (uh; ph; h)2Xh Qh Th in a certain
neighbourhood of (u; p; ) and the following error bound holds:
ju − uhj1 + kp− phk+ k − hk6Ch3=2: (3.7)
Moreover; for an initial approximation (u0h; 
0
h) close to (u; ); the discrete solution (uh; ph; h) can
be obtained as the limit of the decoupled xed-point iteration scheme:
given (unh; p
n
h; 
n
h) nd (u
n+1
h ; p
n+1
h ; 
n+1
h )2Xh  Qh  Th such that
2(D(un+1h ); D(C))− (pn+1h ; div C) = (nh; D(C)); 8C2Xh;
(div un+1h ; q) = 0; 8q2Qh;
(n+1h ; ) + Gh(u
n
h; 
n+1
h ; )− (nh  (3unh)T; ) = (N (unh; pn+1h ); );+(F ; ); 82Th:
(3.8)
Assuming the regularity of the exact solution (u; p; ), we now proceed with the essential steps of
the proof of Theorem 3.1 by showing that a certain map  satises the Banach xed-point Theorem.
Let us consider  dened in Xh  Qh  Th which associates to each (u1; p1; 1) the triple
(u2; p2; 2)2Xh  Qh  Th characterized as the solution of problem
(P)
8>><
>>:
2(D(u2);D(C))− (p2; div C) + (1;D(C)) = 0; 8C2Xh;
(div u2; q) = 0; 8q2Qh;
(2; ) + Gh(u1; 2; ) = (1 3uT1 ; ) + (N (u1; p1); ) + (F ; ); 82Th:
Lemma 3.2.
Gh(u; ; ) = 12hh+ − −ii2h;u; 8u2Xh; 2Th
with Gh(; ; ) dened by (3:5).
Proof. see [22] or [3].
Lemma 3.3. The mapping  is well dened.
Proof. Taking (u1; p1; 1)2Xh  Qh  Th, we consider the following problems:
nd (u2; p2)2Xh  Qh such that
(P1)

2(D(u2);D(C))− (p2; div C) = (div 1; C); 8C2Xh
(div u2; q) = 0; 8q2Qh;
nd 2 2Th such that
(P2) A(2; ) = (l; ); 82Th;
where
A(; ) = (; ) + Gh(u1; ; ); 8(; )2Th  Th
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and
(l; ) = (1 3uT1 ; ) + (N (u1; p1); ) + (F ; ); 82Th:
(P1) is a Stokes problem and since the spaces (Xh; Qh) satisfy the discrete inf{sup condition (3.4),
it has a unique solution (u2; p2). On the other hand, from Lemma 3.2 we get the ellipticity of the
bilinear form A(; ), i.e., A(; )>kk2; 82Th and consequently problem (P2) has also a unique
solution 2.
Now, in order to prove that  admits a unique xed point, we will use a contraction argument
in a suciently small ball Bh contained in Xh  Qh  Th.
Given C> 0 let us consider a ball Bh dened by
Bh = f(C; q; )2Vh  Qh  Th: kD(C− u)k6Ch3=2; kq− pk6Ch3=2; k − k62Ch3=2g;
where Vh = fC2Xh: div C= 0g.
It is easy to prove that for h small enough, Bh is nonempty (see [22] or [3]).
Lemma 3.4. Let ~ be the orthogonal projection of  on Th in the L2-norm; (− ~; )=0; 82Th;
let ~u2Vh be dened by (D(u − ~u);D(C)) = 0; 8C2Vh and let ~p = Rhp2Qh; where Rh is the
interpolation operator of discontinuous functions obtained by a local projection; (see e.g. [16]).
Then; there exists a constant h> 0 (independent of h;  and ) such that for h6h; ( ~u; ~p; ~)2Bh.
Moreover, if the regular solution (u; p; ) of system (SG3) is such that M (dened by (3.6)) is
suciently small, we can prove that there exists Bh such that (Bh)Bh and  is a contraction in
Bh. We will present these results in two lemmas by sketching their technical proofs. More precisely
we have:
Lemma 3.5. There exist two constants C0> 0 and h0> 0 (independent of h;  and ) such that
if M6C0 and h6h0 then we can nd C> 0 for which Bh is nonempty and (Bh)Bh:
Proof. Let us apply Lemma 3.3. For h6h, the ball Bh is nonempty. Let (u1; p1; 1)2Bh and
take (u2; p2; 2) = (u1; p1; 1): We look for C0 and h0 in such a way that kD(u2 − u)k6Ch3=2,
k2 − k62Ch3=2 and kp2 − pk6Ch3=2, i.e., (u2; p2; 2)2Bh.
Taking ( ~u; ~p; ~)2Bh we set u^ = u2 − ~u2Vh and ^= 2 − ~2Th: From standard estimates of the
FEM interpolation theory (see [16]) we get
kD(u2 − u)k6kD(u− ~u)k+ kD(u^)k6Ch2M + kD(u^)k: (3.9)
In order to estimate kD(u^)k we observe that, by the denition of mapping , we have
2(D(u2);D(C)) = (div 1; C); 8C2Vh: (3.10)
Subtracting (3.10) from the second equation of problem (SG3) it becomes
2(D(u2 − u);D(C)) + (p; div C) = (div 1 − ; C); 8C2Vh: (3.11)
Then, by inserting in (3.11) ~u, ~p and taking C= ~u we obtain
2kD(u^)k2 = (div (1 − ); u^)− (p− ~p; div u^)
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and consequently,
2kD(u^)k6k1 − k+ kp− ~pk: (3.12)
Now, with estimate (3.12), calling C = maxf 23C; CMg and using the FEM interpolation theory,
from (3.9) we get
kD(u2 − u)k6Ch2M + 12(3Ch3=2 + Ch2M)6Ch3=2: (3.13)
On the other hand,
k2 − k6k^k+ k ~ − k: (3.14)
From the denition of  the term 2 satises
(2; ) + Gh(u1; 2; ) = (1 3uT1 ; ) + (N (u1; p1); ) + (F ; ); 82Th: (3.15)
Subtracting the rst equation of system (SG3) from Eq. (3.15) and taking = ^ it is easy to prove
the equality
k^k2 + Gh(u1; ^; ^) = [Gh(u; ; ^)− Gh(u1; ; ^)] + (1 3uT1 −  3uT; ^)
+ (N (u1; p1)− N (u; p); ^) + Gh(u1;  − ~; ^):
With the result of Lemma 3.2 and the techniques used in [22] we nd
k^k2 + 
a
hh^+ − ^−ii2h;u1
6
h3=2

(A+
p
2B+ C(MC + (C)2h1=2))

k^k+
r

a
hh^+ − ^−ii2h;u1

;
where
A= C1(MCh1=2 +M 2 + CM) + (C)2h1=2
and
B= C2(M 3=2 +M (Ch)1=2):
This leads to
k^k6
p
2

h3=2(A+
p
2B+ C(MC + (C)2h1=2)):
Moreover
A+
p
2B+ C(MC + (C)2h1=2)6C3(MCh1=2 + M 2 + CM + (C)2)h1=2
+
p
2(M 3=2 +M (Ch)1=2) +M (C)2h1=2):
If M6C 0=(+1)=C0 (C 0 to be chosen), taking C=maxfC3(=M 2 +
p
2=M 3=2); C23=M
2; Cg
and for h6minfh; 12g; then
A+
p
2B+ C(MC + (C)2h1=2)6C 0

C3 + 2 +
C4p
2
(C 0 + (C 0)1=2
p
2) +
C3p
2

C:
We choose C 0 (independent of ,  and h) in such a way that
C 0

C3 + 2 +
C4p
2
(C 0 + (C 0)1=2
p
2) +
C3p
2

61:
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Then we get k^k6p2h3=2C and from the triangular inequality (3.14) we nd
k2 − k6
p
2h3=2C + k ~ − k6
p
2h3=2 + Ch2M; (3.16)
taking into account the usual FEM estimates.
Now with
C =maxfC;  Cdiam (
)1=2g; h6minfh; 12g= h0; (3.17)
we obtain
k2 − k6
p
2h3=2C + Ch3=2diam (
)1=2M62h3=2C: (3.18)
Hence, estimates (3.13) and (3.16) lead to
kp2 − pk6Ch3=2: (3.19)
Finally, (3.13), (3.18) and (3.19) imply (u1; p1; 1)2Bh, assuming C and h6h0 given by (3.17).
Now it remains to prove:
Lemma 3.6. There exist two constants C0> 0 and h0> 0 (independent of h;  and ) such that
if M6C0 and h6h0; then we nd C> 0 for which the ball Bh is nonempty; (Bh)Bh and 
is a contraction in Bh.
Proof. Recalling the previous results, we must prove the contraction argument. More precisely we
consider C; h6h0 and M6C0 as in Lemma 3.4 and we will nd conditions on M in order to
prove that  is a contraction in Bh.
Let (u1; p1; 1), (C1; q1; 1)2Bh and denote by (u2; p2; 2), (C2; q2; 2) the corresponding solutions
to problem (P). Setting Vi= ui− Ci ; Qi=pi− qi and Ti=i− i ; i=1; 2; we get from the denition
of mapping 
2(D(V2);D(C)) + (T1;D(C)) = 0; 8C2Vh (3.20)
and
(T2; ) + Gh(u1; 2; )− Gh(C1; 2; )
=(1 3uT1 ; )− (1 3CT1 ; ) + (N (u1; p1); )− (N (C1; q1); ); 82Th:
(3.21)
Choosing C= V2 2Vh in (3.20) we obtain
kD(V2)k6 12kT1k (3.22)
and from (3.21) with  = T2, it becomes
kT2k2 + Gh(C1;T2;T2) = (1 3uT1 ;T2)− (1 3CT1 ;T2) + (N (u1; p1);T2)
−(N (C1; q1);T2)− Gh(u1; 2;T2) + Gh(C1; 2;T2): (3.23)
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Then, for h small enough and in view of the estimates of the preceeding lemma we get
j(1 3uT1 ;T2)− (1 3CT1 ;T2)j6C(Ch1=2 +M)(kT1k+ kD(V1)k)kT2k; (3.24)
jGh(u1; 2;T2) + Gh(C1; 2;T2)j6C[(Ch1=6 +M) + (Ch1=6 +Mh2=3)]kT2k kD(V1)k (3.25)
and
j(N (u1; p1);T2)− (N (C1; q1);T2)j6C(+ 1)(Ch1=2 +M)(kD(V1)k+ kQ1k)kT2k: (3.26)
Now from (3.23) in view of the estimates (3.24){(3.26) and for h small enough, we obtain
kT2k6C(+ 1)(C +M)(kD(V1)k+ kQ1k+ kT1k): (3.27)
Again from the denition of mapping  (problem (P)) we can write
2(D(u2);D(C))− (p2; div C) + (1;D(C)) = 0; 8C2Xh (3.28)
and
2(D(C2);D(C))− (q2; div C) + (1;D(C)) = 0; 8C2Xh: (3.29)
Since (Xh; Qh) satises the discrete uniform inf{sup condition (3.4), we can choose C 2Xh such
that div C = Q2. Then taking C = C in (3.28) and (3.29), after subtraction, we get the following
estimate
kQ2k6C[kT1k+ kD(V2)k]6CkT1k: (3.30)
Therefore, taking M6maxfC0; C1=( + 1)g (with C1 to be chosen) and combining (3.22), (3.27)
and (3.30), we obtain
kD(V2)k+ kQ2k+ kT2k6 C [(+ 1)(C
 +M) + 1](kD(V1)k+ kQ1k+ kT1k)
6 CC1(C1 + (2C1)1=2)(kD(V1)k+ kQ1k+ kT1k): (3.31)
Now, choosing C1 such that
C 0 = CC1(C1 + (2C1)1=2)< 1;
it follows from (3.31)
j(u1; p1; 1)− (C1; q1; 1)j6C 0(kD(u1 − C1)k+ kp1 − q1k+ k1 − 1k)
for all (u1; p1; 1); (C1; q1; 1)2Bh, with M6maxfC0; C1=(+ 1)g= C0:
By collecting the results obtained in the previous Lemmas, we easily derive Theorem (3:1) as
well as the following consequence:
Corollary 3.7. Under the conditions of Theorem 3:1 and since
h = ph − uh 3ph; (3.32)
we get the error estimate
ju − uhj1 + k− hk6Ch; (3.33)
where (u; )2 [H 3(
) \H 10 (
)] [H 1(
) \ L20(
)] is the solution to problem (SG).
A. Sequeira, M. Baa / Journal of Computational and Applied Mathematics 111 (1999) 281{295 293
Remark 3.8. At each step of the preceeding algorithm (3.8), we obtain an approximation of the
original pressure through expression (3.32). Consequently, the sequence (unh; 
n
h) converges to the
approximated solution (uh; h) of problem (SG).
4. Comments and forthcoming work
In this paper we have been mainly interested in the development of numerical methods for the
approximation of a steady solution of problem (SG3). However, in many ow situations time depen-
dent problems must be solved, even in the simulation of steady ows, when transient algorithms are
used to obtain steady solutions. It is just the case here, if we want to initialize the iterative method
(3.8) with (u0h; 
0
h) suciently close to the exact solution (u; ).
For decoupling the main diculties of this problem associated with the nonlinearity and with
the incompressibility condition, an ecient approach is to use an alternating direction implicit tech-
nique (the so-called fractional -step method) together with an appropriate splitting operator. This
approach, which is based on a variant of the Peaceman{Rachford alternating directions algorithm,
was introduced by Glowinski [17] for the incompressible Navier{Stokes equations, combined with
nite elements for the space discretization.
The numerical analysis of a transient second-grade model using an uncoupled algorithm of this
type will be presented in a forthcoming paper.
Coming back to problem (SG3) we end this section with some remarks:
1. The above decoupled iterative method consists on solving alternatively a Stokes system and a
transport equation. For the Stokes problem in (u; p) the Hood{Taylor FEM gives the error estimate
ju − uhj1 + kp− phk6Ch2
and for a pure convection equation the Galerkin discontinuous FEM gives
k − hk6Ch3=2:
Collecting these error estimates we derive the expected error bound (3.7) given in main
Theorem 3.1. Moreover, taking into account relation (3.32) for the pressure  of the original
problem (SG), we get the error estimate (3.33).
2. Similar results can be obtained using other common stabilization methods: P2 plus bubble for the
velocity u, discontinuous P1 for the pressure p and discontinuous P2 for ; P2−P1 Hood{Taylor
for (u; p) and continuous approximation of  (streamline upwinding Petrov{Galerkin method-
SUPG). Moreover, it is possible to extend the previous results to nite elements of higher order
and to use special quadrangular meshes (see [9{11]).
3. A last point remains to be addressed. The theoretical convergence results give condence in apply-
ing usual methods (GMRES algorithm with the choice of a preconditioner) to solve numerically
the ow problem in simple geometries.
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