Abstract. A first order method is presented for solution of the initial-value problem for a differential equation of neutral type with implicit delay in the critical case where the time-lag is zero and the method of stepwise integration does not apply. A convergence theorem is proved, and numerical examples are given.
Introduction.
In this note, we present a first order method for the numerical solution of the initial-value problem (IVP) for a neutral-type functional-differential equation without previous history:
( 1) x'it) = fit, xit), xigit, xit))), xfgit, xit)))),
(2) xia) = xo, x'ia) = z0, where z0 is a real root of the algebraic equation ( 3) z = fia, Xo, x0, z).
Here, xit) is a scalar function to be determined on some finite interval [a, b] . We shall make the following assumptions regarding / and g: (HI) / and g are continuous and satisfy uniform Lipschitz conditions of the form |/(/, xu v,,z,) -/(/, x2, y2,z2)\ g L\\xx -x2\ + l^ -.v2|} + L2 \zx -z2\, \g(t, xx) -git, x2)\ ^ L,\xx -x2\ in their respective domains E and £", where E = ft, x, y,z): a g / g b, \x -x0| g c, \y -x0\ ^ c, \z\ g M} and E' is the projection of E in the (/, x) space; c, M, L, L,, Lz are constants, with Lz < 1, M is such that supe,,*,,,, !)€E |/(/, x, y, z)\ < M, and Af(/3 -a) < c. (H2) a ^ git, x) S t for (/, x) £ E'.
Our hypotheses, together with additional smoothness and growth conditions on / and g, ensure the local existence of a solution of the IVP (l)-(2). Furthermore, xit) is the only solution having a bounded derivative on [a, b]; see [2] , [4] . Our result extends a method developed by Feldstein [3] for the equation of retarded type Xft) = f(t, xit), x(git))) to the neutral-type equation with implicit delay (1) . Other methods for implicitdelay equations are given in [1] .
2. The Algorithm 31. Let y(t) = x(g(t, x(t))); z(t) = x'(g(t, x(t))). Let AT be a positive integer, and let h = (b -a)/N. For each nonnegative integer zz 5¡ N, let /" = a + nh. Let [s] denote the integer part of s. Define the algorithm 31 as follows:
y0 = x0, y" = *,(") + hrin)f,M, Note that condition (H2) implies q(n) g n, thus, the algorithm is well defined. For n = 0, g0 = a, q(0) = 0, and /-(O) = 0. Thus, y0 = xu and z0 = f(a, xQ, x0, z0). Let u0, an approximation of the root z0, be chosen independently of h. It is of interest to note that such an approximation does not destroy the order h convergence of the algorithm. It is of further interest that (6) may be simplified to yn = xQ{n). The error bound established in the convergence theorem for this "simplified" algorithm is larger but still of order h, as noted following the proof of convergence of the algorithm 31. The second numerical example of Section 4 demonstrates both the algorithm 3Í and the simplified algorithm.
If g" = /" for any zz, 1 iS n ^ N, then q(n) = n, r(n) = 0, and (7) becomes z" = /(/». x", y", z") which has exactly one root z in the interval [ -M, M] under the conditions (H1)-(H2) together with the smoothness and growth conditions mentioned in Section 1. We must in general include a procedure for finding this root, and this in turn will affect the error estimate. As before, such an estimate does not destroy the order h convergence of the algorithm. For simplicity, we do not take this into account, since our aim is to show the convergence of the algorithm 31.
Thus, we shall assume in the convergence proof that (7) will not reduce to zn -/(/*", xn,yn, z"), zz ^ 1.
3. Convergence. Theorem. Let f and g satisfy (H1)-(H2) and suppose, in addition, that there exists a unique solution x(t) of (l)- (2) u0 is the approximation to z" mentioned above, and x" is given by algorithm 31.
Proof. Let en = \xn -x(t")\; e* = \yn -y(t")\; e** = \z" -z(t")\. From (8) and Taylor's formula, we obtain We then have two cases to consider: Case I. <7(zz + 1) = zz + 1 and r(rt + 1) = 0. Under these conditions, (9) is unchanged:
(9a) en+x g, en(l + hL) + e*hL + e**hh, + h2B/2.
(10) becomes (10a) e*+, ^ c"+i(l + ML") = e"+1c0.
And ( The results of the computation by algorithm 31 are given in Table I . Here, the solution is x(t) = sin /. The results of the computation by the algorithm 31 and by the simplified algorithm are given in Table II. 
