Abstract. A new class of boundary value problems for parabolic operators is introduced which is based on the Newton polygon method. We show unique solvability and a priori estimates in corresponding L 2 -Sobolev spaces. As an application, we discuss some linearized free boundary problems arising in crystallization theory which do not satisfy the classical parabolicity condition. It is shown that these belong to the new class of parabolic boundary value problems, and two-sided estimates for their solutions are obtained.
Introduction
This paper is motivated by several linearized boundary value problems from mathematical physics arising, e.g., in crystallization theory. In particular, we will consider the Stefan problem with Gibbs-Thomson correction and the Cahn-Hilliard equation with dynamics boundary conditions. These two problems have common specific features: the equation in the interior of the domain is of a rather simple structure and is parabolic in the sense of Petrovskii, but the boundary operators do not satisfy the condition of Shapiro-Lopatinskii type.
In fact, in these and similar examples there are several reasons why the ShapiroLopatinskii conditions cannot by satisfied:
• The boundary conditions are dynamic, i.e. time derivatives appear in the boundary conditions. • In the case of a free boundary value problem, the free boundary is usually transformed by the Hanzawa transform to a fixed boundary. This leads to an additional unknown function on the boundary.
• The boundary operators have an inherent inhomogeneity. In the examples mentioned above, the equation in the interior of the domain is 2b-parabolic in the sense of Petrovskii, so the time derivative has weight 2b with respect to space derivatives. In the boundary operators, however, the time derivative appears again but with a different weight 2b = 2b. The third reason is the most serious one. Due to the missing (quasi-)homogeneity of the corresponding symbols, uniform a priori estimates cannot be obtained by usual arguments.
The goal of this paper is to include these two problems in a rather general class of parabolic problems in which also "lower-order" terms in the boundary conditions play an important role. The main idea of our approach is the following. As it is well known, even for scalar operators the theory of parabolic (as well as elliptic and parameterelliptic) problems is deeply connected with the theory of mixed order systems of pseudodifferential operators acting on the boundary. The matrix-symbol of this system is the so-called Lopatinskii matrix. In standard parabolic problems, this system is parabolic in the sense of Solonnikov [10] . We study a more general class of parabolic boundary value problems replacing systems parabolic in the sense of [10] by a more general class of N-parabolic systems which were studied by the second author in [12] . In the definition and analysis of these systems the notion of the Newton polygon plays a crucial role.
We now come to the formulation of the class of boundary value problems under consideration. To simplify the presentation, we will restrict ourselves to the model problem in half-space R n + := {x = (x , x n ) ∈ R n : x n > 0} with boundary R n−1 . In the interior of the domain we will consider an equation of the form A(D x , D t )u(x, t) = f (x, t) (x ∈ R n + , t ∈ R), u(x, t) = f (x, t) = 0 (x ∈ R n + , t < 0). We will assume that A is 2b-parabolic in the sense of Petrovskii and we will denote the order of A by 2m. On the boundary we have κ additional functions σ 1 , . . . , σ κ . Consequently, we need m + κ boundary conditions
C jk (D x , D t )σ k (x , t) = g j (x , t) (j = 1, . . . , m + κ, x ∈ R n−1 , t ∈ R).
(1-2)
Again we assume σ k (x , t) = g j (x , t) = 0 for t < 0. The 2b-parabolicity condition on A means that A 0 (ξ, τ ) = 0 ((ξ, τ ) ∈ R n × C with |ξ| 2b + |τ | = 1, Im τ ≤ 0), (1) (2) (3) where A 0 is the principal part of A. Here for the definition of the principal part we have to assign the weight 2b to the co-variable τ . For simplicity we will suppose that our operators have constant coefficients and have no lower terms, so that A 0 coincides with A.
The two main examples of boundary value problems of the form (1-1)-(1-2) are the Stefan problem and the Cahn-Hilliard equation. First, the linearized Stefan problem with Gibbs-Thomson correction is given by ∂ t u(x, t) − ∆u(x, t) = f (x, t) (t > 0, x ∈ R n + ), u(x , 0, t) + ∆ σ(x , t) = g(x , t) (t > 0, x ∈ R n−1 ), ∂ n u(x , 0, t) − ∂ t σ(x , t) = h(x , t) (t > 0, x ∈ R n−1 ), u(x, 0) = u 0 (x ∈ R n ), σ(x , 0) = σ 0 (x ∈ R n−1 ).
( [1] [2] [3] [4] Here ∆ is the Laplace operator on the boundary R n−1 and ∂ n stands for the normal derivative.
In the case of zero initial conditions we can consider the problem on the whole time axis, supposing that
The Stefan problem (1-4) was studied in a number of papers. Recently it was treated in detail by Escher-Prüss-Simonett in [7] . It was shown that in appropriate solution spaces this equation is uniquely solvable. Whereas in [7] the approach is semigroup based, we will see below that we can understand the structure of this boundary value problem and of the solution spaces in terms of the Newton polygon. Below we will show that the classical parabolicity condition is not satisfied for the Stefan problem (1) (2) (3) (4) . Now let us come to the linearized Cahn-Hilliard equation with dynamic boundary conditions. It is given by
(1-5)
The solvability of this problem in appropriate Sobolev spaces was investigated by Prüss-Racke-Zheng in [8] . Again the method was based on a semigroup approach.
We will see below that also the Cahn-Hilliard equation (1) (2) (3) (4) (5) fits into the context of parabolic problems connected with the Newton polygon. The paper is organized in the following way. In Section 2, we will discuss the definition of standard 2b-parabolic problems and the Lopatinskii matrix. In particular, we will show that the linearized problems of crystallization are not 2b-parabolic. In Section 3, the notion of N-parabolic problems will be defined which is connected with the Newton polygon. We will see that both examples belong to this larger class of parabolic boundary value problems. The last three sections of the paper are devoted to solvability results. After defining the Sobolev spaces connected with (1-4)- (1) (2) (3) (4) (5) in Section 4, we will prove a general result on unique solvability and a priori estimates in Section 5. The application to the two examples can be found in Section 6.
In subsequent publications we plan to treat the problems with variable coefficients using the construction of an exact parametrix of the Dirichlet problem for parabolic operators. In the case of problems (1-4) and (1) (2) (3) (4) (5) estimates in scales of Besov spaces will be given.
Below we will denote the co-variable to t by τ and the co-variables to x ∈ R n and x ∈ R n−1 by ξ ∈ R n and ξ := (ξ 1 , . . . , ξ n−1 ). In the following, C stands for an unspecified constant which may vary from one appearance to the other but which is independent of the free variables. The notion f ≈ g means that there exists a positive constant C for which
2. 2b-parabolic problems. The Lopatinskii matrix
In this section we introduce the main object of the further investigation -the Lopatinskii matrix of the boundary value problem (1-1)-(1-2). We define standard 2b-parabolic problems and show that the problems (1-4) and (1-5) do not belong to this class.
2.1.
Remarks about the factorization. We assume that the operator A(D x , D τ ) is 2b-parabolic. We will need the factorization of the symbol A(ξ, τ ), i, e. its representation in the form
Here z + j (ξ , τ ) are the roots of A(ξ , ·, τ ) with positive imaginary part. In the following, the (quasi-)homogeneities of the symbols will be important, so we want to define ρ-homogeneity. For a weight ρ > 0, a function F :
In this case we will call d the ρ-order of the symbol F and write ord ρ F (ξ, τ ) := d.
Here ρ denotes the weight of the co-variable τ when ξ has weight 1. If F is a sum of quasi-homogeneous terms the ρ-order is defined in an obvious way where again τ has weight ρ.
As the symbol A(ξ , z, τ ) is 2b-homogeneous in (ξ , z, τ ), the same is true for its roots. Therefore, we have
+ j is a 2b-homogeneous function of (ξ , τ ) of degree zero. From this we obtain the analogous representation of the coefficients a (ξ , τ ):
whereã is a 2b-homogeneous function of (ξ , τ ) of degree 0. We will not suppose, in principle, that the polynomials B j (ξ, τ ) and C jk (ξ , τ ) are quasi-homogeneous.
2.2.
The Lopatinskii matrix of the problem (1-1)-(1-2). As in the classical (quasi-homogeneous) situation, the Lopatinskii matrix of (1-1)-(1-2) is constructed using the remainders of the symbols of the boundary operators modulo
From the rule of division of polynomials it follows that the coefficients γ k (ξ , τ ) are 2b-homogeneous polynomials of z 
whereγ k are 2b-homogeneous of degree 0. Further we replace in the symbols B j (ξ , z, τ ) every power z with ≥ m by their remainder modulo A + (ξ , z, τ ). We get
From the construction we see that the functions b jk (ξ , τ ) are polynomials in ξ , τ and in the coefficients γ k (ξ , τ ) which themselves are polynomials in |τ | 1 2b and |ξ | with coefficients depending on τ (|τ | 1/2b +|ξ |) −2b and ξ (|τ | 1/2b +|ξ |) −1 . Therefore, we can define the 2b-order of b jk . We have
Here we have set m j := ord 2b B j (ξ, τ ).
The matrix-function
is called the Lopatinskii matrix of the problem (1-1)-(1-2).
The elements of the Lopatinskii matrix are holomorphic functions in τ. We will prove this statement at the end of this section.
2.3. The 2b-parabolicity condition for the boundary value problem (1-1)-(1-2). As it was mentioned above, although the elements of the Lopatinskii matrix are algebraic functions, their orders. Then we can define the 2b-principal part
we have ord 2b b jk ≤ s j + t k . For the operators C jk we set
In this way we obtain
Let π 2b L jk (ξ , τ ) be the principal part of L jk (ξ , τ ) with the weight of τ being 2b. Then the principal part of the Lopatinskii matrix is defined as
Definition 2.1. We say that problem (1-1)-(1-2) satisfies the 2b-parabolicity condition if the following conditions hold.
(iii) For all ξ ∈ R n−1 and τ ∈ C with |τ | + |ξ | > 0 and Im τ ≤ 0 we have
Conditions (ii),(iii) mean that the matrix L(ξ , τ ) is parabolic in the sense of Solonnikov [10] .
Remark 2.2. For parabolic problems the analog of the Shapiro-Lopatinskii condition from elliptic theory was introduced in the papers of Eidelman (see [4] ) and Solonnikov (see [10] ). Agranovich and Vishik [3] studied elliptic problems with parameter and introduced the parameter-ellipticity condition which formally coincides with Eidelman-Solonnikov condition. The parameter-ellipticity condition was independently introduced by Agmon [1] . In the context of problems with parameter we shall call it Agmon-Agranovich-Vishik (AAV) condition.
2.4.
The problems (1-4) and (1-5) are not 2b-parabolic. We will see now that neither the Stefan problem with Gibbs-Thomson correction nor the Cahn-Hilliard equation with dynamic boundary condition satisfy condition (iii) of Definition 2.1.
Let us start with the Stefan problem (1-4). Using the factorization of the symbol of the heat operator
We can take s 1 = 0, s 2 = 1, t 1 = 0, t 2 = 2, and the principal part of L(τ, ξ ) is given by
Now let us consider the Cahn-Hilliard problem (1-5). We factorize
The Lopatinskii matrix is given by
In this case τ has weight 4 and m 1 = 3, m 2 = 4. Thus s 1 = 2, s 2 = 3, t 1 = 1, t 2 = 0, and the principal part of L is equal to
Obviously, we have det L 0 (ξ , τ ) = 0 for τ = 0 and arbitrary ξ . Again the 2b-parabolicity condition is not satisfied.
2.5.
The Lopatinskii matrix is holomorphic in τ . According to the definition, the elements of the Lopatinskii matrix L(ξ , τ ) are remainders after division of polynomials by A + (z, ξ , τ ) defined in (2-1). From the elementary algorithm of division with remainder easily follows that we only need to check that the coefficients a (ξ , τ ) appearing in (2-1) are holomorphic in τ.
According to the classical Vieta formula the coefficients
are symmetric functions of the roots z (z
To prove that sums (2-4) are holomorphic in τ we use the standard argument of the Weierstrass preparation theorem. We choose a contour γ + in the half-plane Im z > 0 enveloping all the roots z
The expression under the sign of the integral is a rational function of τ and has no poles for Im τ < 0 and z ∈ γ + . From this follows that the left-hand side of (2-5) is holomorphic in τ and, consequently, the same holds for the elements of the Lopatinskii matrix.
N-parabolic boundary value problems
In this section we introduce a more general class of parabolic problems such that the examples above belong to it. The main idea is to replace the traditional principal part of the Lopatinskii matrix by a principal part connected with the Newton polygon of det L. We shall need some definitions and results from [5] and [12] .
3.1. Newton's polygon and N-parabolic polynomials. Consider a polynomial
in the variables ξ ∈ R n and τ ∈ C. Then the Newton polygon N (P ) of the polynomial P is defined as the convex hull of all points (|α|, j) for which p αj = 0, the projections of all these points to the coordinate axes and the origin. The following definition is taken from [5] .
Definition 3.1. The polynomial P (ξ, τ ) is called N-parabolic if the following conditions hold.
(i) The Newton polygon N (P ) has no edges parallel to the coordinate axes (except the trivial ones).
(ii) There exists a τ 0 < 0 such that the estimate
holds. Here the sum runs over all integer points belonging to the Newton polygon.
3.2. N-parabolic polynomial matrices. N-parabolic polynomials can be included in the class of so-called N-parabolic matrices (see [12] ). For this, we consider a polynomial matrix
and write the determinant of P in the form
where γ runs through all permutations of the set {1, 2, . . . , N }. Assigning weight ρ to the variable τ and weight 1 to the variables ξ we define
For N-parabolic matrices P (ξ, τ ) it is possible to define the principal part P ρ (ξ, τ ) for every fixed weight ρ > 0. As it was noted in [12] , according to [11] for every ρ there exist real numbers s j (ρ) and t k (ρ) (j, k = 1, . . . , N ) for which
The principal part P ρ (ξ, τ ) is defined in the standard way.
The matrix P (ξ, τ ) is called positively totally non-degenerate if the above functions s i (ρ), t i (ρ), i = 1, . . . , N , can be chosen nonnegative. Replacing in Definition 3.2 b) totally non-degenerate matrices by positively totally non-degenerate, we define positively N-parabolic matrices.
3.3. N-parabolic boundary value problems. We return to problem (1-1)-(1-2). Formally the above definitions cannot be applied to the Lopatinskii matrix of this problem, because its elements are not polynomials but, in principal, algebraic functions. In fact, Definition 3.1 and Definition 3.2 use only the possibility to calculate ord ρ P ij for each element P ij and each ρ > 0.
The special structure of the elements of the Lopatinskii matrix permits to calculate these orders. Indeed, as it was mentioned above, the elements of this matrix are polynomials in (ξ , τ ) and the roots z (
(ii) The Lopatinskii matrix L(ξ , τ ) is N-parabolic in the sense of Definition 3.2.
3.4.
Reduction of an N-parabolic boundary value problem to an N-parabolic system on the boundary. For simplicity we start from problem (1-1)-(1-2) with f ≡ 0 and without additional functions at the boundary conditions,
Here A(D x , D t ) is, as above, a 2b-parabolic operator with constant coefficients of order 2m, and B j (D x , D t ) are operators with constant coefficients. We do not assume that the boundary operators are quasi-homogeneous. Let h j (x , t), j = 1, . . . , m, be functions with h 1 (x , t) = · · · = h m (x , t) = 0 for t < 0. Then we denote by U (h 1 , . . . , h m , x, t) the solution of the Dirichlet problem
We shall seek the solution of (3-1)-(3-2) in the form u(x, t) = U (h 1 , . . . , h m , x, t) with functions h 1 , . . . , h m to be found.
Lemma 3.4. For j = 1, . . . , m we have
hold.
Proof. Starting from the relation
we define
As it was noted in [2] (see Chapter 1, Section 1), 6) where the contour γ + belongs to C + and contains all the zeros of A + (ξ , ·, τ ). We define the symbol
According to (3-6)
is the pseudodifferential operator in the variables (x , t) with symbol (3-7) depending on the parameter x n . Now the left-hand side of (3-5) will be equal to
The integral on the right-hand side does not change if we replace B j (ξ , z, τ ) bỹ
From the lemma we see that problem (3-1)-(3-2) is reduced to the system of pseudodifferential equations
The approach described above can trivially be extended to the case of boundary conditions containing additional functions on the boundary of the form
Substituting in the boundary conditions the function U (h 1 , . . . , h m , x, t) and using the lemma we obtain the following system for 2 ) and (3, 0) (see Figure 1) . For every ρ > 0, we define s j (ρ) and t k (ρ) (j, k = 1, 2) by s 1 (ρ) := 0, t 1 (ρ) := 0 and 
For all ρ, the right-hand side of the last equality coincides with ord ρ det L(τ, ξ ). From this we see that the matrix (2-2) satisfies all conditions of Definition 3.2 and the Stefan problem (1-4) is N-parabolic.
3.6. N-parabolicity of the Cahn-Hilliard equation with dynamic boundary conditions. Let us consider the Cahn-Hilliard equation with dynamic boundary conditions (1-5). The Lopatinskii matrix for this problem is given by (2-3) and its determinant equals to
We will need an elementary lemma.
Lemma 3.5. Let z 1 = z 1 (ξ , τ ) and z 2 = z 2 (ξ , τ ) be the roots of the equation
Proof. The proof is based on two elementary observations. (i) With appropriate numbering, we have
(ii) The product of z 1 and z 2 is equal to z 1 z 2 = − |ξ | 4 + iτ . From (i) we directly obtain
Now we apply (ii) to get
for Im τ ≤ 0. In the same way we have
We still have to prove (i) and (ii). For this we use the explicit formula for the root of a complex number A + iB
According to this formula, the sign "+" selects the root with positive imaginary part, and the sign "−" selects the root with negative imaginary part. The equation (z 2 + |ξ | 2 ) 2 + iτ = 0 has the four roots
The roots with positive imaginary part are given by
From this we get (i). To see (ii), we write
and obtain z 1 z 2 = − |ξ | 4 + iτ .
From this lemma we obtain for large − Im τ
Therefore, the Newton polygon of det L(ξ , τ ) has the vertices (0, 0), (0, 2 ), (2, 1) and (4, 0) (see Figure 2) .
For every ρ > 0, we define s j (ρ) and t k (ρ) (j, k = 1, 2) by s 2 (ρ) = 0, t 2 (ρ) = 0, and
Then it is easy to check that
From this we see that the Cahn-Hilliard problem (1-5) is N-parabolic. 
Functional spaces
In this short section we will introduce the functional spaces in which we will prove unique solvability of N-parabolic boundary value problems. For nonstationary problems, as a rule, the corresponding Sobolev spaces are defined by pseudodifferential operators with symbols which are analytic in the co-variable τ dual to the time variable. However, the main construction of [12] used below does not permit to construct symbols holomorphic in τ . In the situation considered in the present paper, the systems are defined by the Lopatinskii matrix which is holomorphic in τ . Thus we will be able to prove unique solvability on the half-line in the framework of spaces defined below.
Functional spaces H
χ . At first we recall the known definition of functional spaces defined by means of pseudodifferential operators (see [13] ).
Let C − := {z ∈ C : Im z < 0}. Denote by F(R n × C − ) = F the set of all functions χ : R n × C − → C which do not vanish and for which
holds with some positive constant M (χ). We set
This space is endowed with the norm
Replacing the symbol χ(ξ, σ) by an equivalent symbol χ (ξ, σ) ≈ χ(ξ, σ), we obtain an equivalent norm in H χ (R n+1 ). In the case χ(ξ, σ) ≈ 1 + |ξ| r + |σ| s we will also write H r,s (R n+1 ) instead of H χ (R n+1 ). In a standard way the space H χ (R n + × R) is defined as the factor space of H χ (R n+1 ) modulo the subspace of all distributions in H χ (R n+1 ) whose support belongs to R n − × R := {(x, t) ∈ R n × R : x n < 0}. This space is endowed with the standard factor-norm.
For χ ∈ F and γ < 0 we set χ γ (ξ, σ) := χ(ξ, σ + iγ). For γ, γ ∈ F we have
Varying the parameter γ, we obtain a family of norms ||χ γ (D x , D t )u, L 2 (R n+1 )|| in the space H χ (R n+1 ) which are equivalent.
and γ < 0 we define
. We endow this space with the norm
For a function u(x, t) in R n × R denote byû(ξ, τ ) the complex Fourier transform or, equivalently, the real Fourier transform of exp(γt)u(x, t) where ξ ∈ R n and τ = σ + iγ ∈ C. For a weight function χ ∈ F(R n × C + ) and γ < 0 we obtain the relation
As above, in the case χ(ξ, τ ) ≈ 1 + |ξ| r + |τ | s we will write H r,s
In a standard way we denote by
This space is endowed with standard factor-norm. We will write H χ [γ] (R n−1 × R) for the corresponding space of functions defined on the hyperplane
etc. the subspaces of the above spaces consisting of distributions vanishing for t ≤ 0.
Remark 4.1. a) From the definitions we see that
In other words the map
is an isomorphism of Sobolev spaces. Unfortunately the restriction of the isomorphism (4) (5) to the subspace of functions with support on a half-axis is not an isomorphism. b) Let F hol be the space of weight functions from F which are holomorphic for Im τ < 0. In the case χ ∈ F hol all the statements of Remark a) hold if we replace
, respectively. In particular, the map
is an isomorphism. This yields the inclusions H We denote by H
Lemma 4.2. For a given polygon Γ there exists a weight function
Proof. Using the argument of [5] , Chapter I, Subsection 1.3, it is easy to prove that
Now it remains to note that for Im τ ≤ 0
where
5. Solvability of N-parabolic boundary value problems.
In this section we discuss unique solvability of the model problem (1-1)-(1-2) in the half-space by reducing it to the system (3-8) or (3-10) on the boundary. We will obtain unique solvability and two-sided a priori estimates in the weighted L 2 -Sobolev spaces defined above, provided some additional conditions on the weight function hold. We will see in Section 6 that for the crystallization problems considered in this paper these additional conditions are satisfied.
We will prove the main solvability result in three steps: first we will consider the system defined by the Lopatinskii matrix, then consider (1-1)-(1-2) with f = 0, and finally we will treat the general case.
Solvability of the system in R
n−1 ×R defined by the Lopatinskii matrix of an N-parabolic problem. We will study the systems (3-8) (or (3-10) ). They have the same structure and we use the same notation. The number of unknown functions will be denoted by M , where either M = m or M = m + κ. Using the technique of [12] , we can prove the following main result.
Theorem 5.1. Suppose the problem (1-1)-(1-2) is N-parabolic, and let L(ξ , τ ) be the Lopatinskii matrix of the problem. Then there exist weight functions µ j , ν j ∈ F(R n−1 × C − ) (j = 1, . . . , M ) and γ 0 < 0 such that the following statements hold. (i) Let χ ∈ F(R n−1 × C − ) and γ < γ 0 . For every
, and the estimate
holds.
(ii) Let χ ∈ F(R n−1 × C − ) and γ < γ 0 . For arbitrary
and for this solution estimate (5-2) holds.
The proof of the theorem is based on a statement which was essentially proved in [12] . We will comment on the proof of the following proposition in Subsection 5.4.
is N-parabolic. Then there exist weight functions µ j , ν j ∈ F (j = 1, . . . , M ) and γ 0 < 0 such that
Proof of Theorem 5.1. Denote by G(ξ , τ ) = (G jk (ξ , τ )) j,k=1,...,M the inverse of the matrix L(ξ , τ ). As it was remarked in [12] , the estimates (5-3) and (5-4) induce estimates for the elements of G:
is the solution of (5-1), these estimates easily imply statement (i).
To prove (ii) it is enough to show that the elements of G are holomorphic in τ for Im τ < 0. According to Subsection 2.5, the symbols L jk (ξ , τ ) are holomorphic in τ for Im τ < 0, hence det L(ξ , τ ) has the same property. From (5-4) we know that the determinant does not vanish and (det L(ξ , τ )) −1 also holomorphic in τ for Im τ < 0. Since the elements G jk (ξ , τ ) are polynomials in L jk (ξ , τ ) divided by det L(ξ , τ ), they are also holomorphic. (1-1)-(1-2) in the case f ≡ 0. Now we apply Theorem 5.1 to obtain the solvability of the parabolic problem in the half-space. The order of the 2b-parabolic equation (2.1) is equal to 2m, so it is natural to search the solution u(x, t) of (2.1) in the space H r,
Solvability of problem
where (h 1 , . . . , h M ) T is the solution of the system (5-1). If our problem is N-parabolic then there exist the weight functions from Proposition 5.2 such that the statement of Theorem 5.1 (ii) holds. To obtain a solution u(x, t) ∈ H r, r 2b
[γ]+ (R n + × R) we must demand the Dirichlet data to belong to the trace space of H r,
m). (5-6)
On the other side, according to Theorem 5.
and the estimate (5-2) holds. Therefore, for conditions (5-6) to be valid we must suppose that following continuous embeddings
hold. These embeddings will take place if and only if
As a result we proved the
. . , M ) be weight functions as in Proposition 5.2. Then there exists a γ 0 < 0 such that for each r ≥ 2m and each χ ∈ F(R n−1 × C − ) satisfying (5-8) the following statement holds.
For each
the boundary value problem (1-1)-(1-2) with f = 0 has a unique solution
Moreover the traces γ 0 u, . . . , γ m−1 u have the additional smoothness
and the two-sided estimate
5.3.
Solvability of problem (1-1)-(1-2) in the general case. As in the preceding subsection, we want to find the solution u in H r, r 2b
[γ]+ (R n + × R) with sufficiently large r. In principle, the right hand side f should belong to H r−2m, r−2m 2b
[γ]+ (R n + × R). However, in general such smoothness of f does not guarantee the necessary smoothness (and even existence) of the terms in the boundary conditions. So we have to suppose that f has an additional smoothness, f ∈ H r −2m,
is N-parabolic and let µ j , ν j ∈ F(R n−1 × C) be as Proposition 5.2. Suppose that for given r ≥ 2m the weight function χ ∈ F(R n−1 × C) satisfies conditions (5-8). Then there exists an r ≥ r and a γ 0 > 0 such that the following statements hold.
the boundary value problem (1-1)-(1-2) has a unique solution
Moreover, the traces γ 0 u, . . . , γ m−1 u have the additional smoothness
and the a priori estimate
Proof. We will seek the solution u in the form u = u 0 + u 1 where u 0 is the solution of the Dirichlet problem with homogeneous boundary conditions [γ]+ (R n + × R), and
The second function u 1 will be the solution of the homogeneous equation with inhomogeneous boundary data:
(5-13)
If r is large enough then 14) i.e. the functionsg j (x , t) have the same smoothness as g j (x , t). Applying Theorem 5.3, we obtain the solution
As we shall see in the next section, there are N-parabolic problems where assumption (5-14) holds without assumption of the additional smoothness of the right-hand side f . In this case we obtain a two-sided estimate.
Definition 5.5. The number r ≥ 2m, the weight functions µ j , ν j ∈ F(R n−1 × C − ) from Proposition 5.2, and a weight function χ ∈ F satisfying (5-8) are said to be compatible with the boundary conditions if the operators
is N-parabolic and let µ j , ν j ∈ F(R n−1 × C) be as Proposition 5.2. Let r ≥ 2m and χ ∈ F(R n−1 × C) be a weight function satisfying (5) (6) (7) (8) , and assume that r, µ j , ν j and χ are compatible to the boundary conditions. Then there exists a γ 0 > 0 such that the following statements hold.
For each f ∈ H r−2m, r−2m 2b
[γ]+ (R n + × R) and each
and the two-sided a priori estimate
Proof. Following the proof of Theorem 5.4, we write the solution u in the form u = u 0 + u 1 where u 0 is the solution of the homogeneous Dirichlet problem (5-11) and u 1 is the solution of the inhomogeneous problem (5-13). As it was mentioned in the proof of Theorem 5.4, by classical parabolic theory (5-11) is uniquely solvable with solution u 0 ∈ H r,
Again in (5-13) we havẽ
By the compatibility conditions, we obtain
and we can apply Theorem 5.3 to find a unique solution
and the estimate
holds. Now we show that the statement of the theorem for u = u 0 + u 1 follows from (5-16) and (5-18). Indeed, obviously u ∈ H r, r 2b
[γ]+ (R n + ×R). Since u 0 has zero Dirichlet data
and we have to check estimate (5-15). We start with the left inequality and write
Using (5-16) we can estimate the first term on the right-hand side by a constant times ||f, H r−2m, r−2m 2b
[γ]
(R n + × R)||. Using (5-18) we can estimate the second, third, and the fourth term by a constant times
According to the compatibility condition the last sum can be estimated by a constant times ||u 0 , H r, (R n + × R)||. As a result we obtain the left inequality in (5-15) .
The right inequality in (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) follows from the open mapping theorem or easily directly. In fact, since f = A(D x , D t )u, the corresponding term can be estimated by a constant times ||u, H r, r 2b
[γ] (R n + × R)||. According to our construction of the solution (u, σ 1 , . . . , σ κ ), the relation (5-17) holds and the second sum in (5-15) can be estimated by
According to (5-18) the first term can be estimated from above by
Further, according to the compatibility condition [γ]
(R n + ×R)||. As it was mentioned above, this term is estimated by a constant times ||u, H r,
Remark 5.7. The two-sided estimate of Theorem 5.6 is based on the compatibility condition on r, µ i , ν i and χ. We will see in the next section that for the problems of crystallization such weight functions exist.
5.4.
Construction of the weight-functions. Proof of Proposition 5.2. In this subsection we will apply the method of [12] to construct the weight-functions µ j , ν j ∈ F(R n−1 × C − ) (j = 1, . . . , N ) satisfying (5-3) and (5-4). Before we comment on the proof of Proposition 5.2, let us note some nonprincipal distinctions from [12] . 1) In [12] were considered matrices depending on real variables, say η = (ξ , σ), and parameter, say γ. Here we have to consider matrices depending on a real variable ξ and complex parameter τ = σ + iγ.
2) In [12] all the constructions were made under additional assumption that the matrix is positively N -parameter elliptic or, in other words, all the functions s i (ρ) and t i (ρ) can be choosen nonnegative. In fact, this assumption is not necessary.
Indeed, we can choose s i (ρ), t i (ρ) such that the functions t i (ρ) are nonnegative. for K ∈ N sufficiently large. We obtain ord ρ L jk (ξ , τ ) ≤ s j (ρ) + t k (ρ) (j, k = 1, . . . , M ) with s j (ρ) := s j (ρ) + K max{1, ρ} and t k (ρ) := t k (ρ). By construction of the Lopatinskii matrix, s j (ρ) is not greater than a constant times ρ. Therefore, there exists a K > 0 such that s j (ρ) > 0 (j = 1, . . . , M ) for all ρ > 0. For such K the matrix L(ξ , τ ) is positively N-parameter-elliptic, and we can define the corresponding weight functions µ j (ξ , τ ), ν j (ξ , τ ). Now we can take ν j (ξ , τ ) := (iτ + |ξ|) −K ν j (ξ , τ ) and µ j (ξ , τ ) := µ j (ξ , τ ). We will now comment on the proof of Proposition 5.2. The algorithm of [12] is based on a finite covering
depending on a small parameter ε and being defined by the Newton polygon N (det L). In each G (ε) andG (ε) we can explicitly define weight functions µ ( )
( ) j (ξ , τ ), respectively, such that (5-3)-(5-4) are satisfied. Then using a partition of unity we "glue" the local weight functions to obtain global functions belonging to F and satisfying (5-3)-(5-4) for all (ξ , τ ).
Denote by (p 0 , q 0 ), . . . , (p L+1 , q L+1 ) the vertices of the Newton polygon N (det L), starting with (0, 0) and indexed in the clockwise direction. For = 1, . . . , L we choose r > 0 such that the vector (1, r ) is an exterior normal to the edge from (p , q ) to (p +1 , q +1 ). By convexity we have r 1 > · · · > r L > 0. Replacing s j (r −1 ) and s j (r ) by t j (r −1 ) and t j (r ), respectively, we define µ ( ) j . The problem of gluing of these local weight functions in global holomorphic weight functions is open. We want to mention a simple sufficient condition which gives the answer in our examples. We suppose that the Newton polygon is a quadrangle.
Lemma 5.8. (i) Suppose that for some j = 1, 2 we have:
In that case we can take
(ii) Suppose that s j (r 1 ) = s j (r 2 ) := s j . In that case we can take According to the construction in the preceding subsection, the function ν j (ξ , τ ) is equivalent to
in the domainsG 1 , G 1 ,G 2 , G 2 ,G 3 , respectively. Note that |τ | ≥ C|ξ | r2 inG 1 ∪ G 1 ∪G 2 , |ξ | r2 ≥ C|τ | in G 2 ∪G 3 , and |τ | + |ξ | r1 ≈ |τ | + |ξ | r2 in G 1 . From this statement (i) follows.
(ii) In this case a = r −1 s j (r ) − r s j (r −1 ) r −1 (r −1 − r ) = s j , b = s j (r −1 ) − s j (r ) r −1 − r = 0.
In the domainsG 1 , G 1 ,G 2 , G 2 ,G 3 the function ν j (ξ , τ ) is equivalent, respectively, to |τ | In the first function we can replace |τ | by |τ | + |ξ | r1 , in the last three functions we . The term for γ 1 u in Theorem 5.4 can be omitted but the estimate for the norm of γ 0 u gives an additional smoothness and a corresponding term in the a priori estimate.
