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Zusan:rmenfassung:
Die numerische Berechnung von interpolierenden Spline-Funktionen für hohe
Knotenzahlen und von einem Grad größer als drei ist für praktische Zwecke J
z s B, für die Auswertung von nuklearen Meßdaten, sehr wichtig. Für diese
Fälle versagen die bekannten Methoden aufgrund nurrerischer Instabilitäten.
Wir leiten ein die Splines bestimmendes Gleichungssystem her, das mit einem
iterativen Verfahren (Blockunterrelaxation) gelöst werden kam. In wichtigen
FEHlen kann man die optima.len Beschleunigungspara.rreter explizit angeben.
Dieses Iterationsverfahren ist in der Rechenzeit mit den bekannten Methoden
vergleichbar.. bringt aber einen ganz erheblichen Fortschritt bezüglich der
numerischen Stabilität.
Die Arbeit ist an der Universität Karlsruhe als Dissertation angenommen.
Referenten sind Prof. Dr , J. i.veissinger und Privatdozent Dr. H. Brakhage ,
Summary:
The numerical calculation of interpolating spline functions for a high number
of knots and of a degree greaten than three is very important for practical
purposes .. t ,e , for the evaluation of nuclear data poänts , For these cases
the known methods faH because of numerical instabilities. We derive a
system of linear equations characterizing the splines that is suitable for
iterative solution (blockunderrelaxation). The optimal relaxation parameters
can be obtained explicitly in irrportant cases , This iterative method is
comparable with the known direct methods concerning the computing time
but results in quite an impressive progress with respect to numerical
stability.
This work has been accepted as thesis at the University of Karlsruhe.
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Die Berechnung von interpolierenden Spline-Funktionen für hohe Knoten-
zahlen und Von einem Grad gräPcer als drei ist für praktische Zwecke
wichtig. Die bekannten Berechnungsverfahren versagen für diese Fälle
aurgrund numerischer Instabilitäten. Die hier voz-geschfagenen iterativen
Verfahren sind im Aufwand mit den herkömmlichen direkten Methoden ver-
gleichbar, bringen jedoch einen ganz erheblichen Fortschritt bezüglich
der numerischen Stabilität.
Einftlhrend wird in Kapitell der Begriff der Spline-L'1terpolation VUlIl
Typ K und VaTI Grad 2m+1 erläutert, der eine gewisse Verallgemeinerung der
Standardtypen I und 11 darstellt i und angedeutet, wie sich die wichtigsten
Sätze auf Typ K übertragen lassen. Dann können wir Problemstellung und
Ergebnisse der Arbeit genau fonmulieren.
In Kapitel 2 wird für einen speziellen Typ K, den wir Typ III nennen, ein
lineares Gleichungssystem hergeleitet und dessen zwei kanonische Block-
strukturen studiert.
Nach m = 1 ist für die Praxis besonders wichtig der Fall m =2. In
Kapitel 3 wird gezeigt} wie und weshalb sich genau für m = 2 das Gleichungs-
system für Typ 111 auf einfache Weise so abändern läßt, daß auch die
Standardtypen I und 11 damit berechnet werden können. Der Einfachheit
halber beschränken wir uns für m > 2 im folgenden auf das Gleichungs-
2system für Typ III, obwohl dieses prinzipiell für beliebige Typen K
modifiziert werden kann.
Aufgrund der beiden natürlichen Blockstrukturen unseres Gleichungssystems
bieten sich zur Lösung die iterativen rvrethoden der Blockrelaxation an. Je
nach Blockung ist Blocküber- oder -unterrelaxation anwendbar. In Kapitel
4 werden für m = 2, beliebige Abszissen und die Typen I, 11 und 111 opti-
male Beschleunigungsparameter fUr das Blockunterrelaxationsverfahren
angegeben. Für m > 2 ist die Bestimmung allgemein nur für äquidistante
Abszissen durchführbar. Für Typ 111 wird dies beim B'Iocküber-. und -unter-
relaxationsverfahren getan. Die Blockunterrelaxation erweist sich als
mindestens zweimal. so achne.Ll ,
Schließlich werden in Kapitel 5 Aufwand ~nd numerische Stabilität des
Blockunterrelaxationsverfahren mit bekannten Methoden zur Spline-Inter-
polation vcm Typ 11 verglichen. Das Iterationsverfahren ist bei vergleich-
barem Rechenauf'wand wesentlich günstiger in bezug auf numerische Stabilität.
Der Einfluß des Typs auf die Gestalt der Spline-Funktion wird an einem
Beispiel demonstriert.




Eine Spline-Funktion s VOll Grad 2m+l auf einem Abszissengitter
a = x1 < x2 < ••• < xn = b besteht aus ri-t jeweils in ["Xi ,xi+1J
definierten Polynanen, deren Grad höchstens 2m+1 ist, die an den
KnotensteIlen x2"" ,xn_1 2m-mal stetig differenzierbar aneinander-
gesetzt sind.
Sind zu den Abszissen Xi Ordinaten Yi vorgegeben, durch die die Spline-
Funktion verlaufen soll, so spricht man von Spline-Interpolation. Diese
unterscheidet sich u ,a, aufgrund ihrer Konvergenze1genschaften vorteil-
haft von anderen Interpolationsverfahren • Für m = 0 haben wir Polygon-
züge und für m = 1 zweimal stetig differenzierbar aneinandergesetzte
kubisch~ Polynome.
Da jedes Polynom vom Grad 2m+l durch 2m+2 Konstanten bestinmt ist, müssen,
falls die Polynome jeweils durch ihre Koeffizienten charakterisiert werden,
bei der Spline-Interpolation (2m+2)(n-1) Konstanten berechnet werden.
Berücksichtigen wir, daß neben den Interpolationsbedingungen
s(xi ) = Yi (i=1 .... ,n) gelten soll, daß die Ableitungen der Ordnung
1,2, ... ,2.m an den Knotenstellen x2' ••• ,xn_1 übereinstimmen sollen, so bleiben
noch 2m Freiheitsgrade. Daher gibt man nun im allgemeinen noch in a und b
jeweils m Werte für Ableitungen bestinmter Ordnung vor, und zwar aus
Symmetriegr(1nden für solche der gleichen Ordnung in a und b , Noch allge-
meinere Randbedingungen werden bei GREVILIE (1969) betrachtet. Wir greifen
im folgenden eine bestimmte Klasse von (symnetrischen) Randbed1ngungen
heraus:
4(1.1) Definition: Spline-Intemolation vom Typ' K
Sei J 1 = {l, ••• ,m} und J 2 = {m+1, ••• ,2m}. Es bezeichne T: J 1 + J 2 die
durch T(i) : = 2m+l-i für i E: J 1 definierte bijektive Abbildung der beiden
Indexmengen aufeinander. K sei eine Teilmenge von J 1 •
Es seien Abszissen a = xl < ••• < x
n
= b und z~hörige Ordinaten Yi
und Zahleny~k) J y~k) gegeben.




s(Xi) = Yi (i = l, ••• ,n)
s(k)(a) = y(k) J s(k)(b) = y(k)
a b
s(k)(a) = s(k)(b) = 0
für k c K C J1
für k e J,,-TK
Co
Durch Spezialisierung von K ergeben sich die folgenden drei wichtigen Bei-
spiele:
(1.2) Definition: Eine Spline-Funktion von Grad 2m+l interpoliert vom
Typ I, wenn K = J1
Typ 11 J wenn K = 0 (leere f.1enge)
Typ III, wenn K = {2i : i = 1 J •••JL,J }
Bei Typ I sind also in a und b die Ableitungen s(k) (k=1, ••• ,m), bei Typ 11
die für k = m+l, ••• ,2m mit den Zahlenwerten Null vorgegeben. Diese beiden
Typen sind - neben den Splines mit periodischen Randbedingungen, für die
wir und hier nicht interessieren - die in dem Standardwerk von AHIBERG,
NILSON
,l WALSH (1967) betrachteten. Bei Typ 111 werden Werte für die geraden
Ableitungen an den Rändern vorgegeben, die für k > L~J gleich Null sind.
Für m > 1 ist Typ 111 anscheinend noch nicht betrachtet worden.
5Zunächst zeigen wir, daß für die Spline-Interpolation vorn Typ K die in
AHLBERG, NIISON. WAISH (1967) nur für Typ I und 11 formulierten Haupt-
sätze gelten. Da es sich um eine übertragung der Grundideen bei Typ I
und 11 auf Typ K handelt, werden wir Beweise nur skizzieren.
Die Einführung insbesondere von Typ III wird sich bei der Herleitung
von Gleichungssystemen.. die für Typ K. also insbesondere für die Typen I
und 11 nur leicht modifiziert werden müssen. als vorteilhaft erweisen.
Es bezeichne Hm+1 La,bJ die Menge aller Funktionen f .. die auf dem Inter-
vall ['a.bJ definiert sind. die dort eine absolut stetige m-t.e Ableitung
besitzen und deren (m+1)-te Ableitung quadratisch integrieroar ist.
Zwei Funktionen f .. g € Hm+l~a.b~ nennen wir äquivalent bezüglich einer
Indexmenge K C J 1 = O,l" .#m).. in Zeichen f ~ g, wenn für alle k E: K gilt
f(k)(a) :: g(k) Ca) und r(k) (b ) = g(k)(b). Die leere lVIenge 0 ist für K zuge-
lassen.
t ) Dann existiert genau eine Spline-Funktion s , die f VaTI
Typ K interpoliert
ii) Dieses s minimalisiert
b(1.4) J ['g(m+1)(X)J2dX
a
für g € Gf := {g € H
m+1 La,bJ, g ~ f. f(X i) = g(xi),i=1, ••• ,n}
Der interpolierende Spline s vom Typ 11 zeichnet sich also dadunch aus. daß
(1.4) von s minimalisiert wird, ohne daß zusätzliche Forderungen an Gf bezüg-
lich der übereinstimnung von Werten für Ableitungen in a und b gestellt
werden.
6Der Beweis von (1.3) ist bei AHIBERG. NIISON, WAISH (1967) für Typ I und
II durchgeführt , Aus der folgenden Beweisskizze wird deutlich. wie der
Beweis auf Typ K übertragen werden kann:










=! ~f(m+1)(x).72dx - J ~s(m+1)(x)~2dX
a a
n-1
- 2 I (_1)m ~f(x)-s(x).7s(2m+1)(x) IXi +1
i=1 Xi
- 2 l (_1)j+1 ~f(m+1-j)(x)_s(m+1-j)(x)-7s(m+j)(x)I~
j=1
Bei der partiellen Integraticn wird die Stetigkeit der Terme im letzten
Ausdruck benutzt. Der dritte Tenn verschwindet auf'grund der Interpolations-
bedingungen und der vierte gerade aufgrund der Definition (1.1).
Sanit haben wir die sogenannte erste Integralbeziehung
Daraus folgt dann (1.4) und daraus wiederum Existenz und Eindeutigkeit
(AHIBERG, NIISON, WAIBH (1967».
7Durch Anwendung des Theorems von ROUE auf f(i) (x) - s (i) (x) folgt zusammen
mit der Minimaleigenschaft (1.4) (AHIBERG, NILSCN, WALSH (1967» der Satz
(1.6) Satz: Zu gegebenem Abszissengitter a = x1 < ••• < ~ =b und gegebenem
f e: rf1+1["a,bJ sei s der interpolierende Spline vorn Typ K. Dann
gilt die universelle Abschätzung
ß := max 6Xi ~~d i = O,1, ••• ,m.i
Bei der Spline-Interpolation VaTI Typ K werden also die Funktion und ihre
höheren Ableitungen simultan approximiert.
-Bemerkung: Eir>.e Verschär-rung von (1.6) für f e: H2m+2["a ,bJ läl?,t sich durch
Erweiterung des Aquivalenzbegr'iffes erreichen. Man setzt voraus s ~ f mit
K = K v (J2 - TK). Steht dann auf der rechten Seite in (1.7) der Exponent
2m+1-i, so gilt (1.7) mit einer Konstanten c2 = c2(n,i,f,K) für i=O,1, ••• ,2m+1.
Die für den Beweis notwendige sogenannte zweite Integralbeziehung
wird auf dieselbe Art und Weise wie (1.5) ausgerechnet unter Verwendung von
f e: H2m+2;:a,bJ anstelle von f e Hrn+1["a,bJ.
Die Spline-Interpolation wird u ,a, bei folgenden praktischen Problemen ange-
wandt, wobei die Art der Randbedingungen, also der Typ, im allgemeinen nicht
so wesentlich ist, da diese die Gestalt der Funktion nur in der Umgebung von
a und b beeinflußt.
8Wegen der durch (1.4) in einem gewissen Sinne definierten Glattheit (für m = 1
kann man sich vorstellen, daß eine mittlere zweite Ableitung minimalisiert
wird) und der Konvergenzeigenschaften (1.6) eignet sie sich hervorragend
zur Auswertung (z sß , Differentiation und Integration) von ~,1eßdaten. So kann
man sie z.B. in der Multigruppentheorie der Reaktorphysik dazu verwenden,
um zu einer vorgegebenen Treppenfunktion eine glatte J in jedem Intervall
LXp xi +1J flächengleiche Funktion anzugeben (ANSELONE, LAURENT (1968),
SPÄTH (1968)). Hierbei treten nicht äquidistante Abszissen mit einer Anzahl
n .::. 200 auf. In der Kerrphyeik werden Vielkanalanalysatoren dazu benutzt.
Impulshöhenverteilungen und Flugzeitspektren zu messen. Da bei derartigen
Messungen die Kanalnunmer die Rolle der Abszisse spielt J hat man äquidistante
Abszissen mit n % 1000.
Passt man experimentelle Daten mit Spline-Funktionen im Sinne der kleinsten
Quadrate an (SCHOENBEHG (1964)) j so ist im Verlauf der iterativen Minimali-
sierung nach REINSCd (1967) eine wiederholte Spline-Interpolation bei glei-
chen Abszissen notwendig. CURI'IS, POWEIL (1967) und BOOH. RICE (1968)
benutzen die Spline-Interpolatien zur Approximation von Funktionen.
Für diese Zwecke ist es wünschenswert, für eine große Anzahl von Abszissen
interpolierende Splines, auch für m > 1, bestimmen zu können.
Die bekannten numerischen Verfahren (CARASSO (1966). CARASSO, LAURENr (1968) J
ANSELONE. LAURENT (1968)) berechnen Typ 11. Abgesehen von m = 1, wo ein
lineares GleichungF>system mit positiv definiter Matrix auftritt, dessen
LÖs1.lrig für beliebige n keine numerischen Sc:hwierigkeiten bildet, sind die
beschriebenen Verfahren bei den üblichen Wortlängen von 7-16 Dezimalen nur für
2 < m < 4 und für n < 1'4 (m) brauchbar. wobei die Zahl N mit wachsendem m
- - - 0 0
f'allt. Es gilt ungefähr- 60 < N < 100 (CARASSO (1967), CARASSO, LAURENr (1968)).o .
Die Koeffizienten der auftretenden linearen Gleichungssysteme sind .
dividierte Differenzen der Ordnung 2m+2 und ihre rechten seiten solche der
Ordnung m-L, Bei endlicher Zahlenlänge können diese nur ungenau berechnet
werden. Erfahrungsgemäß ist der Einfluß der Rundungsfehler in den rechten
Seiten kritischer.
9Wir geben nun für Typ 111 ein Gleichungssystem an, dessen rechte Seiten bei
gleicher Zahlenlänge genauer berechnet werden können, da unabhängig von m stets
nur Differenzen von zwei Differenzenquotienten auftreten. Für m = 2 läßt sich
das Gleichungssystem einfach für die Typen I und 11 modifizieren. Prinzipiell
ist dies auch für m > 2 und beliebige Typen K möglich.
Da die Koeffizienternnatrix in allen Fällen zwei natürliche Blockstruk:turen besitzt,
wobei einmal in den Blöcken relativ wenige von Null verschiedene Elemente
und im anderen Fall nur wenige von Null verschiedene Blöcke auftreten, wenden
wir zur Auflösung der Gleichungssysteme iterative Verfahren der Blockrelaxation
(VPRGA (1962)) an. Im einzelnen erreichen wir:
Für Typ 111 und äquidistante Abszissen erhalten wir für 2 5.. m .:. 10 und n ~ 1000
mittels einer empirischen, durch theoretische Betrachtungen abgestützten
fIlethode angenähert qptimale Beschleunigungsparameter für ein Blockunterrelaxations-
verfahren und für 2 .::. m ~ 10 und beliebige TI exal(te opti.TYla,le Besch.leunfgunga-
parameter für ein Bloc~rrelaxationsverfahren. Bei gleichem Rechenaufwand pro
Iteration benötigt die Block~relaxation etwa die halbe Anzahl der
Schritte im Vergleich zur Block.9!?Lrrelaxation.
Für den nach m = 0 und m = 1 nächstwichtigen Fall ~ = 2 erhalten wir für die
Typen I, 11 und 111 und beliebige Abszissen die exakten optimalen Beschleunigungs-
parameter bei Blockunterrelaxation il!!: beliebip.;e n,
Dies ist unseres v-lissens der erste Vorschlag (außer für m = 1 (GREVILIE (1967)),
wo es unnötig ist) Spli.T'1e-Fu.1"lktionen Wdt iterativen Methoden zu berechnen und




2. Herleitung eines Gleichungssysterns für die Spline-Interpolation von
Typ 111 und m ~ 2
-----------------------------------------------------------------------
-----------------------------------------------------------------------
Die verschiedenen J\1ethoden zur Berechnung von interpolierenden Spline-
Funktionen (CARASSO, LAURENT (1968)) unterscheiden sich in der Wahl und
der davon abhängigen Anzahl der Unbekannten. Dabei sind, wie sich in
Kapitel 5 zeigen wird, die Verfahren mit geringerer Anzahl von Unbekannten
nicht notwendigerweise die zweckmäßigsten.
Für die numerische Auswertung i::t; es günstig (BOOR, RICE (1968)), den Spline
im Intervall r:x.q X.;..L'1 7 (i=1J ••• , n-1) in der Formt. .J.. ...1..'..1.-
I 2m? (i-1) kPi_l(t/ = ~ Ak (t-xi _1)k=o
zur Verfügung zu haben. Die (2m+2)(ri-L) Koeffizienten ~i) sind durch die
InterpolationsbedingungenJdurch die Übergangsbedingungen
p~j) (x.) = p~j) (x.)




und schließlich durch die Randbedingungen von Typ K nach Satz (1.3) eindeutig
bestirrrnt.
Führt man wie HOLLODAY (1957) die A~i) jedoch als Unbekannte ein, so ertlält
man ein i.a. äußerst schlecht konditioniertes Gleichungssystem (CARASSO,
LAURENr (1968)).
Die Anzahl der Unbekannten reduziert sich auf die Hälfte, wenn man bei Splines
vom Typ K die Werte yik) (i=2, ••• ,n-1, k e: K v (J2-TK) ) als Unbekannte einführt,
11
die von den Randbedingungen her für i=1 und i=n bekannt sind. In Kapitel 3
werden wir sehen, wann dies prinzipiell möglich ist. Im folgenden wird
gezeigt, daß jedenfalls speziell rur die Spline-Interpolation van Typ 111
dieses Vorgehen sinnvoll ist, sich die Koeffizienten ~i) einfach durch
die Unbekannten yi2k) ausdrücken lassen, und man für die Unbekannten ein
Gleichungssystem mit günstigen Eigenschaften für die numerische Behandlung
erhält.
Wir setzen (2.1) in anderer Fonn an:
Dabei sind die Polynome ~(u) (LIDSTONE (1930)) definiert durch
(2.4)




~(o) =~(1) = 0
(k ~ 1)
Aufgrund von (2.4) hat (2.3) die gewünschten Eigenschaften
(i = 2, ••• ,n; k = O,••• ,m)
Nun gilt (WHITTAKER (1934))
(k ~ 1)
12
wobei mit s die BERNOOILLI' sehen Polynane
(2.6)
j
ßj(X) =. I (~) 1\ ~ ..k
k=o
bezeichnet sind, worin die BERNOUILLI' sehen Zahlen Bk definiert sind durch
Es gelten die Beziehungen (NöRWND (1954))
(j=2,3, ••• )
(2.9)
Nach (2.6) ernarten wir
(2.10)
Setzen wir in (2.9) k = 2, differenzieren auf beiden Seiten, setzen x = 0
und verwenden (2.10) ,so ernarten wir
(2.11) (j ~ 1)
Wir berechnen nun die ungeraden Ableitungen von (2.3) und ernarten mit (2. 1n
(2.12)
Setzen wir zur Abkürzung
13
so erhält man durch Einsetzen von (2.12) und (2.13) in die Bedingungen
(2.2) das gesuchte lineare Gleichungssystem
(2.14)
m-j (\' {r h2k-1 y(2 k+j»
l. k i-1 i-1k=o
+ q (h2k-1 + h2k-1) (2(k+j»
k i-1 i Yi
+ r. h2k-1 y(2(k+j»} - °k i i+1 -
(j=O,1, •• _,m-1)
(i=2 ..... ,n-1)
zur Bestinmung der Unbekannten Yi2k) (i=2, •• _,n-1; k=1, •• _,rn). Nunerdsehe
Werte für qk und r k sind:
Die Koeffizienten A~i-1) in (2.1) erhalten wir aus den yi:'~) und y?k) mit
(2.12) und (2.13) zu
(k=O, ••••m; i=2, ••• ,n)
14
Um einen überblick über die Struktur des linearen Gleichungssystems (2.14)
zu erhalten, führen wir Matrizenschreibweise ein.
Es bezeichne
~ = sigp( '\:)
(k=O, ••• ,m; i=1, ••• ,n)
r. h 2k - 1}cn-2
(2.15) Iy h~-1 rk "k 1I k=o '
f °










rn-i 2k-lk~o hn_1 r k zk+i,n
Dann hat (2.11+) die ('orestalt




zl b2 \ I 0A Al -A2 A3 A4 ••• i z2 b10 I
I
P,. Al -~ f\ 10 "3 ••• \ Z3
\
b2
A Al -A2 ••• I I z4 b30 !(2.16 ): A Ai i •• ! I z5 =
b40 I~~~ I~I I\ i
\
• 1I ~, Al\ -A2 i bi. Z J
\
rn-l i rn-2
-, !A Al z 1 b0 rn J rn-l
Die Matrizen Ak (k=O, ... ,m) sind nach (2.15) alle symmetrisch und tridiagonal
und besitzen die Kantenlänge n-z , Für k=l, ... ,m sind sie wegen Iqk l > Irkl
und xl < ••• < x
n
streng diagonal daninant und daher positiv definit. Wegen
Iq I = Ir·1 = 1 ist A zwar nicht streng diagonal daninant J aber wegen000
xl < ••• < x
n
irreduzibel diagonal dominant und folglich ebenfalls positiv
definit (VARGA (1962)). Die Koeffizientenmatrix in (2.16) hat obere Block-
Hessenberg-Gestalt und die Blockkantenlänge m, In jeder Blockdiagonale sind
alle Elemente gleich.
16
Für den Fall äquidistanter Abszissen besitzt (2.16) noch weitere angenehrre
Eigenschaften. Setzen wir ohne Beschränkung der Allgemeinheit hi =1
(i=1, ••• ,n-1) voraus, so erhalten wir mit der Bezeichnung
/: 1 \a 1I 1 a .........,(2.17 ) C(a) = ~'" <, iI iJ
"a 1 I\ i!
\ 1 a i
aus Ak in (2.15)
(2.18)
(2.20)
Dabei bezeichnet E die Einheitsmatrix. Daraus folgt:
(2.19) Satz Für äquidistante Abszissen sind die positiv definiten Matrizen
~ (k=O, ••• ,m) paarweise vertauschbar-, Es existieren die
positiv definiten Inversen und Wurzeln und diese sind unter-
einander und mit den 1\ wiederum vertauschbar.
Der erste Teil der Behauptung folgt aus (2.18) durch Nachrechnen; der zweite
Teil aus der Tatsache, daß Inverse und Wurzeln Polynane in Al sind.
K
Aus (2.19) folgt sofort, daß die Ak simultan auf Diagonalgestalt transfor~
mierbar sind. Da wir später die Eigenwerte und die Transformation benötigen,
geben wir diese explizit an:
Die Matrix C(a) aus (2.17) wird diagonalisiert durch
U = (Uik) =~t.:r' sin (~~ ))
17
wobei die Kantenlänge von C( a) n-2 ist.
C(a) besitzt die Eigenwerte a + 2 cos ~k1 (k=1, ••• ,n-2).
n-
Also besitzt Ak nach (2.18) die Eigenwerte
(2.21) (i=1, .....n-2)
Bemerkung: Transformiert man in (2.16) alle Ak simultan mit U, so stehen
anstelle der tridiagonalen Ak Diagonalmatrizen. und das Gleichungssystem
der Kantenlänge m(n-2) zerfällt in n-2 Gleichungssysteme der (kleinen)
Kant.en'länge m, Dieses htermrt angedeutete direkte Verfahren im Fall äqui-
distanter Abszissen wird man in praxi nicht anwenden, da es, wie schon
die Transfonnation (2.20) zeigt, hohen Aufwand kostet.
Wir betrachten eine weitere, sich zwanglos ergebende Fonn des Gleichungs-
systems (2.14). Wem wir in (2.16) den Zeilenindex der Blöcke und den
Index der Blockzeilen vertauschen und die ünbekannten entsprechend Uffi-
ordnen, wird aus der oberen Block-Hessenberg-Matrix, deren Elemente tri-
diagonale Matrizen sind, eine blocktridiagonale Matrix, deren Elemente
gewöhnliche obere Hessenberg-Matrizen sind.
Für äquidistante Abszissen (hi = 1) erhält man so für die umgeordnete
Koeffizientenmatrix
I \
I A B \I i
I B A B
1
!
I B~I(2.22) 1 I\ jB lI\ I\ B A
18
mit
I I! q1 q2 q3 • • • Clm r 1 r 2 r 3 • • • r mf: qo q1 q2j • • • • , r O r 1 r 2 • • • •
fA = 2 ff q1 • • • • BI % = r r 1 • • • •II , 0
I. ~~~ ! ~~r2I \t(2.23) ! \\ % q1 r o r 1\ jI
Die Matrix (2.22) ist symmetrisch und besj.tzt in den Blockhaupt- und neben-
diagonalen jeweils lauter gleiche Elemente. Später wird noch wiChtig sein)
daß A-1B nur positive Eigenwerte zwischen 0 und 1/2 besitzt. Diese beiden
Eigenschaften gelten fUr nichtäquidistante im allgemeinen nicht.
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3. Erweiterung des Gleichungssystems für m =2 auf die Typen I und 11.
Mögliche Modifikationen für m > 2 und Typ K
-----------------------------------------------------------------------
-----------------------------------------------------------------------
Für m = 2 betrachten wir jetzt das Gleichungssystem (2.16) • Es lautet mit
y. = z1 und .;v = z2
In Kanponentenschreibweise wird daraus
7 3iv 8(h3
-( 360 hk-1 Yk-l + 360 k-1
t,Yk Ä.'Ilk-1
=~ - ~-1 (k=2, ••• ,n-1)
Stellen wir wie in (2.1) die Spline-Funktion für XE ["X.K i xk+1J (k=l j e H jn-l)
dar durch
mit u = t - ~
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so erhalten 1A.Tir die Koeffizienten in <3.3) zu




1 11 11 1 ( iv ivCk = bhk (Yk+l
- Yk ) - 36 hk Yk+1 + 2Yk )




L k iv iv1\ :: T-'bhk (Yk+1 + 2Yl{) + 3ÖÖ C8Yk + 7Yk+1)k
F1, :: s..
l\. i\.
Wir wo.lIen nun das Gleichungssystem <3.2) so modifizieren, daß es auch zur
Berechnung von Splines vom Typ I und 11 verwendbar ist. Dazu genügt es, für
die Intervalle f:x1,x2_7 und f:xn_1,xnJ Po.lynone der (',estalt <3.~) anzu-
geben, die die Interpolationsbedingungen erfüllen, für x2 Werte Y2 und Y~V
" iv ' "und fü.r x -1 Werte y -1 und y -1 sowie für Typ I in Xl \Alerte Y1 und Y1n ,n" n '" .
und in x Werte v und y und fOr Typ 11 in x. Werte s; und ytv und in
x
n
v.IertenY~" und'·~~v ann~hmen. .1],
Es ist möglich, solche Polynone anzugeben. Wir schreiben nur diejenigen
Koeffizienten auf, die sich gegenUber <3.4) ändern. Für Typ I erhalten wir
so
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Aus den übergangsbedingung;en in X2 und xn_1 erhält man dann die notwendig;en





1 11 1 3 "1 "
.,.. h v + ( - h + --tb hn_1-)vn_1- - 11 hn_1·".nb n-2 n-2 3 n-2 v v ~,
1 "
--y +h 2 n-2n-
+ 1 h iv +b n-2Yn-2
Auf dieselBe i-leise emal-ten wir fUr'l'yt") 11 lh"lter BeI'Üeksiehtigu,."'lg von
f " iv ,f fl viv __ n
v_ = v_ = v c
"1 "'1 <n "'n -
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Die zugehörigen Änderungen für (3.2) lauten
<3.8)
1 1 "1 "(2 h1 + 3 h2)Y2 + t h2Y3
1 3 8 3 iv 7 3 .iv _ 6y2 6y1
- ( 2ö' h1 + 360 h2)Y2 - 360 h2Y3 - h 2 - h1
1 " 1 " (1 1) iv 1 ivE;" Y2 - E; Y3 + 2' h1 + 3' h2 Y2 + 'b h2y3 = 0
1 1·" 1 "
( 3~-2 + 2 hn- 1)Yn- 1 + 'b hn- 1Yn- 2
1 " 1 "~-2 Yn-l - ~-2 Yn-2 + :: 0
Wir haben die Modifikationen des Gleichungssystems (3.2) für Typ I und II im
einzelnen aufgeschrieben, um die folgenden Eigenschaften ablesen zu können.
Die Tridiagonalität der einzelnen Blöcke in (3.1) bleibt erhalten. Bei Typ I
bleiben die Matrizen \:. (k::0,1,2) positiv definit; bei Typ II wird A
o
positiv
semi-definit. Bei beiden Typen wird die Matrix ~ in (3.1) links oben und
rechts unten je'>reils auf die gleiche Art geendert. Dies alles wird in
Kapitel 4 bei der Bestimmung optimaler Relaxationsparameter wesentlich sein.
Es stellt sich die Frage, ob das Gleichungssystem (2.16) auch :rnr m > 2 so
modifiziert werden kann, da~ ebenfalls Typ I und II - oder auch Spline-
Funktionen von einem beliebigen Typ K - damit berechenbar sind, ohne daß die
BlockstI"Uktur zerstört wird. Eine ähnliche Fragestellung ist, ob sich
bei Typ K ebenfalls die in den Randbedingungen auftretenden Ableitungen
als Unbekannte einführen lassen, so daß die bei ~7p III vorliegenden Vor-
teile von (2.14) erhalten bleiben.
Beide Fragen reduzieren sich auf die Lösbarkeit des folgenden Interpolations-
problems : Für 1.wlche Inde:xrnengen
I = {io =O,il""'~}





und beliebige p+1 Zahlen Ya und q+1 Zahlen ~TbK mit p+q :: 2m existiert jeweils
ein eindeutig bestimrntes Polynom f vom Grad 2m+1 mit
(ik ) j-k (k=O, ••• ,p)f (a) :: Y
a
i k € I
0.10) (i ) Jkf k (b) :: Yb Jk E ~T (k=O, ••• ,q)
Darauf gibt Antwort
(3.11) Satz (WHITTAKE~ (1934))
Es bezef.chne P(k) die Anzalll der i e I) die klei.'1er als k sind und
'Q(k) die Anzahl der j e J ~ die kleiner als k sind. Dann ist das
Interpolationsproblem 0.10) genau dann jev.,reils eindeutig lösbar
wenn
<3.12) P(k) + Q(k) ~ k
Aus (3.11) ziehen ",ir nun einige SchlUsse:
1) Für m > 2 ist es nicht möglich, durch Modifikation der Matrizen Ak in
nur der ersten und letzten Zeile Gleichu.ngssysteme (wie bei rn :: 2) ror
die Typen I und 11 aus (2.16) zu erhalten.
Beispiel: für m :: 3 und Typ 11 ist I :: {0,LI)5,6} und J :: {0,2,4,61.
Bedingung 0.12) ist fUr k :: 4 verletzt.
ii) Durch Modifikation der Matrizen "\ in mehreren (die J"nzahl hängt von m ab)
der ersten und letzten zeilen ist es thöglich, aus (2.16) mOdifizierte
Gleichlli'1gss~,-steme :fl1r die T-ypen I und II, ja für beliebige Typen K, zu
erhalten.
Beispiel: ror m :: 3 und Typ 11 kann man rar x2 I = (0,2,3,6) wählen.
Dann sind dieInterpolationsprobleme rar !:x1,x2J und LX2 , x3J nach
0.12) lösbar. Dabei geht jedoch in allen Fällen die ror äquidistante
Abszissen geltende Vertauschbarkeit der ~ verloren, wie man an einfachen
Beispielen sehen kann. Da diese Eigenschaft bei der Gewinnung optimaler
Relaxationsparameter eine gewisse Rolle spielt, betrachten wir die Art,
wie diese Modifikationen allgemein durchzuführen sind, nicht weiter.
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iii) Aufgrund von (3.11) kann man entscheiden, für welche Typen K Unbekannte
analog zu Typ 111 einfllhrbar sind. rvla'1 sieht z.B., daß (3.12) für Typ I
und beliebige m erfüllt ist. Andererseits gilt (3.12) nicht für Typ 11
und m 2:. 2 wenn k = 3.
Bei unserem Konstruktionsprinzip ftlr Typ 111 war es wesentlich, daß man
für beliebige m die das Interpolationsproblem <3.10) lösenden Polynane
explizit angeben konnte (siehe (2.3». Dies gelingt anscheinend bisher
nur noch ftlr Typ I (AHIBERG, NILSON, WI\hSH (1967»). Das auf diese
Weise ror Typ I entstehende Gleichungss;yrstem hat gegenüber (2.16) einige
groRe Nachteile:
Das interpolierende Polynom (3.10) ist vom vorgegebenenm abhängig. Man
hat keine zu (2.4) analoge von m unabhängige DarsteLlung, Dies be~Tirkt,
daß nicht wie in (2.16) lauter gleiche Blockelemente in jeder Block-
diagonalen stehen. Weiter hat man nicht wie in (2.16) obere Block-Hessen-
berg-Form, sondern eine voll besetzte Bloclm1atrix, deren Elemente zwar
~"1ieder alle tridiagonal sind, aber nicht wie in (2.16) alle auch positiv
definit, sondern abwechselnd syrrJl'retrisch (und positiv definit) und schief-
sy:rrrrretrisch. Thre Anordnung entspricht der der schwarzen U-TJ.d wei&:!n
Felder auf einem Schachbrett. Für äquidistante Abszissen sind nur die
symnetrischen bzw, schiefsymnetrischen je~Jeils untereinander vertausch-
bar. Schließlich ist es anscheinend nicht möglich, einfache Formeln
zur Berechnung der Koeffizienten A~i)in (2.1) aus den Unbekannten
yfk) anzugeben. v.rie es uns bei T\JP 111 möglich war.
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4. Lösung des Gleichungssystems mit Blockrela'Cationsverfahren.
Optimale Beschleunigungsparameter
========~==========================~==~=================~=====
Es sei ein lineares Gleichungssystem kx. = b mit det A t 0 gegeben und
für A eine Blod<::ung derart, daR, die Diagonalelemente quadratisch und
invertierbar sind. Es bezeichne D die BlockdiagonaJmatrix, -U die obere
und -L die untere Blockdreiecksmatrix • DWJ1 heißt
(4.1) -1 -1J =E - D A = D (L + U)
die Jacobi-Matrix und
(4.2) _1L = (D - wL) - «1-w) D + wU)
w
mit 0 < 1;\ < 2
die Blockrelaxationsmatrj.x von A bez1iglich der gegebenen Blockung. Mit bei-
den Matrizen kann man Iterationsverfahren zur Lösung des gegebenen Systems
durchrühren, Z.B. lautet das zu (4.2) gehörige Verfa.~ren
,...,robei k den Index der Iteration bedeutet. Diese sind genau dann konvergent
wenn die Spektralradien p(J) bzw, p(L ) kleiner als 1 sind. Nach einem Satz
c w
von KAHAN (VARGA (1962) )gilt p(L) 2. lw-li, so daß reelle w nur für
o < w < 2 sinnvoll sind. Für w = 1 spricht man vom Block-Gauss-Seidel-,
für 0 < w < 1 vom Blockunterrelaxations- und für 1 < W < 2 vom Blocküber-
relaxationsverfahren. w heißt der Relaxations- oder Beschleunigungspara-
meter: Das Ziel ist es. w so zu bestimmen daß p (L ) minimal (und < 1) wird.
- w
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Dies ist im wesentlichen bisher nur möglich, falls A bei der gegebenen
Blockung eine p-zyklische, konsistent geordnete Matrix ist und über die
Eigenwerte der Jacobi-Matrix gewisse Voraussetzungen erfüllt sind (VARGA
(1962)). Die Matrix in (2.16) ist bei der natürlichen Blockung nicht
p-zyk'lf.sch,
Da wir im folgenden nur einen Spezialfall der 2-zyklischen Matrizen
- nämlich blocktridiagonale -, die schon konsistent geordnet; sind, be-
nötigen, formulieren wir die allgemeinen Ergebnisse nur für diesen
Fall.
~4.3) Satz
A sei blocktridiagonal mit quadrat.l.echen, invertierbaren Diagonal-
elementen.
Dann gilt
i) VARGA (1962): Sei I.. f 0 Eigemrert von L und erfUllt 1.1 die Beziehung
w
(4.4) 2(I.. + w - 1)
11)
so ist 1.1 Eigemrert von J. Ist 1.1 Eigenvrert von J und erfüllt I.. (4.4),
so ist I.. Eigenwert von L •
to
2 .VA'RGA (1962): Die Eigenwerte von J seien reell und nichtnegativ
und es geIte 0 ~ p(J) < 1. Dann gilt p(L
w
) < 1 für 0 < w < 2.
p(L ) wird minimal für
w
2
~ = 1+ 11 - 0 (j2)
27
und es gilt




iii) NIETHAMMER (1964): Die Eigenwerte von J2 seien reell und nicht-
positiv.
Dann gilt p (L ) < 1 für 0 < W < ~~~
w
p(L ) wird minimalisiert durch
w
(4.7) 2~ = 1+ l1+p (J2)
und es gilt
(4.8) p(L ) = 1 - w fürw~~w
Bevor wir Satz (4.3) anwenden, betrachten wir die explizite Form des Blook-
relaxationsverfahrens bei der Anwendung auf unser Glelchungssystem (2.14)
mit den Blockungen (2.16) und (2.22).
Für (2.16) lautet das Verfahren
(i=1, ••• ,m). z := 0o
Bemerkung: Man könnte in diesem Fall natürlich die Roll~n von L und U ver-
tauschen und ein weiteres Verfahren erhalten. Dieses konvergiert jedoch
nicht annähernd so gut.
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Bezeichnen die mit einem Querstrich versehenen Gröfen die Vektoren z und b
nach der in (2.22) vorgenanrnenen Umordnung, so lautet hierfür das Block-
relaxationsverfahren bei äquidistanten Abszissen
-(k+l) _ (1 )-(k) -1(- B(-(k+l) + -z(k»)
zi - - ~ zi + wA bi_1 - zi_l i+l
z =z 1 =0o n-
In beiden Fällen erweist sich die Eigenschaft, daß in der Bl.ockhauptcäago-
nalen jeweils lauter identische Matrizen der Kantenlänge n-2 bzwe m stehen.
als wesentlich vereinfachend für die Durchführung der Iterationen. Al besitzt
die (große) Kantenlänge n-2, ist aber nur tridiagonal. Wegen der positiven
Definitheit kann eine Dreieckszerlegung ohne Pivotisierung stattfinden, und
zwar vor Beginn der Iteration. Die Matrix A besitzt die(kleine) Kantenlänge
m und kann eL'1 fü:r allemal invertie:tt werden.
Nun wollen wir nach Sa.tz (4.3) optimale Beschleunigungsparamete:r bestiImnen.
Dazu betrachten wir zunächst (3.1), also den Fall m = 2. Die Koeffizienten-
matrix hatte die Gestalt
(4.9)
tIDde§ w~n gc;cl\l:rc;l1 SpJ.:i.n.e...:Pt.l.r1k:t:i.Ql1en YQID Grad 5 und der Typ_en I. 11 und 111
bestinmt • Wir hatten die Eigenschaft, daß für beliebige Abszissen A... und A')
.L c.




Die Eigenwerte der zu (4.9) gehörenden Jacobi-Matrix
(4.11)
(4.12)
liegen auf der imaginären Achse.
Beweis: Die Eigenwerte t von (4.11) genügen der Gleichung
Aufgrund der Voraussetzungen istB = A~1~~1 positiv definit. Dann existiert
B1/2 und die zu BA ähnliche Matrix B1/2A B1/2 ist positiv serni-definit.
o 0
Daraus folgt die Behauptung.
Aus (4.10) folgt zusammen mit (4.3) iii), daß der optimale Relaxationspara-





Da wir wissen, daß A~1A2A~1Ao nur nichtnegative Eigenwerte besitzt, ist die
numerische Bestirmnung von p (A~1A2A~1Ao) mit Hilfe der Potenz-Methode
(VARGA (1962» unpr-obIematLsch , ....
vlir betrachten nun für m > 2 die Blockungen (2.16) und (2.22) des Gleichungs-
systems (2.14), setzen nun aber auch für (2.16) äquidistante Abszissen voraus,
so daß die Matrizen \: nach Satz (2.19) vertauschbar sind.
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Zunächst benötigen wir einen Hilfsatz über Eigenwerte von Matrizen der
Gestalt
(4.14) Hilfssatz: Die ~~trix N in (4.13) habe die Eigenwerte vk (k=l, ••• ,r).
~1 habe die Bl.ockkanten.länge s , Dann hat M die Eigentlerte
in
lJki = 2 \l k cQ.S s+l
Dies ergibt sich mit Hilfe des Additionstheorems für die Sinus-Funktion aus
der durch die Bauweise von TJI bedingten Tatsache. daß man aus einem Eigenvektor
x von N sEigenvektoren y. = (y .1 •••••y . ) von M erhält mit der Festsetzung
lk J J JS
.. _ ~~.~(J n, .. '-~K'-"' ... -\
.Yjk - ;:;.l:U s+l/ A \J. -.1 ••••• ;:;/.
Betrachten wir nun die Matrix (2.22). so sehen wir. daß die zugehörige Jacobi-
Matrix von der Gestalt (4.13) ist mit N =_A-1B. wobei A und B in (2.23) de-
finiert sind. Es ist nicht gelungen. die Eigenwerte vk von A-
1B für beliebige
m explizit anzugeben. Daher haben wir sie für 2 .:;. m .:;. 10 numerisch berechnet.
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Es gilt (vgl., Tabelle 2 mit v = 21 p(J)):
max
(4.16) -1 .Für die Eigenwerte vk (k=l •••••m) von A B gllt 0 < vk
2 < m < 10
< 2-. für2
Die Eigenwerte lJik der Jacobi-Matrix von (2.22) sind nach (4.14) gegeben
durch
(k=1 •••••m; i=1 •••••n-2)
Für die Eigenwerte (4.17) gilt also nach (4.16) 0 < j..l~k < 1. Die Voraus-
setzungen von (4.3) ii) sind erfüllt und wir haben die
(4.18} Folgerung: Für das zu (2.22) gehörende Blocküberrelaxationsverfahren
ist der beste Relaxationsparameter durch (4.5) gegeben mit
p(J) '/l:= 2 vrnax cos n:r
wobei V
rnax
< ~ der größte Eigenwert von A-1B ist.
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In Tabelle 2 sind die Werte bei n = co .für p(J) = 2 "rnax und ~ angegeben.
Für 20 < n < co ergeben sich wegen obiger Formel nur unwesentlich kleinere
Werte für ~.
Tabelle 2: Optimale Beschleunigungsparameter für das Blocküberrelaxations-











Bei der dritten Anwendung von Satz (4.3) kcmnen wir wieder auf die Blockung
(2.16) zurück. Da (4.3) und dieGil~in.~ren ~§.t~t; gtlf (2.16) n.:i.cht CIDWt;P(j.-
bar sind, betrachten wir jetzt die blocktridiagonale ~·1atrix
!
A1 -A2 \A Al -A20
\Ao Al~<, I(4.19) II !
\ A1 -A2 II /\ Ao A1
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die aus (2.16) durch Abschneiden einer Dreiecksmatrix erhalten wird. in der nur
die Matrizen Ak mit k .::. 3 vorkomen, Der Versuch. für diese reduzierte Ma-
trix optimale Beschleunigungsparameter zu erhalten und daraus wiederum
Schlüsse für (2.16) zu ziehen. wird legitimiert durch die Tat sache J daß
nach (2.18) und Tabelle 1 gilt
(4,20)
wobei C(2) nach (2.17) definiert ist. Für k ~ 3 sind die ~ klein gegenüber
Ao' Al und A2,




W • - iA1/2A-1/2
.- 0 2




so erhalten wir aufgrund .der Vertauschbarkeitseigenschaften (2.19)
(4.22)
mit
V besitzt wegen (2.19) und (2.21) die Eigenwerte
/(qo+rocos ~~1)( Iq21+lr2lcos ~~1 /
(4.27) A-
k - (q1 +r1cos ~~1)
Also besitzt J nach (4.22) und (4.14) die Eigenwerte
2(i = -1)
Die Voraussetzung von (~.~) 1ii) ist also erfO.llt. Um p(J) zu finden;
genügt es, da 2cos ~1 für j = 1 maximal wird, rrwc Ak zu suchen. Setzen
wir y = y(k) = coe R:r und Ck = qk/rk (k=O.1.2) so ist also nach (4.24)
I(c +y)(c2+y) If( y) = 0 C +y
1
so groß ~rie möglich zu machen. f( y) besitzt genau ein Maximu.rn. nämlich für
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und der optimalen Beschleunigungsparameter für die zu der Matrix (4.19)
Blockre laxationsmatrix ist bestimmt durch (4.7). Setzen wir statt
cos ~~~ die Größe y :: - ~ ein. was für größere n realistisch ist. so
erhalten wir in Abhängigkeit von m die Zahlenwerte von p(J) und ~ in
Tabelle 3. Für m -+ co geht '1> gegen! 1l.Y1d p (Lw) gegen i. was ein guter-
Wert ist. FOr m = 2 haben wir den exakten Wert auch für (2.16), da (4.19)
und (2.16) in diesem Fall identisch sind.
Wendet man nun das Blockunterrel~ationsverfahren für m > 2 auf (2.16)
statt auf (4.19) an. so erwartet man intuitiv eine Konvergenzverschlech-
t erung, da die Matrix des Gleichungssystems voller wird. Eine Verschlech-
terung würde aber bedeuten. da p(L(.) größer wird, daß ~ unter der Vor-
aussetzung der näherungsweisen Richtigkeit von (4.9) kleiner wird.
Wir haben nun UJ,_ für emen f'esteh Bereich, nämlich für 3 < m < 10 und
o - -
eIT~irisch bestirrrnt.
~Qr hätten wie für den Fall m = 2 und nichtäquidistanter Abszissen, den
Spektralradius p(L
w
) in Abhängj.gkel.t von w, mund n mit Hilfe des Potenz-
verfahrens bestimmen können. Da wir hier jedoch die Information, daß
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alle Eigenwerte von Lw nichtnegativ sind, nicht besitzen, haben wir von
diesem Verfahren abgesehen, da man bei der Potenzrnethode über Vielfachheit
und Anzahl der betragsgleichen Eigenwerte, die zu p(L ) gehören, von vom-
w
herein eine Information haben muß, wenn man nicht jeweils all Möglich-
keiten (FADDEJEW. FADDEJE\'1A (1964» durchprobieren will.
Der einfachere Weg war der folgende. Für m = 3,4, •. . ,10 und:n = 10(10)100,
150(50)350, 400(100)1000 wurde das Iterationsverfahren bei verschiedenen
Startvektoren und Ordinaten durchgeführt für verschiedene Beschleunigungs-
parameter und mit dem Abbruchkriterium
{ max
k= 2•••• ,n-1




t bezeichnet den Index der Iteration. Als Wet'te für Wo wurden diejenigen
genanmen, für die die Anzahl der Iterationen gemittelt über die verschie-
denen Startwerte minimal war. Diese Minima sind nicht sehr stark ausge-
prägt. Da bei Unterrelaxation Unterschätzen des Relaxationsparameter
günstiger ist als Überschätzen (NIETffA:jVliv1ER (1964» ,wume in Zweifels""
fällen stets das kleinere ~ gencmnen. Eine merkliche AbhEh""'~gkeit
von p (L) von n ist nicht sichtbar. Die so gewonnenen Werte für ~
finden sich in Tabelle 3. Wie die Anzahlen der Iterationen zeigten,
bleibt die Beziehung p(L~ = 1 - ;, ungefähr richtig.
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Tabelle 3: "Beste" Beschleunigungspararneter für den abgeschnittenen
und. den nichtabgezs,chnitten;en Fall
Spalte 2: Spektralradius der Jacobi-Matrix für den abgeschnittenen
Fall
Spalte 3: Exaktes Wb für den abgeschnittenen Fall





I 2 I .559 .932 .932I
I 3 I .791 .879 .847
I 4 I .905 .852I .808I I
I I .968 I I5 I .836 I .778I 6 1.007 I .827 .755I I II 7 1.033 I .820 .737
I 8 I 1.051 I .816 .723I I
I 9 1.063 I .813 .713
I 10 1.073 I .811 .705
1.118 :: ;. 4co .800 :: '5
Vergleicht man die Kurven von p(L ) von (4.19) und (2.16) in Abhängigkeit
W
von Wj so ergibt sich unabhängig von m folgendes Bild: Für w-+-O gehen
die beiden Kurven ineinander über. Die Kurve für (2.16) hat dieselbe
Fonn wie die für (4.19). Jedoch liegt das Minimum ~ weiter links und
für w > ~ besitzt die Kurve eine wesentlich gröRere Steigung. p(L):: 1





















Rech...nungen haben gezeigt J da~ säen al1g:emeine eznpirische Aussagen fiJr
nichtäquidistante Abszissen nicht so einfach gewinnen lassen. Da die
Matrixelemente und semit der Spektralradius stetig von den Abszissen-
distanzen abhängen. hat man für nahezu äquidistante6AbsZissen natürlich
auch noch Konvergenz. Die Erfahrung lehrt. daß ß =6= umso näher bei
Eins liegen mUß. je größer- n und vor allem je größer' m wird. Man kann
Beispiele angeben. für die es kein w mit 0 < w < 2 gibt , so daß p (L ) < 1
w
ist: m=3. n=3. ~xl=l. ~x2=40.
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Wir fassen die Ergebnisse zusammen:
L) Für die Spline-Inte:rpolation van Grad 5(m = 2) und der Typen I,
11 und 111 kann man bei beliebigen Abszissen Gleichungssysteme
aufstellen, die es erlauben, bei Anwendung des Blockunterrelaxations-
verfahrens eine vollständige Theorie zur Bestirrmung des optimalen
Beschleunigungsparameters aufzustellen.
ii) Für äquidistante Abszissen, 2 ~ m ~ 10 und beliebige n und Typ
111 haben \'lir \'lieder,J,lTl die exakten optdma.Ien Relaxationspara-
meter (Blocküberrelaxation). Dabei ist ein Schönheitsfehler,
daß die Eigenschaft der Jacobi-Matrix, nur reelle Eigemlerte
kleiner als Eins zu besitzen, nur numerisch nachgewiesen ist.
Daher die Einschränkung 2 ~ m ~ 10.
iii) Für äquidistante Abszissen, 2 ~ m ~ 10 und 10 ~ n ~ 1000 und
':fyp 111 haben wir, gestützt auf exakte Ergebnisse bei einem
verwandten Problem, empirisch optimale Relaxationsparameter er-
mittelt (Blockunterrelaxation) • Bei Vergleich der Werte von
p (LU)b) bei Blocküber- und -unterrelaxation, stellt man fest
(siehe Tabellen 2 und 3), daß die Unterrelaxation mehr als doppelt
so gut wie die Uberrelaxation ist.
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5. Aufwand und Rundungsfehlerim Vergleich zu bekannten Verfahren.
Einfluß des Typs auf die Gestalt
-------------------------------------------------------------------
-------------------------------------------------------------------
Bisher haben wir ein Gleichungssystem für die Spline-Interpolation von
Typ III aufgestellt, dieses für andere Typen K modifiziert, ein iteratives
Verfahren zu dessen Auflösung in bestimmten Fällen angegeben und, soweit
wie möglich, optimale Beschleunigungspa.rameter bestimmt. Jetzt werden
wir uns mit der Effektivität, dvh, dem Rechenaufwand, und der numerischen
Stabilität 11 dvh, dem Einfluß von Rundungsfehlem, im Vergleich zu bereits
bekannten Methoden beschäftigen. AbschlieRend geben wir konkrete Beispiele
für den Einfluß der Randbedingungen an.
Zunächst schildern wir die für Typ II konzipierte, allgemein (CARASSO (1966),
CARASSO, LAURENr (1968) ,SCHUMAKER (1969)) als die numerisch stabilste und
am wenigsten aufwendige empfohlene Methode.
Diese geht von dem für eine Spline-Funktion von Typ II undvan Grad 2m+1 mit
den Knoten xi'. oe ,xn gült igen Ansatz aus:
n-m-1












s C f(x)J = I
Xj •••••xj+m+1 i=1
Diese dividierten Differenzen der Ordnung m+1 können rekursiv berechnet
werden. Schreiben wir an den KnotensteIlen die Ordinaten Y1.... sYn vor.
so verläuft der Algorithmus zur Bestimmung der Unbekannten p , ••••P
o m
und A1••••• An_m_1 in folgenden zwei Schritten:
A. Best:immung der A1, •• • • An-m_l :





j=1 . .1.. J
lTJ
o y
x , xi 11.... +m+
und
= 0
xi •••• , xi +m+1
42
2. Löse das lineare Gleichungssystem
(i=l, ••• ,n-m-l)(5.4)
n-m-l
1 ai · Aj = bij=l J
Die Matrix (ai j) ist syrrrnetrisch. es gilt ai j = 0 für li-jl > m-t ,
Die Diagonalelemente sind dem Betrage nach stets größer als jedes
einzelne Element in der zugehörigen Zeile. Es gilt a i j > 0 wem
n > 2m+1.
B. Bestimmung der Po, ••• 'Pm:
Aus den Interpolationsbedingungen s(Xj ) = Yj (j =1, ••• ,m+l) erhält man
das lineare Gleichungssystem mit VANDERIVIONDE'scher Matrix
m i n-m-1
L x~ p~ = y~ - I
i=o ,;.... oJ i=1
(j =1 j ••• jm+l)
Bei Schritt A werden bei der Berechnung der bi dividierte Differenzen der
Ordnung m+l und bei den ai j solche der Ordnung 2m+2 benötigt. Die dadurch
bedingten Rundungsfehler körnen die nach (5.4) zu berechnenden Aj verfälschen
und diese wiederum die Pi nach (5.5). Sehr kritisch ist dann die Auswertung
der Spline-Funktion nach (5.1) insbesondere für vIerte t in der rechten Hälfte
<:les Intervalls C'X.l t~Jt da <:lori; vieleAi 1l1'l<:i stgrk wachsen<:ie Zah:J.en hmU. t }
beteiligt sind und P"" ( t) für große t ausgewertet werden muß.
'u
Um den Rundungsfehler zu verkleinern. werden folgende beiden Modifikationen
von Schritt B vorgeschlagen (CARASSO (1966))» die die Auswertung nach (5.1)
vermeiden:
(S.7)
C'. Die Zahlen Po"" .Pm werden für jedes einzelne Intervall Lxpxi +1J
(i=1 .....n-m-ä) neu analog zu (S.S) aus den Interpolationsbedingungen
S(Xi +j ) = Yi +j (j=O•••••m) berechnet und daraus für jede einzelne
Abszisse xi die Zahlen s(k\xi) (k=1, ••• ,m) durch Differentiation
von (S.1) gewonnen.
C". Durch (m+1)-rnalige Diffe~ntiation von (S.1) erhält man
( ) n-m-1s m+1 (t ) = (2rn+1)! \ A. h(m+1)(" t )
m! j~1 J m J.
- anit di Zahl (m-t ) (m-t ) ( ) 11' ,'lund. seen yi = S xi a ean aus cen Aj' Das weitere
Vorgehen schildern wir exemplarisch für m = 2. Im Intervall Lxi_1.xi+2J
(i=2.....n-2) kann s(t) geschrieben werden als
s(t) = f a. t i + a(t - x.)5+ + ß(t - x.+1)5+
.t -0 J. J. l
.L-
Die acht Zahlen 210,,, ••aS.a,ß können aus dem linearen Gleichungssystem
(5.8) (k= i-1 •••• ,i+2)
bestimmt werden. Durch Differentiation von (S.7) kann man wie bei Cf
die Zahlen s(k)(x.) (k=1, ....m) gewinnen.
l
Nach Satz (3.11) hat man nun in beiden Fällen genügend Info:n:mation. um die
Spline-Funktion in der Fonn
also stückweise durch Po.lyncme f. vorn Grad 2m+1. was (2.1) entspricht, dar-
J.
stellen zu können. letzten Endes hat man also die gleiche Anzahl von Unbe-
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kannten, wie wir sie bei Typ 111 eingeführt hatten.
Bei Schritt C' müssen n-m-1 lineare Gleichungssysteme der Kantenlänge m-t ,
bei CIf solche der Kantenlänge 4m gelöst werden. Die Methode der lokalen
Integation CIf soll in bezug auf Rundungsfehler günstiger sein (CARASSO
(1966». weil bei der Berechnung derWertes(k)(x.) (k::l.....m) die nach
J.(5.4) berechneten. mit Rundungsfehlem behafteten A. nur lokal in die
Berechnung der Zahlen s(m+1)(xi) eingehen (h(m+1)(j~t) = 0 für t < x undm - j
t > X4-1o.....-Io1). während bei C' in die rechten Seiten von (5.5) die A. für
- ~·~!1·~ 1
wachsende x in wachsender Anzahl auftreten und mit immer großer werdenden
Zahlen h (iJt) multipliziert werden. Andererseits besitzen die bei C"
m
zu lösenden Gleichungssysteme (5.8) im allgemeinen eine schlechtere Kondition
als die bei C' zu lösenden aus (5.5). was den oben genannten Vorteil auf-
heben kann.
Wir können hier nicht allgemein nachprüfen. ob nun Schritt C' oder C" numerisch
günstiger ist. Die Erfahrung spricht für CIf•
An ALGOL-Programmen lag für variables m nur A - C' vor (CARASSO (1967».
Für m = 2 existierte ein ALGOL-Prograrrrn für A - CIf (CARASSO (1966». das
aber noch Fehler enthielt und in das zur Lösung von (5.8) das GAUSSsche
grund von numerischen Erfahrungen wird ermf'oh.len , die Progcanme nur für
2 < m ~ 11 und n < 100 zu benutzen (CARASSO. LAURENT (1968».
Im folgenden führen wir an Beispielen einen numerischen Vergleich des Block-
unterrelaxationsverfal".ren (Abkürzung BU) mit den Methoden A ... C' und A - CIf
durch. soweit dies möglich ist. Für die Rechnungen stand eine Rechenanlage
fex)
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II?M 360/65 mit etwa 200 000 Multiplikationen bzw , 400 000 Additionen pro
Sekunde zur Verfügung. Der ALGOL-Ccmpiler kann per Compilereingabe ver-
anlasst werden. wahlweise mit allen als reell deklarierten Grölten einfach
(etwa 7 Dezimalen) oder doppelt genau (16 Dezimalen) zu rechnen.
Zunächst betrachten wir den Fall m = 2 und nichtäquidistanter Abszissen.
Auf das nach <3.8) modifizierte Gleichungssystem können wir BU mit optimalen
Beschleunigungsparameter anwenden und genau wie A - C' bzw, A - C" inter-
polierende Splines vom Typ Ir berechnen. Da bei A - C' bzw, A - C" und BU
"unmittelbar nur die Zahlen Yk (k=2 .....n-l) als gemeinsame Ergebnisse an-
fallen, ziehen wir diese zum Vergleich heran.




~ := .01 x entier (100 x (~-1 + .01 +Ia x sin (b x ~I))
(k=2 •••• ,n)
Yk := f(~) (k=l .....nj ,
n :: 50
(a.b) :: (1.1) bzw, (a.b) :: (1,10)
Der Parameter a steuert die Grölte der maximalen Abszissendistanz • b die
Verteilung der Abszissen. Die Abszissen ~ sind so definiert. daß - im
Gegensatz zu den Yk bei einfacher Genauigkeit - durch Abschneiden keine
Fehler entstehen. Bei Rechnung mit doppelter Genauigkeit stirrInen die
"Ergebnisse für die Yk bei A - C'. A - C" und BU auf mindestens 8 Ziffern
)~6
in der Gleitkorrrnadarstellung übereän , Beim übergang von einfacher auf
doppelte Genauigkeit stirrmen bei BU für (a,») = (1,1) mindestens vier
und bei (a,b) = (1,10) mindestens fünf Ziffern überein; bei A - C" dagegen
nur eine bzw, zwei Ziffern. Bei A - C' treten bei einfacher Genauigkeit
Fehler der Größenordnung 103 bzw. 102 auf.
(5.10) Beispiel 2
Xl := 10
xk := xk_l + .01 + la x sin (b x k)1
Yk := x~ (k=l j ••• ,n)
n = 50, a,b variabel
(k=2, ••• ,n)
Hier besitzen sowohl Abszissen als auch Ordinaten einen durch Abschneiden
von Ziffern bedingten Fehler. Da f(t) = t 2 eine Spline-Funktion VOll Grad 5
n
und VaTI Typ 11 ist. körnen w"ir hier die exakten Werte Y-k = 2 (k=2, ... ,n-l)
mit den von den verschiedenen Methoden bei durch das Abschneiden leicht
gestörten Abszissen und Ordinaten berechneten Werten vergleichen. Tabelle 4
zeigt diesen Einfluß für verschiedene n und Paare (a,b) bei Rechnung mit




a: bJ ~ : :~: : : A.. :C': ::t:: A:-: c" : :l
40 .5241 .0300
A I ~~ I ~~~ ~O~O I ~o~~ I
..L ..L IV /o:::::;>.O:::U/U .vuv.) .v-rU;I
100 3282.959 4.8242 .1534
40 19.1318 .2703 .0146
1 10 70 219.8710 .2703 .0759
100 1139.242 1.5501 .3696
40 .0263 .0500 .0041
10 1 70 27.9618 .0500 .0360
100 281.0136 .1858 .0876
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Bei doppelter Genauigkeit liefern alle Methoden in allen Fällen
mindestens'll richtige Dezirnalen.
Für n > 100 ist die Verwendung von A - C' bzw, A - C" nicht empfohlen
worden (CARASSO. LAURENI' (1968». Wir geben ein Beispiel an. womit
dies auch bei Rechnung mit doppelter Genauigkeit bestätigt wiro und
das zeigt. daßBU hier A - C" überlegen ist.
(5.11) Beispiel 3
Xl = 10. Y1 =0
xk = 1~0 x entier (100 x (~-1 + [a x sin(b x k) I) + .01
Yk =1~ x entier (10000 x cos (k)
(k=2~ ••• ~n)
a = 20 11 b = 1
Bei Berechnung mit einfacher und doppelter Genauigkeit stimmten bei EU die
"Werte Yk auf mindestens 3 Dezimalen üoeretn, In Tabelle 5. zweite Spalte.
"sind die drei bebragsgrößten Differenzen der Werte Yk bei BU und A - C" bei
Rechnung mit doppelter Genauigkeit angegeben. In der dritten Spalte sind
die zu den entsprechenden stützstellen gehörigen Abweichungen von BU bei
Rechnung mit einfacher und mit doppelter Genauigkeit tabelliert.
Tabelle 5
" " " "k IYEU - YA-C" I IYBU
7
- YEU 6 I16 Dez. 16 Dez. Dez. 1 Dez.
88 7.6910 - 3 1.2510 - 4
118 1.7610 - 3 6.1010 - 5
132 3.2310 - 2 1.0510 - 5
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Die Erfahrung hat uns gezeigt, daß EU unabhängig von n in dem Sinne numerisch
stabil ist, daß sich die Ergebnisse bei Rechnung mit einfacher und doppelter
Genauigkeit wenig unterscheiden. Im allgemeinen stirrnnen mindestens 3. meis-
tens 4 Dezimalen überein.
Aus den angegebenen Beispielen ist ersichtlich, daß bei genügender Stellen-
zahl von allen Methoden für n .::. 100 etwa gleichgute Resultate erzielt werden.
Bei ungenügender Zahlenlänge liefert im Vergleich zu BU die Methode A - eil
nicht sehr gute, die Methode A - e' unbrauchbare Ergebnisse.
Da man nun im allgemeinen von vornherein die notwendige Stellenzahl gar nicht
kennt und sie auf einer Rechenmaschlne eventuell auch nicht zur Verfügung
hat & ist hiennit der Hauptvorteil unserer Methode BU demonstriert. Dieser
wird dadurch bedirigt , daJ~ bei unserer r·1ethode EU unabhängi.g von. m stets
nur Differenzen von zwei Differenzquotienten in (2.20) auftreten, während bei
A - e' und A = eil dividierte Differenzen der Ordnung m+1 in den bj und der Ord-
nung 2m+2 in den ai j eingehen. Es scheint. als ob der Rundungsfehler in den
bi kritischer als in den ai j ist.
Bevor wir dieses Ergebnis für m > 2 reproduzieren, vergleichen wir noch den
Rechenaufwand für m = 2. Dabei benutzen wir als Maßeinheit die Zeit für
eine Multiplikation, wobei der Bedarf zweier Additionen dem einer Multi-
plikatiön gleichgesetzt wird.
Auf diese \4eise erhält man den Rechenaufwand für BU bei m = 2 zu
( 5.12) (n-2) (19 + 19a +~ ß)
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Dann bedeutet 0: die Anzahl der notwendigen Iterationen zur Bestirrmung von
-1 -1p (Al A2A1 Ao) nach der Potenzrnethode und ß die Anzahl der zum Erreichen
einer bestinmten Genauigkeit durchzuführenden Iterationen beim Blockunter-
relaxationsverfahren. Nun hängt 0: vom Vemältnis der beiden größten Eigen-
-1 -1
werte von Al A
oA1 A2 und s vom Spektralradius der Blockrelaxationsrnatrix
ab. Beide Zahlen sind äußerst kanplizierte Funktionen der vorgegebenen
Abszissen und sind apriori nicht bekannt. Für 6Xmax 'V 10 und nicht allzu
6Xrnin
pathologische· Verteilungen der Abszissen sind .die Werte ..d. :::·6·und-ß ::: 13
realistisch. Da für A - C" bei optimaler Programmierung approximativ
400(n-2) Multiplikationszeiten benötigt werden, sind für den genannten Fall
die Methoden gleich schnell. Es sind jedoch durchaus praktische Fälle
denkbar, wo A - C" schneller ist. So ist für a. = 10 und ß = 50 A - C" z.B.
etwa dreimal schneller als BU. Andererseits zeigt die Erfahrung, daß für
größere ß der Einflu..~ der Rundungsfehler bei A - C" stärker wächst als
bei BU.
Betrachten wir nun den Fall äquidistanter Abszissen und m ~ 2. Hier gäbe
es zwar eine elegante, eigens auf äquidistante Abszissen zurecht ge-
schnittene und sehr schnelle Methode (CARASSO (1966)), die jedoch viel
schlechtere Ergebnisse liefert als die Methoden A - C' oder A - C". Benutzt
man zum Vergleich A - C', so kann in Schritt A die ~~atrix ai j ein für allemal
berechnet werden. Die Bildung dividierter Differenzen der Ordnung m+1 bei
den bi ist jedoch unvermeidbar.
Vlir vergleichen A - C' mit der Blockunterrelaxation zunächst an einem Beispiel
wo man die Splines von Typ II und 111 zusammenfallen lassen kann, und so der
Vergleich übemaupt möglich ist;
(5.13) Beispiel 4
m = 4
xk := k - 1
Yk
.- T4 (~).- n-l'
(k=1, ••••n)
T4(t ) = 8t
4
- 8t2 + 1
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Mit dem Blockunterrelaxationsverfahren BU erreichten wir für n =
51.101.201&401.801.1601 bei doppelter Genauigkeit unabhängig von n
11 • •
für Yk mind~~tens 13. für Y~v mindestens 12. für Y~ mindestens 10
und für y~llmindestens 9 korrekte Dezimalen. Bei A - C' wurden für
11 ~ 11
n. = 51 bei Yk und Yk 12 und bei n = 101 bei Yk ebenfalls 12 und beiY~v nur 11 korrekte Ziffern erreicht. GröR:ere n konnten hier aus
Rechenzeit- und Speicherplatzbegrenzungen nicht verglichen werden.
A .. C' schneidet für n= 51,101 nur wenig schlechter ab als EU.
Für größere n ist jedoch zu erwarten. daß BU überlegen ist.
Anders sieht dies aus bei Rechnung mit einfacher Genauigkeit. Hier
werden nach (5.13) bei den Yk neun Dezimalen abgeschnitten. Für dieII •
gleichen Werte von n wie oben erhält man bei BU bei y drei. bei ylV
zwei. bei yVi eine und bei yViiikeine exakten Dezimalen. Bei A ... Cf
dagegen erhält man für n = 51 absolute Fehler der Größenordnung 103
für y" und yiV j bei n = 101 gar solche von 107•
Im letzten Beispiel l'1ollen wir das Verhalten von BU beim übergang von




x.. := k ... 1
K
Yk := entier (100 x (sin(k) + cos(n-k»)
Vergleicht man die bei den beiden Genauigkeiten berechneten Werte für die Ab-
leitungen der Ordnung 2j (j=l 11 o 00 .m). so unterscheiden sich diese in den
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meisten Fällen in den ersten sechs Dezimalen nicht. Manchmal stdnmen
aber auch nur fünf und ganz selten nur vier Dezimale übereän, Diese
empirische Aussage gilt unabhängig von m,





Multiplikationszeiten. Bei den in der Tabelle 3 angegebenen Relaxations-
parametern benötigt man bei einfacher Genauigkeit erfahrungsgemäß 2m+3
Iterationen (2 < m < 10) unabhängig von n, bis sich bei zwei aufeinander-
- - .
folgenden Scf1ritten die Werte für die Unbekannten nicht mehr unterschei-
den. Somit geht aus (5.15) hervor, daß der Aufwand, wie schon bei m = 2,
linear mit n wächst. Ein Vergleich des Rechenaufwands mit A - C' oder
A - C" ist nicht auf faire Weise durchführbar. da dort die durch die
Äquidistanz möglichen Vereinfachungen nicht überschaubar sind.
Abschließend wollen wir noch einige Bemerkungen über den Einfluß der
Randbedingungen, also des Typs K. auf die Gestalt der Kurve und der
optimalen Beschleunigungsparameter bei BU machen. Nach Kapitel 3 können
wir für m = 2 die Typen I. Ir und III berechnen. Als Ausgangsdaten
wählen wir
(5.12) Beispiel 6
Xl := O. ~ := .01 x entier(100 x(xk_i + ~Ol + !a x sin(b x k)I»
(k=2•••••n)
Yk := entier (100 x sin(k))+ entier(loo x cos(n - k)) (k=l •••••n)
, " , "
Typ I Y1 = Yl = Yn =Yn = 0
'" iv '" ivY1 = Yl = Yn = Yn = 0




Hier sind die Zahlenwerte für die Randbedingungen von Typ I und Typ 111
recht willkürlich gewählt. Trotzdem ergab sich in allen Fällen. also
unabhängf.g von Typ, von n und von (a,b). daß fUr k=15, ... ,n-16 in die
Koeffizienten der Po'lyrxme , aus denen sich die jeweilige Spline-F'unktion
zusammensetzt, bei Rechnung mit einfacher Genauigkeit auf 6 Dezimalen
übereinstimmen, Bei wenl.ger' pathologischen Randwerten für die einzelnen
T~lpen in (5.12) tritt erfahrungsgemäß die Übereinstimmung schon viel
näher bei den Rändern ein. VJeiter war bei festen Zahlen a und b der be-
rechnete Wert des optimalen Beschleunigungsparameters bei obigem Beispiel
unabhängig vom Typ und unterschied sich für n = 100 und n = 500 erst
in der rünrten Dezämate,
Diese Erfahrungen lassen uns vermuten. daß bei den in Kapitel 3 für m > 2
und Typ K als prinzipiell möglich erkannten ~1odifikationen von (2.19) die
in den 'rabelIen 2 U11d 3 angegebenen optIrnalen Beschleunig..mgsparameter
für Typ III auch für - Typ K entsprechend - abgeänderte Gleichungssysteme
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