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Abstract
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1. Introduction
The Clark duality was introduced in 1978 by Clarke [4] and developed by Clarke and Ekeland [5,8,9,11] to over-
come the difficulty that the Hamiltonian with periodic boundary conditions is indefinite. They found that Clark duality
was a powerful tool to look for periodic solutions for convex Hamiltonian systems. What is more, they applied it to
consider periodic solutions having minimal period for subquadratic Hamiltonian systems in [7].
In this paper, we make use of Clark duality, perturbation technique and dual least action principle, for any given
integers p > 1 and T > 1 to consider the following second-order discrete Hamiltonian systems:{
2u(n − 1) + ∇V (n,u(n))= 0,
u(0) = u(pT ), u(1) = u(pT + 1), (1.1)
where u(n) ∈ RM , n ∈ Z. ∇V (n, ·) stands for the gradient of V on the second variable and  is the forward difference
operator defined by x(n) = x(n + 1) − x(n), 2x(n) = (x(n)). Here and after, we denote by N, Z, R the sets
of all natural numbers, integers and real numbers, respectively.
It is well known that periodic phenomena occur in various fields of natural science. The problem on periodic
solutions attracts important attentions of many famous mathematicians all around the world, especially on periodic
solutions having minimal periods. In 1933, Birkhoff and Lewis [1] mentioned minimal period solutions of Hamiltonian
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existence of T -periodic solution for every T > 0 of
x˙(t) = J∇H (x(t)). (1.2)
He also proposed a conjecture that (1.2) has a nonconstant periodic solution having any prescribed minimal period.
Since then, there have many remarkable results to Rabinowitz’s conjecture under various convexity conditions for H ,
we refer to [2,6,12,14] and references therein for detail. Vary recently, Tianqing An [22] gave new results on the
minimal periodic solutions of (1.2) under weaker conditions.
Contrast to differential equations, the study on minimal periodic solutions of difference equations is fresh and there
exists very few literatures on it. As known to the author, there are only [19,21] studied the minimal period problem
of discrete Hamiltonian systems. On the one hand, with the sharp development of difference equations’ studies, dif-
ference equations have been widely used as mathematical models to describe real life situations in probability theory,
matrix theory, electrical circuit analysis, combinatorial analysis, number theory, psychology and sociology, and etc.
On the other hand, the critical point theory has been widely used to study the existence of periodic solutions, subhar-
monic solutions and boundary value problems to difference equations, for example, Guo, Yu and Zhou [16–18,20]
have done many excellent work on it by using critical point theory. In view of above reasons, we will devote ourselves
to looking for periodic solutions having minimal period for (1.1).
2. Dual action functional and some fundamental lemmas
In this section, we are going to establish the corresponding dual action functional of systems (1.1) and give out
some fundamental lemmas.
For any given positive integers p, T , consider the vector subspace of S2,
EpT =
{
x = {x(n)} ∈ S2 ∣∣ x(n + pT ) = x(n), n ∈ Z},
where
S2 =
{
x = (. . . , x(−n), . . . , x(−1), x(0), x(1), . . . , x(n), . . .)= {x(n)}
n∈Z
∣∣ x(n) ∈ RM},
x(n) = (x1(n), x2(n), . . . , xM(n))τ . We define the inner product and norm of EpT as follows:
〈x, y〉EpT =
pT∑
j=1
(
x(j), y(j)
)
, ∀x, y ∈ EpT ,
and
‖x‖EpT =
(
pT∑
j=1
∣∣x(j)∣∣2
) 1
2
, ∀x ∈ EpT ,
here (·,·) and | · | denote the inner product and norm of RM , respectively. So (EpT , 〈·,·〉) is a Hilbert space and
isomorphism to RpTM . For later use, we define another norm on (EpT , 〈·,·〉) for r > 1 by
‖x‖r =
(
pT∑
j=1
∣∣x(j)∣∣r
) 1
r
, ∀x ∈ EpT .
It is obvious that ‖x‖ = ‖x‖2 if we write ‖x‖EpT = ‖x‖. Then there exist positive constants c2  c1 > 0 such that
c1‖x‖r  ‖x‖ c2‖x‖r , ∀x ∈ EpT .
It follows the associate variational functional of systems (1.1) on EpT is
J (u) =
pT∑[1
2
∣∣u(n)∣∣2 − V (n,u(n))]. (2.1)n=1
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systems (1.1). We can refer to [17] for detail. Next we will look for subharmonic solutions with minimal period pT
for (1.1) under some subquadratic growth conditions by looking for critical points of the corresponding dual action
functional of (2.1).
Let us recall some results about Clark duality which introduced in [13].
The Legendre transform V ∗(t, ·) of V (t, ·) is defined by
V ∗(t, v) = sup
u∈RM
{
(v,u) − V (t, u)},
where (·,·) is inner product of RM .
Lemma 2.1. (See [13].) If F ∈ C1(RM,R) is strictly convex and such that
F(u)/|u| → +∞, |u| → ∞,
then F ∗ ∈ C1(RM,R) and the following statement holds:
F ∗(t, v) = (v,u) − F(t, u) ⇔ v = ∇F(t, u) ⇔ u = ∇F ∗(t, v).
Lemma 2.2. (See [13].) Let G : RM → R be defined by
G(u) = αq−1|u|q + r,
where α > 0, q > 1, r ∈ R. Then
G∗(v) = α− pq p−1|v|p − r,
where 1
p
+ 1
q
= 1.
In order to introduce the dual action functional of (2.1), we define a space Y as
Y =
{
v ∈ EpT
∣∣∣ pT∑
n=1
v(n) = 0
}
and an operator K on Y : Y → Y ,
Kv(n) = −
n−1∑
l=1
l∑
i=1
v(i) + n
pT
pT∑
l=1
l∑
i=1
v(i) + 1
pT
pT∑
n=1
n−1∑
l=1
l∑
i=1
v(i) − 1 + pT
2pT
pT∑
l=1
l∑
i=1
v(i),
which satisfies the following conditions:
Kv(1) = Kv(pT + 1), Kv(2) = Kv(pT + 2),
pT∑
n=1
Kv(n) = 0, 2Kv(n) = −v(n + 1).
As defined above, K is a compact adjoint linear operator on the finite dimension Hilbert space Y . Now we can give
the dual action functional J ∗(v) of (2.1) as
J ∗(v) =
pT∑
n=1
[
1
2
(
v(n),−Kv(n))+ V ∗(n, v(n))]. (2.2)
Theorem 2.1. If V (n, ·) ∈ C1(RM,R) is strictly convex and such that
V (n,u)/|u| → +∞, |u| → ∞,
then if v ∈ Y is a critical point of J ∗, the function
u(n) = ∇V ∗(n, v(n))
defined by v is a solution of (1.1).
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of J ∗, for any h ∈ Y , it holds
0 = 〈J ∗ ′(v,h)〉=
(
pT∑
n=1
[−Kv(n) + ∇V ∗(n, v(n))], h
)
=
pT∑
n=1
([−Kv(n) + ∇V ∗(n, v(n))],h(n)).
Especially, we can choose
h(n) = cos
(
2kπn
pT
)
ej or h(n) = sin
(
2kπn
pT
)
ej , j ∈ [1,M], k ∈ Z, n ∈ [1,pT ],
where {ej } is a standard basis of RM .
For any k ∈ Z,
pT∑
n=1
cos
(
2kπn
pT
)
=
pT∑
n=1
sin
(
2kπn
pT
)
= 0.
Hence
−Kv(n) + ∇V ∗(n, v(n))= C,
where C ∈ RM. That is ∇V ∗(n, v(n)) = Kv(n) + C. Let
u(n) = ∇V ∗(n, v(n)),
then
u(n) = Kv(n) + C.
Now we can draw a conclusion by duality that
v(n) = ∇V (n,u(n)). (2.3)
By the definition of K , for any v ∈ Y , 2Kv(n) = −v(n + 1), then
2u(n − 1) = 2Kv(n − 1) = −v(n). (2.4)
Therefore
2u(n − 1) = −∇V (n,u(n)) or 2u(n − 1) + ∇V (n,u(n))= 0,
and these are systems (1.1).
Following we study the associated eigenvalue problem of the dual action functional (2.2).
Suppose ν is an eigenvalue of −K and v is the corresponding eigenvector, then ν and v satisfy
−Kv(n) = νv(n),
that is
−2Kv(n − 1) = ν2v(n − 1).
And
−2Kv(n − 1) = −v(n),
hence
2v(n − 1) = 1v(n).
ν
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ν
, it follows
2v(n − 1) = μv(n).
By direct computation, two roots of r2 − (2 + μ)r + 1 = 0 are
r1 =
2 + μ +
√
4 − (2 + μ)2i
2
, r2 =
2 + μ −
√
4 − (2 + μ)2i
2
.
Let θ = arccos 2+μ2 , then
u(n) = b1 cosnθ + b2 sinnθ =
√
b21 + b22 cos(nθ − θ0),
where b1, b2, θ0 are constants and
√
b21 + b22 = 0. Making use of the boundary condition v(1) = v(pT + 1), we have
pT θ = 2kπ, k = 1,2, . . . , pT − 1.
Then μk = −4 sin2 kπpT , k = 1,2, . . . , pT − 1. So
νk = − 14 sin2 kπ
pT
, k = 1,2, . . . , pT − 1.
Write
νmin = min{νk, k = 1,2, . . . , pT − 1},
νmax = max{νk, k = 1,2, . . . , pT − 1},
then νmin = − 14 sin2 π
pT
.
Denote the eigenvector space of −K by Y , i.e.
Y = Y1 ⊕ Y2 ⊕ · · · ⊕ YpT−1,
here Yk is the eigenvector space corresponding to νk , then
Yk = span
{
ak sin
2kπ
pT
n,bk cos
2kπ
pT
n, ak, bk ∈ RM
}
.
For following discussion, for any k ∈ [1,pT − 1], we rewrite Yk as
Yk =
{
u ∈ Y
∣∣∣ u(n) = ak sin 2kπ
pT
n + bk cos 2kπ
pT
n, ak, bk ∈ RM
}
.
From above, for any u ∈ Y , there holds
pT∑
n=1
(Ku,u)− 1
4 sin2 π
pT
pT∑
n=1
|u|2.  (2.5)
Lemma 2.3. (See [15].) Suppose function u(k), k ∈ [0, S + 1], satisfies u(0) = u(S + 1), ∑Sl=0 u(l) = 0, then
S∑
l=0
(
u(l)
)2  4 sin2 π
S + 1
S∑
l=0
u2(l).
By Lemma 2.3, if u(n) is a pT -periodic solution and
∑pT
n=1 u(n) = 0 holds, then we can draw a conclusion that
pT∑∣∣u(n)∣∣2  1
4 sin2 π
pT∑∣∣u(n)∣∣2 (2.6)
n=1 pT n=1
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pT∑
n=1
∣∣u(n)∣∣2  1
4 sin2 π
pT
pT∑
n=1
∣∣2u(n − 1)∣∣2. (2.7)
Lemma 2.4. For any x(j) > 0, y(j) > 0, j ∈ [1, k], k ∈ Z, there exists
k∑
j=1
x(j)y(j)
(
k∑
j=1
xr(j)
) 1
r
·
(
k∑
j=1
ys(j)
) 1
s
,
where r > 1, s > 1, 1
r
+ 1
s
= 1.
Lemma 2.5. For any u ∈ Y , the following inequality holds:
pT∑
n=1
(
2u(n − 1), u(n))− 1
4 sin2 π
pT
pT∑
n=1
∣∣2u(n − 1)∣∣2. (2.8)
Proof. Using Lemma 2.4 and (2.6) and (2.7), we get
pT∑
n=1
(
2u(n − 1), u(n))−
(
pT∑
n=1
∣∣2u(n − 1)∣∣2
) 12
·
(
pT∑
n=1
∣∣u(n)∣∣2
) 12
−
(
pT∑
n=1
∣∣2u(n − 1)∣∣2
) 12
· 1
2 sin π
pT
(
pT∑
n=1
∣∣u(n)∣∣2
) 12
− 1
2 sin π
pT
(
pT∑
n=1
∣∣2u(n − 1)∣∣2
) 12
· 1
2 sin π
pT
(
pT∑
n=1
∣∣2u(n − 1)∣∣2
) 12
= − 1
4 sin2 π
pT
pT∑
n=1
∣∣2u(n − 1)∣∣2. 
3. Subharmonic solutions with any large minimal period for (1.1)
In this section, we deal with subharmonic solutions with any large minimal period for (1.1) by perturbation tech-
nique and dual least action principle.
For u ∈ Y , denote Lu(n) = 2u(n − 1).
Proposition 3.1. Let V (n + T , ·) = V (n, ·), V (·, u) is a continuous convex function. If there exist α,β > 0 and γ ∈
(0,4 sin2 π
pT
) such that
β|u| − α  V (n,u) γ |u|
2
2
+ α, (3.1)
then there exists a solution u(n) of
Lu(n) + ∇V (n,u(n))= 0
minimizing the dual action functional J ∗ at −2u(n − 1).
Proof. For 
 ∈ (0, λ−γ2 ), we define
V

(
n,u(n)
)= V (n,u(n))+ 
|u|2 ,
2
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pT
. Then V
(·, u) is strictly convex and continuous. The perturbation dual action turns into
J ∗
 (v) =
pT∑
n=1
[
−1
2
(Kv, v) + V ∗
 (n, v)
]
.
By Lemma 2.1 and Theorem 2.1, we can get that J ∗
 (v) ∈ C1. Moreover, if v
 ∈ Y is a critical point of J ∗
 (v), then
u
(n) = ∇V ∗
 (n, v
) is a solution of
2u(n − 1) + ∇V (n,u(n))+ 
u = 0. (3.2)
From (3.1), there holds
V
(n, v) = V (n, v) + 
|v|
2
2
 (γ + 
) |v|
2
2
+ α = G
(n, v),
where G
(n, v) = (γ + 
) |v|22 + α. Hence
V

(
n, v(n)
)
G

(
n, v(n)
)
.
According to Lemma 2.2 and duality action, it is easy to know V ∗
 (n, v) 1γ+

|v|2
2 − α. Since λ = 4 sin2 πpT , we have
V ∗
 (n, v)
1
γ + 

|v|2
2
− α  1
γ + λ
|v|2
2
− α.
Therefore
J ∗
 (v) =
pT∑
n=1
[
−1
2
(Kv, v) + V ∗
 (n, v)
]
 −1
8 sin2 π
pT
pT∑
n=1
|v|2 + 1
γ + λ
pT∑
n=1
|v|2 − αpT
= δ
pT∑
n=1
|v|2 − αpT , (3.3)
here 0 < δ = −18 sin2 π
pT
+ 1
γ+λ <
1
8 sin2 π
pT
and has nothing to do with 
. That is J ∗
 (v) is coercive on EpT and is bounded
from below. Hence v
(n) is a critical point of J ∗
 (v) and minimizes J ∗
 (v) on Y , so Kv
(n) = ∇V ∗
 (n, v
(n)). Set
u
(n) = ∇V ∗
(
n, v
(n)
)
,
then
v
(n) = ∇V

(
n,u
(n)
)
.
Because of
2Kv
(n − 1) = −v
(n)
and
u
(n) = Kv
(n), 2u
(n − 1) = −v
(n) = −∇V

(
n,u
(n)
)
,
we obtain
Lu
(n) + ∇V
(
n,u
(n)
)+ 
u
 = 0. (3.4)
That is to say that u
(n) is a solution of (3.2). For any h ∈ Y ,
J ∗
 (v
) J ∗
 (h).
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 , J ∗
 and the duality, it is easy to see that
J ∗
 (v) J ∗(v),
then
J ∗
 (v
) J ∗
 (h) J ∗(h). (3.5)
Choose h = 0,
J ∗
 (v
) J ∗
 (0)
pT∑
n=1
V ∗(n,0).
Then
∣∣Lu
(n)∣∣2 = pT∑
n=1
∣∣2u
(n − 1)∣∣2 = pT∑
n=1
∣∣v
(n)∣∣2,
for Lu
(n) = 2u
(n − 1) = −v
(n). By (3.3), there is a constant c′ > 0 satisfying
pT∑
n=1
∣∣v
(n)∣∣2  1
δ
pT∑
n=1
V ∗(n,0) + αpT
δ
 c′.
Using the given condition (3.1) and the convexity of V ,
β|u| − α  V (n,u) (∇V (n,u),u)+ V (n,0) (∇V (n,u),u)+ α,
then
β
pT∑
n=1
∣∣u
(n)∣∣ 2αpT + pT∑
n=1
(−2u
(n − 1) − 
u
(n),u
(n))
= 2αpT +
pT∑
n=1
[(−2u
(n − 1), u
(n))− 
(u
(n),u
(n))]
 2αpT +
pT∑
n=1
(−2u
(n − 1), u
(n))
 2αpT +
pT∑
n=1
∣∣u
(n)∣∣2.
Hence
β
pT∑
n=1
∣∣u
(n)∣∣ 2αpT + pT∑
n=1
∣∣u
(n)∣∣2  C′′, (3.6)
where C′′ is a positive constant. Therefore there exists a constant C′′′ > 0 makes that
‖u
‖ C′′′
is true.
Following we shall consider the existence of periodic solutions of (1.1). Since ‖u
‖  C′′′, there exist {
j } ⊂
(0, λ−γ2 ) and u ∈ Y , such that

j → 0, u
j → u, j → ∞,
holds. Then
v
j → v(n) = −Lu(n) = −2u(n − 1), j → ∞.
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2u(n − 1) + ∇V (n,u(n))= 0,
i.e. u is a periodic solution of (1.1).
Later we are going to give a proof of
J ∗
j (v
j ) → J ∗(v), j → ∞,
and
J ∗(v) J ∗(h), ∀h ∈ Y.
In fact, we need only to prove the first limit because of (3.5),
lim
j→∞J
∗

j
(v
j ) = lim
j→∞
pT∑
n=1
[
−1
2
(Kv
j , v
j ) + V ∗
j (n, v
j )
]
= lim
j→∞
pT∑
n=1
[
−1
2
(Kv
j , v
j ) + (v
j , u
j ) − V (n,u
j ) −

j
2
|u
j |2
]
= lim
j→∞
pT∑
n=1
[
−1
2
(Kv
j , v
j ) + V ∗(n, v
j ) −
1
2

j |u
j |2
]
=
pT∑
n=1
[
−1
2
(Kv, v) + V ∗(n, v)
]
= J ∗(v).
The proof of Proposition 3.1 is complete. 
Now we can learn the existence of the solution u(n) of (1.1) minimizing (2.2) at −2u(n − 1) from above propo-
sition. The left work is to look for some properties of u(n).
Lemma 3.1. (See [13].) Let convex lower semi-continuous function F : RM → R be such that, for some α > 0, q > 1,
β  0, γ  0, one has
−β  F(u) αq−1|u|q + γ
whenever u ∈ RM . Then, if v ∈ ∂F (u), one has
α
− p
q p−1|v|q  (v,u) + β + γ.
Let p = q = 2, it yields
Lemma 3.2. If α,γ > 0 satisfy
−α  V (n,u) γ |u|
2
2
+ α,
then
1
2γ
∣∣∇V (n,u)∣∣2  (∇V (n,u),u)+ 2α.
Lemma 3.3. If there exist α,β > 0 and γ ∈ (0,2 sin2 π
pT
) such that
β|u| − α  V (n,u) γ |u|
2
+ α,
2
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Lu(n) + ∇V (n,u(n))= 0 (3.7)
satisfies the inequalities
pT∑
n=1
∣∣2u(n − 1)∣∣2  8γ αpT sin2 πpT
2 sin2 π
pT
− γ ,
pT∑
n=1
|u| 1
β
(
2αpT +
pT∑
n=1
|u|2
)
. (3.8)
Proof. By Lemma 3.2, for each solution u(n) of (3.6), one has
pT∑
n=1
(∇V (n,u),u) 1
2γ
pT∑
n=1
∣∣∇V (n,u)∣∣2 − 2αpT . (3.9)
From (2.5), (3.6) and (3.8), there holds
0 =
pT∑
n=1
[(
2u(n − 1), u(n))+ (∇V (n,u(n)), u(n))]
− 1
4 sin2 π
pT
pT∑
n=1
∣∣2u(n − 1)∣∣2 + pT∑
n=1
(∇V (n,u(n)), u(n))
− 1
4 sin2 π
pT
pT∑
n=1
∣∣2u(n − 1)∣∣2 + 1
2γ
pT∑
n=1
∣∣∇V (n,u)∣∣2 − 2αpT
=
(
1
2γ
− 1
4 sin2 π
pT
) pT∑
n=1
∣∣2u(n − 1)∣∣2 − 2αpT .
So (3.7) is true.
Using (3.5) and (3.6), it is not difficult to get
β
pT∑
n=1
|u|
pT∑
n=1
(∇V (n,u(n)), u(n))+ 2αpT
=
pT∑
n=1
(−Lu(n),u(n))+ 2αpT
=
pT∑
n=1
(−2u(n − 1), u(n))+ 2αpT
=
pT∑
n=1
∣∣u(n)∣∣2 + 2αpT .
Therefore,
pT∑
n=1
|u| 1
β
(
2αpT +
pT∑
n=1
|u|2
)
. 
Now we state our main result of this section.
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V (n,u) → ∞, |u| → ∞, (3.10)
V (n,u)
|u|2 → 0, |u| → ∞, (3.11)
then for any given positive integer p, there exists a pT periodic solution up such that
|up|∞ = max
n∈Z
∣∣up(n)∣∣→ ∞, p → ∞.
Moreover, up has any large minimal period when p → ∞.
Proof. By the given condition (3.9) and the convexity of V , there exist a, b > 0 such that
b|u| − a  V (n,u), (3.12)
then system (1.1) has a pT periodic solution up minimizing
J ∗p(v) =
pT∑
n=1
[
1
2
(−v(n),Kv(n))+ V ∗(n, v)]
at −2up(n − 1).
Next we consider the upper bound of cp = J ∗p(−2up(n − 1)).
One has
V ∗(n,u) = (u, v) − V (n, v) (u, v) − b|v| + a  |u| · |v| − b|v| + a,
because of (3.11) and the definition of V ∗. Then
V ∗(n, v) a (3.13)
holds whenever |v| b. Choose the eigenfunction
hp(n) = b ·
(
cos 2π
pT
n
sin 2π
pT
n
)
· ρ
associated with the eigenvalue ν1 = − 14 sin2 π
pT
, where ρ ∈ RM and |ρ| = 1, it follows
∣∣hp(n)∣∣= b.
Making use of (3.12),
cp  J ∗p(hp)
pT∑
n=1
[
1
2
(−hp(n),Khp(n))+ a
]
,
meanwhile
pT∑
n=1
(−hp(n),Khp(n))= pT∑
n=1
(
− 1
4 sin2 π
pT
)∣∣hp(n)∣∣2 = − 14 sin2 π
pT
b2pT,
so
J ∗p(hp)
pT∑
n=1
[
1
2
(−hp(n),Khp(n))+ a
]
= −1
8
b2pT
1
sin2 π
pT
+ apT ,
hence
cp  J ∗p(hp)−
1
8
b2pT
1
sin2 π
+ apT , (3.14)
pT
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There is a constant c′′1 > 0 such that
|upi |∞ ·
∣∣2upi (n − 1)∣∣∞  c′′1 . (3.15)
Let 0 < c′′2 = maxn∈Z V (n,0), then one has
V ∗(n, v) (v,0) − V (n,0) = −V (n,0)−c′′2 (3.16)
by the definition of the dual action functional V ∗. Therefore,
cpi = J ∗pi
(−2upi (n − 1))
=
piT∑
n=1
[
1
2
(−K − 2upi (n − 1),−2upi (n − 1))+ V ∗(n,−2upi (n − 1))
]
=
piT∑
n=1
[
1
2
(
upi (n),
2upi (n − 1)
)+ V ∗(n,−2upi (n − 1))
]

piT∑
n=1
[
−1
2
∣∣upi (n)∣∣ · ∣∣2upi (n − 1)∣∣+ V ∗(n,−2upi (n − 1))
]

piT∑
n=1
(
−1
2
c′′1 − c′′2
)
= −
(
1
2
c′′1 + c′′2
)
piT ,
a contradiction to (3.13) when pi → ∞. That is |up|∞ → ∞ when p → ∞.
Finally, it is to prove up has any large minimal period as p → ∞. Assume the minimal period of upi is Tpi  T0
for some subsequence {pi}, where T0 is a positive constant. Then there exist α,β > 0, γ ∈ (0,2 sin2 πT0 ) satisfying
β|u| − α  V (n,u) γ |u|
2
2
+ α.
So
Tpi∑
n=1
∣∣2upi (n − 1)∣∣2  8γ αTpi sin
2 π
Tpi
2 sin2 π
Tpi
− γ 
8γ αT0 sin2 πT0
2 sin2 π
T0
− γ ,
Tpi∑
n=1
∣∣upi (n)∣∣ 1β
(
2αTpi +
Tpi∑
n=1
∣∣upi (n)∣∣2
)
imply that |upi |∞ is bounded, a contradiction. And the proof is complete. 
Corollary 3.1. Suppose V (u) ∈ C1(RM,R) is convex and f ∈ C1(RM,R) is T -periodic. If
V (u)
|u| → ∞, |u| → ∞,
V (u)
|u|2 → 0, |u| → ∞,
then for any given integer p > 1,
2u(n − 1) + ∇V (u(n))= f (n)
has a pT periodic solution up(n) such that |up(n)| → ∞ with any large minimal period when p → ∞.
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V1(n,u(n))
|u(n)| =
V (u)
|u| −
(f (n),u(n))
|u| 
V (u)
|u| −
∣∣f (n)∣∣→ ∞, |u| → ∞,
V1(n,u)
|u|2 =
V (u)
|u|2 −
(f (n),u(n))
|u|2 
V (u)
|u|2 −
|f (n)|
|u| → 0, |u| → ∞.
Now the proof is complete by Theorem 3.1. 
Example 1. If r ∈ (−1,0), f : R → RM is a continuous T -periodic function, consider the following system:
2u(n − 1) + ∣∣u(n)∣∣ru(n) = f (n).
Proof. Denote ∇V (u) = |u|ru, then V (u) = 1
r+2 |u|ru2 = 1r+2 |u|r+2, hence
V (u)
|u|2 =
1
r + 2 |u|
r → 0 (∣∣u(n)∣∣→ ∞),
V (u)
|u| =
1
r + 2 |u|
r+1 → ∞ (|u| → ∞).
Making use of Corollary 3.1, for any given integer p > 1, the system has a pT periodic solution up(n) such that
|up(n)| → ∞ with any large minimal period when p → ∞. 
4. Subharmonic solutions with prescribed minimal period for (1.1)
For any integer p > 1, we define
sp = the least prime factor of p.
Note that p  sp and p = sp if p is a prime number. We shall look for subharmonic solutions having prescribed
minimal period pT .
Assume:
(V1) V (n,u) ∈ C1(Z × RM,R), V (n, ·) is convex and for any (n,u) ∈ Z × RM , V (n + T ,u) = V (n,u), here T is a
positive integer;
(V2) there exist a1 > 0, a2 > 0 and 1 < β < 2, such that
a1
β
|u|β  V (n,u) a2
β
|u|β
holds for any u ∈ RM ;
(V3) if u = u(n) is a periodic function with minimal period qT , q rational, and ∇V (n,u(n)) is a periodic solution
with minimal period qT , then q is necessarily an integer.
Without loss of generality, suppose V is strictly convex function. By Clark duality, we have
(V1)∗ V ∗(n, v) ∈ C1(Z × RM,R), V ∗(n + T ,v) = V ∗(n, v), V ∗(n, ·) is convex;
(V2)∗ there exists α = ββ−1 , i.e. 1α + 1β = 1, α > 2, such that
1
α
(
1
a2
)α−1
|v|α  V ∗(n, v) 1
α
(
1
a1
)α−1
|v|α, ∀v ∈ Y, n ∈ Z.
By assumptions (V1) and (V2), systems (1.1) satisfy all conditions of Theorem 3.1. Then for any given integer
p  1, there exists a pT periodic solution up of (3.1) minimizing J ∗ at
vp = −2up(n − 1) ∈ Y.
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Now we turn the problem of minimal period of solution of (1.1) into the minimal period problem of the critical
point vp .
For integer s  1, let
bs = −pT ·
(
1
2
− 1
α
)(
1
4 sin2 sπ
pT
) α
α−2 (
a22
) α−1
α−2 . (4.1)
Suppose the solution up(n) of (1.1) associated to the critical point vp of J ∗(v) has period pT/l, where integer
l  1, then
J ∗(v) =
pT∑
n=1
[
1
2
(−v(n),Kv(n))+ V ∗(n, v(n))]
 1
2
· −1
4 sin2 lπ
pT
pT∑
n=1
∣∣v(n)∣∣2 + pT∑
n=1
V ∗
(
n, v(n)
)
−1
2
1
4 sin2 lπ
pT
∥∥v(n)∥∥22 + 1α
(
1
a2
)α−1∥∥v(n)∥∥α
α
− 1
8 sin2 lπ
pT
(pT )
α−2
α
∥∥v(n)∥∥2
α
+ 1
α
(
1
a2
)α−1∥∥v(n)∥∥α
α
−pT ·
(
1
2
− 1
α
)(
1
4 sin2 lπ
pT
) α
α−2 (
a22
) α−1
α−2
= bl.
From above, one has:
Proposition 4.1. Let (V1) and (V2) hold, then
(a) J ∗ is bounded from below and
J ∗(v) b1, ∀v ∈ Y ;
(b) if v is a critical point of J ∗(v) and satisfies
J ∗(v) < b2,
then the solution v(n) of (1.1) corresponding to v has minimal period pT ;
(c) assume (V3), if v is a critical point of J ∗(v) and
J ∗(v) < bsp ,
then the solution v(n) of (1.1) corresponding to v has minimal period pT .
Proof. Here is need to prove (c). Suppose for some integer l  1, v(n) has minimal period pT/l, then V (n, v(n)) has
minimal period pT/l. Then p/l is necessarily an integer. By the definition of bl and J ∗(v) < bsp , we have
bl < bsp ,
so,
l < sp.
Therefore, l = 1, i.e. v(n) has minimal period pT . 
Denote νk = − 14 sin2 kπ , k = 1,2, . . . , pT − 1. The main results of this section are as follows:pT
740 Y. Long / J. Math. Anal. Appl. 342 (2008) 726–741Theorem 4.1. Suppose V satisfies (V1)–(V3) and
a2
a1
<
(
ν1
νsp
) β
2
, (4.2)
then for any given integer p > 1, (1.1) has a subharmonic solution with minimal period pT .
It is obvious that sp  2 whenever p > 1. Combining the result (b) of Proposition 4.1, we have
Corollary 4.1. Let V satisfy (V1), (V2) and
a2
a1
<
(
ν1
ν2
) β
2
,
then for any given integer p > 1, (1.1) has a subharmonic solution with minimal period pT .
By Proposition 4.1(a),
J ∗(vp) b1.
So we can finish the proof of theorem by proving
Lemma 4.1. Under the conditions of Theorem 4.1,
J ∗(vp) < bsp .
Proof. Consider v ∈ Y1, then v(n) = e−
2nπ
pT
i · ξ , ξ ∈ RM , and the corresponding eigenvalue is ν1 = − 14 sin2 π
pT
. Hence
J ∗(v) =
pT∑
n=1
[
1
2
(
v(n),−Kv(n))+ V ∗(n, v(n))]

pT∑
n=1
1
2
(
v(n),−Kv(n))+ pT∑
n=1
1
α
·
(
1
a1
)α−1
|v|α
= 1
2
pT∑
n=1
(
v(n),−Kv(n))+ 1
α
·
(
1
a1
)α−1
·
pT∑
n=1
|v|α
= −1
2
· pT · 1
4 sin2 π
pT
|ξ |2 + pT · 1
α
·
(
1
a1
)α−1
· |ξ |α.
Let |ξ | = ρ,
g(ρ) = −1
2
· pT · 1
4 sin2 π
pT
ρ2 + pT · 1
α
·
(
1
a1
)α−1
· ρα,
then g(ρ) achieves its minimum
g0 = −pT ·
(
1
2
− 1
α
)(
1
4 sin2 π
pT
) α
α−2 (
a21
) α−1
α−2 ,
at ρ = ( 14 sin2 π
pT
)
1
α−2 (a1)
α−1
α−2
. Therefore,
J ∗(v) g0,
then
J ∗(v) < bsp .
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J ∗(vp) J ∗(v),
for all v ∈ Y . Thus
J ∗(vp) < bsp .
This completes the proof of Theorem 4.1. 
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