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Abstract
For a given matrix A, a matrix P such that PA = A is said to be a local identity, and such that P2A = PA
is said to be a local idempotent. In the paper, some simple properties of such operators are presented. Their
relation to the best linear unbiased estimation in the general Gauss–Markov model is also demonstrated.
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1. Introduction
Let A denote a given matrix of order m × n and let A denote the subspace spanned by the
columns of A. We will call a matrix P of order m × m a local identity for A if Pa = a for all
a ∈A or, equivalently, if
PA = A. (1)
Similarly, we will call a matrix P a local idempotent forA if P2a = Pa for all a ∈A, or if
P2A = PA. (2)
The equality (1) and (2) are simply satisfied by the identity matrix I. Moreover, the equality
(1) is satisfied by any product AA−, where A− is any generalized inverse of A, while the equality
(2) is fulfilled by any idempotent matrix P. Moreover, it should be noted that Eq. (1) appears as a
condition in the definition of a projector onA (see, e.g., [11, p. 34]), in determining the invariant
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subspace of a linear transformation (see, e.g., [10, p. 247]), and in some specific results (see, e.g.,
[5, p. 682] or [2, Lemma 2]). The condition (2) also plays an important role in establishing the
partial orderings between nonnegative definite matrices [4].
The purpose of this note is to establish some basic properties of local operators defined above.
In addition, their relations to the best linear unbiased estimation in the general Gauss–Markov
model are also presented.
2. Properties of local operators
From the matrix equation theory it simply follows that P is a local identity forA if and only if
P − I = U(I − AA−), (3)
for some matrix U of order m × m, and P is a local idempotent forA if and only if
P2 − P = U(I − AA−), (4)
for some matrix U.
These formulas reveal the connections between the identity matrix and local identities forA
and between the idempotency property and a local idempotency for A, respectively. It follows
in particular that if the matrix A is of full row rank, then P = I is the unique solution of (1) and
P2 = P is the unique solution of (2).
It is obvious that if P is a local identity forA, then it is also a local idempotent forA, and if
P is idempotent, then it is a local identity for its range, i.e., for the subspace P spanned by the
columns of P. The following proposition gives the answer to the question when a local identity
forA is an idempotent matrix.
Proposition 1. The following statements are equivalent:
(a) P is a local identity forA and r(P) = r(A),
(b) P is a local identity forA having minimal rank,
(c) P is a local identity forA and P ⊆A,
(d) P is an oblique projector ontoA,
(e) P = AA− for some generalized inverse A− of A.
Proof. First observe that the equality (1) implies thatA ⊆ P, which results in r(A)  r(P) or
r(A) = min{r(P); PA = A}.
In consequence the condition (a) leads to (b), as well impliesP =A, which gives (c) and (d). To
complete the proof observe that (3) for U = −I gives P = AA−, which is an idempotent matrix
satisfying (a). 
The connections between both concepts are contained in the following
Proposition 2. Let P be a local identity for A. Then Q is a local idempotent for A and A is
invariant under Q if and only if P − Q has the same properties.
Proof. Since PA = A, it is clear thatA is invariant under P. In resultA is an invariant subspace
of P − Q if and only ifA is an invariant subspace of Q. For the local idempotency property, first
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note that if PA = A andA is invariant under Q (or P − Q), then P is also an identity for QA,
i.e.,
PQA = QA. (5)
This equality together with PA = A and Q2A = QA imply that
(P − Q)2A = (P − Q)A, (6)
and, vice versa, (5), PA = A, and (6) imply Q2A = QA. 
From the above result it follows in particular that if Q is a local idempotent forA which is
simultaneously an invariant subspace of Q, then any matrix of the form
P = Q + U(I − AA−),
with U being a matrix of appropriate order, is a local idempotent for A and A is its invariant
subspace. To note this it suffices to observe that in view of (3), P = I + U(I − AA−) is a local
identity forA and that I − Q fulfils the conditions of Proposition 2.
Now observe that the equality (1) implies that a local identity P for A has the eigenvalue
one with multiplicity equal to r(A). Actually A is the eigenspace of P corresponding to this
eigenvalue. Similarly, a local idempotent P forA has the eigenvalue one with multiplicity equal
to r(PA). Another property reveals the following
Proposition 3. If P is a local idempotent for A spanned by a square matrix A and x is an
eigenvector of PA corresponding to a nonzero eigenvalue λ, then x is the eigenvector of P
corresponding to the eigenvalue one.
Proof. By assumptions we have the equality PAx = λx, which premultiplied by P leads to
P2Ax = λPx. But P2A = PA, which gives PAx = λPx or λx = λPx. This completes the proof
since λ is a nonzero scalar. 
The last proposition shows a connection between local idempotents and oblique projectors.
Proposition 4. A matrix P is a local idempotent forA if and only if it is an oblique projector on
the subspace PA along the subspace (I − P)A.
Proof. Since the condition (2) can be written as P(PA) = PA and also as P(I − P)A = 0, the
direct implication follows by verifying that the subspaces PA and (I − P)A are disjoint, which
can be established by contradiction. The converse implication is obvious. 
Note moreover that, since the condition (1) implies the condition (2), every matrix P being
a local identity for A is necessarily an oblique projector on the subspace A, but the direction
subspace (I − P)A specified in Proposition 4 reduces to null space. However, if P is a local
identity for A and r(P) = dim(A), then, in view of Proposition 1, P is an idempotent matrix,
i.e., a projector onA = P along the span of I − P.
3. Estimation in the general Gauss–Markov model
In the general Gauss–Markov model, usually denoted by the triplet {y, A, V}, the attention
focuses on obtaining the best linear unbiased estimator (BLUE) of estimable parametric functions
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of unknown parameters. If the complete set of such functions is of interest, the problem reduces
to establishing the BLUE of  = A. The solutions for nonsingular as well as for singular models
are well known. Adapting the approach of [8], By is the BLUE of  = A if and only if the
transformation B fulfils the following two conditions:
Unbiasedness BA = A, (7)
Orthogonality BVQ = 0, (8)
where Q is any matrix spanning the orthogonal complement ofA. This characterization can be
reformulated in terms of local operators.
Proposition 5. Under the general Gauss–Markov model {y, A, V}, a statistic By is the BLUE
of  = A if and only if the following conditions hold:
(a) B is local identity forA,
(b) B is left symmetrizer of V,
(c) AA− is a local identity for BV,
whereV is the range of the dispersion matrix V.
Proof. First recall that according to the concepts of symmetrizers, as introduced by Baksalary
and Kala [3], the condition (b) means that BV is a symmetric matrix, i.e.,
BV = VBT. (9)
This equality together with (c) gives
AA−VBT = VBT, (10)
which is the orthogonality condition (8). For the necessity first observe that (10) implies
BAA−VBT = BVBT.
This, in view of (7) and (10) again, implies
BV = BVBT, (11)
which gives the symmetry of BV, thus leading to (b) and (c). 
In the context of the above proposition it is worth noting that the condition (11) is equivalent
with (9) and a local idempotency of B for V. Therefore, when By is the BLUE of , then B
is a local idempotent for A+V. It is so, since B, being a local identity for A, is also a local
idempotent forA. In result the set of all operator leading to the BLUE of  can be expressed as
follows:
B = R + P2 − P,
where R is a specific operator leading to the BLUE of , while P is any local idempotent for
T =A+V. In view of (4) the last equality can be written in the form:
B = R + U(I − TT−),
where T is a matrix spanning the subspace T. Actually, this representation coincide with the
general solution of (7) and (8). It should be recalled that the subspaceT determines the domain
138 R. Kala, P. Pordzik / Linear Algebra and its Applications 417 (2006) 134–139
to which the vector of observations belongs, if the model {y, A, V} is consistent (see, e.g., [7,
p. 297]). Thus the set of all transformations leading to the BLUE of  can be simplified. If
we agree that simpler transformations have smaller rank, then Proposition 1 leads the following
characterization.
Proposition 6. Under the general Gauss–Markov model {y, A, V}, the operator R leads to the
BLUE of  = A and has the smallest rank if and only if
(a) R is local identity forA,
(b) R is left symmetrizer of V,
(c) r(R) = r(A).
Note also that, in view of Corollary 2 of Baksalary et al. [4], the idempotency of R, entitles
the replacement of the condition (b) by the inequality V  RVRT, which is the property directly
following from the definition of the BLUE.
Some possible choices of transformations characterized in the proposition above can be ex-
tracted from the general representation of the BLUE recently recalled by Puntanen at al. [6]. They
are as follows:
R1 = AA+ − AA+VQ(QVQ)−Q, where Q = I − AA+,
R2 = AA+ − AA+V1/2(QV1/2)+,
R3 = A(ATT−A)−ATT−, where T = V + AAT.
The second operator is due to Albert [1], while the third one is due to Rao and Mitra [9]. Since
AA+ is the operator providing the Simple Least Squares Estimator of  = A, the first and second
operators show how the SLSE can be corrected to obtain the BLUE. The second operator is unique,
while the first and third are not. However, all of them give the same result if applied to the same
set of observations, since y ∈A+V =T, with probability one.
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