The quality and correct functioning of software components embedded in electronic systems are of utmost concern especially for safety and mission-critical systems. Model-based testing and formal verification techniques can be employed to enhance the reliability of software systems. Formal models form the basis and are prerequisite for the application of these techniques. An emerging and promising model learning technique can complement testing and verification techniques by providing learned models of black box systems fully automatically. This paper surveys one such state of the art technique called model learning which recently has attracted much attention of researchers especially from the domains of testing and verification. This survey paper reviews and provides comparison summaries highlighting the merits and shortcomings of learning techniques, algorithms, and tools which form the basis of model learning. This paper also surveys the successful applications of model learning technique in multidisciplinary fields making it promising for testing and verification of realistic systems.
Introduction
To imagine a software without bugs is difficult and ensuring its correctness even more difficult. The likelihood of occurring errors in systems rises with the increase of scalability and functionality. Also, the heavy use of unspecified third-party components by developers, for rapid development and reducing time-to-market, can also result in under-specified and erroneous systems. Unfortunately, bugs are common and propagated among these components. Integration testing of the overall system developed by unspecified black-box components become a challenging job. There are numerous cases where software bugs resulted in a disastrous loss of money, time, or even human life. The author Dershowitz [1] has maintained a list of over 100 "software horror stories" including failure of Patriot missile [2] during the Gulf war (due to software error), the crash of the Ariane 5.01 maiden flight [3] (due to an overflow), the loss of Mars orbiter [4] (due to a unit error), Therac-25 radiation therapy machine [5] (software error), and Pentium FDIV [6] (design error in floating point division unit) are a few well-known examples highlighting the fact that life-depending, mission-critical and safety-critical systems can be far from being safe.
giving more input sequences via MQs. A schematic overview is shown in Figure 4 . Here, the learner's job is to construct hypotheses while the task of the conformance testing tool (CT) is to check the validation of the constructed hypotheses. As the testing tool (CT) can only send a finite number of TQs so we can not say with certainty that the learned model is the correct representation of the target system. However, by assuming a bound on the number of states of machine 'M', we can have a finite and complete conformance test suite [10, 69] . 7 Figure 4 : Active automata learning in a black-box reactive system [10, 70] .
Model Learning with a Mapper/Abstraction Component
Abstraction plays a crucial role in scaling existing model learning techniques to realistic systems. Mapper is a software component that plays the role of abstraction and is placed between learner and teacher. The learner sends abstract messages to the mapper component that converts them to concrete messages and forwards them to the SUL. The mapper component converts the concrete response of the SUL back to abstract messages and sends to the learner. A formal model of the abstracted interface is learned by model learning. To obtain a faithful model of SUL, the abstraction process can be reversed. Basic functioning of the mapper component is shown in Figure   5 . Cho et al. [71] applied model learning techniques on botnet command and control protocols for inferring models. They placed an emulator/mapper component between learning software and botnet servers. Mapper component concertizes the abstract alphabet symbols into valid network messages and forwards them to botnet servers. On receiving responses from the servers, mapper/emulator does reverse of it, i.e., it converted response messages into abstract output alphabet and forwarded them on to the learner. A schematic overview of this learning setup is shown in Figure: 6. To deal with such kind of intermediate abstraction, Aarts et al. [72, 73] developed a mathematical theory which incorporated the concepts of predicate abstraction and abstract interpretation. Chalupar et al. [74] used a different approach for inferring model. To reduce the number of inputs, they merge many input actions that have a specific order into a single high-level action
Researchers normally define abstraction manually. Vaandrager [75] , showed that such an abstraction component could be created automatically for the richer class of models, e.g., EFSMs. In such modeling formalism, equality of data parameters can be tested, but operations on data are not allowed [76, 77] . Their approach makes use of counterexample-guided abstraction refinement (CEGAR) notion. In CEGAR concept, whenever the current abstraction becomes very coarse and causes non-determinism, the employed abstraction is refined automatically.
In his talk, Vaandrager [75] 
Learned Models
Having a formal representation of a system is prerequisite for verification techniques like model checking and model-based testing. Different modeling formalisms exist, including DFA, NFA, Mealy machine, Moore machine, and variants of EFSMs, to model systems formally. We shall briefly discuss the following well-known models that are being used in model learning for realistic systems.
Deterministic Finite Automaton
A well-known modeling object in language theory is DFA that model and recognize regular languages. Some efficient learning algorithms for minimized automata models resulting in canonical forms [80, 29] have been proposed (see table: 1). Automata learner for DFA (e.g., Angluin's L* algorithm) learns the DFA that represents the behavior of a target automaton.
A DFA is a tuple M = (Q, q 0 , I, δ, F) where (1) Q is finite non empty set of states (2) q 0 Q is the initial state (3) I is Input alphabet set (4) δ : Q × I → Q is the transition function (5) F ⊆ Q is the finite set of accepting or final states.
Intuitively, a DFA evolves as: let initially it is in some state q Q, and upon receiving an input symbol (or action) i I, it transfers to a new state according to δ (q, i). A word i I * is accepted by the finite state machine if we start from the initial state and the DFA reaches to an accepting state by traversing the symbols of the word. Formally a (deterministic) mealy machine is a tuple M = (I, O, Q, q 0 , δ, λ) where (1) I is a set of input symbols/actions (the input alphabet) (2) O is a set of output symbols (the output alphabet) (3) Q is a finite set of states, also called locations (4) q 0 Q is the initial state (5) λ : Q × I → O is output function. It produces an output symbol for every transition (6) And δ is the transition function which is defined as: δ : Q × I → Q.
It specify the transitions for every state to its successor states. Intuitively, it evolves as: let initially it is in some state s S , and whenever it receives an input symbol a Σ, the machine change its state to a new one according to δ(s, a). Its functioning is very similar to a DFA but in addition it also generates an output symbol o O according to λ(s, a).
EFSM / Register Automaton
Mealy machines represent the control flow of the target component, and it is also limited in its power of A common EFSM formalism is the register automata, in which finite control structure is combined with variables, guards and assignments. Some work has been done to generalize these learning algorithms to richer models like EFSMs where data values can be communicated, processed and stored [85, 86, 87, 88] . Figure: 8 represents a register automaton model for a FIFO-set with capacity two. Interested readers are referred to [75, 89] for further details. 
Miscellaneous Formalisms

Data Structures
Model learning algorithms normally vary in two ways: (1) the data structures used for storing responses of queries and realizing the black-box abstraction, (2) and how learning algorithms handle counterexamples. The basic learning algorithm L* and its variants used two types of data structures: observation tables and discrimination trees.
Observation Tables
Observation table is In str = abab and starting state q 0 the machine will return output as Out str = ABAB. So, (abab, ABAB) obs M example .
Discrimination Tree
The second data structure used by many learning algorithms is a discrimination tree which is a decision tree for determining equivalence of states. It is a classification scheme for distinguishing between states and first introduced by Kearns & Vazirani [99]. and 1-child (represented by solid line). Two well-known operations which are used to get information from a discrimination tree are: (1) "Sifting" and (2) computing "lowest common ancestor (LCA)". The "sifting" explores the tree for classification, and "LCA" emphasizes the separation of classes present in a tree. For further details about discrimination tree data structure, we refer the interested readers to [100, 101]. 
Testing Algorithms
Algorithms that generate test suites are of great importance and playing their crucial role in automata learning.
Once a learning algorithm constructs a hypothesis then testing algorithm act as an oracle (equivalence oracle)
to check whether the hypothesis is correct or not. In general, there are two kinds of oracles: ideal oracle and real oracle. The ideal oracle knows the underlying automaton of SUL, and in case of real oracle it does not have access to the automaton of SUL, and it has to approximate the equivalence queries by testing. The real oracle is connected to a system, and it has to approximate it. In case of software system's implementations, Real oracle does not exist. We can alleviate this problem by using "random sampling oracle". 
Learning Complexity
Learning algorithm's complexity is normally calculated in terms of the required number of membership and equivalence queries. It is due to the fact that the execution of membership queries requires interaction with the SUL and it will take some time . The observation table or other data structures like reduced observation table or discrimination tree for queries and responses need to allocate memory resources. Let the size of the alphabet Σ, is denoted by |Σ| , 'n' be the total number of states in the target minimal state model of SUL, size of input alphabet I is |I|, and 'm' be the longest counterexample returned by the oracle. Let we first discuss the complexity of equivalence queries. In Angluin's algorithm, and the algorithms that are using other structures like discrimination tree or reduced observation table, the upper bound for the required number of equivalence queries is 'n'. Angluin's algorithm normally poses more queries to build a model and hence it collects more information. Due to this reason, Angluin's algorithm produces less false hypotheses and thus fewer equivalence queries. For these three categories of algorithms, the upper bound for equivalence queries is however same, i.e., n.
The complexity of Angluin's and its variants mainly depends upon the size of the alphabet, the length of counterexample and number of states. In the learning process the required number of MQs increase linearly with the number of inputs, with the length of counterexample and quadratically with the number of states [65] .
Berg et al.
[114] analyzed the performance of Angluin's algorithm by considering randomly generated automata and real-world examples. They studied the impact of alphabet size |Σ| and the total number of states n on the required number of membership queries (MQs). As complexity also depends upon the length of counterexample, so handling counterexamples efficiently, a number of algorithms have been proposed [36, 105, 84, 25, 115].
During the learning process, the formation of a hypothesis is a somewhat easy task, but its validation using conformance testing becomes a challenging task for large input alphabet. Let, n be the number of states present in learned hypothesis (H),ń be the states present in system under learning (SUL), and if 'p' be number of inputs then in worst scenario, we require to run test sequences ofń − n inputs that is, p (ń−n) possibilities [69, 10] . So, there is a requirement for some strategies that can reduce the number of inputs. One solution is to use abstraction technique. LearnLib is consist of three main modules, as shown in Figure 13 , which are automata learning module, infrastructure module, and equivalence queries module.
Comparison
1. Automata Learning Module: This is the main module of LearnLib that comprises different learning algorithms and their supported modeling structures. It also provides algorithms for handling data structures efficiently which enable learning techniques to learn large-scale systems [130] . Besides, as the way of processing counterexamples has a significant impact on the learning complexity, so Learnlib has been equipped with efficient counterexample handlers. Table1 shows the details of these learning algorithms along with other features. Graphviz, for example, is used for visualization of DOT formats. RALT worked under two assumptions. Firstly, the SUL should be a finite state machine and must behave like a Mealy machine. This means that there is an output for every input. Secondly, RALT requires a test driver for running tests on SUL and provides the results of tests back to RALT.
Various learning libraries/tools are being used in industry to infer models of realistic systems. A comparison of some important libraries has been presented in the table:2. [159]
Applications of Model Learning
Currently, model learning is being applied successfully in numerous areas including regression testing, inferring models of existing standardized protocols, compositional reasoning, model-based testing, analysis of inferred models by model checking, etc. In the following subsections, we shall briefly discuss the applications of model learning in different domains.
Network Protocols
Today we are completely dependent and relying more and more on the reliability of network and security pro- al. [72, 73] Continued on next page 29 
